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The optical fibres form a basis of the long-haul transmissions systems, and is a significant 
component of the connectivity infrastructure. Rapidly growing demand in data traffic 
requires instantaneous imperative actions with long-term effect to meet the future 
expansion of the digital economy. The current optical networks resources are 
overstretched, and the further extensive utilisation will ultimately constrain the 
development of other economic sectors. 
The intelligent and effective usage of the installed infrastructure can shift forward the 
existent limitations, keeping the cost low because of avoiding of the reinstallation. One 
of the principal constrain, which bounds the further optical fibre capacity grows, is the 
existence of undesirable nonlinear phenomena, the so-called Kerr nonlinearity, causing 
self-phase, cross-phase modulation and four-wave mixing. The combination of advanced 
achievements of mathematical physics, together with communication engineering and 
information theory allowed to implement the so-called nonlinear Fourier transform 
(NFT) approach to optical communication. In its paradigm, the fibre nonlinearity is 
considered as a valuable part of the model, and the NFT mapping effectively 
(de)composes the signal to naturally non-interacting modes. The NFT concept can be 
applied to the signal propagation model with either vanishing or periodic boundary 
condition, which involves the different structures of parameters for manipulation. 
In this thesis, I focused on the investigation of boundary condition cases, discovering 
analytical properties, available degrees of freedom, developing numerical methods, and 
coding approaches; then examining their performance via the simulation of optical 
transmission systems. The results allow us to conclude the existence of several technical 
limitations, which limit the achievable transmission quality and data-rate. These include: 
the deviation of the channel model from the purely integrable, nonlinear and not explicit 
coupling of the resulting signal parameters, numerical methods accuracy and amplifiers 
noise accumulation. In spite of those, the simulations demonstrate the considerable 
performance of NFT-based communication systems. 
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Notations and list of acronyms
The general idea I follow throughout the text: normal text letters mean scalar quantities,
lower-case bold letters - vectors, columns, etc., upper-case bold letter - matrices (except
Pauli matrices σ1−3, eq. (1)), hatted bold letters - operators. The normalised quantities
are usually designated as a lower-case version of the letter for a not-normalised (in physical
units) counterpart. A monospaced font is used for programming commands, variables etc.,
in the main text, appendix and code listings.
The matrices entries and columns are involved in the expressions apart from the ma-
trices: the individual cells are marked with double-indexing in brackets (A(12) for the
right-top entry) and the columns are designated with single-indexing in brackets (A(1) for
the left column).
The sets are designated with mathcal command, excluding N used for the number
of gaps for Riemann-Hilbert problem input (in chapters 3 and 6). The common sets are
designated with mathbb command: R for real numbers, Z for integers, C for complex
numbers. In addition, the (closed) half-planes are: C± = {k ∈ C : ±=k > 0} and
C± = {k ∈ C : ±=k ≥ 0} .
In the set of complex numbers, i designates imaginary unit, < and = stay for real
and imaginary part, correspondingly. Asterics a∗ means the complex conjugation: a∗ =
<a− i=a.
The definitions of important entries used in the text are the following. The Pauli

















The Dirac delta function δ(x) is a generalised function, limiting the rectangular func-
tion to the infinite amplitude and zero support, used as localising weight and normalised
to the unity, as given:∫ ∞
−∞
f(x)δ(x− x0)dx = f(x0),
∫ ∞
−∞
δ(x)dx = 1. (2)





The diagonal matrix if uniquely determined by the (main) diagonal entries, with all
remaining entries being zero:
diag(a, b, c, d) :=

a 0 0 0
0 b 0 0
0 0 c 0
0 0 0 d
 . (4)
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The Toeplitz matrix is a diagonal-constant matrix, uniquely determined by the entries
of first column (and row):
Toeplitz(a, b, c, d; a, e, f, g) :=

a e f g
b a e f
c b a e
d c b a
 . (5)
In the matrix (and vector) operations, superscript AT means transposition, whilst
superscript A+ stands for Hermitian conjugation.
I use standard deviation as useful matrix for stochastic quantities deviation, for quan-
tity Y , having mean value 〈Y 〉, the standard deviation is:
σ2Y = 〈(Y − 〈Y 〉)
2〉, (6)
and normalised deviation is σY /〈Y 〉.
Single vertical bracketing |a| means absolute value, double vertical bracketing for vec-





square bracketing [a] means integer part of the number (rounding ignoring part after
decimal point), angle bracketing 〈〉 means averaging over the relevant selection set.
In notations of physics effects and objects, I follow conventional practices, meaning t
as time, x, y, z as coordinates, f and ω are frequency and circular frequency (for waves), n
as refractive index, c as the speed of light, etc. I do not provide the full listing of notation,
I hope that the meaning will be clear from the context.
Following the widely used acronyms, l/r.h.p. means left/right-hand side part of the
equation. The full list of used acronyms with the page of the first appearance is provided
below:
AKNS Ablowitz, Kaup, Newell, Segur. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .37
AL Ablowitz-Ladik . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
ASE amplifier spontanious emission . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
ASIC application-specific integrated circuit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .30
AWGN additive white Gaussian noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .33
BER bit error rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
BO Bofetta-Osborne . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
CN Crank-Nikolson . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
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DBP digital backpropagation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .30
DL Delves and Lyness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
DT Darboux Transfrom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
EDFA Erbium-dopped fibre amplififer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
EVM error-vector magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .31
FC Fourier collocation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
FT Fourier Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
GLM Gelfand-Levitan-Marchenko equation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .50
GVD group-velocity dispersion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
IFT Inverse Fourier Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
INFT inverse Nonlinear Fourier Transfrom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
IST Inverse Scattering Transform. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .35
KdV Korteweg-de Vries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
ML machine learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
NF Nolinear Fourier . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
NFT Nonlinear Fourier transfrom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
NLS Nonlinear Schrödinger equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
NR Newton-Raphson. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .75
OFDM orthogonal frequency-division multiplexing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
OPC optical phase conjugation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
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PAPR peak-to-average power ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
PNFT periodic Nonlinear Fourier transfrom. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
RHP Riemann-Hilbert problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
ROI region of interest . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
Rx receiver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
SE spectral efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
SMF single-mode fibre . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
SNR signal-to-noise ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .29
Tx transmitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31





The improvement of optical communication technologies has been growing in the alignment
with the data traffic demand, caused by continuous development of other economic sectors.
The modern straightforward and linear technologies cannot properly fulfil the anticipated
needs in the achievable data rates and propagation distance.
Depending on the target reach, the limiting factors and their contribution may vary.
The fibre nonlinearity is considered as an important bottleneck for long-haul transmissions,
because of operating in high-power and long-distance regime.
The Nonlinear Fourier transfrom (NFT) is studied in this thesis as a methodology for
effective signal processing, which effectively linearises the optical channel. The processing
is aligned on both transceiver and receiver. In this concept, the signal is (de)composed
to the natural mode, which propagates independently in the optical fibre. This method
involves the advances of mathematical physics and needs to be adapted to the application
for communication. This adaptation includes the study of the sampling requirements,
development of effective and fast numerical methods. Additionally, the research is required
for the development of new transmission formats, making and motivating the decisions
about the manipulation with signal parameters and degrees of freedom for information
coding.
1.2 Thesis outline
The remaining part of the thesis consists of 6 chapters, from chapter 2 to chapter 7.
Chapter 2 is dedicated to the survey and review of the typical practices, most im-
portant and most recent achievements in the subject area. It includes the review of the
physical effects, occurring in the optical fibre, the most relevant for the convenient op-
tical communications application, and describes the comprehensive channel model with
relevant components. The model is discussed from the analytical and numerical study
point of view. Additionally, it lists main nonlinearity mitigation methods and details of
simulations of the transmission systems.
Chapter 3 contains the complete description of the NFT (IST) approach, from the
mathematical point of view. Two possible boundary conditions cases (vanishing and pe-
riodic) are equivalently addressed there. This chapter includes the details of the corre-
spondence between operators, definitions of objects and their properties, scattering data
structures and their evolution in time. The mathematical procedures for both direct and
inverse NFT, for both vanishing and periodic boundary conditions are presented there.
In the case of several possible approaches (to the same transform), their advantages and
applicability are compared and discussed.
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Chapter 4 presents the analysis of the performance of direct NFT methods, basing of
analytical and pre-constructed examining cases. It is focused on the numerical accuracy
and computational time of the existing methods. Also, it provides the derivation and
testing of novel improved numerical methods. Cases for both continuous and discrete
scattering data are presented.
In chapter 5, for the first time, I fully present my results in the developing of the novel
numerical method for discrete eigenvalues evaluation. These results have been published
only fragmentarily before. Among the advantages of this method is simultaneous detection
of all embedded eigenvalues and the predictable numerical complexity. The testing and
comparison with the existing discrete eigenvalue methods are provided, both for analytical
and pre-constructed signals. Aiming the practical implementation, for these methods the
noise tolerance is studied.
Chapter 6 contains the results in the developing of NFT-based transmission systems.
The advantages and limitation of both boundary condition cases are studied and discussed.
Finally, in chapter 7, I conclude the overall results of the research work and discuss
the perspectives of the NFT method for nonlinearity mitigation.
1.3 Contribution
In this section, I want to properly acknowledge the collaboration and contribution during
this research work.
I have two main collaborators, who worked with me on the results presented in this
thesis, related to the periodic boundary condition case. Our professional expertise is com-
plementary, which allowed the effective and successful teamwork. The first collaborator
is Dr Morteza Kamalian, who has communication background, so he is more responsible
for the numerical simulation of the transmission systems. Another collaborator is Prof
Dmitry Shepelsky, he is more responsible for the analytical derivations, Rienamm-Hilbert
problems equivalent deformations and for justification of the general Riemann-Hilbert
problem concept. I contributed to all stages of the periodic systems developments, with
their guidance and support.
In vanishing boundary condition research, I have developed the numerical realisations
and simulations myself, under my supervisors’ guidance.
Additionally, I have to mention the overall supervision and management, done by my
main supervisor, Prof Sergei Turitsyn, and associate supervisor, Dr Yaroslav Prilepsliy.
They contributed mainly during the papers preparation stages and by general guiding and
advising.
1.4 Tools
The numerical realisations of algorithms and numerical simulations of the transmission
systems I mainly implemented in MATLAB. During the study, I used different versions of
MATLAB from 2016b to 2019a, available under the Aston University licence. Some parts of
simulations, related to the Riemann-Hilbert problem, were implemented in Wolfram Math-
ematica to avoid data transfer between different software. I used Wolfram Mathematica
versions 10-11, available under the Aston University licence.
In the last part of my PhD research, I used fast and parallelised implementation of the
split-step numerical algorithm, developed by Dr Nikolai Chichkov, one of my co-authors.
It is roughly related to the period of publications [C1, C4].
For the fast implementation of the NFT numerical method, I used the open-access
code, runnable from MATLAB, developed by the research group of Wahls [139]. For the
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numerical solutions of the Riemann-Hilbert problem, I used the open-access numerical
package in Wolfram Mathematica by Olver [107].
This thesis does not contain any experimental results, so I do not provide any infor-
mation about experimental tools and equipment here.
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Current state of art
2.1 Physical effects in the optical fibre
2.1.1 General remarks
The very idea of the optical fibre lies in the locking light inside the directed thin glass
tube due to the effect of total internal reflection. This is achieved by creating a two-
layer tube, having an internal part (core) with a higher refractive index than an external
part (cladding). Depending on the cross-section area of the core, there is some freedom
in the beam’s directions between reflections. For sufficiently thin fibres, all beams are
concentrated longitudinally to the fibre axis. Such fibres, with the limited variety of light
directions, are called single-mode fibres, meaning as a mode the possible light path in the
fibre’s core.
In this section, I provide the listing of the physical effect occurring in the optical fibre.
I do not mention all possible effects, limiting to the minimally required, so I mention only
these phenomena which are relevant to (i) fibre-optics in application to optical communi-
cations, and (ii) typical long-distance application, in particular, the standard single-mode
fibre (SMF). The application of optical fibres goes much beyond these two areas, including
technologies for designing several-modes and several-core fibres, grading-index fibres, etc.
[4]. The optical fibres are also involved for the dispersion-management, fibre lasers and
amplifiers, however, in these areas, the focus is shifted to modifying the fibre structure or
content. For other, less relevant effects, the reader can refer to one of fibre optics classic
book by Agrawal [4].
Note that I intend to provide the measurement units for the parameters in SI.
2.1.2 Group-velocity dispersion
One of the main effects, influencing the light propagation in the optical fibre arises from
the refractive index n dependency on the wavelength (or, equivalently, frequency). Con-
sequently, the same dependency arises for the wavenumber β. In the assumption of a
thin spectrum of the beam, almost monochromatic wave at wavelength λ0 (so at circular









(ω − ω0)m = β0 + β1(ω − ω0) +
1
2
β2(ω − ω0)2 + . . . . (2.1)
The first-order term can be eliminated by considering the co-moving (with the pulse)
reference frame, which travels with the pulse group velocity vg (velocity with which the
overall envelope shape of the wave’s amplitudes propagates through space). The second-
order term represents the dependency of the group velocity on the wavelength, so is called
group-velocity dispersion (GVD).
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Practically, at least for smooth single-lobe profiles, the presence of GVD leads to the
signal broadening: its effective time-support expands during the propagation. It can be
naively explained in the way that the shorter-wavelength components of the pulse delay in
comparison with the longer ones (for silica, D > 0). For the known signal bandwidth B (in
Hz), after the propagation over the distance Z, the overall signal time-support expansion
can be estimated as:
∆t = 2π|β2|ZB. (2.3)
This gap estimation is known also as the channel dispersion-induced memory and used to
determine the sufficient separation between individual signal bursts.
The expansion above allows accounting higher-order dispersions, however, they start
being relevant for shorter pulses, more applicable for laser physics than to communications.







The main relevant effect is the so-called Kerr nonlinearity, expressing as the dependency of
the core refractive index n on the light intensity, and in the assumption of low nonlinearity,
it can be represented as an expansion:
n = n0 + n2|E|2. (2.4)
Due to the symmetry of SiO2, the first-order term is not involved in this expansion. In
silica fibres, the nonlinear contribution to polarisation vector P (by molecular vibration) is
viewed as a small perturbation and in the approximation of the electric-dipole interaction,
the medium response is local both in position and time.
For the following derivations of the wave amplitude (envelope) evolution, it is conve-





where Aeff is an effective core area, determined by the spatial distribution of the light over
the fibre cross-section. The measurement unit is [1/W/m].
The Kerr nonlinearity is responsible for self-phase and cross-phase modulations, when
the nonlinearity-caused phase deviation is specifically addressed. However, in this research,
the Kerr effect is considered as a part of the signal propagation model, not separating its
effects on the signal amplitude and phase.
2.1.4 Loss and amplification
The light-medium interaction inevitably leads to an energy transfer from the wave to the
material. In this way, the medium is heating and the pulse is losing its power. The energy
(power) loss during the pulse propagation in the fibre is characterised by the loss coefficient




so the power P is decaying exponentially with factor α, when the electric field E is de-
caying with factor α/2. The natural unit for loss coefficient is [1/m], however, it is widely
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expressed in [dB/m], to deal with the signal power, measured in dBm, in a more convenient
way.
The pulse bandwidth is assumed to be far from any material resonances. For the
transparency window of silica glass, the dependency of the attenuation coefficient of the
wavelength is provided in fig. 2.1. As it is labelled there, the main contribution to the
power loss in the optical fibre is caused by Rayleigh scattering (left part, decaying as λ−4)
and material absorption (right rising part). Also, because of the specific condition of fibre
fabrication, some amount of water molecules is left in the fibre core. This spectrum line
in the left part of the loss coefficient dependency is known as OH-peak.
Figure 2.1: The attenuation coefficient of silica fibre near the transparency point as a
function of the incident wave frequency (cited from [122]).
In modern communications, the band around the extremum wavelength λ0 = 1550 nm
is used, exploiting approximately 5 THz bandwidth. This frequency range is known as
a conventional band or C-band. Within this range, the attenuation is considered to be
frequency-independent, at the value α = 0.2 dB/km.
Two common approaches are used for loss compensation in the optical fibre. First, I
have to note that the rates of currently employed systems require optical solutions in the
signal amplification: converting to the electrical domain and back would be more expensive
and would limit the system performance. The game-changing discovery of Erbium-dopped
fibre amplififer (EDFA) allowed the sensational expansion of optical communication ca-
pacity in the 1990s [15, 33]. Adding and exciting (with laser pump) the Er3+ ions in
silica enables to effectively reproduce the incident photons, operating exactly in the range
of silica transparency window. In this approach, the amplifiers are located discretely, on
usually 80 km spans, so, this kind of amplifiers boosts the signal locally, compensating the
exact amount of energy, lost during one span propagation.
Another common way to maintain the signal power during its propagation through the
fibre is to use (distributed) Raman amplifiers. There are several approaches to Raman
amplifier design, using forward or backward laser pump to excite the gain medium [15].
The Raman amplification provides almost constant gain profile along the span [8, 9, 15,
57, 77]. In this thesis, I consider that Raman amplification fully compensates loss in
the fibre on the length of the span. In practice, Raman amplifiers provide not-constant
profile, consisting of convex and concave humps, their order depends in the direction of
the amplification pump (either forward or backward). Because of the variety of designs,
there is no preferable configuration, and therefore, no standard for a gain-loss profile in
the presence of distributed Raman amplification. This distribution could be taken into
account in the simulations, however, with marginal effect on the transmission performance,
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because of many more impactful factors.
The presence of the amplifiers inevitably causes another and the most important noise
source for long-distance transmission, the so-called amplifier spontanious emission (ASE)
noise. When the pump laser pulse passes the gain medium, it can cause uncontrollable
and random electron transitions. For more details to analytical models of this noise see
subsection 2.6.4.
2.2 Optical fibre modelling with Nonlinear Schrodinger equa-
tion
The concept of NFT-based optical communications, in any case, must be related with
involvement of so-called integrable (or almost integrable) equation as an effective model of
the signal propagation. From the physics point fo view, this model must include effects of
the interaction between the electric field and the optical fibre media, taking into account
the effects from the subsections above.
Starting with the general wave equation for the electric field, originating from Maxwell’s
equations for vector electric field E and vector polarisation P:








The subsequent derivation accounts several assumptions, related to the properties of the
fibre. They include the involvement of axial symmetry, which allows reducing the vector
equation to the scalar form, considering only the coordinate along the fibre z. Account-
ing the symmetry of SiO2 molecule simplifies the material (electromagnetic) permittivity
from tensor form to scalar. The nonlinear material response is considered to be pertur-
bative comparably to the linear response. The propagating light is assumed to be quasi-
monochromatic, so instead of describing the evolution of the electric field, the problem is
reduced to the amplitude evolution The main (central) wavelength is chosen according to
the silica transparency window, see fig. 2.1, to be 1550 nm.
These assumptions and simplifications allow writing the equation for the slow-varying












Note here that t designates the time in the co-moving reference frame, so, can be
negative, whilst z is the distance along the fibre and only positive. This equation is
commonly referred as Nonlinear Schrödinger equation (NLS), however in mathematics
NLS usually depicts the evolutionary equation with dispersion (subsection 2.1.2) and third-










Note that in the following work I assume that the fibre has anomalous dispersion
(β2 < 0), what leads to the focusing NLS. During the propagation, GVD and Kerr
nonlinearity compete, decreasing the beam effective cross-section.
Introduction of additional terms allows the generalisation of NLS taking into account
other effects in the optical fibre, i.e. higher-order dispersion or nonlinearity, including
stimulated scattering [4]. Besides, it ignores the existence of two polarisations of light,
meaning that the polarization is maintained during the propagation. In this thesis, I do
not move beyond this most common form of the channel model, to use the properties of
its integrability for the sake of optical communications.
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Note that the two-polarisation generalisation of NLS exists and is known as Manakov
equation [4, 98], where this approach is applicable. For two-polarisation case, the power
transfer between polarisation states is taken into account. The study of this case and
applicability of NFT approach to it is put of the scope of this thesis, but some study for
periodic NFT can be found in [74, 118, 119].
2.2.1 Path averaging
The NLS in the form eq. (2.8) is not integrable, so we cannot apply NFT to it for solving
or for coding purposes. To be able to use NFT for NLS with losses, one can use path










− γ exp(−αz)|Q|2Q. (2.10)
Principally, this equation represents the propagation of the signal Q(z, t) in the medium
with effectively changing nonlinearity coefficient as γ exp(−αz). Assuming the case, when
the sap length is much less than all characteristic lengths of the fibre, one can introduce






exp(−αz)γ dz = γ 1− exp(−αLsp)
αLsp
. (2.11)
The same expression is often written in terms of the amplifier gain as [85] γeff = γ(G −
1)/(G log(G)), where G = exp(αLsp).











what is literally purely integrable NLS in the form (2.9).
2.2.2 Normalisation approaches
There are two widely used ways to normalise eq. (2.9), which lead to different coefficients
in front of the principal terms. This also influences some details of the corresponding
inverse scattering problem.
All normalisations are uniquely determined by a single normalisation parameter, in
traditions of our research group I start with normalisation time T0, however, one can
choose to start either from distance scale or power scale as well:
(i) Having T0, one can define L0 = T
2
0 /|β2| and P0 = 1/γ/L0 = |β2|/γ/T 20 . Then
normalise the temporal variable as t = T0τ , the space variable as z = L0ζ and the
signal function as Q =
√






















with α0 = αL0 = αT
2
0 /|β2| acting as a normalised attenuation parameter.
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(ii) Having the same normalisation time T0, one can define L0 = 2T
2
0 /|β2| and P0 =
|β2|/γ/T 20 and normalise the variables as t = T0τ , z = L0ζ and Q =
√
P0q. The only
difference here lies in different normalisation of space variable. The normalised NLS
















with two times larger normalised attenuation in that case α0 = αL0 = 2αT
2
0 /|β2|.
Here I note that during this research I tried to stick to the normalisation (ii) provided.
However, some of the results are invariant to the normalisation, as, e.g. numerical methods
accuracy study from chapter 4.
2.3 Numerical solution of initial value problem for NLS
The signal propagation in the optical fibre is principally modelled by means of NLS,
including the amplification scheme, either lumped EDFA, or distribute Raman amplifica-
tion. For purposes of numerical studies, the signal propagation in the fibre is simulated
numerically by split-step Fourier scheme [4].
To present the input signal on a finite support one uses an array of equidistant samples
f. The propagation distance is also discretised onto equal steps. To make it more universal,
I write the algorithm for NLS for unknown function f(l, θ), where l may be understood as














= D̂f(l, ϑ) + N̂f(l, ϑ). (2.17)
The idea of the split-step approach lies in splitting the r.h.p. of eq. (2.17) onto the
linear D̂ and nonlinear N̂ operators. The evolution over the single discretisation step is
performed in three stages: first, half-step linear evolution is preformed, then nonlinear
evolution, finally, another half-step linear evolution. Elementary evolution is done using
matrix exponents: linear half-steps in the (linear) frequency domain and nonlinear step in
the time domain.
For the transition between time and frequency domains one can use Fourier Trans-
form (FT), MATLAB command fft, and its inverse counterpart Inverse Fourier Trans-
form (IFT), MATLAB command ifft. The application of fast (Cooley-Tukey) algorithm
for FT allows reaching high speed of simulation [27]. However, because of application of
these algorithms, in split-step simulation we unconsciously assume that NLS boundary
conditions are periodic, what should be considered properly.
The scheme the single iteration of the split-step algorithm can be written as (here ∆l
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Table 2.1: Listing of the split-step coefficients for different forms of optical fibre models
based on NLS.
Equation/coefficient Closs Cdisp Cnonl
not-normalised NLS w/o loss (2.9) 0 β2/2 γ
not-normalised NLS w/ loss (2.8) α/2 β2/2 γ
normalised NLS (i) w/o loss (2.13) 0 1/2 1
normalised NLS (i) w/ loss (2.14) α0/2 1/2 1
normalised NLS (ii) w/o loss (2.15) 0 1 2
normalised NLS (ii) w/ loss (2.16) α0/2 1 2
Inside the loop, it is practical to remove IFT-FT pair in the junction of iterations (in
brackets) to reduce the computational time.
Depending on the NLS normalisation chosen and amplification technique used, there
are different definitions of the operators L̂ and N̂ emerging to the computation. The
transition to the spectral (frequency) domain requires proper sampling there, defined via
the FT properties (see appendix A). The array Ω is non-symmetrical array (including zero
sample) with step ∆Ω = 2π∆ϑnt , where nt is number of signal samples and ∆ϑ is sampling
step in temporal domain. The operators, acting in the exponents, are as follows:
D̂ = −iCdispΩ2, N̂ = iCnonlf2. (2.18)
The loss term from eq. (2.8) can be taken into account adding −Closs to any of the
operators, since the FT is linear operation.
The expressions for the coefficients values for different forms of NLS are provided in
table 2.1.
To simulate EDFA amplification, one should take into account losses during the span
and then locally add gain, introduced by the amplifier at the end of each span. To simulate
Raman amplification, one should consider either constant or smoothly varying gain profile
all through the span. Both amplification formats introduce ASE noise to the system.
2.4 Optical communications
Optical fibre systems form the backbone of the global telecommunication networks that
underpin Internet, broadband communications and digital economy. It is hard to overstate
the impact that fibre communications have made on the economy, society, and almost all
aspects of our lives. Over the last century, the achievements of optical communications
supported the growth of global economic, enabling the effective communication of various
distance and rates scales.
The celebrated estimation is done by Shannon [127] for the maximum achievable ca-
pacity of the linear channel in the presence of the additive noise:
capacity = bandwidth · log2 (1 + SNR) . (2.19)
Note that this estimation has been done regardless of optical fibre, however in the linear
limit (neglecting Kerr and other nonlinearities) it applies to fibre optics as well. This
formula effectively means that for expanding the channel capacity one has to either exploit
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the wider bandwidth or increase the signal-to-noise ratio (SNR). However, the optical
channel model deviates from linear, especially in the high-SNR regime. Therefore, the
nonlinearity severely bounds the capacity and does not allow the optical-fibre channel to
achieve this anticipated data rates.
Subsequent discoveries of wavelength-division multiplexing, EDFA, coding and con-
stellation shaping approaches allowed satisfying the demand in the information channel
capacity. Current forecasts predict the exponential growth of the data traffic demand (by
other economic sectors) [92]. The growth of the Internet-based activities and the rapid
proliferation of bandwidth-hungry online services (cloud computing, big data, on-demand
HD video streams, Internet of Things, etc.) have resulted in the ever-escalating pressure
on the speed and quality of information flows interconnecting network participants. Hence,
contemporary communication systems are facing an increasing challenge to provide more
and more line capacity each year.
For long-haul communications, the fibre nonlinearity is considered as the most prin-
cipal limiting component. The currently employed systems demonstrate the saturation,
and then degradation of the achievable channel capacity (measured, e.g., by data rate
or spectral efficiency (SE)). This saturation and degradation is observable for high SNR
regimes and occur earlier for longer distances/higher data rates (see fig. 2.2). However,
fibre-optics technologies, especially after the developing of efficient amplification formats
and exploiting advanced coding approaches, are still the most efficient and powerful for
large-scale transmission. Therefore, the compensation of nonlinear distortions is a crucial
factor for the further development of the communication systems.
Figure 2.2: The achievable data capacity by optical fibre communication systems, as a
function of link length and SNR (cited from [36]).
2.5 Nonlinearity mitigation techniques
Responding to the data traffic demand and its forecasting for the nearest future, various
research groups are approaching the problem of an increase in transmission capacity from
different sides. In particular, one of the approaches aims to avoid significant fibre re-
installation costs via developing advanced signal processing methods which reduce the
effects of the nonlinearity to the transmitted information. These approaches are jointly
named in the literature as nonlinearity mitigation techniques.
One of the methods is the so-called optical phase conjugation (OPC). In this tech-
nique, the phase factor of the incident wave is inverted, swapping its sign. In NLS it can
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be expressed by replacing the electrical field envelope A(t, z) with its complex conjugation
A∗(t, z). After propagating on the same distance, the accumulated effect of both chro-
matic dispersion and Kerr nonlinearity are inverted and compensated. This approach was
first suggested in [149]. The further developing in [24, 35, 61, 114, 143] demonstrated the
performance of this approach for the transmission system with different modulations and
with distances up to 10,000 km [61]. However, for ideal compensation, it requires symmet-
rical power profile on both sides of conjugation point, what is unrealistic for long-distance
EDFA-aided transmission systems. Also, the input-frequency bandwidth is essentially
limited by the phase-matching requirement of the specific nonlinear mixing scheme.
Another well-developed approach to nonlinearity mitigation is the so-called digital
backpropagation (DBP). In the contrast with OPC, this compensation is done by means
of the signal processing in the digital domain, but not in optical methods. It reduces
the achievable rates for this method. Practically, the method consists in solving the NLS
model of the channel, including the specific gain profile, in the backward direction, starting
from the receiver profile and getting the transmitted one [28, 56, 88, 120].
At the moment, DBP approach is considered now as the most powerful in full com-
pensation of all deterministic impairments. It is naturally cannot directly deal with the
noise appearing in the optical channel, and with the inter-channel interaction. There
are some attempts to implement DBP using hardware application-specific integrated cir-
cuit (ASIC) technologies, aiming application for the properly real-time transmission line
[112, 121], or to further reduce the numerical complexity of the algorithm [106]. The over-
all computational complexity of this method, assuming split-step Fourier method with
FFT, see section 2.3, is O(Nz ·Nq log2Nq). The number of steps Nz is apparently crucial
to get acceptable numerical accuracy, therefore the application of DBP is considered by
the community as a computationally-expensive method.
The inverse Volterra series provided similar backward propagation of the received sig-
nal, using digital compensation algorithms. Presented in [113], it applied to the frequency
domain image of the input signal and links it to the Fourier image of the output wave-
form. The correspondence is expressed in the sequence of integrals over the partial transfer
functions. The method can be applied for generalised forms of NLS, including additional
terms, for example, for Raman effect [48, 91, 111, 113].
This application of this method is based on the trade-off between the order of the series
truncation, and desirable accuracy, determined by the parameters of the pulse. Increase of
the number of integration in the sequence Nint dramatically influence the computational
complexity as O(NNint−1q ).
Recent advances in developing of machine learning (ML) algorithms, especially signif-
icant lowering of the computational efforts due to parallelisation, is actively applied for
needs of optical communications.
In general, ML methods are implemented for objects classification, linear regression,
recognition, etc. In the application for optical communications, some ML techniques are
applied for network routing [105, 150], channel monitoring and identification [20, 68, 105,
155], constellation equalisation [45, 155, 156], backpropagation [7, 69, 105, 128, 148] and
others [39, 68, 69, 148].
My research during the PhD study included co-authoring several publications about
application of ML methods for filtering and equalisation of the signal on the receiver (Rx)
for NFT-based transmission [CC2, CC3].
2.6 Additional details for transmission simulations
The optical communication line consists of different compounds and the adjusting of the
parameters is crucial for sufficient transmission. The numerical simulation of the optical
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channel consists of three principal stages: modelling transmitter (Tx) side, fibre propaga-
tion and Rx side. The details of the simulation are given in the following subsections.
2.6.1 Modulation approaches
The (bit) data stream on the Tx needs to be converted to the waveform in the way, which
ensures the optimised performance and the transmission quality. The approach to this in
the NFT-based transmission is inherited from the conventional transmission, where also
the waveform is to be created from the bunch of data, truncated from the data stream.
The modulation is usually depicted using the so-called constellation diagram and the
set of possible complex numbers is named constellation [34, 36, 70]. The most simple
modulation keying is on-off keying, where the light phase is not affected and only the
presence or the absence of the pulse is modulated. The developments of coherent detec-
tion approached unlocked the opportunity to modulate both the amplitude and the phase.
Mathematically, it means the extension to the set of complex numbers from the set of real
numbers. The typical approach there are quantised modulations, i. e. quadrature ampli-
tude or phase modulations. Each point of the constellation is corresponded to the specific
binary number, reflected binary code, also known as Gray code, where successive values
differ in one binary digit. The main constellation types with corresponding properties are
listed in table 2.2.
2.6.2 Single-mode fibre parameters
In this research, I work within the NFT approach for communication, what hiddenly
means that initial normalisation of NLS does not change during the signal propagation.
As the normalisation is predefined by the fibre parameters, α, β2 and γ, along the optical
channel, where NFT is applied, these parameters cannot be changed. In addition, one
of the principal advantages of NFT-based communication is an unlocked the opportunity
to use more intelligently the same, already embedded, fibre infrastructure. Due to these
facts, the main results of this thesis are done under the assumption of usage of SMF.
The results can be re-evaluated and generalised to other fibre properties, however, it is
principally required to have the same fibre properties along the entire transmission line.
The SMF parameters and other relevant constants are presented in table 2.3 [4, 36, 80].
2.6.3 Transmission quality metrics
The performance of the transmission systems is expressed in the form of the achieved data
rate at some propagation distance. Instead of data rate, one can use SE: if the data rate
is a number of bits per unit time, measured in [bit/s], then the SE is a number of bits per
unit time and unit bandwidth, i.e., measured in [bit/s/Hz].
For the designed system with the given data rate, the common metrics of the per-
formance is quality-, or Q-factor, presented as a function of the signal power. It can
be determined either from bit error rate (BER), or from error-vector magnitude (EVM).





EVM is defined as an error vector norm normalised over a signal vector norm. Say, the
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Table 2.2: Conventional modulation constellation structures.
Constellation Name bits/symbol
on-off keying (OOK) 1
N = 4
N -quadrature amplitude modulation (N -QAM) log2N
M = 8
M -phase-shift modulation (M -PSK) log2M
M = 4, N = 2
M -PSK/N -ASK log2MN
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Table 2.3: Single-mode fibre parameters in the vicinity of C-band.
Quantity Name Value (if possible) and unit
α attenuation coefficient 0.2 dB/km = 4.65 · 10−5 m−1
β2 GVD coefficient −22 · 10−27 s2 ·m−1
γ Kerr nonlinear parameter 1.27 · 10−3 W−1 ·m−1
λ0 carrier wavelength 1550 nm
f0 carrier frequency 1.93·1014 Hz
ω0 carrier circular frequency 1.2·1015 rad·s−1
Aeff effective core area 80 µm
2
n2 nonlinear correction to n, eq. (2.4) 2.6·10−20 m2·W−1
D dispersion parameter 17 ps·nm−1·km−1
S dispersion slope 0.075 ps·nm−2·km−1
The Q-factor value can be found from both EVM or BER:
QBER = 20 log2
√
2erfc−1BER, QEVM = −20 log10 EVM. (2.22)
The forward error correction technique defines the threshold value of BER at 7·10−3,
the lower bound for Q-factor is determined correspondingly.
The improvement in Q-factor usually acts as evidence of the room available for further
increase in the data rate.
2.6.4 Noise consideration in the numerical simulations
It took plenty of efforts and time to get a correct and consistent understanding of the
noise generation in numerical simulations. Below I provide a comprehensive description
of the procedures.
The necessity to embed an amplification to the transmission scheme in order to com-
pensate the fibre loss, introduces the dominating source of noise into the system. It is
attributed to the ASE effect (see subsection 2.1.4).
To the best of my knowledge, in theoretical and numerical studies the noise is modelled
via adding the additive white Gaussian noise (AWGN) term to the r.h.s. of the NLS of
either form and normalisation [32, 36, 135]. However, it is not a universal approach, there
is also an effective way to model the noise via band-limited Wiener process [41]. In this
thesis, I follow a more widely used model of AWGN.
The main parameter, which defines the intensity of ASE is a noise power spectral
density Γ, i.e. power of a unit of spectrum bandwidth of a unit length of the fibre. It
appears in the model as a coefficient of the correlator of the NLS noise term N(t, z):
〈N(t, z)N∗(t′, z′)〉 = Γδ(t− t′)δ(z − z′), (2.23)
where δ(·) designates the Dirac delta function, eq. (2). This formula reflects the fact that
the ASE noise is additive, white and Gaussian. The additional requirement here is that
N(·, ·) is zero-mean function.
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For Raman and EDFA expressions for Γ are ideologically identical, with the only
difference that for EDFA as a typical distance one uses span length Ls, when for Raman
- the entire length of a fibre link [36]:
ΓEDFA = nsphf0(e
αLs − 1)/Ls, ΓRaman = αhf0KT , (2.24)
where hf0 is the emitted photons energy, nsp is the spontaneous emission factor and KT
is photon occupancy factor, equal to 1.13 at the room temperature.
For SMF with the parameters, listed in table 2.3, the numerical value of Γ = 6.6 ·10−24
W/Hz/m.
The noise term of NLS experience the same rescaling as all other terms during the
normalisation. For normalisation (i), one can add to the NLS in the form (2.14) or (2.13)





For the equivalently defined normalised noise spectral density as:
〈n(i)(τ, ζ)n(i)∗(τ ′, ζ ′)〉 = Γ(i)0 δ(τ − τ
′)δ(ζ − ζ ′), (2.26)





In the case of normalisation (ii), the expressions for the rescaled noise term and the















In this chapter, I introduce the full description of the procedures and notions behind the
Inverse Scattering Transform (IST) technique, which is the main object of the research
presented in the current thesis.
The formulae used in this chapter, are related to the normalised integrable NLS in the







and λ here and below designates the variable in the Nolinear Fourier (NF) domain and, in
general case, complex-valued. During writing this chapter, I was mainly referring to the
well-written review by Aktosun [6].
The IST was suggested as a way of solution of some specific evolutionary nonlinear
partial differential equations, so-called exactly solvable, or integrable equations [2, 43, 78,
79]. Then, it was reintroduced under the name of Nonlinear Fourier Transform [53, 151]
to highlight the analogue between the generation of the spectrum utilizing linear FT and
the mapping to the NF domain with the creation of nonlinear spectrum.
Lately, it was discovered the direct connection between the existence of solitary solu-
tions of the nonlinear partial differential equations and their integrability. The solitary
solutions (or solitons) is a specific waveform which conserves its shape because of the in-
terplay between nonlinear effects and effects which lead to the wave package spreading.
First, they were observed experimentally on the canal between Edinburgh and Glasgow
by John Scott Russell in 1834 [124]. Now, the most interesting integrable equations from
the application point are Korteweg-de Vries (KdV) equation, which appears as in shallow
water waves dynamics [71] or ion-acoustic waves in a plasma [153], sine Gordon equation,
used for Josephson effect in semiconductors [13], and the last but not least NLS, which
apart from the optical fibre application, is used as a model for deep water waves.
The IST was first discovered by Gardner, Greene, Kruskal, and Miura [43] where they
showed the connection between the KdV equation and 1D Schrödinger equation, when the
latter acts as a corresponding scattering problem for the IST. For the NLS, Zakharov and
Shabat in 1972 introduced the corresponding IST [154].
The way of solving the nonlinear partial differential equation employing IST is schemat-
ically shown in fig. 3.1. Having initial value problem, i.e. the waveform to be launched
into the fibre, one can use specific mapping, known as direct scattering transform or direct
(forward) NFT, to get the spectral representation of the initial value. Then, the propa-
gation of the scattering data in the NF domain is effectively linear, it is the phase shift
similar to the effect of the chromatic dispersion in the linear spectral domain. Getting
the spectral data of the integrable equation solution, one should perform the counterpart
mapping, this step is literally called inverse scattering transform, or inverse Nonlinear
Fourier Transfrom (INFT). This procedure returns the solution of the integrable equation
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Figure 3.1: Schematic of the procedure of integrable equation solution using the IST
approach.
at any point of interest. Although both inverse and forward NFT are mathematically
complicated and computationally expensive procedures (despite their linearity), this map-
ping allows effectively simplify the nonlinear evolution according to the partial differential
equation to linear evolution of scattering data, by the cost of performing two transform
operations. Literally, the IST allows replacing the nonlinear evolution according to the
given integrable equation by the row of three linear mappings, defined by this equation.
The same concept can be approached from the other side: starting from the given scat-
tering problem (it is a broad definition, many equations can be interpreted as a scattering
problem), it is possible to derive the corresponding evolutionary equation. One of the
methods is the so-called Lax approach, [79], which uses the relations between operators of
the scattering problems to get the integrable equation. One can define a spectral problem
(with spectral parameter λ) in 1+1 space (τ, ζ) for a two-element vector ψ(τ, ζ) as:
L̂ψ = λψ, (3.1)
where L̂ is a differential operator, it is possible to find a corresponding operator Â (gener-
ally speaking, the hierarchy of operators A, NLS is a part of this hierarchy for the operator
A of 2nd order). The pair of operators L̂ and Â is called Lax pair and they satisfy the
following relations:




transform ψ 7→ ∂ψ
∂ζ




+ L̂Â− ÂL̂ is purely multiplicational.
(3.2)




+ L̂Â− ÂL̂ = 0, (3.3)
which is called a compatibility condition and the specific form of it gives literally a desired
evolutionary partial differential equation. In particular, for NLS, the explicit expressions
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The compatibility condition (3.3) gives the NLS for q(τ, ζ) in the (12) entry, NLS for
q∗(τ, ζ) in the (21) entry and exact zero in (11) and (22) entries.
The operator L̂ defines the scattering problem, as it was first derived by Zakharov and
Shabat in [154], it is known as the Zakharov-Shabat problem (ZSP), commonly written









Note that the form of the ZSP does not depend on specific coefficients on NLS, however
it influences the evolution of the associated NF spectral data, defined by the operator Â.
There is an alternative way of deriving the nonlinear partial differential equation related
to the given scattering problem, suggested by Ablowitz, Kaup, Newell, and Segur in [1],
now known as Ablowitz, Kaup, Newell, Segur (AKNS) method. Expressing ZSP as an
ordinary differential problem for two-element vector:
∂ψ
∂τ






one need to find the corresponding operator Ẑ, satisfying the following set of conditions




transform ψ 7→ ∂ψ
∂ζ






+ T̂Ẑ− ẐT̂ = 0. (similarly to eq. (3.3)).
(3.7)
For NLS, the counterpart operator has the following form:
Ẑ =
(




∗(τ, ζ) 2iλ2 − i|q(τ, ζ)|2
)
. (3.8)
Likely to the Lax approach, the comparability condition yields NLS, the operator T̂
defines the problem for direct scattering, i.e. ZSP, and the operator Ẑ determines the
evolution of the scattering data. In the contrast with Lax approach, where the operator
Â is independent on NF spectral parameters λ, in AKNS method both operators depend
on λ.
The IST method described above, is applicable for the initial value problem of any
integrable equation. Since NLS belongs to this class, so one can utilize this technique for
any purposes. However, for the complete statement of the initial value problem, we also
need to specify the boundary conditions, so some constraints for q(τ, ζ), being true for
any ζ. The following sections describe the remaining details of IST approach for two cases
interesting for applications: vanishing boundary conditions, when function q(τ, ζ) decays
sufficiently fast at τ → ±∞; and periodic boundary condition, when we require strict
periodicity for q(τ, ζ) with some positive period, maintaining constant during the profile
evolution.
From the practical point of view, there is no preference in choosing one of the cases:
effectively, the optical fibre introduces different medium-light interactions and NLS is only
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a leading-order model of the signal propagation in the fibre. In particular, the optical fibre
does not have any symmetry which can allow assuming some specific boundary condition,
from the physics point of view, the fibre solves NLS for the infinite continuous signal. The
abovestated reasoning means that the choice of boundary conditions should be done from
the practical reasons, having in mind the application for communications. More about
the difference between vanishing and periodic boundary conditions in NFT one can find
in section 6.1.
3.1 Vanishing boundary conditions
3.1.1 Local definitions
The full description of the IST requires to specify the boundary condition. The so-called
vanishing boundary condition NFT is more common in literature because it generalises
the well-known idea of solitonic structures in integrable equations. Moreover, the idea
of utilizing solitonic modes of communication purposes was suggested in [54], and then
further developed in [52]. In general, the vanishing boundary condition case allows more
degrees of freedom and more flexibility to monitor the signal parameters.




q(τ, ζ) = 0, ∀ ζ, (3.9)
it is essential to add the so-called limited L1-norm condition:∫ ∞
−∞
|q(τ, ζ)| dτ <∞, ∀ ζ. (3.10)
The spectral characteristics of the initial signal consist of three principal parts: (i) continu-
ous data, defined in terms of the spectral (scattering) functions of real spectral variable, (ii)
solitonic eigenvalues, distinguished discrete values of spectral parameter, and (iii) respec-
tive norming constants (also called spectral amplitudes) associated with the eigenvalues.
Note that either continuous spectral data or discrete spectrum, consisting of pairs of an
eigenvalue and corresponding spectral amplitude, can be absent for the specific potentials.
For example, discrete-spectrum-only profiles are known as ‘reflection-less’ potentials from
the point of the scattering problem. Accurate estimation of both parts of discrete NF
data is critically important as they contain information about the bound states (solitons).
It is worthwhile to note that the two last components vanish in the linear limit (i.e. for
the pulses with the energy tending to zero), when NFT reduces to the conventional FT
[117, 135]. Because of this reason, the spectral parameter is commonly called nonlinear
frequency as it has the same meaning in the linear limit (to be precise, λ = −2ω [117]).
For some cases, one can also require the sufficient decay rate d of the potential q(τ, ζ)
for fixed value of ζ defined as:
|q(τ, ζ)| < De−d|τ |, for all τ ∈ (−∞,∞), (3.11)
which influences the analytical behaviours of the scattering functions in the complex plane
of the spectral parameter λ.
In order to find the full set of the scattering data, we use eq. (3.5), substituting there
the profile q(τ, ζ) at some cross-section point along the fibre ζ. Therefore, we can, keeping
the generality, give up the dependency on ζ for a while, since the definition and procedures
of the spectral NF mapping of the signal does not depend on the location in the fibre.
ZSP here can be interpreted as a scattering problem for the coupled waves, approaching
the scattering potential q(τ) from the left and/or from the right, i.e from τ → ±∞.
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Using notions of left-to-right wavefunctions for ψ, the so-called Jost functions, one can
fix asymptotes at left infinity (valid for the spectral parameter λ from the closed upper






as τ → −∞, (3.12)






as τ →∞. (3.13)
In the following text, I mainly stick to the definitions via left-to-right waves, i.e. when
the wavefunctions are defined by their asymptotes at τ → −∞, eq. (3.12). For all λ ∈ C−






where ψ1,2 are entries of the vector ψ.
The left and right coupled wavefunctions are related via the scattering matrix, having
the following form:







The continuous scattering data are defined via functions a(λ) and b(λ) for λ ∈ R by
ψlr(τ, λ) = ψ̂rl(τ, λ) a(λ) +ψrl(τ, λ) b(λ), λ ∈ R (3.15)
with
a(λ) = det(ψlr(τ, λ),ψrl(τ, λ)) and b(λ) = det(ψ̂rl(τ, λ),ψlr(τ, λ)). (3.16)








They can also be characterized in terms of a single function, the (right or left) reflection









The solitonic degrees of freedom are associated with the discrete spectral data con-
sisting of the set of complex-valued eigenvalues {λj} of eq. (3.5), that have positive imag-
inary parts (the set is finite due to conditions from eqs. (3.10-3.11), and the set can
be empty), together with complex-valued norming constants (spectral amplitudes) {cj}.
Since ψlr(τ → −∞, λ)→ 0 and ψrl(τ →∞, λ)→ 0, for any λ with =λ > 0, it follows that
an eigenvalue λj is characterized by the linear dependence of ψ
lr(τ, λ) and ψrl(τ, λ)→ 0,
i. e. by the existence of a non-zero constant bj ∈ C such that
ψlr(τ, λj) = ψ
rl(τ, λj) bj . (3.19)
On the other hand, as shown in eq. (3.16), the eigenvalues can be equivalently char-
acterized as zeros of a(ξ) in the upper half-plane: a(λj) = 0. Generally, for potentials
satisfying only eq. (3.10), the constants bj are independent of the continuous scattering
functions, but if ψ̂rl(τ, λj) (and thus b(λ)) also admits analytic continuation into the up-
per half-plane (or at least in the domain 0 < =λ < d, preferably for d > max=λj), the
parameters {bj} represent the values of b(λ) evaluated at λ = λj (cf. (3.15)):
bj = b(λj). (3.20)
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In this case, the norming constants can be defined as the residues of the reflection coefficient
(r(λ) or l(λ)) at its poles:
cj = Res[r(λ)]|λ=λj =
b(λj)
a′(λj)




Particularly, for finitely supported q(τ) (which is the case of the computational statement
of the problem), b(λ) is analytic in the whole plane and thus definition (3.20) holds. In
general case, b(λ) is analytic in the band in the λ-plane =λ < d, where d is the decay rate
from eq. (3.11).
The NF image of the vanishing signal can be visualised in the form of figure 3.2.
Figure 3.2: Visual representation of the NF image for the vanishing boundary condition
case. It consists of a continuous spectrum as a waveform defined on the real axis of λ, say
r(λ), solitonic eigenvalues λj in the upper complex half-plane, and corresponding spectral
amplitudes cj .
Here I have to note that the scattering data are generally coupled objects, also possess-
ing certain mathematical properties, which adds constraints to the range of values they
can take. For example, there is the so-called nonlinear Parseval’s identity [151], which
makes a link between the energies (some profiles’ weight measures) in the temporal and





















log(1 + |r(λ)|2) dλ,
(3.22)
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|q(τ)|2 dτ, εq = εcont + εdisc. (3.24)
The NF continuous spectrum’s energy definition, eq. (3.22), uses the fact that because of
the coupled waves ψ1,2 total energy converses, the auxiliary scattering data satisfy:
a(λ)a∗(λ∗) + b(λ)b∗(λ∗) = 1. (3.25)
The energy balance is actively used to predict the presence of the discrete eigenvalues,
to estimate maximum eigenvalue’s imaginary part, and to validate the performance of
numerical routines, like it is done in [J2] and [12, 19, 151].
As we can conclude from the constraints above, different components of NF spectrum
showcase the dependency on each other. So, one cannot define all of them independently to
generate the desired solution of NLS. Therefore, we have to specify a minimal sufficient
set of NF spectrum objects, which uniquely determines the corresponding profile q(τ).
There is some freedom to include some or other objects to this set, depending on the
designed transmission system and other reasoning.
First, there is an equivalent liability of left and right scattering data. Despite the right
scattering data are more common is optical communication application [11, 140], in the
application for fibre Bragg grating the left scattering data are used [38]. If one sticks to a
certain (let it be right) set, there is still some freedom to play with.
The most straightforward way is to use r(λ) scattering function, it uniquely determines
the continuous data. Moreover, it provides some constraints to the discrete spectrum as
well, because the eigenvalues should coincide with the poles of r(λ), λ ∈ R analytical
continuation. Or one can start with the function b(λ), as it is done in b-modulation
approach. The waveform for b(λ), λ ∈ R uniquely determines the waveform for a(λ).
For the discrete spectrum, there are two alternatives to use either norming constants
cj = b(λj)/a
′(λj), or the bj = b(λj) to specify minimal sufficient information about the
discrete scattering data. More about the usage of different nonlinear spectrum components
for modulation the reader can find in chapter 6.
3.1.2 Alternative determination of the scattering data via ZSP for en-
veloping functions
It can be useful to rewrite ZSP (3.5) for the wave envelope functions for real-valued λ χ1,2
defined through the relations:
1(τ, λ) = χ1(τ, λ)e
−iλτ , 2(τ, λ) = χ2(τ, λ)e
iλτ . (3.26)
Then the ZSP for the envelope vector X(τ, λ) =
(











In terms of X, the spectral coefficients are given by
a(λ) = lim
τ→+∞
χ1(τ, λ), b(ξ) = lim
τ→+∞
χ2(τ, λ). (3.28)
Since the initial conditions for X(τ, λ) in eq. (3.27) do not involve exponentials, which can
behave rather oscillatory and make the numerical computation more problematic:
(χ1(τ, λ), χ2(τ, λ))
T → (1, 0)T as τ → −∞, (3.29)
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the definition of spectral coefficients via X(τ, λ) turns to be convenient for some numerical
methods, derived in this research and described below.
In the computation of bj for the norming constants or just for description of the scat-
tering data (because of the linear dependency, bj is sufficient to be used instead norming
constants cj), there has been reported an issue of numerical divergence of algorithms
used, see [10, 51]. To avoid this problem, the so-called bi-directional approach is used [J2],
[51], when instead of finding the coupled waves values ψ at negative infinity and compare
them with amplitudes at positive infinity of parameter τ , one can find the ratio of waves
amplitudes at the τ = 0, where exponentials in the wave asymptotes do not reveal any
fast-growing behaviour.
Using the wave function envelopes for both ψlr(τ, λ) and ψrl(τ, λ), defined as
G(τ, λ) = ψlr(τ, λ)eiλτ , H(τ, λ) = ψrl(τ, λ)e−iλτ , (3.30)

















To use these equations for the computation, the initial value of the vector H(∞, λ) =
(0, 1)T evolves from τ →∞ towards τ = 0, whilst the vector G(−∞, λ) = (1, 0)T evolves
from τ → −∞ to τ = 0. At the point τ = 0, the desired quantity bj can be obtained from
the following relation (cf. (3.19)):
G(τ = 0, λj) = H(τ = 0, λj)bj . (3.33)
Here I have to emphasize that the presented way of definition and computation of b is
appropriate only for the discrete eigenvalues.
3.1.3 Relations between soliton parameters and spectral data
The discrete spectral data are naturally related to the parameters of a certain bound state
(soliton). The soliton is fully described by four parameters: amplitude Aj , frequency (also
called velocity) Ωj , (centre-of-mass) position Tj and phase ϕj . The fundamental single
soliton solution of the normalised NLS, eq. (2.15), has the following form [78]:
q(τ, ζ = 0) = Asech[A(τ − T )]e−iΩτ+iϕ. (3.34)
Soliton position and phase change their values during the evolution in ζ according to the
following expressions:
T (ζ) = T (0)− Ωζ, ϕ(ζ) = ϕ(0) + ζ
2
(A2 − Ω2), (3.35)
while the initial amplitude and frequency remain unchanged.
To find the relation between soliton parameters and the scattering data (here I use
right definition cj , however, one can derive the similar full system of relations, using left




















eiΩτ−iϕsech [A(τ − T )] .
(3.36)
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It leads to the following expression for the scattering coefficient b(λ) from (3.17) for the
only eigenvalue λ1 = Ω/2 + iA/2, where a(λ1) = 0:
b(λ1) = −e−iϕeAT . (3.37)
















= −iAeAT e−iϕ. (3.39)
Therefore, we obtain the following expressions for soliton parameters from NFT discrete
spectrum:
A = 2=λ1, Ω = 2<λ1, T =
log(|c(λ1)|/A)
A
, ϕ = − arg c(λ1)− π/2. (3.40)
For multisoliton profile one can use the same definitions, however, their physical mean-
ing is unlikely to be so straightforward. Using the relation between spectral amplitudes
c(λj) and Tj , one can estimate the location of the solitonic modes and adjust them to fit
the dedicated time window.
3.1.4 Evolution of scattering data
The second operator from Lax pair A (in Lax formalism), or from AKNS pair Z, deter-
mines the evolution of the scattering data whilst the signal propagates according to NLS.
Note that the formulae in this subsection are related explicitly to the normalisation of
NLS, chosen for this research, i.e. eq. (2.15). Recall that signs in this equation are related
to fibre’s anomalous dispersion, where the existence of the solitonic modes is possible.
The fact that IST provides the effective linearization of the nonlinear channel means
that the set of scattering data (either left or right) develops linearly whilst the signal
propagates according to the integrable equation. By the constrains, which are used to
derive the Lax pairs and AKNS pairs, eqs. (3.2) and (3.7), respectively, the discrete
eigenvalues, if any, remain constant, i.e.
λj(ζ) = λj(ζ = 0). (3.41)
The left set of the scattering data, l(λ) and d(λj) changes as [2, 78, 151]:
l(λ, ζ) = l(λ, ζ = 0) exp(4iλ2ζ), d(λj , ζ) = d(λj , ζ = 0) exp(4iλ
2
jζ), (3.42)
when the right scattering data satisfies:
r(λ, ζ) = r(λ, ζ = 0) exp(−4iλ2ζ), c(λj , ζ) = c(λj , ζ = 0) exp(−4iλ2jζ). (3.43)
In fibre optics application, for large distances, i.e. large value of the (normalised) ζ,
the exponential starts being highly oscillating, so it requires fine sampling to resolve this
functional behaviour. Also, the wide effective NF bandwidth, i.e. occupation of far values
of the spectral parameter λ, adds this oscillatory behaviour as well.
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3.1.5 Discussion
To sum up, the vanishing boundary condition NFT is the most studied case from a math-
ematical perspective. It appears as a more transparent generalisation of liner spectrum,
apart from the solitonic (discrete spectrum) component, which is a unique property of NFT
processing. When the discrete modes responsible for the solitary waves, which maintain
while signal propagation in the fibre, the continuous spectrum represents the dissipative
waves. However, both components experience linear evolution according to the rule, sim-
ilar to the dispersion effect in a linear channel. This and other similarities are convenient
for the development of efficient communication systems.
Since the full NF spectrum picture consists of both continuous waveforms and discrete
part, it provides a rich and flexible opportunity to modulate information in. In the case of
the continuous spectrum, the amount of information to be modulated in it is limited only
by the sampling step (in term of variable λ). Atop it, the discrete-spectrum components
also can be involved as data carriers. However, the design of NFT-based transmission sys-
tem, one has to consider other practical advantages or drawbacks. For example, solutions
modes usually include decaying tails which leak the informative part of the signal out of
the dedicated time window. Additional, the numerical calculation of a discrete spectrum is
less accurate (than for the continuous one) and it accumulates the numerical error, which
may lead to the overall degradation of the demodulation accuracy.
3.2 Periodic boundary conditions
3.2.1 Local definitions
In the current research, I mainly base on the so-called Riemann-Hilbert problem approach:
for INFT one can define the specific Riemann-Hilbert problem (RHP) and, solving it, find
the periodic solution of NLS. In this approach, one should start from the specific structure
of the NF spectral image. In general, RHP method allows the generation of various NLS
solutions, however, the most straightforward way to get a periodic solution is to start
with the so-called finite-band image in NF domain. This means that the profile can be
parametrized by the finite number of domains (contours/bands/arcs) in the complex plane
of the spectral parameter λ, or equivalently, a finite number of gaps between them.
In general, the solution, given by the RHP, is quasi-periodic, but not periodic, so it
effectively consists of a finite number of modes which frequencies are determined by the
NF spectrum. Adding more constrains to the picture in λ complex plane, the profile can
be explicitly periodic when the frequencies are commensurable.
In the finite-band case, the image in NF domain is determined by the finite number of
main spectrum points (complex numbers), and the contours are created by the connection
of these points with their complex conjugated. Also the full representation of the periodic
NLS solution in NF domain includes auxiliary spectrum part. The main difference between
two part of the spectrum is that auxiliary one changes with ζ, i.e. during the evolution
of the initial profile according to NLS, whilst the main one maintains constant, like the
discrete eigenvalues in the vanishing case. In RHP approach, the full picture of the finite-
band solution requires to complement each contour in the complex plane with the real-value
phase, chosen from the range [0, 2π].
For the not-Hermitian spectral problem, eq. (3.4), the RHP formalism is less developed
and more detached from applications, so there are no specified terms for some involved
objects in NF domain. In a more studied case of Hermitian spectral problem, which
corresponds for the defocusing NLS, or in the application for KdV equation [71, 100],
the NF domain image consists of main spectrum points, located on real axis of spectral
parameter λ. The main spectrum points are connected with arcs (cuts), known as spectral
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bands, and intervals between them are known as gaps. Another feature of gaps is that the
auxiliary spectrum points are localised on them. Therefore, in defocusing NLS there are
two possible terms to characterise the type of solutions, either finite-band or finite-gap
(meaning the finite number of one leads to the finite number of another). For the finite
number of bands/gaps all gaps are finite objects when two bands include ±∞ points, so,
such solutions are more commonly known in the literature as finite-gap solutions.
Transiting to not-Hermitian ZSP, so to the focusing NLS, shifts the NF picture to the
entire complex plane of λ. This picture still includes the arcs, connecting main spectrum
points (λ and λ∗ in this case), however, the picture is no longer on the real axis only, so the
notion of gaps is losing its sense. Alternatively, we may treat a gap as a locus of auxiliary
spectrum points, but there is a lack of evidence to specifically identify any regions in the
complex plane, surrounding cuts, as a possible domain for auxiliary spectrum. Therefore,
for the kind of solutions, studied here, and adapted to be periodic, the more accurate and
appropriate term is finite-band solutions.
In this section, I list the notions and procedures of direct NFT for the periodic case.
However, the reader must understand that this direct NFT is adjusted to the case when
inverse NFT is performed employing RHP. The main spectrum of N -genius NLS solution
is defined as N + 1 complex points (bands) in the λ-plane {λj}Nj=0. The finite-genus
solutions are generally quasi-periodic, but the periodicity can be ensured by imposing some
additional constraints on the main spectrum. For example, using adjustment techniques,
e.g., as in subsection 6.5.4, one can make an explicitly periodic profile. Main spectrum




(λ− λj)(λ− λ∗j ), (3.44)
choosing the branch of two-value function where asymptotically w(λ→∞) ∼ λN+1. The
contours Γj = (λj , λ
∗
j ) connect the main spectrum points with their complex conjugate.
Additionally, on each contour one defines a constant-value function, i.e. real-valued phase
φj , j = 0 . . .N . The general picture of NF spectrum structure of the finite-band solution
is given in figure 3.3.
Figure 3.3: Visual representation of the NF image for the finite-band case. It consists of
a main spectrum λj , and corresponding phases φj , defined on the contours Γj = (λj , λ
∗
j ).
Calculating the main spectrum points λj and the phases φj from the given profile signal
q(τ) constitutes the direct part of the periodic NFT. According to the RHP formalism,
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the goal here is to find its representation in terms of the solution of RHP. Here we have
to restrict the problem to the case whereq(τ, ζ) calculated via the solution of the inverse
problem turns out to be periodic in τ (for all ζ), with a certain period T .
The fundamental matrix made by these two solutions of ZSP system, eq. (3.5), being
evaluated at one period T after the base point, is called the monodromy matrix:
M(λ) = Φ(τ0, τ0 + T, λ), Φ(τ0, τ0, λ) = I, (3.45)
with det M = 1 and the trace ∆(λ) = TrM, called the discriminant, independent of
the base point τ0 because of the profile q(τ) periodicity. In the Floquet theory for the
Zakharov-Shabat operator with periodic coefficients, its Bloch solution ψ is determined as
an eigenfunction of the operator of the shift by the period:
ψ(τ + T ;λ) = m(λ)ψ(τ ;λ), (3.46)
where m(λ) is called the Floquet multiplier. Clearly, ψ is bounded on the whole line for
those λ, for which |m(λ)| = 1. On the other hand, being a solution of the Zakharov-Shabat
system, ψ is a combination of columns of Φ at any time:



















i.e., m(λ) is an eigenvalue of the monodromy matrix M. Since det M = 1, two eigenvalues,







from which we can realise that ∆(λ) ∈ [−2, 2] for the solution to be bounded. It follows
that the continuous spectrum of the Zakharov-Shabat operator, which is where |m(λ)| = 1,
can be characterized by the inequality ∆2(λ) ≤ 4. For the end points λ = λj , we have
∆(λj) = ±2 and thus m(λj) = 1 or m(λj) = −1, which, in view of (3.46), corresponds
to the periodic or anti-periodic solutions of (3.5). Thus the end points of the spectral
arcs (the main spectrum) can be found as the eigenvalues of the periodic or anti-periodic
problem for (3.5) posed on the period interval.
Let λ belong to the spectrum associated to two Bloch solutions, ψ+ and ψ−. To
construct a periodic solution to the NLS, one can define squared eigenfunctions using
these Bloch solutions as follows [131]:












g(τ, ζ;λ) = ψ+1 ψ
−
1 ,
h(τ, ζ;λ) = −ψ+2 ψ
−
2 .
Having a finite-band solution implies that these squared eigenfunctions are finite-order
polynomials in λ. Straightforward calculations yield:
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where W (·) is the Wronskian and µj(τ, ζ) are the auxiliary spectrum, which represents
the evolution of the signal as it propagates through the fibre. To find µj(τ, ζ) at any ζ and
τ , one needs to solve a system of differential equations, see [131]. The auxiliary spectrum
lies on a Riemann surface defined by eq. (3.44) [63, 131, 141].
In the RHP approach to the inverse periodic NFT, the determination of the corre-
sponding phases φj involves the off-diagonal elements of M: M(12) and M(21), evaluated
at Γj , and the points of the auxiliary spectrum, µj which are either double zeros of M(12)
or simple zeros of M(12) that do not coincide with double zeros of the l.h.s. of (3.48).
Namely, introducing the function:








the phases {φj}Nj=0 are uniquely determined from the system of N + 1 linear equations
(φ = [φ0, . . . , φN ]
T ):
Kφ = b. (3.51)






, j,m = 0, · · · ,N , (3.52)








dx, m = 0, . . . ,N . (3.53)
The algorithm (3.50)-(3.53) for determining φj can be justified by using a series of de-
formations of RHP associated with NLS with periodic q in τ . There is also a certain
analogy with the case of the Korteweg-de Vries equation [100], which was used to derive
the procedure above.
Ignoring the choice of the branch of the square root in the definition of P , eq. (3.50),
the phases are reconstructed by modulo π, such that the phase’s two values different by
π cannot be distinguished.
3.2.2 Evolution of scattering data
The similarity between vanishing and periodic scattering data lies in the fact that they
both consist of some static part and some dynamic part. In the vanishing boundary
condition case, the static part is discrete eigenvalues, when the continuous spectrum and
the spectral amplitudes change dynamically, see subsection 3.1.4. In the finite-band case,
the static part is main spectrum points, and the auxiliary spectrum points, as well as the
phases in RHP formalism, change dynamically.
























where κj ∈ {−1, 1} designates the particular sheet of the Riemann surface, defined by
w(λ), where the given auxiliary spectrum point lies on. Fortunately, one can use the
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so-called Abel map transform, which reduces the localisation problem of the µj in the
Riemann surface to the localisation in the complex plane via the corresponding change of
variables. However, as in this research I am not involving the auxiliary spectrum points
as a part of the communication system, one can refer to the Abel mapping elsewhere [14].
The phases, appearing naturally as a part of the inverse problem, see subsection 3.3.5,
are used in the expressions for the jump matrices, Ĵj(τ, ζ) having a linear dependence on
t and z demonstrating explicitly the (quasi) periodic behaviour of Φ̂ and thus q(τ, ζ). The
phases φj change with the corresponding frequencies C
g, see eq. (3.86) as:
φj(ζ) = φj(ζ = 0) + (C
g
j − 2g0)ζ, j = 0, . . .N . (3.55)
3.2.3 Discussion
The finite-band approach introduces the characterisation of some class of NLS solutions
with the finite number of components, known as main and auxiliary spectrum. In the
focusing NLS case, studied here, the more direct approach replaces the auxiliary spectrum
(with unclear localisation over the complex plane of the spectral parameter λ and nonlinear
constrain atop) with a single real-values phase parameter. In this thesis, we provide an
explicit way of determining phases from the periodic NLS solution. Apart from getting rid
of the nonlinear coupling of the auxiliary spectrum, the introduction of phases provides an
advantage of linear evolution with ζ in NF domain, which allows employing these factors
as data carriers.
The similarity between vanishing and periodic boundary condition cases is more direct
for the forward NFT, when in both cases all definitions and properties are gathered around
ZSP and its solution properties. Another expected similarity is between the solitonic
eigenvalues in vanishing case, and main spectrum points in finite-band one, which is not
so transparent. There is no clear correspondence between the main spectrum point-phase
pair values and the structure of the corresponding mode in the time domain.
3.3 Inverse NFT
3.3.1 General remarks
In this section I describe various method for INFT: the procedure which maps the given
NF picture (for certain boundary conditions) to the profile in (τ, ζ) domain, i.e. unique
solution of NLS. For the vanishing boundary there more comprehensive studies have
been done, see review [135], in particular, because this case is simpler and has application
beyond optical communication. For example, IST technique is widely used for computation
of fibre Bragg grating profiles, see [66, 38].
One of the great achievements of last years is the development of fast performing
numerical algorithms for INFT for both vanishing [140] and periodic cases [141], with the
proclaimed complexity of O(Nq · log2Nq) for Nq signal samples in time domain. However,
the numerical complexity of particularly inverse transformation on the cycle of back-to-
back mapping is still a severe bottleneck in developing efficient transmission NFT-based
communication schemes.
In the vanishing boundary condition case, the chosen INFT method depends on the
presence or absence of the specific NF spectrum components, i.e. continuous or discrete
spectra. In periodic boundary condition case, the chosen method depends on a way of the
definition and association of the auxiliary component.
In communications application, the main requirements to the numerical method is not
usually a mathematical purity of the derivations and expression, or elegant representation
in the closed-form expressions, but the computational complexity of the numerical methods
48 Chapter 3
NFT for Optical Communications
used on the Tx and the Rx. Therefore, the most promising method, which I used in this
research for all simulation, is the so-called inverse layer peeling. It literally performs
backwards the operation for matrix multiplications, done in the transfer-matrix approach,
see 4.2. The main reason of using it is that its fast version, developed by Wahls and
Vaibhav [142], has the complexity O(Nq log
2Nq), like the fast direct NFT algorithm [140].
Here I have to do some remarks about the motivation and generality for the described
method for the finite-band NLS solution. The periodicity issue in the integrable systems
has been the subject of study for a long time [17, 58, 76, 96, 152], and their vast application
area ranging from water gravity waves to optical turbulence, has encouraged researchers
to develop a solid mathematical base for their description [5, 21, 110]. Specifically for the
periodic case of NLS solutions, the various studies have been done [14, 21, 59, 63, 99].
There are three principal approaches to parametrising and generation a periodic so-
lution of NLS by means of IST. They introduce a different kind of spectral data, so the
way of performing of INFT should be aligned with the procedure of direct NFT. The first
approach, described by Its and Kotlyarov in [59, 73], and its alternative version by Ma
and Ablowitz [96, 97], involves the notions of main and auxiliary spectra in their origi-
nal meaning. While the main spectrum points are more general notion, being naturally
involved in RHP approach as well, see figure 3.3, the auxiliary spectrum can be defined
in a various way, with the corresponding changes in the equations which describe their
evolution. For Ma and Ablowitz method, the signal reconstruction is simpler, however,
the evolution of the auxiliary spectra is more clear for Its and Kotlyarov definitions, so
the full cycle of transforms has roughly similar complexity [141].
The main drawback of this method that the auxiliary spectra, chosen there, evolves
according to the coupled partial differential equations, so it does not provide the effective
linearisation of NLS channel, what is the very advantage of NFT. Also, not every choice
of the scattering data would lead to the eligible solution of NLS, and for Ma and Ablowitz
definition it is not possible to write the closer-form conditions for auxiliary spectral values.
However, some research has been done in this direction, for example, the developing of
effective numerical algorithms [141].
Another method is the so-called algebro-geometric approach, where a periodic NLS
solution is expressed in terms of meromorphic functions, differentials and integrals on
hyperelliptic Riemann surfaces of the finite genus, see [14]. The Riemann surface is defined
by the structure of the main spectrum, see eq. (3.44). Then one can introduce the canonical
basis of oriented circles (aj , bj), and define the associated period matrix B and the Abel
integrals, fixed by their particular behaviour at ∞±. Basing on the period matrix B,
one can explicitly find the desired NLS solution via the computation of the so-called
Riemann theta functions, which effectively are multidimensional Fourier series with, in
general, random mode frequencies. However, having, in theory, the mathematically explicit
expression for q(τ, ζ), in numerics, the noticeable numerical error is gained by truncating
of the grid in the frequency-wavenumber domain, which can be controlled to some extent
by considering the contribution of different terms along with the series [29]. In addition,
the numerical complexity grows exponentially with the number of bands N , which is
determining, in turn, the potential capacity of the communication system. Considering
the so-called the hyperfast method of evaluating the Riemann theta function [110], the
complexity of constructing a periodic signal with Nq time samples over the M samples in
NF domain can be estimated as:
O
(
NqN (2M + 1)N log(2M + 1)
)
. (3.56)
Although the latter property helps decrease the computational complexity, it remains
considerably heavy, especially when compared to its alternative that is rendered by the
RHP approach. For the full mathematical description of the algebro-geometric method,
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the reader can refer to [63, 72].
Here we must comment on the issue of applicability of the finite-band solution in the
optical communication application. The finite-band solutions are well-known for the exis-
tence of modulational instability [65, 131]. Recalling that waveforms represent the optical
signal, it is highly undesirable, because developing of high-amplitude (power) profiles can
be catastrophic for the physical components of the system, i.e. fibres, amplifiers and
transceivers. The development of modulational instability is known, for example, as a
responsible effect for rogue waves in water.
Because we deal with the artificially constructed structure of bands (as the information
modulation is performed in NF domain), we can control the achievable signal power on
the Tx. Then, we always have to remember that the practical channel imposes deviations
from the pure integrable NLS, and in particular, it includes the attenuation (see subsec-
tion 2.1.4). These unperfections of the integrability model suppress the development of
high amplitude waves. Also, the propagation distances considered in this research (being
in the domain of long-haul communications), provide not large values in normalised (soli-
tonic) units of variable ζ. Therefore, we rather deal in the regime of ζ . 1 then ζ  1, so
even if the signal contains some potentially rising modes, they would not develop to notice-
able amplitudes. These three reasons are sufficient to not consider possible modulational
instability as an impactful factor.
Because of the listed drawbacks and problems, in the application for the purposes of
the communications, this research followed the third possible approach in IST for periodic
boundary conditions, i.e. RHP approach accompanied with the additional constrains over
the main spectrum which leads to the exactly periodic solution. In this thesis, I do not use
these alternative approaches to the application for optical communication, therefore the
full description of the mathematical procedures behind them the reader can find elsewhere
[141].
3.3.2 Gelfand-Levitan-Marchenko equations
In the vanishing boundary condition case, the INFT is defined as an operation which maps
the combination of the scattering data in NF domain to temporal domain, i.e. generates
the corresponding solution of NLS. The most comprehensive method, which naturally
involves both continuous and discrete data, is to solve the Gelfand-Levitan-Marchenko
equation (GLM) [2, 37, 78].
This method indirectly takes the scattering data as an equation term, defining the
integral equation kernel via left reflection coefficient l(λ) from eq. (3.18), and left spectral











so adding the discrete spectrum modes to explicitly IFT of the continuous spectrum (with
certain normalisation), mapping NF space of parameter λ to its Fourier counterpart,
parametrized by variable θ. GLM is given as a system of coupled integral equations





dz A2(x, z)ΩL(y + z) =0
−A∗2(x, y) + ΩL(x+ y) +
∫ x
−∞
dzA1(x, z)ΩL(y + z) =0,
(3.58)
for −x ≤ y ≤ x an 0 ≤ x. Note that GLM effectively finds the solution on the positive
half-line and it should be treated correspondingly. The solutions of NLS, which is un-
ambiguously determined by the function ΩL(θ), is given as q(τ) = −2A2(τ, τ − 0). The
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derivations in [78] and [38] use different integration limits because ref. [38] specifically
addresses the generation of fibre Bragg grating profiles. Also note that in practice one
has to properly pick the spectral amplitudes and eigenvalues to locate the solitonic modes
within the dedicated time window.
The inverse mapping between the input of GLM ΩL and left reflection coefficient l(λ)






The idea of using GLM as a tool for INFT possesses a couple of disadvantages which
I want to list here. First, it involves additional IFT mapping of scattering data, which
can be undesirable and may introduce a numerical error even for smooth profiles. For
example, the famous issue of the Gibbs phenomena, known for rectangular profiles, being
the case for the NFT-based transmission, because the Nyquist modulation is often used
there [32, 80]. Together with this, the appearance of the solitonic modes creates divergence
of the entries ∼ e−iλjθ, which dramatically increase for long potentials and/or high-energy
solitonic components. In addition, the numerical methods used for the computation of
the profiles accumulate the numerical error, since each iteration involves the previously
generated samples [38].
3.3.3 Darboux transform
The Darboux transform is a method applicable for various integrable equation in the
context of the existence of coherent structures in their solutions [49, 123]. In particular,
it allows embedding of solitonic components to the existent solution of NLS via correct
redefinition of the Jost functions ψ from eq. (3.5). In particular, it is known that for
Ns-soliton profile (with no dispersive modes) is described by the following NF spectrum
[144]:






however, in practice, one has to properly pick the spectral amplitudes components in order
to locate the solitons inside computational time window of interest.
In this research, I mainly used Darboux transform when generating signals with certain
bound states, because it is rather simple and transparent, and it does not involve the
additional artificial transform to Fourier image of NF space, i.e. function Ωl from eq. (3.57).
The Darboux transform uses the properties of AKNS system, eqs. (3.6-3.7). Let us define




















, Ψ = Ψ(τ, λ), (3.61)
and a complex λ0, =λ > 0, one wants to be a discrete eigenvalue of the updated potential
q̃(τ). Rest of the scattering data of the updated potential q̃(τ) should coincide with
the scattering data of the seed one q(τ). Let us update the Jost functions matrix Ψ as







Define the updated signal as:
q̃(τ) = q(τ)− 2i(λ0 − λ∗0)
ψ∗2(τ, λ0)ψ1(τ, λ0)
|ψ1(τ, λj)|+ |ψ2(τ, λj)|
, (3.63)
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, b̃(λ) = b(λ), ∀λ ∈ R
c̃(λj 6=0) = c(λj 6=0)
λj 6=0 − λ∗0
λj 6=0 − λ0
.
(3.64)
For the formal proof, the reader can refer to [10]. Note that the embedding eigenvalue
λ0 must not be a zero of the scattering function a(λ) before the application of Darboux
transform, otherwise the procedure will remove the eigenvalue from the existent set of the
discrete eigenvalues.
This method possesses several advantages that make it a promising and universal for
discrete eigenvalues modulation in communications. It takes all eigenvalues in turn, so
they can be iteratively embedded one by one. It means that the numerical complexity of
the algorithm scales linearly with the number of the bound states. However, it affects the
expressions for the scattering function a(λ), which can be critical for applications.
3.3.4 RHP for vanishing boundary condition
The framework of RHP is more universal than is used by the NFT community. In par-
ticular, it allows defining a certain RHP for IST starting with the scattering data for the
vanishing case. In this subsection, I provide the procedure of building a vanishing solution
of NLS via the solution of the corresponding RHP. Note here that it corresponds to the
case without solitonic degrees of freedom, i.e. with empty discrete spectrum. The results
in this subsection form a preliminary research in using RHP approach for vanishing case,
which can be convenient for numerics, fast and reliable. For test purposes, I used sech
(Satsuma-Yajima) potential [126, 133] with explicit expressions for the scattering data:
q(τ) = −iAsechτ ,
a(λ) =
Γ2(1/2− iλ)






having in mind that the potential L1-norm (controlled by amplitude A) should be suffi-
ciently small (less than π/2) to not rise the solitonic modes. For the numerical solution
of RHP here and in the following research, I extensively used Wolfram Mathematica RH-
Package by Olver [107].
In general, RHP is a boundary value problem in the complex plane, typically consisting
of finding a unique (matrix-valued) function M from the given (matrix-valued) function
J (having also in mind its domain, the (oriented) contour Γ, where it is defined), which
satisfies the following conditions:
(i) out of contour analyticity: the solution of RHP M is analytic for λ ∈ C\Γ.
(ii) asymptote at infinity: M(λ)→ I as λ→∞.
(iii) the jump condition when approaching the contour Γ from either side:
M+(λ) = M−(λ)J(λ). (3.66)
The problem can be easily parametrised, as soon as the conditions (especially asymptotic
behaviour) are ensured for all values of parameters. For 1+1 NLS, eq. (2.15), one can
define RHP as
M+(λ, τ, ζ) = M−(λ, τ, ζ)J(λ, τ, ζ). (3.67)
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The corresponding NLS solution can be found via the asymptotic behaviour as follows:
M(λ, τ, ζ) = I + λ−1M(i)(τ, ζ) +O(λ−2), λ→∞,
q(τ, ζ) = 2iM(i)1,2(τ, ζ).
(3.68)
In the vanishing boundary condition case, for ζ = 0, one can start with either contin-
uous spectrum function r(λ), or b(λ), as they both are sufficient to represent the full set
of spectral data. In first case, the jump matrix is given by:








exp(iλτσ3), λ ∈ R, (3.69)
when for b(λ) we get simpler expression





exp(iλτσ3), λ ∈ R, (3.70)
however, because of the analyticity issue, these formulations may have problems, if we
deform RHP to step in the upper half-plane.
One of the advantage of RHP approach is a possibility to use different RHP to get
the same NLS solution. In particular, the jump matrix of the abovestated RHP decays
not sufficiently rapidly (as 1/λ) at λ→ ±∞. It is not convenient for numerical solutions,
in particular, because the contour Γ is artificially truncated on some finite extent and is
sampled with finite resolution. The alternative way is the following: one can split the jump
matrix (3.69) to get the decaying behaviour due to exponential wrapping by infinitesimal













, λ ∈ (−∞− iε,∞− iε).
(3.71)
The reconstruction of the test potential evidences the advantage of the jump matrix
splitting, as in eq. (3.71), returning more accurate results, see figure 3.4. However, usage
of the jump matrix defined by b(λ), eq. (3.70), performs better than any of jump matrices
defined via r(λ). This can be promising method for the becoming popular b-modulation
approach, since it does not require to evaluate function a(λ) from b(λ) on the inverse NFT
stage.
For ζ > 0, the above RHP is inconvenient for numerical implementation, in particular,
due to consideration of the stable points of the exponential wrapping. The not-deformed
RHP is defined by the jump matrix similar to eq. (3.69):








exp(iλτσ3), λ ∈ R, (3.72)
so the (real) stationary point is λs = −τ/4ζ. Then the initial contour is split on diagonal
sections to get the curves where the jump matrices sufficiently fast converge to identity
matrix getting the topology as in figure 3.5.
The modification of the contours from fig. 3.5(b), provides the jump matrices given as:
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(a) seed RHP from r(λ) on real axis (3.69) (b) RHP from r(λ) with split contours (3.71)







(c) RHP from b(λ) (3.70)
Figure 3.4: The sech potential reconstruction via RHP for vanishing boundary condition
via different jump matrices expressions. The jump matrices computational domain is



































Jm(λ, τ, ζ) = exp[−(iλτ + 2iλ2ζ)σ3]Hm(λ) exp[(iλτ + 2iλ2ζ)σ3]. (3.74)
In the deformation from fig. 3.5(c) we additionally avoid the stationary point to sup-
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(a) initial contour (b) deformation for jump matrices, eq. (3.73)
(c) deformation for jump matrices, eq. (3.76)
Figure 3.5: The contours Γ, used for the RHP in the vanishing boundary condition case
for nonzero ζ to deal with jump matrices convergence.
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and
Jm(λ, τ, ζ) = exp[−(iλτ + 2iλ2ζ)σ3]Hm(λ) exp[(iλτ + 2iλ2ζ)σ3]. (3.77)
The exponential enveloping provides the exponential decay of on the contours 1-4, so
they can be truncated at some close point.
The resulting waveforms and the comparison with the same initial signal split-step
propagation are provided in fig. 3.6. In the flexibility of the RHP approach it is equivalently
simple to find the solution of NLS for any ζ. The computation demonstrates that the point
q(τ = 0) escapes from the proper location, when the stationary point is not wrapped.
Figure 3.6: The numerical solution of RHP in the vanishing boundary condition case for
ζ = 10 for two contours deformations.
























































































■ ■ ■ ■ ■ ■ ■
■












































(a) <q(τ, ζ = 10) (b) =q(τ, ζ = 10)
I provide these expressions for illustrational purpose, to demonstrate the application
of RHP concept to vanishing condition case. During my research in this area, I did not
find a proper way how to determine the jump matrices by given analytic formula for r(λ),
eq. 3.65, but by random modulated waveform.
3.3.5 RHP in finite-band case
The main result of this thesis consists of the developing of the comprehensive back-to-back
systems based on the performing IST by means of the solution of RHP. The main challenge
here, apart of bulky mathematical formulation and not-optimised numerical methods, is
the requirement to ensure the finite-band topology in NF domain, which will provide an
exactly periodic profile in the temporal domain. The mathematical foundation for this
work is done in collaboration with Prof Shepelsky and provided in two journal publications
[J1, SJ1] and several conference contributions [C5, C6, C7].
In this subsection, I describe a procedure of inverse NFT from the given NF spectrum,
in this formalism fully defined by N + 1 bands, i.e. main spectrum, and N + 1 real values
phases, chosen from the range [0, 2π]. The corresponding direct transform is described in
subsection 3.2.1.
Going one step forward, we will construct a solution to eqs. (3.1-3.2) and use it to
make up q(τ, ζ) periodic in τ . For doing this, we parametrise a family of solutions of
eqs. (3.1-3.2) with a set of quantities that change with z in known manner.
A distinguishing feature of the RHP that one can adopt here is that its jump matrices
are constants (w.r.t. λ) on each connected part of the jump contours. The jump contour,
in our particular case, connects the points of the so-called main spectrum [63], {λj}Nj=0
with λj ∈ C\R, and their conjugate, for more explicit details. Each individual arc number
i, belonging to our contour, connects λi and its conjugate.
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Next we have to define the jump matrix Jj associated with each arc, by defining the
values of real phases, {φj}Nj=0, with φj ∈ (0, 2π) (an analogue of vector D in the algebro-
geometric approach), see eq. (3.79) below. Together with these real-valued phases, we
chose the poles of Υ, which are the last required parameters to completely construct
it, more details to follow. By solving the RHP, we find the so-called (planar) Baker-
Akhiezer function Φ(t, z, λ), which is a special solution of both (3.1-3.2) defined on the
complex λ-plane. So by means of RHP we associate the Baker-Akhiezer function with
picture in λ-plane, i.e. with the given set of N + 1 complex and N + 1 real parameters,
{{λj}Nj=0, {φj}Nj=0} [72]. This Baker-Akhiezer function is uniquely characterised by the
following conditions.
(i) For any τ and ζ, Φ(τ, ζ, λ) is analytic, 2 × 2-valued function of λ ∈ C \ Γ, Γ being
the union of arcs, Γ = ∪Nj=0Γj , where Γj = (λj , λ∗j ) is the particular arc connecting
λj and its complex conjugate.
(ii) The limiting values Φ± of Φ, as λ approaches the both sides of Γj , are related
through the jump conditions:







Note that, as we said before, the jump matrix number j contains the phase φj of
j-th partial nonlinear mode. These are exactly the parameters that we will further
use for the modulation.
(iii) As λ→∞, the limiting value of Baker-Akhiezer function satisfies:








The statements above define our RHP written here for the matrix function Φ(τ, ζ, λ).
Having solved the respective RHP, the associated genus-N solution q(τ, ζ) of NLS is given
by the simple expression:
q(τ, ζ) = 2iΦ
(i)
1,2(τ, ζ) , (3.81)
where the subscript {1, 2} stands for the corresponding matrix entry, and the quantity
Φ(i)(τ, ζ) is defined through the limiting relation involving the Baker-Akhiezer function:
Φ
(i)








Thus, to construct the time domain waveform given the set of parameters
{{λj}Nj=0, {φj}Nj=0}, we need to define the jump matrices Jj via eq. (3.79), and solve RHP
(3.78)–(3.80) to arrive at Φ(t, z, λ) and, eventually, at the sought q(τ, ζ) profile. In turn,
the initial RHP (3.78)–(3.80) can be transformed to that of the form having the standard
normalisation condition as λ → ∞ and the jump matrices Ĵj(t, z) independent of λ on
each arc of the contour.
The finite-genus solutions are quasi-periodic in τ but not, in general, periodic. In order
to arrive at periodic NLS solutions, the spectral data {λj}Nj=0 have to satisfy a system of
transcendental equations ensuring that all the frequencies Cfj , j = 1, . . . ,N supplemented
by f0, are commensurable [14]. This leads to the reformulation of the original RHP, where
these frequencies appear naturally [72]. One may change the variables as:
Φ(τ, ζ, λ) = e(if0τ+ig0ζ)σ3M(τ, ζ, λ)e−(if(λ)τ+ig(λ)ζ)σ3 , (3.83)
where:
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1. f(λ) and g(λ) are scalar functions analytic in C\Γ satisfying the following conditions:
(i) f(λ) = λ + f0 + O(1/λ) and g(λ) = 2λ
2 + g0 + O(1/λ) as λ → ∞, with some
constants f0 and g0; (ii) the limiting values of f and g across Γ are related by
f+(λ) + f−(λ) = C
f
j , g+(λ) + g−(λ) = C
g
j , j = 0, . . . ,N , (3.84)







2. The matrix M is the solution of RHP with
(i) the jump conditions

















(ii) the normalization condition M→ I as λ→∞.
Notice that the conditions above determine uniquely Cfj and C
g
j for j = 0, . . . ,N as well
as f0 and g0. Namely, if N ≥ 3, then Cfj and C
g
j are respectively the unique solutions of















































If N = 1, then Cf1 and C
g
1 are determined by the last equations in (3.87) and (3.88), if
N = 2, then Cfj , j = 1, 2 are determined by the system in general form (3.87) whereas
Cgj , j = 1, 2 are determined by the system of two last equations in (3.88). Then f(λ) is
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for N ≥ 2 and by








for N = 1. In turn, f0 and g0 are determined from the asymptotic relations f(λ) =
λ + f0 + O(1/λ) and g(λ) = 2λ
2 + g0 + O(1/λ) as λ → ∞ of f(λ) and g(λ) already
determined above.
It is convenient to introduce the function of two indexes - integer non-negative pa-
rameters: R(j, k) =
∫
Γj
ξk/w(ξ)dξ. Using this function, one can construct linear equation















 , k = 0, . . .N − 1, j = 1, . . .N .
(3.92)
In addition, we can fix Cf0 = C
g





































where W0(ξ) is a free term (w.r.t. z) of asymptotic series of w(z)/(ξ−z) at z →∞, which
naturally is a function of ξ. Expressions above can be also written in terms of the function
R(j, k).
The solution of RHP M(x, t) can be written as M = I + ĈΓU, where ĈΓ is operator,
performing Cauchy-type integration along the Γ =
⋃n
j=0 Γj . Therefore, the corresponding
solution of NLS is evaluated as:




U(12)(x, t, ξ)dξ e
2i(f0τ+g0ζ). (3.95)
The Riemann-Hilbert solver [107] allows finding directly U(x, t, z) and evaluate its inte-
gration over the variable z with the function DomainIntegrate.
3.3.6 Alternative formulation of RHP in the finite-band case
Solving RHP with jumps on open arcs (or, equivalently, with discontinuous jumps on
closed contours) faces the problem of singularities at the arc ends, which affects numerical
solutions of the associated integral equations. To remedy this, the original RHP can be
transformed to a problem with (continuous) jumps on closed contours. Without loss of
generality, I provide here the procedure of deformation for two contours Γj , i.e. for N = 1.
Introduce two (rectangular in our simulations) contours Ξ0,1 enveloping the arcs Γ0,1
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Figure 3.7: Closed contours Ξ0,1, enveloping the arcs Γ0,1 for alternative RHP formulation,
which avoids singularity points.
for λ ∈ C \Γj (the branch of the root is fixed by the condition κj(λ)→ 1 as λ→∞), and





κ0(λ) + 1κ0(λ) −κ0(λ) +
1
κ0(λ)






K1(τ, ζ, λ) =
1
2










MK−1j , inside Ξj ,
M, outside Ξj ,
(3.99)
where M is the solution of the original RHP (3.85). Then M̂ satisfies RHP with jump
continuous on each closed part Ξj of the total contour:
M̂−(τ, ζλ) = M̂+(τ, ζλ)Kj , λ ∈ Ξj , j = 0, 1,
M̂(τ, ζ, λ→∞)→ I
(3.100)
(notice that M̂, in contrast to M, has no jumps across Γ0,1). Such a problem can be
efficiently solved numerically using the RHP solver [107]. On the other hand, the solution
M̂ of the RHP (3.100) still gives rise to the genus-1 solution of the NLS by q(τ, ζ) =
2i(M̂(i))(12)(τ, ζ).
The presented RHP deformation makes the numerical computation more reliable for
further communication applications.
3.3.7 Algebro-geometric approach
Appart form the RHP approach, finite-genus solutions of NLS, eq. (2.15) are conventionally
expressed in terms of meromorphic functions, differentials and integrals on hyperelliptic
Riemann surfaces of finite genus, see [14]. The construction of such solutions (usually
called in this context algebro-geometric) involves the following steps:
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(i) Given {λj}, j = 0, 1, . . . ,N , introduce the Riemann surface associated with the




(λ− λj)(λ− λ∗j ).
This is a common starting point for both RHP and algebro-geometric approach,
however, we do not treat w(z) is a seed for the Riemann surface.
(ii) Introduce the canonical basis of oriented circles (aj , bj), j = 1, . . . ,N , on the above
Riemann surface, and define the associated objects: the period matrix B, the basis
of holomorphic differentials ω, and the Abel integrals Ωj , j = 1, 2, 3, fixed by their
particular behaviour at∞± (the infinity points at two sheets of the Riemann surface).
(iii) Determine the scalar parameters E, N , and α from the asymptotic expansions of







j = 1, . . . ,N , r =
∫∞+
∞− ω.
(iv) Given B, determine the Riemann theta function






(B l, l) + (l, u)
]
, (3.101)
where (l, u) = l1u1 + . . .+ lNuN (similar to dot product).
(iv) Given an additional N -dimensional vector D, determine the NLS solution q(τ, ζ) by
q(t, z) = α
Θ(iVτ + iWζ −D + r)




In the procedure above, the auxiliary matrix and scalar objects are determined by the
following conditions.
Functions f(λ) and g(λ) defined by eq. (3.84) can be expressed vie hyperelliptic inte-




dωj . Here bk-cycle starts from the left arc (λ0, λ
∗
0), goes on the upper sheet
of the Riemann surface to (λk, λ
∗
k), and returns on the lower sheet to the starting point.





ψj(s)ds, j = 1, 2, . . . ,N , (3.103)







The highest importance here is how the parameters τ, ζ enter the expression eq. (3.101).














Although the construction of q(τ, ζ) above can be considered as explicit, its numeri-
cal implementation faces several drawbacks, one of them being related to the numerical
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calculation of Riemann theta function. The first step in the calculation of Θ as a multi-
dimensional Fourier series is to truncate the grid from which the vectors l are drawn,
to a bounded subspace of CN , thus introducing the sampling of optical domain. This
itself introduces some error in the calculations, which can be controlled to some extent
by considering the contribution of different terms along with the series [29]. However, if
this bounded grid is limited to integers between −M1 and M1, the number of terms in
(3.101) is (2M1 + 1)
N . It means that even for the simple case of N = 2, when we have
just three λi to encode our information (genus-2 solution), we gain the quadratic growth
of the number of elementary operations (with the number of samples M1) required for the
computation of respective theta-function, and this is already higher than the complexity
of fast inverse NFT methods [142].
On the other hand, the argument of Riemann theta function in eq. (3.101), contains
a literally linear dependency on time. It motivates that we can treat the parameters Cf,g
from eqs. (3.92), (3.105) as frequencies and wavenumbers, respectively. Taking this into
account, we can ensure the periodicity using a commensurable set of frequencies, Cfj , to
convert the multi-dimensional series into an ordinary Fourier series. In this way, calculating
the Riemann theta function is turned into a Fourier series with time-dependent coefficients
coming from another Fourier series. Although the latter property helps decrease the
computational complexity, it remains considerably heavy, especially when compared to its
alternative that is rendered by the RHP approach.
3.3.8 Inverse problem and signal generation discussion
Above we presented several approaches to the inverse NFT. From the practical perspective
in the application for communication, the inverse part determines the entire structure of
the transmission system, when the forward one acts more complimentary. First, because
of the distribution over the transceiver parts: inverse NFT is performed on the Tx, when
forward NFT - on the Rx. Therefore, the chosen way of INFT defines the modulation
opportunities, and the anticipated signal parameters.
In the design of the transmission system, apart from satisfying mathematical expres-
sions to make the IST concept work, we have to step apart from the pure equational
interpretation and get the physical understanding. NLS as a model of the signal prop-
agation in the fibre is derived under certain assumptions, so the generated signals are
practically implementable only when they meet these assumptions. However, because the
limitations bound the outcome signals, but not their NF representation, it becomes a
challenging part of the communication system design process. For instance, that puts us
much beyond well-studied cases of non-zero background IST, like step-shape background,
because its asymptotes at infinities do not coincide.
I want to emphasis here that the limitations arise exactly at the stage of appropriate
inverse NFT choice, together with the shaping of the NF domain picture. It is a decision
point, which determines the entire format and performance of the transmission. What we
care about the most are common signal properties: power, bandwidth, duration of the
informative part.
In the vanishing case, there are more theoretical results, which facilitate the design of
the signal with predictable properties. The explicit correspondence between the discrete
spectrum subparts and the related soliton parameters (subsection 3.1.3) provides some
clues about the outcome signal structure, therefore, the pure eigenvalue modulation is the
most attractive from this perspective. Additionally, the Darboux transform, especially its
fast numerical realisation [137], makes this entire concept affordable, however, the poor
opportunities in the discrete spectrum for data modulation makes the developing of this
approach meaningless on the way of reaching the ultimate goal of nonlinearity mitigation
- increasing the channel capacity.
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However, all other kinds of modulation are not so straightforward from the point of
controlling and managing signal parameters. Nonlinear Parseval’s identity figures out the
outcome signal energy from the NF spectrum energy, but it is not sufficient for full control.
We lack the analogy of Nyquist sampling theorem.
Another challenging point is the numerical error arisen from the algorithms. It is the
most severe degradation factor, especially it the Tx (inverse NFT) side. First, it is in-
evitable because the mathematical relations, which are used for algorithms foundations,
are provided for continuous waveforms of the signal and the NF spectrum, when all com-
putations are done for their sampled versions. In short, we do not have a proper analogy
of discrete FT, which it perfectly operates back-to-back up to a single sample. The GLM
numerical method, one of the most fundamental, operate in a sample-by-sample way, so,
it accumulates the error, gained at each step. Some benefits we can get from the RHP
approach, because it processes all samples independently, however, the resulting signals,
as found in this study, have a noticeable impact of truncations, so cannot be used for the
signal generation.
In the finite-band case, there two approaches presented. Despite the algebro-geometric
one provides an explicit expression for a finite-gap NLS solution, it is impractical for the
computation, especially when we design a system with the high prospective data rate. The
RHP method provides linear scaling of the complexity with a number of bands, and more
flexibility of the mathematical problem formulation on the complex plane. The problem
of the signal parameters control still has a place here, similarly to the vanishing case, but
at least the signal duration and bandwidth are explicitly linked to the main spectrum
structure up to the first-order accuracy (scaling with the signal power).
The general concept of application IST to the modulation formats for mitigating non-
linearity in optical communication requires the accurate following the mathematical as-
sumptions, their linkage with real physics properties, controlling and possibly reducing the
numerical error, and having sufficient degrees of freedom for data carrying for providing
effective data rate. The choice of the appropriate inverse NFT method, combined with the
determination of flexibilities and constrains in the NF image, is a crucial decision-making
part of the entire transmission system design.
Chapter 3 63
Chapter 4
Numerical methods for scattering
data evaluation
For the effective application of NFT technique for nonlinearity mitigation in the optical
fibres, it is crucial to use sufficiently accurate and fast numerical algorithms. This chapter
is dedicated to the review of the numerical methods for direct NFT and analyse of their
numerical accuracy, performance and runtime for computation of the continuous and dis-
crete spectral data, see section 3.1. The results in this chapter were published as a part
of the review paper [J2] and partly reported in the conference publications [C8,C9]. In
this chapter, I mainly focus on real-valued λ and use vanishing boundary conditions case
and the right set of scattering data {r(λ), cj} to test the performance of the algorithms.
However, the results can be generalised to the periodic case, because in both cases the
direct transform is done via ZSP solution.
4.1 Test profiles and metrics
The presented algorithms are tested against three independent test profiles. To ensure
maximum possible variation, I involve wide-known model signals, where the analytical
expressions for the scattering data can be written explicitly.
(i) The over-soliton potential [126] (or Satsuma-Yajima pulses) is given by
qover(τ) = A sech τ. (4.1)
It is characterized by a single real amplitude parameter A > 0. The associated
































where Γ(·) is the Euler Gamma function.
Depending on the value of A, the discrete spectrum attributed to the over-soliton
(4.1) consists of simple eigenvalues
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If A is exactly half-integer, then r(λ) = 0 and the total energy is completely concen-
trated in the solitonic modes. The norming constant corresponding to the highest
eigenvalue λ0 = (A− 1/2)i is
cover = iΓ(2A)/Γ
2(A). (4.6)
More details on the NFT properties of the profiles (4.1) can be found in [126, 133].
Similar profile was used for verification of RHP approach for vanishing case, see
subsection 3.3.4.
(ii) The ZSP for the rectangular potential
qrec(τ) =
{
A, − L ≤ τ ≤ L
0, otherwise
(4.7)










































































(iii) For our tests, we have also used the solitonic potential (r(λ) = 0, λ ∈ R) with unit
amplitude and phase [19]:
qsol(τ) = exp(−iτ)sech(τ). (4.13)
It has a single eigenvalue λsol = 0.5 + 0.5i with the associated norming constant
csol = i. This potential allows us to check the behaviour of our methods in the case
of eigenvalues having a non-zero real part.
As metrics of the numerical accuracy, I involve the (mean) relative error. For discrete
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For a continuous spectral function f(λ) (fi can be replaced for a, b or r), I compare the












where fk = f(λk). For f
(analytical)(ξ) = 0, I use the ordinary squared difference
[





Here I have to emphasise the principal difference between above-listed profiles and
practical signals used in optical communications. The analytical profiles are rather smooth
and simply structured, when in communications, we modulate the signal from the random
data stream, using various modulation approaches, see subsection 2.6.1. In particular, for
full usage of the transmission opportunities, both time window and bandwidth are occupied
to the maximum. It means that the resulting signals are complex and highly oscillating,
which makes the verification of the algorithms on the base of smooth profiles less valuable.
However, it is a common practice in numerical NFT community [23, 38, 101, 102, 103, 141],
so in this research, I followed this tradition too. In addition, I want to note that this
chapter is based on my publication, done mainly in 2017. From this time several higher-
order methods have been developed, utilising exponential factorisation and non-uniform
sampling [23, 101, 102].
4.2 Transfer-matrix methods
The transfer-matrix approach is the common name of the family of algorithms, which
use a certain truncation and sampling of ZSP, considering the potential being constant
through a single step.
For the truncation of model potentials and discretization, q(τ) is analytically repre-
sented to define Nq samples within the interval τ ∈ [−L,L]. The interval is divided
into n equal subintervals of length ∆τ = 2L/Nq, where the m-th subinterval is τ ∈
[τm −∆τ/2, τm + ∆τ/2]. Outside of the interval [−L,L], the potential is assumed to be
exactly zero. For all methods considered below, our signal (ZSP potential) is approximated
by a constant value along a single step: qm = q(τm).
The vector of wave functions Ψ(τ, λ) = (ψ1(τ, λ), ψ2(τ, λ))
T from eq. (3.5), is fixed
by imposing the initial conditions on the left edge of the truncation interval (τ = −L):
according left-to-right wave definition ψlr(τ, λ) from eq. (3.12), Ψ(−L) = (eiλL, 0)T . The
vector of envelopes X(τ) = (χ1(τ), χ2(τ))
T from eq. (3.27) is fixed correspondingly as
X(−L) = (1, 0)T . The spectral functions a(λ) and b(λ) are defined on the right edge of
the processing interval (τ = L): according to (3.17) and (3.28), a(λ) = ψ1(L)e
iλL and
b(λ) = ψ2(L)e
−iλL, or, alternatively, a(λ) = χ1(L) and b(λ) = χ2(L).
To propagate the incident wave towards the end of the processing interval, many
approaches use the transfer matrix Tm for propagating ZSP solution over a single m-th
discretization step, inside which the potential is considered as a constant, qm = const:
Ψm+1 = TmΨm. (4.16)
Performing the consequent iterations of eq. (4.16) from m = 1 to m = Nq, we eventually
find the desired values of the Jost functions at the end of the processing interval and
compute the NF parameters a(λ) and b(λ).
(i) For Bofetta-Osborne (BO) method [18, 19], we define Tm evaluating the matrix
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which can be evaluated explicitly:
T(BO)m =
(
coshκ∆τ − iλ/κ sinhκ∆τ qm/κ sinhκ∆τ






(ii) For Ablowitz-Ladik (AL) method, we use the normalized discretization of ZSP [140,
141, 151] and apply Euler method, then substituting 1± iλ∆τ with exp(±iλ∆τ), we









The AL method with the norming factor 1/
√
1 + ∆τ2|qm|2 provides higher stability
and accuracy compared to that without the normalisation [140].
In this research, I also derived and studies two novel modified versions of BO and AL
algorithms, for which the similar approaches are applied to ZSP for the envelope functions
(3.27). Evolution over each step ∆τ is again performed using the transfer matrices:
Xm+1 = TmXm. (4.20)
(iii) For the modified BO method, applying the matrix exponential to the matrix of ZSP




cos |qm∆τ | sin |qm∆τ |ei(θqm+2λτ)
− sin |qm∆τ |e−i(θqm+2λτ) cos |qm∆τ |
)
, (4.21)
where θqm is arg[qm].










(v) Finally, for the (non-modified) Crank-Nikolson (CN) method [140, 151], the transfer
















Notice that in the NFT related works (see e.g. [19, 151]) the algorithms for the so-
lutions of ordinary differential equation (the Runge-Kutta scheme) were also studied in
the application of ZSP analysis. The Runge-Kutta fourth-order algorithm (RK) for the
solution of ZSP is better applicable to the envelope system, eq. (3.27), as in this case
the rapid oscillations of the Jost functions (for the region of λ with a large real part) are
included into the effective potential functions. We do not describe the RK scheme here as
it is quite standard (see e.g. [19]) but below we present a comparative analysis of the RK
algorithm with the algorithms mentioned above.
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Figure 4.1: Transparency scale for amplitude variation in grey tones; progressively darker
shades indicate higher amplitudes
Now we perform a comparative accuracy analysis of the described methods using the
three scattering functions a(λ), b(λ), and (recall that we use right scattering function)
r(λ), eqs. (3.17-3.18). For the real values of λ the MSRE (4.15) is used for the accuracy
assessment.
We also address the behaviour of NFT methods in analysing the dependence of the
method’s accuracy on the variation of amplitude: in all the following figures, the ampli-
tude changes are depicted using the transparency scale of the corresponding curves, see
fig. 4.1, i.e. the curves for different amplitudes are plotted by the coloured areas chang-
ing from an almost transparent part (the lowest amplitudes) to an almost solid line (the
highest amplitude). Captions to the plots provide information about the range and step
of amplitude variation.
Our analysis confirms that the BO method gives the best accuracy among all methods
studied, see fig. 4.2. The AL and the modified BO algorithms display similar behaviour
with the change of amplitude A and of the number of points Nq, whereas the CN algorithm
came up with the worst accuracy and convergence rate. Both AL and BO methods have the
same convergence (inclination of the curves on logarithmic scale plots), implying that they
all have the same order of accuracy. This conclusion complies with the results summarized
in [135] and earlier studies. As expected, the fourth-order RK method converges faster.
This method can be better than BO for big enough values of Nq. At the same time, for a
smaller number of discretization points, the RK method’s MSRE is excessively large. The
BO method shows the weakest dependence on the amplitude variation, whereas the RK
is the most sensitive to it (the error increment can reach several orders of magnitude in
the range of amplitudes that we used for our plots). We also note that the BO method in
application to the rectangular potential gives the solution, which coincides with an explicit
analytical expression, so that the main source of errors here is the computational error in
evaluation of cosh and sinh from (4.18). This offsets the surprising increase in error with
an increase in the number of points for this particular potential and method.
The energy embedded into the continuous NF spectrum, eq. (3.22) can also be a
convenient quantity for methods’ accuracy assessment: in particular, it was used as a
qualifying metric in [19]. We analyse the relative error in the calculation of energy (4.14)
versus the number of points and amplitude, see fig. 4.3.
The energy analysis shows the qualitatively similar result as the MSRE analysis does,
which confirms its correctness for the NFT methods’ accuracy assessment. The RK al-
gorithm converges more rapidly than all other methods, especially for the pure solitonic
potential, where the double-precision numbers are not enough to find out the difference
between the analytical and computed energy values. At the same time, this test reveals
yet another disadvantage of the RK method: it is extremely slow in comparison with all
other methods (see table 4.1). The second-worst in terms of time consumption is CN
method, whereas both AL and the modified BO are similar in terms of computational
time consumption and are the fastest among the all discussed methods. These methods
are approximately two times faster than the ordinary BO algorithm, but the latter has
impressively high accuracy. The results for the amplitude dependence when using the
68 Chapter 4
NFT for Optical Communications
BO BOmod AL ALmod CN RK

















BO BOmod AL ALmod CN RK

















(a) a(λ) error for qover (b) b(λ) error for qover
BO BOmod AL ALmod CN RK
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(c) a(λ) error for qrec (d) b(λ) error for qrec
Figure 4.2: MSRE for the computation of the NF scattering functions as a function of
the number of discretization points Nq, evaluated via different NFT methods and for
different test profiles amplitudes A. For qover: A ∈ [2.25, 5.25], ∆A = 0.5, L = 30; for qrec:
A ∈ [2, 5], ∆A = 0.5, L = 1.
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(b) qrec, L = 1, A = π/2





























(a) qover, L = 30, A ∈ [2.25, 5.25], ∆A = 0.5 c) qsol, L = 30
Figure 4.3: Relative error of the continuous spectrum energy εq (3.22) as a function of
number of discretization points Nq and signal amplitude A for different NFT methods and
different test potentials.
energy as a metric, fig. 4.3, are similar to our findings when the MSRE for NF continuous
data was used, fig. 4.2.
In order to analyse the NFT methods stability in dependence on the nonlinear fre-
quency bandwidth, we investigate the accuracy of our methods along the nonlinear fre-
quency λ axis point-by-point, see fig. 4.4.
As concluded before, BO and RK methods typically show higher integral accuracy. In
estimating the accuracy dependence of the frequency, we observe that the numerical error
deviates dramatically for the above-mentioned methods, while for AL, ALmod, BOmod
and CN methods the numerical error is a lot more stable. This effect is more pronounced
for the over-soliton potential. This tendency does not change significantly when we are
tuning the amplitude of the potential. The CN method demonstrates the worth accuracy
among the all methods studied.
Now let us compare our findings with the previous results. The accuracy assessment
of computing the continuous spectral data was done in [19]. The BO and RK methods
were compared there with regard to the continuous spectrum energy computation: the
convergence of the methods was studied and their runtimes were analyzed. It was shown
that for smooth solitonic potentials, the RK method was better than the BO method, but
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(a) a(λ) for qrec (b) b(λ) for qrec
L = 1, A ∈ [2, 5], ∆A = 0.5
BO BOmod AL ALmod CN RK
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(c) a(λ) for qover (d) b(λ) for qover
L = 20, A ∈ [2.25, 5.25], ∆A = 0.5
Figure 4.4: Relative error of the NF scattering functions evaluation as a function of spectral
parameter λ, ∆λ = 0.1, and amplitude A (Nq = 2
10).
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Table 4.1: Runtimes (in seconds) of continuous energy evaluation for different NFT algo-
rithms (Nq = 2
13).
NFT method
BO BOmod AL ALmod CN RK
qover, L = 30, A = 5.25
125.28 71.8 70.11 71.33 232.31 1552.99
qrec, L = 1, A = π/2
177.43 104.21 121.03 124.99 307.55 2799.38
qsol, L = 30
89.99 49.52 56.14 58.32 145.67 1308.59
the authors [19] attributed this finding to the properties of the CPU architecture used
for their computations. For the rectangular potential, which has sharp edges, the RK
method was shown to perform slower than the BO one. We have generally observed that
in terms of runtime and resulting accuracy, the BO method typically outperforms the other
options; we have also noticed the excessively large runtime required by the RK methods
in comparison to any transfer-matrix based approach of the type shown in eq. (4.16). The
authors of [140] and [151] presented the detailed description of various NFT algorithms, but
they were mainly focused on the discrete eigenvalues computation accuracy. The authors
of [140] also proposed the fast implementation of the AL algorithms based on the FFT-type
ideology for the matrix product computation and multipoint fast polynomial evaluation,
and this study was continued in [141] for the periodic potential. The comparison of
the conventional non-fast NFT methods accuracy for the case of periodic potentials and
discrete eigenvalues were also presented in [63]. Typically, the qualitative behaviour of the
accuracy as a function of Nq followed the scenario described above in this section.
4.2.1 Derivative computation
The methods of the discrete spectrum components evaluation (iterative from section 4.3
or contour integrals from chapter 5) may require us to find the value of a′(λ) together
with the value of a(λ) at the same point λ. Since function a(λ) is homomorphic in
the upper half-plane of λ (see, for example, [2]), the divided difference can be used to
approximate the derivative. However, it is also possible to find the value of the derivative
more accurately in the same programming loop together with the function computation
itself. A similar approach is described in [18, 19, 51, 151]. The idea here is to evolve the
derivative of Ψ′(τ, λ) along τ processing interval together with Ψ(τ, λ) itself. In the case
of ordinary ZSP (3.5), the evolution starts with the initial condition for the derivative
defined at τ → −∞: Ψ′(τ → −∞, λ) → (−iτe−iλτ , 0)T . After the truncation of the
τ -interval, the initial condition takes the form Ψ′(−L, λ) = (iLeiλL, 0)T . For the ZSP
written for the envelope function, eq. (3.27), we have X′(τ → −∞, λ) = (0, 0)T , or, after
the truncation, X′(−L, λ) = (0, 0)T . Evolution of the wave function derivative over a












Thus, for all transfer matrix methods, the matrix T′m can be easily determined. At the
same time, the RK method does not have that advantage: here we have to numerically
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solve the ZSP for the derivatives separately, equipped with different initial conditions.
Our algorithm requires the use of the derivatives of the transfer matrices of each NFT









































where we keep the notations from eq. (4.18): κ =
√
−|qm|2 − λ2. For the AL method, the











For the modified BO method we have
T
′(BOmod)







































where we again keep the notations from (4.24). In order to find a′(λ), an additional
step must be taken at the end of the algorithm. For the ordinary ZSP (3.5), we have
the following expression for the derivative of a(λ) that involves the elements of the Jost
solution and its derivatives: a′(λ) = (ψ′1(L, λ)+iLψ1(L, λ))e
iλL; in the case of the envelope
ZSP (3.27), we arrive at: a′(λ) = χ′1(L, λ).
To check the accuracy of the derivatives evaluated via different algorithms, we resort
to similar mechanisms as described above. We primarily use the scattering coefficient
a(ξ) for the rectangular (4.8) and over-soliton (4.2) potentials. In figs. 4.5, we present
the dependence of the relative error for the derivative a′(λ) on λ and on the number of
subintervals Nq for the different methods described above. Our computations confirm that
the BO method is again the most accurate one, while the accuracy of the CN is the lowest
among all methods studied.
4.3 Iterative methods for discrete eigenvalues
Apart from the continuous spectral data computation, the full mapping to NF domain
requires identification of all solitonic modes, i.e. discrete spectrum components. The
requirement to ensure that there is no missed eigenvalue is the most challenging for the
numerical studies of random signals. However, in communications, it is usually sufficient
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(a) a′(λ) error vs Nq (b) a
′(λ) error vs λ
qrec, L = 1, A ∈ [2, 5], ∆A = 0.5
BO BOmod AL ALmod CN
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(c) a′(λ) error vs Nq (d) a
′(λ) error vs λ
qover, L = 20, A ∈ [2.25, 5.25], ∆A = 0.5
Figure 4.5: Relative error for a′(λ) computation as a function of the spectral parameter λ
and the number of dicretisation points Nq for different NFT methods and signal amplitude
A.
to reveal the existence of the bound states from the pre-defined and known set, i.e. a
communication alphabet [50, 54].
For the eigenvalues computation, the most popular option among the NFT related
works is to apply some iterative scheme to identify the complex zero(s) of a function
(namely, a(λ) from eq. (3.17)) in the case considered [151]. In [19, 141, 151], the de-
pendence of the NFT method performance on a particular iterative scheme usage was
somewhat overlooked and an arbitrarily chosen method was usually employed without a
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particular motivation for the choice.
Traditionally, the most common iterative approaches are the secant and Newton-
Raphson (NR) methods. Assuming an initial guess for the location of the zero x0 of
some function, say f(x), the consecutive iteration scheme for the NR method is given by:
x
(NR)




where fk := f(xk). This method has a quadratic convergence rate [60] (numerical method
is said to have convergence rate p, if |xk+1 − x| ≤ C|xk − x|p, here and below the orders
of convergence are given under the assumption that all roots are simple). The main
disadvantage of the NR method is the necessity to know the value of the function derivative
at each iteration step. For the purpose of brevity, we introduce a shorthand notation for
the so-called divided differences:




which can be recursively generalized for an arbitrary number of arguments:
f [xk, . . . , xk+m] =
f [xk+1, . . . , xk+m]− f [xk, . . . , xk+m−1]
xk+m − xk
. (4.34)
In the secant method, the expression for the derivative in each iteration is swapped
over to the divided difference, leading to:
x
(secant)
k+1 = xk −
fk
f [xk−1, xk]




The convergence rate of the secant method is approximately 1.618, so it is worse than that
for the NR method, but a single step computation using the secant method can be faster
since it does not require computing the derivatives. Sidi [129] generalised the idea of the
derivative approximation: the function derivative f ′k can be replaced by the derivative of
a fitting polynomial p(x) of degree j:






(xk − xk−l). (4.36)
The next iteration is given by
x
(Sidi)




In our study, we use a cubic polynomial approximation in (4.36), i.e. j = 3. For this
particular case, the convergence rate of the method is ≈ 1.93 [129].
Steffensen’s method [62] uses the following iterative formula:
x
(Steffensen)
k+1 = xk −
f2k
f(xk + fk)− fk
. (4.38)
It allows us to reach the convergence rate 2, same as that for the NR method.
The Muller method [104] has an advantage in that it allows us to find complex roots
from a real initial guess. Defining the auxiliary quantities
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(a) Newton-Raphson (b) secant (c) Sidi
(d) Muller (e) Steffensen
Figure 4.6: The regions of initial assumptions for the zero approximation in which the
iterative algorithms reach correct zero (marked as black point) with less than 1% relative
error. The computation is performed for qsol, Nq = 2
10, L = 30. The digits in the labels
identify the average computational runtime. Perfect vertical and horizontal edges of some
basins mean that regions of convergence extend out of the simulation ranges.
(the maximum is determined by comparing the absolute values), the iteration step of the
Muller method is given by
x
(Muller)
k+1 = xk − 2 · fk/d. (4.40)
The order of convergence for this method is approximately 1.84 [60], which is better than
that for the secant method.
All iterative algorithms applied for the computation of the eigenvalues require good
initial guess. In order to understand how the choice of the initial value influences the result
of the eigenvalues search, I performed a study of the convergence of all iterative schemes
in dependence on the initial guess point value: fig. 4.6 contains the results referring to
the frequency-shifted soliton potential, eq. (4.13), and fig. 4.7 depicts the results for the
rectangular potential, eq. (4.7), with A = π/2 and L = 1, where only a single eigenvalue is
present. On these plots, we show the border of the regions in the complex plane of spectral
parameter λ (marked with the closed lines of a different colour), where the relative error
of zero location is less than 0.01. The iterative algorithm runs until it reaches the pre-set
precision in the difference between the function values for consequent iterations or until
it exceeds the pre-set number of iterations (these pre-sets were, correspondingly, 10−10
and 103). Each line on the plots is labelled the corresponding average runtime that the
computation of the eigenvalue takes when the initial guess point is positioned inside the
respective regions.
The result of our analysis of the aforementioned five iterative methods combined with
different NFT algorithms can be summarized as follows: the NR and secant methods, used
in [141, 151], have smaller regions of convergence than those of the Sidi and Muller methods
(the Muller method shows the largest convergence basin for all example profiles used),
whereas the runtimes for all four approaches are similar. In the case of the Sidi algorithm,
we observe a better convergence, but with significantly higher runtime, especially when
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(a) Newton-Raphson (b) secant (c) Sidi
(d) Muller (e) Steffensen
Figure 4.7: The regions of initial assumptions for the zero approximation in which the
iterative algorithms reach correct zero (marked as black point) with less than 1% relative
error. The computation is performed for qrec, Nq = 2
10, L = 1, A = π/2. The digits in the
labels identify the average computational runtime. Perfect vertical and horizontal edges
of some basins mean that regions of convergence extend out of the simulation ranges.
the iterative method is coupled with the AL and CN algorithms. The Steffensen’s iterative
method shows the even smaller region of convergence, which is worse than that for the
NR and secant methods.
The drawback of iterative methods in the application to real transmission problems
(when the position of solitonic eigenvalues is usually not known a priori) is that we cannot
predict the computational runtime since we cannot estimate the number of iterations
required to find the zero point with satisfactory accuracy. Moreover, the methods can fail
to converge at all, so that some additional precautions have to be taken. The previous
works devoted to the eigenvalue search algorithms assumed iterative schemes for estimating
discrete eigenvalues. The main results referred to particular features of the NFT method
but not necessarily to a particular iterative scheme. Authors of [151] studied the one-
soliton and multisoliton cases for the AL, Euler and RK methods (also using the CN
method for some cases, but evidently revealing its weaknesses). They also found out that
all studied root-search techniques resulted in similar accuracy regimes for the NF data
computed.
According to [19], the RK algorithm can converge faster than the BO, but the authors
there used the grid search for the location of eigenvalues, and this resulted in a relatively
high overall runtime. It was found that in the case of rectangular potential, the RK
method failed in the correct computation for the total number of zeros (the authors used
the total phase increment along the <λ axis for this purpose).
Our analysis of the iterative algorithms reveals that they are not sufficiently stable and
manageable for the eigenvalue computations in realistic applications. This fact motivated
the search for principally different methods and options applicable to the location of eigen-
values. Meanwhile, we understand that the region (in the complex λ plane) of the possible
localisation of the eigenvalues should be another input of the algorithm, implemented for
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their search. We refer to this region as region of interest (ROI) below.
In the case of several eigenvalues, embedded to the profile, the iterative search must be
adjusted, because it provides a search of the zeros one by one. The concept is to eliminated
already found zeros of the function a(λ) from the set of its zeros. One of the possible ways
of doing this is provided in algorithm 1. Notice that redefinition of the function of interest
in the iterative search may introduce additional numerical issues in the proximity of the
located eigenvalue. The multieigenvalue case will be addressed more in sections 5.2 and
5.3.
Algorithm 1 Adaptation of an iterative algorithm to the multisolitonic case
Input: Define function f(x), make initial guess x0,
expected number of zeros Ns, ROI.
Step 0: Initialize an empty output array xout.
Step 1: Define a current function fc(x) = f(x)
and a current guess xc = x0.
Step 2: Launch the iterative algorithm for fc(x), xc
and limited number of iteration steps.
Step 3: Check if zero xi was successfully located in the previous step.
If yes, go to step 4.
If no, go to step 7.
Step 4: Check if the located zero is inside the ROI.
If yes, concatenate the located zero to the output array xout = [xout, xi]
and go to step 5.
If no, go to step 7.
Step 5: Check if all expected zeros are located using size(xout)==Ns.
If yes, go to Output.
If no, go to step 6.
Step 6: Redefine the function to eliminate located zero
fc(x) = fc(x)/(x− xi).
Step 7: Choose an initial guess number xc randomly from inside the ROI
and go to step 2.
Output: Estimate the array of zeros xout.
4.4 Fourier collocation method
In this subsection, I provide the previously not published results in the so-called Fourier
collocation (FC) method performance analysis and the derivation of the updated version.
Also, the subsection contains a comparison between two of the and discussion of the
applicability.
The procedure of finding the discrete NF eigenvalues can be reformulated in terms
of finding the eigenvalues of the eigenproblem corresponding to the discretised version of
ZSP, this approach is known as FC or spectral method [144, 151]. To formulate the ZSP






Ψ(τ, λ) = λΨ(τ, λ). (4.41)
Now one decomposes the sought solution Ψ and the potential q (defined on the finite
interval τ = −L . . . L) into the Fourier series of length 2n + 1, then the discrete version
of (4.41) in the Fourier space transforms into the eigenvalue problem for a block matrix,
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where each block corresponds to each respective element of matrix in the l.h.s. of (4.41).
The derivative −id/dτ results in the block B1:
B1 = k0 diag(−N..N), (4.42)
where k0 is the resolution frequency of Fourier series: k0 = 2π/2L, diag(·) is a diagonal
matrix with the parenthesis’s content along the diagonal, and n in the half-number of






and the coefficients of this decomposition, cj , form Toeplitz matrix B2 of the dimension
(2n+ 1)× (2n+ 1), cf. eq (5):
B2 = Toeplitz
(
c0, . . . , cn, 0, . . . , 0; c0, . . . , c−n, 0, . . . , 0
)
. (4.44)
where the expression in the parenthesis containing n+2 elements is the first row (column)
of the Toeplitz matrix defining its full structure. Now we deal with the eigenproblem for







The algorithms of eigenvalues search in MATLAB are based on the LU factorisation
[116]. The complexity of such an algorithm for the non-Hermitian matrix grows with the




(perhaps, in practice this approach is extremely fast).
In addition, the algorithm returns by default rank B eigenvalues. Some resulting eigen-
values are due to be discarded because they are located in lower half-plane. After that
additional analysis must be performed to distinguish the true solitonic eigenvalues (with
the positive imaginary part) from the continuous NF modes (corresponding to purely real
eigenvalues), when the real eigenvalues have acquired a spurious small imaginary part as a
result of the finite numerical precision. In practical applications, the eigenvalues typically
lie sufficiently far from the real axis. Thus, in order to remove spurious eigenvalues with
small positive imaginary parts some additional condition on =λ can be used to guarantee
that the imaginary part is above some predefined threshold value. It is also known that for
a single-lobe potentials (like an over-soliton or a rectangle pulse), the eigenvalues are pure
imaginary [60]. This condition can also be used to get rid of spurious eigenvalues albeit in
the true situation, like the NFT processing of realistic profiles in the optical transmission
tasks when the profiles are usually quite involved and can contain some noisy component
[117], only the threshold for the imaginary part of eigenvalues can be efficiently used.
In this thesis, for the first time, I present the modification and improvement of the
method based on the eigenvalues search inside the Fourier space. Since eigenvalues are
found from the determinant and corresponding characteristic equation, we start with the






= detA · det(D−CA−1B). (4.46)
In order to apply this relation to equation defining the desired eigenvalues,
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∼ detB2 · det(B2+ − (B1− Iλ)B2−1(−B1− Iλ)).
(4.48)
These transformations influence only the overall sign of the expression and do not change
characteristics equation. After using (4.46), one can obtain:
0 = detB2 · det(λ2B2−1 + λ(B2−1B1−B1B2−1)−B2+ −B1B2−1B1). (4.49)
The first determinant does not depend on λ and we can disregard it. finding the second
determinant reduces to the solution of the so-called quadratic eigenproblem:
(Mλ2 + Pλ+ Q)Φ = 0. (4.50)
This problem can be readily solved numerically using the embedded MATLAB function
polyeig. In application to current problem, the matrices in quadratic eigenvalues problem
(4.50) are defined as:
M = B2−1, P = B2−1B1−B1B2−1, Q = −B2+ −B1B2−1B1. (4.51)
The problem can be simplified further in the case when B2−1 and B1 commute. Note
that after the simplification described above, the computations within our new method
become faster as the rank of the resulting matrix decreases by the factor of 2. At the same
time, as before, we still need to impose the additional conditions on the particular values
of the eigenvalues obtained to extract exactly the eigenvalues that describe the solitons.
I performed series of tests to check how the upgraded FC method works against the
previous version of the FC method (that assumed a straight digitalisation procedure), using
the three model potentials from subsection 4.1. In the left panes of fig. 4.8, the relative
error of the eigenvalue found versus the number of points used for the discretization of
the example profiles. The right column of panes in the same figure gives the computation
time trun normalised to the number of samples n required to reach the result from the left
panes.
The test shows that the simplified FC polynomial eigenvalues method requires a smaller
runtime needed to reach the result while demonstrating a similar accuracy as the straight
diagonalisation. For the eigenvalues search employing single-lobe potential, the eigenvalues
can be located easily and with high accuracy. Hoverer, for the solitonic potential with a
phase factor, fig. 4.8 (e), (f), the new FC method does not provide the sufficient accuracy
for the eigenvalue, but so far we have now found the explanation for this behaviour. At the
same time we mention that, typically, the family of FC methods requires a considerably
higher number of operations to get the result with the acceptable quantity as compared to
the transfer-matrix methods described in subsection 4.2, such that further, we concentrate
on the properties for the latter. It is known that Fourier collocation method has the so-
called ’spectral accuracy’, which can cause the presented results.
4.5 Discrete spectrum methods discussion
In the community of numerical methods for NFT and transmission based on NFT, the
discrete spectrum attracts less attention then continuous spectral data. That happens, on
one hand, because the discrete spectrum provides poorer opportunities to modulate the
information and control the signal parameters. On the other hand, the very truncation
of the potential on the finite time support contradicts with the idea of a solitonic wave,
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(a) eigenvalue’s error for qover, L = 20 (b) normalised runtime for qover, L = 20
(c) eigenvalue’s error for qrec, L = 1, A = π/2 (d) normalised runtime for qrec, L = 1, A = π/2
(e) eigenvalue’s error for qsol, L = 20 (f) normalised for qsol, L = 20
Figure 4.8: Relative error and normalised computational time of discrete eigenvalue com-
puted using two types of FC method in dependence on number of points n.
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and soliton tails decay is not sufficient for many soliton profiles. More explicitly, in order
to get localisation of solitonic pulse, its amplitude should be rather high. It leads to
an increase in the numerical error and higher signal peak-to-average power ratio (PAPR).
Besides, the problem of designing the desired waveform by adjusting the discrete spectrum
components is still open, and the computation of even 10-soliton profile requires to move
from double-precision to higher accuracy. From the point of direct problem, there is no
way to ensure that all solitonic modes of the processed signal are revealed, there are always
can be some low amplitude soliton, not recognisable because of the truncation or finite
sampling resolution.
All these facts make the usage of solitonic modes for general signal processing rather
impractical. The communication application provides some apriori information: we usu-
ally start from constructing the signal with the given alphabet of available solitonic modes,
where we can either use all of given eigenvalues, playing with the solitonic phases, or some
subset of them, playing with number and location of chosen eigenvalues. The latter ap-
proach allows more degrees of freedom (for Ns eigenvalues, one can either modulate Ns
phases, or 2Ns combinations of eigenvalues), however, the signal power becomes input-
dependent.
Another point is the relation between asymptotical complexity and actual numerical
methods runtime. The FC method is extremely fast, despite its complexity is O(n3).
However, there is no clear relation, how many Fourier components n should be used for the
signal. For any practical realisation of the transmission system, this number is manually
adjusted to allow processing of the discrete eigenvalues from the chosen alphabet. The
iterative methods are also rather practical if we preliminary have the information about
the region of the location of the eigenvalues. Finally, all existent methods are useful for
communication applications, due to the apriori knowledge. In general situation, both
approaches require noticeable efforts in adjusting the parameters of algorithms and lead
to rather unpredictable complexity, runtime and outcome. This motivation moves us
to develop a more universal approach to the location of the eigenvalues, described and
discussed in the following chapter.
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Contour integrals within inverse
scattering problem
In this chapter, I present one of the main results of my PhD research. It lies in the
application of contour integrals (in NF domain) to the detection of scattering data, or to
information modulation. This method shows good performance in terms of computational
complexity, almost independent on the number of eigenvalues, numerical accuracy, effective
dealing with noisy systems or systems with closely located eigenvalues.
The first introduction of this method has been done in the large review paper of
numerical methods for NFT [J2], and the properties of the noise tolerance and degenerative
eigenvalues detection were presented in [J3]. Also, I have presented this approach and
its advantages on the Institute of Mathematics and its Applications (IMA) Conference
for Nonlinearity and Coherent Structures in 2017 [C8]. Besides, this chapter contains
unpublished results about the design of the contour integrals based communication system.
5.1 Contour integrals for zero location
5.1.1 Mathematical details
Initially, the contour integrals approach was presented as a numerical tool for localisation
of zeros of a nonlinear function in the complex plane by Delves and Lyness (DL) in [30],
together with two complementary papers for numerical differentiation of an analytical
function [93, 95], and one complimentary paper on numerical contour integration [94].











(for manually chosen integration contour C), and zeros of the function f(x), which lie




j , where xj are abovestated zeros. Note
that there is no need to know the exact number of zeros inside the contour, since zero-






f(x) dx = Ns. This number takes into
account zeros multiplicity (if there is any degenerate zeros). This particular property of
the analytic function is well known in the NFT community and widely used for the number
of eigenvalues estimation, see, e.g., [19].
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Nsκ2 = x1x2 + x2x3 + ...+ xNs−1xNs ,
...
κNs = (−1)Nsx1x2...xNs ,
(5.2)
which are linked to contour integrals sp as
s1 + κ1 = 0,
s2 + s1κ1 + 2κ2 = 0,
...
sNs + sNs−1κ1 + ...+ s1κNs−1 +NsκNs = 0.
(5.3)








 , p = 1 . . . Ns. (5.4)
The same κp-s are (up to a sign) the Vieta’s formulae for the following polynomial:
M(z) = zNs + κ1z
Ns−1 + κ2z
Ns−2 + . . .+ κNs−1z + κNs . (5.5)
The polynomial M(z) has exactly the same zeros as the initial function f(x). Therefore,
using any polynomial root-finding technique, the desired set of zeros inside the contour
can be computed easily.
With regards to the proper choice of the integration contour, it was reported in [30]
that the numerical error of contour integrals approach is inversely proportional to the
distance between the contour and the nearest zero [30]. That means that choice is based
on the trade-off between higher accuracy of zero evaluation and higher runtime (more
points of the function f(x) evaluation) for larger contour.
Since the solitonic eigenvalues are defined as zeros of auxiliary scattering function a(λ),
eq. (3.17), I successfully applied DL approach to computation of discrete NF spectrum.
There are two reasons, why this method is effective. First, it naturally includes the
region of zeros location. That is convenient because the solitonic eigenvalues have certain
limitations in spreading in the complex plane: they are locating in the upper half-plane and
cannot have a too large imaginary part, because it is associated with the solitonic mode
energy (in particular, for pure soliton, energy is given by 2A = 4=λsol), see subsection 3.1.3.
Moreover, in communication application, it is unlikely to employ the solitonic modes with
large real part as well, because it increases the signal bandwidth and may lead to escaping
of the mode from the dedicated time window. So, this approach acts as effective filtering
of the spurious eigenmodes, which are shown to be arising during the signal propagation,
because of deviations of the channel model from the purely integrable [31].
Another reason, which makes DL approach a promising tool, is its independence on
the number and spreading of the eigenvalues within the contour’s interior. The algorithm
requires only one round of scattering data (values of a′(λ)/a(λ)) computation, for the
values of NF frequency along the contour. Then all evaluation steps are based on the
computed values, however many eigenvalues lie inside the contour. Also, this approach
easily resolves the case of degenerative eigenvalue, because zeros of the function of interest
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are returned simultaneously together with their multiplicity. One can also intuitively
expect more stability of the overall algorithm, because the scattering data are computed
for the points of λ-plane far from the singularities, where the numerical stability of NFT
algorithm may be an issue.
There are two main competitors of the contour integrals approach as a method for
discrete NF spectrum computation: spectral or Fourier Collocation method, see section 4.4
and the group of various iterative methods, section 4.3. In terms of the computational
complexity, I expect to get an advantage in realistic applications. The iterative algorithm,
implemented alone, requires O(Nq · NsNiter) operations, where Niter is the number of
steps to reach the desired zero with a given accuracy. But when we have an insufficiently
accurate initial guess, the number of required iterative steps Niter can be dramatically
large, going to infinity when the algorithm cannot converge.
More recently, Kravanja et al in [75] presented an improved version of the DL approach.
Their algorithm relied on a recursive construction of the so-called formal orthogonal poly-
nomials, which have the roots that coincide with the zeros of our function f(x). I have
analysed the accuracy of this improved method for eigenvalues computation too, but we
do not present these results here on separate plots because our study did not reveal any
noticeable difference between results obtained from this newer method compared to those
of the ordinary DL method (at least, for the set of our test profiles). However, for some
real-world applications, where signals are not smooth and often significantly corrupted by
noise [135], the approach proposed in [75] might demonstrate better performance.
5.1.2 Numerical accuracy of the contour integrals for eigenvalues loca-
tion
The DL approach allows at least two variations in applications to the NFT problems.
Note that the nonlinear function of interest f(x) in eq. (5.1) is involved together with its
derivative, so, to use it for eigenvalues, one needs to integrate over the contour a logarithmic
derivative a′(λ)/a(λ). Since the computation of the auxiliary scattering function is the
computationally consuming task here, it should be carefully considered. One can use the
techniques from subsection 4.2.1 to evaluate the proper values of a′(λ) for the points along
contour. Alternatively, one can approximate the derivative with the discrete difference,
















I label this approximation method used for the search of solitonic eigenvalues with inte-
grand approximated as aDL.
We analysed the dependence of contour integration algorithms’ accuracy on the number
of points along the contour and on the contour shape, fig. 5.1. We here assume that the
contour envelopes the region where the eigenvalues can be located, ROI in other words.
We study the behaviour of the aDL method with the approximation scheme represented
in eq. (5.6) and compare it with the ordinary DL method’s behaviour. As it was expected,
the latter works more accurately due to a more accurate calculation of the derivative,
see the blue and orange lines and compare them with red and green ones in fig. 5.1. We
also observed that the particular contour shape was chosen in eq. (5.1) also influences the
resulting accuracy of the eigenvalues found. In particular, we checked the behaviour of
the methods using the rectangular contour in the upper half-plane of λ, fixing the contour
borders along <λ-axis and =λ-axis. Another option that we tested was to define the ring
sector in the λ-plane, fixing the borders for absolute value ρ and for argument θ of λ
written in polar representation as λ = ρeiθ.
The integrals in all of our methods have been evaluated using the trapezoidal rule.
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Figure 5.1: Relative error as a function on the number of contour discretization points
for different contour shapes and contour integrals methods. For qrec: L = 1, A = π/2,
Nq = 2
10; for qsol: L = 20, Nq = 2
10. For rectangular contour <λ ∈ [−1, 1], =λ ∈ [0.1, 2];
for ring sector |λ| ∈ [0.1 . . . 2], argλ ∈ [π/12 . . . 11π/12]. BO method used for ZSP solution.
Since the runtime of this algorithm depends linearly on the number of points along
the contour, we found sufficiently enough to compare the runtimes of all approaches for
the largest number of points (see table 5.1). We found that results from the DL method
and its approximated aDL version differed: the runtime of the ordinary DL method is
typically 1.5-2 times larger than that of the aDL one, but the DL method allows us to
reach a smaller relative error. From fig. 5.1, we can also readily see that the rectangular
contour gives better accuracy, at least for the test profiles that we studied. In our tests
the computation time of the contour approach was typically higher than that for iterative
algorithms from subsection 4.3 (cf. the runtimes for different methods given in figs. 4.7, 4.6
and 5.1). This result is well explainable, since we were taking the guess points that were
close enough to the zero point, such that the iterative algorithm was able to reach a zero
Table 5.1: Runtimes (in seconds) of eigenvalues evaluation: for rectangular contour <λ ∈
[−1, 1], =λ ∈ [0.1, 2]; for ring sector |λ| ∈ [0.1 . . . 2], argλ ∈ [π/12 . . . 11π/12]; Nλ = 1600,
BO method used for ZSP solution.
rectangle DL rectangle aDL sector DL sector aDL
qsol, Nq = 2
10
88.27 51.49 88.27 51.37
qrec, L = 1, A = π/2, Nq = 2
10
109.65 69.75 109.65 69.64
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in just several iterative steps, ensuring a lower computational time.
5.2 Multisolitonic test of the discrete eigenvalues methods
Multisolitonic potentials are patently interesting from the perspective of practical appli-
cations, with subsets of multisolitonic eigenvalues being specifically proposed for optical
communication purposes [50, 51, 54]. In this subsection, we investigate the performance of
both iterative and contour integration methods for the case when the pulse decomposition
involves several eigenvalues, and we need to retrieve their values. For our tests, we choose
the over-soliton potential as in eq. (4.1) for the fixed amplitude A = 5. This signal has
five eigenvalues in its discrete NF spectrum:
λk = (4.5− k)i, k = 0 . . . 4. (5.7)
The full decomposition also contains the non-zero continuous spectral data, so that the
situation considered in this section is quite general. To locate the eigenvalues, it is conve-
nient to use the rectangular ROI for the contour integration methods because, as it was
found from fig. 5.1, such a contour ensures greater accuracy in results. We choose the con-
tour having the shape of a rectangle in the complex λ-plane with the dimensions: [−1, 1]
along the real axis and [0.1, 5] along the imaginary axis. Such a rectangle encompasses all
eigenvalues defined by eq. (5.7) for the over-soliton profile.
In our specific case, we started with the initial guess λ0 = i, as in algorithm 1, followed
by up to three attempts to locate the same zero over 105 iteration steps to reach each
particular zero point.
The resultant error versus runtime diagram is represented as a bubble chart in fig. 5.2
for the different combinations of the transfer-matrix algorithms (subsection 4.2) and the
root-finding methods (subsections 4.3 and 5.1). Here bubble sizes are inversely propor-
tional to the runtime with the numbers therein indicating the number of zeros; respective
colours identify the numerical algorithm chosen.
We see that, in accordance with the remarks made in the previous subsection, the
iterative algorithms equipped with the elimination procedure may fail to estimate the
entire cluster of zeros even when coupled with the most accurate BO method. At the
same time, the contour integration methods, especially aDL, give higher error margin.
5.3 The contour integrals method paired with iterative search
Together with the application of the contour integrals approach solely, one can use their
output to get a better initial guess for the iterative algorithm. It is motivated by the fact
that both types of eigenvalue-finding approaches have some inherent disadvantages. The
iterative algorithms solely can be unstable and no one can ensure that the iterations will
eventually lead to the correct eigenvalue points. They also require some additional adap-
tation to the multisolitonic case to incorporate the elimination of previously found zeros,
and the restriction on the search region has to be generally imposed. The pure contour
integration algorithms do not allow us to reach high accuracy and take a comparatively
long time.
To overcome these difficulties, I introduced a hybrid method, which allows taking
advantage of the best from both approaches whilst simultaneously getting rid of their
respective drawbacks. The main idea of our hybrid method is that we can use the result of
contour integration as the initial guess that is then supplied to the consequential iterative
algorithm (the same strategy was mentioned in [30] as a way of root-finding refining).
This combination allows us to reach almost any accuracy up to the limitations imposed by
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Figure 5.2: Relative error of the eigenvalue location via different root-finding iterative,
NR, se(cant), St(effensen’s), Mu(ller), Si(di), and contour integrals, DL, aDL, algorithms
for over-soliton profile with 5 eigenvalues, qover, A = 5.25, L = 20. The digit in each
bubble means the number of the located zeros (out of 5). The bubble size shows the
inverse runtime (a smaller bubble means a longer run and vice versa), runtime changes
from 0.025 s to 4192 s.
the NFT computation method itself, see section 4.2. The hybrid method presented here
guarantees locations for all eigenvalues as opposed to iterative methods that often found
most eigenvalues but not necessarily all. The description of the consecutive steps for the
hybrid algorithm is as follows.
• First, find the location of the approximate zeros’ using one of the contour integration
method drawing a large enough contour. Two key remarks on this step here:
– the integration result does not require to be really accurate, so the computation
time can be reduced;
– it allows us to find a good approximation for all zeros that lie inside the contour
of interest;
• Second, we apply a particular iterative method to find more precise location for each
eigenvalue, using the results of the previous step as guess points (also employing some
other data that can be obtained by the contour integration, i.e. the multiplicity).
To test the hybrid algorithm, I use the over-soliton potential with five solitonic modes
q(τ) = 5.25 sechτ as a test profile, and plot the error of the eigenvalues computed in
fig. 5.3, using different combination of the transfer-matrix methods for ZSP (see section
4.2), iterative methods and contour integrals in the DL and aDL forms.
In general, runtime reduces comparably with contour integrals approach, but it is still
larger than the runtime of some iterative algorithms (see table 5.2 for the runtimes of
BO method used as an example). The largest runtime is demonstrated by the Sidi and
Steffensen’s methods, but the latter show a surprisingly high accuracy when coupled with
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(a) DL (b) aDL
Figure 5.3: Relative error of the eigenvalue location via the hybrid method for over-soliton
profile with 5 eigenvalues, qover, A = 5.25, L = 20. The bubble size shows the inverse
runtime (a smaller bubble means a longer run and vice versa), runtime changes from 3.27
s to 286 s.
Table 5.2: Normalised runtimes (in milliseconds per sample) of eigenvalues evaluation for
multisoliton profile for iterative and contour integrals methods, implemented standalone,
first row and column, and for hybrid algorithm (A = 5.25, Nq = 2
10).
NR secant Steffensen Muller Sidi
19.18 3.56 3.53 3.56 10.22
DL 7.68 7.3 76.83 7.31 35.33
7.8
aDL 3.88 3.44 71.75 3.41 35.86
3.28
the BO algorithm. The NR, Muller and secant algorithms perform fairly similar in terms
of runtime, but the Muller method displays a worse accuracy. If we combine the NR and
secant methods with any of the integral methods, then the utilization of both the DL and
aDL approaches give similar results. It means that both the DL and aDL methods supply
a sufficiently good initial approximation to reach our desired zero.
5.4 Accuracy and channel noise tolerance
5.4.1 Discretisation and additive noise influence
The main parameter that impacts the accuracy of a given NFT method, is the temporal
domain discretisation step ∆τ . Having in mind the optical communications application, I
tested the contour integrals approach using the sequence of profiles with randomly chosen
eigenvalues from the given constellations that were suggested for NFT-based transmission
[50]. Here we use two kinds of constellations depicted in the inset of fig. 5.5.
Chapter 5 89
NFT for Optical Communications
Ԃ contour integrals Ԃ iterativemarkerfcspectral method














































Figure 5.4: EVM2 as a function of time domain sampling ∆τ and contour sampling ∆λ,
for noiseless profiles with different number of eigenvalues. Results for the spectral method
correspond to n = 51 samples in the spectral domain.
I examine the performance of the contour integrals approach for single solitons, 2-
eigenvalues and 4-eigenvalues profiles. I use the Darboux method, subsection 3.3.3, to
generate such states with the arbitrary chosen norming constants and compute the respec-
tive eigenvalue portrait in the perfect back-to-back scenario (deterministic case, fig. 5.4)
and in back-to-back adding a AWGN to the profile in the temporal domain, fig. 5.5. As
a metric of computational accuracy I use EVM, see subsection 2.6.3 where 〈·〉 designates
the averaging over the sequence of profiles and over the eigenvalues in the profiles. The
normalisation over the mean value of constellation points appears after centring of the
constellation diagram.
For solving the ZSP I use here BO method, known to have second-order accuracy and
often superlative performance compared to other options, see section 4.2. The contour
integrals sp are computed using the trapezoidal rule along the contour. However, it is
noteworthy that the error of the ZSP solution (a(λ) evaluation at each λ) is O(∆τ2),
while the contour integration is carried out inside the spectral domain giving the spectral
error of the order of O(∆λ2), such that choosing the consistent number of subintervals
along the contour would require some further study. In this work, I manually adjusted
the sampling of the contour and ZSP to balance error caused by both sources and to not
oversample neither the integration contour C, not ZSP time domain.
The back-to-back tests are performed for different temporal domain discretisation step
∆τ , and the tests for noise-corrupted profiles were performed studying the accuracy in
dependency on SNR, defined as a fraction of signal and noise powers, irrelatively of the
solitonic nature of our signals. The SNR value was altered through AWGN with varying
noise power in the time domain, because the eigenvalue (i. e. constellation structure)
uniquely defined the signal power, so I do not have the freedom to manipulate it.
In figs. 5.4, 5.5 it is seen the reduction of EVM with the decrease of temporal domain
discretisation step ∆τ and with the increase of SNR. By changing the contour sampling
∆λ, one can manipulate the numerical accuracy of the contour integrals approach and get
advantage comparably to the iterative method. The accuracy is typically better for the
eigenvalues located along the imaginary axis (the constellation, corresponding to the filled
circles in the inset of fig. 5.5). The number of eigenvalues slightly influences the value of
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Figure 5.5: EVM2 for different eigenvalues constellations (circles - along the imaginary
axis, squares - symmetrically around the imaginary axis) for a single eigenvalue and a
4-eigenvalues solution in dependence on AWGN SNR (time domain is sampled with ∆τ =
0.007, contour is sampled with ∆λ = 0.0125).
One of the advantages of contour integrals approach is its capability to easily evaluate
a degenerate eigenvalue. To demonstrate this, I use an example of the degenerate breather
[67]: a limiting case of two-eigenvalue soliton, when the eigenvalues approach each other.







8x2τ2 + cosh(4xτ) + 1
. (5.8)
In the ideal case, both algorithms should return two equal eigenvalues, and it would mean
that a(λ) has a double zero at that point.
We observe that similarly to the non-degenerate case, the accuracy of grid search is
worse than that for the iterative and contour integrals approaches (see fig. 5.6). Decreasing
∆λ, we can improve the accuracy for both grid search and contour integrals algorithms.
The error for contour integrals is generally smaller and degrades faster with the increase
of 1/∆τ than the error for the iterative algorithm.
The actual behaviour of the contour integrals and iterative methods for the degenerate
eigenvalues search is compared in fig. 5.7 (the results for all eigenvalues are given in the
coordinate system with the origin at the eigenvalue, the red square). None of the used
numerical methods locates both eigenvalues at exactly the same point even for a noiseless
profile. The contour integrals approach gives the symmetrical points around the actual
eigenvalues, and their deviations are smaller than those for the iterative method. The
initial guess point also influences the accuracy of the iterative method’s result, see the
scattered points in the lower part of fig. 5.7).
The performance of the contour integrals approach using the degenerate breather with
added noise, in dependence on the SNR was also studied, fig. 5.8. The results obtained
are similar to those presented in fig. 5.5 earlier.
However, one of the important findings is that the accuracy of the computation of
the eigenvalues increases with the magnitude of the degenerate eigenvalue. The latter
is related to signal power. Therefore, I anticipate that the applicability of the contour
integrals approach will be even more important for the high power signal processing. The
paramount goal of NFT processing is to operate in the highly-nonlinear regime where
conventional linear techniques fail.
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Figure 5.6: EVM2 behaviour for degenerate eigenvalue evaluation via different numerical
method using noiseless degenerate breather profile, eq. (5.8), in dependence on the time
domain discretisation ∆τ .
Figure 5.7: Deviation of numerically evaluated eigenvalues of the noiseless degenerate
breather profile (λ = 1.2i, ∆τ = 0.023, ∆λ = 0.0125), computed via contour integrals and
via iterative method.
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Figure 5.8: EVM2 of the degenerate breather with AWGN eigenvalue evaluation in de-
pendence on AWGN SNR (time domain is sampled with ∆τ = 0.003, contour is sampled
with ∆λ = 0.0125).
5.4.2 Closely located eigenvalues
One of the advantages of the contour integrals approach is the ability to easily and si-
multaneously evaluate closely located eigenvalues. Evaluation of the multiple eigenvalues
by means of iterative algorithms requires additional adjustment (e.g., one given in al-
gorithm 1). Moreover, when the function a(λ) is redefined to remove already located
eigenvalue, it causes 0/0 problems in numerics, which would reveal especially for close lo-
cated eigenvalues. On the contrary, the contour integrals are free of these disadvantages.
To prove this, I tested accuracy (expressed in terms of the relative error, see subsection
2.6.3) of both methods depending on the spacing between eigenvalues. In this test system,
two eigenvalues are located symmetrically w.r.t. imaginary axis with gap distance ∆, so
their values are λ± = ±∆/2 + =λ. I tried various imaginary parts of the eigenvalues to
reveal its influence as well.
The error of the iterative method rises dramatically when ∆ decreases, whilst the con-
tour integrals behaviour is more stable. For large gap size (right part of the plot) another
property of the DL method reveals: when the zero is located close to the integration con-
tour, the numerical error of the method increases when it directly lies on the contour this
method is inapplicable. In [30] the authors reported inverse proportionality of the error
to the shortest distance from the contour to the zeros inside. That is the reason why we
observe the increase of the relative error for larger ∆ for contour integrals approach.
5.4.3 Influence of noise in the NLS channel
The fact that the contour integrals are uniquely determined by the set of eigenvalues
corresponded to the waveform (cf. eq. (5.1)), makes them invariant during the signal
propagation according to NLS. Also, the way of contour integrals computation allows
more predictable runtime (because of the fixed contour) and allows avoiding possible
singularities in the complex λ-plane. Both these facts motivate to consider the contour
integrals as an alternative of the eigenvalue(s) modulation in NFT-based communication.
In this subsection, I perform analytical derivations of the contour integrals tolerance to
practical deviations from the integrability, basing on the eigenvalue dynamics, and having
in mind Ns-eigenvalue waveform. To the best of my knowledge, the only estimation of the
eigenvalue statistics in the noisy channel is the theory of single soliton propagation in NLS
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Figure 5.9: Relative error of numerically evaluated eigenvalues by contour integrals and
iterative algorithms for closely located eigenvalues, symmetrically relative to the imaginary
axis with the gap ∆: λ± = ±∆/2 + =λ.
channel with AWGN, provided, e.g., in [55]. If one considers eq. (2.15) with additive noise
term in r.h.p. (see subsection 2.6.4 for notations), then a single soliton with amplitude A0
after propagating over the distance ζ, has eigenvalue’s components with normal (Gaussian)
distribution with the following standard deviations:
σ2A = Γ0A0ζ, σ
2
Ω = Γ0A0ζ/3. (5.9)
I use this estimation to derive the standard deviation of the contour integrals values,
assuming that in the multieigenvalue case, the jitters of each solitonic component are









Assuming also that noise is small perturbation above the signal and consider the first order
of the perturbation theory for the contour integrals values deviation:










where subscript 0 means an unperturbed value.
The goal of this derivation is to compare the relative deviation of the eigenvalue and
the relative deviation of the contour integrals. The estimation of the single soliton jitters
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∣∣∣∣ ≤ p (maxj |δλj/λj |)p(minj |δλj/λj |)p−1 .
(5.13)






























In this dependency no extra entries of ζ , so, the jitters dynamics with propagation of the
signal along the fibre is expected to be the same.
Having in mind the communication application, I consider that all eigenvalues of the
multieigenvalue profile are located within a circle in the upper half-plane with radius Λ0
and margins not less than x. In order to get an advantage of using the contour integrals
for coding/decoding the information, it is reasonable to require that the relative deviation
of the contour integrals values in the presence of noise are smaller than their eigenvalues’
counterpart. For sp one can get the following upper bound estimation:∣∣∣∣δspsp




















The relative (normalised) deviation of the contour integrals increases with the order p
faster than linearly, whilst for the eigenvalues, this estimation reveals no dependency on the
number of eigenvalues, because we assume that solitonic modes interact independently and
with the noise only. For the specific number of the eigenvalues, embedded to the profile,
one can derive the condition when the normalised deviation of the contour integrals (the
highest order one, when p = Ns) would have advantage comparably to the eigenvalues















According to this formula, for higher Ns the allowed area of the eigenvalues in the complex
plane squeezes more tightly. For x = 10% and Ns = 8, it returns Λ0 ≈ 7 · 10−11, which is
unrealistic for numerics.
To illustrate and test the provided estimations, I simulate the propagation of 2-4-
eigenvalues pulses (with no continuous spectrum) through the noisy NLS channel on
various propagation distances. The pulses were generated by means of Darboux Trans-
from (DT) [10, 11]. Because the eigenvalues are invariant, it was sufficient to truncate the
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solitonic tails at the Tx with large enough temporal window. The set of the eigenvalues
was λ1 = −1 + 0.8i, λ2 = 1i − 0.5, λ3 = 1.4i + 0.7 and λ4 = 1.8i + 1.1. The truncation
points were chosen symmetrically and to have outside the dedicated window signal sam-
ples which do not exceed 10−6 of the maximal signal amplitude. In solitonic scales, the
simulated propagation distances lie within the range ζ ∈ [0.5, 5] solitonic lengths. The
noise intensity in the NLS channel corresponds to the normalised AWGN power spectral
density Γ0 = 2 · 10−5.
(a) Ns = 2 (b) Ns = 3
(c) Ns = 4
Figure 5.10: Normalised variance of the eigenvalues and contour integrals for multieigen-
value profiles after the propagation through NLS channel with AWGN associated with the
amplifier noise.
It is seen from the plots in fig. 5.10 that the contour integrals deviating much more
noticeably in the presence of noise. For higher order of sp the (normalised) deviation
increases. The analytical estimation of the eigenvalue deviation, given as black shadowed
area according to the range form eq. (5.17), overestimated the actual deviation, obtained
from numerical simulations. However, for more solitonic modes, the analytical estimation
for the contour integrals deviations approached the numerical curves, which makes this
estimation more applicable for multisoliton profiles.
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5.5 Contour integrals approach discussion
In this chapter, several findings within the contour integrals approach for eigenvalues lo-
calisations are presented. This method was developed to replace the existent techniques
for the discrete spectrum computation, which are known for suffering from the increasing
numerical accuracy and unreliable performance. The contour integrals localise all eigen-
values inside a given ROI on one instance with manageable accuracy and runtime, scaling
with the perimeter of ROI. One of the most important advantages of the contour integral
is that it can successfully deal with cases when other methods fail, such as closely located
or coinciding (degenerative) eigenvalues. The more practical case for the communication
application, when several eigenmodes may be incorporated as data carriers, is the effective
and reliable performance of the contour integrals in the multisoliton solutions.
On one hand, the contour integrals are combinable with all high-accuracy numerical
methods for ZSP (such as BO, AL), on the other hand, it can be further refined with help
of iterative methods, reaching noticeable accuracy for few iterations. This trick allows
reducing efforts for the accuracy of initial contour integrals estimation.
The analytical study of noise influence on the contour integral values estimates their de-
viation to growing for higher-order integrals, However, because of the assumptions during
the estimation, the perturbation of higher-order integrals is underestimated. Therefore, in-
volving simulations to the analysis of noise tolerance of the contour integrals computation
provides a more accurate picture of performance.
The approach can be easily generalised to the identification of the main spectrum
point for the finite-band case. It also can be formulated as a problem of zero search
in the complex plane, similarly combined with the solution of ZSP. In the systems,
developed and studied during this research, the built-in methods for main spectrum points
appear to be sufficient, and making a negligible contribution of the transmission quality.
However, further developing of RHP-based communications towards higher data rates, so,
introducing more bands in finite-band solution, may add a need to the applications of






The concept of NFT-based communication requires that the channel model is effectively
given by means of NLS. The realistic simulations usually consider fibre loss and ampli-
fication noise as well as significant phenomena, happen to the signal in the optical fibre.
However, if one considers the pure integrable NLS as a leading order approximation and
loss with ASE noise to be the next order correction, it is a way to use the nonlinear modes
in NF domain as information carriers.
While the model is considered to be true, the information is invariant and not spoiled
by the nonlinearity like in the conventional optical communications. In fig. 6.1, the reader
can find the general concept of the NFT-based communication, literally inherits the pro-
cedure of the solution of the initial-value problem of NLS, fig. 3.1. The NF modes evolve
independently, while the signal propagates in the fibre according to NLS. However, we
note that deviations of the model from pure NLS, such as path averaging, loss, amplifica-
tion, ASE noise, lead to the effective interaction of these NF modes. Study of the noise
arising in NF domain took some part of my PhD study, leading to publications [J5, , CC1,
CC4, CC6, CC7].
In the following sections, I will provide some details of the transmission systems. I
use capital notations P , B, Z, T for signal power, bandwidth, propagation distance,
and, if applicable, period, measured in physical units. As the approach utilised some
normalisation of NLS to the dimensionless form (see subsection 2.2.2), determined by the
single normalisation scale T0, I used subscriptXnorm to designate corresponding normalised
values, e.g. Pnorm is normalised signal power.
6.2 Conventional NFT transmission
The variety of degrees of freedom in vanishing boundary conditions case allows us to
employ different combinations of them for information transmission. The most widely
acknowledged approach is to use continuous spectrum r(λ) to modulate information in the
continuous waveform, and (optionally) incorporate discrete spectrum components. The
NFT approach allows mathematically explicitly linearise the NLS channel, so the Kerr
nonlinearity is considered here as a valuable part of the model, but not as an undesirable
deviation from linearity. This inspired the research in the topic from the conceptual side,
giving birth to eigenvalues communication [54], nonlinear inverses synthesis [84, 85, 117].
Moreover, this approach is generalisable to the dual-polarisation case as well. There have
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Figure 6.1: General concept of NFT-based communication.
already been a number of experimental confirmations that the NFT-based techniques do
indeed have the potential for mitigation of nonlinear penalties [46, 40, 82, 83, 81].
In this thesis, I omit pure eigenvalues communication, as during my work I did not
directly use it in conventional NFT-based transmission context. However, to some extent,
it is discussed in the following subsections.
6.2.1 r-modulation
In this subsection, I provide the simulations of the transmission system, based on mod-
ulation of continuous spectral data only. Meanwhile, in these simulations we test the
eligibility of the fast NFT methods [140, 142] for the processing at the Tx and the Rx.
The results presented here were submitted for ECOC 2018, but have been rejected.
We simulate the transmission through the SMF link for both EDFA (with path aver-
aging) and Raman amplification, see subsection 2.1.4. The normalisation time parameter
is T0 = 50 ps and, for the fairness of the comparison, the sampling step for both algo-
rithms is ∆τ = 0.2, as it enters as a parameter into the numerical algorithms defining
their performance. The information is first encoded in a orthogonal frequency-division
multiplexing (OFDM) signal with 128 sinc carriers satisfying the Nyquist condition, using
16-QAM constellation. The schematic of our setup is shown in fig. 6.2.
Figure 6.2: The principal scheme of r-modulation transmission system.
During noise-free transmission, the performance of two systems is affected only by the
power deteriorating the numerical processing: the Q-factor is significantly larger for small
powers, fig. 6.3. We explain this behaviour with numerical errors, including those due
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to the truncation to finite support, which increases for larger powers. In the presence of
noise, the high power degradation is still present, but small power signals are distorted by
noise, fig. 6.4. Thus, there is an optimal power for transmission. Importantly, we observed
that the quality of the transmission of the fast methods, where function r(λ) is naturally
involved, is better than that of the conventional method with (de-)modulation of ΩL(θ)
from GLM, see eq. (3.57).
Figure 6.3: Q2 factor vs. power for r-modulation in the noiseless channel.
Figure 6.4: Q2 factor vs. power for r-modulation in the presence of ASE noise.
We also found that the optimal Q-factor slightly depends on the distance and consis-
tently decreases for longer links, see fig. 6.5.
In terms of time consumption of each processing option, fig. 6.6, the profit of Rx
processing on using fast methods (the fast AL against and conventional AL realisation)
is more noticeable, than for the Tx, where the fast INFT [137] competes with the GLM
solution method [38]. The gap between the conventional and fast INFT is expected to
widen for a larger number of samples and more sophisticated implementation.
Generally speaking, the r-modulation, in particular, the so-called nonlinear inverse
synthesis approach [83, 84, 85] is the most direct implementation of the NFT concept to
communication purposes. There are several principal barriers, which do not allow effective
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Figure 6.5: The optimal Q2 factor for different propagation distances in r-modulation.
Figure 6.6: The processing time (per bit of information) required to reach the maximum
Q2 at the Tx and Rx for different transmission distances for the systems based on fast
and conventional r-modulation.
realisations. In fact, that is the nonlinear (and not always explicit) coupling of time-domain
parameters with λ domain. The natural intensity scale in NF space is spectrum energy,
eqs. (3.22) and (3.23), whereas for conventional telecommunication power, bandwidth and
duration are the most relevant. If it is roughly possible to link energy and power, the
bandwidth is not predictable. The time occupation is also related to energy, but there
is no clear correspondence, just for the given modulation one may observe hat higher
energy produces the appearance of heavier signal tail [117]. Also, there is no analogy of
(Nyquist–Shannon) sampling theorem for NF spectrum, so we cannot properly discretize
the system without penalty in terms of accuracy, and we cannot manipulate over the
required and the available number of samples in time and λ domain. All these properties
and observations to the fact that any NFT-based transmission system requires preliminary
tuning of parameters, depending on the desirable propagation distance, amplification, data
rate, etc. Therefore the design of such systems is a quite bulky process. For example, the
simulation of Raman and EDFA amplification for the system above, keeping all other
output parameters, took noticeable efforts and time of this work. Also, the fact that even
the most straightforward implementation of NFT idea causes a huge level of resistance
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Figure 6.7: Schematics of one-to-one correspondence between NLS profile, eigenvalues and
contour integrals.
and lack of understanding among the community, despite the clearly claimed advantage in
nonlinearity mitigation, puts more sophisticated approaches to an even weaker position.
6.3 Contour integrals communication
This section contains some preliminary research in further developing of the contour inte-
grals within IST, particularly, using their values to carry the information via NLS channel.
The results in this section have not been presented before in any form.
The developing of the concept of employing the contour integrals values as information
carriers should take into account the advantages of this approach in comparison with
currently used iterative methods. One of the main is that contour integrals allow more
predictable complexity and evaluation of all eigenvalues simultaneously. Since the set of
the eigenvalues uniquely determines the multieigenvalue waveform, and simultaneously
determines values of sp through Newton’s identities, eq. (5.3). It means that there is
a one-to-one correspondence between the set of sp and the waveform, and moreover, it
conserves during the signal propagation in NLS channel, see fig. 6.7.
Principally, the idea of the modulation into the contour integrals values moves the
additional processing stage (computation of the eigenvalues from the contour integrals)
from the Rx stage on the Tx one. It makes this processing free of the influence of the
noise gathered during the practical propagation in the optical fibre, balances the numerical
complexities of the algorithms on the Tx and the Rx. The conceptual scheme of conven-
tional multieigenvalue modulation and introduced contour integrals modulation are given
in fig. 6.8.
This suggestion requires detailed comprehensive testing before being implemented in
order to achieve the maximal advantage of this approach comparably to the well-developed
multieigenvalue communication [52, 54].
If one starts with the values of the contour integrals sp, taken randomly from some
constellation, it is not obvious that the resulting eigenvalues λj found as polynomial zeros
via eqs. (5.2)-(5.3), would lie in the upper half-plane. To ensure this, I suggest an additional
transformation. Assuming that all sp lie in the complex plane within the circle of radium S,
the corresponding set of the eigenvalues λj , because of the polynomial relations, eq. (5.1),
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(a) (b)
Figure 6.8: The schemes of (a) the multieigenvalue communication concept and (b) the
contour integrals communication concept.
Figure 6.9: Regions of values of sp, λj and λ̂j in the corresponding complex planes for
comparison of multieigenvalue and contour integrals communication. This adjustment
ensures that the eigenvalues supplied to DT have positive imaginary parts.
would lie in the deterministic circle of radius Λ. One can shift the entire set up, i.e.
λ̂j = iΛ + λj , to ensure that its interior now lies completely in the upper half-plane (see
fig. 6.9).
The link between values of S and Λ should be derived, aiming the compact localisation
of the eigenvalues in order to get a reasonable estimation of the resulting signal power and
bandwidth, related to real and imaginary parts of the eigenvalues. It is unrealistic to
assume that, especially for many eigenvalues, all sp are limited by the same circle radius
S, because in this case the limiting value would be large and the estimation of Λ is
overvalued. So, I assume that each order sp lies in the circle with radius Sp, increasing
exponentially as |sp| ≤ Sp = NsCp, for Ns-eigenvalues profile and for some scale parameter
C. Then we need the intermediate estimation for the limiting value of Newton’s identities
|κp| ≤ Kp, found using the Cramer’s rule and the Hadamard’s inequality, as κp are given












Note that here I employ the fact that the equations system matrix S is triangular, and
the matrix Sp is the same matrix with the substituted p-th column by the r.h.s. of the
system, which is (s1, . . . , sNs)








(C2 − 1)Ns/2(C2Ns+2 − 1)
√
p2(C2 − 1) +N2sC2(C2Ns−2p − 1)
, (6.2)
where the notation (a; q)n means q-Pochhammer symbol [44]. Applying this for the esti-
mation of the polynomial roots from their coefficients, given by Affane-Aji, Agarwal and
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assuming that the scaling factor C ≤ 1/
√
2.
The specific values of these estimations allow adjust the scaling parameter C to the
desired signal power and bandwidth, defined by Λ and NLS normalisation (see subsec-
tion 2.2.2).
6.4 b-modulation NFT transmission
Note that in this section I use k as a spectral NF parameter notation (instead of λ).
Apart from the straightforward modulation of the function r(k), which can be treated
as a generalisation of (conventional) Fourier spectrum modulation, there is a more ad-
vanced and novel approach, introduced by Wahls in [138]. Its idea lies in the fact that
both auxiliary scattering functions a(k) and b(k), eq. (3.17) satisfy the following integral
representations [37, 138]:









In case of the finite time-support of the potential q(τ), say, q(|τ | > L/2) = 0, the
infinite limit in integrals can be replaced with 2L interval, so eq. (6.4) can be interpreted
as that the b(k) waveform is explicitly determined by its Fourier image β(θ), defined over
a finite domain θ or, in other words, function b(k) is band-limited. The opportunity
to generate from band-limited b(k) finitely supported q(τ) allows to get a more efficient
time-domain occupation compared to “conventional” NFT-based systems employing the
continuous NF spectrum modulation [84, 135], the property which translates into a better
system performance, see the explicit comparison in [47]. We, however, note that the b-
modulation concept is not different in its set-up from other NFT-based methods. Thus,
within this approach, each “supersymbol” generated from the b-modulated profile must
be appended with zero-padding guard intervals in the time domain, which are equal in
duration to the dispersion-induced memory. However, the duration of the “supersymbol”
itself is shorter in comparison to the conventional continuous NF spectrum modulation
where, typically, the time-domain waveforms develop “a tail” [117].
The utilisation of this property of NFT-generated profiles, operating with band-limited
b(k) profiles, has been aimed at resolving one of the principal challenges in the NFT-
based communication: to attain explicit control over the temporal duration of generated
signals at the Tx side [47, 86, 145]. The latter property allows us to pack our data better
inside a given time-bandwidth volume and, thus, to reach potentially higher SE values. In
particular, the highest data rate (400 Gbps for approximately 1000 km of the transmission
distance) reported so far for the NFT-based transmission method was achieved with a
modified variant of b-modulation (in the dual-polarisation case) [146] and has recently
been confirmed experimentally [147].
My research in this topic and results achieved are presented as the conference con-
tributions [C1, C4], where the performance of b-modulated transmission system is paired
with eigenvalues communication; and as journal publication [J4], where the formal proof
of the backward correspondence between band-limited b(k) and finitely supported q(τ) is
provided, together with characterisation of the allowances in discrete spectrum. In works
104 Chapter 6
NFT for Optical Communications
Figure 6.10: Illustration of one-to-one correspondence between bandlimited function b(k)
and the corresponding finitely supported time-domain profile q(tau), highlighting the con-
tribution of the current study (necessity condition in violet arrows, when proven here
sufficiency condition in blue arrows).
[C1, C4] we composed the discrete spectrum components atop the b-modulated profile,
but to keep the width of the solitary component in the time domain sufficiently thin. Such
a composition ensures that the considerable portion of the overall resulting signal does
not spread beyond the initial extent of the b-modulation-generated profile. However, this
approach did not provide truly localised signals. In work [J4] we suggested the procedure
of the identification of the specific eigenvalues, which maintain the exact localisation of
the signal.
6.4.1 Formal justification of signal and auxiliary b-function correspon-
dence
For the completeness of exposition here, we note that in the original work by Wahls
[138], where the b-modulation concept was introduced, the problem of a complete char-
acterization of b(k) in the case when time-limited signals q(τ) support bound states (i.e.
containing a non-zero discrete NF spectrum part), was formulated as an open question.
In the follow-up study [47], a necessary condition for the possibility to have bound states
keeping the same b(k) was stated and the analogy with the linear operator of the Lax pair
representation for KdV equation was mentioned. Portinari [115] pointed out that b(k)
being band-limited is both necessary and sufficient for a finite support in the KdV case if
there are no bound states. For the NLS case (i.e., for the Zakharov-Shabat system as a
spectral problem), the uniqueness of the determination of a time-limited q(τ) in (3.5) from
b(k) is discussed in Ref. [125] in the absence of bound states. The arguments of Portinari
were recently carried over the NLS case in [136], where the characterisation problem has
also been addressed in the presence of eigenvalues, by exploiting the spectral properties of
one-sided signals.
The sufficiency of the condition for receiving the exactly localised signal was not prop-
erly addressed before our publication [J4]. There we have applied the flexibility of RHP
approach to b-modulated signals [72, 151], [J1] for solving the inverse scattering problem
for ZSP (3.5). As an illustration of the performed contribution, refer to fig. 6.10.
By this way, we characterize time-limited signals having the same scattering coefficient
b(k) showing, in particular, that it is possible to include the discrete nonlinear spectral
components (solitons) into the b-modulation without violating the complete localisation of
the respective time-domain profile. In the end, it is noteworthy that whereas the inclusion
of additional solitary components can increase the overall power of the signal and, thus,
improve the signal-to-noise ratio defined in the “traditional sense”, this, of course, does
not necessarily mean that the transmission performance of the b-modulated system would
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get better. The coupling of solitary modes to the members of the encoded continuous
spectrum due to the deviation of the channel from the integrable NLS (e.g. due to the
presence of noise, in the simplest scenario) should definitely affect and potentially degrade
the performance of the system in hand [11], [CC6] though this question has not been
studied in detail so far. From the other side, the possibility to embed solitons in the
b-modulation renders additional flexibility and new opportunities for the design of such
systems with improved characteristics.
Here we note some specific properties of IST of finitely supported q(τ), which appear
in addition to the listed in section 3.1. Notice that for finite-extent q(t), Ψ(τ, k) are the
entire analytic functions of k ∈ C. For the consistency of presentation, we give here a
simple proof of the property from eq. (6.4) using the integral representations for the Jost
solutions (cf. [125]).
The following proofs are organised as follows. First, we prove the necessary conditions,
following the RHP formalism used later. This is a known property of scattering function
and its proof can be found elsewhere [37, 138]. Then, we develop a sequence of supporting
statements (lemmas, remarks, etc), and prove a sufficiency condition by means of RHP
approach in theorem 6.4.6.
Theorem 6.4.1. Let q ∈ L1(R) be such that q(τ) = 0 for |τ | > L2 for some L > 0. Then
• Ψlr(τ, k) = e−ikτσ3 for τ < −L2 , and





′σ3dτ ′, τ > −L
2
; (6.5)
• Ψrl(τ, k) = e−ikτσ3 for τ > L2 , and









Here Kj(τ, ·) ∈ L1, j = 1, 2, are some 2× 2 matrix functions.
Proof of Theorem 6.4.1. For any q(τ) ∈ L1(R), the integral representation for Ψ has the
form [154]:










ikτ ′′dk, it follows that K1(τ, τ
′) satisfies the system of equations:








σ3 −Q(τ)K1(τ, τ ′) = 0, τ ′ < τ,
(6.8)






































−Q(τ)Ko1(τ, τ ′) = 0, τ ′ < τ.
(6.11)
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K̃o(ξ, η), η > 0.
(6.13)
In turn, eq. (6.13) reduces to an integral equation of Volterra type. Indeed, integrating
(6.13) we have:







































































K̃o(ξ′, η′) dξ′ dη′.
(6.15)





= 0, and, thus, eq. (6.15) becomes a homo-
geneous Volterra integral equation (in the domain ξ < −L, η > 0), the unique solution
of which is 0. Therefore, K̃(ξ, η) ≡ 0 for ξ < −L, η > 0, and, thus, K1(τ, τ ′) = 0 for
τ + τ ′ < −L. The general case of q ∈ L1 follows further by approximating Q in (6.15) by
smooth functions.
Similarly, Ψrl(τ, k) has the representation






where, actually, K2(τ, τ
′) = 0 for τ + τ ′ > L, which can be proven by following similar
arguments as above and taking into account that Q (ξ/2) = 0 for ξ > L.
Our main result consists in the characterization of signals q(τ) having the b-coefficients
in the form of the Fourier transform of a function with limited (bounded) support, i.e. the
inverse of the property below.
Corollary 6.4.2. 1. In this case, the associated scattering functions a(k) and b(k) have
the following integral representations:







with some α(θ) ∈ L1(0, 2L), β(θ) ∈ L1(−L,L).
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2. For τ > L/2, b(k)e2ikτ → 0 as k →∞ for k ∈ C+, and b∗(k∗)e−2ikτ → 0 as k →∞
for k ∈ C−.
3. For τ < −L/2, b∗(k)e−2ikτ → 0 as k →∞ for k ∈ C+, and b(k)e2ikτ → 0 as k →∞
for k ∈ C−.
Indeed, setting τ = −L/2 in the scattering matrix relation (3.14), and using eq. (6.6)
and the fact that Ψlr(−L2 , k) = e
ikL
2
σ3 , it follows that a and b have the representations in
form of eq. (6.17), where α(θ) = (K2)(22)
(











Items 2 and 3 directly follow from eq. (6.17).
The set of spectral data determining uniquely q(t), is (conventionally) characterised
assuming that a(k) 6= 0 for k ∈ R and all zeros of a(k) in C+ are simple; consequently, the
number of these zeros is finite, and |b(k)| < 1 for all k ∈ R.
For the following derivation we use the flexibility of RHP approach for the vanishing
case, see corresponding preliminaries in subsection 3.3.4.
With these assumptions, the characteristic spectral data consist of b(k), k ∈ R and
the discrete set {kj , cj}Ns1 (given, in general, independently of b(k); particularly, it can be
empty), where kj with =kj > 0, j = 1, . . . , Ns, are the zeros of a(k), and {cj}Ns1 are the
associated norming constants. Moreover, the inverse mapping can be described as follows
[37]:

















2. Define the reflection coefficient
r(k) := b(k)/a(k), k ∈ R; (6.19)
3. Solve the corresponding RHP for the jump condition of k ∈ R:








The singularities of M are characterised as follows: M(1)(τ, k) has simple poles at
{kj}Ns1 and M(2)(τ, k) has simple poles at {k∗j }
Ns











−2ik∗j τM(1)(τ, k∗j ). (6.23)






M(t) emerges from the large-k development of M(τ, k):




+O(k−2), k →∞. (6.25)
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Remark 6.4.3. In the framework of the direct scattering problem (given q(τ), determine


















eikτσ3 , k ∈ C−.
(6.26)




ikθdθ with some β(θ) ∈ L1(−L,L);
(ii) The function G(k) := 1−b∗(k∗)b(k) has no zeros for k ∈ R (or, equivalently, G(k) > 0
for k ∈ R).
Definition 6.4.4. Define Fb as the set of all q ∈ L1 such that the spectral functions
b(k) = b(k; q) and a(k) = a(k; q) associated to q by the direct mapping through (3.5) and
(3.14), satisfy the following conditions:
(a) b(k; q) coincides with the prescribed function b(k) satisfying conditions (i) and (ii)
above (particularly, we assume that a(k; q) is not zero for real k);
(b) All zeros of a(k; q) for k ∈ C+ are simple.
Notation 6.4.5. Denote by Ab the set of all zeros of G(k).
Theorem 6.4.6. 1. The set Fb consists of infinitely many elements;
2. For any q ∈ Fb, q(τ) = 0 for |τ | > L/2;
3. Each particular q ∈ Fb is uniquely specified by a finite subset {kj}Ns1 (including the
empty set) of Ab ∩C+. This subset constitutes the set of simple zeros of the spectral
function a(k) in C+ associated to this q, which can be expressed for k ∈ C+ by (6.18)
in terms of b(k), k ∈ R and {kj}Ns1 .
Remark 6.4.7. In the case b(k) ≡ 0, it follows from (3.25) that the associated a(k) has
no zeros and thus, by (6.18), a(k) ≡ 1; consequently, q(t) with such spectral data is the
trivial one: q(t) ≡ 0.
The proof of the theorem above is based on using the flexibility of the RHP formalism:
the same q(τ) can be retrieved from the solutions of different RHPs; and one can proceed
from one RHP to another (that produces the same q(τ)) by appropriately “transforming”
the original RHP, e.g., factorizing the jump matrix and absorbing the factors into the
solution of a new RHP problem, in specific domains of the complex plane.
First, notice that in our case b(k) is analytic in C and thus the norming constants are





where the overdot (ȧ) means the derivative with respect to k.
Proof that Fb consists of infinitely many elements. We notice that b(k) and G(k) are the
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and














−L β(η)β(η − θ)dη and B(θ) ∈ L
1(−2L, 2L). Actually, b(k) is the entire
function of order 1 and type L provided β(θ) does not vanish almost everywhere in any
neighbourhood of L or −L, see [16, ss. 6.9.1]; similarly for G(k).
Next, for an entire function of order at most 1, the Hadamard factorisation theorem,




















where m ≥ 0, pj ∈ C, and {kn}M1 with M ≤ ∞ are the zeros of G(k).
Assume that M <∞. Then it follows from (6.30) that
G(k) = ep̃1k+p2P (k), (6.31)
with some p̃1 and p2, where P (k) is a polynomial of degree m + M . On the other hand,
we notice that for k = x ∈ R, b(x) =
∫ L
−L β(θ)e
ixθdθ → 0 as x→ ±∞ and thus G(x)→ 1.
Combining this with G(x) = ep̃1x+p2P (x) evaluated as x → +∞, and as x → −∞, we
conclude that p̃1 must be 0 and thus G(x) ≡ 1, which is in contradiction with b(k) 6≡ 0.
It follows from (3.25) that the set Ab (determined by b(k) and symmetric w.r.t. the
real axis) is a union of zeros of a(k; q) and a∗(k∗; q). Consequently, all zeros of a(k; q) in
C+ associated with q ∈ Fb (the eigenvalues of (3.5)) must be contained in Ab ∩ C+.
Let us choose any finite (particularly, it can be empty) subset {kj}Ns1 from Ab ∩ C+,
construct a(k) for k ∈ C+ by (6.18) (accordingly, a∗(k) is determined for k ∈ C−), and
determine r(k) for k ∈ C̄+ by r(k) = b(k)/a(k) (cf. (6.19)) as well as r∗(k) for k ∈ C−
by r∗(k) = b∗(k)/a∗(k). Our main point is that using b(k), a(k), and {kj , cj}NS1 , specified
above, as the spectral data and the input to RHP, eqs. (6.20)-(6.23), one always arrives
at such q(τ) that q(τ) = 0 for |τ | > L/2.
Proof that q(τ) = 0 for τ > L/2. The proof is based on the transformation of the RHP









, k ∈ R. (6.32)
Recall that the RHP (6.20)–(6.23) (particularly, the residue conditions (6.22), (6.23))
has been formulated under assumption that a(k) has no real zeros; otherwise (6.22), (6.23)
are not correct.














, k ∈ C−.
(6.33)
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Notice that the triangular matrix factors in (6.33) considered (for any fixed t > L/2) as
functions of k in the corresponding half-planes are such that they are meromorphic in
the respective half-planes and they approach I exponentially fast as k → ∞. The latter
follows from Corollary 6.4.2, item 2, and the fact that a(k)→ 1 as k →∞ for k ∈ C+.
Particularly, this implies that the large-k expansion for M̂(τ, k) coincides with that for
M(τ, k), see (6.25), and thus, determining q̂(τ) from M̂(τ, k) in the same way as q(τ) is
determined from M(τ, k), see (6.24), we have:
q̂(τ) = q(τ), τ > L/2. (6.34)
On the other hand, M̂(τ, k) can be characterized as the solution of the RHP with the
trivial jump conditions: find M̂(τ, k) analytic in C \ R and satisfying the properties
M̂+(τ, k) = M̂−(τ, k), k ∈ R,
M̂(τ, k)→ I, k →∞.
(6.35)
Indeed, in view of the factorization (6.32), the jump conditions across R for M̂ turn out
to be trivial, and the statement is obvious in the case when a(k) has no zeros in C+. If
a(kj) = 0 for some kj ∈ C+, we evaluate M̂(1)(τ, k) as k → kj by using



















Therefore, M̂(1)(τ, k) has no singularity at k = kj . Similarly for M̂(2)(τ, k) at k = k
∗
j .
The trivial jump conditions across R in eq. (6.35) imply that M̂(τ, k) is, in fact,
analytic in the whole complex plane. Also it is bounded at infinity; moreover, it approaches
the identity matrix as k →∞. Then, by the Liouville theorem, M̂(τ, k) ≡ I and thus, in
view of (6.24) and (6.25), q̂(τ) ≡ 0. Finally, in view of eq. (6.34), we have q(τ) = 0 for
τ > L/2.
Proof that q(τ) = 0 for τ < −L/2. Like above, the proof is based on the deformations of
the (original) RHP, eqs. (6.20)-(6.23). But now it is convenient to do the appropriate
transformation in two steps: M 7→ M̃ 7→ M̌.















, k ∈ C−.
(6.38)
Then, it follows from eqs. (6.20) and (6.21) that M̃(τ, k) satisfies the following jump
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Step 2: M̃ 7→ M̌. The triangular factorization in (6.39) suggests introducing the



















, k ∈ C−.
(6.40)
Now notice that the triangular factors in (6.40) are again meromorphic in the respective
half-planes and, in view of Corollary 6.4.2, item 3, they approach I exponentially fast as
k →∞. Consequently, for q̌(t) obtained from the large-k asymptote of M̌(τ, k) by (6.24)
and (6.25) we have:
q̌(τ) = q(τ), τ < −L/2. (6.41)
On the other hand, reasoning as in the case τ > L/2, we can show that M̌(τ, k) has
no singularities in C \ R and thus M̌(τ, k) can be characterised as the solution of the
(piecewise analytic) RHP (6.35) with trivial jump conditions. As above, this implies that
M̌(τ, k) ≡ I and thus q̌(τ) ≡ 0. In view of eq. (6.41), q(τ) = 0 for τ < −L/2, which
completes the proof of theorem 6.4.6.
Here we note that theorem 6.4.6 completes the necessity and sufficiency correspondence
between the band-limited b(k) profile and the finitely supported q(τ) signal. However, this
approach introduces the upper limitation of the spectrum energy and therefore, bound
the maximal achievable signal power. This motivates further research in broadening the
available power range via utilising discrete NF spectrum. Note that alternative ways of
overcoming the energy limitation are given in [47] via the optimised waveform (see more
details in subsection 6.4.2), or in record-breaking works [86, 146, 147].
6.4.2 Localised b-modulated profiles containing solitons
According to the discussion above, in order to embed the discrete spectrum components
into the signal generated via the b-modulation method, which would not destroy the
localisation of the signal in the time domain, the embedded discrete eigenvalues, keig ∈
{kj}Ns1 , must satisfy the condition, following from eq. (3.25) and item 3 of theorem 6.4.6:
b∗(keig)b(keig) = 1. (6.42)
For the known expression for b(k), as it occurs in the optical transmission tasks employing
the b-modulation, we can numerically seek for such points in the upper complex half-plane
of parameter k. Then, these points give us the location where we can place our solitary
modes without destroying the complete localisation of the time domain signal.
In the b-modulation approach, the signal power is manipulated by scaling of the modu-
lated waveforms. However, this adjustment is typically performed numerically because of
the non-trivial dependency between b(k) and q(τ) scalings. In particular, let b(k) = Au(k),
where u(k) is the waveform modulated in a known way independently of the desired signal
power, and assume that we do not have a discrete spectrum. The signal energy, given by
the expression through the nonlinear spectrum functions as in eq. (3.22), together with













Thus, having defined the particular signal power and modulation type, we can calculate
the scaling factor A and, therefore, further define the locus of “allowed” eigenvalues, i.e.
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the eigenvalues that would not destroy the exact localisation, exploiting the theoretical
results from subsection 6.4.1.
Here I present the procedure for the generation of a b-modulated signal with embedded
discrete NF eigenmodes, which conserves the signal localisation, employing two simple
carrier waveforms that are commonly used within the b-modulation approach [47, 138],
the Nyquist shape, i.e. the sinc function in the k-domain and rectangular profile in the
corresponding Fourier-conjugated domain:




and the flat-top window carrier function, introduced in [47] as a way of overcoming the




am [sinc (kL−m) + sinc(kL+m)] , (6.45)
where L is the expected time-domain duration, and the coefficients am are listed in ta-
ble 6.1. The studied waveforms used for the b(k) modulation with their corresponding
Fourier images are given in fig. 6.11.
sinc
flat top







Figure 6.11: The waveforms used as the illustration of b-modulation method with their
Fourier transforms.
Depending on the value of the scaling factor A, these functions have points in the
complex plane of k, which can be used to implant our eigenvalues at, while keeping the
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Figure 6.12: The points from Ab available for placing the eigenvalues at, when keeping
the exact localisation of b-modulated signal. Circles and triangles distinguish different
b-shapes, while their filling identifies the level of the scaling factor A.
exact localisation of the resulting q profile. Of course, the numerical search cannot guar-
antee that we have identified all appropriate points, but at the moment we just need to
find some of them to illustrate the idea. Typically, for communication purposes, we do
not use eigenvalues with large real and/or imaginary parts. This occurs in view of the
numerical issues associated with INFT computation for high-amplitude solitons, or since,
e.g., a nonlinear eigenmode with a large <keig would rapidly escape from the dedicated
time-window during the signal propagation. The numerically found set of points, which
can be used as an eigenvalue locus for our studied b(k) waveforms and different scaling
factors, are given in fig. 6.12. As we see, the points depend significantly on the value
of A used for signal power manipulation. Note that according to theorem 6.4.6, for any
band-limited b(k) we always have an infinite number of such points.
The procedure of adding the eigenmodes to the b-modulated signal while keeping its
exact localisation, is as follows.
(i) Modulate the waveform u(k) with the given information and according to the desired
temporal support L of the signal.
(ii) Choose the desired signal power (without eigenvalues, as in [47]) and find the appro-
priate scaling factor A from eq. (6.43). Further define the b-function as b(k) = Au(k).
(iii) For this b(k), find point(s) keig ∈ C+, which satisfy b∗(keig)b(keig) = 1.
(iv) Derive corresponding a(k) via eq. (6.18), and calculate the resulting r(k) via eq. (6.19);
(v) For each eigenvalue, calculate the corresponding beig := b(keig), which uniquely de-
fines the respective norming constant ceig via eq. (3.21).
(vi) Generate the signal from the scattering data r(k) and set of {keig, ceig} via any inverse
NFT procedure, e.g. through the Darboux transform, given in subsection 3.3.3 or
by solving the inverse problem directly with the account of discrete modes.
We perform the numerical mapping to the time domain from the scattering data using the
layer-peeling algorithm (in particular, its fast implementation [142]) with the subsequent
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Darboux transform, see subsection 3.3.3 that adds discrete nonlinear modes to the continu-
ous ones without affecting the latter. The whole procedure follows the scheme given above.
The results of the signal generation for both initial waveforms used for b-modulation and
different scaling factor A values are given in figs. 6.13–6.14.
w/o keig w/ keig=3.58i
w/ keig=20.16+5.34i




















w/o keig w/ keig=-13.9+3.7i
w/ keig=7.45+3.14i




















(a) A = 0.2 (b) A = 0.7
Figure 6.13: The signals, generated from the Nyquist waveform via b-modulation with
(dashed) and without (solid) additional eigenvalues embedded, for different scaling factors
A and different eigenvalues keig.
w/o keig w/ keig=17.17+17.96i
w/ keig=-3.2+21.31i


















w/o keig w/ keig=-9.18+17.89i
w/ keig=-3.01+19.08i


















(a) A = 0.2 (b) A = 0.7
Figure 6.14: The signals, generated from the flat-top waveform via b-modulation with
(dashed) and without (solid) additional eigenvalues embedded, for different scaling factors
A and different eigenvalues keig.
We observe that the signals with additional solitonic eigenvalues have at least not worse
localisation than the initial b-modulated signal without discrete eigenmodes, in accordance
with our theory. However, the numerical algorithms introduce additional errors, which
somewhat deteriorates the expected perfect localisation of the resulting q(t) profile. It
can be better seen from the logarithmically scaled plots, given in the insets, that the
signal tails decay rates for the profiles with and without additional discrete eigenmodes
coincide almost exactly. In spite of the observed insignificant numerical errors, the results
in figs. 6.13–6.14 evidently, confirm the correctness of the analytical statements presented
in this work.
The addition of the eigenvalues to the b-modulated signal would be beneficial if this
process provides some additional perspectives for the modulation or improvement of the
transmission quality. Nonetheless, this process may also introduce some additional penal-
ties because of the complex structure of the transmission line.
It is known that the deviations of the optical channel from the integrable NLS lead to
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the effective interaction between continuous and discrete NF spectra [42], [J5, CC4, CC5,
CC6] whilst in the ideal NLS model they stay decoupled. Commonly, such deviations
are due to fibre loss and amplification noise, find more in subsection 2.1.4. We studied
whether the presence of the bound states influences the system’s response to noise in the
time domain. To make the comparison clear, we introduce two separate quantities, SNRb
and SNRq, as measures of the noise affecting the functions b(k) and q(τ), correspondingly.
Starting from the function b(k) and optionally embedding the additional soliton, we then
compute INFT to find the optical field waveform, add AWGN in the time domain, and
use the direct NFT to evaluate the b(k) of the noisy signal. Then we compare the initial

















Note that to make the comparison fair, we count the signal power for the SNRq definition
as it would be in the absence of the solitonic eigenvalue, i.e. considering only continuous
spectrum energy εcont contribution. We identify the qualitative difference depending on
the signal amplitude, see fig. 6.15.
Figure 6.15: The effective SNR of the b(k) waveform, arising from the noise in the time
domain, characterised by the SNR of the q(t) function, for different values of the waveform
scaling factor A.
For the small-amplitude case (A = 0.2, left panel in fig. 6.15), we observe a slight
deterioration of the SNR for the back-computed b(k), if the signal contains the solitonic
mode. However, we see that for the larger amplitude (A = 0.7, right panel in fig. 6.15),
the value of the SNR for the soliton-free profile is smaller than that in the presence of the
additional soliton mode. As far as the higher amplitudes are more relevant for NFT-based
transmission where NFT can have an advantage over conventional modulation, so we can
conclude from our test that the introduction of the solitonic modes may even potentially
improve the overall transmission quality.
116 Chapter 6
NFT for Optical Communications
Another issue in question can be the growth of PAPR in the presence of eigenvalues
(e.g. for profiles in fig. 6.13a, PAPR of the purely b-modulated waveform is 6.7 dB, whilst
additions of the solitonic modes increase it up to 11.8 dB and 13.5 dB, respectively). This
may cause some undesired transmitter-induced nonlinear effects. However, we would like
to note that the procedure described in this paper allows us to embed eigenmodes from
an infinite set. So one can pick several solitonic modes with specially chosen parameters
to generate signals with the lower PAPR.
6.4.3 b-modulation transmission systems
In this subsection, I provide the details and results of the numerical simulations of the
transmission systems based on b-modulation (with added discrete spectrum modes). The
results here have been published as the conference contributions [C1, C4], however, some
details and discussions here have not been published.
The abovementioned limitation of the continuous spectrum energy is one of the biggest
constrains limiting the signal power and, therefore, the advantage of NFT-based transmis-
sion over the conventional methods. It pushes us to seek for additional degrees of freedom
which can increase the power and provide modulation opportunities. The method from
subsection 6.4.2 demonstrates how to find the set of allowed bound states, which conserve
the localisation. However, all discrete spectrum components are predefined by the con-
tinuous spectrum waveform, so not degree of freedom for modulation is left (besides the
number of the embedded eigenvalues).
We have to admit that in practical systems the exact mathematical identities are not
achievable and always violated by the imperfections, and especially by the deviations of the
channel model from pure NLS. Therefore, the way of overcoming the barriers introduced
by b-modulation is in changing the system regardless to the constrains for b(k), keeping
the divergence of the resulting signal out of the dedicated time window relatively small.
In the transmission systems below, I implement Nyquist-modulated b(k) waveforms,





recalling that L is expected time-domain signal extent.
We follow the simulation approach from [86], where the expected dispersion broadening
κ is chosen as a control parameter, using eq. (2.3). b-modulation also introduces the
optimal number of signal channels determined by the transmission distance as:
Nch = πB
2L|β2|/κ. (6.49)
In order to get the signal with the desired bandwidth B and to satisfy the orthogonality
of modes, the signal extent should be toc = 2Nch/B.
Meanwhile, as the signal power in the time domain is bounded, i.e. A ≤ 1/maxk |b(k)|,
the remaining signal parameters keep having a nonlinear correspondence. Fixing the (nor-
malised) bandwidth Bnorm, we can arrive at the maximum achievable signals amplitude:
Amax =
1
1 + 2/πH(Nch−12 )
, (6.50)
where H(·) is the harmonic number function. For sufficiently large Nch the sum of sinc
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For the EDFA and propagation distance L =960 km, those expressions give the upper
bound of achievable power to be around -1 dBm, but the truly achievable values of power
are even lower.
Here we implement the transmission systems, based on the combination of one and
several solitonic modes to reach higher data rates and to investigate the noise tolerance
in the presence in the absence of the embedded eigenvalues. In these simulations, we use
the solitonic phase, i.e. phase factor of spectrum amplitudes cj , eq. (3.21), as a data
carrier. We also provide a comparison of the performance of b-modulated systems with
and without solitons, and conventional (OFDM) system.
The corresponding OFDM transmission is simulated for the same bandwidth and noise
intensity. Insofar as the NFT approaches the conventional FT with ω = −2k in the linear












where rect(x, a) is the rectangle with unit amplitude and localised support x ∈ [−a/2, a/2].
The one solitonic state added to the signal is located at the middle of the signal extent
and its shape is chosen to match the signal duration as A = 40/L. The soliton velocity
and position are set to zero, so using expressions from subsection 3.1.3, the eigenvalue and
the spectral amplitude are given as keig = iA/2 and c(keig) = Asole
iϕ, where ϕ are chosen
from the 16-PSK constellation. The full schematics can be found in fig. 6.16
Figure 6.16: Schematics of b-modulation transmission system with one additional solitonic
mode modulated.
The transmission of the optical signal in SMF with EDFA amplification over 80 km
span is simulated for propagation distances Z = 480 km and Z = 960 km. The signal
bandwidth is B = 40 GHz. The simulation results are presented in fig. 6.17. In the
noiseless transmission, fig. 6.17a, as it is expected, we observe the better performance of
b-modulation system compared to the OFDM format. We also see that the presence of
discrete eigenvalue effectively reduces the Q-factor of transmission, and this reduction is
more noticeable for longer fibre links. The Q-factor degradation for high signal powers
arises from the numerical error of GLM algorithm used in the INFT block.
However, in the system with optical amplification, see fig. 6.17b, the noise becomes
the main source of error and the proposed combined modulation leads to a slight increase
of Q-factor (approximately on 0.5 dB). Together with this, we have the 1 Gbps increase
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(a) w/o ASE noise (b) w/ ASE noise
Figure 6.17: Q-factor dependency on signal power in b-modulated systems with and with-
out embedded (single) eigenvalue, compared with corresponding OFDM transmission.
in data rate for the 480 km link length. The obtained results clearly indicate the good
potential of this kind of systems to try several solitonic modes.
For several solitons, it is important as well to locate them within the signal tempo-
ral window, but now we cannot simply ignore the position and velocity for eigenvalues
separation. Choosing the set of eigenvalue kj , j = 1 . . . Ns, Ns = 7, define the spectral
amplitude via bj as:
b(kj) = exp(AeigTj) exp(−iϕj), j = 1, . . . 7, (6.54)
and since <kj is responsible for discrete modes drift during the propagation along the
fibre, we use symmetric locations within the time window Tj = (j − (n + 1)/1)∆. It is
worth noting, that because b(k) exponentially increases in the upper complex half-plane,
the correct computation of b(kj) for complex kj requires a forward-backward approach to
the solution of (3.5), see [10], [J2].
In fig. 6.18, the scheme of the communication system with stages of the processing on
the Tx and Rx is presented.
Figure 6.18: Schematics of b-modulation transmission system with seven additional soli-
tonic modes modulated.
The transmission of the optical signal in SMF with EDFA amplification over 80 km
span is simulated for propagation distance Z=480 km. The signal bandwidth is B = 30
GHz. We use 64-QAM constellation for continuous spectrum coefficients in (6.48) and
32-PSK constellation in (6.54). The simulation results are presented in fig. 6.19.
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Figure 6.19: Q-factor dependency on signal power in b-modulated systems with and with-
out embedded eigenvalues.
As we can see from the simulations, the additional discrete eigenvalue modes allowed
to increase the profit in the achievable data rate (see labels in the fig. 6.19) from 10%
to 27%. Moreover, due to the increase of the effective SNR, we observe a small gain in
terms of systems’ Q-factor in the case of discrete spectrum modulation. With regards
to the processing complexity, we inevitably get some penalty in runtimes when adding
the discrete modes. The Rx runtimes are less affected: 0.5% penalty for one discrete
eigenvalue and 2.5% penalty for 7 eigenvalues. On the Tx, we observe larger increase:
4% for 1 additional discrete state and 20% for seven additional states. However, we must
notice that for more discrete modes the runtime increase is smaller than the gain in terms
of data rate (factor 5 runtime penalty comparably to factor 7 data rate gain).
6.5 Periodic boundary conditions
The concept of NFT-based communication can be implemented for NLS model with both
vanishing boundary conditions, section 3.1, and periodic boundary conditions, section 3.2.
Both models can be applied to some extent, however, for these cases, the picture in NF
domain differs principally, with various degrees of freedom to modulate the information
in. The periodic case is less popular among the community, both from the mathematical
side, and communicational side. To the best of our knowledge, the general problem of
parametrisation of arbitrary exactly periodic NLS solution by means of IST is not solved.
However, the conventional NFT approach in communication run out of its resources and
opportunities, which motivates to redirect research in this area to some alternative route.
The way of utilizing the periodically continued NFT-generated profile is known in the
literature as PNFT.
For the illustration of the following motivation part, refer to fig. 6.20.
In practical systems, the assumption of the infinite line (i.e. q(τ), τ ∈ (−∞,∞)) is
not realistic, and therefore, the truncated waveforms are used. When the “insufficient
portion” of the signal is processed, or when the neighbouring NFT symbols overlap due
to a weak time-decay rate or dispersive spreading, the noticeable performance penalty
emerges [25, 26]. Also, aside from some technical problems related to the utilisation
of “unusual” NFT-generated pulses (the systems’ sensitivity to transceiver imperfections
[80, 135] and optical noise [26]), and the issues related to the NFT routines performance
120 Chapter 6
NFT for Optical Communications
Figure 6.20: The illustration of the advantages of PNFT comparably to the (conventional)
NFT from an implementation perspective.
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as the signal power and/or processing interval grow [25, 84, 89, 151], which are rather
just the peculiarities of the method, we mention more fundamental issues: (i) the hardly-
controllable (and typically extended) optical signal duration after the inverse NFT at the
Tx [80, 81, 117]; (ii) a large processing window required, involving the full dispersion-
induced memory; (iii) high PAPR values [135].
In this respect, considering the periodically-continued signals, one can relax or even
eliminate some of the afore-stated problems [63]. In particular, the period of PNFT-
generated signal and, hence, the symbol duration are well controllable parameters. The
PAPR of periodically-continued signals is much lower due to the absence of zero-padding
“wings” in-between the information-bearing time intervals (symbols). Within the PNFT
one has to process just one (predefined) period reducing the processing window and, hence,
the number of samples to process [63], and the overall processing complexity [22] . The
SNR degradation due to signal-noise interference, proportional to the processing interval
duration for the transmission inside the NFT domain [26, 32], can be diminished due to the
shorter processing window as well. A PNFT-based system can have, in addition, a better
overall SE due to the smaller time-bandwidth product of the signal [64]. Thus, PNFT
applied to optical transmission allows us to retain the “conventional” NFT advantages,
but can render a lot of beneficial features itemised above.
Within the PNFT-based communication concept, we have to deal with the periodic
solutions of nonlinear integrable equations. The latter has been the subject of study for a
long time [17, 58, 76, 96, 152], and their vast application area ranging from water gravity
waves to optical turbulence, has encouraged researchers to develop a solid mathematical
base for their description [5, 21, 110].
The main challenge in PNFT-based communication arises from the inverse transforma-
tion at the Tx side: constructing a periodic signal in the time domain given the modulated
NFT spectrum components. To the best of our knowledge, there is still a lack of a generic
and effective method to perform the inverse PNFT, and more active involvement of math-
ematicians would be greatly beneficial here. There exist approaches suitable for particular
nonlinear solutions and respective PNFT spectra types [130], however, these methods have
somewhat limited flexibility compared to quite versatile conventional NFT transmission
approaches.
In this section, I provide results of the research where the periodic signal is created by
means of the suitably designed RHP, and the corresponding NF image is used for control
of signal parameters and information modulation. The work here is done in collaboration
with Dr Kamalian and Prof Shepelsky. It is published in the form of two papers [J1,SJ1],
and some results were delivered during the topical conferences [C2, C6, C7].
6.5.1 Signal properties for the RHP-generated profiles
In this subsection, I provide the dependence between the signal parameters, namely, power
P , bandwidth B and period T , defined by the structure of the main spectrum of the
periodic NLS solution. The research similar to this, I have performed during the design
of the communication systems for [J1] and [SJ1], however, here I present a more complete
and general study.
Let us start with genus-N solution of NLS, which is directly determined by N +1 main
spectrum points. The structure of the main spectrum, looking as slightly horizontally
stretched uniform symmetric grid, see fig. 6.21, reduce the number of parameters to only
three: N , the spacing between the cuts ∆<λ, and (common) imaginary part =λ. During
this research, we also observed that the corresponding phases do not give a noticeable
contribution to the signal parameters, see, e.g., in fig. 6.22, the normalised variation of
the signal power for constant main spectrum and random (uniformly distributed) phases.
With regards to the signal period, the zero-order approximation of the system (3.92)
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Figure 6.21: The structure of the NF spectrum of finite-band solution, adjusted to be






























Figure 6.22: Normalised power deviation σP /P as a function of the main spectrum struc-
ture, defined by ∆<λ and =λ, for high-genus periodic RHP profiles.
returns the period value as Tnorm = π/∆<λ. As for the signal bandwidth, it is given as
Bnorm = 2πN∆<λ.
We can further develop the next order of approximation for the link between the main
spectrum structure and signal parameters. Our goal is to be able to manipulate power,
keeping data rate and the design constant. It means, we are limited by the constraints to
maintain the number of bands N , bandwidth Bnorm and duration Tnorm. While the level
curves for a constant period are straight lines in (N ,∆<λ) space, more complicated level
curves of constant bandwidth Bnorm are presented in fig. 6.23.
From the numerical simulations, where we had to adjust the main spectrum to change
the power only. The system is controlled by three parameters, N , ∆<λ and =λ. Increasing
power by increasing =λ, we get that the value of ∆<λ no longer satisfies the zeroth-order
approximation π/Tnorm. We denote this deviation as δ∆<λ ≡ ∆<λ− π/Tnorm. numerical
simulations provide us a three-argument dependency δ∆<λ(N , Tnorm,=λ).
First, we assume, that all influencing parameters (those, which are maintained con-
stant, first of all, T and N ), entry the dependency in a factorised way as:
δ∆<λ(N , Tnorm,=λ) = f(=λ)× g(N , Tnorm). (6.55)
From the power dependency and zeroth-order approximation, we can conclude that
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Figure 6.23: Isolines of constant bandwidth Bnorm in zeroth-order approximation in
(N ,∆<λ) plane (labels on the curves designate the normalise bandwidth value).
f(x) is increasing function of a positive argument, starting from the origin, so f ′(x) >
0, ∀ x, and f(0) = 0. From there we can assume that f(x) is power function: f(x) = xα.
From the numerical fitting, we identify the most accurate guess for a power parameter α =
1.75. The further two-parametric fit (see fig. 6.24) provides a polynomial approximation,
and the quadratic polynomial, sufficient for this purpose, is given by:
g(N , Tnorm) = −0.1446 + 0.03838N − 0.009975Tnorm − 0.00227N 2+
+ 0.004613TnormN + 0.004151T 2norm.
(6.56)
Finally, in 3D (N ,∆<λ,=λ) space, the necessity to maintain data rate leads to the
following traces for changing parameters to increase power only, see fig. 6.25.
6.5.2 Numerical accuracy of RHP-based processing
The most demanding part of the inverse transformation stage to get a time-domain pro-
file, is to solve the RHP. The computational complexity of calculating the value of the
signal at each point in time and distance via the numerical RHP solution is of the order
O(Nλ logNλ), where Nλ is the total number of points used to represent the otherwise
continuous cuts in the complex λ-plane. Here we assume that these discretization points
are uniformly distributed over these cuts. We note that when considering the specific
structure of the cuts, the uniform grid might not necessarily be the best option, and some
more efficient strategies for the RHP cuts discretization may exist. In fact, our numerical
simulations show a marginal impact of changing Nλ on the accuracy of calculations after
a certain limiting ∆=λ value, the step between the discretization points in our cuts. On
the other hand, increasing the number of temporal samples, i.e. diminishing the sample
value ∆τ , have a greater impact on the numerical accuracy of the direct and inverse trans-
formations and on the overall performance of the resulting communication system. The
quality of the back-to-back phase computation for our recovering the values of randomly
modulated phases φj is shown in fig. 6.26 in terms of the Q
2-factor density plot vs ∆=λ
and ∆τ . The back-to-back procedure consists of the inverse and direct transformations
and accounts for the combined errors produced by both of them together.
Signal power is directly influenced by the imaginary part of the main spectrum and
almost independent of the auxiliary spectrum (see fig. 6.22).
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Figure 6.24: Two-parametric fit of a deviation of main spectrum point spacing δ∆<λ as a
function of signal period Tnorm and the number of bands N . From this plot we conclude
that quadratic fit is sufficient for a factor function g(N , Tnorm) (goodness of fit R2 = 0.98).
We generally mention two limitations for increasing the signal power up to an arbitrary
level. One is the numerical error ensued from the direct transform stage (see [141, 90]) and
in the inverse transform stage by deteriorating the spectral resolution, ∆=λ (see fig. 6.26).
To explain the latter, note that as signal power increases by raising the imaginary part of
the main spectrum, a fixed number of points representing the cuts leads to larger ∆=λ,
which in turn, gives rise to less accurate numerical results. The other constraint is related
to our approach of finding the appropriate main spectrum to guarantee the periodicity of
the signal.
As for the signal bandwidth, since increasing the bandwidth (while keeping the signal
duration fixed) is done by increasing the number of cuts in the main spectrum, finding
appropriate main spectrum entails solving a system of nonlinear equations with more
unknown values. This, in turn, makes solving eq. (3.92) numerically more difficult in the
general case.
6.5.3 Main spectrum modulation in RHP-based transmission
In this part of the research, we ignore the existence of associated phases and use the main
spectrum location as an information carrier. As a proof-of-concept, this system is based
on the simplest non-trivial case, i.e., the case N = 1. In this case, the problem of ensuring
periodicity is greatly simplified: it is sufficient to ensure that f0 = 0 in (3.94), which, in
turn, can be done by simultaneously shifting all the spectral data points {λj}Nj=0 along
the real axis. Thus a preliminary step in the construction of a genus-1 solution consists
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Figure 6.25: Curves for power manipulation maintaining data rate in space of main spec-
trum structure parameters (N ,∆<λ,=λ).
with ŵ(ξ) = ŵ+(ξ) defined as eq. (3.44) from the preliminary set of the main spectrum
points {λ̂j}1j=0. Then the new points λj , corresponding to a periodic genus-1 solution with
f0 = 0 (see (3.94)), are defined by: λj = λ̂j + f̂0.
Now, given {λj}1j=0 and φ1 (setting φ0 = 0), the procedure of construction of a genus-1
solution is reduced to the following steps:
(i) Calculate










with λ̂0,1 replaced by λ0,1.














where ϑ(τ) = iei(C
f τ+φ1) and Cf,g are defined by (6.58).
(iii) Solve the RHP: given Gj , j = 0, 1, find a 2× 2-valued function M(·, ·, λ) analytic in
C \ {Γ0 ∪ Γ1} and satisfying the following conditions:
M−(τ, λ) = M+(τ, λ) Gj(τ), for λ ∈ Γj , j = 0, 1,
M(τ, λ→∞)→ I.
(6.60)
(iv) Retrieve the solution of NLS by eq. (3.81).
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Figure 6.26: The Q2EVM-factor of the B2B calculation of phases φj , embedded into the
signal. The signal is generated via the RHP solution for the 15 bands. Q2 is computed as
the function of the cut sampling step ∆=λ for the vertical cuts, and time sampling step
∆τ .
We refer the reader to detailed book [134] for the numerical realisation of this step.
For our purpose, in this work we will use the existing numerical package RHPackage [107].
Using RHSolve subroutine from RHPackage we note that in order to solve the RHP we
need to deal with fast discrete cosine transform (DCT) and compute Cauchy integral,
see eq. (3.95) at Nλ Chebyshev points of the second kind, where Nλ is the total num-
ber of spectral points on the arcs (directly related to the resolution ∆λ between the
adjacent discretisation points). The numerical error is shown to decay spectrally as Nλ
grows [109]. Computing (3.95) can be significantly expedited by expanding the solution
using the Chebyshev polynomials of the first kind in as much as the expressions for the
Cauchy integral involving these polynomials are known explicitly. Evaluating the Nλ
Chebyshev polynomials can be done using O(Nλ logNλ) floating-point operations, which
along with the same figure for the DCT makes the total computational complexity of solv-
ing the RHP for each time sample of the solution O(Nλ logNλ) [109]. In this respect, we
note that increasing the genus, which is equivalent to increasing the number of arcs par-
ticipating in the RHP, does not increase the complexity in the numerical implementation
of the RHP approach. This feature is the principle advantage with respect to the alterna-
tive approach of the construction of algebro-geometric solutions where the Riemann theta
functions are used. Note also that there is the more advanced version of the numerical
package for RHP by the same author, written for Julia language [108], however, we did
not get enough resources to use it properly for the simulations, despite its claimed high
computational power.
To have a signal capable of carrying one complex QAM symbol in its main spectrum, we
use a genus-1 solution as the most straightforward non-trivial case. The exemplary main
spectrum is shown in fig. 6.27. For simplicity, we also do not make use of the additional
jump matrices parameters φ0,1 from (3.79) for our building up the simple proof-of-concept
communication system here, setting φ0 = φ1 = 0.
To control the signal parameters, we recall that the difference between the real parts of
λ0 and λ1 is related to the value of the period. Thus, if we want to have some predefined
period, we can adjust the real parts of λ0 and λ1, and the QAM symbol can be constructed
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Figure 6.27: The exemplary main spectrum of a genus-1 signal: the figure shows complex
λ-plane with the cuts Γj along the arcs (λj , λ
∗
j ), and end-points {λj , λ∗j}. In our proof-of-
concept study the data are mapped on the imaginary parts of eigenvalues.
by modulating their imaginary parts. In other words, knowing the imaginary part of the
eigenvalues and a given signal period, T (and thus fixing Cf = 2π/T , see (6.58)), we can
find the real parts of λ0 and λ1. The coefficient C
g in eq. (6.58) is then calculated, the
jump matrices from (6.59) are defined, and the solution of the RHP (6.60) is obtained
using the RHPackage [107]. Two example signals obtained in such a way (together with
their main spectrum) are shown in fig. 6.28.
Due to the perturbing noise (numerical, receiver and amplifier noise), the signal power
has a lower bound below which it is impossible to discern the information, bearing eigen-
values from the noise-induced spurious ones. On the other hand, the upper bound on
the signal power is determined by the numerical errors in nonlinear signal processing and
more pronounced signal-noise interaction. In the case considered in our work, a QAM
constellation, made up by the imaginary parts of two main spectrum points, contains a
point corresponding to a signal with the lowest power (the left bottom point of the constel-
lation, see fig. 6.31 for example) and other points corresponding to higher signal powers
(having larger =λ0,1). Increasing the signal power by raising the imaginary part of the
main spectrum points makes the distance between the constellation points grow farther.
Thus, the probability of the constellation points crossing the decision boundaries at the
Rx gets lower. The consequence of controlling the signal power by means of changing the
imaginary part of the eigenvalues (changing the SNR) and the ability to control the error
by scaling the constellation is the main reason why we have chosen the imaginary parts of
the spectrum points to carry the data. The real parts are determined by the desired signal
period and the chosen imaginary parts. However, we note that the effective SNR defined
inside the NFT domain is an involved function of the signal power and distance between
the constellation points: we can not have a better performance by simply enlarging the
constellation size. So the interrelation between the system performance and signal power
(constellation size) is studied through numerical simulations in the following section.
The simulations are done for SMF fibre link with ideal Raman amplification and in
a link with lumped amplification (using EDFA) are presented. Using such a model, we
apply the adjustment explained in [64] to optimise the location of amplifiers to improve
the performance of a NFT-based communication system. To overcome the ISI caused
by the chromatic dispersion-induced signal broadening, we append the signal with cyclic
extension in the time domain, fig. 6.29. Each signal, carrying one QAM symbol, is extended
for the value greater than the channel memory calculated from the signal bandwidth, see
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Figure 6.28: Two examples of an optical signal waveform, panes (a) and (c), constructed
from the main spectra shown in panes (b) and (d), respectively (only the region =λ > 0
is depicted).
subsection 2.1.2.
Figure 6.29: Schematic of the cyclic extension of the periodic signal within the window of
the dispersion-caused signal broadening.
In our simulations, the symbols are transmitted in the bursts of 4M samples, where M
is the size of the constellation. The burst is formed as follows: several signals, modulated
using random data, are cyclically extended and put together. At the Rx, a simple phase
rotation of the constellation is used. Fig. 6.30c depicts the Q2-factor calculated from the
EVM for four systems with different constellation sizes in a 880 km link. The Q2-factor
is averaged over the number of symbols in each burst and over 28 runs. The symbol rate
is 0.8 GSym/s; it can be increased by increasing the signal bandwidth (changing the real
part of the eigenvalues). Fig. 6.30 shows that there is an optimum power at which the Q2-
factor is maximal. One reason for a decline in the system performance at higher powers is
the dependence of numerical accuracy on power. The received constellations at optimum
power are shown in fig. 6.30(a)-(b). As explained before, the axes of these scatter plots are
the imaginary parts of the two eigenvalues in the discrete (main) spectrum of the received
signal, =λ0 and =λ1.
Fig. 6.31c portrays the dependency of the Q2-factor on the link length and the impact
of the particular amplification type: ideal Raman and EDFA. The close-to-ideal Raman
amplification can be realised with a reasonable degree of accuracy through the second-
order Raman pump.
In our simulations, the signal power was set to P = −5 dBm, and the symbol rate
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Figure 6.30: The simulation results of the transmission systems based on genus-1 periodic
RHP solution: (a) the 4-QAM receiver constellation at the optimum power; (b) the 4-QAM
receiver constellation at power P = −13.1 dBm, (c) Q2-factor as a function of signal power
for Z = 880 km link with EDFA (0.8 GSym/s symbol rate); (d) the 64-QAM, and (e) the
16-QAM receiver constellation at the optimum power.
is 1 GSym/s. The received constellation is depicted at distances Z = 580 km and Z =
1120 km. Another important object in communication systems’ design is the probability
distribution function (PDF) of the received symbols. Finding the PDF of the received
symbols given the transmitted ones is necessary to find the mutual information, channel
capacity and to design an optimum coding and detection strategies. Since there is still a
lack of a mathematical understanding of the behaviour of the PNFT spectrum quantities
under the influence of optical noise [63], here we rely on the empirical PDF coming from
the histogram of the received symbols. For a 1024-QAM signal, a 2D histogram of the
received QAM symbols is plotted in fig. 6.32 by using 29 symbols. The almost circular
shapes in that figure indicate that the received distribution is close to the circular Gaussian
one. However, as it typically occurs in other communication systems based on the NFT
[32], the characteristics of this Gaussian PDF differ for symbols with different signal power.
This can be seen in figs. 6.32(b)-(c) where the histogram of the small- and large-power
parts of the constellation are shown.
Considering only two arcs (the simplest non-trivial case) simplifies the calculations and
algorithms, however at the expense of our having a small number of the degrees of freedom
per signal that can be simultaneously modulated. The lack of direct precise control over
the signal bandwidth and a relatively small SE emerging due to the large time-bandwidth
product is among the consequences of this choice. In a two-arc system, each signal carries
just one QAM symbol. Therefore, the cyclic prefixes inserted to mitigate inter-symbol
interference and carrying no data produce a negative impact on the SE value. However,
we note that the important feature of our current approach is that it can be scaled up in
a straightforward manner. So we can generally incorporate more arcs for our having more
available parameters for the modulation, and then adjust the system parameters to have a
periodic solution. Then we can employ some parameters to set the bandwidth and power.
6.5.4 Phases modulation in RHP-based transmission
In order to get better over the signal parameters and increase the achievable data rate,
we get back the associated phases to use them as an information carrier and consider the
main spectrum, in the light of the results from subsection 6.5.1, for manipulation power,
bandwidth and period. In this subsection, we demonstrate the performance of such a
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Figure 6.31: The simulation results of the transmission systems based on genus-1 periodic
RHP solution: (a) the received constellation at Z = 580 km; (b) the received constellation
at Z =1120 km; (c) Q2-factor as a function of the link length (P = −5 dBm, 1 GSym/s
symbol rate).
transmission setup.
In our system, we map the MPSK symbols (M = 8) to the phases of a 15-band NLS
solution. The resulting time-domain signal is sent to a fibre link containing 13 80-km-long
spans, the total transmission distance being Z =1040 km.
For higher-genus NLS solutions, it is sufficient to require all frequencies
{Cf0 , . . . , C
f
N , f0}, determined uniquely by λj through eqs. (3.87) and (3.94), to be com-
mensurable. Particularly, this holds in the case with Cfj = j−N/2− 1 and f0 = 0. Then,
(3.87) complemented by (3.94) can be viewed as a system of N + 1 complex nonlinear
equations with respect to λj : given {Cfj }Nj=0, determine N + 1 complex parameters λj
entering the coefficients of that system. In order to get the periodic solution, we employ
the iterative approach starting from infinitesimal =λj .




−λN/2, · · · , −λ1, λ0 = 0, λ1 = ∆λ, · · · , λN/2
)
. (6.61)
This configuration is completely described by three parameters: ∆<λ, N and =λ. Re-
ducing the number of parameters, we effectively simplify the system, however, the control
over all signal parameters retains similarly. The integrals from the expressions for R(j, k),
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Figure 6.32: The simulation results of the transmission systems based on genus-1 periodic
RHP solution: (a) 2D histogram of the received constellation of a 1024-QAM at Z =
680 km and signal power P = −5 dBm; with close up for two parts of the constellation







(λ− λi)(λ− λ∗i ). (6.64)
The expression for R(j, k) can be therefore simplified to:
R(j, k) =
πijk+1(∆<λ)k−N (−1)N/2−j
(N/2− j)!(N/2 + j)!
, j = −N/2, . . . ,−1, 1, . . . ,N/2. (6.65)
In zero-order approximation, the main frequency is Cf1 = −2∆<λ, and the signal
period is given as Tnorm = π/∆<λ. For a finite, nonzero signal power, that corresponds
to a finite, nonzero value of =λ, the main spectrum points have to be (numerically)
readjusted: using the equidistant grid as the initial guess, an optimisation problem is to
be solved, where the main spectrum which renders the vector of Cfj s closest to the desired
values is to be reached.
The main spectrum structure chosen in our work allows us to manipulate the signal
parameters, such that we can adjust this structure to get the desired values of power, period
and bandwidth, leaving the freedom to change the associated phases. Three examples of a
signal with three cuts with main spectrum {−0.37−0.33i, 0.33i, 0.37−0.33i} with different
phase os the jump matrices are shown in fig. 6.33. As the signal waveforms look traditional
for conventional optical communications, this approach appears to be more promising for
hardware implementation.
The simulations are done for SMF link and ideal Raman amplification (i.e. the zero
gain-loss profile). The presence of ASE is taken into account by adding the noise term
to the r.h.s. of the NLS. The number of time samples per a single signal (containing
15 MPSK symbols), i.e. per one period, is 64. Each signal is then cyclically extended
in time to the value of the dispersion-induced channel memory at Z = 1040 km. These
cyclic-prefix-appended signals are then cascaded to form a batch of several consecutive
signals. To calculate each Q2-factor and BER value, 28 of such batches were used.
An example of a signal carrying 15 MPSK symbols before adding a cyclic extension
and the received signal after removing the cyclic extension is shown in fig. 6.34.
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Figure 6.33: Examples of the generated signal with a fixed 3-cut main spectrum λ =















8 }. The top plots show the real and imaginary
part of the signal, the bottom plots show the NF picture.

































Figure 6.34: Example of the transmitted and received signal, generated from 15-cut RHP
main spectrum, carrying 15 8PSK symbols over a link of length Z = 1080 km.
The resulting Q2-factor dependence against signal power is shown in fig. 6.35. The
transmitted and received MPSK constellations are also shown in fig. 6.36 for two different
signal powers. In fig. 6.36(a) plotted at the point of optimum signal power, an error-
free communication is provided up to the accuracy of our simulations. We note that the
achievable Q-factor degrades with the propagation distance, see fig. 6.37.
The average signal bandwidth is 9.8 GHz and the delivered data rate is 23.7 Gb/s
up to 1040 km transmission, which shows a considerable improvement compared to main
spectrum modulation from subsection 6.5.3.
Here we also note that the highest data rate for the soliton-based QAM transmission
system reported was ∼ 24 Gb/s at 1000 km [46], such that our proof-of-concept system
here has already reached that value, which actually reveals the potential of the PNFT-
based approaches.
As we can observe in fig. 6.36, there is a deterministic rotation in the phase domain even
after the back-propagation stage performed by using eq. (3.55). This phase rotation makes
the received phases distribution asymmetric and can be remedied by means of a simple
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Figure 6.35: The Q2EVM-factor and BER as a function of signal power after Z = 1040 km
transmission for 15-cuts RHP-based transmission system. The optimum is achieved at







































































































































































































































Figure 6.36: The received phase constellation after Z = 1000 km transmission of an 8PSK
auxiliary spectrum modulated signal at signal power (a) P = −6 dBm, and (b) P = −17
dBm.
blind or, as we have implemented in this work, a pilot-aided equaliser which improves the
performance up to 1.5 dBm. The length of the preamble is inconsiderable compared to
the signal length.
We note the SE of the proposed system is still small comparably to other state-of-the-
art optical communication systems, basically due to the large time-bandwidth product
value per baud in our RHP-generated time-domain signals. This issue leaves the space
for the further improvements of the concept, studying the other main spectrum structures
that would yield better values. However, as explained earlier, a more compact main NF
spectrum where the points are chosen with the same real value and different imaginary
parts leads to a signal with the same characteristics while carrying more data.
6.6 Communication systems discussion
This chapter is dedicated to various designs of NFT-based transmission systems. The
conventional (vanishing) NFT provides more opportunities for data modulation, though
is less convenient from the point of signal properties monitoring. Also, in the domain
of conventional NFT, the available numerical processing methods are more mature. It
is natural because this branch took more attention from researchers because of its closer
connections to advances of linear communication.
In this thesis, the main focus is done for the advancing of existent conventional NFT
approaches: first of all, by incorporation contour integrals as a replacement for multi-
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Figure 6.37: The Q2EVM-factor as a function of transmission distance at optimum signal
power P = −17 dBm.
eigenvalue communication. The noticeable part of the presented results is done within the
recently introduced b-modulation approach, which provides control over the signal dura-
tion. For the first time, the full justification of the correspondence between bandlimited
scattering function b and finitely supported optical signal q is proven involving the pow-
erful and flexible tool of the RHP. Additionally, it allows establishing a way to identify
the eigenvalues which maintain the signal localisation. Several publications are dedicated
to advancing b-modulated signal with discrete spectrum modulation.
The development of periodic NFT-based transmission is a rather challenging task,
because there are fewer similarities both with linear systems, and conventional NFT,
so the achievements of neighbouring areas cannot be directly applied here. However,
the results presented here have, first, fundamental value, since the finite-band theory for
focusing NLS is less developed, despite its clear application importance. Additionally, the
transition from arbitrary finite-band solution to exactly periodic one with a study of signal
properties relations to the main spectrum structure makes these systems more practical
of design of predictable waveforms.
However, we have to admit that the data rates of the existent systems must be improved
significantly to meet the growing data traffic demand, and to showcase the relevance of
NFT to the efficient mitigation of nonlinear impairments in optical communications.
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Overall discussion and conclusion
The NFT-based communication concept provides two opportunities to model the channel
and apply the linearising mapping: vanishing or periodic boundary conditions, see chap-
ter 3. Despite that the general problem of the constructing periodic solution of NLS is
not solved, for both cases, it is possible to build one-to-one correspondence between the
NF image and the time-domain waveform. These methods provide different flexibility in
controlling signal parameters and degrees of freedom for data modulation. So it is gener-
ally left on a transmission system designer how the use them most effectively. The general
observation is that periodic NFT allows fewer possibilities for the information modulation,
because the NF spectrum objects are discrete and their number dramatically influence the
complexity of the system. In turn, the conventional (vanishing) NFT suffers from the
inconvenient waveform and expanding processing window.
It seems that the application of b-modulation, studied in section 6.4, but for two
polarisation case, allowed to reach the record-breaking 400 Gbps transmission on 1000 km
[146, 147] is close to the maximum achievable data rate for the NFT-based transmission at
least in its conventional (vanishing) format (it may be further enriched by discrete modes
modulation, as shown in this thesis, however, it is clear that with no significant gain in data
rate). The perspectives of the periodic approach are less studied up to date. The Riemann-
Hilbert problem method, presented in this thesis in section 3.2, looks like a powerful and
universal tool for these purposes. The idea of this approach is principally different from
what was studies before (contours in the complex planes, jump matrices, etc.), which
makes the effective study rather challenging. However, the transmission systems which
we managed to construct, provide rather miserable values of data rate (maximum in 24
Gbps at 1000 km) and SE [SJ1]. These low values cannot be sufficiently convincing in
attracting more research resources for this topic.
This thesis is dedicated to furthering and developing the concept of NFT applied to
long-distance optical communications. In this work, I, for the first time, demonstrated the
performance of numerical methods for discrete eigenvalues evaluation (contour integrals
approach in chapter 5), basing on the various testing examples, containing several eigen-
values, closely located eigenvalues and even degenerate eigenvalues; developed the com-
munication systems employing degrees of freedom which are available in the finite-band
NLS solutions; the performance and signal characteristics for such systems are studied in
details.
The overall research in this area reveals different severe difficulties in the effective
implementing of the NFT ideology to the transmission. I would like to discuss them
here. The integrability of NLS because of the lucky coincidence of competing terms, is
actually ruined by the practical design of the communication systems. Apart from the
optical fibre, it consists of transmitted and receivers, optical-to-electrical converters (and
back), analogue-to-digital converters (and back), amplifiers and repeaters. All these parts
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introduce their imperfections and noise.
In the linear approach, all linear deviations of Gaussian stochasticity are likely to lead
to the similarly linear deviations and Gaussian stochasticity, that facilitate the develop-
ment of the compensation techniques. So in the linear approach, all deviation from the
pure NLS lead to manageable effects. In NFT approach, the deviations produce dramatic
consequences for the very idea of integrability. Frankly speaking, we cannot easily ignore
this deviation, unless the deviations are extremely small (what is never the case).
Traditionally, the compensation techniques for transceivers nonlinearity are developed
under the assumption of the linear channel. Therefore, the achievements of conventional
telecommunication are not rather applicable for NFT-based transmission, which put us
well back in the competition for higher data rate. One of these deviations is an amplifica-
tion in the fibre accompanied by the amplifier noise. Both of them lead to a highly noisy
picture of the constellations in NF domain. One of the parts of my research, leading by
Dr Maryna Pankratova [J5, CC1, CC7], effectively confirmed the intuitively anticipated
fact that the noise caused in NF domain by feeding the time domain with ASE noise,
has complicated, nonlinear and input-dependent nature, which makes the usage of such
systems rather impractical.
Another challenging part in the developing of the numerical methods for both pro-
cessing on the Tx and Rx. The first problem is that the available methods, studied in
details in chapter 4, are still rather slow and used only for off-line processing, despite the
much efforts done in this direction. Another problem is accuracy dependency on signal
power, coupled with the sampling requirements. It is widely reported that NFT processing
require signal oversampling to ensure acceptable accuracy. Finally, the field still requires
reliable, fast and simple methods for NFT processing
From the hardware side, NFT-based transmission involves untypical waveforms and
structures, requiring more expensive and less efficient components. Together with that,
the effective online implementation of the NFT-based processing requires the development
of specially designed components (possibly, partly or all-optical), what can be the topic of
yet another research project, due to many degrees of freedom and decision points on the
trade-off between accuracy, computational efforts and final cost.
Answering the question ’Why NFT does not work in optcomm?’ I usually refer to
the lack of engineering expertise among people who work in the area, and difficulties in
the overcoming of mathematical and technical challenges. The complicated mathematics
makes this area too abstract and scary for the engineering community. Finally, it leads
to the current situation, when people involved in this research are mainly with theoreti-
cal/mathematical/signal processing background, and there is a noticeable demand in ex-
perimental telecommunication excellence. Another point of view and principally different
research approach could be salvatory for the topic.
Moreover, I identify the tendency to abandoning of this topic by main research groups.
Despite that NFT-oriented sessions were introduces at ECOC 2018 and 2019 (what means
a noticeable level of appreciation and acceptance in optcomm community), people start
reorienting from this topic to something else. Majority of groups are focused now on the
numerical methods, rather on the developing of the transmission systems. The general
situation is not quite optimistic. As I understand, something similar happened with the
soliton-based transmission decades ago.
Here I also want to highlight the perspective of the listed results apart from the ap-
plications for optical communications. It includes a large amount of purely mathematical
or numerical findings. First, a numerical solution of the ZSP applies to other areas, like
coupled-mode theory, or design of fibre Bragg grating [38] - important on-line device of
dispersion compensation in the fibre. There are also applications of ZSP for LCGR trans-
mission lines. The idea of contour integrals for the location of the eigenvalues can be
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generalised to any other isolated objects in the complex plane of the spectral parameters
(e.g., for the PNFT main spectrum identification), or even beyond the IST concept. There
are some adaptations of the technique could be required, however, I anticipate similar ad-
vantages comparably to other zero-search methods.
The findings within the RHP approach are generalisable in various dimensions. The
path of the constructing periodic solution starting from the finite-band one is important
from the fundamental perspective, as the general problem of construction of arbitrary
periodic solution of NLS is not solved, especially the case of focusing choice of signs. In
general, the focusing NLS is less studied from the point of finite-band IST because of more
complex structures in NF domain. Moreover, as a temporal and distance parameters τ
and ζ enter the RHP solutions, it is easy to derive the solution for any value, particularly,
for large-ζ asymptotes, what is valuable for such applications, as deep and shallow water
waves dynamics. Finally, the part of the determination of eigenvalues which maintain
the localisation of b-modulated signal, alongside with completing the one-to-one corre-
spondence between properties of b-function and NLS solution, is a remarkable showcase
of the flexibility of the RHP method for proving practical properties of the studied NLS
solutions.
In general, this research area effectively provided for me the quality, high-level training
in studying of the interdisciplinary subject. Ordering from more fundamental to more
practical fields, I would start with mathematical physics, especially nonlinear and coherent
structures science. I found it being a bit of a miracle skill, how researchers work with the
equations and terms within them, to suppress or give birth to specific solutions, their
asymptotes or properties. My work also involved plenty of algebraic, asymptotic and
perturbative analysis of the ODE and PDE solutions. I would say that the practising in
analytical derivations is an effective brain training tool, and I found doing it both enjoyable
and refreshing. I also involved some knowledge from communication and information
theory science. Due to my theoretical physics background, it was rather complicated to
communicate and interact properly with engineering people, books and journals.
Also, the noteworthy part of my doctoral training is a research project planning,
project- and time-managements. I took the in-hand experience in paper publication,
with all review, correcting, resubmission processes. The fact that my first publication
was ready in the first half-year of my three-year course, allowed me to practice from the
other side of the publishing process, I mean being a research paper reviewer. The expe-
rience in attending, presenting and networking on the large topical meetings, like ECOC
and CLEO-Europe, also contributed to my professional development and confidence. All
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Appendix A
Fourier transform in MATLAB
MATLAB functions fft and ifft computes Fourier transform in the manner, when Y=fft(X)











2iπjk/N , j, k = 0..N − 1. (A.1)
It is purely invertible, so ifft(fft(X))=X. The first observation here is that this transform
is a sum, so, to make it being a discrete kind of integration, we need to multiply it with
resolution. The second observation is that for this kind of transform it is natural to have a
sampling of variables, starting from zero. Therefore, this transforms can be used directly
for the sampling of continuous Fourier transform as follows:




7→ Y (yk) =
∑
j
∆xe−ixjykX(xj) = ∆x · fft(X(xj)),
(A.2)
where x and y are sampled as xk = k∆x and yj = j · 2π/N/∆x. For inverse transform







∆yeixjykY (yk) = ∆yN · ifft(Y (yk)).
(A.3)
Something strange happens here with normalisation on the extends Lx and Ly, but at
least this normalisation is easy to be recovered up to the particular problem. The more
complicated story happens when we have another sampling of variables.
In particular, when above we calculated transform from l(ξ) to ΩL(τ̂), it was implied
that ξ is sampled symmetrically, when τ̂ is not. In particular, when we sample the variable
ξ as ξk = −Ξ/2 + kΞ/(N − 1), so, it has extend Ξ and resolution Ξ/(N − 1). Let us write
a general relation, when xj = −Lx/2 + jLx/(N − 1) and y is sampled from y = 0, so,
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In order to satisfy relation in exponent in MATLAB command, we need Lx∆y/(N − 1) =
2π/N , so ∆y = 2π(N − 1)/Lx/N . Then the last exponent, as it is sampled over k, can be










fft(X(xj)), k, j = 0..N − 1. (A.5)
Two last factors both are arrays of length N and must be multiplied element-wise (.* in
MATLAB).
The rather more natural story, if one has symmetrically sampled both variables. Let
say, xj = −Lx/2+jLx/(N−1) and, as we already got, yk = −π(N−1)2/N/Lx+2πk(N−





































































The last exponent appears as a part of fft. The first and second exponents can be moved

















































I have dedicated a great deal of my time and efforts during a PhD study to creating
bright and informative figures, schemes and animations for topic-related publications and
presentations. Despite the ideologically attractive idea of NFT-based optical communica-
tions, I strongly believe that it is not communicated in a sufficiently convincing way to the
engineering community. I cannot claim, perhaps, that those figures would revolutionary
change the situation, though I have received appreciated feedback from colleagues and
collaborators. For future use and convenient referencing, here I include a tidy structured
collection of those figures.
I combine similar figures with slight variations, as they can highlight different aspects
of the presented ideas.
Figure B.1: NLS solution via NFT - I
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Figure B.2: NLS solution via NFT - II
Figure B.3: NFT-based transmission - I
Figure B.4: NFT-based transmission - II
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Figure B.5: NFT-based transmission - III
Figure B.6: NFT-based soliton transmission
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Figure B.7: NF spectrum for vanishing boundary conditions
Figure B.8: PNFT vs (vanishing) NFT on Tx and Rx - I
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Figure B.9: PNFT vs (vanishing) NFT on Tx and Rx - II
Figure B.10: PNFT vs (vanishing) NFT on Tx - I
Figure B.11: PNFT vs (vanishing) NFT on Tx - II
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Figure B.12: PNFT vs (vanishing) NFT full comparison
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Figure B.13: Details of NF domain - time domain mapping
Figure B.14: Transfer matrices approach to ZSP solution
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