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LONG REGULARLY-SPACED AND CONVEX SEQUENCES IN DENSE
SETS OF INTEGERS
BRANDON HANSON
Abstract. Let A be a dense set of integers in a finite interval. We establish upper and
lower bounds for the longest regularly-spaced and convex subsets of A and of A−A.
1. Introduction
One of the fundamental problems of additive combinatorics is that of finding structured
components in a set A, when A is a subset of an abelian group satisfying certain combinatorial
conditions. For instance, Szemere´di’s celebrated theorem states:
Theorem (Szemere´di). Let δ ∈ (0, 1] and let k ≥ 3 be an integer. Then if N is sufficiently
large in terms of δ and k, any subset A of [N ] with |A| ≥ δN contains a non-trivial k-term
arithmetic progression.1
Szemere´di’s theorem now has several proofs, but none of them are particularly easy. Fur-
thermore, strong quantitative dependencies on the parameters δ and k are not known, and
certainly the state of the art is far from what has been conjectured:
Conjecture (Erdo˝s-Tura´n). Let A be an infinite sequence of integers such that
∑
a∈A
1
a
=∞.
Then A contains a non-trivial k-term arithmetic progression for every k ≥ 1.
With the goal of improving quantitative dependencies, we will investigate what happens
if one relaxes the notion of arithmetic progression. To that end we define the following.
Definition. Let a1 < · · · < an be an increasing sequence of real numbers and let L ≥ 1 be a
parameter. We say the sequence is L-regular if there is a positive real number X such that
X ≤ ai+1 − ai ≤ LX
holds for i = 1 . . . , N − 1.
1Here and throughout the article, we use the notation [N ] = {1, . . . , N} whenever N is a positive integer.
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To compare this with the notion of arithmetic progression, we observe that a1 < . . . < aN
forms a non-trivial arithmetic progression if
am+1 − am
an+1 − an = 1
for any appropriate choice of m,n. Meanwhile, the sequence being L-regular is equivalent
to the bi-Lipschitz type condition
1
L
≤ am+1 − am
an+1 − an ≤ L
for any appropriate choice of m,n.
Since many theorems in additive combinatorics are stated in terms of a set A of real
numbers, rather than a sequence, we shall repeatedly abuse the distinction between a finite
set of real numbers, and a strictly increasing finite sequence of real numbers. With this in
mind, the question we are now interested in is whether or not an additively structured set
must have a large subset which is L-regular. To that end, if A is a set of real numbers, we
define
RL(A) = max{|A′| : A′ ⊆ A, A′ is L-regular}.
Under various hypotheses on A, we will estimate RL(A).
The notion of regularity is not a new one. Indeed, in [FY], a strong quantitative version
of the L-regular analog of Szemeree´di’s theorem is proved for L tending to 1. In particular,
one can extract the following.
Theorem (Fraser-Yu). Let ε > 0 be a fixed constant. Let A ⊆ [N ] be a set of size δN . Then
R2(A)≫ε (logN)
1−ε
log(1/δ)
.
While the authors of [FY] were motivated by questions of dimension in geometric measure
theory, we will pursue questions from a Ramsey-theoretic perspective. The goal of this
article is to find regularly-spaced sequences which are much longer that those provided by
the Fraser-Yu theorem under additional hypotheses. We will show that there is a significant
increase in the length of regularly spaced sequences one can hope to find if we work with
colourings as opposed to density. The following is an L-regular analogue of van der Waerden’s
theorem.
Theorem 1.1. Let r ≥ 1 and let N be sufficiently large. Then if [N ] = A1 ∪ · · · ∪ Ar is a
partition of [N ], we have
max{R2(Ai) : 1 ≤ i ≤ r} ≥ N
1/r
6r
.
Apart from a constant depending only on r, the above theorem is also sharp.
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Theorem 1.2. For any positive integer r and an arbitrarily large integer N , there is a
partition [N ] = A1 ∪ · · · ∪ Ar such that
max{R2(Ai) : 1 ≤ i ≤ r} ≤ 2(r − 1)!N1/r.
In [B], it is proved that Szemere´di-type theorems are quantitatively improved by looking
at sumsets of dense sets, rather than dense sets themselves. Further results in this direction
can be found in, for instance, [G], [CRS], [CS], [CLS], [FHR]. The following theorem shows
that very long regular sequences can be found in difference sets as well. For very dense sets
we have the following.
Theorem 1.3. Let A ⊆ [N ] have density δ. Then
R2(A−A) ≥ N
δ/2
62/δ
.
For sparser sets, we can apply a density increment strategy to improve on Theorem 1.3.
Theorem 1.4. There is an absolute constant c > 0 such that the following holds for all
sufficiently large N . Let A ⊆ [N ] have density δ. Then
R2(A− A)≫ N
1/(8s+8)
s
,
where s = ⌈log2(1/4δ)⌉.
Recall that the Erdo˝s-Szekeres theorem states that any real-sequence of length N contains
a monotone subsequence of length
√
N . Given an increasing sequence, one could ask whether
it is in fact convex, so that the consecutive differences ai+1 − ai are not only positive, but
increasing. See for instance [MO] for a discussion. Just how additively structured a convex
sequence can be has been the subject of investigation, see for instance [RZ] and [SS]. Regular
sequences contain long convex subsequences, and in the case of difference sets A−A, we can
find a rather substantial sequence which is strictly convex.
Theorem 1.5. Let A be a set of integers, and let C(A) denote the length of the longest
strictly convex subsequence of A. Then
C(A) ≥ 1
4
R2(A)
1/2.
Consequently, if [N ] is r-coloured, then it contains a convex monochromatic set C of cardi-
nality
|C| ≫ N
1/2r
6r
.
Similarly, if A ⊆ [N ] has density δ then A− A contains a convex subset C of cardinality
|C| ≫ N
1/(16s+16)
s1/2
,
where s = ⌈log2(1/4δ)⌉.
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To complement the theorems above, we construct dense sets A ⊆ [N ] for which R2(A)
and C(A) are smaller than a power of logN , necessitating the difference set hypothesis.
Theorem 1.6. For arbitrarily large N , there is a set A ⊆ [N ] with |A| ≥ N/2 such that
R2(A) ≤ 16
(
logN
log logN
)2
and
C(A) ≤ 24
(
logN
log logN
)3
.
On the other hand, we can also construct difference sets A−A containing no long 2-regular
or convex subsets, which necessitates the density hypothesis.
Theorem 1.7. For arbitrarily large n, there is a set A with |A| = 2n and such that
R2(A) ≤ n
and
C(A) ≤ n.
We close this introduction by mentioning that the regularity parameter 2 in the theorems
above can be modified by the following lemma.
Lemma 1.8. If A is 2-regular and l ≥ 2 is an integer, then A has a (1 + 1
l
)
-regular subset
A′ with
|A′| ≥ |A|
4l + 2
.
2. Regularity and Covering
In this section we will discuss some basic ideas concerning regular sequences that, while
rather simple, are fundamental in this article. We will also highlight the leverage regularity
gives us by deducing Lemma 1.8 and Theorem 1.5.
Definition. By consecutive intervals, we mean a sequence of intervals of the form I1, . . . , Ik
with
Ij = [s+ jl, s+ (j + 1)l)
for some real numbers s and l. Suppose A = {a1 < . . . < aN} is a sequence of real numbers.
If M is a positive integer, we say A is M-covered if there are consecutive intervals I1, . . . , Ik
of length l such that:
(1) for each j we have 1 ≤ |A ∩ Ij | ≤M , and
(2) we have A ⊆ ⋃kj=1 Ij.
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Lemma 2.1. Let A be a set of real numbers which admits an M-covering for some M ≤ |A|.
Then
R2(A) ≥ |A|
3M
.
Conversely, if A is an L-regular sequence, then A can be ⌈L⌉-covered.
Proof. Let I1, . . . , Ik be the intervals of the M-covering of A, and let l be the length of
each Ij . We mush have k ≥ |A|/M . Choose an element aj of A from each interval Ij with
j = 1 (mod 3). Then
2l ≤ aj+3 − aj ≤ 4l
and the number of aj selected is at least |A|/3M .
To prove the converse, we write A = {a1 < . . . < aN} with
X ≤ ai+1 − ai ≤ LX
for i = 1, . . . , N −1. Then A can be covered by consecutive intervals of length LX such that
each contains at least one element of A and none of them contains more than ⌈L⌉ elements
of A. 
Proof of Lemma 1.8. By definition, there is a number X so that
X ≤ ai+1 − ai ≤ 2X
for each i. Let q = 2l+1. Now cover the set A by consecutive intervals [s, s+2X) of length
2X . Each interval can only contain 2 elements of A, so there are at least |A|/2 consecutive
intervals which intersect A. Choose from every q’th such interval an element of A, and let
A′ = {a′1 < . . . < a′N} be the resulting set. Then
(q − 1)X ≤ a′i+1 − a′i ≤ (q + 1)X.
Since
(q + 1)/(q − 1) = 1 + 1
l
,
the set A′ is (1 + 1/l)-regular. Finally A′ has size
|A′| ≥ |A|
2q
.

Proof of Theorem 1.5. By Lemma 2.1, a 2-regular sequence can be 2-covered by consecutive
intervals of length 2X , say Ij = [s+ (j − 1)2X, s+ j2X). Now pick sij to be any term from
the sequence belonging to I2j2 . Then
2X(4j) ≤ sij+1 − sij ≤ 2X(4j + 2)
since there are there are 4j intervals in between I2j2 and I2(j+1)2 . From this one sees that
the gaps between sij+1 and sij are increasing as desired. Since the whole sequence intersects
R2(A)/2 intervals, the convex subsequence has length at least R2(A)
1/2/4. 
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3. Long monochromatic regular sequences
In this section we prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We proceed by induction on r, and when r = 1 there is nothing to do.
Suppose now we know the theorem holds with r − 1 colours. Let A1, . . . , Ar be the colour
classes, and assume that Ar has the largest cardinality so that |Ar| ≥ N/r. Let m denote
the maximum gap between consecutive elements of Ar. Then Ar is m-regular, so by Lemma
2.1, there is a 2-regular subset of Ar of size at least
N
3mr
. We are done if
N
3mr
≥ N1/r.
Otherwise,
m ≥ N
(r−1)/r
3r
,
and there is a subinterval I of [N ] of length at least m which is coloured with r− 1 colours.
By induction,
C2
(
N (r−1)/r
3r
, r − 1
)
≥ 1
6r−1
(
N (r−1)/r
3r
)1/(r−1)
=
N1/r
6r−1(3r)1/(r−1)
.
For all integers r ≥ 2, we have the inequality
(3r)
1
r−1 ≤ 6.
This closes the induction. 
Proof of Theorem 1.2. We will assumeN =M r forM arbitrarily large. The partition is most
easily constructed if one thinks of it as the fibers of a colouring cr : [N ] → {0, . . . , r − 1}.
In this perspective, we want to construct a function cr such that cr is not constant on any
sufficiently long 2-regular sequence. The colourings cr are constructed by induction on r.
When r = 1, the statement is totally trivial. For larger r, we will colour [N ] with the residue
classes modulo r. To begin, subdivide [N ] into M intervals
Ik = {kM r−1 + 1, . . . , (k + 1)M r−1},
of length M r−1. By induction, we can (r − 1)-colour Ik using the set of colours
Ck (mod r) = {j : j ∈ {1, . . . , r}, j 6≡ k (mod r)}
such that no monochromatic 2-regular sequence in Ik is longer than 2(r−2)!M . In this way,
we have r-coloured all of [N ].
Let A be a monochromatic sequence in [N ]. If A intersects at most r−1 of the intervals Ik,
then it must intersect a single Ik in at least |A|/(r−1) elements by the pigeonhole principle.
By induction,
|A|
r − 1 ≤ |A ∩ Ik| ≤ 2(r − 2)!M
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giving the desired bound on |A|. The other possibility is that A intersects at least r different
intervals Ik. Suppose the colour class of A is j. In any r consecutive intervals Ik, one of them
avoids the j’th colour class completely. This means that two consecutive elements of A are
separated by at least M r−1. It follows that any two consecutive elements of A are separated
by at least M r−1/2 and so
|A| ≤ 2M
which is sufficient. 
4. Long regular sequences in difference sets
Lemma 4.1 (Ruzsa’s Covering Lemma). If A and B are finite subsets of an abelian group
then there is a set X ⊆ B with |X| ≤ |A+B|
|A|
and such that B ⊆ A−A +X.
We include the proof for the sake of completeness.
Proof. Let X be a maximal (with respect to inclusion) subset of B such that the translates
A+ x are disjoint for x ∈ X . Then, for any b ∈ B,
(b+ A) ∩ (x+ A) 6= ∅.
From this, there exists a, a′ ∈ A such that b+a = x+a′ and the containment B ⊆ A−A+X
follows. Further,
|X||A| = |A+X| ≤ |A+B| ≤ |A+B||A| |A|,
which gives the desired estimate on |X|. 
Proof of Theorem 1.3. By Ruzsa’s Covering Lemma, there is a set X ⊆ [N ] with
|X| ≤ 2N|A| =
2
δ
,
and such that
[N ] ⊆ A−A +X.
Let r = |X| and define an r-colouring of [N ] by colouring n with x if n ∈ A − A + x. By
Theorem 1.1, there is an x such that A− A + x contains a 2-regular subset of size at least
N1/r6−r. Since r ≤ 2/δ, the corollary follows. 
Proof of Theorem 1.4. Let
k =
⌊
N1/s
⌋
.
Then ks ≤ N ≤ 2ks. It follows that we may pass to an interval of length ks in [N ] so that A
has density at least δ/2 in this interval. Thus it suffices to show that if N = ks and A ⊆ [N ]
has density δ then R2(A− A)≫ N1/8s. Let M = ks−1 and for each n ∈ [N ] write
n = qnM + rn
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where 1 ≤ rn ≤M and 0 ≤ qn < k. For q ≤ k, let
A2(q) = {r ∈ {1, . . . ,M} : qM + r ∈ A},
and let A1 denote the set of those q for which A2(q) 6= ∅.
Suppose first that A1 + 1 has density at least 1/2 in [k]. Then by Theorem 1.3, A1 − A1
contains a 2-regular sequence of length l with l ≥ k1/4/64. Let q1− q′1, . . . , qk− q′l denote this
sequence. Because the qi − q′i are integers, there is an integer X ≥ 1 so that
X ≤ (qi+1 − q′i+1)− (qi − q′i) ≤ 2X.
For each i = 1, . . . , l, there are integers ri, r
′
i ≤ M and ai, a′i ∈ A so that
ai − a′i = (qi − q′i)M + ri − r′i.
Thus
XM − 2M ≤ (ai+1 − a′i+1)− (ai − a′i) ≤ 2XM + 2M.
From this we see that the set D = {ai − a′i : i = 1, . . . , s} ⊆ A−A is L-regular with
L ≤ 2MX + 2M
MX − 2M ≤
2MX − 4M + 5M
MX − 2M = 2 +
5
X − 2 ≤ 7,
provided X ≥ 3. In this case we can 7-cover D, so that
R2(A− A) ≥ R2(D) ≥ l
21
by Lemma 2.1. If X ≤ 2, then the inequalities
(ai+1 − a′i+1)− (ai − a′i) = ((qi+1 − q′i+1)− (q′i − q′i))M + (ri+1 − r′i+1)− (ri − r′i) < 6M
and
(ai+8 − a′i+8)− (ai − a′i) = ((qi+8 − q′i+8)− (q′i − q′i))M + (ri+8 − r′i+8)− (ri − r′i) > 6M
show that the set D can be 8-covered by intervals of length 6M , and so
R2(A− A) ≥ R2(D) ≥ l
24
by Lemma 2.1.
Now suppose |A1| ≤ k/2. Then there is some q with A2(q) ≥ 2δM , and notice that
A2(q)− A2(q) ⊆ A− A. We may iterate the argument, replacing A with A2(q) up to s− 1
times, at which point we have a set A′ ⊆ [k], which has density at least 2s−1δ and such that
A′ −A′ ⊆ A−A. If s ≥ log2(1/2δ) then 2s−1δ ≥ 1/4 whence
R2(A
′ − A′)≫ k1/8.

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5. Constructing sets with no long 2-regular or convex sequences
Lemma 5.1. Let k,K ≥ 2 be integer parameters and let N = (K − 1)(2K)k. Then there is
a decreasing sequence of sets
Ak ⊆ Ak−1 ⊆ . . . ⊆ A0 = [N ]
such that
(1) |Ai| ≥ (1− 1/K)|Ai−1|,
(2) for i ≥ 1, Ai is a union of intervals Ii,j each of length (K−1)Ni, where Ni = (2K)k−i,
(3) any 2-regular subset of Ai which is larger than 4K
2−4K must be confined to a single
interval Ii,j, and
(4) any convex subset of Ai has all but at most i(2K
2 − 2K) of its elements in a single
interval Ii,j.
Proof. To construct Ai from Ai−1, we simply divide each interval Ii−1,j into intervals of length
Ni and remove from Ai−1 every K’th such interval. To be precise, at stage i− 1, we have a
set Ai−1 which is a union of intervals Ii−1,j of length (K − 1)Ni−1. Let
Ii−1,j = [ai−1,j, ai−1,j + (K − 1)Ni−1)
be such an interval. We divide Ii−1,j into intervals of the form
[ai−1,j + lNi, ai−1,j + (l + 1)Ni).
Then, we remove from Ii−1,j (and thus Ai−1) those intervals with K dividing l. Note that
Ni−1 = 2KNi, and so Ii−1,j can be evenly divided into 2(K − 1)K intervals of length Ni.
Now we verify properties (1), (2), (3) and (4) hold. By construction, at stage i we only
remove a proportion of 1/K elements from Ai−1. This shows |Ai| ≥ (1− 1/K)|Ai−1| which
proves property (1).
The fact that K−1 consecutive intervals out of every K intervals in Ii−1,j are not removed
from Ai−1 shows that property (2) holds.
For property (3) we work inductively. Suppose A′ is a 2-regular sequence in Ai of size
greater than 4K2−4K. Then A′ is necessarily confined to a single interval Ii−1,j by property
(3) applied at the stage i− 1. Thus A′ is contained in an interval of length (K − 1)Ni−1 by
(2). Furthermore, if A′ is not confined to a single interval Ii,j′, then there necessarily is a gap
between consecutive elements of length at least Ni. This is due to the fact that the intervals
Ii,j′ are separated by intervals of length Ni. It follows that any gap between consecutive
elements of A′ lies between 1
2
Ni and 2Ni. Thus
|A′| ≤ (K − 1)Ni−11
2
Ni
= 4K2 − 4K.
Property (4) is proved similarly. Suppose A′ is a convex sequence in Ai of size s. All
but at most (i − 1)(2K2 − 2K) elements lie outside a single Ii−1,j, so it suffices to show at
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most 2K2 − 2K of those elements of A′ in Ii−1,j lie outside a single Ii,j′. However, once A′
exists Ii,j′, all subsequent gaps must be at least Ni, and are confined to an interval of length
(K − 1)Ni−1. So there are at most 2K2 − 2K such elements. 
Proof of Theorem 1.6. Let k be sufficiently large and let K = 2k. In this way
N = (2k − 1)(4k)k.
Let A = Ak be as in Lemma 5.1. By Bernoulli’s inequality,(
1− 1
K
)k
≥ 1− k
K
=
1
2
so that A has density at least 1/2.
By property (3) of Lemma 5.1, any 2-regular subset of A has size at most
4K2 − 4K ≤ 4K2 = 16k2,
and any convex subset has size at most
K − 1 + K
2
(2K2 − 2K) ≤ 3K3 = 24k3.
Finally, since
k ≤ logN
log logN
,
our estimates follow. 
Proof of Theorem 1.7. Let A1 = {1} and inductively let
Ai+1 = (Ai) ∪ (16i + Ai).
It is straightforward that |Ai| = 2i, Ai ⊆ [1, 2 · 16i−1], and Ai − Ai ⊆ [−2 · 16i−1, 2 · 16i−1].
Furthermore, we show by induction that R2(Ai−Ai) ≤ i and C(Ai−Ai) ≤ i, which is trivial
when i = 1. From the fact that
Ai+1 − Ai+1 = (Ai −Ai) ∪ (16i + Ai −Ai)
any 2-regular or convex sequence which intersects both Ai−Ai and 16i+Ai−Ai contains a
gap of length at least 16i/2, and so can have at most one element in 16i+Ai−Ai. It follows
from this and the induction hypothesis that R2(Ai − Ai) ≤ i and C(Ai − Ai) ≤ i. 
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