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Since the discovery of Bose-Einstein condensation in dilute atomic vapours in 1995, there has been a
monumental increase in the research effort in the field of atomic physics due to the unforeseen opportunities
and challenges that the degenerate quantum gases present. In particular, quantum gases can emulate
complicated models that arise in solid state and high energy physics, allowing realisations of exotic
phenomena that have proven to be elusive in their original context. An outstanding example is the existence
of various topological defects in degenerate quantum gases with internal degrees of freedom. Topological
excitations such as skyrmions and several types of monopoles can be shown to take place in Bose gases with
a hyperfine spin degree of freedom as a result of a coupling to an external field or due to thermal fluctuations.
A central question in the context of dilute Bose gases is the relation between superfluidity and Bose-Einstein
condensation. The dimensionality of the underlying space as well as the internal degrees of freedom have a
direct impact on the existence and the nature of the Bose-Einstein condensate. For example, any uniform
Bose gas in two spatial dimensions or an antiferromagnetic spinor Bose gas can give rise to a superfluid state
which does not involve a conventional Bose-Einstein condensate corresponding to a single macroscopically
occupied quantum state.
In this Thesis, properties of different topological defects and their relation to superfluidity in dilute Bose gases
are investigated. Stability and creation of coreless vortices are first studied and a method to cyclically
increase the angular momentum of the condensate is introduced. Subsequently, the properties and creation
of different types of monopoles are investigated and an experimentally feasible method to create a Dirac
monopole is presented. Finally, finite temperature phase transitions in quasi-two-dimensional Bose gases with
a spin degree of freedom are analysed and, as a related subject, the stability of vortex clusters formed by
vortices and antivortices is studied.
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Bosen–Einsteinin-kondensaatin aikaansaaminen heikosti vuorovaikuttavissa alkaliatomikaasuissa merkitsi
uuden aikakauden alkua atomifysiikassa. Bosen–Einsteinin-kondensaatio on esimerkki kaasun
kvanttimekaanisen luonteen aiheuttamasta faasimuutoksesta ja nykyisin nämä kvanttikaasut tarjoavat
jatkuvasti uusia mahdollisuuksia tutkia ilmiöitä, jotka muilla fysiikan alueilla kuten kiinteän olomuodon
fysiikassa tai hiukkasfysiikassa olisivat kokeellisesti vaikeasti saavutettavissa. Erilaisten topologisten
defektien esiintyminen kvanttikaasuissa, joilla on sisäisiä vapausasteita, tarjoaa tästä erinomaisen esimerkin.
Kvanttikaasuissa, joilla on atomien hyperhienoon spiniin liittyviä vapausasteita, esiintyy luonteenomaisesti
topologisia objekteja kuten skyrmioneita ja monopoleja. Näitä defektejä syntyy termisten fluktuaatioiden
seurauksena ja niitä on mahdollista luoda kontrolloidusti esimerkiksi ulkoisten magneettikenttien avulla.
Eräs keskeisimmistä kysymyksistä kvanttikaasujen tutkimuksessa on ollut suprajuoksevuuden ja
Bosen–Einsteinin-kondensaation keskinäinen suhde. Systeemin avaruudellisella dimensiolla ja sisäisten
vapausasteiden olemassaololla on suora vaikutus Bosen–Einsteinin-kondensaatin esiintymiseen ja
luonteeseen. Tästä esimerkkeinä ovat yleisesti kaksidimensioiset homogeeniset Bose-kaasut sekä
spin-vapausasteelliset antiferromagneettiset Bose-kaasut, jotka voivat olla supranesteitä ilman, että ne
muodostaisivat tavanomaista Bosen–Einsteinin-kondensaattia vastaten yhden kvanttitilan makroskooppista
miehitystä.
Tässä väitöskirjassa tarkastellaan erilaisten topologisten defektien ominaisuuksia heikosti vuorovaikuttavissa
Bose-kaasuissa. Erityisesti selvitetään ytimettömien vorteksien ominaisuuksia ja stabiiliutta sekä
konstruoidaan menetelmä, jolla voidaan syklisesti kasvattaa kondensaatin kulmaliikemäärää. Seuraavaksi
tarkastellaan erityyppisten monopolien ominaisuuksia ja esitellään menetelmä, jolla voidaan luoda
kokeellisesti niin sanottu Diracin monopoli. Lopuksi tutkitaan termisten fluktuaatioiden aikaansaamia
faasimuutoksia Bose-kaasuissa, joilla on spin-vapausaste. Tähän liittyen tarkastellaan vorteksien ja
antivorteksien muodostamien klustereiden stabiiliutta spinittömässä Bosen–Einsteinin-kondensaatissa.
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11 Introduction
Phase transitions and existence of long-range order are the core of the contemporary
statistical mechanics. These general concepts can be utilised to predict properties
of various materials of scientific and technological interest as well as to gain under-
standing of a myriad of phenomena ranging from the origin of our universe to the
behaviour of water at different temperatures. One of the most interesting phase
transitions is the formation of a Bose-Einstein condensate (BEC). This phase tran-
sition originates from the quantum statistical nature of the constituent particles and
refers to a process where a single quantum state becomes macroscopically occupied
below the transition temperature. It was originally predicted to occur for nonin-
teracting particles obeying Bose statistics by S. Bose and A. Einstein [1–3], but
the discovery of superfluidity in liquid 4He [4, 5] and the subsequent interpretation
of the superfluidity as a manifestation of Bose-Einstein condensation [6], suggested
that the concept of a BEC is more than an anomaly of the non-interacting Bose gas.
Although the idea of superfluidity arising from Bose-Einstein condensation is
supported by experiments and numerical calculations for 4He [7,8], the interparticle
interactions in liquid Helium are strong and the details of the superfluid transi-
tion and BEC in 4He remain somewhat unclear due to the lack of exhaustive ab
initio theory. After decades of intensive research on trapping and cooling neutral
atoms [9–12], the breakthrough came in 1995 when the Bose-Einstein condensation
was realised in dilute gases of alkali atoms [13–15]. Another major experimental
achievement followed soon after when the first quantum degenerate Fermi gases
were experimentally realised [16–18]. The development of methods to trap neutral
atoms by laser fields [19, 20] has given rise to two important advancements in the
field of cold atoms: the realisation of degenerate quantum gases with internal de-
grees of freedom [21,22] and the manipulation of the interparticle interaction using
the Feshbach resonances [23,24]. The latter breakthrough has led to the realisation
of a crossover from a superfluid formed by loosely-bound Cooper pairs to a Bose-
Einstein condensate of tightly-bound paired fermions [25–27], whereas the former
has enabled studies of Bose gases with a spin degree of freedom [21,28,29].
The onset of Bose-Einstein condensation requires a high enough phase-space
density which is defined as the number of particles contained in the volume given
by the cube of the thermal de Broglie wavelength λ. At the typical experimental
temperatures, the particle density required to reach BEC becomes roughly 1013
– 1015 cm−3 [30], indicating that the condensates in atomic gases are very dilute.
This renders the range of the interatomic interactions much shorter than the average
distance between particles and usually it is sufficient to consider only the two-body
– 2 –
interactions. To date, Bose-Einstein condensation has been realised with various
elements and isotopes including 87Rb [13], 7Li [14], 23Na [15], 1H [31], 85Rb [32],
metastable helium 4He∗ [33, 34], 41K [35], 133Cs [36], 174Yb [37] 39K [38], 52Cr [39],
40Ca [40], 84Sr [41,42] as well as with 6Li2 [43] and
40K2 [44] molecules. Condensates
with a spin degree of freedom have so far been realised using 23Na [19], 87Rb [20],
and 52Cr [45].
At low temperatures and energies, the properties of the atomic gas do not de-
pend on the specific details of the two-body interaction and the scattering between
two colliding atoms is characterised by a single parameter, the s-wave scattering
length a. The strength of the atomic interaction potential is characterised by the
gas parameter na3, where n is the density of the gas. Under realistic experimen-
tal conditions, the density and the s-wave scattering length satisfy the condition
na3 ≪ 1 rendering the gas weakly interacting [46]. The development of the Fesh-
bach resonance techniques [46, 47] to adjust the s-wave scattering length in single-
component systems enables full exploration of the different regimes characterised by
the strength of the interaction n|a|3 and the thermal wavelength λ [47]. In this The-
sis, we mostly assume, implicitly or explicitly, that we are considering the weakly
interacting quantum degenerate regime.
A central topic in the context of degenerate quantum gases has been the inter-
play between superfluidity, long-range order, and coherence of these matter waves.
The formation of long-range order in Bose gases implies an onset of Bose-Einstein
condensation and phase coherence. Superfluidity is intimately related to the phase
coherence of the system but it can also exist in the absence of a coherent BEC. Super-
fluidity is manifested in the formation of quantised vortices—defects for which the
flow about the vortex core is restricted to integer multiples of the angular momen-
tum quantum—as a response to external rotation. On the other hand, proliferation
of free vortices due to thermal fluctuations can destroy the superfluidity and the
(quasi-) long-range order in low-dimensional Bose gases [48–51]. Hence, vortices
in dilute Bose gases have been a subject of intense theoretical and experimental
research [52–61].
The existence of internal degrees of freedom has a profound impact on the su-
perfluid properties of atomic gases. In this Thesis, Bose gases with the hyper-
fine spin degree of freedom are analysed and they are referred to as spinor Bose
gases [21, 28, 29, 62]. In a single-component BEC corresponding to a fully spin po-
larised spinor BEC, the superfluid flow is bound to be irrotational owing to the
phase coherence of the system. Irrotationality dictates that the circulation of the
superfluid flow about the vortex core is quantised to integer multiples of the angular
momentum quantum. The superfluid velocity for a single-component BEC is diver-
– 3 –
gent at the vortex core and the particle density vanishes at the core region. Spinor
BECs, however, can feature superfluid flow which satisfies a more general condition
leading to the quantisation of vorticity [63–66]. In particular, the superfluid veloc-
ity can take a finite value at the vortex core, giving rise to coreless vortices with
nonvanishing particle density at the vortex core.
In Publications I and IV, stability of the different types of coreless vortices
is studied. As a related subject, creation of vortices utilising the spin degree of
freedom is investigated in Publications II and III, resulting in a method to cyclically
increase the angular momentum of the condensate. This method generalises the
topological phase imprinting method [67–69] which has been used to create two-
and four-quantum vortices in single-component condensates [57–59, 70]. Vortices
with multiple quanta of angular momentum are usually dynamically unstable and
they tend to decay into single-quantum vortices with the same total vorticity. In
Publications IV and V, the instabilities of two-quantum vortices are studied in the
context of the experiment of Shin et al. [59].
Condensates with internal degrees of freedom can also host more complicated
topological defects such as monopoles, skyrmions, and knotted textures [71–82].
In particular, ferromagnetic spin-1 condensates can host Dirac monopoles where a
monopole defect in the spin texture of the condensate is an end point of a vortex [80].
In Publication VI, we show how the Dirac monopole can be created using external
magnetic fields. Another type of monopole has been introduced in the context of
light-induced gauge potentials [76] that arise in an effective description of adiabatic
states of multilevel atoms in external laser fields. The properties of this non-Abelian
monopole are analysed in Publication VII and a gauge invariant charge to classify
the possible mean-field states is introduced.
In addition to the coreless vortices, spinor Bose gases can feature fractionalised
vortices, for which the circulation in the complex phase is a fractional multiple of
2π [83–85]. Coreless (or continuous) vortices and fractional vortices have also been
investigated in the context of superfluid 3He [86–89] which, despite being composed
of Cooper pairs, shares many common features with the spinor Bose gases. Existence
of non-conventional vortices also changes the phase transitions mediated by vortices,
most notably the Berezinskii-Kosterlitz-Thouless (BKT) transition [48–51] in which
the superfluid transition in two spatial dimensions is associated with the binding
of vortices and antivortices. In the case of the total hyperfine spin F = 1, the
BKT transition turns out to be mediated by either half-quantum vortices [90] or
coreless vortices depending on the character of the spin-dependent interactions. The
BKT transition for trapped antiferromagnetic spin-1 Bose gases is considered in
Publication IX and the BKT crossover temperature is found to depend on the type
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of the antiferromagnetic ordering. As a related subject, stability of vortex clusters
composed of vortices and antivortices in single-component condensates is studied in
Publication VIII.
The classical criterion for the existence of BEC is the presence of off-diagonal
long-range order which is manifested in the one-body density matrix of the sys-
tem [91–93]. This gives rise to the Penrose-Onsager criterion in which the existence
of a Bose-Einstein condensate is tantamount to the appearance of a macroscopic
eigenvalue in the one-body density matrix while the other eigenvalues remain negli-
gible compared to the total number of particles [93]. Deviation from this simple pic-
ture can take place in low-dimensional systems [94–96] and spinor Bose gases [96–98]
where the one-body density matrix can have several large eigenvalues and the con-
densate is referred to as fragmented [99]. In Publication IX, the existence and the
nature of the condensate at finite temperatures are investigated in trapped quasi-
two-dimensional spinor Bose gases and a crossover to a coherent condensate is found.
Unlike the BKT crossover temperature, the temperature at which the condensate
forms does not depend on the type of the antiferromagnetic ordering.
1.1 Organisation of the Thesis
Sections 2, 3, and 4 provide a theoretical background for the topics discussed in
Publications I–IX. The mean-field theory of dilute Bose gases is introduced in Section
2 with an extension to finite temperatures. In Section 3, the formalism necessary
for studies of the finite-temperature phase transitions is presented. The existence of
topological defects and superfluidity in spinor Bose gases is reviewed in Section 4.
The main results of Publications I and IV are discussed and topological methods
to create vortices are analysed in the light of Publications II–V in Section 5. The
existence and the properties of monopoles in spinor BECs are analysed in Section 6
and the results of Publications VI and VII are presented. In Section 7, the finite
temperature phase transitions in Bose gases are discussed and the theory of the
BKT transition is reviewed. As a related issue, the existence of stable clusters of
vortices and antivortices is discussed following Publication VIII. Finally, the results
of Publication IX concerning the BKT transition and the formation of a condensate
in trapped quasi-two-dimensional spinor Bose gases are presented.
52 Mean-field theory of spinor Bose gases
The atomic gases considered in this Thesis consist typically of a very large number
of interacting atoms. This makes the detailed dynamics of the system extremely
complicated and one needs to resort to various approximations to render the problem
tractable. A good starting point is the mean-field theory in which the complicated
interaction terms are taken into account as averaged quantities, leading effectively
to a single-particle problem that can be solved.
Due to its simplistic nature, the mean-field theory has its limitations and it
typically fails in strongly interacting systems as well as for one- and two-dimensional
systems due to the enhanced role of thermal and quantum fluctuations. In the
ultracold Bose gases, the mean-field theory is capable of describing a large number
of phenomena unless the system is by design such that effects beyond the mean-field
treatments are important. This is mostly due to the low temperature and weak
interactions which render the effects of the non-condensed component negligible.
Furthermore, the zero-temperature mean-field theory provides a good starting point
for a systematic treatment of the higher order effects such as the thermal non-
condensed component.
In this section, the mean-field theory is formulated for the spinor Bose gases. An
extension of the mean-field theory to take into account the quasiparticle excitations
at zero temperature is presented and a formulation of the Hartree-Fock theory at
finite temperatures is discussed. In this section and for the rest of this Thesis, we
assume short-range interactions between particles.
2.1 Bose-Einstein condensation
The onset of Bose-Einstein condensation is associated with a formation of the off-
diagonal long-range order (ODLRO) in the system. In single-component systems,
ODLRO implies that the one-body density matrix
ρ(1)(r, r′) = 〈Φˆ†(r′)Φˆ(r)〉, (2.1)
where Φˆ is a bosonic field operator in the Schro¨dinger picture, has the asymptotic
property [92,93]
lim
|r−r′|→∞
ρ(1)(r, r′) = N0ψ
∗(r′)ψ(r). (2.2)
The complex-valued function ψ(r) is referred to as the condensate order parameter
and N0 is the number of condensate atoms. The behaviour of ψ(r) in homogeneous
systems depends strongly on the spatial dimension, and only three-dimensional (3D)
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systems can exhibit true long-range order such that Eq. (2.2) is satisfied. At finite
temperatures, the one-body density matrix in uniform systems decays algebraically
in two dimensions and exponentially in one dimension for large |r − r′| [100].
Computationally a more convenient characterisation of the ODLRO and the
existence of a condensed component is the Penrose-Onsager criterion [93] where
the number of the condensed atoms N0 and the condensate order parameter ψ(r)
are defined as the largest eigenvalue and the associated eigenstate of the one-body
density matrix. The existence of a true condensate requires that N0 is not negligible
compared to the total number of particles N and all other eigenvalues are much
smaller than N0. The internal degrees of freedom can bring additional features such
as the condensate fragmentation [99] where the one-body density matrix
ρ(1)(αr, βr′) = 〈Φˆ†β(r′)Φˆα(r)〉, (2.3)
has several large eigenvalues. In fact, spinor condensates can have a ground state
corresponding to fragmented condensate at zero temperature under certain circum-
stances [97, 98] but in this Thesis, we either consider situations where the frag-
mented condensate does not exist or where we explicitly find the condensate to be
non-fragmented. We define the condensate order parameter ψα(r) and the corre-
sponding number of the condensate atoms N0 from the eigenvalue equation∫
dr′ ρ(1)(αr, βr′)ψβ(r
′) = N0ψα(r), (2.4)
where N0 is the largest eigenvalue of ρ
(1)(αr, βr′). We use the convention where a
summation over repeated indices is assumed. The definitions (2.3) and (2.4) are used
in Publication IX to compute the number of condensate atoms at finite temperatures.
2.2 Gross-Pitaevskii equation and quasiparticle excitations
The physical system considered in this Thesis is a Bose gas with the total hyperfine
spin F = 1, giving rise to a three-component quantum field describing the gas1. The
spinor Bose gases have the property that the hyperfine spin states of the atoms can
change in the two-body scattering events. The interaction part of the Hamiltonian
must be formulated such that the total hyperfine spin f of the two colliding particles
is taken into account. For the F = 1 case, there are only two possibilities f = 0
1The total hyperfine spin is the sum of the total electronic angular momentum J and the nuclear
spin I. For the alkali atoms such as 23Na or 87Rb, one has J = 1/2 and I = 3/2. This implies a
total hyperfine spin F = 1 or F = 2. In the case of F = 1, the system is fully characterised by the
states |F = 1,mF〉, where mF = −1, 0, 1 refers to the eigenvalue of the z component of the total
hyperfine spin operator.
– 7 –
and f = 2. The scattering can be described by the projection operators [29] Pf =∑f
α=−f Oˆ†fαOˆfα, where Oˆfα =
∑
β,β′〈f, α|F, β;F, β′〉 ΦˆβΦˆβ′ and Φˆβ annihilates a
particle from the state |F, β〉 which is an eigenstate of Fˆz corresponding to the
total hyperfine spin F . The interaction part of the Hamiltonian is of the form
Hˆint = g0P0 + g2P2, where the coupling constants gf are given by gf = 4π~2af/m,
af is the scattering length in the channel corresponding to the total hyperfine spin
f , and m is the atomic mass.
In the basis consisting of the Zeeman substates |F, β〉, the total Hamiltonian
describing the system can be written as [28,29]
Hˆ =
∫
dr
[
Φˆ†α(r)hˆαβΦˆβ(r) +
c0
2
Φˆ†α(r)Φˆ
†
β(r)Φˆβ(r)Φˆα(r)
+
c2
2
Φˆ†α(r)Φˆ
†
α′(r)Fαβ ·Fα′β′Φˆβ′(r)Φˆβ(r)
]
. (2.5)
The single particle operator hˆαβ is given by
hˆαβ = [−
~
2m
∇2 + Vtr(r)]δαβ + gFµBB(r) ·Fαβ , (2.6)
where B is the possible external magnetic field, Vtr(r) =
1
2m(ω
2
xx
2 + ω2yy
2 + ω2zz
2)
is the optical potential confining the atoms, and F = (Fx,Fy,Fz) is a vector of the
spin-1 matrices
Fx =
1√
2
0 1 01 0 1
0 1 0
 , Fy = i√
2
0 −1 01 0 −1
0 1 0
 , Fz =
1 0 00 0 0
0 0 −1
 . (2.7)
The Lande´ g-factor is denoted by gF and µB is the Bohr magneton. The coupling
constants c0 and c2 are given by c0 = (g0 + 3g2)/3 and c2 = (g2 − g0)/3. The gas
is referred to as ferromagnetic if c2 < 0 and antiferromagnetic (polar) if c2 > 0.
Indices α, α′, β, and β′ take values +, 0,− corresponding to the eigenstates of Fz.
We develop a mean-field theory for the condensate by separating the condensate
part from the field operator [101–104] and denoting the non-condensed atoms by
another bosonic field φˆα(r)
Φˆα(r) = ψα(r)ζˆα(r) + φˆα(r) ≈ ψα(r) + φˆα(r), (2.8)
where the last approximation is valid for large 3D systems away from the critical
region. The approximation in Eq. (2.8) implicitly invokes the spontaneous symme-
try breaking description of BEC [105] and it fails for low-dimensional systems for
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which the fluctuations represented by the condensate operator ζˆα(r) are significant.
For the single-component systems, it is possible to derive the mean-field description
and the higher-order terms without resorting to the spontaneous symmetry break-
ing argument [106–109] and, presumably, this treatment can be generalised to the
spinor case. Such methods are referred to as the number conserving approximations
since they maintain the number of particles fixed in a contrast to the Bogoliubov
approximation that treats a system with a well defined phase.
To describe the dynamics of the condensate part at zero temperature, we use
the Heisenberg picture and a decomposition Φˆα(r, t) ≈ ψα(r, t) + φˆα(r, t). The full
Hamiltonian in Eq. (2.5) can be written such that
Hˆ = Hˆ0 + Hˆ1 + Hˆ2 + higher order terms, (2.9)
where the different parts are
Hˆ0 =
∫
dr
[
~Ψ†hˆ~Ψ+
c0
2
|~Ψ|4 + c2
2
(~Ψ†F ~Ψ)2
]
, (2.10)
Hˆ1 =
∫
dr φˆ†α
[
hˆαβ + c0|~Ψ|2δαβ + c2(~Ψ†F ~Ψ) ·Fαβ
]
ψβ + h.c., (2.11)
Hˆ2 = −1
2
∫
dr : (φˆ†α φˆα) G−1αβ
(
φˆβ
φˆ†β
)
:, (2.12)
and we have introduced the spinor ~Ψ = (ψ+, ψ0, ψ−). The matrix (hˆαβ) is denoted
by hˆ in Eq. (2.10). The normal ordering is indicated by : · : and the zero temperature
inverse Green’s function is of the form
G−1αβ = −
(
hˆαβ +Σαβ ∆αβ
∆∗αβ hˆβα +Σβα
)
. (2.13)
The self-energies Σ and ∆ are given by
Σαβ = c0(δαβ |~Ψ|2 + ψαψ∗β) + c2(Fαβ ·Fα′β′ +Fαβ′ ·Fα′β)ψ∗α′ψβ′ , (2.14)
∆αβ = c0ψαψβ + c2Fαα′ ·Fββ′ψα′ψβ′ . (2.15)
In the Heisenberg picture, the equation of motion for the field Φˆα(r, t) can be ex-
pressed approximately as
i~ ∂tΦˆα = [Φˆα, Hˆ] ≈ [Φˆα, Hˆ0 + Hˆ1 + Hˆ2], (2.16)
which using Eqs. (2.10)–(2.12) results in
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i~ ∂t~Ψ = hˆ~Ψ+ c0|~Ψ|2~Ψ+ c2(~Ψ†F ~Ψ) ·F ~Ψ, (2.17)
i~ ∂tφˆα = (hˆαβ +Σαβ)φˆβ +∆αβ φˆ
†
β , (2.18)
where Eq. (2.17) is the Gross-Pitaevskii (GP) equation for the spin-1 Bose gas. The
GP equation (2.17) forms the backbone of the mean-field analysis used in Publica-
tions I, III, IV, and VI.
Typically we are interested in the stationary solutions of the GP equation which
are of the form ψα(r, t) = e
−iµt/~ψα(r), and the quasiparticle excitations corre-
sponding to these mean-field states. In this case, the quasiparticle spectrum can be
solved using Eq. (2.18) and a Bogoliubov transformation of the form
φˆα(r, t) = e
−iµt/~∑
q
[uq,αe
−iωqtaˆq − v∗q,αeiω
∗
q taˆ†q], (2.19)
where aˆ†q and aˆq are the creation and annihilation operators for quasiparticles with
energy ~ωq. The quasiparticle amplitudes are denoted by uq,α and vq,α. Substituting
Eq. (2.19) in Eq. (2.18) results in an eigenvalue problem
Dαβ
(
uβ,q
vβ,q
)
≡
(
Aαβ −Bαβ
B∗αβ −A∗αβ
)(
uβ,q
vβ,q
)
= ~ωq
(
uα,q
vα,q
)
, (2.20)
which is referred to as the Bogoliubov (BG) equation [110,111]. The matrix elements
are given by Aαβ = hˆαβ −µδαβ +Σαβ and Bαβ = ∆αβ . The Bogoliubov transforma-
tion (2.19) is not unique but the different transformations yield BG equations that
differ only by unitary transformations which leave the spectrum invariant. We also
note that the matrix A = (Aαβ) is hermitian and the matrix B = (Bαβ) is sym-
metric. In the Bogoliubov transformation in Eq. (2.19), one may assume without
loss of generality that only the quasiparticle amplitudes carry the spin index. In the
Appendix A, we show that the Bogoliubov transformation of the form (2.19) is not
imperative for resolving the quasiparticle spectrum.
The spectrum of the elementary excitations determines the stability of the corre-
sponding stationary state. If all excitation energies ~ωq are positive, the stationary
state is referred to as energetically stable [30,112]. This implies that the condensed
component cannot lower its energy by exciting quasiparticles. The existence of exci-
tations with negative energy indicates that the corresponding stationary solution of
the time-independent GP equation does not correspond to a local minimum of the
mean field energy2. However, such states can be quite long-lived since the relaxation
2If the state is an absolute minimum of the mean-field energy, that is, the ground state of the
system, it is referred to as thermodynamically stable [54,111,113].
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to the ground state necessitates the existence of dissipation which comes mostly in
the form of the non-condensed atoms. An example of an energetically unstable state
is a vortex in non-rotated condensates [114, 115]. The typical temperatures in the
experiments are low enough such that the non-condensed component and, conse-
quently, the dissipation are initially negligibly small, and the thermal component
is largely generated during the relaxation processes [54]. In most situations, it is
sufficient to use a zero-temperature formalism based on the GP equation.
In the Bogoliubov transformation (2.19), the quasiparticle energies ~ωq can have
a nonzero imaginary part. This is due to the fact that the operator Dαβ in the
BG equation (2.20) is non-hermitian and can therefore have complex eigenvalues.
Such eigenvalues correspond to dynamical instabilities which cause an exponential
growth of initially small perturbations, driving the system dynamics beyond the
scope of the linear approximation which is inherent to the BG equation. Vortices
with multiple quanta of angular momentum in non-rotated condensates are an exam-
ple of dynamically unstable states [116]. Dynamical instability can lead to the decay
of a stationary configuration even in the absence of dissipation. Furthermore, the
existence of an energetic instability is a prerequisite for a dynamical instability [117].
The Bogoliubov equation (2.20) is closely related to the Bogoliubov–de Gennes
(BdG) equation describing the quasiparticles in fermionic superfluids [118]. How-
ever, the fermionic BdG equation does not have solutions with complex energies.
The BG equation (2.20) is also sometimes referred to as the Bogoliubov–de Gennes
equation [47] (see also Publication I).
The Bogoliubov equation (2.20) has two important symmetries that can be used
to deduce the properties of the quasiparticle excitations. Let us define operators
τ1 = σ1 ⊗ 1 and τ3 = σ3 ⊗ 1, where σ1, σ2, σ3 are the spin-1/2 Pauli matrices and 1
is a 3× 3 unit matrix. The BG equation has the following properties
D∗ = −τ †1Dτ1 and D† = τ †3Dτ3. (2.21)
The first relation implies that for a given eigenpair (~ωq, wq), where wq = (uq, vq),
there is a conjugate solution (−~ω∗q , τ1w∗q) which under the axial symmetry corre-
sponds to a quasiparticle with an opposite angular momentum. The second identity
in Eq. (2.21) shows that
~(ω∗q − ωq′)
∫
drw†q(r)τ
†
3wq′(r) = 0, (2.22)
which implies that the quasiparticle amplitudes corresponding to real eigenvalues
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can be normalised according to a pseudonorm3∫
drw†q(r)τ
†
3wq′(r) = δqq′ . (2.23)
The correct normalisation of the eigenmodes with complex eigenvalues is somewhat
complicated and it is discussed in Publication I. We also point out that the existence
of complex eigenvalues in the BG equation indicates the failure of the usual Bogoli-
ubov transformation [104] and special care must be taken to quantise the modes
corresponding to the complex eigenvalues [119,120]. The methods of Refs. [119,120]
can presumably be generalised to the spin-1 case considered here.
The BG equation (2.20) has a special zero energy solution (uq, vq) = (~Ψ,−~Ψ∗)
which corresponds to the Goldstone mode arising from the spontaneous breaking of
the U(1) symmetry [30, 47, 112, 121]. The effect of this mode is a phase diffusion
which stems from the fact that the atom number of the condensate is fixed, imply-
ing that at T = 0 the phase of the condensate has to evolve slowly in time. At
finite temperatures, atom number fluctuations are allowed and the phase diffusion
is suppressed [121]. Moreover, the phase diffusion is a finite-size effect and it van-
ishes at the thermodynamical limit [121]. In spinor condensates, there are also other
conserved quantities such as the magnetisation which gives rise to a spin diffusion
that is coupled to the phase diffusion [122]. In this Thesis, we use the zero energy
mode to check the numerical implementation of the Bogoliubov equation. In the
absence of external magnetic fields, there are also dipole modes (Kohn modes) [123]
for harmonically trapped systems. They correspond to the quasiparticle energies
~ωa where a = x, y, z, and ωa are the trap frequencies to the three spatial directions.
The existence of the dipole modes for spin-1 BECs is shown in Publication I.
2.3 Hartree-Fock-Bogoliubov theory
To take into account the non-condensed atoms at T 6= 0 one may use the Hartree-
Fock-Bogoliubov (HFB) approximation. Alternatively, the HFB theory gives rise
to the Hartree-Fock-Popov (HFP) equations that are numerically more tractable
than the HFB theory. The HFP equations have been utilised in Publication IX and
they will be discussed further in Sections 2.3.1 and 7.3. For the weakly interacting
single-component Bose gas, the HFB equations are derived in Ref. [124] and they
can be straightforwardly generalised to the spinor case [125].
3The pseudonorm given by Eq. (2.23) is not a true norm since it is not positive definite. In
principle, the left hand side of Eq. (2.23) can vanish for q = q′, but in practice this occurs only
if the excitation is either the zero energy mode corresponding to the spontaneously broken U(1)
symmetry or a mode with a complex frequency ωq [61]. The normalisation condition is discussed
in detail in Ref. [119].
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Let us assume for simplicity that there are no external magnetic fields. In this
case hˆ simplifies to hˆαβ = δαβ L, where L = − ~
2
2m∇2+Vtr(r)−µ and we have assumed
a grand canonical ensemble. Introducing a total density operator nˆ = nˆ++ nˆ0+ nˆ−
with nˆα = Φˆ
†
αΦˆα, the full Heisenberg equation of motion can be written as [125]
i~ ∂t Φˆ+ = LΦˆ+ + c0nˆΦˆ+ + c2(nˆ+ + nˆ0 − nˆ−)Φˆ+ + c2Φˆ†−Φˆ0Φˆ0, (2.24a)
i~ ∂t Φˆ0 = LΦˆ0 + c0nˆΦˆ0 + c2(nˆ+ + nˆ−)Φˆ0 + 2c2Φˆ†0Φˆ+Φˆ−, (2.24b)
i~ ∂t Φˆ− = LΦˆ− + c0nˆΦˆ− + c2(nˆ− + nˆ0 − nˆ+)Φˆ− + c2Φˆ†+Φˆ0Φˆ0. (2.24c)
Using the decomposition Φˆα(r, t) ≈ ψα(r, t) + φˆα(r, t) and taking an expectation
value from the both sides of Eq. (2.24), one obtains an equation of motion for the
condensed component in the presence of a thermal component [125]. The equation of
motion for the non-condensed part can be obtained by subtracting from Eq. (2.24)
the equation of motion for the condensed component [124, 125]. This results in
an exact equation of motion similar to the single-component case [124]. It can be
simplified by treating the cubic terms with a self-consistent mean-field approximation
such that
φˆ†αφˆβφˆγ ≈ 〈φˆ†αφˆβ〉 φˆγ + 〈φˆ†αφˆγ〉 φˆβ + 〈φˆβφˆγ〉 φˆ†α,
φˆ†αφˆβ ≈ 〈φˆ†αφˆβ〉,
φˆαφˆβ ≈ 〈φˆαφˆβ〉,
φˆ†αφˆ
†
β ≈ 〈φˆ†αφˆ†β〉.
The resulting HFB equations have been used to study the relation between magnetic
ordering and Bose-Einstein condensation in spin-1 Bose gases [126].
2.3.1 Hartree-Fock-Popov approximation
The HFB theory can be further simplified by neglecting all terms of the form 〈φˆαφˆβ〉,
〈φˆ†αφˆ†β〉, which generalises the Popov approximation [124, 127, 128] for the spinor
condensates [125]. In the equation of motion for φˆα, all off-diagonal terms such as
〈φˆ†αφˆβ〉, α 6= β, as well as all terms proportional to φˆ†β are neglected resulting in a
set of equations
i~ ∂t φˆ+ = L φˆ+ + c0(n+ n+)φˆ+ + c2(2n+ + n0 − n−)φˆ+, (2.25a)
i~ ∂t φˆ0 = L φˆ0 + c0(n+ n0)φˆ0 + c2(n+ + n−)φˆ0, (2.25b)
i~ ∂t φˆ− = L φˆ− + c0(n+ n−)φˆ− + c2(2n− + n0 − n+)φˆ−, (2.25c)
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where nα = 〈nˆα〉 = |ψα|2 + 〈φˆ†αφˆα〉 and n = 〈nˆ〉 = n+ + n0 + n−. Equations (2.25)
are the HFP equations for the spin-1 case [125].
Further progress can be made using the semiclassical approximation in which
−i~∇ → ~k. Using an ansatz φˆα(r, t) = exp[−iεα(k, r)t/~]φα(r) which together
with Eq. (2.25) yields the single particle spectrum
ε+(k, r) =
~
2k2
2m
+ Vtr(r)− µ+ c0(n+ n+) + c2(2n+ + n0 − n−), (2.26a)
ε0(k, r) =
~
2k2
2m
+ Vtr(r)− µ+ c0(n+ n0) + c2(n+ + n−), (2.26b)
ε−(k, r) =
~
2k2
2m
+ Vtr(r)− µ+ c0(n+ n−) + c2(2n− + n0 − n+). (2.26c)
The occupation numbers nTα = 〈φˆ†αφˆα〉 for the thermal (non-condensed) atoms can
be computed using the Bose-Einstein distribution
nTα(r) =
∫
dk
(2π)3
1
eεα(k,r)/kBT − 1 . (2.27)
Equations (2.17), (2.26) and (2.27) form a closed set of equations that can be solved
self-consistently to obtain the number of the thermal atoms4.
In the single-component systems, the Popov approximation is expected to be
reasonable at temperatures below the temperature TBEC, excluding the critical region
near TBEC [124,128,130,131]. The temperature TBEC corresponds to the onset of BEC.
Furthermore, the semiclassical approximation is valid when ~ωa ≪ kBT , where ωa,
a = x, y, z, are the trap frequencies. The semiclassical HFP approximation has been
found to agree with the experimental data reasonably well [132] and it is considered
as a reasonable tool to investigate the thermodynamical properties of dilute trapped
gases [133]. The semiclassical HFP approximation has also been used to investigate
the finite temperature properties of spin-1 gases, yielding an agreement with the
more rigorous HFB calculation [125,126].
The semiclassical HFP method becomes unreliable in the critical region where
strong fluctuations render the mean-field approximation invalid. In the next section,
we discuss a method to cure this problem by assuming that the strongly fluctuat-
ing modes are restricted to the low-energy part of the spectrum which is treated
non-perturbatively while the high-energy modes are taken into account using the
semiclassical HFP scheme. This approach introduces a low-energy cutoff to the
semiclassical integral in Eq. (2.27).
4The semiclassical approximation becomes actually inconsistent for the low-energy part of the
spectrum and more accurate results are obtained if the integral in Eq. (2.27) has a low-energy
cutoff [129] and the low-energy modes are treated using, e.g., the HFB theory.
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3 Finite-temperature phase transitions – beyond the
mean-field approximation
The ferromagnet–paramagnet transition and the superfluid–normal fluid transition
are examples of phase transitions that are driven by thermal fluctuations. A com-
mon feature of these phase transitions is that the mean-field theories become un-
reliable below the upper critical dimension because the fluctuations neglected by
the mean-field approach become important near the critical temperature. The crit-
ical dimension is typically four [105,134], rendering the systems of practical interest
outside the applicability of mean-field approaches.
Phase transitions take place in the thermodynamical limit at which both the
volume and the number of particles tend to infinity while the density of the system
remains constant [134]. In the trapped atomic gases, two complications arise. The
number of atoms is far from the thermodynamical limit which changes the phase
transitions to smooth crossovers. Furthermore, the external potential renders the
density of the system inhomogeneous, which allows a co-existence of different phases
in the trap. Unlike in the most solid state systems, these finite-size effects are
not artefacts of the theoretical approaches and they give rise to new phenomena
that are interesting in their own right. Despite the complications imposed by the
inhomogeneity and the mesoscopic character of the system, recent experiments have
succeeded in probing the critical properties of trapped Bose gases [135].
To interpret the experimental results near the critical regime, a theoretical for-
malism capable of taking into account the characteristics of the experimental systems
is needed. While the traditional methods of many-body physics are more suited
for uniform systems, there is a family of methods referred to as the c-field tech-
niques [136] that take into account the various aspects of the external confinement.
In this section, we generalise one of these methods, the projected Gross-Pitaevskii
equation (PGPE), to the case of spin-1 bosons. The spin-1 version of the PGPE
has been used in Publication IX to investigate finite-temperature phase transitions
in antiferromagnetic spin-1 Bose gases.
3.1 Classical field methods and the projected Gross-Pitaevskii equation
The essential idea in the classical field (c-field) methods is the separation of the
system into two regions: the c-field region which contains the degenerate modes
with large occupation numbers and the incoherent region in which the sparsely
occupied thermal modes reside [136]. In the approach based on the projected Gross-
Pitaevskii equation, the low-energy c-field modes are described with classical fields
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and they form a microcanonical system where the coupling to the incoherent modes
is neglected. The c-field region and the incoherent region are assumed to be in a
thermal and diffusive equilibrium such that once the temperature and the chemical
potential of the c-field region are know, they can be used to calculate the properties
of the incoherent region using, e.g., the HFP approximation discussed in the previous
section. The essential features of the PGPE approach are summarised in Fig. 3.1
(see also [136]).
Figure 3.1: Illustration of the different energy scales in the PGPE approach. The
modes below εcut form the c-field region. The incoherent modes between εcut and
εmax have small occupation and are taken into account using the HFP approxima-
tion. States above εmax are in principle eliminated due to the use of the s-wave
approximation for the two-particle scattering processes. The c-field region and the
incoherent region are assumed to be in a thermal and diffusive equilibrium. The
time evolution of the system is restricted to the c-field region by introducing an
explicit projection operator to the equation of motion.
The PGPE approach can be motivated by the following observations. Let us
assume that the system is confined into a harmonic potential in the absence of
external magnetic fields. We expand the field operators Φˆα in terms of the eigenstates
of the single particle operator hˆ0 = − ~
2
2m∇2 + Vtr such that
Φˆα(r) =
∑
n∈C
cˆα,nϕn(r) +
∑
n∈I
aˆα,nϕn(r) ≈
∑
n∈C
cα,nϕn(r) +
∑
n∈I
aˆα,nϕn(r), (3.1)
where we have replaced the cˆα,n operators in the C region with complex numbers
(c-numbers) cα,n in the spirit of the Bogoliubov substitution (2.8) used to describe
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the highly occupied condensate mode at T = 0. The c-field region is defined as
C = {n | εn ≤ εcut} and the incoherent region correspondingly I = {n | εn > εcut}.
The energies εn are the eigenenergies of hˆ0.
The c-number substitution [101] in single-component systems at T = 0 can be
verified rigorously in the thermodynamical limit in the sense that it yields the correct
values for the thermodynamical quantities. Moreover, the same proof extends to
finite temperatures such that several other modes in addition to the lowest energy
mode can be be treated as c-numbers [137,138]. This approximation is valid provided
that the number of particles is much larger than the number of modes for which the
c-number substitution is applied [137,138]. This is similar to the condition that the
occupation number of the c-field modes has to be large in the PGPE approach [136].
At the moment, there are no rigorous results to evaluate how large this occupation
should be. In practice, the occupation of the c-field modes should be larger than
ncut where ncut is from the range 1 to 10 [136]. The PGPE calculations model
closely the experimental systems which typically are not in the thermodynamical
limit, and therefore the rigorous results [137, 138] are not directly applicable to the
PGPE approach.
In single-component systems, PGPE methods have been used to calculate the
shift in the critical temperature of the condensation due to interactions [139, 140].
The PGPE results yield a good agreement with other numerical methods such as
quantum Monte Carlo calculations, HFB, and HFP approximations as well as with
experiments [136, 139, 140]. More recently, the c-field methods have been used to
analyse the BKT transition in quasi-two-dimensional geometries [141–143] and a
qualitative agreement with the c-field calculations and the experiments have been
found [143,144].
The heart of the PGPE method is a projection operator PC that restricts the
time-evolution of the system to the low-energy region of the c-field modes in order
to faithfully represent the dynamics of the relevant modes [136]. Using the basis
defining the low-energy modes, the projection operator becomes
PC [f(r)] =
∑
n∈C
ϕn(r)
∫
dr′ ϕ∗n(r
′)f(r′), (3.2)
where f is any function or operator. In the PGPE, the Hamiltonian (2.10) is re-
stricted to the c-field region where
ψ
C ,α(r) =
∑
n∈C
cα,nϕn(r). (3.3)
The Poisson bracket for functionals F and G defined in the space of the c fields is
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given by
{F,G} =
∫
dr
[
δF
δψ
C ,α(r)
δG
δψ∗
C ,α(r)
− δG
δψ
C ,α(r)
δF
δψ∗
C ,α(r)
]
, (3.4)
where the functional derivatives are [136]
δ
δψ
C ,α(r)
=
∑
n∈C
ϕ∗n(r)
∂
∂cα,n
and
δ
δψ∗
C ,α(r)
=
∑
n∈C
ϕn(r)
∂
∂c∗α,n
. (3.5)
The equation of motion for the c field is the Heisenberg equation of motion where
the commutator is replaced by the Poisson bracket (3.4)
i~ ∂t ψC ,α = {ψC ,α,HC},
where HC is the Hamiltonian (2.10) restricted to the c-field region. This yields the
projected Gross-Pitaevskii equation
i~ ∂t~ΨC = hˆ0~ΨC + PC
{
c0|~ΨC |2~ΨC + c2(~Ψ†CF ~ΨC ) ·F ~ΨC
}
. (3.6)
An optical potential of the form Vtr(r) =
m
2 (ω
2
xx
2+ω2yy
2+ω2zz
2) enables an efficient
numerical implementation of the projection operator [136,145].
The basic assumption of statistical mechanics is the equivalence of time averages
and the corresponding equilibrium ensemble averages, which is known as the ergodic
hypothesis [134]. In the context of the PGPE, invoking the ergodic hypothesis
allows one to study the equilibrium properties of the gas by calculating the ensemble
averages as the corresponding time averages. Typically, the calculations start from
a randomised initial state which is allowed to thermalize to the equilibrium before
the time averages are computed. For trapped Bose gases, the relaxation towards
the equilibrium distribution is relatively fast [136]. This allows a computation of
quantities such as the one-body density matrix (2.3) and gives rise to a dynamical
calculation of the temperature and the chemical potential, which is discussed in the
next section.
3.2 Thermodynamical quantities in the PGPE
The PGPE arises as an equation of motion for the Hamiltonian system determined
by (2.10). This formulation provides a convenient method for calculating the tem-
perature and the chemical potential using general results for the Hamiltonian sys-
tems [146,147]. For single-component Bose gases, the Hamiltonian formulation pro-
vides an accurate method for determining the thermodynamical quantities [139,148]
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and it has become a standard method for computing the temperature and the chemi-
cal potential in the PGPE calculations [136]. Using Eq. (3.3), canonically conjugated
coordinates for the Hamiltonian system (2.10) can be defined as (cf. [139,148])
Qα,n =
1√
2εn
(c∗α,n + cα,n) and Pα,n = i
√
εn
2
(c∗α,n − cα,n). (3.7)
The canonical coordinates are collectively denoted by Γ = {Qα,n, Pα,n}.
A general theorem [146] states that the temperature can be calculated as
1
kBT
≡
(
∂S
∂E
)
N
= 〈D ·XT (Γ)〉, (3.8)
where the first identity is the standard definition of the temperature of a micro-
canonical system. The operator D = {en∂Γn} is determined by the real coefficients
{en} that can be chosen freely [148]. The vector field XT is arbitrary as long as it
satisfies the conditions
DHC · XT = 1 and DNC · XT = 0, (3.9)
whereNC =
∫
dr |~Ψ
C
|2 is the number of c-field atoms. The vector fieldXT satisfying
the above constraints can shown to be [139,148]
XT =
DHC − λNDNC
|DHC |2 − λN (DNC · DHC )
, (3.10)
with λN = (DNC · DHC )/|DNC |2. Computationally straightforward choices of the
vector operatorD are DP = {0, ∂Pn} and DQ = {∂Qn , 0} [148]. Since the temperature
should be independent of the choice of the derivative D, the two different choices
serve also as a check for the numerical implementation. The average in Eq.(3.8) can
be computed as a time-average.
The present formulation applies when the only conserving quantity is the parti-
cle number NC . In a cylindrically symmetric situation, also the angular momentum
is conserved. Transforming to the coordinate system with a zero total angular mo-
mentum, this problem can be circumvented [147, 148]. In the spinor Bose gases,
the conservation of the total magnetisation needs to be taken into account, but
in the antiferromagnetic case where the magnetisation is zero, the conservation of
the magnetisation can be neglected in the light of the previous argument. Using
the definition µ/kBT = −(∂S/∂N)E , the chemical potential can be computed by
interchanging HC and NC .
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4 Superfluidity and topological defects in spinor Bose
gases
In spinor Bose gases, superfluidity and magnetic ordering are intertwined giving
rise to multitudes of different topological defects. In order to understand the su-
perfluidity, we first consider the possible topological defects that are manifested in
the different phases of spinor Bose gases. An important differences to the single-
component superfluids is that the superfluid circulation needs not to be quantised
and the vorticity satisfies a condition relating the magnetic ordering to the superflu-
idity. This has a profound impact on the quantities such as the superfluid velocity
which can be finite everywhere, allowing the existence of vortices without a singular
core. Such vortices are referred to as coreless vortices and their properties will be
discussed in detail in Section 5.
4.1 Classification of topological defects
Let us first consider the properties of the mean-field states that can arise in spinor
Bose gases. To classify the possible mean-field states, we consider the spin-dependent
part of the mean-field Hamiltonian (2.10). For the ferromagnetic phase correspond-
ing to c2 < 0, it is energetically favourable to maximise the local spin S =
~Ψ†F ~Ψ.
For c2 > 0, the local spin tends to vanish giving rise to the polar phase. The resulting
mean-field states ~Ψ =
√
̺ ~ζ are of the form [29]
~ζF = e
i(θ−τ)
 e
−iα cos2 β2√
2 sin β2 cos
β
2
eiα sin2 β2
 and ~ζP = eiθ

− 1√
2
e−iα sinβ
cosβ
1√
2
eiα sinβ
 , (4.1)
for the ferromagnetic and the polar phases, respectively. The particle density is
denoted by ̺. The Euler angles parametrising the SO(3) spin rotations U(α, β, τ) =
e−iαFz e−iβFy e−iτFz are given by {α, β, τ} and θ corresponds to the U(1) phase. For
the ferromagnetic phase, the local spin becomes
S = ~ζ †F F~ζF = sinβ cosαeˆx + sinβ sinαeˆy + cosβeˆz, (4.2)
whereas in the polar phase, S vanishes identically.
The mean-field states in Eq. (4.1) can be obtained by operating to a reference
spinor5 intrinsic to a given phase by the SO(3) spin rotations and the U(1) phase
factor. The nontrivial operations on the reference spinors possess a group structure
5The reference spinors are for example ~ζF = (1, 0, 0) and ~ζP = (0, 1, 0).
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corresponding to GF = SO(3) in the ferromagnetic phase and GP = [U(1)× S2]/Z2
in the polar phase [29,90,149,150]. The group G is referred to as the order parameter
space since the mean-field state (order parameter) can be locally identified with an
element of G.
According to the general principles [72,151], the existence of nontrivial topolog-
ical defects is dictated by the topological properties of the order parameter space.
In general, an m-dimensional defect in a d-dimensional space in characterised by the
homotopy group πd−m−1(G) [72]. Zero-dimensional, i.e., point-like defects are called
monopoles, one-dimensional defects are referred to as vortices and two-dimensional
defects are coined as domain walls. This list does not exhaust all possible defects and
there are important cases where the effective dimension of the defect coincides with
the spatial dimension of the underlying space such that the defect still has properties
similar to point-like defects. Such defects are commonly referred to as skyrmions
mainly for historical reasons [105,152]. Another important class of defects is formed
by structures characterised by the Hopf invariant [153, 154]. The homotopy groups
and the relevant defects for spin-1 Bose gases are listed in Table 4.1.
G = [U(1)× S2]/Z2 G = SO(3)
π1(G) Z (vortices [29, 90,149]) Z2 (vortices [29])
π2(G) Z (skyrmions [155], monopoles [73]) 0 (Dirac monopoles [75])
π3(G) Z (Hopf textures [82]) Z (Hopf textures [81])
Table 4.1: List of the possible topological defects relevant to the spin-1 Bose gases.
The polar phase corresponds to G = [U(1) × S2]/Z2 and the ferromagnetic phase
to G = SO(3). In the ferromagnetic case, isolated monopoles are not possible and
there is a vortex (Dirac string) attached to the monopole.
4.1.1 Ferromagnetic phase
In the ferromagnetic phase, the topological defects are associated with the local spin
S and they are analogous to those found in 3He-A which is a fermionic superfluid6.
In particular, the ferromagnetic phase features only one type of nontrivial vortices
referred to as disgyrations in the context of 3He-A [28,156]. The possible configura-
tions of S are depicted in Fig. 4.1 and they correspond to θ = τ = 0 and α = ±ϕ
in Eq. (4.1). The disgyrations are singular defects for which the particle density
vanishes at the centre of the vortex. In spin-1 BECs such defects are energetically
6In the superfluid 3He-A, the quantity corresponding to the local spin S is the angular momentum
vector ~ℓ associated with the Cooper pairs.
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unfavourable compared to defects which have the disgyration structure of Fig. 4.1
outside of the core but exhibit a vanishing spin and a finite particle density at the
vortex core. These vortices are referred to as the polar-core vortices [157] and they
present an interesting example of the co-existence of competing magnetic phases in
spinor condensates. The properties of the polar-core vortices in spinor BECs have
been considered in Refs. [110,111,157–160] as well as in Publication IV in which the
quasiparticle spectrum in the presence of an external magnetic field was calculated.
We discuss the results of Publication IV in more detail in Section 5.5.
Figure 4.1: Different disgyration textures that can take place in the ferromag-
netic phase. The illustrated configurations correspond to the local spin S which
for simplicity is restricted to 2D plane. The disgyration has a singular core with
vanishing particle density. In spinor BECs, it is energetically more favourable to
form vortices with a soft core where the local spin S vanishes. The textures in (a)
and (c) are equivalent in the sense that they can be converted to each other by local
spin rotation, see Ref. [151] and Publication VI. On the other hand, the texture in
(b) is distinct from (a) and (c) since it has an opposite winding number in the 2D
plane [151].
Continuing the analogy to the superfluid 3He-A, there are also vortex configu-
rations that can be continuously changed into a uniform texture. Such vortices are
referred to as continuous vortices [88, 89] or coreless vortices [58, 161] and they cor-
respond to θ− τ = ±α and α = ±ϕ in Eq. (4.1). Some of the possible textures are
presented in Fig. 4.2. Equations (4.1) and (4.2) imply that the behaviour of β(r) at
the boundary of the condensate (|r⊥| = R) determines the type of the spin texture.
The textures in Fig. 4.2 (a) and (c) correspond to the Mermin-Ho (MH) and the
Anderson-Toulouse (AT) vortices, respectively. The MH vortex has β(R) = π/2 and
the AT vortex yields β(R) = π. They were originally introduced in the context of
3He-A [63,162].
In the 3He experiments, the boundary of the vessel in which the liquid is enclosed
sets a natural boundary condition that favours the MH vortex [87]. In gaseous spin-1
BECs, there are no rigid boundaries and in principle, the spin texture can take any
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form between a uniform texture and the AT texture in Fig. 4.2 (c) (see Fig. 4.2). The
coreless vortices in spin-1 BECs are energetically unstable in the absence of external
rotation or magnetic fields and they can also exhibit dynamical instabilities. The
energetic and dynamical instabilities associated with coreless vortices were investi-
gated in Publications I and IV and the results are reviewed in Sections 5.1 and 5.5.
In the presence of external rotation, one can select either the MH or the AT vortex
by changing the magnetisation of the condensate [111,157,159]. An interesting fea-
ture of spinor Bose gases is the generation of superfluid flow by the application of
an external magnetic field [160]. This can be shown to stabilise the coreless vortices
and it also plays an important role in the generation of vortices carrying multiple
quanta of angular momentum. These aspects are considered in Publications II, III,
IV, V, and Section 5.
Figure 4.2: Possible configurations of coreless vortices. The figure illustrates the
condensate spin S such that the spin texture extends only to the boundary of the
condensate (|r⊥| = R). The Mermin-Ho (MH) vortex is shown in (a) and the
Anderson-Toulouse (AT) vortex in (c). In trapped gases, S can in principle take
any value at the boundary of the condensate and the texture in (b) is one of the other
possible textures that interpolate between the MH and the AT vortices. The textures
are symmetric with respect to rotations about the core of the vortex denoted by the
dashed line. At the core of the defect, the spin S is continuous and the particle
density ̺ is non-vanishing.
Coreless vortices do not have quantised circulation in the same sense as singular
vortices in the single-component condensates. However, when the system is effec-
tively two-dimensional and the direction of S is asymptotically fixed by a strong
enough magnetic field or due to the existence of a periodic vortex lattice in rotated
condensates, the spin texture gives rise to a mapping sˆ : S2 7→ S2 where sˆ = S/|S|.
The coreless vortex can be characterised by a number that indicates how many times
the spin texture covers the unit sphere. Formally, this is expressed as a topological
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charge [88]
Q2D =
1
4π
∫
dxdy εabc sˆa ∂xsˆb ∂ysˆc, (4.3)
where the Levi-Civita symbol is denoted by εabc and the integral is taken over the
x-y plane. The existence of a nontrivial topological charge does not contradict the
previous result (see Table 4.1) of the ferromagnetic order parameter space having a
trivial second homotopy group since external fields or rotation are required to fix S
asymptotically. The coreless vortices characterised by the topological charge (4.3)
are an example of skyrmions which have been widely studied in the context of
dense nuclear matter [163], quantum-Hall ferromagnets [164, 165], and frustrated
magnets [166,167].
Due to the trivial second homotopy group, there are no isolated monopoles
in the ferromagnetic phase. This does not completely exclude the existence of
monopoles and, in fact, they can take place as the endpoints of vortex lines. Orig-
inally several variations of this idea were introduced in the studies of superfluid
3He [64, 65, 88, 89, 168], and the same concept was subsequently discovered in the
context of spinor BECs [75]. The monopole defects in the ferromagnetic phase
have the interesting feature that the associated vorticity is analogous to the mag-
netic field of a magnetic monopole [75]. Furthermore, the vortex filament extending
outwards from the monopole is a physical realisation of the Dirac string that is es-
sential in the construction of magnetic point charges in terms of the conventional
electromagnetism [169,170]. Since magnetic monopoles have never been observed in
real electromagnetic fields, there has been interest in realising analogs of magnetic
monopoles in condensed matter systems [171–175]. In Publication VI, a method to
create Dirac monopoles in spinor BECs was introduced and it is discussed in detail
in Section 6.2.
Some of the possible monopole configurations are illustrated in Fig. 4.3 and they
can be characterised by the charge
Q3D =
1
8π
∫
Σ
d2σi εijkεabc sˆa ∂j sˆb ∂ksˆc, (4.4)
where the integral is taken over a surface Σ enclosing the defect. Unlike Q2D, the
charge Q3D is not a topological invariant in the case of the Dirac monopole since
sˆ is not well-defined along the Dirac string [75]. The charge of the texture has an
interesting connection to the superfluid flow and it will be elaborated in Section 4.2.
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Figure 4.3: Schematic illustrations of the condensate spin S corresponding to
the possible Dirac monopoles. Both configurations are characterised by the charge
Q3D = 1 and they give rise to identical superfluid flows. A monopole with Q3D = −1
is obtained by inverting the arrows. Only the defect in panel (b) can be created using
the methods of Publication VI. The Dirac string is located at the negative z axis
and denoted by the zigzag line. The configurations are symmetric with respect to
rotations about the z axis.
The ferromagnetic phase can also feature defects that are characterised by the
third homotopy group π3. The spin texture of these defects takes a uniform asymp-
totic form as |r| → ∞ but has otherwise a non-trivial structure. According to
Table 4.1, a plethora of such configurations is allowed in the ferromagnetic phase.
Analogous configurations are expected to exist also in 3He-A [176] and they are
referred to as the Shankar monopoles even though they are non-singular configura-
tions [72, 176]. The simplest structures have been theoretically constructed in the
case of spin-1 BECs some years a ago [177], but to date an experimental realisation
of these states is still lacking.
4.1.2 Polar phase
The polar phase of spin-1 Bose gases has an equally rich variety of possible topologi-
cal defects including vortices [29], skyrmions [155], monopoles [73] and textures char-
acterised by the Hopf invariant [82]. We consider here only vortices and skyrmions
since they are the relevant defects for our discussion of the BKT transition in spin-1
Bose gases in Section 7. Similarly to the ferromagnetic phase with polar-core vor-
tices, the polar phase has vortices where the core region is ferromagnetic. These
vortices are an interesting example of fractionalised vortices where the superfluid
flow carries only a half of the angular momentum quantum. This half-quantum
vortex (HQV) consists of a phase defect bound to a spin defect [83, 86, 90, 178] and
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its detailed structure will be discussed later in this section. Due to the existence of
vortices with ferromagnetic cores, we will from now on refer to the Bose gases with
c2 > 0 as antiferromagnetic and use the term polar to refer to the phase where the
local spin vanishes identically.
The Hamiltonian in Eq. (2.10) is written in the basis consisting of the Zeeman
substates |1, β〉, β = +, 0,− and it is thus important to note that the explicit
expressions in Eq. (4.1) are specific to this particular basis. Although this basis has
the advantage that the different components can be readily accessed using the Stern-
Gerlach separation with external magnetic fields [58], the properties of the system
are sometimes more transparent in the basis where the order parameter transforms
as a Cartesian vector under the spin rotations [28,96]. The change of basis is given
by [66,96]
ψx =
1√
2
(ψ+ − ψ−), (4.5a)
ψy =
i√
2
(ψ+ + ψ−), (4.5b)
ψz = ψ0, (4.5c)
and we use the Greek indices α, β, ... to refer to the Zeeman basis and the Roman
indices a, b, ... to indicate the Cartesian basis given by Eq. (4.5). It is important
to ensure that the physical predictions are independent of the choice of the basis
and, for example, one observes that the number of the condensate atoms given by
Eq. (2.4) is indeed the same in all bases.
Although the local spin vanishes identically in the polar phase, there is still
magnetic ordering which can be probed using the magnetic quadrupole moment Qab
which in the Cartesian basis is defined as [66]
Qab =
ψ∗aψb + ψ
∗
bψa
2|~Ψ|2 . (4.6)
There are also several other definitions in the context of cold atoms [179–181], de-
pending on which type of fluctuations are included. The common feature of the
different definitions is that in the absence of ferromagnetic order, Qab is charac-
terised by only a single real unit vector nˆ corresponding to the largest eigenvalue
of Qab. Such ordering was first investigated in the context of liquid crystals and it
is dubbed as nematic ordering [182–184]. The same concept arises also in certain
frustrated magnets [185, 186] where it describes the staggered magnetisation of the
antiferromagnetic state. In this Thesis, we refer to nˆ as the local magnetic axis [90]
and use the term nematic order to indicate the order characterised by Qab.
– 26 –
Using the Cartesian basis, the order parameter in the polar phase can be written
as [66]
~Ψ =
√
̺eiθnˆ. (4.7)
This gives rise to a local Z2 gauge invariance corresponding to (θ, nˆ)→ (θ+π,−nˆ).
This gauge invariance was originally omitted [29] and the correct order parameter
space was discovered somewhat later [90,149,150,187]. The Z2 gauge invariance has
profound consequences to the properties of possible topological defects. Topological
defects can take place in the texture determined by the local magnetic axis nˆ and
most of them are equivalent to those associated with the local spin S. Unlike the
ferromagnetic phase, the polar phase can feature skyrmions and isolated monopoles
but due to the Z2 gauge invariance, textures characterised by a topological charge
Q0 are homotopically equivalent to those with the charge −Q0 [187]. For this reason,
the local magnetic axis is typically depicted as a headless vector [66].
In general, the magnetic quadrupole moment Qab has three distinct nonzero
eigenvalues and the local magnetic axis is identified as the eigenvector correspond-
ing to the largest eigenvalue [66]. This, in particular, preserves the local Z2 gauge
invariance. Apart from defects that are solely associated with the spin sector, anti-
ferromagnetic condensates can exhibit composite vortices where a U(1) phase vortex
and a spin vortex occur simultaneously. An important example is the half-quantum
vortex [83, 86, 90, 178] which in the two-dimensional geometry has an asymptotic
expression [178]
lim
|r|→∞
θ(r) = ϕ/2 and lim
|r|→∞
nˆ(r) = (cosϕ/2,± sinϕ/2, 0), (4.8)
where ϕ is the azimuthal angle of the cylindrical coordinates. At the core of the
defect, the decomposition (4.7) does not hold and the core becomes ferromag-
netic [66, 178]. In general, nˆ is not restricted to a plane and two-dimensional
(2D) systems can also feature skyrmions. The possible HQV textures are illus-
trated in Fig. 4.4 and in the literature they are sometimes referred to as π disclina-
tions [66,184].
The half-quantum vortices also play an important role in the BKT transition of
the antiferromagnetic spin-1 Bose gases [90]. In Publication IX, the BKT transition
in trapped quasi-2D gases was considered and we summarise the results in Section 7.
In addition to HQVs, skyrmions also have an important role in the BKT transition.
The gauge invariance dictates the equivalence between skyrmions with Q2D and
−Q2D [187] where in Eq. (4.3) the unit spin sˆ is replaced by the local magnetic axis
nˆ. The HQVs can be characterised using the polarisation of the vortex core [178].
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Figure 4.4: The basic types of half-quantum vortices. The local magnetic axis nˆ
is here restricted to a plane for simplicity. Due to the local Z2 gauge invariance, nˆ
and −nˆ are equivalent and vectors nˆ are drawn without the arrowhead.
4.2 Superfluid velocity and vorticity
The difference between the ferromagnetic and the polar phase becomes evident in the
superfluid velocity associated with the topological defects discussed in Section 4.1.
In general, the superfluid velocity can be defined as [29,75,188]
vs = − i~
m
~ζ †∇~ζ, (4.9)
and the associated vorticity, describing the motion of the system associated with a
rigid-body rotation [189], is given by
Ωs = ∇× vs. (4.10)
In the polar phase, Ωs = 0 corresponding to an irrotational flow [190] whereas in the
ferromagnetic phase7, the superfluid velocity satisfies the Mermin-Ho relation [63,
188,191]
Ωs =
~
2m
εabc sˆa∇sˆb ×∇sˆc. (4.11)
This is tantamount to the existence of the coreless vortices with a non-divergent
superfluid velocity at the vortex core. An important consequence of the Mermin-Ho
relation is that spatially varying ferromagnetic order can give rise to a component
rotating like a rigid body. Although the polar phase features in principle only sin-
gular vortices similar to the single-component superfluids, the half-quantum vortex
discussed in the previous section is an example of a non-singular vortex with a finite
particle density at the core. Thus the HQV can also be regarded as a coreless vortex.
In the single-component Bose systems, the circulation Γ associated with a given
vortex is always quantised in the units of h/m [30,112]. For spinor condensates, the
7In both cases, the contribution arising from the cores of the possible singular vortices is left
out.
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circulation can be defined in an analogous way such that
Γ =
∮
γ
dℓ · vs, (4.12)
where vs is the superfluid velocity given by Eq. (4.9) and γ is a path encircling
the vortex core. For spinor condensates, however, the circulation is not typically
quantised but it is possible to write the total circulation Γ as a sum of the circulation
ΓU(1) that stems from the U(1) phase and the circulation ΓS associated with the
spin sector of the order parameter. The HQV with the asymptotic expression (4.8)
and the decomposition (4.7) yields Γ = ΓU(1) = h/2m.
In the ferromagnetic phase, the Mermin-Ho relation gives an interesting connec-
tion between the vorticity and the topological charges Q2D and Q3D in Eqs. (4.3)
and (4.4). In the two-dimensional case, the vorticity is perpendicular to the 2D
plane and it is effectively a scalar function (Ωs = Ωs eˆz). Integrating the scalar
vorticity Ωs over the 2D plane, one obtains the total vorticity that is equal
h
mQ2D.
In the 3D case, the total flux of Ωs through a surface Σ enclosing the defect equals
to 2 hmQ3D. Hence, also other topological defects in addition to the usual singular
vortices can carry quantised vorticity in spinor Bose gases.
In the presence of external magnetic fields, the condensate spin tends to align
(or anti-align) with the external field and instead of using the basis consisting of
the Zeeman substates, it is more convenient to use an adiabatic basis corresponding
to the local eigenstates of the linear Zeeman operator gFµBF ·B(r). In this basis,
assuming that the external magnetic field completely determines the spin sector
of the order parameter (adiabatic limit), the equation of motion for the condensate
reduces to an equation of motion of charged particles in an electromagnetic field. The
vector potential of the electromagnetic field corresponds to the superfluid velocity
of the condensate [188].
In the adiabatic limit, spinor condensates form an ideal platform to study certain
exotic objects that have not been observed in the usual electromagnetism. The Dirac
monopole discussed earlier is a particularly interesting example and the superfluid
velocity corresponding to the textures in Fig. 4.3 (a) and (b) takes the form
vs = −
~
m
1 + cosϑ
r sinϑ
eˆϕ, (4.13)
where (r, ϑ, ϕ) denote the spherical coordinates8. The fact that both textures yield
the same superfluid velocity is evident from the general expression of the superfluid
8There are different conventions to designate the spherical coordinates. We use here the standard
notation (ISO 31-11) where r denotes the radial distance, ϑ the inclination with respect to the
positive z axis, and ϕ is the azimuthal angle in the x-y plane.
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velocity for the ferromagnetic phase [29]. The superfluid velocity (4.13) is equivalent
to the vector potential of a Dirac monopole [75, 169] with a Dirac string at the
negative z axis. The corresponding vorticity is given by
Ωs =
~
m
1
r2
eˆr, (4.14)
and it is equivalent to the magnetic field of a magnetic point charge. In Eq. (4.14),
the contribution that stems from the Dirac string is omitted. In Publication VI, we
showed that the texture in Fig. 4.3 (b) can be imprinted to a condensate, enabling a
robust creation of the Dirac monopole. This topic is discussed in detail in Section 6.2.
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5 Topological vortex creation and coreless vortices
Nucleation of quantised vortices in a response to external rotation is one of the
hallmarks of superfluidity9. In the superfluid Helium, vortices have been created
simply by rotating the container where the liquid is placed [192]. For trapped atomic
gases, the situation is more complicated since the system does not have a clear
boundary. Nevertheless, the same ideology has been utilised in experiments with
atomic gases where quantised vortices have been produced by stirring the condensate
with a laser beam [54] or rotating the condensate with an asymmetric trapping
potential [193].
Atomic gases also offer more sophisticated routes to produce vortices. For ex-
ample, coherent transitions between two hyperfine spin states have been put to use
to generate vortices [52,53], and recently a coherent transfer of the angular momen-
tum of photons to the condensate has been demonstrated [194]. The spin degree of
freedom offers another elegant way of generating vortices by utilising a coupling of
the condensate spin to a spatially dependent external magnetic field [67, 68]. This
method is referred to as topological vortex creation since it can be interpreted in
terms of geometric phases. It provides a robust method that is insensitive to the
details of the external fields. The topological vortex creation was reviewed in Pub-
lication II and in this section, we present the aspects that are most relevant for this
Thesis. We also discuss the different applications and extensions of this method fol-
lowing Publications III, IV, and V. We start by discussing the properties of coreless
vortices in the absence of external fields.
5.1 Properties of coreless vortices in spinor condensates
Coreless vortices in the absence of external fields or rotation exhibit energetic insta-
bilities in the sense that the quasiparticle spectrum has modes with negative energy.
Let us consider a cylindrically symmetric coreless vortices of the form [195]
ψα(r, ϕ, z) = ψα(r, z) exp[i(γα + καϕ)]. (5.1)
The winding numbers in the different hyperfine spin states are denoted by 〈κ1, κ0, κ−1〉
and the stationary configurations satisfy the condition 2κ0 = κ1 + κ−1 [195]. We
consider a vortex of the form 〈0, 1, 2〉 which in the ferromagnetic phase gives rise to
the vortices depicted in Fig. 4.2. The combination 〈−1, 0, 1〉 in the ferromagnetic
9On the other hand, activation of vortices due to thermal fluctuations indicates the loss of super-
fluidity and only at sufficiently low temperatures the appearance of vortices indicates conclusively
superfluidity.
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phase corresponds to the polar core vortex and it will be discussed in Section 5.5.
In the absence of external magnetic fields, all combinations obtained through the
transformations κα → −κα and κα → κ−α are equivalent in the sense that they
have the same stability properties. Furthermore, all other combinations yield sin-
gular vortices or coreless vortices that are multiples of the two basic configurations.
Singular vortices cannot usually be stabilised using external magnetic fields.
The population of the sublevels α = ±1 can be controlled using an external bias
field B = Beˆz, giving rise to the relative magnetisation
M =
1
N
∫
dr
[|ψ+|2 − |ψ−|2], (5.2)
where N is the total particle number. Since M is freely adjustable, the 〈0, 1, 2〉
vortex interpolates between two extreme cases corresponding to a single-component
condensate without a vortex (M = 1) and a single-component condensate with a
two-quantum vortex (M = −1). Since vortices with a winding number |κ| > 1
are usually unstable in the single-component systems [59, 116, 117, 196–198], one
expects that the 〈0, 1, 2〉 vortex also becomes dynamically unstable as M decreases.
The instabilities of coreless vortices have been investigated in Publication I for both
ferromagnetic and antiferromagnetic interactions and in this section we summarise
these findings.
An important property regarding the quasiparticle excitations is the appearance
of the complex eigenmodes as pairs (~ωq, wq) and (~ω
∗
q , w¯q) where w¯q is obtained
by a unitary transformation from w∗q . Due to the symmetries of the Bogoliubov
equation in Eq. (2.21), there are also excitations corresponding to (−~ω∗q , τ1w∗q) and
(−~ωq, τ1w¯∗q). This enables the decay of a dynamically unstable state in the absence
of dissipation since exciting both (~ωq, wq) and (−~ω∗q , τ1w∗q) modes conserves the
energy and the angular momentum. Let us assume that the system is rotated exter-
nally about the z axis with angular velocity Ω small enough such that vortex lattices
do not form and the ansatz of Eq. (5.1) remains valid. In the GP equation (2.17),
the rotation term −Ω · (−i~r×∇) for the coreless 〈0, 1, 2〉 vortex can be absorbed in
the chemical potential and external magnetic field. In the BG equation, the quasi-
particle energies change as ~ωq → ~ωq − ~Ωκq where κq is the angular momentum
quantum number. Without losing any generality, we may therefore take Ω = 0 in
the presence of conserved magnetisation.
The existence of dynamical instabilities was investigated using the Bogoliubov
equation (2.20) for a fixed magnetisation ranging from −1 to 1 such that the
GP equation was solved using the ansatz (5.1) and assuming a uniform system
system in the z direction. The excitations are labelled by α = 0,±1 indicating that
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the component α has the largest amplitude in the particular excitation. In the limit
M = −1, modes α = 1, 0,−1 can be characterised as longitudinal spin fluctuations,
transverse spin fluctuations, and density fluctuations. In the general case, such sim-
ple classification is not possible. Two different types of dynamical instabilities were
found: (I) a dynamical instability leading to splitting of the two-quantum vortex in
the α = −1 component, and (II) a dynamical instability leading to “phase separa-
tion” in which the condensate tends to break into separate domains containing only
α = 0 component or both of the α = ±1 components. Type I instabilities occurred
for κq = ±2 and type II instabilities for κq = ±1.
Figure 5.1: Existence of dynamical instabilities as a function of the relative mag-
netisation M . The dimensionless coupling constant c˜2 is −0.001 (a), −0.01 (b),
0.001 (c), and 0.01 (d). The type I instability is denoted by the dashed line and the
type II instability by the solid line.
The existence of the dynamical instabilities was investigated for different values
of the dimensionless interaction strength c˜2 = c2/(~ω⊥d
3), where ω⊥ is the trap-
ping frequency perpendicular to the z axis and d =
√
~/mω⊥ is the corresponding
harmonic oscillator length. The value of c˜2 can be tuned, for example, by changing
the trapping frequency ω⊥. The type I instability appears for both ferromagnetic
and antiferromagnetic interactions and it is consistent with the dynamical instability
of the two-quantum vortex in the single-component condensates [116,117,196–198].
The existence of this mode nearM = −1 is clear since the population of the α = −1
component is large and the system resembles a single-component condensate. The
existence of the type I instability for a wider range of magnetisation in the antifer-
romagnetic case is due to the energetically unfavourable spin polarised core of the
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vortex. This gives rise to core localised modes that are responsible for the third
peak in Fig. 5.1 (c) and (d).
The type II instability is intrinsic to antiferromagnetic interactions and it takes
place for positive values of the magnetisation. This mode carries an angular mo-
mentum quantum number κq = ±1 and therefore it does not initiate the splitting
of the two-quantum vortex in α = −1 component. This mode reflects the intrinsic
instability of the spin texture related to the coreless vortex in the presence of an-
tiferromagnetic interactions and it tends to break the texture without affecting the
two-quantum vortex in α = −1 component.
5.2 Phase imprinting in the Ioffe-Pritchard trap
The first dilute Bose-Einstein condensates were confined in magnetic traps such as
the Ioffe-Pritchard (IP) trap [199, 200] which is formed by four Ioffe bars proving
confinement in the x-y plane and two closed current loops generating confinement
in the z direction. For our purposes, it is sufficient to neglect the quadratic terms of
the IP field [201,202] as they are relevant only for the confinement in the z direction.
In this case, the IP field can be written as
B(r, t) = B⊥(r) +Bz(t) = B
′xeˆx −B′yeˆy +Bz(t)eˆz, (5.3)
where B′ in a radial magnetic field gradient generated by the Ioffe bars and Bz(t)
is a homogeneous bias field. The IP field gives rise to a magnetic field equivalent to
the spin texture in Fig. 4.1 (b). The magnetic confinement in spin-F Bose gases is
provided only for the so-called weak-field seeking states (WFSSs) which correspond
to the eigenvalues mFgFµB|B(r)|, mF = 1, ..., F , of the linear Zeeman Hamiltonian
HZ = gFµBB(r) · J , where J is a vector of the dimensionless spin-F operators.
Here we assume that gF > 0.
Let us assume that the bias field Bz(t) is initially strong enough to render
the system spin polarised corresponding to one of the eigenstates of Jz. If the
bias field is reversed adiabatically, the system remains in the instantaneous eigen-
state of HZ. The unit vector corresponding to the external field B is denoted by
bˆ = (sinβ cosα, sinβ sinα, cosβ), where α = −ϕ and β = tan−1(|B⊥|/Bz(t)) for
the IP field. The instantaneous eigenstate of HZ can be written as |Ψ(α, β)〉 =
U†(α, β)|F,mF〉, where U(α, β) = eiβnˆ(α)·J and nˆ(α) = (− sinα, cosα, 0) is a unit
vector orthogonal to bˆ. Physically U† corresponds to a rotation of the local spin
by an angle β with respect to the axis given by nˆ. Since both α and β have spa-
tial dependence, the local spin rotates differently in different spatial locations. If
Bz(0) = −Bz(T )≫ B′R, where R is the spatial extent of the condensate, the local
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spin is effectively rotated by π with respect to nˆ and the final state becomes
|Ψ(α, π)〉 = (−1)F+mFe2imFα|F,−mF〉. (5.4)
Since α = −ϕ, the final state has a phase winding of 2mF, corresponding to a vortex
with 2mF quanta of angular momentum. This scheme was originally proposed in
Refs. [67–69] and subsequently realised in the experiments to create two- and four-
quantum vortices in single-component condensates [57–59,70].
5.3 Geometric phases and topological vortex creation
The phase imprinting in the IP trap can be interpreted geometrically [57, 69] by
studying the motion of individual spins in the phase space. In the spin polarised
initial state, all spins correspond to the north pole of a unit sphere. During the
adiabatic inversion of the bias field, the spins trace different great circles from the
north pole to the south pole, see Fig. 5.2. Identifying a relative phase of a given
spin S2 with respect to a fixed reference spin S1 as the geometric phase associated
with the adiabatic transport of spin S2 along the loop indicated in Fig. 5.2, gives a
relative phase γ = −mFΩ(θ) = −2mFθ [57, 203].
Figure 5.2: (a) Rotation of the spin in the x-y plane. The spins are rotated about
the unit vector nˆ and the vector bˆ⊥ indicates the direction of the quadrupole field
B⊥. The spins discussed in the text are denoted by 1 and 2. (b) In the adiabatic
inversion, the local spins 1 and 2 follow distinct great circles from the north pole to
the south pole acquiring a relative phase that is proportional to the solid angle Ω.
Figure is adapted from Ref. [57].
The main difficulty in creating multi-quantum vortices with the phase imprinting
method is the requirement of atoms with large total hyperfine spin F . Although the
– 35 –
scheme is realisable, e.g., for F = 1, 2, 3, it eventually becomes impractical. Since
the topological phase imprinting process is reversible, inverting the bias field back
to its initial value will take away the 2mF quanta of angular momentum and no net
vorticity is gained. Using the hexapole field
Bh = B
′
hr[cos(2ϕ)eˆx − sin(2ϕ)eˆy] +Bz(t)eˆz (5.5)
instead of the quadrupole field B⊥, the bias field inversion results in the state |Ψ〉 =
(−1)F+mF e−4imFϕ|F,−mF〉. If the hexapole field is replaced by the quadrupole
field and the bias field is inverted back to its initial value, the final state is |Ψ′〉 =
e−2imFϕ|F,mF〉 and the local phase factor indicates the appearance of a 2mF-quantum
vortex. As discussed in Publication II, the resulting process corresponds to a cyclic
adiabatic evolution for which the resulting local phase factor corresponds to the
accumulated Berry phase. The idea of using a combination of the quadrupole and
the hexapole fields to cyclically pump vorticity into the condensate was introduced
in Publication III and it is discussed in more detail in the next section.
5.4 Vortex pump: accumulation of angular momentum
The concept of a vortex pump based on the adiabatic evolution of the condensate
spin in the presence of quadrupole and hexapole fields was discussed in Section 5.3.
However, under realistic experimental conditions, the interactions between parti-
cles and the finite timescales limit the adiabaticity. In Publication IV, an optically
trapped spin-1 BEC was considered as a proof-of-concept system. The optical po-
tential was augmented with an optical plug to prevent the Landau-Zener transitions
and to stabilise the multi-quantum vortices against splitting. The simulation was
performed using the zero-temperature GP equation (2.17) for the parameters of 87Rb
such that the switch between the hexapole and the quadrupole fields was done by
ramping the fields up and down linearly in time. The accumulation of the angular
momentum is shown in Fig. 5.3 (a). The deviation of the angular momentum from
the integer values after each half-cycle is due to the slight splitting of the multi-
quantum vortices, which in this case was mainly caused by numerical noise. Use of
a stronger optical plug would decrease this effect.
The vortex pumping is also possible in the absence of optical fields, and the
original experiments utilising the topological phase imprinting were conducted such
that the confinement was provided by the IP field only [57, 58]. This requires a
careful design of the axial trap to keep the condensate confined after the bias field
inversion. This has been realised in the studies of the dynamical instabilities of
the imprinted two-quantum vortices [59]. In Publication IV, the vortex pump was
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Figure 5.3: (a) Accumulation of the angular momentum for an optically trapped
condensate during the adiabatic pumping. (b) Angular momentum (right axis) and
the total particle number (left axis) during the partially non-adiabatic pumping
without optical fields.
also modelled in a pancake-shaped geometry such that particles were allowed to
escape from the trap. The switch between the hexapole and the quadrupole fields
was instantaneous in this case. Computational resources limited the simulations to
a rather fast pumping frequency which had the advantage that the created multi-
quantum vortices had less time available for splitting. The loss of particles is due to
the spin flips that transfer particles from the WFSS to the untrapped states. Since
these transitions take place at the centre of the trap, the appearance of the multi-
quantum vortex tends to decrease the particle loss since the vortex core is effectively
void of particles, see Fig. 5.3.
5.5 Coreless vortices and multi-quantum vortices in the topological phase
imprinting
The topological phase imprinting enables the creation of both multi-quantum vor-
tices and coreless vortices. In this section, we discuss the results of Publications IV
and V in the context of the topological phase imprinting. In Section 5.1, the prop-
erties of coreless vortices were already discussed in the absence of external fields. In
Publication IV, the stability of coreless vortices of the form 〈2, 1, 0〉 and 〈1, 0,−1〉
was investigated in the presence of the IP field given in Eq. (5.3). The bias field
Bz was assumed to be a time-independent constant as the emphasis was on the
stationary properties of the coreless vortices. The interactions were taken to be
ferromagnetic.
The external field tends to stabilise the coreless vortices such that they can
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become either the ground state of the system or energetically stable states corre-
sponding to local minima of the mean-field energy [160]. A large transverse part
B⊥ of the IP field favours the polar core vortex 〈1, 0,−1〉 while for large |Bz| ei-
ther 〈2, 1, 0〉 or 〈0,−1,−2〉 vortex is more favourable. If the winding numbers in
the different components satisfy the condition κ0 = κ1 − 1 = κ−1 + 1, the contri-
bution of µBgFB(r) · S(r) to the mean-field energy becomes axisymmetric and the
quasiparticle amplitudes can be taken to be of the form
uq,α(r) = uq,α(r, z) exp[i(κq + κα)ϕ], (5.6a)
vq,α(r) = vq,α(r, z) exp[i(κq − κα)ϕ]. (5.6b)
This decomposition enables an efficient numerical solution of the Bogoliubov equa-
tion in cylindrical coordinates.
The quasiparticle energies computed from the Bogoliubov equation showed that
the coreless vortex 〈2, 1, 0〉 evolves from the global minimum to an energetically
stable local minimum of the mean-field energy with increasing Bz. Subsequently,
〈2, 1, 0〉 vortex becomes first energetically unstable and finally upon increasing Bz
further, it starts to exhibit dynamical instability. This is again intuitively clear for
large Bz since the α = 1 component with the two-quantum vortex has a large pop-
ulation and the dynamical instability is associated with the splitting of the vortex.
Similarly to Publication I, the dynamical instability carries the quantum number
κq = ±2. The effect of the instability mode was investigated by considering con-
figurations of the form Ψ˜(r) = Ψ(r) + η[uq(r) + v
∗
q (r)] which corresponds to the
simultaneous excitation of the mode (uq, vq) and its conjugate (v
∗
q , u
∗
q). The pa-
rameter η describes the population of the excitation. An example of the resulting
configurations is shown in Fig. 5.4.
In the caseBz = 0, the 〈2, 1, 0〉 vortex corresponds to the AT vortex in Fig. 4.2 (a)
and for large Bz, the vortex is the MH texture in Fig. 4.2 (c). The different config-
urations of the 〈2, 1, 0〉 vortex can be created with the topological phase imprinting
method when the bias field is ramped down to some small intermediate value. The
〈2, 1, 0〉 and 〈1, 0,−1〉 vortices represent the two topologically distinct classes dis-
cussed in Section 4.1 with the polar core defect being the nontrivial one. Hence, the
transition between the two vortices as the ground state configuration is a topological
phase transition driven by the quantum fluctuations corresponding to the Bogoli-
ubov quasiparticles. Unlike the 〈2, 1, 0〉 vortex, the polar core vortex 〈1, 0,−1〉 does
not become dynamically unstable as |Bz| increases. The polar core vortex can be
crated using the phase imprinting method with the initial state |F,mF = 0〉 [204].
The required initial state can be achieved using rf pulses and magnetic field gradients
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Figure 5.4: Isosurfaces of particle densities in the different hyperfine spin states cor-
responding to the 〈2, 1, 0〉 vortex in an elongated condensate and a slight excitation
of the dynamical instability mode. Parameters are as in Publication IV.
to adjust the population of the different Zeeman substates [204,205].
The topological phase imprinting method has enabled an experimental investi-
gation of the dynamical instability of two-quantum vortices in the single-component
condensates [59]. The splitting of the two-quantum vortex was indeed observed
but the ultimate mechanism for the observed splitting came under debate after the
suggestion that the thermal component of the gas was an essential ingredient in
the observed splitting [206, 207]. In Publication V, the experiment of Ref. [59] was
simulated and the gravitational sag was found to give a sufficient impetus for the
splitting process. This is in agreement with Ref. [59] which stated that the splitting
process was not driven by the effects of dissipation.
In Publication V, the properties of the splitting process were found to depend
on the parameter anz = a
∫ |ψ(x, y, z)|2dxdy describing the strength of interactions
at a point z. For small anz=0, the splitting initiates along the whole length of the
vortex line whereas for large anz=0 the splitting starts from the both ends of the
vortex line and the resulting two vortices tend to intertwine similarly to the spinor
case shown in Fig. 5.4. The intertwining was argued to impede the identification
of the vortex splitting in the experiment of Ref [59] since the experimental method
relied on the tomographic imaging technique that corresponds to integrating the
density profile along the z direction.
The simulation in Publication V neglected the multi-component nature of the
condensate. In the topological phase imprinting process, a singular two-quantum
vortex is the final state but all the intermediate states are analogous to the coreless
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vortex 〈2, 1, 0〉 considered in Publication IV. The results of Publication IV augment
the simulation of Publication V by showing that at some point of the bias field
inversion, the intermediate state becomes dynamically unstable.
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6 Monopoles and gauge invariance in spinor Bose gases
The Bose gases considered in this Thesis consist of neutral atoms and they possess
global symmetries associated with conserved quantities such as the total particle
number or the magnetisation of the condensate. On the other hand, there are also
more general symmetries corresponding to the invariance under local transforma-
tions of the underlying fields. This is referred to as the local gauge invariance10
and in its contemporary form it was first recognised in the context of charged parti-
cles in electromagnetic fields [209] and somewhat later in a more general setting of
non-commuting gauge fields [210]. Theories based on gauge symmetries are now the
cornerstone of the description of interactions between the elementary particles [211].
The local gauge invariance can also arise in atomic systems in the case of effective
theories describing systems for which the dynamics is restricted by different adiabatic
approximations. In this section, we discuss two separate cases: the adiabatic motion
of multilevel atoms in spatially varying laser fields and the adiabatic spin states in
external magnetic fields. The latter finalises the concept of the superfluid analog to
the magnetic point charge discussed in Sections 4.1 and 4.2 while the former scheme
gives rise to more complicated non-Abelian monopole configurations that are akin to
the ’t Hooft–Polyakov monopoles [212, 213] in unified gauge theories. The creation
of the Dirac monopole is discussed in detail in Section 6.2 and the properties of the
non-Abelian monopoles are addressed in Section 6.3.
6.1 Local gauge invariance
In the presence of external magnetic fields, the use of the adiabatic spin states (see
Section 5.2) as the basis for the condensate order parameter simplifies the equa-
tions of motion with the cost of introducing a local U(1) symmetry. As discussed
in Section 4.2, the equation of motion for a system constricted to a single adiabatic
state corresponds to the motion of charged scalar particles in an electromagnetic
field [188]. We assume the local spin to be either aligned or anti-aligned with the
magnetic field B, rendering a local spin rotation U(r) = exp[iχ(r) bˆ ·J ] physically
redundant. However, this spin rotation changes the superfluid velocity such that
vs → vs + ~Fm ∇χ(r) and it must be accompanied by the local U(1) gauge transfor-
mation ψ(r) → ψ(r) exp[iFχ(r)] of the scalar order parameter [188]. Hence, the
spinor BECs in external magnetic fields provide, within the adiabatic approximation,
a complete analog to the systems of charged particles interacting with electromag-
netic fields.
10The term gauge invariance arose originally in the context of Einstein’s general theory of rela-
tivity in which the gauge invariance denoted the scale invariance of the space-time [208].
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A more general non-Abelian local gauge invariance can arise in the adiabatic
dynamics of systems with several degenerate internal states [214]. Let us consider a
particular example in which three degenerate atomic states {|1〉, |2〉, |3〉} are excited
to a common virtual state |0〉 using external laser fields represented by the Rabi
frequencies {Ω1, Ω2,Ω3}, see Fig. 6.1. This tripod scheme was originally investigated
in the context of quantum optics [215–217] and later on, as a possible platform for
quantum computing and quantum memories [218–220]. The Hamiltonian describing
the tripod system in the rotating wave approximation (RWA) is given by
Hˆrwa = −~
(
Ω1|0〉〈1|+Ω2|0〉〈2|+Ω3|0〉〈3|
)
+ h.c., (6.1)
and it neglects processes in which atoms are either de-excited while absorbing a
photon or excited while emitting a photon. This approximation is valid near the
resonances of the atomic transitions [221]. The Hamiltonian (6.1) corresponds to
the interaction picture and the electromagnetic fields are treated classically.
Figure 6.1: The tripod scheme in which degenerate atomic states {|1〉, |2〉, |3〉} are
excited to a common excited state |0〉 using external laser fields. The lasers give rise
to the Rabi frequencies Ω1, Ω2, and Ω3.
The Hamiltonian (6.1) has two zero energy eigenstates |D1〉 and |D2〉 as well as
eigenstates |B1〉 and |B2〉 corresponding to energies ±~Ω, where Ω =
√∑3
k=1 |Ωk|2.
States |D1〉 and |D2〉 have a vanishing projection to the excited state |0〉 and they
are referred to as the dark states [216, 217] since they do not couple to the laser
fields. By the same token, states |B1〉 and |B2〉 are coined as bright states. If ~Ω
is large enough compared to the other energy scales of the system, one may evoke
the adiabatic approximation, in which the coupling between the dark and the bright
states is negligible. Taking into account the spatial dependence of the external laser
fields, the single-particle Hamiltonian corresponding to the equation of motion is [76]
Hˆsp =
∫
dr
[
~
2
2m
(Dµψˆ)
†(Dµψˆ) + ψˆ†(Vtr +Φ)ψˆ
]
, (6.2)
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where Dµ = ∂µ − iAµ and ψˆ = (ψˆ1, ψˆ2) is a field operator corresponding to the
dark states |D1〉 and |D2〉. The matrix-valued Berry connection Aµ and the scalar
potential Φ are given by [76]
(Aµ)nm = i〈Dn|∂µDm〉, (6.3)
Φnm =
~
2
2m
(
〈∇Dn|∇Dm〉+
2∑
k=1
〈Dn|∇Dk〉〈Dk|∇Dm〉
)
. (6.4)
We use a notation convention in which Aµ = A
0
µσ
0 + Aaµσ
a, indices a ∈ {x, y, z}
denote the three components of the pseudospin determined by the spin-1/2 Pauli
matrices σ = (σx, σy, σz), and the 2× 2 identity matrix is denoted by σ0.
Since the dark states are degenerate, any basis generated from the dark states
|D1〉 and |D2〉 by a local unitary transformation U(r) is equivalent. Therefore A =
Aµeˆµ and Φ transform as A → UAU † − i(∇U)U † and Φ → UΦU † under a local
change of basis ψˆ → Uψˆ. As discussed in Publication VII, the interaction part
of the Hamiltonian for the dark states at the mean-field level (ψˆα → 〈ψˆα〉 = ψα)
becomes
Hˆint =
c0
2
∫
dr (ψ†αψα)
2, (6.5)
if the spin-dependent interaction in Eq. (2.5) can be neglected11 and the population
of the bright states is vanishingly small. Hence, the system described by Eqs. (6.2)
and (6.5) has a local U(2) gauge invariance at the mean-field level, providing a gen-
eralisation of the local U(1) gauge invariance associated with the adiabatic motion
of atoms in external magnetic fields.
Studies of the light-induced gauge potentials have become a burgeoning field and
several seminal works investigating relativistic effects in the Dirac-like Hamiltonians
arising from the tripod configuration [222, 223], different analogs to the spin-Hall
effect and spintronics [224,225], and effects of the emergent spin-orbit coupling [226,
227] have recently emerged. There is also an alternative scheme to generate artificial
gauge potentials based on the modulation of an optical lattice [228].
6.2 Creation of the Dirac monopole
Let us assume that the texture in Fig. 4.3 (b) can be created with an external mag-
netic field. Sections 4.1, 4.2, and 6.1 imply that in the adiabatic limit, this system
becomes an exact analog to a system of charged particles in the electromagnetic
field of a magnetic point charge. The external field that gives rise to the texture in
Fig. 4.3 (b) is a generalisation of the IP field in Eq. (5.3); it is a combination of two
11This is a valid approximation for systems consisting of, e.g., 87Rb atoms.
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quadrupole fields and a bias field
B(r, t) = B′1(xeˆx + yeˆy) +B
′
2z eˆz +B0(t) bˆ0, (6.6)
where the usual Maxwell’s equations impose the condition 2B′1+B
′
2 = 0 and the bias
field direction is determined by a unit vector bˆ0. The magnetic field in Eq. (6.6) can
be generated using two Helmholz coils and it was the first experimental realisation
of a magnetic trap for neutral atoms [202,229]. The Dirac monopole is located at the
point where the magnetic field vanishes. The location of this point is determined by
the value of the bias field B0(t) and the monopole can be moved from the outskirts
of the condensate to the centre of the trap by ramping down the bias field.
Figure 6.2: Particle density at different stages of the creation of the Dirac
monopole. The green (light) colour denotes a large particle density and the blue
(dark) colour indicates a low particle density. The Dirac string corresponds to the
density depletion propagating through the condensate. Time is given in the units of
1/ωr corresponding to a spherically symmetric 3D trap Vtr(r) =
1
2mωrr
2.
In Publication VI, a full simulation of the monopole creation including all non-
adiabatic effects was performed using the time-dependent GP equation (2.17) for
an optically trapped spin-1 BEC. The creation of the Dirac string can be observed
as a density depletion in Fig. 6.2. The Dirac string carries two quanta of angular
momentum (see Section 4.2 and Publication VI) and it tends to split into two strings
carrying a single-quantum of angular momentum under perturbations that break the
rotational symmetry. This becomes evident when the bias field is chosen such that
bˆ0 × zˆ 6= 0. The resulting vorticity Ωs is shown in Fig. 6.3 together with the
vorticity corresponding to the axisymmetric situation. If the external field pinning
the monopole is removed, the monopole drifts outside of the condensate such that
the final state is a closed vortex ring in the spin texture. The Dirac string extending
from the monopole core represents an interesting example of a vortex which is neither
a coreless vortex nor a usual singular vortex. The winding numbers are given by
〈0, 1, 2〉 but the particle density is fully depleted along the vortex line.
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Figure 6.3: Vorticity Ωs after the Dirac monopole has been created at the centre
of the trap. (a) The bias field is parallel to the z axis and the Dirac string carries
two quanta of angular momentum. (b) The bias field forms a 21◦ angle with respect
to the z axis and breaks the rotation symmetry of the system. This perturbation
sets off the splitting of the Dirac string. For clarity, only the relevant parts of the
vector field are shown.
6.3 Non-Abelian magnetic monopole
The non-Abelian magnetic monopole arises when the external laser fields [see Eq. (6.1)]
carry angular momentum corresponding to the Rabi frequencies Ω1,2(r) = Ω0(ρ/
√
2R)
× ei(kz∓ϕ) and Ω3(r) = Ω0(z/R)eik
′x with ρ =
√
x2 + y2 [76]. The vector potential
in the reduced Hamiltonian (6.2) is of the form
A = − cosϑ
r sinϑ
eˆϕ σ
x + other terms, (6.7)
for which the corresponding (pseudo) magnetic field becomes
B =
1
r2
eˆϕ σ
x + · · · . (6.8)
Unlike the Dirac monopole in the Abelian case, the non-Abelian monopole can
be removed by a gauge transformation U0(r) = e
iϕσxe−iϑσy/2. This yields a new
vector potential A′ that no longer diverges at the z axis, see Publication VII. The
vector potential A′ remains ill-defined at the z axis, but the spinor part of the order
parameter can cancel the problematic terms. A simple example is ψ = φ(r)ζ±,
where ζ± = (1,±1)/
√
2 gives rise to a well-defined variational problem for the scalar
part φ(r).
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A gauge invariant formulation of the magnetic charge was constructed in Publi-
cation VII utilising the pseudospin and its covariant derivative
sa = ψ†σaψ, (6.9)
Dµsa = ψ†σaDµψ + c.c. = ∂µsa + 2εabcAbµsc, (6.10)
with a, b, c ∈ {x, y, x}. The total charge of the system can be written as an integral
of the charge density j = εµνλ∂µGνλ, corresponding to the gauge invariant tensor
Gµν =
1
|s|F
a
µνs
a − 1
2|s|3 ε
abcsaDµsbDνsc, (6.11)
where F aµν = ∂µA
a
ν − ∂µAaµ + 2εabcAbµAcν is the non-Abelian magnetic field strength
tensor. The tensor Gµν is formally the same as the one introduced in the studies
of unified gauge theories in high-energy physics [212], but in the present case sa is
defined by Eq. (6.9) which changes radically the properties of the monopole solutions.
The total charge Q can be expressed as a difference of charges QS and QM
where QS depends only on the topology of the pseudospin texture and the mag-
netic part QM combines the pseudospin and the matrix-valued vector potential to
a scalar-valued magnetic field [230]. Furthermore, the charge QS is proportional to
the topological charge Q3D in Eq. (4.4). The s field depends on ψ = (ψ1, ψ2) and
corresponds to the order parameter space U(2). Hence, globally defined states with
QS 6= 0 are not allowed since the second homotopy group of U(2) is trivial (cf. Sec-
tion 4.1). Due to the local gauge invariance, it could be possible to construct locally
defined states with QS 6= 0 analogously to the Wu–Yang monopole [231–233].
In Publication VII, the charges QS and QM were used to classify the different
low-energy states of the mean-field Hamiltonian with the non-singular vector poten-
tial A′. Assuming k = k′ and a spherically symmetric trap with frequency ωr, the
different mean-field states were analysed as a function of the parameter kaho where
aho =
√
~/mωr. Apart from the values kaho < 0.1, the ground state was found to
be non-degenerate. The ground state configuration had two coreless vortices which
for large enough kaho eventually merge to form a singular vortex. For kaho & 2
there is a pair of solutions which are degenerate within the numerical accuracy and
can be differentiated by the behaviour of the charges QS and QM under gauge
transformations, see Publication VII.
The possibility of a fragmented condensate in the context of light-induced gauge
potentials has been investigated for Bose gases with a spin-orbit coupling generated
by external laser fields [227]. In this case, the fragmentation stems from degeneracies
in the single-particle spectrum. For the non-Abelian monopole, the single-particle
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Hamiltonian (6.2) has a two-fold symmetry which was shown to explain the existence
of degenerate mean-field solutions. It remains to be seen if the same symmetry also
leads to a fragmented condensate.
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7 Phase transitions in Bose gases
The formation of a Bose-Einstein condensate represents the most obvious phase
transition in dilute Bose gases, but the internal degrees of freedom can also give
rise to other phase transitions. For the spinor Bose gases, the formation of a fer-
romagnetic or antiferromagnetic order is an example of a phase transition which
shares an important common feature with the onset of a BEC—a broken symmetry.
Low-dimensional systems can also feature phase transitions that do not involve any
broken symmetry. The BKT transition is perhaps the most notable example of such
transitions12 and it is analysed in this section. As a related subject, the existence
of clusters composed of vortices and antivortices is discussed.
Uniform Bose gases in one and two spatial dimensions are intriguing since the
they do not support a coherent BEC in the thermodynamical limit at finite temper-
atures due to thermal fluctuations that destroy the long-range order associated with
the true condensate. The superfluid phase of two-dimensional Bose gases can be
viewed as a quasi-condensate where the U(1) phase can fluctuate while the density
fluctuations are suppressed [94,95]. The external confinement changes the situation
such that the different phase transitions become smooth crossovers and a coherent
BEC is expected at extremely low temperatures for 2D gases [46]. In external traps,
these systems are quasi-2D in the sense that the scattering is typically 3D while
otherwise the systems are effectively 2D [46]. In this section, we discuss the exis-
tence and the nature of a condensed component as well as the BKT transition in
the context of trapped quasi-2D spin-1 Bose gases.
7.1 Berezinskii-Kosterlitz-Thouless transition
The transition from the superfluid phase to the normal fluid phase in two-dimensions
is associated with the unbinding of pairs composed of vortices and antivortices. This
phase transition is the Berezinskii-Kosterlitz-Thouless transition [48–51]. At tem-
peratures much below the BKT transition temperature, the phase fluctuations in
the quasi-condensate are dominated by the phonons. With increasing temperature,
fluctuations due to the creation of bound vortex pairs start to dominate and eventu-
ally at high enough temperatures, the vortex pairs break into free vortices resulting
in a non-superfluid state. The loss of phase coherence due to the proliferation of
free vortices is shown schematically in Fig. 7.1 for a single-component Bose gas.
Recent experiments for single-component Bose systems [144] suggest that the
quasi-condensate component can persist somewhat above the BKT transition tem-
12Other examples include, e.g., the formation of the fractional quantum Hall liquid in two-
dimensional electron gases [208] and the topological insulators in three spatial dimensions [234].
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Figure 7.1: Schematic illustration of the U(1) phase corresponding to a single
component Bose gas. Left panel: locally phase coherent Bose gas in the superfluid
phase below TBKT. Right panel: non-superfluid Bose gas at a high temperature. The
phase coherence is lost due to the unbinding of the initially tightly bound vortex–
antivortex pairs.
perature TBKT. At high temperatures, the quasi-long-range order characterised by
algebraically decaying correlations is completely destroyed by the thermal fluctua-
tions. This picture is supported by numerical calculations using the PGPE formalism
which predict the existence of another temperature Tc > TBKT corresponding to the
onset of a condensed component in the sense of Eq. (2.4). The situation in antifer-
romagnetic spin-1 Bose gases was discussed in Publication IX and the results are
reviewed in Section 7.3. Next, we discuss a related effect for the low-temperature
condensate phase—stationary configurations composed of vortices and antivortices.
7.2 Vortex clusters in single-component systems
Since pairs composed of vortices and antivortices play a central role in the BKT
transition, it is natural to ask whether they can exist in the quasi-2D limit in the
presence of a coherent condensate. The dynamics of the vortex-antivortex pairs
(VAPs) in the single-component condensates has turned out to be rich [235–237]
and the existence of clusters formed by vortices and antivortices as stationary so-
lutions of the Gross-Pitaevskii equation has been intensively studied in non-rotated
condensates [238–242]. However, the results of Refs. [239, 240, 242] are to some ex-
tent contradictory and in Publication VIII, a systematic stability analysis of a vortex
dipole (VD), a vortex tripole (VT), and a vortex quadrupole (VQ) in pancake-shaped
single-component condensates was undertaken. The density profiles corresponding
to the stationary VD, VT, and VQ are shown in Fig. 7.2.
The existence and the stability of the vortex clusters was investigated as a func-
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Figure 7.2: Density profiles for a stationary vortex dipole (a), tripole (b), and
quadrupole (c). The charge of the vortex is denoted by + or −. The dimensionless
interaction strength is g˜ = 170 and the harmonic oscillator length in the x direction
is denoted by ax, see Publication VIII.
tion of the dimensionless interaction strength g˜ = 4
√
2πNa/az, where az is the
harmonic oscillator length in the tightly trapped direction and a is the s-wave scat-
tering length. The VQ was found to exist for all g˜ while VD and VT existed for
g˜ & 42 and g˜ & 108, respectively. All states are energetically unstable since the
energy can be lowered either by the annihilation vortices with opposite topological
charges or by the expulsion of vortices from the condensate. However, the energy of
a VD can be lower than the energy of an isolated vortex in non-rotated condensates,
which can facilitate the experimental realisation of the VD. All vortex clusters were
found to have dynamical instabilities since the quasiparticle spectrum computed
from the single-component Bogoliubov equation [112] contained excitations with
complex energies.
The dynamical instabilities were found to fall into two different categories: in-
stabilities that rotate the vortex cluster rigidly but do not break the structure (ro-
tational mode) and instabilities that destroy the cluster due to an annihilation or
expulsion of vortices (decay mode), see Fig. 7.3. The rotational mode was found to
exist for all stationary configurations and it vanished upon adding a small amount
of anisotropy to the trap. It was interpreted in Publication VIII as the Goldstone
mode corresponding to the broken rotational symmetry. The decay mode is more
interesting since it persists also in the non-symmetric traps. For VD and VQ, the
decay mode vanishes for certain values of g˜, indicating that VD and VQ can be
long-lived if the dissipation is weak enough. Although the VT has the dynamical
instability giving rise to the expulsion of one of the outermost vortices for all g˜, the
configuration has nevertheless been observed in a recent experiment where vortices
were generated using oscillating magnetic quadrupole fields [243].
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Figure 7.3: Left panel: The dynamical instability modes as a function of the inter-
action strength g˜ for VD, VT, and VQ in a rotationally symmetric trap. Instability
modes corresponding to the VD are marked with ▽ (decay mode) and △ (rotational
mode), to the VT with ♦ (decay mode) and I (rotational mode), and to the VQ
with  (decay mode) and # (rotational mode). The dashed and dotted lines indicate
the critical value of g˜ below which VD and VT cease to exist, respectively. Right
panel: The decay of VD (top), VT (middle), and VQ (bottom) when the initial state
is slightly perturbed using the decay mode. Time is given in the units of 1/ωx where
ωx is the trap frequency to the x direction.
7.3 Finite-temperature phase transitions in spinor Bose gases
Bose gases with the spin degree of freedom offer an interesting platform to study
the BKT transition since they combine magnetic ordering and superfluidity, both
of which are susceptible to the enhanced thermal fluctuations in 2D geometries.
The basic theory for the BKT transition in antiferromagnetic spin-1 Bose gases [90]
predicts that the transition is mediated by the HQVs and the superfluid density
changes non-continuously by ∆ρs = 8m
2kBTBKT/(π~
2), where TBKT is the transition
temperature. Also the ferromagnetic phase can undergo a BKT-type of transition
which is mediated by either the coreless or the polar core vortices discussed in
Section 4.1. Both types of defects have an infinite energy in uniform systems such
that paired configurations are finite energy excitations and the unbinding of such
pairs can set off a transition analogous to the BKT transition in single-component
systems. Furthermore, an antiferromagnetic Heisenberg model in a triangular lattice
corresponds to the same order parameter space as the ferromagnetic spin-1 Bose gas
and a BKT-type of transition has been predicted [244,245].
In Publication IX, the BKT transition and the existence of a condensate in the
trapped quasi-2D antiferromagnetic Bose gases were investigated using the PGPE
– 51 –
formalism. All ensemble averages were computed using the corresponding time av-
erages. The temperature and the chemical potential were determined dynamically
using the approach of Section 3.2. The number of atoms in the incoherent region
was calculated using the HFP approximation presented in Eqs. (2.26) and (2.27).
The trap aspect ratio was chosen such that only the lowest axial mode in the c-field
region became populated. The HQVs were identified as the π disclinations in the
texture given by the local magnetic axis nˆ. The different HQVs are illustrated in
Eq. (4.8) and in Fig. 4.4.
Assuming a quadratic Zeeman shift HqZ = qB2zF2z , where q is negative13 and
|q|B2z much larger than kBT , the nematic order is restricted to the x-y plane since
the α = 0 component is effectively eliminated from the problem. In Publication IX,
this phase is referred to as the“in-plane”nematic in a contrast to the general nematic
phase where the local magnetic axis has three degrees of freedom and was coined
as the “out-of-plane” nematic. The condensate fraction is defined as N0/Ntot, where
N0 is given by Eq. (2.4). The quasi-condensate density is of the form
nqc(r) =
√
2〈|~Ψ
C
(r)|2〉2 − 〈|~Ψ
C
(r)|4〉, (7.1)
which generalises the definition of the quasi-condensate from the single-component
case [94,95] and explicitly excludes the incoherent region atoms, see Publication IX.
In the calculation presented in Publication IX, the cutoff energy εcut is fixed,
which causes the total particle number Ntot to increase with the increasing temper-
ature T . To make the different data points comparable, all quantities are presented
as a function of the reduced temperature T ′ = T/T0, where T0 is the critical temper-
ature of a quasi-2D ideal Bose gas corresponding to a given Ntot. The condensate
and the quasi-condensate fractions are shown in Fig. 7.4 as functions of T ′. The
onset temperatures T ′ = 0.97±0.02 and T ′ = 1.16±0.04 for the condensate and the
quasi-condensate are equal for both nematic phases within the numerical accuracy.
The crossover from the BKT superfluid to a normal fluid was probed in Publi-
cation IX using the radial probability distribution Pr(r) [142] for the excitation of
different topological defects. An estimate for the crossover temperature was obtained
as the temperature at which Pr(r) becomes nonzero at the centre of the trap. This
resulted in T ′BKT = 0.82±0.05 and T ′BKT = 0.89±0.04 for the in-plane and the out-of-
plane nematic phases, respectively. The difference in the crossover temperatures was
attributed to the thermally activated skyrmions (see Section 4.1) which are allowed
in the out-of-plane phase and reduce the entropy change associated with the creation
13The negative quadratic Zeeman shift can be induced by a polarised light detuned slightly from
the hyperfine level splitting, see Ref. [246] and references therein.
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Figure 7.4: Left panel: condensate fraction for the in-plane nematic (circles) and
the out-of-plane nematic (triangles) phases as functions of the reduced temperature.
The quasi-condensate fraction for the in-plane nematic (squares) and out-of-plane
nematic (asterisks) phases almost coincide. Right panel: the condensate fraction
near the temperature corresponding to the onset of the condensate. The dashed line
is a guide for the eye.
of the HQV pairs and free HQVs, resulting in a higher crossover temperature.
The hypothesis of the different crossover temperatures was supported by the
inspection of the phase-space density n¯(2D)c λ2, where n¯
(2D)
c is the average 2D density
of the c-field atoms at at the centre of the trap and λ =
√
2π~2/mkBT is the thermal
wavelength. For the single-component case, the phase-space density at the critical
temperature satisfies the condition n¯(2D)crit λ
2 = ln(C/g¯), where g¯ =
√
8πa/az and
C ≃ 380 [95]. Calculation of the phase-space density indicated that the existence of
a universal critical phase-space density for the crossover, irrespective of the nematic
phase, yields a higher crossover temperature for the out-of-plane nematic if the
crossover takes place below the condensation temperature. The preceding estimates
for the T ′BKT yield a critical phase space density n¯
(2D)
c λ2 ≃ 25 for both nematic phases.
At the crossover temperature, the predicted superfluid density is smaller than the
average density of the c-field atoms at the centre of the trap, ρs/n¯
(2D)
c = 0.64, and the
condition n¯(2D)c λ2 = 25 is consistent with the expected jump ∆ρs in the superfluid
density.
The recent advances in the trapping of neutral atoms in oblate optical traps [144],
in the evaporative cooling of optically trapped atoms [247], and in the imaging of
the different components of the spin quadrupole operator [248, 249] suggest that
experimental investigations of superfluidity and condensation in quasi-2D spinor
Bose gases can become reality in the foreseeable future.
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8 Summary and discussion
The central topic in this Thesis has been superfluidity and its different manifes-
tations in Bose gases with the hyperfine spin degree of freedom. In particular, the
properties and creation of different vortices in spinor Bose-Einstein condensates were
investigated. In Publications I and IV, the stability of coreless vortices was analysed
and coreless vortices with a winding number two in one of the hyperfine spin states
were found to have regions of dynamical instability, rendering the vortex susceptible
to decay even in the absence of dissipation. Publications II and III demonstrated a
generalisation of the topological phase imprinting method to increase cyclically the
angular momentum of the condensate, enabling a robust creation of vortices with
multiple quanta of angular momentum. This method can possibly be used to create
condensates with large vortex densities for exploring some aspects of the quantum
Hall fluids.
The topological phase imprinting method reviewed in Publication II has enabled
the creation of two- and four-quantum vortices that usually are dynamically unsta-
ble. In Publication V, the first experiment [59] probing the dynamical instability
of the two-quantum vortex was simulated and the gravitational sag breaking the
rotation symmetry was found to be sufficient impetus for the splitting observed in
the experiment. Publication IV augmented this analysis by taking into account the
spin degree of freedom neglected in Publication V and showed that the splitting of
the two-quantum vortex likely initiates already at the creation process.
The spin degree of freedom enables the existence and creation of pointlike defects
that are absent in the single-component Bose gases. In Publication VI, an experi-
mentally straightforward method for creating the Dirac monopole was constructed.
The method was found to be robust against the typical perturbations present in the
experiments and it should enable creation of the Dirac monopole with the present
experimental capabilities. The Dirac string associated with the monopole was found
to carry two quanta of angular momentum and it presents an interesting example
of a dynamically unstable two-quantum vortex which does not correspond to any
of the vortices discussed in Publications I, IV, and V. Another type of monopole
arising from the adiabatic motion of multilevel atoms in external laser fields was
investigated in Publication VII. A gauge invariant formulation of the total charge of
the system was devised and used to resolve the degeneracy of the mean-field states.
The ground state of the system was found to be non-degenerate and support singular
vortices for a certain range of parameters.
Different aspects of low-dimensional Bose systems were explored in Publica-
tions VIII and IX. Publication VIII features a comprehensive study of the stability
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properties of vortex clusters consisting of vortices and antivortices, indicating that
structures with zero total vorticity can be made dynamically stable wheres the lin-
ear structure consisting of two vortices and one antivortex is always dynamically
unstable. Vortex clusters with zero total vorticity were found to revive after the
initial collapse of the cluster under the excitation of the instability modes. In Pub-
lication IX, finite-temperature phase transitions in trapped quasi-2D spin-1 Bose
gases were analysed and a hierarchy of crossover temperatures corresponding the
onset of quasi-condensate, condensate, and superfluid with decreasing temperature
were found. In addition, a condition for the critical phase-space density at the BKT
crossover temperature was presented and the dependence of the BKT crossover tem-
perature from the type of nematic ordering was discussed.
Superfluidity in low-dimensional spinor Bose gases seems to be a fairly unex-
plored subject and some of the basic questions concerning the characteristics of the
BKT transition remain open even in the simplest spin-1 case. As discussed in Pub-
lication IX, the characterisation of the superfluid component in trapped systems is
challenging and further theoretical work is needed. Furthermore, the ferromagnetic
spin-1 Bose gas is also expected to have a BKT-type of phase transition and this
could be explored in the future. Bose gases with the total hyperfine spin F = 2 and
F = 3 could feature interesting superfluid transitions in 2D geometries due to the
non-Abelian statistics of the vortices in certain magnetic phases [250]. The research
in the field of cold atomic gases continues at a breathtaking pace, suggesting that
also the experimental studies of the different phase transitions in spinor Bose gases
could take place in the near future.
An important issue ignored in this Thesis is the long-range magnetic dipole-
dipole interaction [251]. Recent experiments indicate that the dipole-dipole interac-
tion can be important for 87Rb in the absence of external magnetic fields [205,252].
In the situations considered in this Thesis, however, the effects arising from the
dipole-dipole interactions are expected to be unimportant. On the other hand, in-
clusion of the dipole-dipole interactions is likely to give rise to new interesting phases
in low-dimensional systems and there is a clear incentive for the studies of phase
transitions in spinor Bose gases with dipole-dipole interactions.
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A–1
Appendix A Finite-temperature approach to the
Bogoliubov equation
The quasiparticle spectrum for a stationary state satisfying the GP equation (2.17)
was resolved using the Bogoliubov transformation (2.19). Excitations carrying a
given spin index α0 are of the form uq,α = δα,α0uq and vq,α = δα,α0vq. Hence,
the assumption that only the quasiparticle amplitudes carry a spin index does not
restrict the generality of the Bogoliubov transformation (2.19).
The quasiparticle spectrum can also be resolved without invoking any explicit
Bogoliubov transformation by generalising the derivation of the Bogoliubov equation
in the single-component case [47]. Let us consider a finite temperature system in
the grand canonical ensemble described by the Hamiltonian Hˆ − µNˆ where Nˆ is
the total particle number operator. The Bogoliubov shift takes the form Φˆα(r, τ) ≈
ψα(r) + φˆα(r, τ) where τ is defined in the interval [0, ~/kBT ] and the bosonic fields
φˆα(r, τ) are periodic in τ . The grand canonical Hamiltonian can be decomposed
analogously to the decomposition (2.9). The zeroth-order term is 1/kBT times Hˆ0
in Eq. (2.10), the first order term vanishes if ψα(r) is the stationary solution of the
GP equation (2.17), and the second order term is given by
Hˆ ′2 =−
1
2
∫
~/kBT
0
dτ dτ ′
∫
dr dr′ :
(
φˆ†α(r, τ) φˆα(r, τ)
) G−1αβ (rτ ; r′τ ′)
(
φˆβ(r
′, τ ′)
φˆ†β(r
′, τ ′)
)
:,
(A.1)
where the inverse Green’s function G−1αβ in the Bogoliubov approximation corresponds
to
G−1αβ (rτ ; r′τ ′) =
(
G−1αβ(rτ ; r
′τ ′) 0
0 G−1βα(r
′τ ′; rτ)
)
− 1
~
(
Σαβ ∆αβ
∆∗αβ Σβα
)
δ(r−r′)δ(τ−τ ′).
(A.2)
Using the standard techniques [47, 105, 253], the non-interacting part G−1αβ can be
written in the Fourier transformed form
~G−1αβ(r, r
′; iωn) = −(−i~ωnδαβ + hˆαβ − µδαβ)δ(r − r′), (A.3)
where ωn are the bosonic Matsubara frequencies.
According to the usual nomenclature, the quasiparticle energies are the poles of
the full Green’s function [47, 202, 254]. The poles can be found from the zeros of
– A–2 –
Det[G−1] which satisfy the equation [47]
∫
dr′ G−1αβ (r, r′;ω)
(
u˜β(r
′)
v˜β(r
′)
)
= 0, (A.4)
and give rise to the Bogoliubov equation
D˜αβ
(
u˜β,q
v˜β,q
)
≡
(
Aαβ Bαβ
−B∗αβ −A∗αβ
)(
u˜β,q
v˜β,q
)
= ~ωq
(
u˜α,q
v˜α,q
)
. (A.5)
Equation (A.5) is equivalent to the original Bogoliubov equation (2.20) since it can
be obtained from Eq. (2.20) using a unitary transformation, D˜ = τ †3Dτ3, where
τ3 = σ3 ⊗ 1. In particular, the quasiparticle energies are not changed in this trans-
formation.
