Introduction.
Introduction.
Let V0, V1, ..•, V n be smooth vector fields on Rd (in general may be a smooth manifold) and we consider the stochastic differential equation (abbr. SDE) on Rd:
n dXt= ~V1(X5)odB (0.1) X°= x where (B~, •.., Bi) is the n-dimensional Brownian motion starting from OERd, B=t and the symbol c denotes the Stratonovich integral. Let us denote by X (t, x) the solution to this SDE. (Here let us suppose some appropriate condition under which the SDE (0.1) has a unique and global solution.) Then as t 0, X (t, x) is expanded as follows: n (0.2) X(t, x) rv x+ Bt1...imV21 ... Vim(x). m=1 til,... This is called the stochastic Taylor expansion and has a sense as an asymptotic expansion, and generally does not converge in probability for given t>0.
In the expansion, Brlm is a multiple stochastic integral for Btl, ..., Btm defined by When we study the asymptotic problem of quantity relative to X(t, x) such as heat kernel, the expansion (0.2) is basic and there is a routine as follows: We decompose X(t, x) as X(t, x)=F(t, x)+R(t, x) such that F(t, x) is a finite expansion in (0.2) cut in the m°-th term (m° is chosen large enough in advance) and R(t, x) is the remainder, and then show R(t, x) to be actually negligible in an appropriate sense and hence reduce the problem to that for F(t, x), i. e., a finite system Bit tm, 0<i1, ••• , im<n, 1<m<mo.
In this paper, we are interested in an infinite system Brl'..im, 0<i1, n, m>_1 and would like to know what it means. Since the expansion (0.2) is not convergent in a usual sense, we forget that Vi is a vector field on Rd and regard it as a variable (or an indeterminate). Then (0,2) is a formal power series in variables V0, V1, • • • , V,, i.e., in (0.2), V it • • • Vim is a monomial of degree m and i 1..., im=oBt1 imV it • Vim is a homogeneous polynomial of degree m and the expansion (0.2) is the sum of these homogeneous polynomials.
In general let (Am be the subspace of homogeneous polynomials of degree m. Then the algebra A of polynomials is the direct sum GA and the closure with respect to a pseudo norm (cf. Section 1.2) is the algebra of formal power series. Equipped with a bracket product (which is defined as usual), A is a Lie algebra and so is (~ is a Lie subalgebra of), Let £ be a Lie subalgebra of A generated by V0, V1, • • • , V n and £ be its closure in ', If £m is the subspace spanned by brackets of order m of V0, V1, • • • , V n, then £ is the direct sum ~m=iEB~m• In Theorem 1 and 2 below it is stated that 1+~m=1 1 ... im=o Bt1...imV11 V im E is an exponential of an L-valued process Ut=~m=1Um, t where Um., t E £m, i.e., and that each Urn, t is given explicitly by the formula in terms of Btl..,jm, 0_< , j m < n and brackets of order m of V0, V1, , V,. (Here exp is a mapping of the closure Jm=lEjJm into 1 defined by (1.10).) This is shown algebraically by appealing to Friedrichs' theorem and Specht-Wever theorem, but the proof is not hard. We remark that the expression (0.4) already appears in [F-CN] , though the explicit formula of Um, t is not obtained.
Next we give another description of Ut. By means of the CampbellHausdorff formula, a multiplication in £ is introduced (cf. (1.16)) and with this £ has a group structure.
Although £ is of infinite dimension, it is regarded as a "Lie group" and its "invariant algebra" is itself. Corresponding to a variable V i, an "invariant vector field" Ri on £ can be defined (cf. (1.20)), Similarly as (0.1), we consider the SDE on £ :
Then, in Theorem 3 below, it is stated that the preceding Ut=gym=1 Urn, t is the unique solution of the SDE (0.5). Since £ is in fact not a Lie group, the problem is modified into that of finite dimension and the proof is precisely done as follows:
Let Finally, as an application of those theorems, we present the representation formula (abbr. RF) of solutions to SDE's with nilpotent coefficients, i, e., of the solution X(t, x) to the SDE (0.1) in which the vector fields V0, V1, • .. , Vn generate a nilpotent Lie subalgebra f. Following Yamato [Y] , we consider the system of first order partial differential equations on R5:
where m is the order of nilpotency of , i, e., a positive integer such that ~,m+1
(=the bracket of order m+1 of ~)_ {0} . This solution is given explicitly by the formula (3.3). (In [Y] , this is only implicitly determined.) In Theorem 4 below, the RF of X(t, x) is obtained from the conclusion of Theorem 3 and the formula (3.3).
So far we have considered such as (0. The organization of this paper is as follows : Section 1 is a section for some preliminaries.
There, notion and notations necessary for stating and proving the above theorems (Theorem 1'5) are presented. Also some facts (Fact 1~5) which are like as lemmas for these theorems are presented. Although they can be seen in some standard text books, we give their proofs for the completeness.
In Section 2, our main results (Theorem 1~3) are stated and proved. By virtue of much efforts in Section 1 the proofs are not hard. As an application of the results, in Section 3 the RF for SDE's and ODE'S (Theorem 4 and 5) are obtained. In the following (except in the proof of Theorem 5 below) let us fix nEN. Let E : = {0, 1, , n } . Let LA(E) and £(E) be the free algebra (over R) and the free Lie algebra (over R) generated by E, respectively. where e;=0 if I I I Ill. If A is an algebra over R and a : E J, then a homomorphic extension a has the same property as above, i. e., FACT 1. For X, YEL(E), log(expXexpY)EL'(E) and it is given by the Campbell-Hausdorff formula :
Here ( 
We proceed to the proof of Fact 1. First of all note that [1OX, Y®1]=0 for X, Y E(E) and
Let X, Y E ..C(E). Then by the above note and (1.14)
o(log expX expY) = log8(expX expY) = log(1®expX expY) (expX expY®l) = log(1®expX expY)+log(expX expYOl)
=1 ® log expX expY + log expX expY ® 1.
By (1.14) this shows that log expX expY E ~C(E).
Next we show the formula (1.13). For X, Y~jl[1, co), a direct calculation shows log expX expY = Zb b=1 where Consequently, applying this formula for X, YE.C(E) and substituting it into the preceding expression, we obtain the formula (1.13).
• REMARK 1. By the same reason as above, it can be verified that for X,
..,bm~l; 1 m p+q =b bi+...+b m=b By virtue of Fact 1, we introduce a multiplication S in ~'(E) by
Then Z'(E) has a group structure equipped with this multiplication, that is, it holds that
i. e., 0 • X=X • O=X, (iii) the inverse element of X=-X, i. e., (-X)•X=X.(-X)=0.
For X E ZE) and
and it is computed as follows :
FACT 2. For each X E .'(E) and 1 E E [ 1, cxc)
Here {bm} m=1 are the Bernoulli numbers, i, e., it is a sequence determined-by the Taylor expansion : 
Here rE(0, log2). Hence (1.18) is simplified:
But note that 
Hence a tangent vector (R(? )p at 0 is computed : Thus we obtain that for JEEP+1
and, in particular, for JEG~+1 a (R)) 0 = a u' o since e; =& . This is just (1.32)" and so we see that (1.32) holds for any 1 E GC+1. Consequently we have (1.32).
Next we show (1.33). By (1.36), it is easy to see that for 1 EGb and iE E
By this, (1.35) implies that = 0 for JE Eb and j E E, and hence (1.33) follows.
• 1.4. We start this subsection with the following definition : DEFINITION 3. Let g be a Lie algebra over R and gm, mEN be a decreasing sequence of ideals in g defined by gl :=g, gm :=[g, gm-1] (m>2).
Then we say that g is b-nilpotent if and only if gb+1= {0}. Consequently combining all the above, we obtain (1.38) immediately, r 2. Main results.
Let (Q, E', P, fix) be a filtered probability space. For each iEE let (Mt)1>o be a continuous (t)-local semimartingale such that Mo=0. Here ~m is the symmetric group of degree m. Hence by (1.14), (2.1) is equivalent to that X1(). E ~E Now 5(Y1) is computed as follows :
By Lemma 2, the last expression is further computed: 
X11+IJI=m
Hence substituting it into the expression of o(Y1), we see ~) =Yt®Yt and (2.1) is obtained.
• By Theorem 1, we can take Xm(t)E.L'm, m~N such that (2.2) log (i+ Mil = X m(t) .
IEE[1,=) m=1
This LHS can be written down as follows: Hence we see that the solution of (2.10) =~m=1Xm(t) where Xm(t)~Lm, m~N are given by the recursion formula :
+m p=m-1 THEOREM 3. The solution (2.10) coincides with=1 X(t) where X(t)~ £m, mEN are in Theorem 2. In other words, two definitions (2.5) (or (2,6)) and (2.11) o f X m(t), m N agree with the other.
We distinguish two definitions : Let X(t) and X(t) be defined by (2.5) (or (2.6)) and (2.11) respectively. Clearly by (2.8)
It is easy to check that the right expression is characterized by the SDE on dYt = ~Yti°dMt (2.12) iEE Y0= 1.
Thus in order to prove Theorem 3, it suffices to show that exp {~m.1 X ~, (t)} satisfies the SDE (2.12).
PROOF OF THEOREM 3. Write Xm(t) =X(t) and let X(t) :=1Xm(t). X(t) is the solution of (2.10). Fix bENarbitrarily.
Let X(t) :
. Since X(t)~Xcb)(t) (this notation is in the proof of Fact 3),
By (2.10) and (2.14), X(t) is a solution of the SDE on £[1, b] :
Hence from this and (1.29) it follows that for each IEE [1, b] dyl°~(b)(X(6)(t)) = i~ Rib)(yl
This together with (2.13) implies that expX(t) satisfies the SDE (2.12) up to the first b-th component.
Finally letting b T oo we obtain the conclusion.
• 3. Applications to the SDE's with nilpotent coefficients.
In this section, as a consequence of our main results we present the representation formulas of solutions to SDE's and ODE'S with nilpotent coefficients. For this we first state the following fact: Let M be a smooth manifold, V1, i E E be smooth vector fields on M and Ij be a Lie subalgebra of (M) generated by them. Suppose that (3.1) V i is a complete vector field for each i E (3.2) fj is b-nilpotent.
Let i3 : £(E)--be the homomorphic extension of the mapping iHV Z. By (3.2) lj is of finite dimension and hence, by Palais [P], the statement of (3.1) is strengthened as follows: j3(X)EIj is complete for any Xe~(E).
By virtue of this, we can define a smooth mapping h of £ [1, b] 
Then the following fact holds:
FACT 6. For each x E M, h(., x) satisfies the following system o f first order partial differential equations on M:
or more precisely for f C°°(M)
PROOF. By Palais [P], we can take a connected Lie group G and a smooth mapping cp of G X M into M such that
co(e, x) = x (3.8) co is an isomorphism of R onto fj .
Here R is the right invariant Lie algebra of G and cP+ is defined by the foll,,w ing way: For L c, and x E M ~+(L)x := d (exptL, x) t=o . dt `~ For simplicity write gx : =cp(g, x) for g E G, x E M. By definition
By (3.8) R is b-nilpotent. Moreover there exists a homomorphism r of £(E) into R such that co (r(X))= jS(X) for any X EEL(E). Hence by this and (3.9) In particular, letting Y =ti in the above we have h(X •ti, x) = Exp(tVi)(h(X, x)).
Consequently differentiating it at t=0, we obtain (3.4) at once.
• As in the preceding section let (Q, , P, t) be a filtered probability space and (Mr)t~0, i~E be a system of continuous (Ft)-local semimartingales with Mo=0.
Let V i E'(M), i E be as above and we consider the following SDE on M: dXt = ~Vi(Xt)°dM~ (3.11) iEE Xo=x.
As for the solution to the SDE (3.11), we have the following : THEOREM 4. The SDE (3.11) has a unique solution X(t, x) and it is given explicitly by the formula : PROOF. Let X(t) be the solution of the SDE (2.15) on £ [1, b] . Then from (3.4) it is easy to see that h(X (bi(t), x) satisfies the SDE (3.11). Also, as we saw in the proof of Theorem 3, X(b~(t)=~,=1Xm(t) where Xm(t) is given by (2.5) or (2.6). Hence by (3.3) h(X (bi(t), x) equals the above formulas. This shows the existence of solutions. By the general theory of SDE's the uniqueness is obvious. Consequently we complete the proof.
• As a corollary to Theorem 4, we can state the following: Let g be a Lie subalgebra of M) such that (3.12) g is of finite dimension (3.13) every V g is complete Consequently, by combining this with (3.16), the preceding expression equals the desired one in Theorem 5, and the proof is complete.
•
