Abstract-A learning machine-or a model-is usually trained by minimizing a given criterion (the expectation of the cost function), measuring the discrepancy between the model output and the desired output. As is already well known, the choice of the cost function has a profound impact on the probabilistic interpretation of the output of the model, after training. In this work, we use the calculus of variations in order to tackle this problem. In particular, we derive necessary and sufficient conditions on the cost function ensuring that the output of the trained model approximates 1) the conditional expectation of the desired output given the explanatory variables; 2) the conditional median (and, more generally, the -quantile); 3) the conditional geometric mean; and 4) the conditional variance. The same method could be applied to the estimation of other summary statistics as well. We also argue that the least absolute deviations criterion could, in some cases, act as an alternative to the ordinary least squares criterion for nonlinear regression. In the same vein, the concept of "regression quantile" is briefly discussed.
I. INTRODUCTION
A N IMPORTANT problem concerns the probabilistic interpretation to be given to the output of a learning machine or, more generally, a model, after training. It appears that this probabilistic interpretation depends on the cost function used for training. Artificial neural networks are almost always trained by minimizing a given criterion-the expectation of the cost function. It is therefore of fundamental importance to have a precise idea of what can be achieved with the choice of this criterion.
Consequently, there has been considerable interest in analyzing the properties of the mean square error criterion-the most commonly used criterion. It is, for instance, well known that artificial neural nets (or more generally any model), when trained using the mean square error criterion, produce as output an approximation of the expected value of the desired output conditional on the input-the explanatory variables-if "perfect training" is achieved (see for instance [45] ). We say that perfect training is achieved if 1) the global minimum of the criterion is indeed reached after training and 2) the neural network is a "sufficiently powerful model" that is able to approximate the optimal estimator to any degree of accuracy (perfect model matching property).
It has also been shown that other cost functions, for instance the cross-entropy between the desired output and the model output in the case of pattern classification, lead to the same property of approximating the conditional expectation of the desired output as well. We may therefore wonder what conditions a cost function should satisfy in order that the model output has this property. In 1991, following the results of Hampshire and Pearlmutter [22] , Miller et al. [37] , [38] answered to this question by providing conditions on the cost function ensuring that the output of the model approximates the conditional expectation of the desired output given the input, in the case of perfect training.
In this work, we extend these results to the conditional median (and, more generally, the -quantile), as well as other summary statistics (the conditional geometric mean and variance), by applying the calculus of variations. This is the main original contribution of the paper.
Indeed, the variational formalism is a generic framework that can systematically be applied in order to derive results concerning the interpretation of the output of a trained model. For instance, we could further consider constrained distributions such as Gaussian disturbances, symmetric noise probability densities, etc. (as reviewed in [50] ), and derive the associated necessary and sufficient conditions on the cost function by introducing additional constraints in the Lagrange function. Or, by using the same technique, we could search for the class of criteria that are minimized at some other summary statistics we are interested in-not only the one we study here. Another advantage of this approach is that it is constructive, that is, it provides rules for building cost functions with the desired properties.
Finally, we briefly discuss some motivations for the use of the Least Absolute Deviations (LADs) criterion minimizing the median and "regression quantile," especially for training radial basis function networks. In particular, and as is already well known, LAD estimation is less sensitive to the presence of outliers than the ordinary least square. On the other hand, as illustrated by Buchinsky [13] , regression quantile can be used in order to provide a confidence interval on the -prediction of the model. While there have been attempts to use cost functions related to the median in the neural-network community [14] , [23] , they are almost never considered as an alternative to the ordinary least square or the cross-entropy error function at this time.
A. Related Work
As mentioned in the introduction, it has been shown by several authors that, when training a model by minimizing a mean square error criterion-and assuming that this minimum is indeed attained after training-the output of the model provides an estimation of the conditional expectation of the desired output, given the input pattern (the explanatory variables), whatever the characteristics of the noise affecting the data (for the continuous case: [46] , [60] , [63] ; for the binary case: [11] , [20] , [26] , [48] , and [56] ; for a review, see [45] ). This property of the mean square error criterion-rediscovered by the neural-network community-is in fact a result of mathematical statistics, and in particular estimation theory (see, for instance, [42, p. 175] , or more generally [17] , [27] , [35] , [36] , [39] , and [51] ). A short overview of these related results from estimation theory is provided in [50] .
Moreover, for binary desired outputs (that is, in the case of pattern classification in which the desired outputs represent the class to which the input pattern belongs to), Hampshire and Pearlmutter [22] extended this result to a larger class of cost functions. In particular, they provided conditions on the cost function used for training ensuring that the output of the model approximates the conditional probability of the desired output given the input (also called Bayesian a posteriori probabilities in the special case of pattern classification) when the performance criterion is minimized. Similar results were published by Savage [53] and Lindley [32] in the context of "subjective probabilities" theories (see also [16] , [30] ). In this framework, cost functions that minimize to the a posteriori probabilities are called "proper scoring rules." An extension to continuous distributions can be found in [33] . Asymmetric cost functions taking account of the fact that given positive errors may be more serious than negative errors are studied in [65] .
Thereafter, Miller et al. [37] , [38] extended these results to nonbinary desired outputs, that is, to continuous bounded outputs, for function approximation. Saerens [50] , by using the calculus of variations, and Cid-Sueiro et al. [15] rederived these conditions for the general multioutputs case. The calculus of variations has already been proved useful in many circumstances in the context of artificial neural networks research. It has been used, for instance, for deriving learning algorithms for multilayer or recurrent neural networks [31] , for regularization purposes (for a review, see [8] ) or for training recurrent neural networks classifying temporal patterns [21] .
In this paper, we extend these results to the conditional median (and, more generally, the -quantile), as well as some other summary statistics.
B. Paper Outline
In the following sections, we first introduce the problem from an estimation theory perspective (Section II). In Section III, we rederive, from a calculus of variations point of view, the already known [37] , [38] necessary and sufficient conditions on the cost function ensuring that the output of the trained model approximates the conditional expectation of the desired output. We also derive similar results for the conditional geometric mean and the conditional variance. Thereafter (Section IV), we extend the results to the -quantile of the conditional distribution of the desired output, given the input. More precisely, among a class of "reasonable" performance criteria, we provide necessary and sufficient conditions on the cost function so that the optimal estimate is the -quantile of the conditional probability density of the desired output given the input vector (the explanatory variables), whatever the noise characteristics affecting the data. In the next section (Section V), we argue that the least absolute deviations criterion (LAD) could, in some special cases, act as an alternative to the ordinary least squares criterion (OLS) for nonlinear regression. We also encourage the use of "regression quantile."
II. STATEMENT OF THE PROBLEM
Let us consider that we are given a sequence of independent -dimensional training patterns with as well as corresponding scalar desired outputs (for the -dimensional case, see [50] ). The and the are realizations of the random variables and . Of course, we hope that the random vector provides some useful information that allows to predict with a certain accuracy on the basis of . The purpose is to train a model, say a neural network, in order to supply outputs, , that are "accurate" (in some predefined manner; see below) estimations-or predictions-of the desired outputs (1) where is the function provided by the model, the input (the explanatory variables) supplied as input to the model, and is the parameter vector of the model. In order to measure how "accurate" is the estimation (1), we define a cost function-or loss function, penalty function, objective function, empirical risk measure, scoring rule-that provides us a measure of the discrepancy between the predicted value (supplied by the model) and the desired value . The purpose of the training is, of course, to minimize this cost. Now, since it is not generally possible to minimize the cost function for each because of the presence of noise or disturbances [for a given value of the input , the desired output is distributed with a probability density function ], the best we can do is to minimize this cost "on average." This leads to the definition of the performance criterion (2) where the integral is defined on the Euclidean space is defined as the standard expectation. Notice that we implicitly make the assumption that the criterion is additive with respect to the cost function here. If the criterion is multiplicative (as in the case of a likelihood function), we would have to define , which is again additive. It is convenient to rewrite (2)
Now, if we minimize the inner integral of (3) for every possible value of , then will also be minimized, since is nonnegative. We therefore select in order to minimize (4) where is a function of both and , and is the conditional expectation, given . This means that the minimization of (4) can be performed independently for every . Moreover, since is chosen in order to minimize (4) for every value of , will in general be a function of this parameter . The function of that minimizes (4) with respect to will be called the best, or optimal, estimator.
We assume that this optimal estimator can be approximated to any degree of accuracy by the model, , for some optimal value of the parameters (perfect parameters tuning). In other words, we are making a "perfect model matching" assumption. In the Miller et al. terminology [37] , [38] , such a model is called a "sufficiently powerful model" that is able to produce the optimal estimator.
In the next sections, we derive necessary and sufficient conditions on the cost function ensuring that the output of the trained model approximates the conditional expectation, the geometric mean, the variance and the -quantile of the desired output. Notice that we are designing cost functions for estimation of specific summary statistics without reference to 1) the statistical distribution of the noise and 2) the architecture of the model.
The reason for 1) is the following: We want to build cost functions minimizing to some summary statistics in any noise condition, that is, whatever the distribution of the noise. This means that the model, if perfectly trained, will approximate the summary statistics in any noise condition defined by (Poisson density, Gaussian density, etc). As an example, it is well known (see, for instance, [3] , [17] , [42] , and [57] ) that if the criterion is the mean square error, that is, when the cost function is , the minimum of the criterion (4) is reached for (5) And this result remains true whatever the characteristics of the noise affecting the data, and represented by the probability density function . The reason for (2) is the fact that neural networks are powerful nonlinear function approximators. They have universal approximation properties, and have been proved very useful in various engineering areas when carefully designed and trained. This is to be compared to, for instance, the generalized linear model approach, also very powerful and widely used in applied statistics (see, for instance, [34] or [24] ). In this later methodology, the architecture is carefully chosen based on the problem at hand. First, a (possibly nonlinear) link function relating a linear transformation of the inputs to the expected output is introduced. For instance, in the case of pattern classification, the link function could be a logistic or a probit function. Then, the cost function (a likelihood or quasi-likelihood function) is designed according to the distribution of the output at hand: After having observed the output distribution and made some assumptions about the noise, the model is usually trained by maximum likelihood or quasi-likelihood. One could argue that it is useless to discuss creative cost functions that can estimate some summary statistics without discussing the relevant underlying distributions. We think that both approaches are stimulating and complementary. 
is twice continuously differentiable in terms of all its arguments (6c)
We also assume that depends on only through the variable . If we want to be a minimum for , we have is the conditional expectation (7a) and the following standard optimality conditions must hold:
These conditions must hold whatever the characteristics of the noise. Before discussing the proof, let us provide the condition on the cost function for which the performance criterion is a minimum for (the conditional expectation)
where is an arbitrary function of only ( does not depend on ) and is negative on the range of the possible values of . The proof of (8) is presented in Appendix A. In this appendix, we show that the condition (8) on the cost function, and the optimality conditions (7a)-(7c) are equivalent. We therefore proceed in two steps: we first prove that (8) on the cost function implies that the criterion is a minimum at the conditional expectation [optimality conditions (7a)-(7c)] (sufficient condition; Appendix A-A). Thereafter we show that if the criterion is a minimum at the conditional expectation [optimality conditions (7a)-(7c)], the cost function verifies the condition (8) (necessary condition; Appendix A-B).
In [50] , we also showed that if the cost function is a function of the difference between desired output and predicted output, the mean square error criterion is the only one that leads to the estimation of the conditional expectation of the output given the input pattern, and we extended these conditions to the more general multioutputs case.
Condition (8) allows us to verify that the optimal estimator is the conditional expectation. Some examples of cost functions verifying this condition are provided in [50] . On the other hand, (8) [62] or [34, p. 325] ). While derived in a totally other way, log quasi-likelihood functions have exactly the same form as (8) . In this framework, in (8) , is interpreted as a variance varying in function of the output . Many interesting properties of quasi-likelihood functions are reported in [34, chs. 9 and 10]. For instance, quasi-likelihood functions allow the modeling of nonconstant-variance processes, for which the variance changes with the value of the output-approximating the conditional expectation. If constant, the variance is supposed to remain constant with respect to . This interpretation provides a motivation for using cost functions derived from (8) . There are also close links between the exponential family of distributions and quasi-likelihood; the interested reader is referred to [62] .
Notice that the calculus of variations approach can easily be extended to constrained problems and to other summary statistics. For instance, by introducing Lagrange parameters, we can impose that the probability density function of the desired output is symmetric around the mean . In this case, we obtain that the cost function has to be convex. Examples of necessary and sufficient conditions for two other summary statistics, the geometric mean and the variance, are presented in Appendix B. The case of the median is somewhat more complex, and is developed in the next section.
IV. SEARCHING FOR THE CLASS OF COST FUNCTIONS SUCH THAT THE CRITERION IS MINIMIZED FOR THE -QUANTILE OF
In this section, we derive conditions on the cost function ensuring that the criterion (2)-or equivalently (4)-attains its minimum for being the -quantile of the conditional probability density . The median is a special case of -quantile where . For this problem, we will consider the class of cost functions of the type if and only if (9a)
is twice continuously differentiable in terms of all its arguments, except at where it is simply continuous (9c) 1 This interesting fact was pointed out by an anonymous reviewer.
As in previous section, we assume that the cost function depends on only through the variable . Notice that the class of functions defined by (9a)-(9c) is more general than the one defined in Section III [(6a)-(6c)]. We do not require here that the cost function is differentiable at . Indeed, as will be seen later, the class of cost functions minimizing to the -quantile will be nondifferentiable at . This case therefore requires a more careful mathematical treatment.
If we want to be a minimum at -quantile , defined as and is the -quantile (10a) with , the following standard optimality conditions must hold:
And these conditions (10a)-(10c) must hold whatever the characteristics of the noise.
Before discussing the proof, let us provide the conditions on the cost function for which the performance criterion is a minimum for [the -quantile of ]
with and being a strictly increasing-but otherwise arbitrary-differentiable function
The proof of conditions (11a)-(11c) is presented in Appendix C. In this Appendix, we show that the conditions (11a)-(11c) on the cost function and the optimality conditions (10a)-(10c) are equivalent. We therefore proceed in two steps: we first prove that the conditions (11a)-(11c) on the cost function imply that the criterion is a minimum at the -quantile of the conditional distribution (10b)-(10c) (sufficient conditions; Appendix C-B. Thereafter we show that if the criterion is a minimum at the -quantile of the conditional distribution [optimality conditions (10a)-(10c)], the cost function verifies (11a)-(11c) (necessary conditions; Appendix C-A).
V. LEAST ABSOLUTE DEVIATIONS: AN ALTERNATIVE TO ORDINARY LEAST SQUARES?
Before using some nonusual cost function (for a review of various distance measure, see [7] ), practitioners must first assess its properties in order to be able to give a clear probabilistic interpretation to the output of the model, after training. This is especially important if the model plays a crucial probabilistic role, as in the case of multilayer neural networks used in the context of hybrid models for speech recognition (hidden Markov models neural networks) (see, for instance, [10] ). Besides the probabilistic interpretation, other important issues for choosing a cost function include the robustness of the sample estimator against outliers [47] , the statistical properties of the resulting finite-sample statistical estimator-in particular its variance (see for instance [57] ), the shape of the disturbance's probability density [14] , and the ease of computing the optimum of the criterion (is the criterion convex?). In this section, we suggest that the least absolute deviations criterion has some interesting properties that make it suitable for the training of neural networks, especially radial basis function neural networks.
We observe that the usual mean absolute deviations criterion (also called "absolute error cost function," or " -norm"), for which , verifies the conditions (11a)-(11c), and, indeed, provides the median as an estimate when minimized (see [36, p. 191] or [27, p. 343] ). The finite-sample counterpart of the mean absolute deviations criterion, based on realizations of the random variables , is called the LAD empirical criterion (12) It is known for a long time that, in the case of multiple regression modeling, LAD estimation is more robust against outliers than the OLS (the finite-sample counterpart of the mean square error criterion); for a review, see [2] ; for a discussion in the neural-network context, see [8] . In the univariate case, the sample median is known to be a robust estimator of the central location of a distribution [47] , [25] ; in contrast, the sample mean is very sensitive to outliers. In the multiple regression case, while the sample median is known to be more robust than the sample mean, there exists even more robust central location estimators which, unfortunately, are very computer-intensive to estimate [47] . In the context of using the LAD criterion for multiple regression parameters estimation, Wilson [64] and Barrodale [4] showed via Monte Carlo studies that the LAD is more efficient that the OLS in the presence of large disturbances (outliers). Blattberg and Sargent [9] showed that LAD criterion is superior to OLS in the case of fat-tailed (non-Gaussian) distributions of disturbances. Pfaffenberger and Dinkel [43] reported the same conclusions for Cauchy distributions of noise.
A drawback of the LAD comes from the fact that it is nondifferentiable at the . However, it appeared that the linear regression parameters can be efficiently estimated by minimizing the LAD through linear programming [18] , [58] , [59] ; for a review, see [2] . Optimized linear programming techniques have been especially designed for this problem, and the convergence to the global minimum is guaranteed ( [5] ; the Fortran code of the algorithm is published in [6] ). This is also true for regression quantile [29] . An alternative to linear programming is to use iteratively reweighted least squares techniques (see [54] , or for an improved algorithm, [1] ), Karmakar's algorithm [49] or subgradient iterative techniques [44] . Online algorithms have also been designed [61] . In the case of nonlinear optimization, iterative techniques based on subgradient optimization can be used [40] , [41] .
The main reason why LAD is hardly used is the lack of largesample properties, allowing, among others, the computation of confidence intervals for the estimated regression coefficients. This is, however, less critical in the case of connection weights estimation.
In the case of "regression quantile," we can similarly use the following empirical criterion:
where if , and otherwise. This empirical criterion has been in use in applied statistics and econometrics for a long time (see [13] or [28] for a concrete application). Notice that regression quantile can be used in order to compute a kind of confidence interval on the -forecast containing, say, 80% of the data (consisting in two curves, one at %, and one at %). In consequence, LAD estimation could be a viable alternative to OLS estimation for radial basis function network parameters estimation, in the context of nonlinear regression. In this special case, the output is linear in terms of the parameters, and linear programming can be used for parameters estimation. It would be worth trying if we suspect that the noise distribution is nonGaussian, in the presence of outliers and in the case of small training sets. As already mentioned, regression quantile can also be used in order to compute a confidence interval on the output .
VI. CONCLUSION
In this paper, we used the calculus of variations in order to study the probabilistic interpretation of the output of a model trained by minimizing a cost function. In particular, we were able to provide simple conditions on the cost function ensuring that the optimal estimator is the conditional expectation of the desired output, and the -quantile of the conditional probability density of the desired output. We argue that the variational formalism is a general framework that can systematically be applied in order to derive results concerning the interpretation of the output of a trained model. The same technique could be used in order to define the class of criteria that are minimized at some other summary statistics we are interested in (not only the conditional expectation or the -quantile).
However, we must keep in mind that these conditions are only valid if 1) the global minimum of the criterion is indeed reached after training, and 2) the neural network is a "sufficiently powerful model" that is able to approximate the optimal estimator to any degree of accuracy (perfect model matching). Notice also that 3) the results presented here are essentially asymptotic, and that issues regarding estimation from finite data sets are not addressed.
We must also stress that if we put some restrictions on the class of noise affecting the data (for instance, if we consider Gaussian disturbances, symmetric or convex probability distributions), a larger class of cost functions will also provide the conditional expectation as an optimal estimator (see [12] , [17] , and [55] ; a short review is provided in [50] ). In this work, we assumed that the noise is completely arbitrary (arbitrary conditional probability distribution).
We also argued that the least absolute deviations criterion can be used as an alternative to the ordinary least squares criterion, in the context of nonlinear regression. Moreover, regression quantile can be used in order to provide a confidence interval on the output of the model.
APPENDIX A

A. Condition (8) on the Cost Function Implies that the Performance Criterion is a Minimum for (The Conditional Expectation), i.e., Implies (7a)-(7c)
Let us multiply equation (8) by and integrate over . We obtain (A1) Now, by the definition of the conditional expectation, the following identity holds: (A2) so that, for , the right-hand side of (A1) is zero. We therefore obtain (7b). This proves that all the cost functions verifying (8) will also verify the condition (7b).
Moreover, by differentiating (8), we evaluate (7c)
Since, from (8), is negative on the range of possible values of the conditional expectation , we obtain (7c). This completes the first part of the proof: the condition (8) implies the optimality conditions (7a)-(7c)
B. All the Solutions to Equations (7a)-(7c) are also Solutions to Equation (8) with Negative
Equation (7b) must hold whatever the characteristics of the noise, that is, whatever the probability density of the random variable with mean . This means that the integral (A4a) remains stationary-it remains identically zero-for any variation (in the sense of the calculus of variations; see [19] ) of the function -denoted as , being fixed-subject to the constraints (A4b) (A4c) Roughly speaking, it means that the result of the integral (A4a) is invariant when making a transformation , where and are subject to the constraints (A4b)-(A4c). The constraints are important since if they were not present, we could directly deduce from (A4a) that which, of course, is incorrect. Now, this is a classical problem of the calculus of variations (often called the isoperimetric problem): the stationarity of (A4a) with respect to variations of , subject to the constraints (A4b) and (A4c), directly implies that the following functional (called the Lagrange function) is stationary for any variation of , without considering the constraints (A5)
In other words, the method of Lagrange multipliers transforms the constrained problem into an unconstrained problem [19] . The and are called Lagrange multipliers; since the stationarity property must hold for every , they are labeled by . Let us compute the variation of with respect to , and set it equal to zero (A6)
Since the result of the integral in (A6) is zero for any variation , the term into bracket must cancel:
Let us multiply equation (A7) by and integrate over . Since we assumed that depends on only through the variable , we obtain (A11) which is equivalent to (8) with . Moreover, we showed in previous section that (7c) is equivalent to the negativity of [see (A3)]. Therefore, the optimality conditions (7a)-(7c) imply (8) with negative. This completes the proof.
APPENDIX B
By following the same procedure as in Section III, we can obtain results concerning other summary statistics. In this appendix, we consider the conditional geometric mean and the conditional variance as examples.
A. The Geometric Mean
The conditional geometric mean, , can be defined as
where we assume that . By using constraint (B1) instead of (A4b), we obtain the necessary and sufficient condition for which the performance criterion is a minimum for (the conditional geometric mean)
where , is an arbitrary function of only ( does not depend on ), and is negative on the range of the possible values of .
B. The Variance
The conditional variance is defined as (B3) where we assume that the conditional expectation is known and provided by another previously trained model. By using constraint (B3) instead of (A4b), we obtain the necessary and sufficient conditions for which the performance criterion is a minimum for (the conditional variance):
where is an arbitrary function of and , and is negative on the range of the possible values of . which is positive since (11c). This proves (10c). The criterion is therefore a minimum at (the -quantile).
B. All the Solutions to (10a)-(10c) are Also Solutions to (11a)-(11c)
Equation (10b) must hold whatever the characteristics of the noise, that is, whatever the probability density of the random variable with -quantile . From Leibnitz's rule, this implies that the expression (C3a) remains stationary-it remains identically zero-for any variation (the class of admissible variations being piecewise smooth curves in the sense of the calculus of variations; see [19] ) of the function -denoted as , being fixed-subject to the constraints (C3b) (C3c)
Roughly speaking, it means that the result of the integral (C3a) is invariant when making a transformation , where and are subject to the constraints (C3b)-(C3c).
As in Appendix A, this is a classical problem of the calculus of variations: the stationarity of (C3a) with respect to variations of , and subject to the constraints (C3b) and (C3c), directly implies that the following Lagrange function is stationary for any variation of , without considering the constraints (C4) and being Lagrange multipliers. Since the stationarity property must hold for every , they are labeled by .
The stationarity of expression (C4) requires that the variations for both and cancel (see [19, pp. 61-63] ) (C5a)
and the Weierstrass-Erdmann conditions at ( being an infinitesimal positive value) (C6) which, from (C5a) and (C5b), is automatically satisfied. Now, from (C5a) and (C5b), (C3a) can be rewritten as (C7) so that, from (C3b) to (C3c) (C8)
Since we assumed that depends on only through the variable , by defining , we obtain from (C8) and (C5a) 
ACKNOWLEDGMENT
The author would like to thank the three anonymous reviewers for their pertinent and constructive remarks.
