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Abstract
In [FFR] Feingold, Frenkel and Ries gave a spinor construction of the vertex operator
para-algebra (abelian intertwining algebra) ˆV = ˆV0 ⊕ ˆV1 ⊕ ˆV2 ⊕ ˆV3, whose summands are
four level-1 irreducible representations of the affine Kac-Moody algebra D(1)4 . The triality
group S 3 = 〈σ, τ | σ3 = 1 = τ2, τστ = σ−1〉 in Aut( ˆV) was constructed, preserving ˆV0 and
permuting the ˆV i, for i = 1, 2, 3. ˆV is 12Z-graded where ˆV
i
n denotes the n-graded subspace of
ˆV i. Vertex operators Y(v, z) for v ∈ ˆV01 represent D(1)4 on ˆV , while those for which σ(v) = v
represent G(1)2 .
We investigate branching rules, how ˆV decomposes into a direct sum of irreducible G(1)2
representations. We use a two-step process, first decomposing with respect to the interme-
diate subalgebra B(1)3 , represented by Y(v, z) for τ(v) = v. There are three vertex operators,
Y(ωD4 , z), Y(ωB3 , z), and Y(ωG2 , z) each representing the Virasoro algebra given by the Sug-
awara constructions from the three algebras. The Goddard-Kent-Olive coset construction
[GKO] gives two mutually commuting coset Virasoro representations, provided by the ver-
tex operators Y(ω(D4−B3), z) and Y(ω(B3−G2), z), with central charges 12 and 710 respectively.
The first one commutes with B(1)3 , and the second one commutes with G
(1)
2 . This gives the
space of highest weight vectors for G(1)2 in ˆV as tensor products of irreducible Virasoro
modules L(1/2, h1/2)⊗ L(7/10, h7/10). This dissertation explicitly constructs these coset Vi-
rasoro operators, and uses them to describe the decomposition of ˆV with respect to G(1)2 .
This work also provides spinor constructions of the 710 Virasoro modules, and of the two
level-1 representations of G(1)2 inside ˆV.
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Chapter 1
Introduction
This dissertation solves a specific problem in the representation theory of the infinite di-
mensional Kac-Moody Lie algebras. Given an irreducible representation ˆV i of such an
algebra gˆ, and a subalgebra gˆ0, branching rules give the decomposition of ˆV i into a direct
sum of irreducible representations of gˆ0. While the number of summands in that decom-
position may be infinite, it is possible to organize them into a finite number of modules
for another Lie algebra that commutes with gˆ0. In many cases, that commuting Lie alge-
bra is the Virasoro algebra, which is a vital part of conformal field theory in physics. The
specific decompositions investigated here are for the four level-1 irreducible modules, ˆV i,
0 ≤ i ≤ 3, of the affine algebra gˆ of type D(1)4 with respect to its affine subalgebra gˆ0 of
type G(1)2 . We use the spinor construction from Clifford algebras of these four modules
given in [FFR] which provides ˆV0 ⊕ ˆV1, the Neveu-Schwarz modules, with the structure
of a vertex operator superalgebra (VOSA), provides ˆV2 ⊕ ˆV3, the Ramond modules, with
the structure of a module for that VOSA, and provides ˆV = ˆV0 ⊕ ˆV1 ⊕ ˆV2 ⊕ ˆV3 with the
structure of a vertex operator para-algebra (VOPA), also known as an abelian intertwining
algebra. An action on ˆV of the triality group, the symmetric group S3, is also provided, and
gives gˆ0 as certain fixed points under S3. The vertex operator algebra (VOA) structure on
ˆV0 includes vertex operators Y(v, z) for v ∈ ˆV0 which represent the affine algebras gˆ and gˆ0,
as well as an intermediate affine algebra, b1, of type B(1)3 , the fixed points under an order 2
element of S3. For each of these three affine algebras, gˆ ⊇ b1 ⊇ gˆ0, there is an associated
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representation of the Virasoro algebra provided by vertex operators Y(ωD4 , z), Y(ωB3 , z) and
Y(ωG2 , z). Using the [GKO] coset construction we get vertex operators Y(ω(D4−B3), z) and
Y(ω(B3−G2), z) providing two commuting coset representations of the Virasoro algebra with
central charges 12 and
7
10 , respectively, both commuting with the operators representing gˆ0.
Under these circumstances each irreducible gˆ-module, ˆV i, decomposes into a direct sum
of tensor products of the form L(1/2, h1/2) ⊗ L(7/10, h7/10) ⊗ W(Ω j) where L(c, h) is the
irreducible highest weight Virasoro module with central charge c, the Virasoro operator L0
acts as h on the highest weight vector, and W(Ω j) is the irreducible highest weight module
for gˆ0 with highest weight Ω j.
The main results of this dissertation are the following explicit decompositions for each
level-1 irreducible D(1)4 -module, ˆV i, 0 ≤ i ≤ 3, as a direct sum of G(1)2 -modules, where the
infinite number of summands is expressed as a finite sum of tensor products of two kinds
of coset Virasoro modules. For the Neveu-Schwarz modules we have
ˆV0 = L(1/2, 0) ⊗ L(7/10, 0) ⊗W(Ω0)
⊕ L(1/2, 0) ⊗ L(7/10, 3/5) ⊗ W(Ω2)
⊕ L(1/2, 1/2) ⊗ L(7/10, 1/10) ⊗W(Ω2)
⊕ L(1/2, 1/2) ⊗ L(7/10, 3/2) ⊗ W(Ω0)
and
ˆV1 = L(1/2, 1/2) ⊗ L(7/10, 0) ⊗ W(Ω0)
⊕ L(1/2, 1/2) ⊗ L(7/10, 3/5) ⊗W(Ω2)
⊕ L(1/2, 0) ⊗ L(7/10, 1/10) ⊗ W(Ω2)
⊕ L(1/2, 0) ⊗ L(7/10, 3/2) ⊗ W(Ω0)
2
and combining them we have
ˆV0 ⊕ ˆV1 =
(
L(1/2, 0) ⊕ L(1/2, 1/2)
)
⊗
(
L(7/10, 0) ⊕ L(7/10, 3/2)
)
⊗ W(Ω0)
⊕
(
L(1/2, 0) ⊕ L(1/2, 1/2)
)
⊗
(
L(7/10, 1/10) ⊕ L(7/10, 3/5)
)
⊗W(Ω2).
For the Ramond modules we have
ˆV2 = L(1/2, 1/16) ⊗ L(7/10, 3/80) ⊗ W(Ω2)
⊕ L(1/2, 1/16) ⊗ L(7/10, 7/16) ⊗ W(Ω0)
and
ˆV3 = L(1/2, 1/16) ⊗ L(7/10, 3/80) ⊗ W(Ω2)
⊕ L(1/2, 1/16) ⊗ L(7/10, 7/16) ⊗ W(Ω0).
We prove these results by explicitly finding highest weight vectors corresponding to each
direct summand above, which gives containments for each ˆV i. We get the equalities by
showing that the principal graded characters on both sides are equal.
The organization of this dissertation is as follows. After giving the necessary back-
ground in Lie theory, we give an exposition of the theory of characters (graded dimension)
of modules for the algebras we consider, and prove the character identities needed to com-
plete our decompositions. We then present the algebras and representations in the spinor
construction, and construct all of the necessary vertex operators. These are used to find
the highest weight vectors and verify their properties giving each of the summands in the
above formulas.
3
Chapter 2
Background
This chapter is an attempt to keep the document self contained. We refer the reader to any
appropriate text, for example [Hum] or [Car] for a detailed exposition on the material in
the first section, and to [Car], [IK2], or [Zx] for the sequel.
2.1 Finite Dimensional Lie Algebras, Automorphisms, and
Representations
Definition 2.1. Let g be a vector space over a field F with a bilinear operation given by the
bracket [·, ·] : g× g → g. We call g a Lie algebra if the following properties are satisfied for
all x, y, z ∈ g:
(a) [x, x] = 0
(b) [x, [, y, z]] + [y, [z, x]] + [z, [x, y]] = 0.
An ideal I ⊆ g is a subspace such that [I, g] ⊆ I, and g is simple when it has no proper
nontrivial ideals. A Lie algebra g is called abelian when [x, y] = 0 for all x, y ∈ g, and an
element x ∈ g is called central when [x, y] = 0 for all y ∈ g. A Lie algebra homomorphism
is a linear map φ : g1 → g2 where φ([x, y]) = [φ(x), φ(y)] for all x, y ∈ g1. Lie algebra
isomorphisms and automorphisms are defined accordingly.
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Example 2.2. For any vector space V , the vector space End(V) of endomorphisms forms
a Lie algebra with the bracket given by the commutator [x, y] = x ◦ y − y ◦ x for all
x, y ∈ End(V).
Definition 2.3. A Lie algebra representation on a vector space V is a Lie algebra homo-
morphism φ : g → End(V), that is, φ[x, y] = φ(x) ◦ φ(y) − φ(y) ◦ φ(x) for all x, y ∈ g.
This is equivalent to saying that V is a g-module, where the action of g on V is given by
x · v = φ(x)(v) for x ∈ g and v ∈ V . A subspace U ⊆ V of a g-module V is called a
g-submodule (sub-representation) when U is invariant under the action of g. A g-module V
is called irreducible when it has no proper nontrivial submodules. V is called completely
reducible when it has a decomposition into the direct sum of irreducible g-modules.
Example 2.4. The adjoint representation, ad : g → End(g), defined by adx(y) = [x, y] for
any x, y ∈ g, is a Lie algebra representation of g on itself.
Definition 2.5. We call h ⊆ g a Cartan subalgebra (CSA) of g when h is a maximal abelian
subalgebra of g such that {adh | h ∈ h} is simultaneously diagonalizable in End(g). The
dimension of any CSA, independent of choice, is the rank of g.
Definition 2.6. A root space, gα ⊆ g, is a simultaneous eigenspace for the ad action of a
CSA h, that is, gα = {x ∈ g | [h, x] = α(h)x, for all h ∈ h}, where α ∈ h∗ is a linear functional
in the dual space h∗ such that gα , 0. However, g0 = h is not called a root space. Denote
by Φ = {α ∈ h∗ | α , 0 and gα , 0} the set of roots of g. Note that [gα, gβ] ⊆ gα+β for any
α, β ∈ Φ ∪ {0}. A decomposition g = h ⊕
⊕
α∈Φ
gα is called a root space decomposition of g.
By the famous Cartan-Killing theorem, the finite dimensional simple Lie algebras over
the complex numbers are classified into four infinite families and five exceptional Lie alge-
bras. Below are these Lie algebras and their associated Dynkin diagrams. The four families
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are:
Aℓ; sl(ℓ + 1,C) for ℓ ≥ 1
Bℓ; so(2ℓ + 1,C) for ℓ ≥ 2
Cℓ; sp(2ℓ,C) for ℓ ≥ 3
Dℓ; so(2ℓ,C) for ℓ ≥ 4
the special linear algebras, orthogonal algebras, and symplectic algebras; and the five ex-
ceptional algebras are:
E6
E7
E8
F4
G2
When ℓ = 4 the Dynkin diagram for D4 has an S 3 symmetry called triality. Let σ
be the diagram automorphism which rotates the outer nodes counterclockwise and fixes
the middle node. Let τ be the order-two diagram automorphism which fixes the middle
and leftmost nodes while permuting the two rightmost nodes. Let G be the permutation
group generated by σ and τ. These diagram automorphisms correspond to Lie algebra
outer automorphisms which we denote by the same symbols. Notice that τ, στ and σ2τ are
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the order-two automorphisms which fix the middle node and one other node. For each of
those order-two elements, the fixed points of D4 under it form a Lie subalgebra of type B3,
Dτ4  B3, D
στ
4  B3 and Dσ
2τ
4  B3. The fixed points of D4 under G form a Lie subalgebra
of type G2 inside each of those copies of B3, but in fact, that subalgebra is the fixed points
under just σ, Dσ4  G2.
Definition 2.7. Let Rℓ be the Euclidean space with an inner product (·, ·). A subset Φ ⊆ Rℓ
is called a finite root system if the following four properties are satisfied.
(a) Φ is finite, spans Rℓ and does not contain 0.
(b) For any α ∈ Φ, kα ∈ Φ if and only if k = ±1.
(c) For each α ∈ Φ, the reflection rα through the hyperplane perpendicular to α leaves Φ
invariant. The reflection is given by rα(λ) = λ − 〈λ, α〉α where 〈λ, α〉 = 2 (λ, α)(α, α) .
(d) For α, β ∈ Φ, 〈α, β〉 ∈ Z.
Definition 2.8. A subset ∆ = {α1, · · · , αℓ} of a root system Φ is called a set of simple roots
if span(∆) = span(Φ), so ∆ is a basis of Rℓ, and for each root α ∈ Φ, either α or −α can
be written as a non-negative integral linear combination of the simple roots, ∑ℓi=1 kiαi for
0 ≤ ki ∈ Z. The positive roots relative to a choice of ∆ are Φ+ = {α ∈ Φ | α =
∑ℓ
i=1 kiαi, 0 ≤
ki ∈ Z}, the negative roots are Φ− = −Φ+, and Φ = Φ+ ∪ Φ−. The root lattice of Φ is the
integral span of the simple roots, QΦ = ∑ℓi=1 Zαi and we write Q+Φ = {∑ℓi=1 kiαi | 0 ≤ ki ∈ Z}.
There is a partial order on Rℓ defined by µ ≤ λ when λ − µ ∈ Q+
Φ
.
Definition 2.9. Let Φ be a root system and ∆ a set of simple roots in Φ. Define the as-
sociated Dynkin diagram to be the graph whose vertices (nodes) correspond to the simple
roots, and whose edges are determined as follows. The number of edges between nodes αi
and α j for i , j is 〈αi, α j〉〈α j, αi〉, an integer between 0 and 3. If this integer is 1 there is
an undirected edge between those nodes. If this integer is 2 or 3 then (αi, αi) , (α j, α j) and
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the edges are directed by an arrow aimed from the longer root to the shorter one. The in-
formation encoded in the Dynkin diagram is equivalent to the Cartan matrix A = [〈αi, α j〉].
Definition 2.10. Let Φ be a root system. The Weyl group, W, is the group generated by
the simple reflections rαi , W = 〈rαi | αi ∈ ∆〉.
Remark 2.11. In the proof of the classification of finite dimensional simple Lie algebras
over the complex numbers, the existence of a Cartan subalgebra, h, with dim(h) = ℓ, gives
a finite set of nonzero linear functionals, Φ ⊂ h∗, and a root space decomposition of the
Lie algebra. It is shown that there is a positive definite inner product on the real span of
Φ, which is therefore isomorphic to Rℓ, and Φ satisfies the axioms of a root system given
above. It is shown that Φ has a set of simple roots, and the Weyl group generated by the
simple reflections acting on the real span ofΦ can also be understood as acting on h∗, which
is the complex span of Φ.
Definition 2.12. Let V be a finite dimensional g-module such that the CSA h acts simulta-
neously diagonalizably on V , with simultaneous eigenspaces (weight spaces) Vµ =
{v ∈ V | h · v = µ(h)v, for all h ∈ h} where µ ∈ h∗. Call µ a weight of V if Vµ , 0 and
write Π(V) = {µ ∈ h∗ | Vµ , 0} for the set of all weights of V . We say that a nonzero vector
v ∈ V is a highest weight vector (HWV) when v ∈ Vλ for some λ ∈ Π(V) and x · v = 0 for
all x ∈ gα with α ∈ Φ+. If V is irreducible then V contains a highest weight vector unique
up to scalar multiples, and V is uniquely determined by the weight λ of that HWV, so we
label that module by Vλ and call it a highest weight representation. In that case, we write
Π(Vλ) = Πλ and for any weight µ ∈ Πλ we have µ ≤ λ. The weight space decomposition
of Vλ is its direct sum decomposition into weight spaces, Vλ =
⊕
µ∈Πλ
Vλµ . For g finite dimen-
sional simple, g itself is an irreducible g-module by the ad-action, and its highest weight is
its highest root, denoted by θ.
Definition 2.13. For a finite dimensional irreducible highest weight g-module Vλ, the char-
acter of Vλ is the following element of Z[h∗] = {∑µ∈S nµeµ | nµ ∈ Z, S ⊆ h∗, |S | < ∞}, the
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integral group ring over h∗, ch(Vλ) = ∑µ∈Πλ dim(Vλµ )eµ. The character of a direct sum of
such g-modules is the sum of the characters of the summands. The character of a tensor
product of such g-modules is the product of the characters of the tensor factors.
Definition 2.14. The integral weight lattice associated with a root system Φ is PΦ =
{λ ∈ h∗ | 〈λ, αi〉 ∈ Z, αi ∈ ∆}. It can be seen that PΦ =
∑ℓ
i=1 Zλi where λi is the fundamental
weight defined by 〈λi, α j〉 = δi, j for 1 ≤ i, j ≤ ℓ, and QΦ ⊆ PΦ. The set of dominant integral
weights is P+
Φ
= {λ ∈ h∗ | 0 ≤ 〈λ, αi〉 ∈ Z, αi ∈ ∆} and it is clear that P+Φ = {
∑ℓ
i=1 niλi | 0 ≤
ni ∈ Z}. For all λ ∈ P+ there is a finite dimensional irreducible representation Vλ of g
with highest weight λ and all of its weights, Πλ = {w(µ) | µ ∈ P+
Φ
, µ ≤ λ,w ∈ W}, are in
PΦ. Also, for each finite dimensional irreducible g-module V there is a λ ∈ P+ such that
V = Vλ, and Πλ is invariant under the action of the Weyl group, W.
Theorem 2.15. For any λ ∈ P+
Φ
we have the following Weyl character formula for the
character of irreducible finite dimensional highest weight g-module Vλ:
ch(Vλ) = S λ+ρ
S ρ
where S µ =
∑
w∈W
sgn(w)ewµ−ρ and ρ =
ℓ∑
i=1
λi.
The Weyl denominator formula is:
S ρ =
∏
α∈Φ+
(1 − e−α). (2.1)
Note that setting ui = e−αi for 1 ≤ i ≤ ℓ, both S ρ and e−λ ch(Vλ) are in the group ring
Z[u1, · · · , uℓ].
Definition 2.16. Let V be a vector space over a field F with a symmetric bilinear form (·, ·).
The Clifford algebra Cliff = Cliff(V, (·, ·)) is the associative algebra over F generated by V
with unit element 1 and relations ab + ba = (a, b)1 for any a, b ∈ V . If I is any left ideal
of Cliff then CM = Cliff/I is a left Cliff-module, that is, a vector space on which Cliff
acts by left multiplication as endomorphisms satisfying the relations in Cliff, thus giving a
representation of Cliff on CM.
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Let V±  Cℓ, V = V+ ⊕ V−, and let (·, ·) be non-degenerate such that each subspace V±
is isotropic. For a, b ∈ V let ◦◦ab ◦◦ = 12(ab − ba) ∈ Cliff and let g = span{ ◦◦ab ◦◦ | a, b ∈ V}.
Then the relations in Cliff imply that g is closed under commutator, thus forming a Lie
algebra which can be shown to be of type Dℓ. The relations in Cliff also imply that for all
a, b, c ∈ V , the commutator [ ◦◦ab ◦◦ , c] ∈ V , showing that V is a g-module. Let I be the
left ideal of Cliff generated by V+, so that CM = Cliff/I = (∧V−) · vac where vac =
1 +I , and CM = CM0 ⊕CM1 is the decomposition according to parity, the Z2-grading of
∧V−. Although CM is an irreducible Cliff-module, both CM0 and CM1 are invariant and
irreducible under the left multiplication by g. These explicit constructions give the adjoint
representation of dimension 2ℓ2 − ℓ and three other irreducible representations of Dℓ, the
natural representation of dimension 2ℓ, and the two semi-spinor representations, each of
dimension 2ℓ−1. We will be using only the case of ℓ = 4, and details will be provided later.
2.2 Infinite Dimensional Lie Algebras and Representations
Definition 2.17. For a finite dimensional simple Lie algebra g, define the untwisted affine
Kac-Moody Lie algebra gˆ = g⊗C[t, t−1]⊕Cc⊕Cd, where we use the notation x(m) = x⊗ tm
for x ∈ g and m ∈ Z, and the Lie brackets are
[x(m), y(n)] = [x, y](m + n) + mδm,−n(x, y)c, [c, gˆ] = 0, and [d, x(m)] = mx(m) (2.2)
for x, y ∈ g and m, n ∈ Z, and where (·, ·) is a non-degenerate invariant symmetric bilinear
form on g with a certain standard normalization. We identify g with g ⊗ t0 ⊆ gˆ so g is a Lie
subalgebra of gˆ.
This affine algebra gˆ has CSA H = h ⊕ Cc ⊕ Cd, a maximal abelian subalgebra whose
ad action is diagonalizable, and root space decomposition gˆ = H ⊕
⊕
α∈ ˆΦ
gˆα where the affine
root system is denoted ˆΦ, and we write dim(gˆα) = mult(α). In order to describe the affine
root system in the dual of the Cartan subalgebra, H∗, first extend the simple roots αi ∈ ∆ to
be the elements in H∗ which are zero on c and d. Then define the elements c∗, d∗ = δ ∈ H∗
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by c∗(h) = 0 = d∗(h), c∗(c) = 1 = d∗(d) and c∗(d) = 0 = d∗(c). Then ˆΦ = {α + mδ | α ∈
Φ,m ∈ Z} ∪ {nδ | 0 , n ∈ Z} and the simple roots of gˆ are ˆ∆ = {α0, α1, · · · , αℓ} where the
new affine simple root, α0 = δ − θ and θ is the highest root of Φ. The dual Cartan, H∗, has
a basis {α1, ...αℓ, c∗, δ}. The inner product on H is the extension of the inner product on h
such that (h, c) = 0 = (h, d), (c, c) = 0 = (d, d) and (c, d) = 1. The inner product on H∗ is
the extension of the inner product on h∗ such that (h∗, c∗) = 0 = (h∗, δ), (c∗, c∗) = 0 = (δ, δ)
and (c∗, δ) = 1. The partial order on h∗ extends to a partial order on H∗ by µ ≤ λ when
λ − µ = ∑ℓi=0 aiαi for some 0 ≤ ai ∈ Z.
Example 2.18. The three untwisted affine Kac-Moody Lie algebras that we will be con-
cerned with are D(1)4 , B
(1)
3 and G
(1)
2 . Below are their Dynkin diagrams, respectively. The
darker node corresponds to the affine root α0.
Definition 2.19. The affine Weyl group, ˆW, is the group generated by the simple reflections
rαi on H∗, ˆW = 〈rαi | αi ∈ ˆ∆〉.
Definition 2.20. The fundamental weights of gˆ are Λ0 = c∗, and Λi = nic∗ + λi, 1 ≤ i ≤ ℓ.
The integral weight lattice and dominant weights are defined similarly as in Definition 2.14,
ˆP =
∑ℓ
i=0 ZΛi and ˆP+ = {
∑ℓ
i=0 miΛi | 0 ≤ mi ∈ Z}.
Definition 2.21. For each Λ =
∑ℓ
i=0 miΛi ∈ ˆP+ there exists an irreducible representation of
gˆ, VΛ. The level of the representation, Λ(c) = m0 + ∑ℓi=1 mini, is the scalar by which the
central element c acts on VΛ. The module has a weight space decomposition VΛ =
⊕
µ∈ΠΛ
VΛµ ,
where we have as before, VΛµ = {v ∈ VΛ | h · v = µ(h)v, for all h ∈ H} where µ ∈ H∗ and
ΠΛ = {µ ∈ ˆP | VΛµ , 0} = {w(µ) ∈ ˆP | µ ∈ ˆP+, µ ≤ Λ,w ∈ ˆW} ⊆ {µ ∈ ˆP | µ ≤ Λ}.
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Definition 2.22. Generalizing the character of a finite dimensional module, the graded
dimension
gr(VΛ) = e−Λ
∑
µ∈ΠΛ
dim(VΛµ )eµ ∈ Z[[ui | 0 ≤ i ≤ ℓ]] (2.3)
is a formal power series of ℓ + 1 variables, ui = e−αi , 0 ≤ i ≤ ℓ, since ΠΛ ⊆ {µ ∈ ˆP | µ ≤ Λ}.
The character of the module is the shifted power series ch(VΛ) = eΛgr(VΛ).
Theorem 2.23. For any Λ ∈ ˆP+ we have the following Weyl-Kac character formula for the
character of irreducible finite dimensional highest weight gˆ-module VΛ:
ch(VΛ) = S Λ+ρˆS ρˆ where S µ =
∑
w∈ ˆW
sgn(w)ewµ−ρˆ and ρˆ =
ℓ∑
i=0
Λi.
The Weyl-Kac denominator formula is:
S ρˆ =
∏
α∈ ˆΦ+
(1 − e−α)mult(α). (2.4)
Note that setting ui = e−αi for 0 ≤ i ≤ ℓ, both S ρˆ and e−Λ ch(VΛ) = gr(VΛ) are in the power
series ring Z[[u0, · · · , uℓ]].
Definition 2.24. The Witt algebra D is the infinite dimensional Lie algebra with basis
{dm | m ∈ Z} and brackets [dm, dn] = (n − m)dm+n, for m, n ∈ Z. This Lie algebra has a
representation on the ring of Laurent polynomials, C[t, t−1], where the action is given by
the formula dm = tm+1 ddt . This action extends to an action on gˆ by dm · x(n) = nx(m + n) so
that d0 = d as in Definition 2.17. The Virasoro algebra, Vir, is the central extension of D,
with basis {Lm, cVir | m ∈ Z} , and brackets
[Vir, cVir] = 0 and
[Lm, Ln] = (m − n)Lm+n + 112(m3 − m)δm,−ncVir for m, n ∈ Z. (2.5)
Remark 2.25. Note that [−dm,−dn] = (m − n)(−dm+n) so the projection from Vir to D
sends Lm to −dm.
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Theorem 2.26. For each (c, h) ∈ C2 there is an irreducible representation of the Virasoro
algebra (an irreducible Vir-module), denoted by Vir(c, h) or L(c, h), such that the central
element cVir acts by the scalar c, called the central charge of the module, and such that there
is a highest weight vector v+ satisfying Lm(v+) = 0 for m > 0 and L0(v+) = hv+. For certain
values of c and h the Vir-module Vir(c, h) admits a positive definite Hermitian form such
that (Lm(u), v) = (u, L−m(v)) for any u, v ∈ Vir(c, h), in which case the module is called
unitary. A very important class of these are the discrete series for which the central charge
0 < c < 1 can only have one of the discrete set of values c = 1− 6
s(s+1) for 3 ≤ s ∈ Z, and for
which there are only a finite set of h given by the special formula h = hm,n = [(s+1)m−sn]2−14s(s+1) ,
where 1 ≤ m ≤ n < s + 1. The graded dimension for each of these Vir-modules, as well as
those of a larger class of Vir-modules called the minimal models, is given by a theorem of
Feigin-Fuchs [FF], and will be used in this dissertation.
Sugawara Construction 2.27. Let VΛ be a irreducible highest weight gˆ-module. Let
{ui | 1 ≤ i ≤ dim(g)} be a basis of the finite dimensional simple Lie algebra g, and let
{ui | 1 ≤ i ≤ dim(g)} be the dual basis with respect to the normalized invariant symmetric
bilinear form on g used in the bracket formula in Definition 2.17. Let Cox∨(g) = 1 + (θ, ρ)
be the dual Coxeter number of g [KR]. Then the following Sugawara operators represent
Vir on VΛ:
Lm =
1
2(Cox∨(g) + Λ(c))
∑
k∈Z
•
•ui(−k)ui(m + k) •• for m ∈ Z (2.6)
where the colons, •• •• indicate bosonic normal ordering of these operators on VΛ, that is,
•
•ui(−k)ui(m + k) •• = ui(−k)ui(m + k) if − k ≤ m + k
but
•
•ui(−k)ui(m + k) •• = ui(m + k)ui(−k) if m + k < −k.
In this Vir representation the central charge has value
c =
dim(g) · Λ(c)
Cox∨(g) + Λ(c) . (2.7)
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Spinor Construction 2.28. Let Z = Z+ǫ ∈
{
Z,Z + 12
}
. Let A = A+⊕A− where A±  Cℓ are
maximal isotropic subspaces with respect to a non-degenerate symmetric bilinear form on
A. Choose canonical bases {a1, · · · , aℓ} and {a∗1, · · · , a∗ℓ} for A+ and A−, respectively, such
that (ai, a j) = 0 = (a∗i , a∗j) and (ai, a∗j) = δi, j. Define A(Z) = A ⊗ tǫC[t, t−1], with elements
written a(n) = a ⊗ tn, where a ∈ A and n ∈ Z, equipped with the symmetric bilinear form
(a(m), b(n)) = (a, b)δm,−n for a, b ∈ A, m, n ∈ Z.
Let Cliffℓ(Z) = Cliff(A(Z), (·, ·)) be the infinite dimensional Clifford algebra whose ele-
ments satisfy the relations
a(m)b(n) + b(n)a(m) = (a(m), b(n))1.
When ǫ = 12 , define the maximally isotropic subspaces
A(Z)+ := span {a(n) ∈ A(Z) | n > 0}
A(Z)− := span {a(n) ∈ A(Z) | n < 0}
and when ǫ = 0, define
A(Z)+ := span {a(n) ∈ A(Z) | n > 0} ∪ span {a(0) | a ∈ A+}
A(Z)− := span {a(n) ∈ A(Z) | n < 0} ∪ span {a(0) | a ∈ A−}.
Let I (Z) be the left ideal in Cliffℓ(Z) generated by A(Z)+ so the quotient
CMℓ(Z) = Cliffℓ(Z)/I (Z) (2.8)
is an irreducible left Cliffℓ(Z)-module with vacuum vector
vac(Z) = 1 +I (Z) (2.9)
such that A(Z)+ · vac(Z) = 0. We have
CMℓ(Z) = span {b1(−n1) · · · br(−nr) vac(Z) | bi(−ni) ∈ A(Z)−}, (2.10)
14
and is 12Z graded, where the grading is given by the absolute value of the sum of the mode
numbers,
r∑
i=1
ni. There is a direct sum decomposition CMℓ(Z) = CM0ℓ (Z) ⊕ CM1ℓ(Z) into
even and odd subspaces, depending on the parity of r. Define the fermionic normal ordering
◦
◦a(m)b(n) ◦◦ =

a(m)b(n) for m < n
1/2
(
a(m)b(n) − b(n)a(m)
)
for m = n
−b(n)a(m) for m > n
(2.11)
so that ◦◦a(m)b(n) ◦◦ = − ◦◦b(n)a(m) ◦◦ .
When Z = Z + 12 the modules CMℓ(Z) = CM0ℓ (Z) ⊕CM1ℓ (Z) are called Neveu-Schwarz,
and when Z = Z they are called Ramond. The decomposition of these two Clifford modules
provide the spinor construction of four level-1 representations for the affine Kac-Moody Lie
algebra gˆ of type D(1)
ℓ
. Adopt the notation,
ˆV0 = CM0ℓ(Z + 12), ˆV1 = CM1ℓ(Z + 12), ˆV2 = CM0ℓ (Z), ˆV3 = CM1ℓ(Z), (2.12)
and let ˆV in denote the nth graded subspace of ˆV i. The highest weights of these four modules
are
Λ0, Λ1 − 12δ, Λ4 − ℓ8δ, Λ3 − ℓ8δ, (2.13)
respectively, corresponding to the four endpoints of the Dynkin diagram, and with highest
weight vectors
vac = vac(Z + 12 ), a1(−12 ) vac, vac′ = vac(Z), a∗ℓ(0) vac′ . (2.14)
The best way to express the operators representing gˆ and Vir on these modules is through
generating functions. Let w be a formal variable and for a ∈ A write the generating function
of Clifford operators
a(w) :=
∑
m∈Z
a(m)w−m−1/2 (2.15)
and its derivative generating function
a(1)(w) :=
∑
m∈Z
(−m − 12)a(m)w−m−3/2. (2.16)
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Using the fermionic normal ordering, we can define the following generating functions of
operators
◦
◦a(w)b(w) ◦◦ =
∑
m∈Z
∑
n∈Z
◦
◦a(m)b(n) ◦◦w−n−m−1
=
∑
k∈Z

∑
n∈Z
◦
◦a(k − n)b(n) ◦◦
w−k−1 (2.17)
and
◦
◦a
(1)(w)b(w) ◦◦ =
∑
m∈Z
∑
n∈Z
(−m − 12) ◦◦a(m)b(n) ◦◦w−n−m−2
=
∑
k∈Z

∑
n∈Z
(n − k − 12) ◦◦a(k − n)b(n) ◦◦
w−k−2. (2.18)
For each k ∈ Z, we will use the following notations for the inner summations in (2.17) and
(2.18), respectively, ∑
n∈Z
◦
◦a(k − n)b(n) ◦◦ = ◦◦a(w)b(w) ◦◦ k (2.19)
and ∑
n∈Z
(n − k − 12) ◦◦a(k − n)b(n) ◦◦ = ◦◦a(1)(w)b(w) ◦◦ k. (2.20)
Because of the normal ordering, both ◦◦a(w)b(w) ◦◦ k and ◦◦a(1)(w)b(w) ◦◦ k are well-defined op-
erators on CM(Z) for all k ∈ Z, providing a representation of gˆ and Vir on ˆV = ˆV0 ⊕ ˆV1 ⊕
ˆV2 ⊕ ˆV3 as follows. Let the operators LZk be defined by their generating function
LZ(w) =
∑
k∈Z
LZk w
−k−2
=
1 + (−1)2ǫ
16 ℓw
−2 +
1
2
ℓ∑
i=1
◦
◦a
(1)
i (w)a∗i (w) + a∗(1)i (w)ai(w) ◦◦ . (2.21)
This means that for 0 , k ∈ Z,
LZk =
ℓ∑
i=1
∑
n∈Z
(n − 12k) ◦◦ai(k − n)a∗i (n) ◦◦ (2.22)
and
L
Z+
1
2
0 =
ℓ∑
i=1
∑
n∈Z+12
n ◦◦ai(−n)a∗i (n) ◦◦ (2.23)
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but
LZ0 =
ℓ
8 +
ℓ∑
i=1
∑
n∈Z
n ◦◦ai(−n)a∗i (n) ◦◦ . (2.24)
Proposition 2.29. [FFR] Let gˆ be the untwisted affine Kac-Moody Lie algebra of type D(1)
ℓ
.
For Z ∈ Z or Z + 12 the operators (2.19) represent the elements ◦◦ab ◦◦(k) ∈ gˆ for k ∈ Z, the
identity operator represents c ∈ gˆ, the operator −LZ0 given in (2.23) and (2.24) represents
d ∈ gˆ, and the operators (2.22), (2.23) and (2.24) represent Lk ∈ Vir on CMℓ(Z) with
cVir acting as the scalar ℓ. CMℓ(Z) = CM0ℓ(Z) ⊕ CM1ℓ(Z) is the decomposition of CMℓ(Z)
into two irreducible gˆ-modules, so that (2.12) are the four level-1 gˆ-modules with highest
weights given in (2.13).
Remark 2.30. These operators are examples of vertex operators,
Y(v,w) =
∑
m∈ 12Z
Ym(v)w−m−wt(v) (2.25)
where v ∈ V =
⊕
r∈ 12Z
Vr is a 12Z-graded vector space, v ∈ Vr is said to have weight r = wt(v),
w is a formal variable and Ym(v) is an operator on V . That vector space is CMℓ(Z+ 12) where
the grading is given by the eigenvalues of L
Z+
1
2
0 . In particular, (2.15) - (2.18) with Z = Z+ 12
are the vertex operators
Y
(
a(−12 ) vac,w
)
= a(w) (2.26)
Y
(
a(−32 ) vac,w
)
= a(1)(w) (2.27)
Y
(
a(−12)b(−12 ) vac,w
)
= ◦◦a(w)b(w) ◦◦ (2.28)
Y
(
a(−32)b(−12 ) vac,w
)
= ◦◦a
(1)(w)b(w) ◦◦ (2.29)
and with conformal vector
ωDℓ =
1
2
ℓ∑
i=1
(
ai(−32 )a∗i (−12 ) + a∗i (−32 )ai(−12 )
)
vac (2.30)
(2.21) with Z = Z + 12 is the vertex operator
Y(ωDℓ ,w) = LZ+
1
2 (w). (2.31)
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Furthermore, the operators in (2.19) and (2.20) are
Yk
(
a(−12 )b(−12) vac
)
= ◦◦a(w)b(w) ◦◦ k (2.32)
Yk
(
a(−32 )b(−12) vac
)
= ◦◦a
(1)(w)b(w) ◦◦ k. (2.33)
In [FFR] it is shown that CMℓ(Z + 12) has the structure of a vertex operator superalgebra
(VOSA) with even part ˆV0 and odd part ˆV1. In order to give CMℓ(Z) the structure of
a module for that VOSA, we first define unmodified vertex operators Y(v,w) as in the
definitions (2.26) - (2.33) with Z = Z. Define the Ramond module vertex operators to be
Y(v,w) = Y(exp(∆(w))v,w) (2.34)
where
∆(w) =
∑
1≤i≤ℓ
∑
0≤m,n∈Z
Cm,nai(m + 12)a∗i (n + 12 )w−m−n−1 (2.35)
is a generating function of operators on CMℓ(Z + 12 ) with coefficients
Cm,n = 12
m − n
(m + n + 1)
(−12
m
)(−12
n
)
. (2.36)
These vertex operators provide the Ramond module CMℓ(Z) with the structure of a vertex
operator superalgebra module, as shown in [FFR]. For v ∈ ˆV in with i ∈ {0, 1} and n ∈
{0, 1/2, 1, 3/2}, exp(∆(w))v = v so Y(v,w) = Y(v,w). For n ≥ 2, we may have exp(∆(w))v ,
v, and, in particular, for v = ωDℓ we have
exp(∆(w))ωDℓ = ωDℓ + 18ℓw−2 vac (2.37)
(note correction to a misprint in [FFR], equation (3.62)) so
Y(ωDℓ ,w) = Y(ωDℓ ,w) + 18ℓw−2Y(vac,w) = Y(ωDℓ ,w) + 18ℓw−2I = LZ(w) (2.38)
where I is the identity operator on CMℓ(Z). The effect of this “correction” is to add the
scalar 18ℓ to the unmodified operator ¯L
Z
0 . We will not need to deal with cases where n > 2.
The relations among vertex operators established in [FFR] will be used here without proof.
18
The Sugawara construction for gˆ on each irreducible representation ˆV i, 0 ≤ i ≤ 3,
simplifies to the vertex operator Y(ωDℓ ,w), which is actually a Sugawara construction for
the Heisenberg subalgebra ˆh of gˆ. For other subalgebras of gˆ such simplification does not
occur, so the full Sugawara construction will be needed in later chapters, where we will
focus on the case ℓ = 4. For gˆ of type D(1)4 we have triality, and gˆ contains subalgebras
of types B(1)3 and G
(1)
2 . The associated full Sugawara constructions play a vital role in this
investigation.
To close this introductory chapter on background information we present the elegant
theorem of [GKO] on the construction of commuting coset Virasoro algebras .
Theorem 2.31. [GKO] Let k be a Lie subalgebra of a finite dimensional Lie algebra g, let
VΛ be an irreducible representation of gˆ, and let Virk and Virg be the representations of the
Virasoro algebra on VΛ provided by the Sugawara construction for ˆk and gˆ, respectively,
given by the operators {Lkm, ckVir | m ∈ Z} and {Lgm, cgVir | m ∈ Z}. Then the differences
Lgm − Lkm also provide a representation of the Virasoro algebra on VΛ with central charge
c
g−k
Vir = c
g
Vir − ckVir. Moreover, this coset Virasoro representation, Virg−k, commutes with ˆk and
with Virk, that is, [Lgm − Lkm, ˆk] = 0 and [Lgm − Lkm, Lkn] = 0, for all m, n ∈ Z.
We will use this result to explicitly find two such coset Virasoro representations, one as
we step down from D(1)4 to B
(1)
3 , Vir
D4−B3
, and another, VirB3−G2 , from B(1)3 to G
(1)
2 . These
coset Virasoros have central charges of 12 and
7
10 , respectively, and their representations on
ˆV are the key to the branching rules that we wish to expose.
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Chapter 3
Graded Dimensions for Clifford,
Virasoro, and G(1)2 -Modules
3.1 Clifford Modules
Infinite dimensional Clifford modules play a central role in the spinor construction of level-
1 modules for the affine Kac-Moody Lie algebras of type D(1)
ℓ
. In this investigation we will
only be concerned with the case ℓ = 4, where triality is present. In Chapter 5 we will see
how the four irreducible D(1)4 modules are constructed as the even and odd subspaces of two
kinds of Clifford modules, the Neveu-Schwarz and the Ramond,
ˆV0 = CM04(Z + 12), ˆV1 = CM14(Z + 12), ˆV2 = CM04(Z), ˆV3 = CM14(Z). (3.1)
with highest weight vectors
vac = vac(Z + 12), a1(−12 ) vac, vac′ = vac(Z), a∗4(0) vac′ . (3.2)
The highest weights of these four vectors, and their modules, are the fundamental weights
Λ0,Λ1− 12δ,Λ4− 12δ,Λ3− 12δ, respectively, corresponding to the four endpoints of the Dynkin
diagram, but the last three are shifted by −12δ because the derivation −d is represented by
the Virasoro operator L0.
The homogeneous graded dimension of each Clifford module is easily written in a
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product form as follows.
gr(CM4(Z + 12)) =
4∏
i=1
∏
0<n∈Z+12
(1 + eǫiqn)(1 + e−ǫiqn), (3.3)
gr(CM4(Z)) =

4∏
i=1
(1 + e−ǫi)

4∏
i=1
∏
0<n∈Z
(1 + eǫiqn)(1 + e−ǫiqn), (3.4)
where ǫi is the weight of ai in the natural representation of D4, q = e−δ and δ is the minimal
positive imaginary root of D(1)4 . We will use the following notations:
vi = e
ǫi , ui = e
−αi , 1 ≤ i ≤ 4, u0 = e−α0 = eθ−δ (3.5)
where θ = α1+2α2+α3+α4 = ǫ1+ǫ2 is the highest root of D4. The homogeneous characters
of these Clifford modules are then just shifted according to their highest weights,
ch(CM4(Z + 12)) = eΛ0 gr(CM4(Z + 12)), ch(CM4(Z)) = eΛ4−δ/2 gr(CM4(Z)). (3.6)
In order to relate these to each other it is necessary to know that
Λ4 − Λ0 = λ4 = 12(ǫ1 + ǫ2 + ǫ3 + ǫ4). (3.7)
In the principal specialization of the graded dimension and character we set all ui = u for
0 ≤ i ≤ 4, which means q = u0e−θ = u0u1u22u3u4 = u6 and from the relations between the
simple roots and the ǫi, we have vi = ui−4 for 1 ≤ i ≤ 4. This gives the following results for
the principal graded dimension:
grpr(CM4(Z + 12)) =
∏
0≤m∈Z
4∏
i=1
(1 + viqm+
1
2 )(1 + v−1i qm+
1
2 )
=
∏
0≤m∈Z
4∏
i=1
(1 + ui−4u6m+3)(1 + u4−iq6m+3)
=
∏
0≤m∈Z
(1 + u6m)(1 + u6m+1)(1 + u6m+2)(1 + u6m+3) ·
(1 + u6m+6)(1 + u6m+5)(1 + u6m+4)(1 + u6m+3)
= 2
∏
1≤n∈Z
(1 + un)(1 + u3n)
= 2
φ(u2)φ(u6)
φ(u)φ(u3) . (3.8)
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For the Ramond Clifford module the principal graded dimension is exactly the same:
grpr(CM4(Z)) =

4∏
i=1
(1 + v−1i )

4∏
i=1
∏
1≤n∈Z
(1 + viqn)(1 + v−1i qn)
=

4∏
i=1
(1 + u4−i)

4∏
i=1
∏
1≤n∈Z
(1 + ui−4u6n)(1 + u4−iu6n)
= (1 + u3)(1 + u2)(1 + u)(2)
∏
1≤n
(1 + u6n−3)(1 + u6n−2)(1 + u6n−1) ·
(1 + u6n)(1 + u6n+3)(1 + u6n+2)(1 + u6n+1)(1 + u6n)
= 2
∏
1≤n∈Z
(1 + un)(1 + u3n)
= 2φ(u
2)φ(u6)
φ(u)φ(u3) . (3.9)
From (3.1) we see that
grpr( ˆV0) + grpr( ˆV1) = grpr(CM4(Z + 12)) (3.10)
and
grpr( ˆV2) + grpr( ˆV3) = grpr(CM4(Z)) (3.11)
and from the triality symmetry we also must have
grpr( ˆV1) = grpr( ˆV2) = grpr( ˆV3) (3.12)
which implies
grpr( ˆV0) = grpr( ˆV1) = grpr( ˆV2) = grpr( ˆV3) = φ(u
2)φ(u6)
φ(u)φ(u3) . (3.13)
Although we do not need it here, there is another interesting specialization of the ho-
mogeneous character which, when combined with the triality symmetry among ˆV j for
1 ≤ j ≤ 3, gives a famous identity of Jacobi. If we use the specialization vi = 1 for
1 ≤ j ≤ 4, then we get a “horizontal graded dimension”
grhor(CM4(Z + 12)) =
∏
0<n∈Z+12
(1 + qn)8, (3.14)
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grhor(CM4(Z)) = 16
∏
0<n∈Z
(1 + qn)8. (3.15)
The horizontal characters of the two Neveu-Schwarz modules, after replacing q by q2 to
avoid dealing with half-integral powers, and after multiplication by e−Λ0 to start the series
at 1, are then
e−Λ0 chhor( ˆV0)(q2) = 12

∏
0≤n∈Z
(1 + q2n+1)8 +
∏
0≤n∈Z
(1 − q2n+1)8
 , (3.16)
e−Λ0 chhor( ˆV1)(q2) = 12

∏
0≤n∈Z
(1 + q2n+1)8 −
∏
0≤n∈Z
(1 − q2n+1)8
 , (3.17)
but the shifted horizontal characters of the two Ramond modules, including the (q2)1/2
factor from the highest weight, are equal, each being half of the total,
e−Λ0 chhor( ˆV2)(q2) = e−Λ0 chhor( ˆV3)(q2) = 8q
∏
1≤n∈Z
(1 + q2n)8. (3.18)
The equality chhor( ˆV1)(q2) = chhor( ˆV2)(q2) then gives the Jacobi identity
∏
0≤n∈Z
(1 + q2n+1)8 −
∏
0≤n∈Z
(1 − q2n+1)8 = 16q
∏
1≤n∈Z
(1 + q2n)8. (3.19)
3.2 Virasoro Modules
The Virasoro algebra, Vir, is the infinite dimensional Lie algebra with basis {Lm,C | m ∈ Z}
and brackets
[Lm, Ln] = (m − n)Lm+n + m
3 − m
12
δm,−nC [Lm,C] = 0.
Representations of the Virasoro algebra, in particular the highest weight modules, are
closely connected to the theory of affine Kac-Moody Lie algebras, and to the theory of
vertex operator algebras. The class of “minimal models”, and their graded dimensions
(characters) play an especially important role in conformal field theory, string theory and
vertex algebra theory. Each irreducible highest weight Vir-module, Vir(c, h) is uniquely
determined by an ordered pair of complex numbers, the central charge c being the eigen-
value of the central element C, and h being the eigenvalue of L0 on the highest weight vec-
tor. The module Vir(c, h) decomposes into a direct sum of finite dimensional eigenspaces
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for L0, and the graded dimension (also called the character, although it does not actually
characterize the module uniquely) is the formal power series
gr(c, h) =
∑
n≥0
dim(Vir(c, h)h−n)qn.
For some purposes it is important to multiply this series by a (possibly) fractional power of
q, so one defines the “character”
χ(c, h) = qh−c/24gr(c, h).
The minimal models have particular values of the central charge c < 1, and for each one
a finite number of h values, as follows. For 2 ≤ s, t ∈ Z relatively prime and 1 ≤ m < s,
1 ≤ n < t, let
cs,t = 1 − 6(s − t)
2
st
, hm,ns,t =
(mt − ns)2 − (s − t)2
4st
. (3.20)
Then Feigin-Fuchs proved that the character χm,ns,t (q) of the module Vir(cs,t, hm,ns,t ) is given by
χm,ns,t (q) =
q(h
m,n
s,t −cs,t/24)
φ(q) ·
∑
k∈Z
qstk
2(qk(mt−ns) − q(mt+ns)k+mn) (3.21)
where φ(q) =∏∞i=1(1− qi). Some of these characters have a product form, for example, the
following two characters with c2,5 = −225 ,
χ1,12,5(q) = q11/60
∞∏
n=0
1
(1 − q5n+2)(1 − q5n+3) , (3.22)
χ
1,2
2,5(q) = q−1/60
∞∏
n=0
1
(1 − q5n+1)(1 − q5n+4) (3.23)
contain the product sides of the famous Rogers-Ramanujan series, which appear in many
papers on the representation theory of Virasoro and affine Lie algebras.
One way to see this is through the Jacobi Triple Product Identity (JTPI), which is the
Weyl-Kac denominator formula for the affine algebra A(1)1 ,
∏
n≥1
(1 − unvn)(1 − unvn−1)(1 − un−1vn) =
∑
k∈Z
(−1)kuk(k+1)/2vk(k−1)/2 (3.24)
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whose specializations yield the following identities
φ(q) =
∏
n≥1
(1 − qn) =
∑
k∈Z
(−1)kqk(3k−1)/2 with u = q, v = q2, (3.25)
∏
n≥1
(1 − q5n)(1 − q5n−1)(1 − q5n−4) =
∑
k∈Z
(−1)kqk(5k+3)/2 with u = q4, v = q, (3.26)
∏
n≥1
(1 − q5n)(1 − q5n−2)(1 − q5n−3) =
∑
k∈Z
(−1)kqk(5k+1)/2 with u = q3, v = q2. (3.27)
We record here for future reference the following notations and formulas for these series:
a(q) =
∏
n≥1
1
(1 − q5n−2)(1 − q5n−3) =
1
φ(q)
∑
k∈Z
(−1)kqk(5k+3)/2, (3.28)
b(q) =
∏
n≥1
1
(1 − q5n−1)(1 − q5n−4) =
1
φ(q)
∑
k∈Z
(−1)kqk(5k+1)/2. (3.29)
Note that the summation in (3.21) for (s, t) = (2, 5) and (m, n) = (1, 1) is
∑
k∈Z
q10k
2(q3k − q7k+1) =
∑
j∈Z
(−1) jq j(5 j+3)/2 (3.30)
and for (m, n) = (1, 2) it is
∑
k∈Z
q10k
2(qk − q9k+2) =
∑
j∈Z
(−1) jq j(5 j+1)/2 (3.31)
using j = 2k to get the terms with coefficient 1 and j = −2k−1 to get those with coefficient
−1. These yield (3.22) and (3.23) by using (3.28) and (3.29).
We will be concerned with the characters of Virasoro modules with central charge c =
c3,4 =
1
2 , which has three distinct h values, h
1,1
3,4 = 0, h
1,3
3,4 =
1
2 and h
1,2
3,4 =
1
16 . These three
characters are:
χ
1,1
3,4(q) =
q(− 148 )
φ(q) ·
∑
k∈Z
q12k
2(qk − q7k+1) (3.32)
χ
1,3
3,4(q) =
q( 12− 148 )
φ(q) ·
∑
k∈Z
q12k
2(q−5k − q13k+3) (3.33)
χ
1,2
3,4(q) =
q( 116− 148 )
φ(q) ·
∑
k∈Z
q12k
2(q−2k − q10k+2). (3.34)
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Note that, replacing q by q2 and then multiplying by q 124 we find the power series
[χ1,13,4(q2) − χ1,33,4(q2)]q
1
24
=
1
φ(q2) ·
∑
k∈Z
(q24k2+2k − q24k2+14k+2 − q24k2−10k+1 + q24k2+26k+7) (3.35)
=
1
φ(q2) ·
∑
n∈Z
(−1)nqn(3n+1)/2
=
φ(q)
φ(q2) =
∏
m≥1
(1 − q2m−1)
using n = 4k, n = 4k+ 1, n = 4k− 1 and n = 4k+ 2 to combine the four kinds of terms, and
then using (3.25) to replace the summation by φ(q). This is a “virtual” graded dimension,
that is, a linear combination of graded dimensions, with a shifted power of q to account for
the “conformal dimension”, q2h. Since the even powers of q all came from χ1,13,4(q2) and the
odd powers of q all came from χ1,33,4(q2), we see that
[χ1,13,4(q2) + χ1,33,4(q2)]q
1
24 =
φ(−q)
φ(q2) =
∏
m≥1
(1 + q2m−1) = φ(q
2)2
φ(q)φ(q4) . (3.36)
For later use we define the notation
v(q) = φ(q)
φ(q2) =
∏
m≥1
(1 − q2m−1) (3.37)
so that
v(−q) = φ(−q)
φ(q2) =
∏
m≥1
(1 + q2m−1) (3.38)
and we may write
χ1,13,4(q2)q
1
24 = 12 (v(−q) + v(q)) (3.39)
χ1,33,4(q2)q
1
24 = 12 (v(−q) − v(q)). (3.40)
Turning our attention now to the h = 116 module, if we first replace k by −k in the
summation in (3.34), without replacing q by its square, we can write
χ
1,2
3,4(q)q
−1
24 =
1
φ(q) ·
∑
k∈Z
q12k
2(q2k − q−10k+2)
=
1
φ(q) ·
∑
n∈Z
(−1)nqn(3n+1)
=
φ(q2)
φ(q) =
∏
m≥1
(1 + qm) = 1
v(q) (3.41)
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using n = 2k and n = 2k−1 to combine the two kinds of terms in the summation, and using
(3.25) with q replaced by q2.
We will also be concerned with the characters of Virasoro modules with central charge
c = c4,5 =
7
10 , which has six distinct h values, h
1,1
4,5 = 0, h
1,2
4,5 =
1
10 , h
1,3
4,5 =
3
5 , h
1,4
4,5 =
3
2 ,
h2,14,5 =
7
16 , h
2,2
4,5 =
3
80 . These six characters are:
χ1,14,5(q) =
q(− 7240 )
φ(q) ·
∑
k∈Z
q20k
2(qk − q9k+1) (3.42)
χ
1,2
4,5(q) =
q( 110− 7240 )
φ(q) ·
∑
k∈Z
q20k
2(q3k − q13k+2) (3.43)
χ
1,3
4,5(q) =
q( 35− 7240 )
φ(q) ·
∑
k∈Z
q20k
2(q7k − q17k+3) (3.44)
χ
1,4
4,5(q) =
q( 32− 7240 )
φ(q) ·
∑
k∈Z
q20k
2(q11k − q21k+4) (3.45)
χ
2,1
4,5(q) =
q( 716− 7240 )
φ(q) ·
∑
k∈Z
q20k
2(q6k − q14k+2) (3.46)
χ
2,2
4,5(q) =
q( 380− 7240 )
φ(q) ·
∑
k∈Z
q20k
2(q2k − q18k+4). (3.47)
As above, we find that the first four combine in pairs after replacing q by q2 and multiplying
by q 7120 , but the last two simplify by themselves. We have
[χ1,14,5(q2) − χ1,44,5(q2)]q
7
120
=
1
φ(q2) ·
∑
k∈Z
(q40k2+2k − q40k2+18k+2 − q40k2+22k+3 + q40k2+42k+11) (3.48)
=
1
φ(q2) ·
∑
n∈Z
(−1)nqn(5n+1)/2
=
φ(q)b(q)
φ(q2) = v(q)b(q)
using n = 4k, n = −4k − 1, n = 4k + 1 and n = 4k + 2 to combine the four kinds of terms in
the summation, and using (3.29). But this also gives
[χ1,14,5(q2) + χ1,44,5(q2)]q
7
120 =
φ(−q)b(−q)
φ(q2) = v(−q)b(−q). (3.49)
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We may then write
χ1,14,5(q2)q
7
120 = 12(v(−q)b(−q) + v(q)b(q)) (3.50)
χ1,44,5(q2)q
7
120 = 12(v(−q)b(−q) − v(q)b(q)). (3.51)
Similarly, we find
[χ1,24,5(q2) − χ1,34,5(q2)]q
−17
120 =
φ(q)a(q)
φ(q2) = v(q)a(q), (3.52)
[χ1,24,5(q2) + χ1,34,5(q2)]q
−17
120 =
φ(−q)a(−q)
φ(q2) = v(−q)a(−q). (3.53)
So we may also write
χ1,24,5(q2)q
−17
120 = 12(v(−q)a(−q) + v(q)a(q)) (3.54)
χ1,34,5(q2)q
−17
120 = 12(v(−q)a(−q) − v(q)a(q)). (3.55)
Finally, for the last two characters we have
χ2,14,5(q)q
−49
120 =
1
φ(q) ·
∑
k∈Z
(−1)nqn(5n+3) = φ(q
2)a(q2)
φ(q) =
a(q2)
v(q) , (3.56)
χ2,24,5(q)q
−1
120 =
1
φ(q) ·
∑
k∈Z
(−1)nqn(5n+1) = φ(q
2)b(q2)
φ(q) =
b(q2)
v(q) . (3.57)
3.3 G(1)2 -Modules
We will be concerned with the characters (graded dimensions) of two level-1 irreducible
highest weight modules for the affine Kac-Moody Lie algebra G(1)2 . These modules are
denoted by W(Ω0) and W(Ω2), whose highest weights, Ω0 and Ω2 are the fundamental
weights for G(1)2 corresponding to the two endpoints of the Dynkin diagram.
The Weyl-Kac character formula for any Kac-Moody algebra, g, gives the homoge-
neous graded dimension of any highest weight module, VΛ, with highest weight Λ, in the
form of a ratio,
χ(VΛ) = S Λ+ρS ρ where S µ =
∑
w∈W
sgn(w)ewµ−ρ (3.58)
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is the alternating summation over the Weyl group W, and ρ is the sum of the fundamental
weights of the algebra. The Weyl-Kac denominator formula gives a product form for S ρ,
S ρ =
∏
α>0
(1 − e−α)mult(α) (3.59)
where the product is over the positive roots of the algebra, and mult(α) is the dimension
of the α root space. All positive roots are non-negative integral linear combinations of
the simple roots, α0, α1, ..., αℓ, and for Λ any dominant integral weight, we have that
Λ+ ρ−w(Λ+ ρ) is a non-negative integral linear combination of the simple roots. So if we
define variables ui = e−αi for 0 ≤ i ≤ ℓ, then the normalized character (graded dimension),
gr(VΛ) = χ(VΛ)e−Λ (3.60)
is in the power series ring Z[u0, u1, · · · , uℓ].
It is a remarkable result of Lepowsky that the principal specialization of the numerator,
S Λ+ρ e−Λ, where one sets all variables ui = u, equals a corresponding non-principal spe-
cialization of the denominator S ∨ρ for the dual Kac-Moody Lie algebra, g∨, where one sets
ui = u
si for si = (Λ+ρ)(hi). We denote such a specialization by Spec(s0,s1,··· ,sℓ)(S ∨ρ ), and note
that the principal specialization of the denominator of g is Spec(1,1,··· ,1)(S ρ). That means the
principal specialization of gr(VΛ) is a power series in one variable having a product form
grpr(VΛ) =
Spec(s0,s1,··· ,sℓ)(S ∨ρ )
Spec(1,1,··· ,1)(S ρ) . (3.61)
Furthermore, the character of a direct sum of modules is the sum of the characters of the
summands, and the character of a tensor product of modules is the product of the char-
acters of the factors, so the same is true of principal specializations. Using the theory of
Z-algebras developed by Lepowsky and Wilson, Mandia computed the principal graded
dimensions of the two G(1)2 modules we need.
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Theorem 3.1. [Man] Letting
F (u) = φ(u
2)φ(u3)
φ(u)φ(u6) =
∏
n≥1
1
(1 − u6n−5)(1 − u6n−1) =
v(u3)
v(u) , (3.62)
then we have
grpr(W(Ω0)) = F (u)a(u3) and grpr(W(Ω2)) = F (u)b(u3). (3.63)
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Chapter 4
Decompositions of D(1)4 -Modules into a
direct sum of G(1)2 -Modules
4.1 Notations and Simplifications
Let
A(t) =
∑
m≥0
Amtm and B(t) =
∑
m≥0
Bmtm (4.1)
be the power series whose coefficients give the branching rules for the decomposition of
ˆV0 ⊕ ˆV1 = CM4(Z+ 12), the Neveu-Schwarz representation of D(1)4 , with respect to G(1)2 , that
is, with t = u3,
ˆV0 =

∑
m≥0
A2mt2m
W(Ω0) +

∑
m≥0
B2m+1t2m+1
W(Ω2) (4.2)
ˆV1 =

∑
m≥0
A2m+1t2m+1
W(Ω0) +

∑
m≥0
B2mt2m
W(Ω2). (4.3)
Because of the triality symmetry among ˆV1, ˆV2 and ˆV3, we must also have
ˆV2 =

∑
m≥0
A2m+1t2m+1
W(Ω0) +

∑
m≥0
B2mt2m
W(Ω2) (4.4)
ˆV3 =

∑
m≥0
A2m+1t2m+1
W(Ω0) +

∑
m≥0
B2mt2m
W(Ω2). (4.5)
Using the principal graded dimensions of these modules as computed above, the left
hand sides of all four of the last expressions become
φ(u2)φ(u6)
φ(u)φ(u3) (4.6)
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and on the right hand sides the principal graded dimensions of the two G(1)2 modules are
given in (3.63) by F (u)a(u3) and F (u)b(u3), where F (u) is given in (3.62). Dividing by
F (u), we find the new left hand sides are all
φ(u6)2
φ(u3)2 =
φ(t2)2
φ(t)2 (4.7)
giving
φ(t2)2
φ(t)2 =

∑
m≥0
A2mt2m
 a(t) +

∑
m≥0
B2m+1t2m+1
 b(t) (4.8)
φ(t2)2
φ(t)2 =

∑
m≥0
A2m+1t2m+1
 a(t) +

∑
m≥0
B2mt2m
 b(t). (4.9)
Adding these two equations gives
2
φ(t2)2
φ(t)2 = A(t)a(t) + B(t)b(t) (4.10)
but subtracting them gives
0 = A(−t)a(t) − B(−t)b(t) (4.11)
which, after replacing t by −t, is equivalent to
0 = A(t)a(−t) − B(t)b(−t). (4.12)
Now express (4.10) and (4.12) as a single matrix equation, using the notation
c(t) = 2φ(t
2)2
φ(t)2 = 2
1
v(t)2 (4.13)
to get 
a(t) b(t)
a(−t) −b(−t)


A(t)
B(t)
 =

c(t)
0
 . (4.14)
Let
D(t) =

a(t) b(t)
a(−t) −b(−t)
 (4.15)
and
D(t) = det(D(t)) = −a(t)b(−t) − a(−t)b(t). (4.16)
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Since a(t) and b(t) are invertible power series with constant term 1, so is a(t)b(−t). But then
D(t) is a power series with constant term −2 and D(−t) = D(t), so it contains only even
powers of t. Calculations made with the computer program “Mathematica” gave strong
evidence for the following result.
Lemma 4.1. We have D(t) = −c(t2).
Proof. This identity is actually one of the 40 identities in Ramanujan’s famous notebook,
proven by Watson [Wat] in 1933. A modern treatment can be found in the Memoirs paper
by Berndt and coauthors [BCC+]. It is interesting to learn that this famous identity can now
be given a Lie algebra representation meaning. We are very grateful to George Andrews
for drawing our attention to the source of this identity, and to Bruce Berndt for helpful
comments.
Now knowing this Lemma is true, we see that the matrix D(t) is invertible,
D(t)−1 = D(t)−1

−b(−t) −b(t)
−a(−t) a(t)
 (4.17)
and we get

A(t)
B(t)
 = D(t)−1

c(t)
0
 = D(t)−1

−b(−t) −b(t)
−a(−t) a(t)


c(t)
0
 =
c(t)
c(t2)

b(−t)
a(−t)
 (4.18)
Theorem 4.2. We have
A(t) = b(−t)c(t)
c(t2) = b(−t)v(−t)
2 and B(t) = a(−t)c(t)
c(t2) = a(−t)v(−t)
2 (4.19)
with
c(t)
c(t2) =
∏
n≥1
(1 + t2n−1)2 = v(−t)2. (4.20)
It now remains to show that this information allows us to write the coefficient summa-
tions in (4.2), (4.3), (4.4) and (4.5) as appropriate products of Virasoro characters.
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To verify the claimed decompositions of ˆV0 and ˆV1 as sums of tensor products of certain
modules for the two coset Virasoro algebras and the two G(1)2 -modules, we need to check
the following identities:
1
2(A(t) + A(−t)) = χ1,13,4(t2)χ1,14,5(t2) + χ1,33,4(t2)χ1,44,5(t2) (4.21)
1
2(A(t) − A(−t)) = χ1,13,4(t2)χ1,44,5(t2) + χ1,33,4(t2)χ1,14,5(t2) (4.22)
1
2(B(t) − B(−t)) = χ1,13,4(t2)χ1,34,5(t2) + χ1,33,4(t2)χ1,24,5(t2) (4.23)
1
2(B(t) + B(−t)) = χ1,13,4(t2)χ1,24,5(t2) + χ1,33,4(t2)χ1,34,5(t2). (4.24)
To verify the claimed decompositions of ˆV2 and ˆV3, we need to check the following iden-
tities:
1
2(A(t) − A(−t)) = t χ1,23,4(t2)χ2,14,5(t2) (4.25)
1
2(B(t) + B(−t)) = χ1,23,4(t2)χ2,24,5(t2) (4.26)
where we have suppressed the fractional powers of t which are usually associated to these
characters because we really mean to write the graded dimensions of these Virasoro mod-
ules, but with certain shifts preserved.
Theorem 4.3. Using the notations
v±(t) = 12
(
v(−t) ± v(t)) (4.27)
[v(t)b(t)]± = 12
(
v(−t)b(−t) ± v(t)b(t)) (4.28)
[v(t)a(t)]± = 12
(
v(−t)a(−t) ± v(t)a(t)) (4.29)
we have the following power series identities:
1
2(A(t) + A(−t)) = v+(t)[v(t)b(t)]+ + v−(t)[v(t)b(t)]− (4.30)
1
2(A(t) − A(−t)) = v+(t)[v(t)b(t)]− + v−(t)[v(t)b(t)]+ (4.31)
1
2(B(t) − B(−t)) = v+(t)[v(t)a(t)]− + v−(t)[v(t)a(t)]+ (4.32)
1
2(B(t) + B(−t)) = v+(t)[v(t)a(t)]+ + v−(t)[v(t)a(t)]− (4.33)
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1
2(A(t) − A(−t)) = tχ1,23,4(t2)χ2,14,5(t2) = t
φ(t4)
φ(t2)
φ(t4)a(t4)
φ(t2) = t
1
2c(t2)a(t4), (4.34)
1
2(B(t) + B(−t)) = χ1,23,4(t2)χ2,24,5(t2) =
φ(t4)
φ(t2)
φ(t4)b(t4)
φ(t2) =
1
2c(t2)b(t4) (4.35)
Proof. The six power series identities correspond to (4.21) - (4.26). Computations using
Mathematica verify all six identities up to a high power of t. Algebraic proofs for all six
identities are given below.
The first two identities are certainly equivalent to their corresponding sum and dif-
ference. But the sum is just A(t) = v(−t)2b(−t), which was established in (4.19), and
the difference is just A(−t) = v(t)2b(t), which is the same identity with −t in place of
t. The second two identities also are equivalent to their sum and difference, but we get
for the sum B(t) = v(−t)2a(−t) which was established in (4.19), and the difference is just
B(−t) = v(t)2a(t), which is the same identity with −t in place of t.
The last two identities are equivalent to
b(−t)v(−t)2 − b(t)v(t)2 = tc(t2)a(t4) and (4.36)
a(−t)v(−t)2 + a(t)v(t2) = c(t2)b(t4) (4.37)
which can be written as one matrix identity
b(−t) b(t)
a(−t) −a(t)


v(−t)2
−v(t2)
 = c(t2)

ta(t4)
b(t4)
 . (4.38)
Dividing both sides by −D(t) = c(t2) gives
D(t)−1

v(−t)2
−v(t2)
 = D(t)−1

−b(−t) −b(t)
−a(−t) a(t)


v(−t)2
−v(t2)
 =

ta(t4)
b(t4)
 (4.39)
which is equivalent to
D(t)

ta(t4)
b(t4)
 =

v(−t)2
−v(t2)
 . (4.40)
The two equations this gives,
ta(t)a(t4) + b(t)b(t4) = v(−t)2 and (4.41)
ta(−t)a(t4) − b(−t)b(t4) = −v(t)2, (4.42)
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are equivalent to each other under the substitution of −t for t. The first one, where a(t) =
H(t) and b(t) = G(t), is one of the forty Ramanujan identities,
G(t)G(t4) + tH(t)H(t4) = φ(t
2)4
φ(t4)2φ(t)2 (4.43)
proven by Watson [Wat] in 1933. (Also see [BCC+].)
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Chapter 5
Detailed Constructions
This chapter embellishes in greater detail the spinor construction of the finite dimensional
Lie algebras of type D4, B3, and G2 as well as the untwisted affine Kac-Moody Lie al-
gebra of type D(1)4 . We also provide the details for constructing the conformal vectors
ωD4 , ωB3, ωG2 , ω(D4−B3) and ω(B3−G2) using the Sugawara construction.
5.1 Spinor Construction of D4 and D4-Modules
Let A = A+ ⊕ A− where A±  C4 are maximal isotropic subspaces with respect to a non-
degenerate symmetric bilinear form on A. Choose canonical bases A+ = {a1, · · · , a4} and
A− = {a∗1, · · · , a∗4} for A+ and A−, respectively, such that
(ai, a∗j) = δi, j and (ai, a j) = (a∗i , a∗j) = 0 for all 1 ≤ i, j ≤ 4, (5.1)
and let A = A+ ∪A−. Define the tensor spaces A⊗n for n ≥ 0 in the following way:
A⊗0 := C, A⊗1 := A ≃ C ⊗ A, · · · A⊗n := A⊗(n−1) ⊗ A for n > 1
Denote the (associative) tensor algebra T = T (A) :=
⊕
n≥0
A⊗n as the infinite direct sum
of the tensor spaces A⊗n. Let J be the ideal in T generated by all of the elements of the
form v1 ⊗ v2 + v2 ⊗ v1 − (v1, v2)1, where 1 ∈ A⊗0 = C. Define the (associative) Clifford
algebra as the quotient
Cliff = Cliff(A, (·, ·)) = T /J .
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When the context is clear, we will write elements v + J of Cliff as v, and we will write
products (v + J )(w + J ) as vw. The unit 1 + J will be written as 1, when there is no
chance for ambiguity.
Quite often we will apply the main Clifford relation v1v2 + v2v1 = (v1, v2)1 to the basis
elements in A. In particular we have
aia
∗
j + a
∗
jai = δi, j1, aia j = −a jai and a∗i a∗j = −a∗ja∗i (5.2)
which implies
(ai)2 = (a∗i )2 = 0. (5.3)
Let I be the left ideal of Cliff generated by A+, so that as in Definition 2.16, define the left
Cliff-module CM = Cliff/I = Cliff · vac = (∧A−) · vac where vac = 1 +I is called the
vacuum vector. It follows that A+ · vac = 0 and that
CM = span
{(
a∗1
)k1 (a∗2)k2 (a∗3)k3 (a∗4)k4 vac | ki ∈ {0, 1}} . (5.4)
Define its “even” and “odd” subspaces CM j for j ∈ {0, 1}, as the span above with the
additional condition that:
4∑
i=1
ki ≡ j (mod2).
For j ∈ {0, 1}, dim(CM j) = 8 and CM = CM0 ⊕ CM1 as vector spaces where CM0 is
spanned by only even numbers of elements of A− applied on the left of vac and CM1 is
spanned by only odd numbers of elements of A− applied to vac.
There is an anti-automorphism defined on Cliff, α : Cliff → Cliff, such that for
v1, ..., vn ∈ A,
α(v1v2 · · · vn−1vn) = vnvn−1 · · · v2v1.
It is easy to show that α(vac) = vac and also that for any u ∈ Cliff , (vac)u(vac) is a scalar
multiple of vac. Define a non-degenerate, symmetric bilinear form (·, ·) on CM such that
for b, c ∈ CM, (b, c) is the unique scalar for which α(b)c = (b, c) vac .
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Proposition 5.1. [FFR] For a ∈ A and b, c ∈ CM we have
(a) (ab, c) = (b, ac).
(b) (ab, ac) = 12(a, a)(b, c).
(c) (CM0,CM1) = 0.
Denote the Chevalley algebra by C = A ⊕ CM0 ⊕ CM1 and extend the forms on A
and CM to a non-degenerate symmetric bilinear form on C where (A,CM) = 0, making
the direct sum for C above an orthogonal direct sum of vector spaces. For u ∈ C write
u = a + b + c where a ∈ A, b ∈ CM0, c ∈ CM1. Define a cubic form φ : C → C by
φ(u) = (ab, c) and a trilinear form Φ : C × C × C → C obtained by polarization of φ,
Φ(u1, u2, u3) = φ(u1 + u2 + u3)− φ(u2 + u3)− φ(u1 + u3)− φ(u1 + u2)+ φ(u1)+ φ(u2)+ φ(u3).
Define the operation ◦ :C× C → C so that for u1, u2 ∈ C, u1 ◦ u2 is the unique element of C
such that for all u ∈ C ,
Φ(u1, u2, u) = (u1 ◦ u2, u). (5.5)
Proposition 5.2. [FFR] The ◦ product has the following properties:
(a) The operation ◦ is commutative.
(b) A ◦ A = CM0 ◦ CM0 = CM1 ◦ CM1 = 0.
(c) a ◦ b = ab for a ∈ A, b ∈ CM0 ⊕ CM1.
(d) CM0 ◦ CM1 ⊆ A.
(e) (u1 ◦ u2, u3) = (u1, u2 ◦ u3) for all u1, u2, u3 ∈ C .
The following will play a large role throughout. We will only present the details neces-
sary for this work, however for a more comprehensive discussion one may consult [FFR]
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or [Che]. Define
e1 := a4 + a
∗
4 ∈ A and
e2 := a
∗
1a
∗
4 vac−a∗2a∗3 vac ∈ CM0
e3 := − a∗1 vac−a∗2a∗3a∗4 vac ∈ CM1. (5.6)
It is easy to see that e3 = e1e2, and also that
(e1, e1) = 2 = (e2, e2) = (e3, e3). (5.7)
Further, define the operators
ρ(e1) :C → C and
ρ(e2) :C → C by
ρ(e1)b = e1 ◦ b for b ∈ CM0 ⊕ CM1
ρ(e1)a = (a, e1)e1 − a for a ∈ A.
ρ(e2)c = e2 ◦ c for c ∈ A ⊕ CM1
ρ(e2)b = (b, e2)e2 − b for b ∈ CM0. (5.8)
Denote the following automorphisms:
τ := ρ(e1)
σ := ρ(e1)ρ(e2). (5.9)
Then σ3 = τ2 = 1, and τστ = σ−1. The operators σ and τ are automor-
phisms of (C, ◦), and they generate the triality group, which is isomorphic to the symmetric
group S 3. One may use σ to polarize the CM j into maximally isotropic subspaces CM j±
which are the images of A± under σ and σ2, that is, σ(A±) = CM0± and σ2(A±) = CM1±. As
vector spaces A  CM0  CM1 so we can consider the Clifford algebras: Cliff(CM0, (·, ·))
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and Cliff(CM1, (·, ·)). We will suppress the bilinear forms when there is no chance for am-
biguity. Using σ it is clear that
Cliff  Cliff(CM0)  Cliff(CM1).
For any u, v ∈ A we define the fermionic normal ordering ◦◦uv ◦◦ by
◦
◦uv ◦◦ :=
1
2 (uv − vu). (5.10)
Immediately we see that ◦◦uv ◦◦ = − ◦◦vu ◦◦ = uv− 12(u, v)1. Consider the subspace of Cliff given
by g := span{ ◦◦uv ◦◦ | u, v ∈ A}. Note that for ◦◦u1v1 ◦◦ , ◦◦u2v2 ◦◦ ∈ g we have the commutator
[ ◦◦u1v1 ◦◦ , ◦◦u2v2 ◦◦ ] = (v1, u2) ◦◦u1v2 ◦◦ + (u1, v2) ◦◦v1u2 ◦◦ − (u1, u2) ◦◦v1v2 ◦◦ − (v1, v2) ◦◦u1u2 ◦◦ (5.11)
which can be computed from the definition. This shows that g is a Lie algebra closed under
this bracket. There is a canonical action of g on (C, ◦) , given by
◦
◦uv ◦◦ · a = (v, a)u − (u, a)v for a ∈ A (5.12)
◦
◦uv ◦◦ · b = 12(u ◦ (v ◦ b)) − v ◦ (u ◦ b)) for b ∈ CM0 (5.13)
◦
◦uv ◦◦ · c = 12(u ◦ (v ◦ c)) − v ◦ (u ◦ c)) for c ∈ CM1 (5.14)
which preserves each of the vector spaces A, CM0, and CM1. Hence g is a Lie alge-
bra of operators on (C, ◦). Similarly, we may repeat (5.10) - (5.14) with (A,CM0,CM1)
replaced by (CM0,CM1, A) or by (CM1, A,CM0), yielding two additional Lie algebras
σ(g) ⊆ Cliff(CM0) and σ2(g) ⊆ Cliff(CM1), both acting on (C, ◦). This involves iden-
tifying CM1 ⊕A as the left Clifford module for Cliff(CM0) and A⊕CM0 as the left Clifford
module for Cliff(CM1). We use the notation
σ ◦◦uv ◦◦ := ◦◦ (σu)(σv) ◦◦ ∈ Cliff(CM0) and
σ2 ◦◦uv ◦◦ := ◦◦(σ2u)(σ2v) ◦◦ ∈ Cliff(CM1)
for u, v ∈ A to denote the elements in σ(g) and σ2(g) respectively. As shown in [FFR] these
three Lie algebras of operators on (C, ◦) are identical, so that σ acts on one Lie algebra g
41
as an automorphism of order three. In section 5.2 we will further discuss the action of g on
(C, ◦) and also give the identification g = σ(g) = σ2(g) implied by [FFR] via the ordered
basis A of A. To simplify future calculations we will occasionally adopt the following
notation
V (1) := A V (2) := CM0 V (3) := CM1
g(0) := g g(1) := σ(g) g(2) := σ2(g). (5.15)
Note that the triality automorphism σ not only induces the Lie algebra isomorphism
above, but also permutes the summands of the Chevalley algebra
V1 V2
++
σ
V3
ww σ
VV
σ
.
Remark 5.3. Although g has been constructed above as a Lie algebra of operators, we may
also use the terminology given in Section 2.1 to discuss aspects of g such as root spaces,
Cartan subalgebra, representations and their weights.
Denote by Ei, j the 8 × 8 complex matrix with every entry equal to zero except for the
(i, j)th entry, which shall be 1. The standard description of the Lie algebra so(8), as can
be found in [Hum], is the algebra of 8 × 8 complex matrices of the block form

m p
q n
,
where p = −pT , q = −qT , n = −mT ; with basis
{
Ei, j+4 − E j,i+4 | 1 ≤ i < j ≤ 4
}
∪
{
Ei+4, j − E j+4,i | 1 ≤ i < j ≤ 4
}
∪
{
Ei, j − E j+4,i+4 | 1 ≤ i, j ≤ 4
}
.
The diagonal matrices forming its Cartan subalgebra (CSA) are the matrices in the last set
with i = j. There is a map from g to so(8) given by
◦
◦aia j ◦◦ ←→ Ei, j+4 − E j,i+4
◦
◦a
∗
i a
∗
j ◦◦ ←→ Ei+4, j − E j+4,i
◦
◦aia
∗
j ◦◦ ←→ Ei, j − E j+4,i+4. (5.16)
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Using (5.11), one may verify that this map is a Lie algebra isomorphism g  so(8). The
action of g on itself in (5.11) corresponds to the adjoint representation of so(8). We have
also seen in (5.12)-(5.14) that the actions of g on A,CM0, and CM1 yield the natural and the
two irreducible spinor representations of so(8). We note here that there is a non-degenerate
invariant symmetric bilinear form on g given by
( ◦◦u1v1 ◦◦ , ◦◦u2v2 ◦◦ ) = (u1, v2)(v1, u2) − (u1, u2)(v1, v2). (5.17)
Let hi = ◦◦aia∗i ◦◦ , 1 ≤ i ≤ 4, and note that {h1, h2, h3, h4} is an orthonormal basis, with
respect to (5.17), for the canonical CSA, h, corresponding to the diagonal matrices in (5.16)
when i = j. Defining the linear functionals εi ∈ h∗ by εi(h j) = δi, j for 1 ≤ i ≤ 4, we see that
the dual basis {ε1, ε2, ε3, ε4} of h∗ is orthonormal with respect to the induced bilinear form
on h∗. We will use the standard notation for the root system of so(8), of type D4 given as
ΦD4 = {±εi ± ε j | 1 ≤ i < j ≤ 4} (5.18)
with the simple roots given as
∆D4 = {α1 = ε1 − ε2, α2 = ε2 − ε3, α3 = ε3 − ε4, α4 = ε3 + ε4}. (5.19)
In fact, using the bracket formula (5.11) we see the following correspondence of root vec-
tors in g with their roots
◦
◦aia j ◦◦ ←→ εi + ε j 1 ≤ i < j ≤ 4
◦
◦a
∗
i a
∗
j ◦◦ ←→ −εi − ε j 1 ≤ i < j ≤ 4
◦
◦aia
∗
j ◦◦ ←→ εi − ε j 1 ≤ i , j ≤ 4. (5.20)
The fundamental weights of type D4 are then
λ1 = ε1, λ2 = ε1 + ε2, λ3 =
1
2(ε1 + ε2 + ε3 − ε4), λ4 = 12 (ε1 + ε2 + ε3 + ε4). (5.21)
Using the formula (5.12) we see the following correspondence of weight vectors in V with
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their weights
ai ←→ εi 1 ≤ i ≤ 4
a∗i ←→ −εi 1 ≤ i ≤ 4. (5.22)
Using the formulas (5.13)-(5.14) we see the following correspondence of weight vectors in
CM0 and CM1 with their weights
vac ←→ 12(ε1 + ε2 + ε3 + ε4)
a∗i vac ←→ 12(ε1 + ε2 + ε3 + ε4) − εi
a∗i a
∗
j vac ←→ 12(ε1 + ε2 + ε3 + ε4) − εi − ε j
a∗i a
∗
ja
∗
k vac ←→ 12(ε1 + ε2 + ε3 + ε4) − εi − ε j − εk
a∗1a
∗
2a
∗
3a
∗
4 vac ←→ −12 (ε1 + ε2 + ε3 + ε4). (5.23)
Thus the set of weights for the natural representation on V is {±εi | 1 ≤ i ≤ 4} and its
highest weight is ε1 = λ1. The set of weights for the spinor representation on CM0 ⊕ CM1
is
{
1
2 (±ε1 ± ε2 ± ε3 ± ε4)
}
. Specifically, for j ∈ {0, 1}, the weights of CM j are those where
the number of minus signs is congruent to j mod 2. The highest weight in CM0 is 12(ε1 +
ε2 + ε3 + ε4) = λ4 and the the highest weight in CM1 is 12(ε1 + ε2 + ε3 − ε4) = λ3
Recall that we defined σ and τ as diagram automorphisms. The diagram below shows
their action on the simple roots of D4 as a Dynkin diagram automorphism. α1 α2
α3
⑧⑧⑧⑧⑧⑧⑧
α4
❄❄
❄❄
❄❄
❄
22
σ

σdd
σ 
KK
τ
5.2 A Spinor Description of G2 as a Subalgebra of D4
In this section we use the spinor description of D4 and the automorphism σ to give a spinor
description of G2.
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Invariance of the Cartan Subalgebra
In section 5.1 we choose a CSA h ⊂ g with ordered orthonormal basis {h1, ..., h4}. With
analogous notation to (5.15), there are CSA’s h(1) := σ(h) ⊂ g(1) and h(2) := σ2(h) ⊂ g(2). In
fact, we have the following:
Theorem 5.4. As algebras of operators on (C, ◦), h(0) := h = h(1) = h(2).
Proof. Since g  so(8) is a simple Lie algebra, the irreducible representation φV (0) : g →
End(V) of g on V is non-trivial and therefore faithful. The representations φV (1) : g →
End(CM0) and φV (2) : g → End(CM1) are also faithful and irreducible. For all x ∈ g, these
three representations satisfy the relations
σ−1 ◦ φV (i)(x) ◦ σ = φV (i−1)(σ−1x) where i, i − 1 ∈ {0, 1, 2} mod 3. (5.24)
This is summarized by the commutative diagram below.
A
φV(0) //
σ

A
σ

CM0
φV(1) //
σ

CM0
σ

CM1
φV(2) //
σ
@@
CM1
σ
^^
Consider σ(h1) ∈ σ(g). It can be shown that σ(h1)− 12(h1 + h2 + h3+ h4) acts as the zero
of g on V , and hence by the above, on all of (C, ◦). Thus σ(h1) = 12(h1 + h2 + h3 + h4) as an
operator on (C, ◦); σ(h1) ∈ h. Similar calculations can be done for h2, h3, h4 with the result
that σ(h) ⊆ h. Applying sigma proves the theorem. h ⊆ σ(h) ⊆ σ2(h) ⊆ h.
The remaining identifications of the operators in the CSA (and actually in all of g) are
provided in Lemma 5.9.
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Roots of G2
Recall the description of the root system for the finite dimensional rank 4 Lie algebra
of type D4 given in (5.18); ΦD4 = {±εi ± ε j | 1 ≤ i < j ≤ 4}, the simple roots (5.19)
∆D4 = {αi | 1 ≤ i ≤ 4}, and the correspondence of root vectors with the roots given in (5.20).
Restricting the automorphism σ to h gives the automorphism of the previous theorem σ :
h → h and induces a dual map σ∗ : h∗ → h∗ such that
σ∗(α1) = α4, σ∗(α2) = α2, σ∗(α3) = α1, σ∗(α4) = α3. (5.25)
Actually, since σ∗ permutes the simple roots of g it is also the case that σ permutes the root
spaces of g. That is, for µ ∈ ΦD4
σ : gµ → gσ∗(µ). (5.26)
One may also compute the action of σ∗ on the individual εi via the appropriate use of
(5.25).
The the fixed points of g under σ form a rank 2 finite dimensional simple exceptional
Lie algebra of type G2, with CSA denoted by k. We can restrict both σ and σ∗, to k and its
dual space k∗, to find the following root system of the G2
ΦG2 = ±{β2, β1, β2 + β1, 2β2 + β1, 3β2 + β1, 3β2 + 2β1} (5.27)
with the short and long simple roots given respectively as
∆G2 = {β2 = 13(ε1 − ε2 + 2ε3), β1 = ε2 − ε3} (5.28)
which has the following Dynkin diagram
β2 β1
.
The fundamental weights of G2 are ¯λ1 = 2β1 + 3β2 = ε1 + ε2 and ¯λ2 = β1 + 2β2 =
1
3(2ε1 + ε2 + ε3). The roots and weights of G2 are elements of the 2-dimensional dual
Cartan subalgebra k∗, which is inside the 4-dimensional dual Cartan subalgebra h∗ of D4.
It will be useful later to know the formula for the projection from h∗ to k∗, which can be
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written as either
Pro jk∗
( 4∑
i=1
aiαi
)
= a2β1 + (a1 + a3 + a4)β2 (5.29)
or as
Pro jk∗
( 4∑
i=1
eiεi
)
= (e2 − e3)¯λ1 + (e1 − e2 + 2e3)¯λ2. (5.30)
These tell us that α1, α3 and α4 project to β2 but α2 projects to β1, and that λ1, λ3 and λ4
project to ¯λ2 but λ2 projects to ¯λ1. The 14-dimensional adjoint representation of G2 is the
irreducible G2-module with highest weight ¯λ1, and the 7-dimensional representation of G2
is the irreducible G2-module with highest weight ¯λ2.
Decompositions of g and C as G2-Modules
The spinor construction described in 5.1 yields three isomorphic copies of D4. We may use
the notation φC : g → End(C) for the reducible representation of g on C so that
σ−1 ◦ φC(x) ◦ σ = φC(σ−1(x)) (5.31)
as in (5.24). We identify φC(g) = g. The action of σ on g decomposes it into three
eigenspaces
g = g0 ⊕ g1 ⊕ g2 (5.32)
where gi =
{
x ∈ g | σ(x) = ξix
}
for i ∈ {1, 2, 3}, and where ξ = e 2πi3 = −1+
√
3i
2 and ξ
2 =
e
−2πi
3 = −1−i
√
3
2 . Note that dim(g0) = 14 and dim(g1) = dim(g2) = 7. In fact, g0 is a simple
Lie algebra of type G2 and g1 and g2 are irreducible g0-modules.
Recall that for i ∈ {1, 2, 3} each V (i) is an 8-dimensional irreducible g module. However
as a g0 module, V (1) is reducible into the direct sum V (1) = W (1) ⊕ e(1), where e(1) is spanned
by e1, defined in (5.6), and W (1) has ordered basis
B(1) = {a1, a2, a3, a4 − a∗4, a∗3, a∗2a∗1}. (5.33)
Applying σ and σ2 to this decomposition of V (1) gives V (2) = W (2) ⊕ e(2) and also V (3) =
W (3) ⊕ e(3). That is, σ cyclically permutes the W (i) and the e(i) for i ∈ {1, 2, 3}, which allows
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us to write C as the direct sum of the irreducible g0 modules
C =
3⊕
i=1
(
W (i) ⊕ e(i)
)
. (5.34)
We agree to use the ordered bases B(2) and B(3) of W (2) and W (3) respectively, which are
induced from the action of σ on B(1).
Note that C also has a σ eigenspace decomposition as irreducible g0 modules
C =
3⊕
i=1
(
Wξ(i) ⊕ eξ(i)
)
(5.35)
where the 7-dimensional Wξ(1), Wξ(2), and Wξ(3) have ordered bases
Bξ(1) =
{
b + σb + σ2b | b ∈ B
}
Bξ(2) =
{
b + ξ2σb + ξσ2b | b ∈ B
}
Bξ(3) =
{
b + ξσb + ξ2σ2b | b ∈ B
}
(5.36)
respectively, and where
eξ(1) = span {e0 + e1 + e2}
eξ(2) = span
{
e0 + ξ
2e1 + ξe2
}
eξ(3) = span
{
e0 + ξe1 + ξ
2e2
}
. (5.37)
The ◦ Products
The fixed points of g under σ formed a Lie algebra of type G2 which we have denoted
as g0. Here we use the ◦ product to provide the details on finding the root vectors of g0.
For C = A ⊕ CM0 ⊕ CM1, we can use (5.5) and proposition 5.2 in the situation when
u1 ∈ CM0, u2 ∈ CM1 (or vice versa), so that u1 ◦ u2 is the unique element of V such that
for all a ∈ A (u1 ◦ u2, a) = (au1, u2). When both u1 and u2 are in the same direct summand,
u1 ◦ u2 = 0, and when u ∈ CM0, a ∈ A, u ◦ a = au ∈ CM1, with the analogous result
when u ∈ CM1. We can explicitly compute the product for pairs of elements in CM. For
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i, j, k, l ∈ {1, 2, 3, 4}, we will use the following notation whenever 1 ≤ i < j < k ≤ 4:
v := vac
vi := a
∗
i vac
vi j := a∗i a
∗
j vac
vi jk := a∗i a
∗
ja
∗
k vac
w := a∗1a
∗
2a
∗
3a
∗
4 vac . (5.38)
Proposition 5.5. [FFR] The pairing of any two vectors listed in (5.38) is zero unless the
total number of creation operators applied to vac sums to 4.
Theorem 5.6. For i, j, k, l ∈ {1, 2, 3, 4}, the ◦ product has the following behavior on the
Chevalley algebra C, in addition to the behavior expressed in Proposition 5.2.
(a) v ◦ vi = 0
(b) v ◦ vi jk = sgn(li jk)al
(c) vi ◦ vi j = 0 when any subscript, either i or j is repeated
(d) vi ◦ v jk = sgn(il jk)al for all distinct subscripts, i, j, k
(e) vi ◦ w = a∗i
(f) vi j ◦ vi jk = 0 whenever two of the subscripts repeated, regardless of their order
(g) vi j ◦ v jkl = sgn( jikl)a∗j when exactly one subscript, j is repeated, regardless of the order
of the subscripts
(h) vi jk ◦ w = 0.
Proof. We will illustrate these results by showing two carefully selected parts.
(c) By Proposition 5.2 vi ◦ vi j ∈ A. Let u be in A. Using (5.5) and (5.1), the non-degenerate
pairing (vi ◦ vi j, u) can only be identically for exactly zero for u = 0. But (vi ◦ vi j, u) =
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(vi j ◦ vi, u) = (vi j, vi ◦ u) = (vi j, uvi), and uvi ∈ span{v, vi j, vik} for 1 ≤ k ≤ 4, k , i.
Now we apply Proposition 5.5 and conclude that (vi j, uvi) = 0 for all u implying that
vi ◦ vi j = 0.
(d) Let u be one of the 8 basis elements in A. The pairing (vi ◦ v jk, u) = (vi, uv jk) can only
be non-zero for exactly one of the u ∈ A. Moreover, uv jk ∈ {vl jk, vi jk, v j, vk} and by
Proposition 5.5 the pairing vanishes unless u = a∗l . Setting (vi ◦ v jk, u) = 1 and by the
uniqueness of u in (5.5) we conclude that vi ◦ v jk = sgn(il jk)al. We determine the sign
of the permutation in the standard fashion; the parity of the number of transpositions
needed to put (il jk) in ascending order.
The omitted parts are proved similarly to either of these that we have provided.
Proposition 5.7. [FFR] The action of σ and σ2 on the basis A can be summarized in the
following manner, and hence gives a description of the action of σ on C.
V (1) → V (2) → V (3)
a1 v −v4
a2 v34 v3
a3 −v24 −v2
a4 v14 −v234
V (1) → V (2) → V (3)
a∗1 w v123
a∗2 −v12 v124
a∗3 −v13 v134
a∗4 −v23 −v1
Remark 5.8. Using the notation of (5.15) we will choose the following root vectors of the
g(i) for 0 ≤ i ≤ 2, isomorphic finite dimensional Lie algebras of type D4. The basis of the
CSA’s will be set according to the following.
g(0) g(1) g(2)
◦
◦a1a
∗
1
◦
◦
◦
◦vw ◦◦ − ◦◦v4v123 ◦◦
◦
◦a2a
∗
2
◦
◦ − ◦◦v34v12 ◦◦ ◦◦v3v124 ◦◦
◦
◦a3a
∗
3
◦
◦
◦
◦v24v13 ◦◦ − ◦◦v2v134 ◦◦
◦
◦a4a
∗
4
◦
◦ − ◦◦v14v23 ◦◦ ◦◦v234v1 ◦◦
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Positive root vectors are on the left side, and negative root vectors are on the right side of
the following chart.
g(0) g(1) g(2)
◦
◦a1a2 ◦◦ ◦◦vv34 ◦◦ − ◦◦v4v3 ◦◦
◦
◦a1a3 ◦◦ − ◦◦vv24 ◦◦ ◦◦v4v2 ◦◦
◦
◦a2a
∗
3
◦
◦ − ◦◦v34v13 ◦◦ ◦◦v3v134 ◦◦
◦
◦a1a
∗
2
◦
◦ − ◦◦vv12 ◦◦ − ◦◦v4v124 ◦◦
− ◦◦a3a4 ◦◦ ◦◦v24v14 ◦◦ − ◦◦v2v234 ◦◦
◦
◦a3a
∗
4
◦
◦
◦
◦v24v23 ◦◦ ◦◦v2v1 ◦◦
◦
◦a1a
∗
3
◦
◦ − ◦◦vv13 ◦◦ − ◦◦v4v134 ◦◦
◦
◦a2a4 ◦◦ ◦◦v34v14 ◦◦ − ◦◦v3v234 ◦◦
− ◦◦a2a∗4 ◦◦ ◦◦v34v23 ◦◦ ◦◦v3v1 ◦◦
◦
◦a2a3 ◦◦ − ◦◦v34v24 ◦◦ − ◦◦v3v2 ◦◦
− ◦◦a1a∗4 ◦◦ ◦◦vv23 ◦◦ − ◦◦v4v1 ◦◦
◦
◦a1a4 ◦◦ ◦◦vv14 ◦◦ ◦◦v4v234 ◦◦
g(0) g(1) g(2)
◦
◦a
∗
1a
∗
2
◦
◦ − ◦◦wv12 ◦◦ ◦◦v123v124 ◦◦
◦
◦a
∗
1a
∗
3
◦
◦ − ◦◦wv13 ◦◦ ◦◦v123v134 ◦◦
◦
◦a
∗
2a3
◦
◦
◦
◦v12v24 ◦◦ − ◦◦v124v2 ◦◦
◦
◦a
∗
1a2
◦
◦
◦
◦wv34 ◦◦ ◦◦v123v3 ◦◦
− ◦◦a∗3a∗4 ◦◦ − ◦◦v13v23 ◦◦ ◦◦v134v1 ◦◦
◦
◦a
∗
3a4
◦
◦ − ◦◦v13v14 ◦◦ − ◦◦v134v234 ◦◦
◦
◦a
∗
1a3
◦
◦ − ◦◦wv24 ◦◦ − ◦◦v123v2 ◦◦
◦
◦a
∗
2a
∗
4
◦
◦
◦
◦v12v23 ◦◦ − ◦◦v124v1 ◦◦
− ◦◦a∗2a4 ◦◦ ◦◦v12v14 ◦◦ ◦◦v124v234 ◦◦
◦
◦a
∗
2a
∗
3
◦
◦
◦
◦v12v13 ◦◦ ◦◦v124v134 ◦◦
− ◦◦a∗1a4 ◦◦ − ◦◦wv14 ◦◦ ◦◦v123v234 ◦◦
◦
◦a
∗
1a
∗
4
◦
◦ − ◦◦wv23 ◦◦ − ◦◦v123v1 ◦◦
Lemma 5.9. For a, b ∈ A, the action of ◦◦ab ◦◦ , σ ◦◦ab ◦◦ , and σ2 ◦◦ab ◦◦ may not agree on C,
however since g(0)  g(1)  g(2), there is an identification of each of the operators in g(1) and
g(2) with a linear combination of the operators in g(0).
(a) The identification of the operators representing the positive root vectors is given as
follows.
g(1) ⇋ g(0) ⇋ g(2)
◦
◦vv34 ◦◦ ◦◦a1a2 ◦◦ − ◦◦v4v3 ◦◦
− ◦◦vv24 ◦◦ ◦◦a1a3 ◦◦ − ◦◦v4v2 ◦◦
◦
◦v34v13 ◦◦ ◦◦a2a
∗
3
◦
◦
◦
◦v3v134 ◦◦
− ◦◦v24v23 ◦◦ ◦◦a1a∗2 ◦◦ ◦◦v2v234 ◦◦
◦
◦v24v14 ◦◦ ◦◦a3a
∗
4
◦
◦ − ◦◦v4v124 ◦◦
◦
◦vv12 ◦◦ ◦◦a3a4 ◦◦ ◦◦v2v1 ◦◦
g(1) ⇋ g(0) ⇋ g(2)
− ◦◦vv13 ◦◦ ◦◦a2a4 ◦◦ ◦◦v3v1 ◦◦
− ◦◦v34v14 ◦◦ ◦◦a2a∗4 ◦◦ ◦◦v4v134 ◦◦
◦
◦v34v23 ◦◦ ◦◦a1a
∗
3
◦
◦ − ◦◦v3v234 ◦◦
◦
◦v34v24 ◦◦ ◦◦a1a
∗
4
◦
◦ − ◦◦v4v234 ◦◦
◦
◦vv23 ◦◦ ◦◦a1a4 ◦◦ − ◦◦v3v2 ◦◦
◦
◦vv14 ◦◦ ◦◦a2a3 ◦◦ − ◦◦v4v1 ◦◦
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(b) The identification of the operators representing the negative root vectors is analogous.
(c) The identification of the operators representing a basis of the CSA is given as follows.
g(1) ⇋ g(0)
σ ◦◦a1a
∗
1
◦
◦ = ◦◦vw ◦◦
1
2( ◦◦a1a∗1 ◦◦ + ◦◦a2a∗2 ◦◦ + ◦◦a3a∗3 ◦◦ + ◦◦a4a∗4 ◦◦ )
σ ◦◦a2a
∗
2
◦
◦ = − ◦◦v34v12 ◦◦ 12( ◦◦a1a∗1 ◦◦ + ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦ − ◦◦a4a∗4 ◦◦ )
σ ◦◦a3a
∗
3
◦
◦ = ◦◦v24v13 ◦◦
1
2( ◦◦a1a∗1 ◦◦ − ◦◦a2a∗2 ◦◦ + ◦◦a3a∗3 ◦◦ − ◦◦a4a∗4 ◦◦ )
σ ◦◦a4a
∗
4
◦
◦ = − ◦◦v14v23 ◦◦ −12( ◦◦a1a∗1 ◦◦ − ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦ + ◦◦a4a∗4 ◦◦)
g(2) ⇋ g(0)
σ2 ◦◦a1a
∗
1
◦
◦ = − ◦◦v4v123 ◦◦ 12( ◦◦a1a∗1 ◦◦ + ◦◦a2a∗2 ◦◦ + ◦◦a3a∗3 ◦◦ − ◦◦a4a∗4 ◦◦ )
σ2 ◦◦a2a
∗
2
◦
◦ = ◦◦v3v124 ◦◦
1
2( ◦◦a1a∗1 ◦◦ + ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦ + ◦◦a4a∗4 ◦◦ )
σ2 ◦◦a3a
∗
3
◦
◦ = − ◦◦v2v134 ◦◦ 12( ◦◦a1a∗1 ◦◦ − ◦◦a2a∗2 ◦◦ + ◦◦a3a∗3 ◦◦ + ◦◦a4a∗4 ◦◦ )
σ2 ◦◦a4a
∗
4
◦
◦ = ◦◦v234v1 ◦◦
1
2( ◦◦a1a∗1 ◦◦ − ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦ − ◦◦a4a∗4 ◦◦ )
Proof. This result is purely computational and can be proved by simply applying each
operator in g(i) to each basis vector of V ( j) for 0 ≤ i ≤ 2 and 1 ≤ j ≤ 3.
Remark 5.10. Notice that Lemma 5.9(c) can be expressed as follows using the orthogonal
matrix
A = [ai j] = 12

1 1 1 −1
1 1 −1 1
1 −1 1 1
1 −1 −1 −1

which represents σ on the CSA with respect to the basis {h1, h2, h3, h4} where h j = ◦◦a ja∗j ◦◦ .
We have σ(h j) = ∑4i=1 ai jhi is the linear combination given by column j of A , and since
σ2 = σ−1 is represented by A −1 = A t so σ2(h j) = ∑4i=1 a jihi is the linear combination
given by row j of A .
According to Remark 5.8 and (5.27) we now provide the root vectors for g0, the finite
dimensional Lie algebra of type G2 which occurs as the fixed points of g under σ. First we
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fix the root vectors of our chosen CSA.
H1 = ◦◦a1a∗1 ◦◦ + ◦◦a3a
∗
3
◦
◦
H2 = ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦
The remaining root vectors are organized in the four blocks of the following table. The
positive root vectors are on the left hand side while the negative roots are on the right. The
blocks on the top contain the long root vectors, while the lower blocks contain the short
root vectors.
Xβ1 = ◦◦a2a∗3 ◦◦ − ◦◦v34v13 ◦◦ + ◦◦v3v134 ◦◦
Xβ1+3β2 = ◦◦a1a3 ◦◦ − ◦◦vv24 ◦◦ + ◦◦v4v2 ◦◦
X2β1+3β2 = ◦◦a1a2 ◦◦ + ◦◦vv34 ◦◦ − ◦◦v4v3 ◦◦
Xβ2 = ◦◦a1a∗2 ◦◦ − ◦◦vv12 ◦◦ − ◦◦v4v124 ◦◦
Xβ1+β2 = ◦◦a1a∗3 ◦◦ − ◦◦vv13 ◦◦ − ◦◦v4v134 ◦◦
Xβ1+2β2 = ◦◦a2a3 ◦◦ − ◦◦v34v24 ◦◦ − ◦◦v3v2 ◦◦
X−β1 = ◦◦a3a∗2 ◦◦ − ◦◦v12v24 ◦◦ + ◦◦v124v2 ◦◦
X−β1−3β2 = ◦◦a∗3a
∗
1
◦
◦ + ◦◦wv13 ◦◦ − ◦◦v123v134 ◦◦
X−2β1−3β2 = ◦◦a∗2a
∗
1
◦
◦ + ◦◦wv12 ◦◦ − ◦◦v123v124 ◦◦
X−β2 = 13
(
◦
◦a2a
∗
1
◦
◦ − ◦◦wv34 ◦◦ − ◦◦v123v3 ◦◦
)
X−β1−β2 = 13
(
◦
◦a3a
∗
1
◦
◦ + ◦◦wv24 ◦◦ + ◦◦v123v2 ◦◦
)
X−β1−2β2 = 13
(
◦
◦a
∗
3a
∗
2
◦
◦ − ◦◦v12v13 ◦◦ − ◦◦v124v134 ◦◦
)
Corollary 5.11. The triality automorphism σ induces a basis for g0 contained in g(0).
H1 = ◦◦a1a∗1 ◦◦ + ◦◦a3a
∗
3
◦
◦
H2 = ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦
Xβ1 = ◦◦a2a∗3 ◦◦
Xβ1+3β2 = ◦◦a1a3 ◦◦
X2β1+3β2 = ◦◦a1a2 ◦◦
Xβ2 = ◦◦a1a∗2 ◦◦ + ◦◦a3a
∗
4
◦
◦ − ◦◦a3a4 ◦◦
Xβ1+β2 = ◦◦a1a∗3 ◦◦ + ◦◦a2a4 ◦◦ − ◦◦a2a∗4 ◦◦
Xβ1+2β2 = ◦◦a2a3 ◦◦ + ◦◦a1a4 ◦◦ − ◦◦a1a∗4 ◦◦
X−β1 = ◦◦a3a∗2 ◦◦
X−β1−3β2 = ◦◦a∗3a
∗
1
◦
◦
X−2β1−3β2 = ◦◦a∗2a
∗
1
◦
◦
X−β2 = 13
(
◦
◦a2a
∗
1
◦
◦ + ◦◦a4a
∗
3
◦
◦ − ◦◦a∗4a∗3 ◦◦
)
X−β1−β2 = 13
(
◦
◦a3a
∗
1
◦
◦ + ◦◦a
∗
4a
∗
2
◦
◦ − ◦◦a4a∗2 ◦◦
)
X−β1−2β2 = 13
(
◦
◦a
∗
3a
∗
2
◦
◦ + ◦◦a
∗
4a
∗
1
◦
◦ − ◦◦a4a∗1 ◦◦
)
Proof. This is immediate after applying Lemma 5.9.
Corollary 5.12. The triality automorphism σ induces bases for the G2-modules g1 and g2
contained in g(0).
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g1
◦
◦a1a
∗
1
◦
◦ − ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦ + (ξ2 − ξ) ◦◦a4a∗4 ◦◦
◦
◦a1a
∗
2
◦
◦ − ξ2 ◦◦a3a4 ◦◦ + ξ ◦◦a3a∗4 ◦◦
◦
◦a1a
∗
3
◦
◦ + ξ
2 ◦
◦a2a4 ◦◦ − ξ ◦◦a2a∗4 ◦◦
◦
◦a2a3 ◦◦ − ξ2 ◦◦a1a∗4 ◦◦ + ξ ◦◦a1a4 ◦◦
◦
◦a
∗
1a2
◦
◦ − ξ2 ◦◦a∗3a∗4 ◦◦ + ξ ◦◦a∗3a4 ◦◦
◦
◦a
∗
1a3
◦
◦ + ξ
2 ◦
◦a
∗
2a
∗
4
◦
◦ − ξ ◦◦a∗2a4 ◦◦
◦
◦a
∗
2a
∗
3
◦
◦ − ξ2 ◦◦a∗1a4 ◦◦ + ξ ◦◦a∗1a∗4 ◦◦
g2
◦
◦a1a
∗
1
◦
◦ − ◦◦a2a∗2 ◦◦ − ◦◦a3a∗3 ◦◦ + (ξ − ξ2) ◦◦a4a∗4 ◦◦
◦
◦a1a
∗
2
◦
◦ − ξ ◦◦a3a4 ◦◦ + ξ2 ◦◦a3a∗4 ◦◦
◦
◦a1a
∗
3
◦
◦ + ξ ◦◦a2a4 ◦◦ − ξ2 ◦◦a2a∗4 ◦◦
◦
◦a2a3 ◦◦ − ξ ◦◦a1a∗4 ◦◦ + ξ2 ◦◦a1a4 ◦◦
◦
◦a
∗
1a2
◦
◦ − ξ ◦◦a∗3a∗4 ◦◦ + ξ2 ◦◦a∗3a4 ◦◦
◦
◦a
∗
1a3
◦
◦ + ξ ◦◦a
∗
2a
∗
4
◦
◦ − ξ2 ◦◦a∗2a4 ◦◦
◦
◦a
∗
2a
∗
3
◦
◦ − ξ ◦◦a∗1a4 ◦◦ + ξ2 ◦◦a∗1a∗4 ◦◦
5.3 A Spinor Description of B3 as a Subalgebra of D4
In this section we use the spinor description of D4 and the three order-two automorphisms
τ, στ, and σ2τ to give a spinor description of three copies of B3 inside D4.
Invariance of the Cartan Subalgebra Revisited
This section is very similar to section 5.2 in that given the CSA from section 5.1, h ⊂ g
with ordered orthonormal basis {h1, ..., h4}, we can find τ(h) ⊂ τ(g) = g. In fact, we have
the analogous statement:
Theorem 5.13. As algebras of operators on (C, ◦), h = τ(h), and therefore, the triality
group generated by σ and τ leaves h invariant.
Roots of B3
Recall the description of the root system for the finite dimensional rank 4 Lie algebra
of type D4 given in section 5.1; ΦD4 = {±εi ± ε j | 1 ≤ i < j ≤ 4} with simple roots
∆D4 = {αi | 1 ≤ i ≤ 4}, and correspondence of root vectors with the roots given in (5.20).
We now restrict τ to h to give the automorphism of the previous theorem τ : h → h, and
induced dual map τ∗ : h∗ → h∗.
τ∗(α1) = α1, τ∗(α2) = α2, τ∗(α3) = α4, τ∗(α4) = α3. (5.39)
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The action of τ∗ on the simple roots of g induces the action on the root spaces of g so
that for µ ∈ ΦD4
τ : gµ → gτ∗(µ). (5.40)
One may also compute the action of τ∗ on the individual εi via the appropriate use of (5.39).
The fixed points of g under τ form a rank 3, 21-dimensional simple Lie algebra of
type B3, with CSA denoted by l. We can restrict both τ and τ∗, to l and its dual space l∗,
to find the type B3 root system ΦB3 with two long simple roots and one short root given
respectively as
∆B3 = {γ1 = α1, γ2 = α2, γ3 = α3 − α4}, (5.41)
which has the Dynkin diagram
γ1 γ2 γ3
.
Using either of the other order-two triality group elements, στ or σ2τ, one obtains two
other copies of B3 inside D4, and corresponding versions of the results below. In fact,
the G2 subalgebra of D4 found above in Section 5.2 is the intersection of these three B3
subalgebras.
Decompositions of g and C as B3-Modules
There is also a reducible representation ψC : g → End(C) similar to (5.24)
τ−1 ◦ ψC(x) ◦ τ = ψC(τ−1(x)). (5.42)
We identify φC(g) = g.
The action of τ on g decomposes it into the two eigenspaces
g = b1 ⊕ b−1 (5.43)
the fixed points, and the −1 eigenspace under τ, respectively. Note that dim(b1) = 21 and
dim(b−1) = 7. It is actually the case that b1 is a simple Lie algebra of type B3 and b−1 is its
natural representation.
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Root Vectors of type B3
Here we find the root vectors of b1 written as elements normal ordered elements in the
spinor construction of D4.
The action of τ : A ↔ A on the basis A is given by the left two columns of the next
table, while τ : CM0 ↔ CM1 via τ(b) = (a4 + a∗4)b for all b ∈ CM0 ⊕ CM1 is given by the
right two columns.
A ↔ A A ↔ A
a1 −a1 a∗1 −a∗1
a2 −a2 a∗2 −a∗2
a3 −a3 a∗3 −a∗3
a4 a
∗
4 a
∗
4 a4
CM0 ↔ CM1 CM0 ↔ CM1
v v4 w −v123
v12 v124 v14 −v1
v13 v134 v24 −v2
v23 v234 v34 −v3
As we did in the previous section for G2, we fix the root vectors of our chosen CSA
for b1, the Lie algebra of type B3, and list the remaining root vectors which are organized
similarly to Corollary 5.11
Corollary 5.14. The triality automorphism τ induces a basis for b1 contained in g(0).
h1 = ◦◦a1a∗1 ◦◦
h2 = ◦◦a2a∗2 ◦◦
h3 = ◦◦a3a∗3 ◦◦
Xγ1 = ◦◦a1a∗2 ◦◦
Xγ2 = ◦◦a2a∗3 ◦◦
Xγ1+γ2 = ◦◦a1a∗3 ◦◦
Xγ2+2γ3 = ◦◦a2a3 ◦◦
Xγ1+γ2+2γ3 = ◦◦a1a3 ◦◦
Xγ1+2γ2+2γ3 = ◦◦a1a2 ◦◦
X−γ1 = ◦◦a2a∗1 ◦◦
X−γ2 = ◦◦a3a∗2 ◦◦
X−γ1−γ2 = ◦◦a3a∗1 ◦◦
X−γ2−2γ3 = ◦◦a∗3a
∗
2
◦
◦
X−γ1−γ2−2γ3 = ◦◦a∗3a
∗
1
◦
◦
X−γ1−2γ2−2γ3 = ◦◦a∗2a
∗
1
◦
◦
56
Xγ3 = ◦◦a3a4 ◦◦ − ◦◦a3a∗4 ◦◦
Xγ2+γ3 = ◦◦a2a4 ◦◦ − ◦◦a2a∗4 ◦◦
Xγ1+γ2+γ3 = ◦◦a1a4 ◦◦ − ◦◦a1a∗4 ◦◦
X−γ3 = 12
(
◦
◦a
∗
4a
∗
3
◦
◦ − ◦◦a4a∗3 ◦◦
)
X−γ2−γ3 = 12
(
◦
◦a
∗
4a
∗
2
◦
◦ − ◦◦a4a∗2 ◦◦
)
X−γ1−γ2−γ3 = 12
(
◦
◦a
∗
4a
∗
1
◦
◦ − ◦◦a4a∗1 ◦◦
)
Corollary 5.15. The triality automorphism τ induces a basis of the B3-module b−1 con-
tained in g(0).
b1
◦
◦a4a
∗
4
◦
◦
◦
◦a1a4 ◦◦ + ◦◦a1a
∗
4
◦
◦
◦
◦a
∗
1a4
◦
◦ + ◦◦a
∗
1a
∗
4
◦
◦
◦
◦a2a4 ◦◦ + ◦◦a2a
∗
4
◦
◦
◦
◦a
∗
2a4
◦
◦ + ◦◦a
∗
2a
∗
4
◦
◦
◦
◦a3a4 ◦◦ + ◦◦a3a
∗
4
◦
◦
◦
◦a
∗
3a4
◦
◦ + ◦◦a
∗
3a
∗
4
◦
◦
5.4 Spinor Construction of D(1)4 and D
(1)
4 -Modules
Here we review Construction 2.28 for the specific case of ℓ = 4 to get infinite dimensional
versions of Cliff, CM, and so(8).
Recall that Z = Z + ǫ ∈
{
Z,Z + 12
}
, A = A+ ⊕ A− where A±  C4 defined as in Section
5.1 with canonical bases {a1, · · · , a4} and {a∗1, · · · , a∗4} for A+ and A−, respectively, such
that (ai, a j) = 0 = (a∗i , a∗j) and (ai, a∗j) = δi, j. Define A(Z), with elements written a(n),
where a ∈ A and n ∈ Z, and symmetric bilinear form (a(m), b(n)) = (a, b)δm,−n. Write
Cliff(Z) = Cliff4(Z) and note that its Clifford relations, given below, are a natural extension
of the relations (5.2) and (5.3) in the finite dimensional case. In particular, we have
ai(m)a∗j(n) + a∗j(n)ai(m) = δi, jδm,−n1
ai(m)a j(n) + a j(n)ai(m) = 0
a∗i (m)a∗j(n) + a∗j(n)a∗i (m) = 0 for all 1 ≤ i, j ≤ 4
and ai(m)2 = a∗j(n)2 = 0. (5.44)
The polarization A(Z) = A(Z)+ ⊕ A(Z)− is used to define the left ideal I (Z) in Cliff(Z)
generated by A(Z)+. The irreducible left Cliff(Z)-module CM(Z) = Cliff(Z)/I (Z) has vac-
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uum vector vac(Z) = 1+I (Z). This is similar to the finite dimensional case of the previous
section in that CM(Z) is the cyclic left Cliff(Z)-module generated by vac(Z), where vac(Z)
is a non-zero element of the quotient such that A(Z)+ · vac(Z) = 0. We have
CM(Z) = span {b1(−n1) · · · br(−nr) vac(Z) | bi(−ni) ∈ A(Z)−}, (5.45)
which is 12Z graded. As in the finite dimensional case, CM(Z) = CM(Z)0⊕CM(Z)1 is a sum
of its even and odd subspaces, depending on the parity of r. Recall the fermionic normal
ordering ◦◦a(m)b(n) ◦◦ in (2.11) which is exactly as defined for the finite dimensional case in
(5.10) when n = m = 0.
Using g = so(8) from Section 5.1 in the Definition 2.17, we get the untwisted affine
Kac-Moody algebra gˆ of type D(1)4 .
These infinite dimensional Clifford modules play a central role in the spinor construc-
tion of level-1 representations of gˆ. Recall the notation,
ˆV0 = CM04(Z + 12), ˆV1 = CM14(Z + 12), ˆV2 = CM04(Z), ˆV3 = CM14(Z). (5.46)
with highest weights
Λ0, Λ1 − 12δ, Λ4 − 12δ, Λ3 − 12δ, (5.47)
and with highest weight vectors
vac = vac(Z + 12), a1(−12 ) vac, vac′ = vac(Z), a∗4(0) vac′ . (5.48)
The triality automorphism σ can be lifted to σˆ : gˆ → gˆ by σˆ(x(m)) = (σ(x))(m). We
have seen that σ is an automorphism of the g-module C = V (1) ⊕ V (2) ⊕ V (3), cyclically
permuting the summands. In [FFR] it is shown that σ lifts to σˆ : ˆV → ˆV such that σˆ( ˆV0) =
ˆV0 and σˆ cyclically permutes ˆV1, ˆV2, and ˆV3. In particular, one knows that σˆ(vac) = vac
and that a1(−12 ) vac, vac′, and a∗4(0) vac′ are cyclically permuted by σˆ.
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The 12Z-grading of ˆV is given by the eigenspaces ˆVn of the Virasoro operator L
Z
0 , and we
refer to the eigenvalue n as the depth of the non-zero vectors in ˆVn. We have the following
results on ˆV00 , ˆV01 , ˆV i1/2 for 1 ≤ i ≤ 3. In the first table below we give a basis for ˆV00 , ˆV01 and
ˆV11/2.
ˆV in Basis Dimension
ˆV00 vac 1
ˆV11/2 ai(−12) vac 1 ≤ i ≤ 4 4
a∗i (−12) vac 1 ≤ i ≤ 4 4
ˆV01 ai(−12)a∗j(−12) vac 1 ≤ i, j ≤ 4 16
ai(−12)a j(−12) vac 1 ≤ i < j ≤ 4 6
a∗i (−12)a∗j(−12) vac 1 ≤ i < j ≤ 4 6
The next table contains the same information for ˆV21/2 and ˆV31/2.
ˆV in Basis Dimension
ˆV21/2 vac
′ 1
a∗i (0)a∗j(0) vac′ 1 ≤ i < j ≤ 4 6
a∗1(0)a∗2(0)a∗3(0)a∗4(0) vac′ 1
ˆV31/2 a
∗
i (0) vac′ 1 ≤ i ≤ 4 4
a∗i (0)a∗j(0)a∗k(0) vac′ 1 ≤ i < j < k ≤ 4 4
There are obvious g-module isomorphisms ˆV i1/2  V (i) for 1 ≤ i ≤ 3, using (5.22) and
(5.23), and ˆV01  g using (5.20). This means that there are subspaces of ˆV01 corresponding
to the subalgebra b1 of type B3 and g0 of type G2. (See (5.43) and (5.32).) Vertex operators
Yk(v) for v ∈ ˆV01 such that σˆ(v) = v represent the affine subalgebra gˆ0 of gˆ of type G(1)2 .
5.5 Sugawara Constructions
Up until this point, we have been satisfied with the definition of fermionic normal ordering
on pairs of Clifford elements. We now note that the definition can be expanded to cover the
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normal orderings of any finite product of Clifford generators. For Z = Z + 12 the definition
will be straight forward, however when Z = Z, where there is the possibility of zero modes
being present, we need to be more careful when extending the definition.
Definition 5.16. For ai1 , ..., air ∈ A and n1, ..., nr ∈ Z + 12 we have the expanded fermionic
normal ordering
◦
◦ai1(n1) · · · air (nr) ◦◦ = sgn(ϕ)aiϕ1(nϕ1) · · · aiϕr (nϕr) (5.49)
where ϕ is any permutation of the symbols {1, ..., r} such that nϕ1 ≤ · · · ≤ nϕr.
For n1, ..., nr ∈ Z, we want the identity ◦◦ai1(n1) · · · air (nr) ◦◦ = sgn(ϕ) ◦◦aiϕ1(nϕ1) · · · aiϕr (nϕr) ◦◦
for any permutation ϕ. It is enough to make the following definition for n1 ≤ · · · ≤ nr.
Whenever each 0 , ni ∈ Z, we have
◦
◦ai1(n1) · · · air (nr) ◦◦ = ai1(n1) · · · air (nr). (5.50)
However if n j−1 < 0 = n j = n j+1 = ... = n j+s−1 < n j+s for some s ≥ 1, then define
◦
◦ai1(n1) · · · air (nr) ◦◦ = ai1(n1) · · · ai j−1(n j−1)
(
ai j
◦
◦ (0) · · · ai j+s−1(0) ◦◦
)
ai j+s(n j+s) · · · air (nr) (5.51)
where for any ai1 , ..., aik ∈ A,
◦
◦ai1(0) · · · aik (0) ◦◦ =
1
k!
∑
ϕ∈S k
sgn(ϕ)aiϕ1(0) · · · aiϕk (0). (5.52)
Remark 5.17. We refer the reader to [FFR] for details on the above. For this investigation
we will only need to use normal ordered products of two Clifford generators, referred to
henceforth as quadratics, and normal ordered products of four Clifford generators, referred
to as quartics. When proving our main results for the Ramond modules we will introduce
two lemmas which are specific instances of the definition described in (5.50) - (5.52).
We will use the following abbreviations for vectors in ˆV02 :
1 = vac, i⊛ j⊛ = ◦◦a⊛i (−32)a⊛j (−12) ◦◦ vac, i⊛ j⊛m⊛n⊛ = ◦◦a⊛i (−12)a⊛j (−12 )a⊛m(−12)a⊛n (−12) ◦◦ vac
(5.53)
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for 1 ≤ i, j,m, n ≤ 4, where any occurence of the ⊛ can be either blank or ∗. Note that,
because of the Clifford anti-commutation relations (5.44), we have, for example, i j = − ji
and i jmn = mi jn = mni j. In this notation we can write the conformal vector (2.30) with
ℓ = 4 as
ωD4 =
1
2
4∑
i=1
(
ii∗ + i∗i
)
. (5.54)
This section provides the necessary details for several constructions of Sugawara opera-
tors representing the Virasoro algebra in the spinor construction of ˆV. We have already seen
how the vertex operators Ym(ωD4) represent Vir with central charge c = 4 on ˆV . Here we use
the full Sugawara construction for the subalgebras of types B3 and G2 to obtain vertex op-
erators Ym(ωB3) and Ym(ωG2) that also represent Vir on ˆV, but with central charges 7/2 and
14/5, respectively. These will be used to obtain coset Virasoro operators Ym(ω(D4−B3)) and
Ym(ω(B3−G2)) which also represent Vir on ˆV, but with central charges, 1/2 and 7/10, respec-
tively. By Theorem 2.31, these two coset Virasoro operators commute with each other, and
with the operators representing the affine subalgebra of gˆ of type G(1)2 , Yk(v) for v ∈ ˆV01 such
that σˆ(v) = v. Their purpose in this work is to provide the decomposition of each irreducible
gˆ-module ˆV i into the direct sum of tensor products Vir(1/2, h1)⊗Vir(7/10, h2)⊗W(Ω j) for
h1 ∈ {0, 1/2, 1/16}, h2 ∈ {0, 1/10, 3/5, 3/2, 7/16, 3/80}, where W(Ω j), j = 0, 2, are the two
level-1 irreducible G(1)2 -modules.
There are certain linear combinations of operators which we will use so frequently that
we introduce the following notations to abbreviate these long expressions.
44∗ = 44∗ + 4∗4 + 44 + 4∗4∗
11∗22∗ = 11∗22∗ + 11∗33∗ − 22∗33∗
22∗44∗ = 22∗44∗ + 33∗44∗ − 11∗44∗
1∗234 = 1∗234 + 12∗3∗4∗
1∗234∗ = 12∗3∗4 + 1∗234∗. (5.55)
61
5.5.1 The Conformal Vector ωB3
Recall b1 is the Lie algebra with basis described in Corollary 5.14. Let {ǫ1, ǫ2, ǫ3} be an
orthonormal basis of R3 and let ΦB3 be a root system of type B3 with simple roots ∆B3 =
{γ1 = ǫ1 − ǫ2, γ2 = ǫ2 − ǫ3, γ3 = ǫ3} as in (5.41) . Denote the set of long roots as Φ(L)
and the short roots as Φ(S ). Denote the CSA as C, the set of long root vectors as L and the
set of short root vectors as S .
We follow the prescription for the construction of Sugawara operators (2.27) associated
with b1 on ˆV as components of the vertex operator Y(ωB3,w). The basis of b1 given in
Corollary 5.14 is {h1, h2, h3}∪{Xγ | γ ∈ ΦB3} = {Xi | 1 ≤ i ≤ dim(b1) = 21}. For each root γ,
Xγ and X−γ are dual with respect to the form (5.17), and we write Xγ = X−γ for the dual of
Xγ. We have seen that (hi, h j) = δi, j, so these basis vectors of the CSA are self dual, and we
write the dual hi = hi. We unify these notations by writing Xi for the dual of Xi, 1 ≤ i ≤ 21.
The conformal vector is then
ωB3 = L
B3
−21 = SωB3
21∑
i=1
∑
k∈Z
•
•Xi(−k)Xi(−2 + k) ••1. (5.56)
Since the dual Coxeter number of b1 of type B3 is 5 and the level of each ˆV i is 1, the scalar
factor is SωB3 =
1
12 and from (2.7) the central charge is cB3 = dim(b1)·15+1 = 216 = 72 .
Whenever −k > 0 or −2 + k > 0 we have ••Xi(µ)Xi(ν) ••1 = 0. Hence we can reduce
(5.56) to the finite sum
ωB3 = SωB3
2
21∑
i=1
Xi(−2)Xi(0)1 +
21∑
i=1
Xi(−1)Xi(−1)1
 . (5.57)
To simplify the first summation above, consider
Xi(0)1 = ◦◦ab ◦◦ 01 =
∑
k∈Z+12
◦
◦a(k)b(−k) ◦◦1 = 0 (5.58)
using (2.19) and the fact that Clifford operators with positive mode numbers annihilate 1.
Therefore, we now have the simplified formula
ωB3 = SωB3

21∑
i=1
Xi(−1)Xi(−1)1
 . (5.59)
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We will break up this summation into three parts, corresponding to the CSA, C, the
long roots, Φ(L), and the short roots, Φ(S ), and we will temporarily leave out the scalar 112 .
The terms corresponding to the CSA give
ωH =
3∑
i=1
hi(−1)hi(−1)1
=
3∑
i=1
◦
◦aia
∗
i
◦
◦−1
(
◦
◦aia
∗
i
◦
◦−11
)
=
3∑
i=1
◦
◦aia
∗
i
◦
◦−1
(
ai(−12 )a∗i (−12 )1
)
=
3∑
i=1

∑
k∈K
◦
◦ai(k)a∗i (−1 − k) ◦◦
 (ai(−12 )a∗i (−12 )1
)
=
3∑
i=1
(ii∗ + i∗i)
=11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3. (5.60)
Remark 5.18. Note that we have significantly shortened the sequence of steps that it takes
to get to line (5.60). The computations are routine, and in fact well known from the litera-
ture.
Using similar techniques we can compute the contribution of the long and short root
vectors to the conformal vector.
ωL =
∑
γ∈Φ(L)
Xγ(−1)Xγ(−1)1
= 4
3∑
i=1
(ii∗ + i∗i)
= 4 × (11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) . (5.61)
and
ωS =
∑
γ∈Φ(S )
Xγ(−1)Xγ(−1)1
=
3∑
i=1
(ii∗ + i∗i) + 3 × (44∗ + 4∗4 − 44 − 4∗4∗)
= (11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) + 3 × (44∗ + 4∗4 − 44 − 4∗4∗). (5.62)
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We now combine the results of (5.60),(5.61), and (5.62) to obtain
ωB3 =
1
12 (ωH + ωL + ωS )
= 112
(
11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3
+ 4 × (11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3)
+ (11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) + 3 × (44∗ + 4∗4 − 44 − 4∗4∗)
)
= 12 × (11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) + 14 × (44∗ + 4∗4 − 44 − 4∗4∗)
= ωD4 − 14 44∗ . (5.63)
5.5.2 The Conformal Vector ωG2
This section is analogous to Section 5.5.1, so we will be even more brief.
Let {ǫ1, ǫ2, ǫ3} be an orthonormal basis of R3 and let ΦG2 be a root system of type G2
with the simple roots ∆G2 = {β1 = ε2−ε3 β2 = 13(ε1−ε2+2ε3)} as in (5.28). In this section,
{Xi | 1 ≤ i ≤ 14} is the basis of the subalgebra g0 of type G2 given in Corollary 5.11, the
dual Coxeter number is 4, so that the scalar factor is SωG2 =
1
10 and from (2.7) the central
charge is cG2 =
dim(g0)·1
4+1 =
14
5 .
We construct the conformal vector
ωG2 = SG2
14∑
i=1
∑
k∈Z
•
•Xi(−k)Xi(−2 + k) ••1 (5.64)
which simplifies as above, giving
ωG2 =
1
10(ωC + ωL + ωS )
= 110
(
2
3(11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) + 23(11∗22∗ + 11∗33∗ − 22∗33∗)
+ 63(11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) + 63(11∗22∗ + 11∗33∗ − 22∗33∗)
+ 43(11∗ + 1∗1 + 22∗ + 2∗2 + 33∗ + 3∗3) − 23(11∗22∗ + 11∗33∗ − 22∗33∗)
+ 63(1∗234 + 12∗3∗4∗ − 1∗234∗ − 12∗3∗4) + 63 (44∗ + 4∗4 − 44 − 4∗4∗)
)
= 15
(
4ωD4 − 44∗ + 11∗22∗ + 1∗234 − 1∗234∗
)
(5.65)
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Theorem 5.19. The vertex operators Ym(ω(D4−B3)) = L1/2m , m ∈ Z, representing the coset
Virasoro algebra on ˆV with central charge 12 are provided by the conformal vector
ω(D4−B3) = ωD4 − ωB3 = 14 44∗ (5.66)
and the vertex operators Ym(ω(B3−G2)) = L7/10m , m ∈ Z, representing the coset Virasoro
algebra on ˆV with central charge 710 are provided by the conformal vector
ω(B3−G2) = ωB3 − ωG2 = 15ωD4 − 120 44∗ − 15 11∗22∗ − 15 1∗234 + 15 1∗234∗ . (5.67)
The operators from these two coset Virasoros commute with each other, [L1/2m , L7/10n ] = 0 for
all m, n ∈ Z, and both commute with all operators representing G(1)2 .
Proof. This is clear from Theorem 2.31. The details have been presented above in (5.54),
(5.63), (5.65), and the central charges are cD4−B3 = 4 − 72 = 12 and cB3−G2 = 72 − 145 = 710 ,
respectively.
5.6 Operators Used in the Proof of the Main Theorems
5.6.1 Affine Operators Representing G(1)2
There are three operators in G(1)2 corresponding to the three positive simple roots:
Xβ1(0) = ◦◦a2(z)a∗3(z) ◦◦ 0 =
∑
r∈Z
◦
◦2(r)3∗(−r) ◦◦ (5.68)
Xβ2(0) = ◦◦a1(z)a∗2(z) ◦◦ 0 + ◦◦a3(z)a∗4(z) ◦◦ 0 − ◦◦a3(z)a4(z) ◦◦0
=
∑
r∈Z
(
◦
◦1(r)2∗(−r) ◦◦ + ◦◦3(r)4∗(−r) ◦◦ − ◦◦3(r)4(−r) ◦◦
)
(5.69)
X−θ(1) = ◦◦a∗2(z)a∗1(z) ◦◦ 1 =
∑
r∈Z
◦
◦2∗(r)1∗(1 − r) ◦◦ . (5.70)
In these expressions, fermionic normal ordering switches the order of the operators (with a
minus sign) if r > 0, and leaves the order alone if r ≤ 0. But since the Clifford operators
i⊛(r) and j⊛(s) anti-commute for i , j, we have ◦◦ i⊛(r) j⊛(s) ◦◦ = i⊛(r) j⊛(s) = − j⊛(s)i⊛(r).
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Theorem 5.20. We may write the G(1)2 operators (5.68), (5.69), and (5.70) as
Xβ1(0) =
∑
r∈Z
2(r)3∗(−r) (5.71)
Xβ2(0) =
∑
r∈Z
(
1(r)2∗(−r) + 3(r)4∗(−r) − 3(r)4(−r)
)
(5.72)
X−θ(1) =
∑
r∈Z
2∗(r)1∗(1 − r). (5.73)
Remark 5.21. In the following chapter we will only need to apply these operators to vec-
tors in ˆVn for depth 0 ≤ n ≤ 2. When these operators are applied to those vectors, there
are only finitely many values of r which may yield nonzero results since the annihilation
operators may be anti-commuted to act first. The main Clifford relations reduce these sum-
mations to r ∈ {±12 ,±32} in the Neveu-Schwarz case Z = Z + 12 , and r = 0 in the Ramond
case Z = Z.
5.6.2 Virasoro Representions on the Neveu-Schwarz Module
Theorem 5.22. The following vertex operators provide two coset representations of the
Virasoro algebra on the Neveu-Schwarz module, CM(Z + 12), with central charges 12 and
7
10 , respectively. For all k ∈ Z, we have
L1/2k = −14
∑
r∈Z+12
(
r + 12
) (
◦
◦4(r)4(k − r) ◦◦ + ◦◦4∗(r)4∗(k − r) ◦◦ + ◦◦4(r)4∗(k − r) ◦◦ + ◦◦4∗(r)4(k − r) ◦◦
)
(5.74)
and for r1, r2, r3, r4 ∈ Z + 12 , we have
L7/10k = − 110
4∑
i=1
∑
r∈Z+12
(r + 12 )
(
◦
◦ i∗(r)i(k − r) ◦◦ + ◦◦ i(r)i∗(k − r) ◦◦
)
+ 120
∑
r∈Z+12
(r + 12 )
(
◦
◦4(r)4(k − r) ◦◦ + ◦◦4∗(r)4∗(k − r) ◦◦ + ◦◦4∗(r)4(k − r) ◦◦ + ◦◦4(r)4∗(k − r) ◦◦
)
− 15
∑
r1+r2+r3+r4=k
(
◦
◦1(r1)1∗(r2)2(r3)2∗(r4) ◦◦ + ◦◦1(r1)1∗(r2)3(r3)3∗(r4) ◦◦ − ◦◦2(r1)2∗(r2)3(r3)3∗(r4) ◦◦
+ ◦◦1∗(r1)2(r2)3(r3)4(r4) ◦◦ + ◦◦1(r1)2∗(r2)3∗(r3)4∗(r4) ◦◦
− ◦◦1∗(r1)2(r2)3(r3)4∗(r4) ◦◦ − ◦◦1(r1)2∗(r2)3∗(r3)4(r4) ◦◦
)
. (5.75)
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5.6.3 Virasoro Representions on the Ramond Module
For v ∈ CM(Z+ 12 ) = ˆV0⊕ ˆV1 the defintion of vertex operators Y(v, z) acting on the Ramond
module CM(Z) = ˆV2 ⊕ ˆV3 is modified as in (2.34) with ℓ = 4. These vertex operators
provide the Ramond module CM(Z) with the structure of a vertex operator superalgebra
module, as shown in [FFR]. In particular, for v = ωD4 we have
exp(∆(z))ωD4 = ωD4 + 12 z−21 (5.76)
so
Y(ωD4 , z) = Y(ωD4 , z) + 12z−2Y(1, z) = Y(ωD4 , z) + 12 z−2I = LZ(z) (5.77)
where I is the identity operator on CM(Z). The effect of this “correction” is to add the
scalar 12 to the unmodified operator ¯L
Z
0 , which explains the −12δ in the weight of vac′ in
(5.47). We will now establish formulas for the coset Virasoro operators L1/2(z) and L7/10(z)
on the Ramond module.
Lemma 5.23. We have
exp(∆(z))ω(D4−B3) = ω(D4−B3) + 116z−21 and (5.78)
exp(∆(z))ω(B3−G2) = ω(B3−G2) + 780z−21 (5.79)
therefore,
L1/2(z) = YZ(ω(D4−B3), z) + 116z−2I =
∑
k∈Z
L1/2k z
−k−2 (5.80)
L7/10(z) = YZ(ω(B3−G2), z) + 780 z−2I =
∑
k∈Z
L1/2k z
−k−2. (5.81)
Proof. In applying ∆(z) to ω(D4−B3), note that the only possible non-zero contributions are
1
4
(
C0,1a4(32 )a∗4(12) +C1,0a4(12)a∗4(32)
)(
a4(−32 )a∗4(−12 )1 + a∗4(−32)a4(−12)1
)
z−2
= 14(C0,1 −C1,0)1z−2 = 1161z−2 (5.82)
since C0,1 = −C1,0 = 18 . Since ∆(z)1 = 0, we get the first equation. In applying ∆(z) to
ω(B3−G2), the (m, n) = (0, 0) terms in ∆(z) that might give a non-zero contribution when
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applied to the quartic terms in ω(B3−G2) have coefficients C0,0 = 0. So we have
∆(z)ω(B3−G2) = ∆(z)
(
1
5ωD4 − 120 44∗
)
= 15
(
1
2z
−21
)
− 120
(
1
4z
−21
)
= 780 z
−21 (5.83)
giving the second equation.
Theorem 5.24. The following vertex operators provide two coset representations of the Vi-
rasoro algebra on the Ramond module, CM(Z), with central charges 12 and 710 respectively.
For all k ∈ Z, we have
L1/2k =
1
16δk,0I
−14
∑
r∈Z
(
r + 12
) (
◦
◦4(r)4(k − r) ◦◦ + ◦◦4∗(r)4∗(k − r) ◦◦ + ◦◦4(r)4∗(k − r) ◦◦ + ◦◦4∗(r)4(k − r) ◦◦
)
(5.84)
and for r1, r2, r3, r4 ∈ Z, we have
L7/10k =
7
80δk,0I − 110
4∑
i=1
∑
r∈Z
(r + 12)
(
◦
◦ i∗(r)i(k − r) ◦◦ + ◦◦ i(r)i∗(k − r) ◦◦
)
+ 120
∑
r∈Z
(r + 12)
(
◦
◦4(r)4(k − r) ◦◦ + ◦◦4∗(r)4∗(k − r) ◦◦ + ◦◦4∗(r)4(k − r) ◦◦ + ◦◦4(r)4∗(k − r) ◦◦
)
− 15
∑
r1+r2+r3+r4=k
(
◦
◦1(r1)1∗(r2)2(r3)2∗(r4) ◦◦ + ◦◦1(r1)1∗(r2)3(r3)3∗(r4) ◦◦ − ◦◦2(r1)2∗(r2)3(r3)3∗(r4) ◦◦
+ ◦◦1∗(r1)2(r2)3(r3)4(r4) ◦◦ + ◦◦1(r1)2∗(r2)3∗(r3)4∗(r4) ◦◦
− ◦◦1∗(r1)2(r2)3(r3)4∗(r4) ◦◦ − ◦◦1(r1)2∗(r2)3∗(r3)4(r4) ◦◦
)
. (5.85)
Remark 5.25. As in Remark 5.21, L1/2k acting on vectors of depth at most 2 reduces to a
sum over the same small set of r since these operators are also quadratic. We handle the
quadratic operators in L7/10k similarly, however, the quartic operators require a different and
less obvious treatment. In the following chapter we verify that certain vectors v of depth at
most 2 are highest weight vectors with respect to G(1)2 and the two coset representations of
the Virasoro algebra. To do so we will only need to check the following:
(a) L1/2k v = 0 = L7/10k v for k ∈ {1, 2}.
(b) The operators in Theorem 5.20 also annihilate v.
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(c) L1/20 v = h1/2v v, L7/100 v = h7/10v v for certain rational numbers h1/2v and h7/10v .
(d) v has G(1)2 -weight Ω j for j ∈ {0, 2}.
Example 5.26. We will now show how to treat the quartic terms in L7/10k acting on a basis
vector v ∈ ˆV13/2. Such a vector has the form ai(−12 )a∗i (−12 )a⊛j (−12 )1, a⊛i (−12 )a⊛j (−12 )a⊛k (−12 )1,
or a⊛i (−32 )1 as shown in Appendix 8.2. Any Clifford operator b⊛(rn) in a quartic term with
mode number rn > 32 annihilates v since it can anti-commute past the creation operators in
v and annihilate 1. Hence, we need only consider 32 ≥ rn ∈ Z + 12 for 1 ≤ n ≤ 4.
When k = 0 = r1 + r2 + r3 + r4, and v ∈ ˆV13/2, the only quartic operators which may
have a non-zero contribution when acting on v have multiset {r1, r2, r3, r4} equal to one of
the following multisets:
{
− 12 ,−12 ,+12 ,+12
}
,
{
− 32 ,+12 ,+12 ,+12
}
,
{
− 12 ,−12 ,−12 ,+32
}
(5.86)
henceforth denoted
− − ++, − + ++, − − − + . (5.87)
When the multiset is − − ++, there are six distinct quartic operators which contribute to
the sum
∑
r1+r2+r3+r4=0
◦
◦a
⊛
i (r1)a⊛j (r2)a⊛k (r3)a⊛l (r4) ◦◦ . After normal ordering has been applied,
permuting the Clifford generators in each of those six quartic operators so that the mode
numbers are in non-decreasing order, they are
i⊛ j⊛k⊛l⊛ i⊛k⊛l⊛ j⊛ i⊛l⊛ j⊛k⊛ j⊛k⊛i⊛l⊛ j⊛l⊛k⊛i⊛ k⊛l⊛i⊛ j⊛. (5.88)
We have shortened the notation for brevity, for example, by writing i⊛ j⊛k⊛l⊛ for
a⊛i (−12 )a⊛j (−12 )a⊛k (12 )a⊛l (12). When the multiset is either −+++ or −−−+, there are only four
distinct quartic operators in each case, and after normal ordering has been applied, we get
i⊛ j⊛k⊛l⊛ j⊛i⊛l⊛k⊛ k⊛l⊛i⊛ j⊛ l⊛k⊛ j⊛i⊛. (5.89)
When k = 1 = r1 + r2 + r3 + r4 we can see that the only quartic operators which may
have a non-zero contribution have multiset of the form
{
− 12 , 12 , 12 , 12
}
, also abbreviated by
69
− + ++, as there is no chance for ambiguity here. If any rn = 32 , there must be at least
one more positive mode in order for the sum to equal 1. It is clear from the basis of ˆV13/2
that such quartic operators of this form annihilate v. If the largest mode is 12 , then the only
chance for the sum to equal 1 is the multiset presented above.
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Chapter 6
Coset Virasoro Representations
6.1 Neveu-Schwarz Representations
In this chapter we investigate the decomposition of the Neveu-Schwarz representation, ˆV0⊕
ˆV1 of the affine Kac-Moody Lie algebra D(1)4 with respect to its subalgebra G
(1)
2 . Using the
coset Virasoro construction [GKO] from the previous section, we provide highest weight
vectors for G(1)2 in ˆV0 ⊕ ˆV1 that will be used to decompose ˆV0⊕ ˆV1 as the tensor products of
the irreducible Virasoro modules L(1/2, h1/2) and L(7/10, h7/10), where h1/2 ∈ {0, 1/2} and
h7/10 ∈ {0, 1/10, 3/5, 3/2, }. Specifically we provide the details that show that
ˆV0 ⊇ L(1/2, 0) ⊗ L(7/10, 0) ⊗W(Ω0)
⊕ L(1/2, 0) ⊗ L(7/10, 3/5) ⊗ W(Ω2)
⊕ L(1/2, 1/2) ⊗ L(7/10, 1/10) ⊗W(Ω2)
⊕ L(1/2, 1/2) ⊗ L(7/10, 3/2) ⊗ W(Ω0)
and that
ˆV1 ⊇ L(1/2, 1/2) ⊗ L(7/10, 0) ⊗ W(Ω0)
⊕ L(1/2, 1/2) ⊗ L(7/10, 3/5) ⊗W(Ω2)
⊕ L(1/2, 0) ⊗ L(7/10, 1/10) ⊗ W(Ω2)
⊕ L(1/2, 0) ⊗ L(7/10, 3/2) ⊗ W(Ω0)
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and, in fact, the containments above are equalities, and combining them we have
ˆV0 ⊕ ˆV1 =
(
L(1/2, 0) ⊕ L(1/2, 1/2)
)
⊗
(
L(7/10, 0) ⊕ L(7/10, 3/2)
)
⊗ W(Ω0)
⊕
(
L(1/2, 0) ⊕ L(1/2, 1/2)
)
⊗
(
L(7/10, 1/10) ⊕ L(7/10, 3/5)
)
⊗W(Ω2).
Note that L(1/2, 0) ⊕ L(1/2, 1/2) = CMe(Z + 12) has the structure of a vertex operator
superalgebra as well as being a one-fermion Neveu-Schwarz Clifford module, where the
Clifford generators are of the form e(m) = a4(m) + a∗4(m). We believe that L(7/10, 0) ⊕
L(7/10, 3/2) also has the structure of a vertex operator superalgebra, but the primary vec-
tor generating its super part is of weight 3/2, so it is not a Clifford module. The sum
L(7/10, 1/10)⊕ L(7/10, 3/5) also appears in the decomposition below, and we believe it is
a module for the superalgebra L(7/10, 0)⊕ L(7/10, 3/2). These superalgebras may already
have appeared in the literature and may have standard names.
As references for the construction of vertex operator superalgebras and their modules
we mention [FFR] and [KR]. Later we will prove this equality by using the principal
characters and graded dimensions of each of these representations.
We introduce the notation
φ( ˆV in, h1/2, h7/10,Ω j) (6.1)
for a vector in ˆV in which is a highest weight vector with respect to both coset Virasoro
operators and the G(1)2 subalgebra, which has L
1/2
0 eigenvalue h1/2, L
7/10
0 eigenvalue h7/10,
and G(1)2 weight Ω j. We use the following abbreviations as in (5.53). For Clifford operators
we write i⊛(r) := a⊛i (r) for 1 ≤ i ≤ 4, r ∈ Z, and for vectors we write
i⊛ j⊛k⊛l⊛ := a⊛i (−12 )a⊛j (−12 )a⊛k (−12 )a⊛l (−12 )1 ∈ ˆV02 (6.2)
and
i⊛ j⊛k⊛ := a⊛i (−12 )a⊛j (−12)a⊛k (−12)1 ∈ ˆV03/2. (6.3)
The D4 weight of such vectors is easily found since each occurrence of a Clifford gen-
erator ai(r) adds weight εi, while a∗i (r) subtracts weight εi, and the D4 weight of 1 is 0,
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corresponding to the fact that ˆV00 is the 1-dimensional trivial D4 module. In the Ramond
modules, the D4 weight of 1′ is λ4, corresponding to the fact that ˆV21/2 is the 8-dimensional
even spinor D4-module. We also use the fact that the top graded piece of the G(1)2 -module
W(Ω0) is the 1-dimensional trivial G2 module, and the top graded piece of W(Ω2) is the
7-dimensional G2 module. This means that if a highest weight vector (6.1) has Ω j then the
D4 weight of the vector must project under (5.30) to the G2 weight 0 if j = 0 or to ¯λ2 if
j = 2. Knowing a basis for ˆV in, 0 ≤ n ≤ 2, we can list those basis vectors whose weights
have the correct projection, and express the desired highest weight vector as a linear com-
bination of them. We can find the conditions on the coefficients of the combination that
correspond to it being annihilated by L1/21 , L
1/2
2 , L
7/10
1 , L
7/10
2 , the positive simple root vectors
of G(1)2 , and so that L
1/2
0 and L
7/10
0 act with the eigenvalues h1/2 and h7/10, respectively. In
the following Lemma we begin this process by giving the appropriate lists of basis vectors
for each highest weight vector that was found and contributed to the answer.
Lemma 6.1. In the Neveu-Schwarz modules, for highest weight vectors φ( ˆV in, h1/2, h7/10,Ω j)
in ˆV0n or in ˆV1n for 0 ≤ n ≤ 2, we can express each vector as some linear combination of
specific basis vectors as follows:
(a) ˆV00 is 1-dimensional with basis {1}, which has G2 weight 0.
(b) In ˆV11/2 any vector of G2 weight 0 is a linear combination of
{
4(−12 )1, 4∗(−12 )1
}
, and any
vector of G2 weight ¯λ2 is a linear combination of
{
1(−12)1
}
.
(c) In ˆV01 there are no highest weight vectors with G2 weight 0, and any vector of G2 weight
¯λ2 is a linear combination of
{
1(−12)4(−12 )1, 1(−12)4∗(−12 )1, 2(−12)3(−12 )1
}
.
(d) In ˆV13/2 any vector of G2 weight 0 is a linear combination of{
4(−32 )1, 4∗(−32 )1, 11∗4, 11∗4∗, 22∗4, 22∗4∗, 33∗4, 33∗4∗, 1∗23, 12∗3∗
}
, and any vector of
G2 weight ¯λ2 is a linear combination of
{
1(−32)1, 122∗, 133∗, 144∗, 234, 234∗
}
.
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(e) In ˆV02 any vector of G2 weight 0 is a linear combination of
{11∗44∗, 22∗44∗, 33∗44∗, 1∗234, 1∗234∗, 12∗3∗4, 12∗3∗4∗, 11∗22∗, 11∗33∗, 22∗33∗},
and there are no highest weight vectors with G2 weight ¯λ2.
Theorem 6.2. The following eight vectors are annihilated by the operators (5.71) - (5.73)
which represent the positive simple root vectors of G(1)2 , by the c = 12 coset Virasoro positive
operators L1/2k for k = 1, 2, and by the c = 710 coset Virasoro positive operators L7/10k for
k = 1, 2.
(a) φ( ˆV00 , 0, 0,Ω0) = 1
(b) φ( ˆV01 , 12 , 110 ,Ω2) = 1(−12 )4(−12)1 + 1(−12)4∗(−12)1
(c) φ( ˆV01 , 0, 35 ,Ω2) = 2
(
2(−12)3(−12 )1
)
− 1(−12 )4(−12)1 + 1(−12)4∗(−12)1
(d) φ( ˆV02 , 12 , 32 ,Ω0) = 11∗44∗ − 22∗44∗ − 33∗44∗ + 1∗234 + 1∗234∗ + 12∗3∗4 + 12∗3∗4∗
(e) φ( ˆV11/2, 12 , 0,Ω0) = 4(−12 )1 + 4∗(−12)1
(f) φ( ˆV11/2, 0, 110 ,Ω2) = 1(−12)1
(g) φ( ˆV13/2, 12 , 35 ,Ω2) = 234 + 234∗ − 144∗
(h) φ( ˆV13/2, 0, 32 ,Ω0) = 11∗4 − 11∗4∗ − 22∗4 + 22∗4∗ − 33∗4 + 33∗4∗ + 2
(
1∗23 + 12∗3∗
)
Proof. We will only show the proofs for the easiest part, (a), and for part (g), which exhibits
all of the techniques needed to complete the other parts, using the appropriate tables from
Appendix 8.4.
(a) This is the easiest vector to check. Since 1 is at depth 0, it is annihilated by the op-
erators (5.71) - (5.73) which represent the positive simple root vectors in G(1)2 because each
normal ordered component of each operator contains a Clifford element which annihilates
1. In particular, Xβ1(0)1 = 0 = Xβ2(0)1 = X−θ(1)1. The same is true for the Virasoro oper-
ators with positive subscripts found in (5.74) and (5.75). In particular, L1/21 1 = 0 = L7/101 1
and L1/22 1 = 0 = L
7/10
2 1.
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(g) By Lemma 6.1(d), any highest weight vector φ( ˆV13/2, 12 , 35 ,Ω2) must be a linear com-
bination of the form v = ∑6i=1 bivi, where
v1 = 1(−32)1, v2 = 122∗, v3 = 133∗, v4 = 144∗, v5 = 234, v6 = 234∗.
From its depth, any such combination is clearly annihilated by the Virasoro operators L1/2k
and L7/10k for k ≥ 2. In order for v to be a HWV, it must be annihilated by (5.71) - (5.75).
First we apply the G(1)2 operators (5.71) - (5.73), keeping in mind Remark 5.21 which in
this situation implies that r ∈ {±12 ,±32}. Tables 8.1 - 8.4 show that
Xβ1(0)v = b3(123∗) − b2(123∗)
Xβ2(0)v = b5(134) + b6(134∗) + b3(−134∗) + b4(134∗) − b3(−134) − b4(−134)
X−θ(1)v = b1
(
2∗(−12 )1
)
+ b2
(
2∗(−12 )1
)
(6.4)
so these are all 0 when the coefficients bi satisfy the linear equations,
0 = −b2 + b3
0 = b3 + b4 + b5
0 = −b3 + b4 + b6
0 = b1 + b2. (6.5)
Next we apply the Virasoro operators (5.74) and (5.75) with k = 1. For the action of
the quadratic operators on v, contrary to the case above, we do not need all r ∈ {±12 ,±32};
we need only consider r = 32 . The justification is as follows; if r > 32 the Clifford genera-
tors with positive modes will annihilate v. If r = 12 then ◦◦ i(12)i∗(12) ◦◦ + ◦◦ i∗(12)i(12) ◦◦ as well as
◦
◦4(12)4(12) ◦◦ and ◦◦4∗(12 )4∗(12) ◦◦ are all the zero-operator by the anti-symmetry of normal order-
ing. If r = −12 then the coefficient (r+ 12) = 0. (See (2.20)). Finally if r < −12 then 1− r > 32
and the positive modes will annihilate v. We do not need a table for this calculation as the
explanation above tells us that L1/21 · v = 0, and also that the contribution of the quadratic
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operators of L7/101 on v come only from the terms i = 1 on b1v1,
− 110(32 + 12)
(
◦
◦1∗(32)1(−12 ) ◦◦ + ◦◦1(32)1∗(−12 ) ◦◦
)
b11(−32 )1
= − 110(2)
(
− 1(−12)1∗(32) − 1∗(−12 )1(32)
)
b11(−32)1
= 15b11(−12 )1∗(32)1(−32 )1
= 15b11(−12 )1. (6.6)
Table 8.5 summarizes the actions of the quartic operators on v based on the observations
in Remark 5.25 and Example 5.26. Suppressed in each entry is the sum over all possible
multisets (5.89) applied to each vi. The table and the discussion above show that
L1/21 v = 0
L7/101 v =
(
1
5b1 − 15b2 − 15b3 + 15b5 − 15b6
)(
1(−12)1
)
. (6.7)
In order for L7/101 · v = 0, the coefficients must satisfy
0 = b1 − b2 − b3 + b5 − b6. (6.8)
The two systems (6.5) and (6.8) together imply that
b1 = b2 = b3 = 0
b4 = −b6
b5 = b6
b6 = s is free. (6.9)
Thus the vector proposed in the theorem is the unique (up to scalar multiples) linear com-
bination of basis vectors which is highest with respect to G(1)2 as well as the c =
1
2 coset
Virasoro and the c = 710 coset Virasoro.
Theorem 6.3. The eight vectors from Theorem 6.2 have the appropriate Lc0 eigenvalues for
the c = 12 and c =
7
10 coset Virasoro representations, as found in their labels.
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Proof. Again we only show parts (a) and (g).
(a) It is easy to see that both L1/20 1 = 0 and L7/100 1 = 0 since each normal ordered
component of each operator contains a Clifford element with a positive mode number,
which annihilates 1.
(g) Let v = φ( ˆV13/2, 12 , 35 ,Ω2) = 234+234∗−144∗. We claim L1/20 v = 12v and L7/101 v = 35v.
When L1/20 or L
7/10
0 acts on v, the possible non-zero contributions of the action of the Lc0
operator come from linear combinations of quartic operators whose actions are computed
in Tables 8.6 - 8.8 and summarized in Table 8.11, as well as from linear combinations of
quadratic operators whose actions are computed in Tables 8.9 and 8.10 and summarized in
Table 8.12; all according to Remark 5.25 and Example 5.26. We then have
L1/20 v = L
1/2
0 (234 + 234∗ − 144∗)
= 14(2)
(
234∗ + 234 + 234 + 234∗ − 144∗ − 144∗
)
= 12
(
234 + 234∗ − 144∗
)
= 12v (6.10)
as claimed. Now we compute
L7/100 v = L
7/10
0 (234 + 234∗ − 144∗)
= − 110
(
v4 + v5 + v6 + v5 + v6 + v4 + v6 + v4 + v5
)
+ 120
(
v4 + v6 + v4 + v5 + v5 + v6
)
− 15
(
− v5 − v6 − v5 + v2 + v3 + v4 − v1 − v6 − v2 − v3 + v4 + v1
)
= 1220(−v4 + v5 + v6)
= 35v (6.11)
verifying the second part of the claim.
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6.2 Ramond Representations
Now we investigate the decomposition of the Ramond representation ˆV2 ⊕ ˆV3 using the
tensor products of the irreducible Virasoro modules L(1/2, h3) and L(7/10, h4), where h3 ∈
{0, 1/2, 1/16} and h4 ∈ {7/16, 3/80}. We show that
ˆV2 ⊇ L(1/2, 1/16) ⊗ L(7/10, 3/80) ⊗ W(Ω2)
⊕ L(1/2, 1/16) ⊗ L(7/10, 7/16) ⊗ W(Ω0)
and with the same decomposition,
ˆV3 ⊇ L(1/2, 1/16) ⊗ L(7/10, 3/80) ⊗ W(Ω2)
⊕ L(1/2, 1/16) ⊗ L(7/10, 7/16) ⊗ W(Ω0).
In this section we continue to use the notation (6.1), and we have analogous theorems and
lemmas.
Lemma 6.4. In the Ramond modules, for highest weight vectors φ( ˆV in, h1/2, h7/10,Ω j) in
ˆV21/2 or in ˆV
3
1/2, we can express each vector as some linear combination of specific basis
vectors as follows:
(a) In ˆV21/2 any vector of G2 weight 0 is a linear combination of {1∗(0)4∗(0)1′, 2∗(0)3∗(0)1′},
and any vector of G2 weight ¯λ2 is a linear combination of {1′}.
(b) In ˆV31/2 any vector of G2 weight 0 is a linear combination of {1∗(0)1′, 2∗(0)3∗(0)4∗(0)1′},
and any vector of G2 weight ¯λ2 is a linear combination of {4∗(0)1′}.
Theorem 6.5. The following four vectors are annihilated by the operators (5.71) - (5.73)
which represent the positive simple root vectors of G(1)2 , by the c = 12 coset Virasoro positive
operators L1/2k for k = 1, 2, and by the c = 710 coset Virasoro positive operators L7/10k for
k = 1, 2.
(a) φ( ˆV21/2, 116 , 380 ,Ω2) = 1′
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(b) φ( ˆV21/2, 116 , 716 ,Ω0) = 1∗(0)4∗(0)1′ − 2∗(0)3∗(0)1′
(c) φ( ˆV31/2, 116 , 380 ,Ω2) = 4∗(0)1′
(d) φ( ˆV31/2, 116 , 716 ,Ω0) = 1∗(0)1′ + 2∗(0)3∗(0)4∗(0)1′
Proof. Each of the vectors from parts (a)-(d) are at depth 12 , therefore they are annihilated
by L1/2k and L
7/10
k for k ∈ {1, 2}. Recall Remark 5.21 which says that we need only consider
r = 0 when applying the G(1)2 operators. When r = 0, X−θ(1) = 2∗(0)1∗(1), whose positive
mode number will annihilate the vectors from parts (a)-(d). When applying Xβ1(0) it is
easy to see that it also acts trivially on each vector (a)-(d). Either the Clifford element 2(0)
anti-commutes to annihilate 1′, or 3∗(0) anti-commutes to square (and hence annihilate)
another factor of 3∗(0). Thus we need only apply Xβ2(0) with care. Those calculations
are summarized in Table 8.13 located in Appendix 8.3. Since Xβ2(0) also annihilates each
vector, this completes the proof.
The following lemmas are proved by simply invoking Definition 5.16.
Lemma 6.6. For i , j, ◦◦ i(0)i∗(0) j(0) j∗(0) ◦◦ = 14 I−i∗(0) j∗(0)i(0) j(0)− 12 i∗(0)i(0)− 12 j∗(0) j(0).
Lemma 6.7. For i, j,m, n all distinct, ◦◦ i⊛(0) j⊛(0)m⊛(0)n⊛(0) ◦◦ = i⊛(0) j⊛(0)m⊛(0)n⊛(0).
Theorem 6.8. The four vectors from Theorem 6.5 have the appropriate Lc0 eigenvalues for
the c = 12 and c =
7
10 coset Virasoro representations, as found in their labels.
Proof. When applying the quadratic operators to each of the vectors from parts (a)-(d)
we notice first that we can only have non-zero contributions when r = 0; otherwise the
presence of a positive mode number will annihilate 1′. By the anti-symmetry of normal
ordering, ◦◦ i∗(0)i(0) ◦◦ + ◦◦ i(0)i∗(0) ◦◦ , ◦◦4(0)4(0) ◦◦ and ◦◦4∗(0)4∗(0) ◦◦ each equal the zero-operator.
Hence the action of L1/20 given in (5.84) reduces to 116 I on all four vectors, verifying that
h1/2 = 116 for each vector.
The action of L7/100 on the vectors from parts (a)-(d) can be discerned from the obser-
vation made above about the trivial action of all of the quadratic operators, and from Table
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8.14. Inspection of the entries of the table leads us to infer that the eigenvalues will be ex-
actly the same for φ( ˆV21/2, 116 , 380 ,Ω2) and φ( ˆV31/2, 116 , 380 ,Ω2), as well as for φ( ˆV21/2, 116 , 716 ,Ω0)
and φ( ˆV31/2, 116 , 716 ,Ω0). Since the proofs are so similar, we only present the calculation for
part (a).
By (5.85), Lemmas 6.6 and 6.7 and Table 8.14, we have
L7/100 1
′ = 780 1
′ − 15
(
◦
◦1(0)1∗(0)2(0)2∗(0) ◦◦ + ◦◦1(0)1∗(0)3(0)3∗(0) ◦◦ − ◦◦2(0)2∗(0)3(0)3∗(0) ◦◦
+ ◦◦1∗(0)2(0)3(0)4(0) ◦◦ + ◦◦1(0)2∗(0)3∗(0)4∗(0) ◦◦
− ◦◦1∗(0)2(0)3(0)4∗(0) ◦◦ − ◦◦1(0)2∗(0)3∗(0)4(0) ◦◦
)
1′.
This yields, L7/100 1′ =
7
801
′ − 15(141′ + 141′ − 141′) = 3801′, which verifies h7/10 = 380 .
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Conclusions
The results of Chapter 6 show that ˆV decomposes into at least twelve highest weight mod-
ules for Vir1/2⊗Vir7/10⊗G(1)2 , each of the form L(1/2, h1/2)⊗L(7/10, h7/10)⊗W(Ω j), where
h1/2 ∈ {0, 1/2, 1/16}, h7/10 ∈ {0, 1/10, 3/5, 3/2, 7/16, 3/80}, and j ∈ {0, 2}. We found eight
of them inside the Neveu-Schwarz module, and four more inside of the Ramond module.
The content of Chapter 4 is that ˆV contains no more than these twelve highest weight mod-
ules, as the character of ˆV equals the character of the sum of those twelve modules. Hence
we have proved our main theorem:
Theorem 7.1. The direct sum of the four level-1 irreducible highest weight modules for the
affine Kac-Moody Lie algebra D(1)4 , ˆV = ˆV0 ⊕ ˆV1 ⊕ ˆV1 ⊕ ˆV3, decomposes with respect to
its affine subalgebra G(1)2 into the direct sum of twelve Vir1/2 ⊗ Vir7/10 ⊗ G(1)2 -modules as
follows:
ˆV =
(
L(1/2, 0) ⊕ L(1/2, 1/2)
)
⊗
(
L(7/10, 0) ⊕ L(7/10, 3/2)
)
⊗W(Ω0)
⊕
(
L(1/2, 0) ⊕ L(1/2, 1/2)
)
⊗
(
L(7/10, 1/10) ⊕ L(7/10, 3/5)
)
⊗ W(Ω2)
⊕
(
L(1/2, 1/16) ⊗ L(7/10, 3/80) ⊕ L(1/2, 1/16) ⊗ L(7/10, 3/80)
)
⊗W(Ω2)
⊕
(
L(1/2, 1/16) ⊗ L(7/10, 7/16) ⊕ L(1/2, 1/16) ⊗ L(7/10, 7/16)
)
⊗W(Ω0).
Each summand is determined by a vector φ( ˆV in, h1/2, h7/10,Ω j) which is a highest weight
vector with respect to both coset Virasoro operators and the G(1)2 subalgebra, which has
L1/20 eigenvalue h1/2, L
7/10
0 eigenvalue h7/10, and G
(1)
2 weight Ω j. The explicit form of these
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highest weight vectors is given in Theorems 6.2 and 6.5, showing which summands occur
in each D(1)4 -module ˆV i.
Remark 7.2. During the process of finding and proving the decomposition above, we also
learned more about the structure of ˆV and the branching rules for decomposing D4-modules
into B3-modules and G2-modules. For instance, at depth 12 the triality automorphism σ
cyclically permutes the 8-dimensional natural, even, and odd spinor representations of the
finite dimensional Lie algebra D4, and σˆ permutes the highest weight vectors found in ˆV i1/2,
1 ≤ i ≤ 3,
σˆ2
(
φ( ˆV11/2, 0, 110 ,Ω2)
)
= σˆ
(
φ( ˆV21/2, 116 , 380 ,Ω2)
)
= φ( ˆV31/2, 116 , 380 ,Ω2)
σˆ2
(
φ( ˆV11/2, 12 , 0,Ω0)
)
= σˆ
(
φ( ˆV21/2, 116 , 716 ,Ω0)
)
= φ( ˆV31/2, 116 , 716 ,Ω0). (7.1)
This might lead one to naively believe that the two highest weight vectors in ˆV13/2 would
be sent by σˆ and σˆ2 to highest weight vectors in ˆV23/2 and ˆV33/2. This is just not true, as shown
by the character theory supplied in Chapter 4. The point is that the vertex operators repre-
senting the coset Virasoro algebras transform under conjugation by σˆ into different coset
Virasoro operators which are associated with different B3 subalgebras inside D4. While we
did not need these “twisted” coset Virasoro operators to achieve our goal, we think they are
interesting and will discuss them below.
Remark 7.3. Throughout, we have mentioned that as we focus our attention from D4 to
B3, we see that there are three isomorphic copies to choose from, the fixed points under
τ, στ, or σ2τ. Even though our exposition mainly discusses the role of the former, B3 
Dτ4, its affinization, and its role in the coset Virasoro constructions, one can (and arguably
should) investigate the behavior of its σ-“twisted sisters”, and their coset constructions.
82
Fortunately, we are able to provide the following information:
44∗ = 44∗ + 4∗4 + 44 + 4∗4∗
11∗22∗ = 11∗22∗ + 11∗33∗ − 22∗33∗
22∗44∗ = 22∗44∗ + 33∗44∗ − 11∗44∗
1∗234 = 1∗234 + 12∗3∗4∗ = −σˆ2(44 + 4∗4∗)
1∗234∗ = 12∗3∗4 + 1∗234∗ = σˆ(44 + 4∗4∗).
which allows us to write
σˆ 44∗ = 12ωD4 − 12 11∗22∗ − 12 22∗44∗ + 1∗234∗
σˆ 11∗22∗ = 12ωD4 − (44∗ + 4∗4) + 12 11∗22∗ − 12 22∗44∗
σˆ 22∗44∗ = −12ωD4 + (44∗ + 4∗4) + 12 11∗22∗ − 12 22∗44∗
σˆ 1∗234 = −(44 + 4∗4∗)
σˆ 1∗234∗ = − 1∗234
and
σˆ2 44∗ = 12ωD4 − 12 11∗22∗ + 12 22∗44∗ − 1∗234
σˆ2 11∗22∗ = 12ωD4 − (44∗ + 4∗4) + 12 11∗22∗ + 12 22∗44∗
σˆ2 22∗44∗ = 12ωD4 − (44∗ + 4∗4) − 12 11∗22∗ − 12 22∗44∗
σˆ2 1∗234 = − 1∗234∗
σˆ2 1∗234∗ = (44 + 4∗4∗)
as well as
ω(D4−B3) =
1
4 44
∗
σˆω(D4−B3) =
1
8ωD4 − 18 11∗22∗ − 18 22∗44∗ + 14 1∗234∗
σˆ2ω(D4−B3) =
1
8ωD4 − 18 11∗22∗ + 18 22∗44∗ − 14 1∗234
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and
ω(B3−G2) =
1
5ωD4 − 120 44∗ − 15 11∗22∗ − 15 1∗234 + 15 1∗234∗
σˆω(B3−G2) =
3
40ωD4 +
1
5 44
∗ − 340 11∗22∗ + 18 22∗44∗ − 15 1∗234 − 120 1∗234∗
σˆ2ω(B3−G2) =
3
40ωD4 +
1
5 44
∗ − 340 11∗22∗ − 18 22∗44∗ + 120 1∗234 + 15 1∗234∗ .
It is shown in [FFR] that for any automorphism g in the triality group G = 〈σ, τ〉  S 3,
for any v ∈ ˆV we have
gY(v, z)g−1 = Y(gv, z), (7.2)
and, in particular, for any u, v ∈ ˆV , we have
gY(v, z)u = Y(gv, z)gu (7.3)
which means that the coefficients satisfy gYm(v)u = Ym(gv)gu for all m ∈ Z. For 1 ≤ i ≤ 3,
we have the vertex operators
σˆiY
(
ω(D4−B3), z
)
σˆ−i = Y(σˆi(ω(D4−B3)), z) =
∑
k∈Z
L1/2,σˆ
i
k z
−k−2 (7.4)
σˆiY
(
ω(B3−G2), z
)
σˆ−i = Y(σˆi(ω(B3−G2)), z) =
∑
k∈Z
L7/10,σˆ
i
k z
−k−2 (7.5)
so that
L1/2,σˆ
i
k = σˆ
iL1/2k σˆ
−i and L7/10,σˆ
i
k = σˆ
iL7/10k σˆ
−i. (7.6)
It is then clear that, as σˆ conjugates of operators representing the Virasoro algebra, these
new operators provide σˆ-twisted representations of those coset Virasoro algebras. If v ∈ ˆV1n
is a highest weight vector with respect to the untwisted coset Virasoro operators, that is,
Lckv = δk,0hcv for k ≥ 0, c = 12 or c = 710 , then
Lc,σˆ
i
k (σˆiv) = δk,0hc(σˆiv) (7.7)
shows that σˆiv is a highest weight vector with respect to the σˆi-twisted coset Virasoro
operators rather than with respect to the untwisted coset Virasoro operators. Since σˆ(ωD4) =
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ωD4 and σˆ(ωG2) = ωD4 , the vertex operators representing the Virasoro algebras associated
with D(1)4 and G
(1)
2 are invariant under conjugation by σˆ, so if a vector v is highest with
respect to either of those two Virasoro algebras, then σˆiv will also have that property.
We can now supply the “reptilian” vertex operators ... scaled for their beauty:
8Yk(σˆω(D4−B3)) = Yk(ωD4) − Yk 11∗22∗ − Yk 22∗44∗ + 2Yk 1∗234∗
8Yk(σˆ2ω(D4−B3)) = Yk(ωD4)v − Yk 11∗22∗ + Yk 22∗44∗ − 2Yk 1∗234
40Yk(σˆω(B3−G2)) = 3Yk(ωD4) + 8Yk 44∗ − 3Yk 11∗22∗ + 5Yk 22∗44∗
−8Yk 1∗234 − 2Yk 1∗234∗
40Yk(σˆ2ω(B3−G2)) = 3Yk(ωD4) + 8Yk 44∗ − 3Yk 11∗22∗ − 5Yk 22∗44∗
+2Yk 1∗234 + 8Yk 1∗234∗ . (7.8)
We found that changing perspective on which copy of B(1)3 would serve as our interme-
diate algebra was a very enlightening step in understanding this project.
Our plan for future work is to investigate the branching rules of other affine Kac-Moody
Lie algebra representations, including twisted algebras such as D(3)4 . We also wish to apply
these techniques to the study of the symplectic affine Kac-Moody algebras C(1)
ℓ
, which have
analogous level −12 constructions from a Weyl algebra instead of a Clifford algebra.
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Appendix
8.1 Verification that φ( ˆV1, 12, 35,Ω2) is in fact a HWV
8.1.1 Tables Relevant to G(1)2
r < 0 1(−32)1 122∗ 133∗ 144∗ 234 234∗
2(−32)3∗(32 ) 0 0 0 0 0 0
2(−12)3∗(12 ) 0 0 123∗ 0 0 0
r > 0 1(−32)1 122∗ 133∗ 144∗ 234 234∗
3∗(−32)2(32 ) 0 0 0 0 0 0
3∗(−12)2(12 ) 0 123∗ 0 0 0 0
Table 8.1: Application of operators (5.71)
r < 0 1(−32)1 122∗ 133∗ 144∗ 234 234∗
1(−32)2∗(32 ) 0 0 0 0 0 0
1(−12)2∗(12 ) 0 0 0 0 134 134∗
3(−32)4∗(32 ) 0 0 0 0 0 0
3(−12)4∗(12 ) 0 0 0 134∗ 0 0
3(−32 )4(32) 0 0 0 0 0 0
3(−12 )4(12) 0 0 0 −134 0 0
r > 0 1(−32)1 122∗ 133∗ 144∗ 234 234∗
2∗(−32)1(32 ) 0 0 0 0 0 0
2∗(−12)1(12 ) 0 0 0 0 0 0
4∗(−32)3(32 ) 0 0 0 0 0 0
4∗(−12)3(12 ) 0 0 134∗ 0 0 0
4(−32 )3(32) 0 0 0 0 0 0
4(−12 )3(12) 0 0 134 0 0 0
Table 8.2: Application of operators (5.72)
86
net = 1 − 1 1(−32 )1 122∗ 133∗ 144∗ 234 234∗
◦
◦2(r)3∗(−r) ◦◦ 0 −123∗ 123∗ 0 0 0
◦
◦1(r)2∗(−r) ◦◦ 0 0 0 0 134 134∗
◦
◦3(r)4∗(−r) ◦◦ 0 0 −134∗ 134∗ 0 0
◦
◦3(r)4(−r) ◦◦ 0 0 −134 −134 0 0
Table 8.3: Summary of Tables 8.1 and 8.2
∑
= 1 1(−32)1 122∗ 133∗ 144∗ 234 234∗
◦
◦2∗(32)1∗(−12) ◦◦ 0 0 0 0 0 0
◦
◦2∗(12)1∗(12 ) ◦◦ 0 2∗(−12 )1 0 0 0 0
◦
◦2∗(−12 )1∗(32) ◦◦ 2∗(−12 )1 0 0 0 0 0
Table 8.4: Application of operators (5.73)
8.1.2 Table Relevant to Lc1
− + ++ 1(−32)1 122∗ 133∗ 144∗ 234 234∗
11∗22∗ 0 1(−12 )1 0 0 0 0
11∗33∗ 0 0 1(−12)1 0 0 0
22∗33∗ 0 0 0 0 0 0
1∗234∗ 0 0 0 0 0 0
12∗3∗4 0 0 0 0 0 −1(−12 )1
1∗234 0 0 0 0 0 0
12∗3∗4∗ 0 0 0 0 −1(−12 )1 0
Table 8.5: Application of quartic operators for Lc1
8.1.3 Tables Relevant to Lc0
− − ++ 1(−32)1 122∗ 133∗ 144∗ 234 234∗
11∗22∗ 0 0 0 0 0 0
11∗33∗ 0 0 0 0 0 0
22∗33∗ 0 133∗ 122∗ 0 234 234∗
1∗234∗ 0 234∗ 234∗ −234∗ 0 0
12∗3∗4 0 0 0 0 0 122∗ + 133∗ − 144∗
1∗234 0 234 234 234 0 0
12∗3∗4∗ 0 0 0 0 122∗ + 133∗ + 144∗ 0
Table 8.6: Application of quartic operators for ri multiset − − ++
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− + ++ 1(−32)1 122∗ 133∗ 144∗ 234 234∗
11∗22∗ 0 1(−32 )1 0 0 0 0
11∗33∗ 0 0 1(−32)1 0 0 0
22∗33∗ 0 0 0 0 0 0
1∗234∗ 0 0 0 0 0 0
12∗3∗4 0 0 0 0 0 −1(−32 )1
1∗234 0 0 0 0 0 0
12∗3∗4∗ 0 0 0 0 −1(−32 )1 0
Table 8.7: Application of quartic operators for ri multiset − + ++
− − −+ 1(−32 )1 122∗ 133∗ 144∗ 234 234∗
11∗22∗ 122∗ 0 0 0 0 0
11∗33∗ 133∗ 0 0 0 0 0
22∗33∗ 0 0 0 0 0 0
1∗234∗ −234∗ 0 0 0 0 0
12∗3∗4 0 0 0 0 0 0
1∗234 −234 0 0 0 0 0
12∗3∗4∗ 0 0 0 0 0 0
Table 8.8: Application of quartic operators for ri multiset − − −+
r = 12 1(−32)1 122∗ 133∗ 144∗ 234 234∗
1∗(−12 )1(12) 0 0 0 0 0 0
1(−12)1∗(12) 0 122∗ 133∗ 144∗ 0 0
2∗(−12 )2(12) 0 122∗ 0 0 0 0
2(−12)2∗(12) 0 122∗ 0 0 234 234∗
3∗(−12 )3(12) 0 0 133∗ 0 0 0
3(−12)3∗(12) 0 0 133∗ 0 234 234∗
4∗(−12 )4(12) 0 0 0 144∗ 0 234∗
4(−12)4∗(12) 0 0 0 144∗ 234 0
4(−12)4(12) 0 0 0 0 0 234
4∗(−12 )4∗(12 ) 0 0 0 0 234∗ 0
Table 8.9: Application of quadratic operators for r = 12
r = 32 1(−32)1 122∗ 133∗ 144∗ 234 234∗
1∗(−32)1(32 ) 0 0 0 0 0 0
1(−32)1∗(32 ) 1(−32) 0 0 0 0 0
r = −32
1∗(−32)1(32 ) 0 0 0 0 0 0
1(−32)1∗(32 ) 1(−32) 0 0 0 0 0
Table 8.10: Application of quadratic operators for r = ±32
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144∗ 234 234∗
11∗22∗ 0 0 0
11∗33∗ 0 0 0
22∗33∗ 0 234 234∗
1∗234∗ −234∗ 0 0
12∗3∗4 0 0 122∗ + 133∗ − 144∗ − 1(−32)1
1∗234 234 0 0
12∗3∗4∗ 0 122∗ + 133∗ + 144∗ − 1(−32)1 0
Table 8.11: Summary of Tables 8.6 - 8.8 (for use in Theorem 6.3)
144∗ 234 234∗
◦
◦1(r)1∗(−r) ◦◦ 0 0 0
◦
◦1∗(r)1(−r) ◦◦ 144∗ 0 0
◦
◦2(r)2∗(−r) ◦◦ 0 0 0
◦
◦2∗(r)2(−r) ◦◦ 0 234 234∗
◦
◦3(r)3∗(−r) ◦◦ 0 0 0
◦
◦3∗(r)3(−r) ◦◦ 0 234 234∗
◦
◦4(r)4∗(−r) ◦◦ 144∗ 0 234∗
◦
◦4∗(r)4(−r) ◦◦ 144∗ 234 0
◦
◦4(r)4(−r) ◦◦ 0 0 234
◦
◦4∗(r)4∗(−r) ◦◦ 0 234∗ 0
Table 8.12: Summary of Tables 8.9 and 8.10 (for use in Theorem 6.3)
8.2 Bases for ˆV13/2 and ˆV02
ˆV in Basis Dimension
ˆV13/2 i
⊛(−32 ) vac 1 ≤ i ≤ 4 8
i(−12)i∗(−12) j⊛(−12 ) vac 1 ≤ i , j ≤ 4 24
i⊛(−12 ) j⊛(−12 )k⊛(−12 ) vac 1 ≤ i < j < k ≤ 4 32
ˆV02 i
⊛(−32) j⊛(−12 ) vac 1 ≤ i, j ≤ 4 64
i(−12 )i∗(−12 ) j(−12) j∗(−12 ) vac 1 ≤ i < j ≤ 4 6
i(−12)i∗(−12 ) j⊛(−12 )k⊛(−12 ) vac 1 ≤ i ≤ 4,
i , j, i , k, 48
1 ≤ j < k ≤ 4
1⊛(−12 )2⊛(−12 )3⊛(−12 )4⊛(−12 ) vac 16
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8.3 Ramond Tables
8.3.1 Table Relevant to G(1)2
Xβ2(0) 1′ 1∗(0)4∗(0)1′ 2∗(0)3∗(0)1′ 4∗(0)1′ 1∗(0)1′ 2∗(0)3∗(0)4∗(0)1′
−2∗(0)1(0) 0 −2∗(0)4∗(0)1′ 0 0 −2∗(0)1′ 0
−4∗(0)3(0) 0 0 −2∗(0)4∗(0)1′ 0 0 0
4(0)3(0) 0 0 0 0 0 2∗(0)1′
Table 8.13: Application of operators (5.72)
8.3.2 Table Relevant to L7/100
ri = 0 1′ 1∗(0)4∗(0)1′ 2∗(0)3∗(0)1′ 4∗(0)1′ 1∗(0)1′ 2∗(0)3∗(0)4∗(0)1′
1∗(0)2∗(0)1(0)2(0) 0 0 0 0 0 0
1∗(0)3∗(0)1(0)3(0) 0 0 0 0 0 0
2∗(0)3∗(0)2(0)3(0) 0 0 −2∗(0)3∗(0)1′ 0 0 −2∗(0)3∗(0)4∗(0)1′
1∗(0)1(0) 0 1∗(0)4∗(0)1′ 0 0 1∗(0)1′ 0
2∗(0)2(0) 0 0 2∗(0)3∗(0)1′ 0 0 2∗(0)3∗(0)4∗(0)1′
3∗(0)3(0) 0 0 2∗(0)3∗(0)1′ 0 0 2∗(0)3∗(0)4∗(0)1′
1∗(0)2(0)3(0)4∗(0) 0 0 −1∗(0)4∗(0)1′ 0 0 0
1(0)2∗(0)3∗(0)4(0) 0 −2∗(0)3∗(0)1′ 0 0 0 0
1∗(0)2(0)3(0)4(0) 0 0 0 0 0 −1∗(0)1′
1(0)2∗(0)3∗(0)4∗(0) 0 0 0 0 −2∗(0)3∗(0)4∗(0)1′ 0
Table 8.14: Application of quartic operators for L7/100
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8.4 Tables for the Remaining Neveu-Schwarz HWV’s
8.4.1 Tables Relevant to G(1)2
Xβ1(0) 4(−12)1 4∗(−12 )1 1(−12)1 1(−12 )4(−12)1 1(−12 )4∗(−12 )1 2(−12)3(−12 )1
2(−12 )3∗(12) 0 0 0 0 0 0
3∗(−12 )2(12) 0 0 0 0 0 0
Xβ2(0)
1(−12 )2∗(12) 0 0 0 0 0 1(−12)3(−12 )1
2∗(−12 )1(12) 0 0 0 0 0 0
3(−12 )4∗(12) 3(−12)1 0 0 1(−12 )3(−12)1 0 0
4∗(−12 )3(12) 0 0 0 0 0 0
3(−12)4(12 ) 0 3(−12)1 0 0 1(−12)3(−12 )1 0
4(−12)3(12 ) 0 0 0 0 0 0
X−θ(1)
2∗(12 )1∗(12) 0 0 0 0 0 0
Table 8.15: Action of the G(1)2 operators on the basis vectors discussed in 6.2
Xβ1(0) 11∗4 11∗4∗ 22∗4 22∗4∗ 33∗4 33∗4∗ 1∗23 12∗3∗
2(−12 )3∗(12 ) 0 0 0 0 23∗4 23∗4∗ 0 0
3∗(−12)2(12 ) 0 0 23∗4 23∗4∗ 0 0 0 0
Xβ2(0)
1(−12 )2∗(12 ) 0 0 12∗4 12∗4∗ 0 0 −11∗3 0
2∗(−12)1(12 ) 12∗4 12∗4∗ 0 0 0 0 −22∗3 0
3(−12 )4∗(12 ) 11∗3 0 22∗3 0 0 0 0 0
4∗(−12)3(12 ) 0 0 0 0 −344∗ 0 0 12∗4∗
3(−12 )4(12) 0 11∗3 0 22∗3 0 0 0 0
4(−12 )3(12) 0 0 0 0 0 344∗ 0 12∗4
X−θ(1)
2∗(12)1∗(12 ) 0 0 0 0 0 0 0 0
Table 8.16: Action of the G(1)2 operators on the basis vectors discussed in 6.2
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Xβ1(0) 11∗44∗ 22∗44∗ 33∗44∗ 1∗234 1∗234∗ 12∗3∗4 12∗3∗4∗
2(−12 )3∗(12 ) 0 0 23∗44∗ 0 0 0 0
3∗(−12)2(12 ) 0 23∗44∗ 0 0 0 0 0
Xβ2(0)
1(−12 )2∗(12 ) 0 12∗44∗ 0 −11∗34 −11∗34∗ 0 0
2∗(−12)1(12 ) 12∗44∗ 0 0 −22∗34 −22∗34∗ 0 0
3(−12 )4∗(12 ) 11∗34∗ 22∗34∗ 0 0 0 −12∗33∗ 0
4∗(−12)3(12 ) 0 0 0 0 0 −12∗44∗ 0
3(−12 )4(12) −11∗34 −22∗34 0 0 0 0 −12∗33∗
4(−12 )3(12) 0 0 0 0 0 0 12∗44∗
X−θ(1)
2∗(12)1∗(12 ) 0 0 0 0 0 0 0
Table 8.17: Action of the G(1)2 operators on the basis vectors discussed in 6.2
8.4.2 Table Relevant to Lc2
11∗44∗ 22∗44∗ 33∗44∗ 1∗234 1∗234∗ 12∗3∗4 12∗3∗4∗
11∗22∗ 0 0 0 0 0 0 0
11∗33∗ 0 0 0 0 0 0 0
22∗33∗ 0 0 0 0 0 0 0
1∗234 0 0 0 0 0 0 1
1∗234∗ 0 0 0 0 0 1 0
12∗3∗4 0 0 0 0 1 0 0
12∗3∗4∗ 0 0 0 1 0 0 0
Table 8.18: Action of the Lc2 operators on the basis vectors discussed in 6.2
92
8.4.3 Tables Relevant to Lc1
11∗4 11∗4∗ 22∗4 22∗4∗ 33∗4 33∗4∗ 1∗23 12∗3∗
1(12)1∗(12) 4(−12)1 4∗(−12 )1 0 0 0 0 0 0
1∗(12)1(12) −4(−12 )1 −4∗(−12)1 0 0 0 0 0 0
2(12)2∗(12) 0 0 4(−12)1 4∗(−12 )1 0 0 0 0
2∗(12)2(12) 0 0 −4(−12 )1 −4∗(−12)1 0 0 0 0
3(12)3∗(12) 0 0 0 0 4(−12 )1 4∗(−12 )1 0 0
3∗(12)3(12) 0 0 0 0 −4(−12 )1 −4∗(−12 )1 0 0
4(12)4∗(12) 0 0 0 0 0 0 0 0
4∗(12)4(12) 0 0 0 0 0 0 0 0
4(12)4(12) 0 0 0 0 0 0 0 0
4∗(12)4∗(12) 0 0 0 0 0 0 0 0
11∗22∗ 0 0 0 0 0 0 0 0
11∗33∗ 0 0 0 0 0 0 0 0
22∗33∗ 0 0 0 0 0 0 0 0
1∗234 0 0 0 0 0 0 0 4(−12 )1
12∗3∗4∗ 0 0 0 0 0 0 4∗(−12)1 0
1∗234∗ 0 0 0 0 0 0 0 4∗(−12)1
12∗3∗4 0 0 0 0 0 0 4(−12 )1 0
Table 8.19: Action of the Lc1 operators on the basis vectors discussed in 6.2
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11∗44∗ 22∗44∗ 33∗44∗ 1∗234
1(12)1∗(12) 4(−12 )4∗(−12 )1 0 0 0
1∗(12 )1(12) −4(−12 )4∗(−12 )1 0 0 0
2(12)2∗(12) 0 4(−12 )4∗(−12 )1 0 0
2∗(12 )2(12) 0 −4(−12 )4∗(−12 )1 0 0
3(12)3∗(12) 0 0 4(−12 )4∗(−12 )1 0
3∗(12 )3(12) 0 0 −4(−12)4∗(−12 )1 0
4(12)4∗(12) 1(−12 )1∗(−12 )1 2(−12 )2∗(−12 )1 3(−12 )3∗(−12 )1 0
4∗(12 )4(12) −1(−12 )1∗(−12 )1 −2(−12 )2∗(−12 )1 −3(−12)3∗(−12 )1 0
4(12)4(12) 0 0 0 0
4∗(12)4∗(12 ) 0 0 0 0
11∗22∗ 0 0 0 0
11∗33∗ 0 0 0 0
22∗33∗ 0 0 0 0
1∗234 0 0 0 0
12∗3∗4∗ 0 0 0 1(−12 )1∗(−12 )1 − 2(−12 )2∗(−12 )1
−3(−12)3∗(−12 )1 − 4(−12 )4∗(−12 )1
1∗234∗ 0 0 0 0
12∗3∗4 0 0 0 0
Table 8.20: Action of the Lc1 operators on the basis vectors discussed in 6.2 and continued below
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1∗234∗ 12∗3∗4 12∗3∗4∗
1(12)1∗(12) 0 0 0
1∗(12)1(12) 0 0 0
2(12)2∗(12) 0 0 0
2∗(12)2(12) 0 0 0
3(12)3∗(12) 0 0 0
3∗(12)3(12) 0 0 0
4(12)4∗(12) 0 0 0
4∗(12)4(12) 0 0 0
4(12)4(12) 0 0 0
4∗(12)4∗(12) 0 0 0
11∗22∗ 0 0 0
11∗33∗ 0 0 0
22∗33∗ 0 0 0
1∗234 0 0 −1(−12 )1∗(−12)1 + 2(−12)2∗(−12)1
3(−12)3∗(−12)1 + 4(−12 )4∗(−12 )1
12∗3∗4∗ 0 0 0
1∗234∗ 0 −1(−12 )1∗(−12 )1 + 2(−12)2∗(−12)1 0
3(−12)3∗(−12)1 − 4(−12)4∗(−12 )1
12∗3∗4 1(−12)1∗(−12)1 0 0
−2(−12 )2∗(−12 )1
−3(−12 )3∗(−12 )1
+4(−12 )4∗(−12 )1
Table 8.21: Action of the Lc1 operators on the basis vectors discussed in 6.2 continuation
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8.4.4 Tables Relevant to Lc0
4(−12 )1 4∗(−12)1 1(−12 )1 1(−12 )4(−12)1 1(−12)4∗(−12)1 2(−12)3(−12 )1
4(−12)4(12 ) 0 4(−12)1 0 0 1(−12)4(−12 )1 0
4(−12 )4∗(12) 4(−12 )1 0 0 1(−12 )4(−12)1 0 0
4∗(−12 )4(12) 0 4∗(−12)1 0 0 1(−12)4∗(−12)1 0
4∗(−12)4∗(12) 4∗(−12)1 0 0 1(−12 )4∗(−12 )1 0 0
1∗(−12 )1(12) 0 0 0 0 0 0
2∗(−12 )2(12) 0 0 0 0 0 0
3∗(−12 )3(12) 0 0 0 0 0 0
1(−12 )1∗(12) 0 0 1(−12 )1 1(−12 )4(−12)1 1(−12)4∗(−12)1 0
2(−12 )2∗(12) 0 0 0 0 0 2(−12)3(−12 )1
3(−12 )3∗(12) 0 0 0 0 0 2(−12)3(−12 )1
11∗22∗ 0 0 0 0 0 0
11∗33∗ 0 0 0 0 0 0
22∗33∗ 0 0 0 0 0 2(−12)3(−12 )1
1∗234 0 0 0 0 −2(−12 )3(−12)1 0
12∗3∗4∗ 0 0 0 0 0 −1(−12 )4∗(−12)1
1∗234∗ 0 0 0 2(−12 )3(−12)1 0 0
12∗3∗4 0 0 0 0 0 −1(−12 )4(−12 )1
Table 8.22: Action of the Lc0 operators on the basis vectors discussed in 6.2
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11∗4 −11∗4∗ −22∗4 22∗4∗ −33∗4 33∗4∗ 1∗23 12∗3∗
4(−12)4(12 ) 0 −11∗4∗ 0 22∗4∗ 0 33∗4∗ 0 0
4(−12 )4∗(12) 11∗4 0 −22∗4 0 −33∗4 0 0 0
4∗(−12)4(12) 0 −11∗4∗ 0 22∗4∗ 0 33∗4∗ 0 0
4∗(−12)4∗(12) 11∗4∗ 0 −22∗4 0 −33∗4 0 0 0
1∗(−12)1(12) −11∗4 11∗4∗ 0 0 0 0 −1∗23 0
2∗(−12)2(12) 0 0 22∗4 −22∗4∗ 0 0 0 −12∗3∗
3∗(−12)3(12) 0 0 0 0 33∗4 −33∗4∗ 0 −12∗3∗
1(−12 )1∗(12) −11∗4 11∗4∗ 0 0 0 0 0 −12∗3∗
2(−12 )2∗(12) 0 0 22∗4 −22∗4∗ 0 0 −1∗23 0
3(−12 )3∗(12) 0 0 0 0 33∗4 −33∗4∗ −1∗23 0
11∗22∗ 22∗4 −22∗4∗ −11∗4 11∗4∗ 0 0 1∗23 12∗3∗
11∗33∗ 33∗4 −33∗4∗ 0 0 −11∗4 11∗4∗ −1∗23 −12∗3∗
22∗33∗ 0 0 −33∗4 33∗4∗ −22∗4 22∗4∗ 1∗23 12∗3∗
1∗234 0 −1∗23 0 −1∗23 0 −1∗23 0 −11∗4 + 22∗4
+33∗4
12∗3∗4∗ −12∗3∗ 0 −12∗3∗ 0 −12∗3∗ 0 11∗4∗ − 22∗4∗ 0
−33∗4∗
1∗234∗ 1∗23 0 1∗23 0 1∗23 0 0 −11∗4∗ + 22∗4∗
+33∗4∗
12∗3∗4 0 12∗3∗ 0 12∗3∗ 0 12∗3∗ 11∗4 − 22∗4 0
−33∗4
Table 8.23: Action of the Lc0 operators on the basis vectors discussed in 6.2
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11∗44∗ −22∗44∗ −33∗44∗ 1∗234 1∗234∗ 12∗3∗4 12∗3∗4∗
4(−12)4(12 ) 0 0 0 0 0 1∗234 1∗234∗
4(−12 )4∗(12) 11∗44∗ −22∗44∗ −33∗44∗ 12∗3∗4 12∗3∗4∗ 0 0
4∗(−12 )4(12) 11∗44∗ −22∗44∗ −33∗44∗ 0 0 1∗234∗ 1∗234
4∗(−12)4∗(12) 0 0 0 12∗3∗4∗ 12∗3∗4 0 0
1∗(−12 )1(12) −11∗44∗ 0 0 −1∗234 0 −1∗234∗ 0
2∗(−12 )2(12) 0 22∗44∗ 0 0 −12∗3∗4 0 −12∗3∗4∗
3∗(−12 )3(12) 0 0 33∗44∗ 0 −12∗3∗4 0 −12∗3∗4∗
1(−12 )1∗(12) −11∗44∗ 0 0 0 −12∗3∗4 0 −12∗3∗4∗
2(−12 )2∗(12) 0 22∗44∗ 0 −1∗234 0 −1∗234∗ 0
3(−12 )3∗(12) 0 0 33∗44∗ −1∗234 0 −1∗234∗ 0
11∗22∗ 22∗44∗ −11∗44∗ 0 −1∗234 −12∗3∗4 −1∗234∗ −12∗3∗4∗
11∗33∗ 33∗44∗ 0 −11∗44∗ −1∗234 −12∗3∗4 −1∗234∗ −12∗3∗4∗
22∗33∗ 0 −33∗44∗ −22∗44∗ 1∗234 12∗3∗4 1∗234∗ 12∗3∗4∗
1∗234 −1∗234 −1∗234 −1∗234 0 0 0 − 11∗22∗
+ 22∗44∗
12∗3∗4∗ −12∗3∗4∗ −12∗3∗4∗ −12∗3∗4∗ − 11∗22∗ 0 0 0
+ 22∗44∗
1∗234∗ 1∗234∗ 1∗234∗ 1∗234∗ 0 − 11∗22∗ 0 0
− 22∗44∗
12∗3∗4 12∗3∗4 12∗3∗4 12∗3∗4 0 0 − 11∗22∗ 0
− 22∗44∗
Table 8.24: Action of the Lc0 operators on the basis vectors discussed in 6.2
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