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Abstract
A dissection for a sequentially n-divisible square is a partition of a square into a number of polygons, not
necessarily squares, which can be rearranged to form two squares, three squares, and so on, up to n squares
successively. A dissection is called type-k iff k more pieces are needed to increase the maximum number n of
composed squares by one. Ozawa found a general dissection of type-3, while Akiyama and Nakamura found a
particular, “purely recursive” dissection of type-2. Nozaki has given a mixed procedure for a dissection of type-1.
In this paper, we shall show that there is no type-1 purely recursive dissection for a sequentially n-divisible
square. Therefore Akiyama and Nakamura’s dissection is optimal with respect to the type, among the purely recur-
sive dissections. The results have been published in previous papers [1,2,6,7]. In this paper, we give a detailed proof.
 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
It is an interesting puzzle to decompose a square into a number of squares. Fig. 1 [5,9] shows a simple
way to decompose a square into two subsquares, and Fig. 2 [6] shows a dissection of a square into nine
pieces, which can be rearranged into two squares, three squares and four squares. We call it a “dissection
for a sequentially 4-divisible square”. Busschop [3] found a dissection for a sequentially 3-divisible
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Fig. 1. A square (a) is divided into five pieces, from which two squares (b) and (c) are constructed.
Fig. 2. A square is divided into nine pieces, from which we can construct two squares (b) and (c), three squares (c), (d) and (e),
and four squares (d), (e), (f) and (g).
square. Duijvestijn [4] found that a square can be divided into 21 pieces, all of which are squares of
different sizes.
Ozawa [7] has found interesting way of dissection to apply the dissection shown in Fig. 3 [5,10]
repeatedly several times. The result is a “dissection for a sequentially n-divisible square”: we can
rearrange the pieces into two squares, three squares, and so on, up to n squares successively.
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Fig. 3. The symbol θ stands for an arbitrary angle between 0◦ and 45◦.
Fig. 4. The square (b) in Fig. 3 is dissected by applying the same “dissection pattern” (a) in Fig. 3, proportionally contracted
and turned over. Dashed lines show the line segments to be newly dissected.
The number of pieces in the first dissection is five. But, in the second dissection, the subsquare to
be dissected contains some cutting lines already (see Fig. 4), and therefore the total number of pieces
increases only by three in every repetition of the dissection, provided that the angle θ has been chosen
carefully, depending on the desired maximum number n of subsquares. A sufficient condition for θ to
obtain n (> 1) subsquares economically is as follows.
For an even integer 2p not less than n,
cos2p θ + tan θ  1. (1)
Table 1 (Ozawa [8]) shows the values of θ satisfying the equality in the above condition for each p greater
than two. By these values α and β, the condition (1) can be represented more explicitly as follows.
0◦ < θ  α or β  θ < 45◦. (2)
Akiyama and Nakamura [1] found independently essentially the same dissection, shown in Fig. 5, and
noticed the following facts.
(i) By taking θ = α or β, the total number of pieces increases only by two for each application of the
dissection, which can be applied recursively for any number of times.
(ii) When p = 3, some subsquares have the same size. But when p  4, all subsquares have different
sizes.
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Fig. 5. The symbol θ stands for a deliberately chosen angle (θ ≈ 17.48◦).
Table 1
Ozawa [8]
2p α(◦) β(◦)
6 29.68 34.31
8 17.48 42.32
10 13.17 43.90
12 10.64 44.50
14 8.94 44.76
16 7.72 44.88
Now let f (n) be the number of pieces required for constructing up to n subsquares sequentially. We
say a dissection method is type-k, iff f (n)/n tends to k for large n. Ozawa’s method is type-3, while
Akiyama and Nakamura’s method (in which p  4 and either θ = α or θ = β are taken) is type-2.
Nozaki [6] has given a type-1 procedure for a sequentially n-divisible square.
Nozaki’s procedure is a mixture of the three methods: the dissection in Fig. 2, Duijvestijn’s partition,
and Ozawa’s dissection. It is optimal with respect to the type, but not so simple and elegant as Ozawa’s
method and Akiyama and Nakamura’s method. In what follows, we define the notion of “purely recursive
dissection”, and prove that Akiyama and Nakamura’s method is optimal with respect to the type among
the purely recursive dissections.
2. Basic notions
Definition 1. A dissection for a sequentially n-divisible square is a partition of a square into several
polygons which can be rearranged into two squares of different sizes, three squares of different sizes, and
so on, up to n squares of different sizes successively.
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Definition 2. Let f (m) be the number of pieces required to construct m subsquares. If f (m)/m tends to
k for large m, the dissection is said to be type-k.
Definition 3. A dissection pattern is a figure representing a way of dissecting a square. A composition
pattern is a figure showing how to rearrange some pieces into a square.
The pattern in Fig. 1(a) is a dissection pattern, and the patterns in (b), (c) are composition patterns.
A dissection pattern is also shown in Fig. 3(a), and this dissection pattern has been applied again to
dissect the square shown in Fig. 4(a) (see the caption of Fig. 4).
Definition 4. A dissection for a sequentially n-divisible square is said to be recursive iff it satisfies the
following conditions.
(I) It is obtained by recursive application of a fixed dissection pattern D.
(II) The pattern D is applied to squares under proportional adjustment of the size, possibly with turning
over.
In other words, a similar figure of D is overlaid to the square to be dissected.
(III) By each application of D, two subsquares S ′ and S∗ can be constructed.
(IV) The dissection pattern is recursively applied to one of the two subsquares obtained immediately
before, say S∗.
So, after applying D four times recursively, we have five subsquares as follows.
S ′, S∗′, S∗∗′, S∗∗∗′ and S∗∗∗∗.
By repeating the same process n− 1 times, we obtain a dissection for a sequentially n-divisible square.
It is said to be purely recursive iff the following condition is also satisfied for composition patterns
defined in Definition 3.
(V) The composition pattern of S∗∗ is similar to that of S∗.
Example. Akiyama and Nakamura’s dissection is purely recursive: its dissection pattern is the partition
in Fig. 5(a).
Now we can state our main theorem.
Theorem 1. There is no purely recursive dissection for a sequentially n-divisible square, whose type is
less than two.
Corollary 1. Akiyama and Nakamura’s dissection is optimal with respect to the type, among the purely
recursive dissections.
Remark. By the proof of Theorem 1 shown in the next section, we see that Theorem 1 holds even if we
allow the possibility that some subsquares obtained after some rearrangements have a same size.
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3. Proof of Theorem 1
3.1. Preparatory consideration
Suppose that there is a purely recursive dissection for a sequentially n-divisible square, whose type is
less than two. Let D be the dissection pattern, and C the composition pattern of S∗.
Suppose that S∗ contains s pieces,
P0,P1, . . . , Ps−1,
in the decreasing order of their areas. By applying the dissection pattern D to S∗, we have two subsquares
S∗′ and S∗∗. Since the composition pattern of S∗∗ is similar to that of S∗, the number of pieces of S∗∗ is
equal to that of S∗, and therefore the total number of pieces is increased by the number k of pieces in S∗′.
In every further application of D, the total number of pieces is always increased by k. Since the type of
the dissection is assumed to be less than two, k should be equal to one: S∗′ is a one-piece square, and the
dissection is type-1.
Now let
Q0,Q1, . . . ,Qs−1
be the pieces of S∗∗ in the decreasing order of areas. Since its composition pattern is similar to that of
S∗, the ratio of the areas of Qi and Qj is equal to the ratio of the areas of Pi and Pj . Since k = 1, only
one of the original pieces Pi’s is divided into two. The piece divided should be P0: if Pj is divided for
some j > 0, then Pi =Qi for all i < j , and Qj is smaller than Pj . Therefore the ratio of the areas of P0
and Pj is not equal to the ratio of the areas of Q0 and Qj . By a similar argument, it is shown that P0 is
divided into a square S∗′ and Qs−1, and Qi = Pi+1 for i < s − 1. Moreover, Pi’s are similar polygons,
with a peculiar property as follows: Qs−1, a polygon obtained from P0 by removing a square S, is similar
to P0. Such a polygon should be a rectangle, as it is shown by the proposition below.
Definition 5. A polygon P is said to be simply similar to another polygon P ′ iff P is mapped onto P by
a translation, a rotation, and a proportional enlargement/contraction. It is said to be conversely similar iff
it is simply similar to the converted (reflected, turned-over) figure of P ′.
If P ′ is similar to P , then it is either simply similar or conversely similar to P .
Let P be a polygon with a finite number of sides and P ′ be another polygon obtained by removing a
square S from P .
Proposition 1. If P ′ is similar to P , then the polygon P is a rectangle.
Remark. If P is a rectangle and P ′ is similar to P , then the ratio of the length of the longer edge of P to
that of the shorter edge is equal to the golden ratio.
Proof of Proposition 1. Suppose that P ′ is similar to P . Obviously, both polygons have the same number
of edges, and each edge of P ′ should be shorter than the corresponding edge of P . Thus the total length
of the edges of P is longer than that of P ′, and the longest edge of P should be shortened by the removal
of S.
J. Akiyama et al. / Computational Geometry 24 (2003) 27–39 33
Fig. 6.
Fig. 7.
Fig. 8.
Step 1. We classify possible positions of the square S to be removed in the polygon P . By the facts
mentioned above, we can ignore the cases shown in Fig. 6 and many others.
We finally can exclude all cases except two shown in Fig. 7.
Step 2. Here we examine the case (1) in Fig. 7.
By removing the square S, CD is shortened to YD, AB and BC disappear, and AX and XY appear
(Fig. 8). Since CD >AB and CD >BC, CD is the longest edge in P .
Now let us call R-block the chain of consecutive edges
TU . . .VW,
whose internal angles  U, . . . ,  V are all right angles, and neither of the angles at the ends  T and  W
is a right angle. By the mapping f from P onto P ′, an R-block in P should be mapped onto another
R-block in P ′.
Case (1)-1. The points D and Z are connected by one or two edges (Fig. 9).
In this case, it is quite easy to verify that P ′ can’t be similar to P .
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Fig. 9.
Case (1)-2. The points D and Z are connected by more than two edges.
In this case, the polygon P consists of two or more R-blocks.
Subcase (1)-2.1. P ′ is simply similar to P .
Let f be the mapping from P onto P ′. This mapping f is a contraction mapping, whose scale factor is
less than 1. Let α be the R-block containing the edge AB , and β the R-block containing the edge ZA.
If the R-block f (α) doesn’t contain the point X, then it is completely contained in the polygon P , and
therefore we can apply the mapping f again. But since f is a contraction mapping, it is impossible to
apply f to α forever: there is a positive integer n such that n times application of f to α gives an R-
block, f (n)(α), containing X. But the R-block containing the edge XY has fewer edges than α, therefore
f (n)(α)= . . .ZAX. In other words,
f (n)(ABCD . . .UV )= . . .ZAX,
and therefore
f (n)(ABCD . . .U)= . . .ZA= β.
By a similar argument, we have f (m)(β)= f (m)(. . .ZA)=XYD . . . for some m, and consequently
f (m+n)(ABCD . . .U)=XYD . . . .
So, the edge AB in P corresponds to the edge XY in P ′. But this is absurd, since f is a contraction
mapping and AB <CD =XY .
Subcase (1)-2.2. P is conversely similar to P ′.
Since there are two or more edges between the points D and Z, the number m of the edges of P is seven
or more. We denote the lengths of the edges in the following manner.
c0 =AB, c1 =BC, c2 = CD, . . . , cm−1 = ZA.
We also denote the lengths of the edges of P ′ as follows.
d0 =AX, d1 =XY, d2 = YD, . . . , dm−1 = ZA.
Obviously,
cj = dj
for j > 2. Now let f be the contraction mapping from P onto P ′. This mapping f induces the rotation
and reflection over the cyclic arrangement of the edges of P . But the rotation and reflection can be
replaced by a single reflection with respect to a suitable axis. For instance, reflecting all of eight edges
with respect to the axis passing c0, and rotating them three edges clockwise, we obtain the following
correspondence:
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x c0 c1 c2 c3 c4 c5 c6 c7
f (x) d4 d3 d2 d1 d0 d7 d6 d5
In any way, there is a number j satisfying either
f (cj )= dj
or
f (cj )= dj+1 and f (cj+1)= dj .
Besides, when m is seven or more, we can assume without loss of generality that 2 < j < m − 1. It
follows immediately that
f (cj )= cj or f
(
f (cj )
)= cj .
But this is absurd, since f is a contraction mapping and cj > 0.
Step 3. We finally investigate the case (2) in Fig. 7.
Case (2)-1. All angles of the polygon P are right angles.
In this case, P is a rectangle, and P ′ can be similar to P .
Case (2)-2. The polygon P contains only one non-right angle.
It is almost obvious that P ′ can’t be similar to P .
Case (2)-3. The polygon P has two or more non-right angles.
In this case, P has two or more R-blocks. Let α be the R-block containing the edges ABCD, and β the
R-block containing AXYD. Since P has two or more non-right angles, α has two distinct end points,
which are also the end points of β. Let f be the contraction mapping from P onto P ′. If f (α) is not
equal to β, then we can apply f again to α. But since f is a contraction mapping, we have
f (n)(α)= β
for some n, and therefore α and β are similar. However, this is impossible: f maps R-blocks to R-blocks,
and end points to end points. The R-blocks α and β have the common end points. Those end points have
a constant distance, and can’t be mapped by the contraction mapping f . ✷
Now since Pi’s are rectangles, the ratio of the length of their two sides is equal to the golden ratio τ ,
τ 2 + τ − 1 = 0, τ = −1+
√
5
2
.
Taking a suitable scale, we can assume without loss of generality that the lengths of the longer and shorter
edges of P0 are 1 and τ , respectively. Then the lengths of the longer edges form a geometrical sequence
{λj }, where λ denotes the sth root of τ .
Since the pieces are rectangular, it is obvious that s is greater than two. The area M of the square S∗
is equal to
τ
(
1+ λ2 + λ4 + · · · + λ2(s−1)).
On the other hand, the length of an edge AB of S∗ is the sum of the lengths of edges of some Pi’s. So
we have the following equality:
τ
(
1+ λ2 + λ4 + · · · + λ2(s−1))=
(
s−1∑
i=0
aiλ
i
)2
, (3)
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where ai = 1 or τ if the longer or shorter edge of the ith piece is contained in the edge AB , respectively,
and ai = 0 otherwise.
We shall show that this equality (3) will never hold.
3.2. Technical part of the proof
Lemma 1. The following polynomial in λ over the field Q[τ ] is irreducible:
P(λ)= λs − τ.
An elementary proof is given in the appendix in [2].
Now, suppose that equality (3) holds,
τ
(
1+ λ2 + λ4 + · · · + λ2(s−1)) =
(
s−1∑
i=0
aiλ
i
)2
(3)
=
s−1∑
k=0
( ∑
i+j=k
aiaj + τ
∑
i+j=s+k
aiaj
)
λk, (4)
where s > 2, and ai = 0,1 or τ .
Case 1. The number s is odd.
In this case, we have the following equality:
τ
(
1+ λ2 + λ4 + · · · + λ2(s−1))
= τ(1+ λ2 + λ4 + · · · + λs−1)+ τ 2λ(1+ λ2 + λ4 + · · · + λs−3).
Therefore, the constant term of the lefthand side is τ . On the other hand, the constant term of the right-
hand side is
a20 + 2τ
∑
i+j=s, i<j
aiaj ,
which should be, by Lemma 1, equal to the constant τ in the lefthand side. But actually, it can be written
in the form
2(cτ + d), 1+ 2(cτ + d) or (1− τ)+ 2(cτ + d)
according to the value of a0, for some integers c and d . But none of them can be equal to τ . So equality
(3) can’t hold in this case.
Case 2. The number s is even.
In this case, s  4 and
τ
(
1+ λ2 + λ4 + · · · + λ2(s−1)) = τ(1 + λ2 + λ4 + · · · + λs−2)+ τ 2(1+ λ2 + λ4 + · · · + λs−2)
= (τ + τ 2)(1+ λ2 + λ4 + · · · + λs−2)
= 1+ λ2 + λ4 + · · · + λs−2.
So by Lemma 1, the following lemma is immediate.
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Lemma 2. Suppose that equality (3) holds, and s is even.
(1) ∑i+j=k aiaj + τ∑i+j=s+k aiaj = 1 for even k, and
(2) ∑i+j=k aiaj + τ∑i+j=s+k aiaj = 0 for odd k.
Lemma 3. Suppose that the condition (2) in Lemma 2 is valid. Then aiaj = 0 if i + j is odd.
Proof. Let us denote the numbers of particular terms, aiaj ’s, in the first sigma (i.e., i + j < s), in the
following manner.
p= the number of terms aiaj ’s such that aiaj = τ 2,
q = the number of terms aiaj ’s such that aiaj = τ ,
r = the number of terms aiaj ’s such that aiaj = 1.
We denote by p′, q ′ and r ′ the numbers of corresponding terms in the second sigma (i.e., i+ j  s). Then∑
aiaj + τ
∑
aiaj = pτ 2 + qτ + r + τ
(
p′τ 2 + q ′τ + r ′)
= (−p+ q + 2p′ − q ′ + r ′)τ + (p+ r − p′ + q ′)= 0.
Therefore
(−p+ q + 2p′ − q ′ + r)= 0 and (p+ r − p′ + q ′)= 0,
−p+ q + 2p′ − q ′ + r =−p+ q + 2(p+ r + q ′)− q ′ + r = p+ q + 3r + q ′ = 0.
Since all these values, p,q, etc., are nonnegative, p = q = r = q ′ = 0. It follows immediately that
p′ = r ′ = 0. So aiaj = 0 for i + j = k or i + j = s + k, when k is odd.
Now if i + j is odd, then both k = i + j and k = i + j − s are odd, since s is even, and therefore
aiaj = 0. ✷
Corollary 2. If ai = 0 for some even i, then aj = 0 for every odd j .
Let us denote
ck =
( ∑
i+j=k
aiaj + τ
∑
i+j=s+k
aiaj
)
.
Then we have
c2j = a2j + τa2s2+j + 2
( ∑
i′+j ′=2j, i′<j ′
ai′aj ′ + τ
∑
i′+j ′=s+2j, i′<j ′
ai′aj ′
)
.
Lemma 4. Suppose that c2j = 1.
(1) If aj = 0, then a s2+j = τ .(2) If a s
2+j = 0, then aj = 1.
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Proof. The expression
a2j + τa2s2+j − 1
is equal to
−2
(∑
ai′aj ′ + τ
∑
ai′aj ′
)
,
which can be represented in the form 2(sτ + t) for some integers s and t .
(1) If aj = 0, then the value of the above expression is equal to −1, τ − 1 or 2τ − 2, according to the
case: a s
2+j = 0,1 or τ , respectively. So only the case when a s2+j = τ is possible.
The property (2) is verified by a similar argument. ✷
Case 2.1. ai = 0 for some even i.
In this case, aj = 0 for every odd j . Therefore by (1) in Lemma 4, a s2+j = τ for odd j . This means that s2
is odd (otherwise a s
2+j = 0), a s2+j = 0 for an even integer j , and aj = 1 for an even integer j less than s2 .
After all, aj = 1 for an even integer j less than s2 , and aj = τ for other even j . Therefore,
c0 = 1+ 0+ 2τ
∑
i+j=s, i<j
aiaj = 1+ 2τ ×
s
2 − 1
2
× (1× τ)= 1+
(
s
2
− 1
)
τ 2 = 1,
since s > 2. This contradicts the property (1) in Lemma 2.
Case 2.2. ai = 0 for every even integer i.
By the property (1) in Lemma 4, a s
2+i = τ for every even i, and s2 is odd (otherwise a s2+i = 0 in this
case). This means a s
2+j = 0 for odd j , and aj = 1 for every odd j less than s2 . But if so, we have
c2 = a21 + τa2s2+1 + 2
(
a0a2 + τ
∑
i+j=s+1, i<j
aiaj
)
= 1+ 2τ ×
s
2 − 1
2
× (1× τ) = 1.
Once more, the property (1) in Lemma 2 is violated.
Thus we can conclude that equality (3) can’t hold in any case.
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