To the Editor:
As the statistical parametric mapping procedure suggested by Friston et al. (1990) has become more prevalent in the analysis of regional CBF (rCBF) data derived form positron emission tomography techniques, it is important that the underlying the ory advocating the use of analysis of covariance techniques be correct. The purpose of this letter is to illustrate that the simple proportionality model as presented by Friston et ai. (1990) was incorrectly rejected in favor of the covariance model. The sim ple proportionality model as specified by Friston et ai. is as follows:
(1) where C ij is the observed count at any pixel i for any subject j, ri is the constant of proportionality for pixel i, G j is the global count rate for subject, and e ij is the error term. As stated, this equation is a spe cial case of the more general linear equation (2) where rOi is the contribution to observed counts that is independent of global counts and rli reflects the dependency of local counts on global counts.
Friston et ai. aver that "the adequacy of Eq. 1 can be tested by regressing pixel counts on global counts and testing the null hypothesis that the in tercept (ro;) is zero using a t test. " However, be cause the global count is a linear combination of the pixel counts (i. e. , G j = I iC ij ) , the mean intercept over all pixels must be zero by definition.
To illustrate this point, if one plotted the sum of the pixel counts against global counts, the resulting line would have a slope of one and a y-intercept of zero, because a variable is being plotted against it self ( I P ij = G j by definition). Similarly, if a simple regression analysis is done on each pixel with global counts as the independent variable, the sums of the resulting intercepts must be zero. For example, three sets of eight random numbers (XI' X2, X3) and their respective sums (y) are presented in Table 1 . If each set of numbers is then regressed onto the respective sums and the respective y-intercepts ob tained (bx. v), the sum of these intercepts is zero. In other words, the calculated intercept is a linear function of the pixel data. Therefore, the sum of intercepts will equal the intercept from the sum of the data, which is zero. This mathematical fact suggests that there is no mathematical reason for rejecting the simple pro portionality model in favor of a covariance model in the analysis of rCBF. The question does arise, how ever, of how Friston et ai. found a significant y-in tercept value of 0. 708%? Two possible reasons are rounding error or that not all the pixels used for the calculation of total counts were regressed onto total counts. Author's Reply
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Campbell Clark
To the Editor:
This letter concerns the regression models used to characterize the dependency of regional activity on global activity in positron emission tomography (PET) scans. Drs. Clark and Carson observe that it is inappropriate to assess the significance of non zero intercepts with the mean intercept, if global activity is the sum of pixel values over which the mean is taken. They are right. I note, with embar rassment, we did indeed include all the pixels sub tending the global signal in our original article (Fris ton et aI. , 1990 ).
An analysis based on gray matter pixels alone showed the intercept to be substantially less than
