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摘  要 
随着 IT 应用的广泛与深入发展，传统的计算架构难于适应企业急速发展带






的情况下，数据库处理 TB 级数据的效率仍然十分低下。 
Oracle 10g 是第一个为企业网格计算而设计的数据库，它带来了许多新技
术，并大幅度改良了数据库性能。IT 软硬件技术的高速发展，为企业向网格计
算转移带来了成熟的条件，合理利用 Oracle 10g 数据库提供的新技术，并解决
企业成本、性能、效率的三大难题是本文研究的主要方向。 
本文引入企业网格技术的概念，以 Oracle 10g 数据库为研究背景，深入分




以 Oracle 10g RAC 平台为基础，并利用 RAC 平台的特点，提出一种通过
加大 RAC 数据库系统缓冲区，采用分组的批量绑定方式，大幅度提高海量数据 
DML 处理能力的方案，高效解决数据 DML 处理效率低下的问题。 
  
















With the extensive and further development of IT application, the 
traditional structure of the calculation can’t meet the needs of 
enterprises with rapid development. Enterprises need their systems with 
the lowest cost, the most efficient and outstanding availability to serve 
enterprises. Indeed, their information systems usually respond slowly. 
To solve these problems, all enterprises had to build expensive 
infrastructure, but these facilities’ excess capacity and redundancy 
are far from accidental incidents. Meanwhile, according to traditional 
DML Principles, even with adequate hardware to support, the data 
processing efficiency is still low. 
 Oracle 10g is the first database designed for enterprise grid 
computing, it will bring many new technologies, and substantially 
improve the performance of the database. The rapid development of IT 
technology has made it impossible that Enterprises using Oracle 10g 
database can solve the problems of cost, performance, efficiency easily. 
Based on the research of Oracle 10g ,this article mainly analyzed 
the core mechanism of Oracle RAC, set up experiments to test the three 
major characteristics of Oracle RAC, and compared the performance of 
two-node  with single-node. On the basis of the experimental data, this 
article also proposed a resolution to build a high performance and low 
cost cluster database platform using Oracle RAC 10g. On the platform of 
Oracle 10g RAC, using Oracle 10g bulk binds technology, this article 
finally presents a new DML solutions, which can deal with bulk data and 
solve the problem of low efficiency greatly.  
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处理器：新的低成本、高容量的 Intel Itanium 2、Sun SPARC 和 IBM 























境的 佳选择。而且，Linux 继续保持比其它操作系统更快的增长速度。 
刀片服务器较之 SMP，经济上的优势会使刀片服务器在网格环境中成为主
导。由于 Linux 已经可以很好地用于刀片服务器，这将加速 Linux 的成长。
因为 Linux 具有价格优势，当刀片服务器数量不断增加时这种优势会更加明
显。所以，标准的低成本刀片服务器集群自然与 Linux 非常相配。 
只有当运行在硬件上的软件能够有效利用硬件革新时，这些革新才是有用
的。软件已经开始利用这些硬件革新。目前软件存在的一个问题是，它能够使
用提供给它的资源，但很难释放或者放弃不再需要的资源。 Oracle 10g 数据
库能够利用这些硬件革新，并且可以轻松地释放不再需要的资源。 
海量数据 




大的考验。对于目前流行的四大数据库软件中， Oracle 数据库和 IBM 的 DB2
在支撑 TB 级海量数据的计算上 为突出。 
1.1.1 目前的研究和发展现状 
从 早用文件系统存储数据算起，数据库的发展已经有 50 多年了，其间经























测试版本；微软公司的SQL Server 2005 已经在 2006 年推出，现在已升级到SP2
版本；Sybase也推出新版本的数据库产品Sybase ASE 15。 
在这四种数据库软件中，Oracle 10g 数据库与 IBM 的 DB2 V8.1 数据库在运
行海量数据的性能方面是领先的。 
IBM DB2 V8.1 
IBM DB2 UDB 可以作为海量数据库引擎,在单 UNIX 主机 CPU 扩展方面，显
示了 DB2 在扩展性方面的能力。 
在集群技术方面，IBM DB2 也有非常深入的研究，它采用 Share Nothing 的 
MPP（大规模并行处理）体系结构，每个节点独享各自的硬盘空间，各个节点间
通过网络交换数据。可伸缩性强， 多可以扩充到 1000 个节点。国外有 512
节点的实例。每个数据库中单个表的大小可以达到 512GB*1000=500TB。在全球





相对于 IBM DB2，Oracle 10g 同样有着卓越的海量数据处理能力，而且在




时的容错和无断点恢复。当 RAC 集群内的一个节点发生故障，Oracle 将应用
转移到其余的节点上运行。如果需要更高的处理能力，新的节点可以轻松添加
至集群。 
Oracle RAC 有三个主要特点使它在集群上优于 IBM DB2： 

















基于 ORACLE RAC 平台的海量数据 DML 处理性能的研究 


































































两百万买的一台 IBM P570 小型机，现在已经跑不动了，现在又得开始着手升
级工作了……” 
“有谁相信，删除 20 亿行数据要花 4天的时间才能完成？由于需要对没用
的历史数据进行转移，需要删除 2001 年某月份 20 亿行的通话记录信息。一次
性删除超过 140 万行数据时，系统便报回滚段空间不足，删除失败。经实验计













基于 ORACLE RAC 平台的海量数据 DML 处理性能的研究 
算，一次删除 120 万行数据，删除所需要耗费的时间是 3 分半钟，如果按这种
速度删除 20 亿行数据的话，需要 95 个小时才能删除完成。而在数据删除过程
中，占用了大量的 CPU 和 IO 资源，为不影响白天高峰期的系统性能，每次删除
都必须放在半夜进行……” 
其实，电信行业就是海量数据库处理的典型例子。比如，浙江移动，预付





1) 深入研究 Oracle RAC 机制，充分分析 Oracle 10g RAC 引以自豪的网
格应用核心技术。架设 Oracle RAC 实例，测试 Oracle RAC 三大性能
特点，以及双节点 RAC 带来的性能提升，实验证明 RAC 应用的可行性与
优越性。利用当前发展的软硬件趋势，为大型企业用户设计一个高稳定、
高性能、低成本的企业信息平台。 
2) 在 Oracle 10g RAC 平台下，利用 Oracle 10g Bulk Binds 技术，研究
出一种通过提高 RAC 数据库系统缓冲区，采用分组的批量绑定方案，大
幅度提高海量数据 DML 处理能力的方案，有效解决海量数据库 DML 处理
效率低下的问题。 
1.3 本文的主要内容和组织 
本文主要通过对 Oracle 10g 数据库的研究，深入分析 Oracle RAC 核心机
制，架设实例测试 RAC 三大特点，在同一条件下，测试对比单节点与双节点性
能；以实验数据为基础，提出一种利用 Oracle 10g RAC 架设高性能、低成本
的集群数据库平台的解决方案；并在 Oracle 10g RAC 平台下，使用 Oracle 10g 
Bulk Binds 技术，研究出一种通过提高 RAC 数据库系统缓冲区，采用分组的批
量绑定解决方案，大幅度提高海量数据 DML 处理能力的方案，有效解决数据库
海量数据 DML 处理效率低下的问题。 
本文的组织如下： 













Degree papers are in the “Xiamen University Electronic Theses and Dissertations Database”. Full
texts are available in the following ways: 
1. If your library is a CALIS member libraries, please log on http://etd.calis.edu.cn/ and submit
requests online, or consult the interlibrary loan department in your library. 
2. For users of non-CALIS member libraries, please mail to etd@xmu.edu.cn for delivery details.
厦
门
大
学
博
硕
士
论
文
摘
要
库
