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THE AHLSWEDE–KHACHATRIAN THEOREM ON CROSS
t-INTERSECTING FAMILIES
SANG JUNE LEE, MARK SIGGERS, AND NORIHIDE TOKUSHIGE
Abstract. Two families, A and B, of subsets of [n] are cross t-intersecting if for every
A ∈ A and B ∈ B, A and B intersect in at least t elements. For a real number p and a
family A the product measure µp(A) is defined as the sum of p|A|(1 − p)n−|A| over all
A ∈ A. For every non-negative integer r, and for large enough t, we determine, for any
p satisfying r
t+2r−1 ≤ p ≤ r+1t+2r+1 , the maximum possible value of µp(A)µp(B) for cross
t-intersecting families A and B. In this paper we prove a stronger stability result which
yields the above result.
1. Introduction
Let n ≥ t be positive integers. Let [n] := {1, 2, . . . , n} and 2[n] := {F : F ⊂ [n]}. A
family of subsets A ⊂ 2[n] is called t-intersecting if |A ∩ A′| ≥ t for all A,A′ ∈ A. For any
real number p ∈ (0, 1) and a family A ⊂ 2[n], we define the product measure µp of A by
µp(A) :=
∑
A∈A
p|A|(1− p)n−|A|.
What is the maximum product measure of t-intersecting families? To answer this question,
let r be a non-negative integer and let
F tr := {F ⊂ [n] : |F ∩ [t+ 2r]| ≥ t+ r}.
The family F tr is t-intersecting since |F ∩ F ′ ∩ [t+ 2r]| ≥ t for all F, F ′ ∈ F tr. Two families
A,A′ ⊂ 2[n] are isomorphic, denoted by A ∼= A′, if A′ = {{pi(a) : a ∈ A} : A ∈ A}, where
pi is a permutation on [n]. Answering a conjecture of Frankl, and extending partial results
by Frankl and Fu¨redi in [6], the following result is essentially proved in [1] by Ahlswede and
Khachatrian, see also [2, 3, 4, 10].
Theorem 1. If A ⊂ 2[n] is t-intersecting, then
µp(A) ≤ max
0≤r≤n−t2
µp(F tr).
Moreover, equality holds if and only if A ∼= F tr for some r.
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Grouping the subsets in the family F tr according to the size of their intersection with
[t+ 2r] we see
µp(F tr) =
r∑
i=0
(
t+ 2r
i
)
pt+2r−iqi. (1)
By comparing µp(F tr+1 \ F tr) =
(
t+2r
r+1
)
pt+r+1qr+1 and µp(F tr \ F tr+1) =
(
t+2r
r
)
pt+rqr+2, one
sees that µp(F tr+1)− µp(F tr) is positive, 0, negative if and only if p− r+1t+2r+1 is positive, 0,
negative, respectively. In particular, if
r
t+ 2r − 1 ≤ p ≤
r + 1
t+ 2r + 1
, (2)
then
µp(F t0) < µp(F t1) < · · · < µp(F tr−1) ≤ µp(F tr) ≥ µp(F tr+1) > µp(F tr+2) > · · · .
Thus the Ahlswede–Khachatrian theorem says that the maximum product measure of t-
intersecting families is given by µp(F tr) provided that t, p, and r satisfy (2).
We extend this result to two families in 2[n]. Two families A,B ⊂ 2[n] are cross t-
intersecting if |A ∩ B| ≥ t for all A ∈ A and B ∈ B. In this case, it is conjectured in [9]
that
µp(A)µp(B) ≤ µp(F tr)2 (3)
under the assumption of (2). The inequality (3) was proved for r = 0 and n ≥ t ≥ 14 in [7]
and for r = 1 and n ≥ t ≥ 200 in [9].
In this paper, using the random-walk method that was introduced by Frankl in [5], we
verify that this conjecture holds for every fixed r and large t. That is we prove the following,
referring to [7] for the case r = 0.
Theorem 2. For every integer r ≥ 0, there exists an integer t0 = t0(r), depending only on
r, such that for all n ≥ t ≥ t0(r) and all p with rt+2r−1 ≤ p ≤ r+1t+2r+1 , the following holds.
If A,B ⊂ 2[n] are cross t-intersecting, then
µp(A)µp(B) ≤ µp(F tr)2. (4)
Moreover, equality holds if and only if one of the following holds:
((i)) A = B ∼= F tr−1 and p =
r
t+ 2r − 1 ,
((ii)) A = B ∼= F tr and
r
t+ 2r − 1 ≤ p ≤
r + 1
t+ 2r + 1
, or
((iii)) A = B ∼= F tr+1 and p =
r + 1
t+ 2r + 1
.
In this paper we do not attempt to optimize t0(r). We simplify calculations by assuming,
for each fixed r, that t is sufficiently large. As such, when we use asymptotic notation such
as o(1), O(f), or f  g, it is always asymptotic in t, with r fixed, and p being some fixed
proportion of the way through the range (2).
We also consider the stability of extremal structures. Suppose that A,B ⊂ 2[n] are cross
t-intersecting families. If condition (2) is satisfied and µp(A)µp(B) is close to the maximum
value, then we can ask whether A and B are close to (isomorphic copies of) the extremal
families F tr−1,F tr, or F tr+1, where we understand two families F and G are close if their
symmetric difference F4G = (F \G)∪ (G \F) has small measure. We are able to show that
this is true if two families satisfy the additional condition of being ‘shifted.’
A family A ⊂ 2[n] is shifted if A ∈ A and {i, j} ∩ A = {j} for some 1 ≤ i < j ≤ n
imply (A \ {j}) ∪ {i} ∈ A. It is known (see, e.g., Lemma 2.3 in [7]) that for any given
THE AK THEOREM ON CROSS t-INTERSECTING FAMILIES 3
cross t-intersecting families A,B ⊂ 2[n] one can apply a sequence of shifting operations to
them and get shifted cross t-intersecting families A′,B′ ⊂ 2[n] such that µp(A) = µp(A′)
and µp(B) = µp(B′). Notice that the definition of a shifted family depends on the ordering
of [n], so an isomorphic copy of a shifted family is not necessarily shifted in this sense.
A family A is inclusion maximal if A ⊂ A′ and A ∈ A imply A′ ∈ A as well. Since we are
interested in the maximum measure of cross t-intersecting families, we always assume that
families are inclusion maximal. It is not difficult to see that the property of being inclusion
maximal is invariant under shifting operations.
Two families A and B are t-nice if they are shifted, inclusion maximal, and cross t-
intersecting. We obtain the following statement of stability.
Theorem 3. For every integer r ≥ 0 and all real numbers  ∈ (0, 1/2) and C > 2, there
exists an integer t0 = t0(r, , C) such that for all n ≥ t ≥ t0 the following holds. Let
r+
t ≤ p ≤ r+1−t , and let A,B ⊂ 2[n] be t-nice families. If
µp(A)µp(B) ≥ (1− δ)µp(F tr)2 (5)
with δ ∈ (0, /(r + 1)), then
µp(A4F tr) + µp(B4F tr) ≤ C
(
1−√1− δ
)
µp(F tr). (6)
For r = 0, a similar result was proved in [7]; for the same t it is weaker than this, but it is
proved for t0 = 14. There are some points about this theorem that bear further explanation.
For one, no matter how close we require that µp(A)µp(B) be to µp(F tr)2 in (5) there are
t-nice families A and B, which are not subfamilies of F tr, that satisfy (6). Indeed, consider
the families
A = B =
(
F tr \
(
[t+2r]
t+r
)) unionsq {G unionsq [t+ 2r + 1, n] : G ∈ ( [t+2r]t+r−1)}.
The families A and B are t-nice, and µp(A)µp(B)→ µp(F tr)2 for n t as t→∞. Theorem 3
says that such families A and B must be close to F tr in the sense that the sum of their
measures µp(A4F tr)+µp(B4F tr) goes to 0. Observe that with such a definition of closeness,
inequality (6) is sharp. Indeed, if A = B ⊂ F tr and µp(A) =
√
1− δµp(F tr) then the LHS of
(6) is precisely 2(1−√1− δ)µp(F tr).
Another point we should explain is the reduced range of p in the statement of the theorem.
When p = (r+1)/(t+2r+1) we have µp(F tr+1) = µp(F tr), so to make a statement of stability
with respect to F tr it is necessary to move p away from this point. We thus introduce a gap
of  into the bound p < (r + 1 − )/(t + 2r + 1), and once this is introduced, we absorb
constants into it and simplify it to p < (r + 1 − )/t. Similarly, we require p > (r + )/t
because of the family F tr−1. As  goes to 0, we must introduce δ in (5) that depends on .
It turns out that the condition δ < /(r+ 1) is sharp. Indeed, consider the following pair
of families:
A = F t−1r+1 and B = F t+1r .
The families A and B are t-nice, and far from F tr, in fact, both µp(A \ F tr)/µp(F tr) and
µp(F tr \ B)/µp(F tr) go to infinity as t → ∞. On the other hand, one can show that if
p = r+1−t , then
µp(A)µp(B)
µp(F tr)2
=
(
1− 
r + 1
)
(1 + o(1))
(See (12)). So the condition δ < /(r + 1) cannot be improved.
For a full stability result, we must consider these other extremal families. We do this with
the more complicated Theorem 4, from which Theorem 3 follows as a corollary. Assume
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that A and B are t-nice families, and (2) is satisfied. Theorem 4 says that either µp(A)µp(B)
is much smaller than the optimal value µp(F tr)2, or {A,B} is close to one of
{F tr−1,F tr−1}, {F tr,F tr}, {F tr+1,F tr+1}, {F t−1r ,F t+1r−1}, or {F t−1r+1,F t+1r }. (7)
We denote the set of pairs of subscripts of the extremal families in (7) by
Rex :=
{ {(0, 0), (1, 1), (1, 0)} if r = 0
{(r − 1, r − 1), (r, r), (r + 1, r + 1), (r, r − 1), (r + 1, r)} if r ≥ 1. (8)
If µp(A)µp(B) is close to optimal, then we will have, up to switching A and B, that (A,B)
is close to (Fus ,Fvs′) for a unique (s, s′) ∈ Rex, with u = t − (s − s′) and v = t + (s − s′).
Again, to quantify ‘close to’ we consider the measure of the symmetric differences A4Fus and
B4Fvs′ . We could just sum these, but we will observe below, in (19), that µp(F tr) = Θ(pt),
so the measures of Fus and Fvs′ can be vastly different. It is natural, therefore, to normalise
the measures of these symmetric differences with respect to the measures of Fus and Fvs′ .
We thus define the following normalised measures:
X := pt−uµp(A) + pt−vµp(B),
XF := pt−uµp(Fus ) + pt−vµp(Fvs′),
X∆ := p
t−uµp(A4Fus ) + pt−vµp(B4Fvs′),
X∗ := pt−uµp(A \ Fus ) + pt−vµp(B \ Fvs′).
Now we can state our main result.
Theorem 4. For every integer r ≥ 0, and all real numbers , 1 ∈ (0, 1/2), and δ1 ∈
(0, 1/(r + 2)), there exists an integer
t0 =
{
t0(r, 1, δ1) for r ≥ 1,
t0(, 1, δ1) for r = 0
such that for all n ≥ t ≥ t0 the following holds. Let
r
t+ 2r − 1 ≤ p ≤
r + 1
t+ 2r + 1
for r ≥ 1, and 
t
≤ p ≤ 1
t+ 1
for r = 0,
and let A,B ⊂ 2[n] be t-nice families. Suppose
µp(A)µp(B) ≥ (1− δ1)µp(F tr)2. (9)
Then, up to switching A and B, there exists unique (s, s′) ∈ Rex such that, for
u = t− (s− s′) and v = t+ (s− s′),
the following hold.
(a) X ≤ XF with equality holding if and only if A = Fus and B = Fvs′ ,
(b) X∗ ≤ 1X∆, and
(c) µp(A)µp(B) ≤ µp(Fus )µp(Fvs′) with equality holding if and only if A = Fus and
B = Fvs′ .
What does this say exactly? It says that if the product of the measures of A and B is
close to optimal, then (A,B) is close to one of the pairs (Fus ,Fvs′) of extremal families in (7),
and has measure not greater than theirs. That (A,B) is close to such (Fus ,Fvs′) is stated
as (b). That the measure of (A,B) is at most that of (Fus ,Fvs′) is stated with (a) and (c).
We explain why there are two statements. The statements are very similar when (9) holds.
Statement (c) is perhaps the more obvious statement, in light of the required inequality (4)
of Theorem 2, and in the case that s = s′ = r it is all we need for proving both Theorem
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2 and 3. Moreover, in this case (c) follows from (a) by the AM-GM inequality. When
s− s′ = 1 things are not so clean, and we need both statements. Statement (a) is stronger
as p approaches r/(t+ 2r− 1) or (r+ 1)/(t+ 2r+ 1) and so we use this to prove Theorem 2.
When p is bounded away from these endpoints, (c) is stronger (and harder to prove) than
statement (a). We use it to prove Theorem 3.
We mention that the inequality X ≤ XF in (a) is not necessarily true unless (9) holds.
Indeed if, e.g., {A,B} = {∅, 2[n]}, or {{[t]},⋃i≥t ([n]t )}, then it follows that X  XF if
n t.
We also mention that the condition δ1 <
1
r+2 is tight. To see this, let {A,B} =
{F t−1r+2,F t+1r+1}, or {F t−2r+2,F t+2r }, and let p = r+1t+2r+1 . Then A and B are t-nice, and we
have µp(A)µp(B)/µp(F tr)2 > 1− 1r+2 , (and the LHS converges to the RHS as t → ∞,) but
(b) does not hold for any (s, s′) ∈ Rex. This means that one cannot replace the condition
(9) with µp(A)µp(B) > (1− 1r+2 )µp(F tr)2.
The organization of this paper is as follows. In Section 2 we derive Theorems 2 and 3
from Theorem 4. Most of the rest of the paper is dedicated to the proof of Theorem 4.
In Section 3 we recall some useful tools from [7] and [9]. In Section 4.1 we layout our
asymptotic assumptions and use them to give simplified expressions for frequently used
values. In Section 4.2 we reduce Theorem 4 to the essential case: u+v = 2t. We then define
the parameters s and s′, and use them to distinguish three cases for the proof of Theorem 4:
the non-extremal case, the diagonal extremal case, and the non-diagonal extremal case. In
Section 5 we settle the non-extremal case. We deal with the diagonal extremal case in
Section 6, and then, following the proof of this very closely, we consider the non-diagonal
extremal case in Section 7. In Section 8 we make some brief comments about a recent result
of Keller and Lifshitz [8] which is related to Theorem 3.
2. Proofs of Theorems 2 and 3
In this section we derive Theorems 2 and 3 from Theorem 4. We use some basic asymp-
totics from Section 4.1.
2.1. Proof of Theorem 2 (using Theorem 4). The case r = 0 of Theorem 2 is proved
in [7], and hence, we fix r ≥ 1. Let 1 be a fixed constant in (0, 1/2), and let t0 be
t0(r, 1, 1/(r + 3)) of Theorem 4. Let n, t, p be chosen so that n ≥ t ≥ t0 and rt+2r−1 ≤ p ≤
r+1
t+2r+1 .
We first suppose that A,B ⊂ 2[n] are t-nice families. If condition (9) of Theorem 4 does
not hold, then Theorem 2 is clearly true, so assume it holds and apply Theorem 4. This
gives us values (s, s′) ∈ Rex.
In the case that s = s′, we have u = v = t. Item (c) of Theorem 4 gives
µp(A)µp(B) ≤ µp(Fus )µp(Fvs′) = µp(F tr)2,
where the equality holds if and only if A and B satisfy one of (i), (ii), and (iii) of Theorem 2.
In case that s− s′ = 1, the AM-GM inequality and (a) of Theorem 4 imply that
2
√
µp(A)µp(B) ≤ X ≤ XF .
The following claim immediately implies (4).
Claim 1. For t ≥ t0 and (s, s′) ∈ {(r, r − 1), (r + 1, r)} we have
XF = pµp(Fus ) + p−1µp(Fvs′) < 2µp(F tr).
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Except for proving this claim, we have thus proved Theorem 2 provided that A and B are
t-nice families. Now suppose that A and B are (not necessarily shifted) inclusion maximal
and cross t-intersecting families. Let A′ and B′ be t-nice families obtained from A and B
after applying a sequence of shifting operations. Then, by the fact we have just proved, the
families A′ and B′ satisfy the inequality (4) with the equality conditions. Since the measure
is invariant under shifting operations, we have µp(A)µp(B) = µp(A′)µp(B′), and hence, we
still have (4) for A and B. Moreover, it is known from Lemma 6 in [9] that if A′ = B′ ∼= Fxy
then A = B ∼= Fxy . Thus the equality conditions hold for A and B as well. This completes
the proof of Theorem 2, up to the proof of Claim 1, which we give now.
Proof of Claim 1. Since s = s′ + 1, we have that u = t− 1 and v = t+ 1.
First, we consider the case where (s, s′) = (r, r − 1). It follows from (1) (see also (18))
that
µp(F tr) =
(
t+ 2r
r
)
pt+2r−rqr(1 + Θ(1/t2)). (10)
Hence, we can check Claim 1 by comparing the main terms of pµp(Fus ) + p−1µp(Fvs′) and
2µp(F tr). That is, it suffices to show
p
(
t+ 2r − 1
r
)
pt+r−1qr +
1
p
(
t+ 2r − 1
r − 1
)
pt+rqr−1 < 2
(
t+ 2r
r
)
pt+rqr,
that is, (
t+ 2r − 1
r
)
+
(
t+ 2r − 1
r − 1
)
1
pq
< 2
(
t+ 2r
r
)
,
or equivalently,
p(1− p) > r
t+ 3r
.
The LHS is minimized, for p satisfying (2), at p = rt+2r−1 ; and in this case the above
inequality is equivalent to t > r2 − r + 1.
Next, we consider the case where (s, s′) = (r + 1, r). In this case it suffices to show that(
t+ 2r + 1
r + 1
)
pq +
(
t+ 2r + 1
r
)
< 2
(
t+ 2r
r
)
,
or equivalently,
p(1− p) < (r + 1)(t+ 1)
(t+ 2r + 1)(t+ r + 1)
.
The LHS is maximized at p = r+1t+2r+1 and in this case the above inequality is equivalent
to t > r2 − r − 1. 
Although we use [7] for the case r = 0, we could have proved this case with Theorem 4 as
well; but it would have required a slightly more complicated statement. The only problem
in applying Theorem 4 as is, is the condition /t ≤ p in the case r = 0. This condition
is used only in proving Lemma 18, which gives us item (c) of Theorem 4 in the case that
s 6= s′. However, we only need (a) of Theorem 4 to prove Theorem 2.
2.2. Proof of Theorem 3 (using Theorem 4). Let r, , and C > 2 be given, and set 1
so that C = 2/(1−21), ( which implies 1 < 1/2.) Let δ1 = 2/(r+ 2), and t0 = t0(r, 1, δ1)
for r ≥ 1 or t0 = t0(, 1, δ1) for r = 0 be determined by Theorem 4. Let A and B be
families, as in the setup of Theorem 3, that satisfy (5). Then (9) holds, and we can apply
Theorem 4 to get (s, s′) ∈ Rex for which (a)–(c) hold. We consider the following three cases
separately:
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• (s, s′) = (r + 1, r) or (r, r − 1),
• (s, s′) = (r + 1, r + 1) or (r − 1, r − 1),
• (s, s′) = (r, r).
• Suppose that (s, s′) = (r + 1, r) or (r, r − 1). Since s = s′ + 1, we have u = t − 1 and
v = t+ 1. By (c) of Theorem 4, we have
µp(A)µp(B) ≤ µp(F t−1s )µp(F t+1s′ ). (11)
We will show the following claim.
Claim 2. Let (s, s′) ∈ {(r + 1, r), (r, r − 1)} and 0 <  < 1/2. If r+t ≤ p ≤ r+1−t , then
µp(F t−1s )µp(F t+1s′ )
µp(F tr)2
≤
(
1− 
r + 1
)
(1 + o(1)). (12)
Combining (11) and (12) contradicts (5), and hence (s, s′) 6∈ {(r + 1, r), (r, r − 1)}.
• Suppose (s, s′) = (r + 1, r + 1) or (r − 1, r − 1). Part (c) of Theorem 4 implies that
µp(A)µp(B) ≤ µp(F ts)2. (13)
We will show the following claim.
Claim 3. Let (s, s′) ∈ {(r + 1, r + 1), (r − 1, r − 1)} and 0 <  < 1/2. If r+t ≤ p ≤ r+1−t ,
then
max{µp(F tr−1), µp(F tr+1)}
µp(F tr)
≤
(
1− 
r + 1
)
(1 + o(1)). (14)
Combining (13) and (14) again contradicts (5), and hence (s, s′) 6∈ {(r + 1, r + 1), (r −
1, r − 1)}. This leaves us in the following final case.
• Suppose (s, s′) = (r, r). By the AM-GM inequality, and (5), we have
X ≥ 2
√
µp(A)µp(B) ≥ 2
√
1− δ µ(F tr).
Recalling X,XF , X∆, X∗ from the definition preceding Theorem 4, an inclusion-exclusion
argument gives that
X∆ = XF + 2X∗ −X ≤ 2µp(F tr) + 2X∗ − 2
√
1− δµp(F tr) = 2(1−
√
1− δ)µp(F tr) + 2X∗.
This together with X∗ ≤ 1X∆ from (b) of Theorem 4 yields X∆ ≤ 2(1−
√
1− δ)µp(F tr) +
21X∆. Since 0 < 1 < 1/2 we have
X∆ ≤ 2(1−
√
1− δ)
1− 21 µp(F
t
r) = C(1−
√
1− δ)µp(F tr).
This proves (6).
To complete the proof of Theorem 3, there remains just to prove Claims 2 and 3.
Proof of Claim 2. Recall that u = t − 1 and v = t + 1. First, let (s, s′) = (r + 1, r). Note
that r+  < tp < r+ 1− . Using (10), and in the last inequality that tp < r+ 1− , we get
µp(Fus )µp(Fvs′)
µp(F tr)2
=
(
t+2r+1
r+1
)
pt+rqr+1
(
t+2r+1
r
)
pt+r+1qr((
t+2r
r
)
pt+rqr
)2 (1 + o(1))
=
(t+ 2r + 1)2pq
(r + 1)(t+ r + 1)
(1 + o(1))
=
tpq
r + 1
(1 + o(1)) ≤
(
1− 
r + 1
)
(1 + o(1)).
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Next, for the case (s, s′) = (r, r − 1) one can similarly check that
µp(Fus )µp(Fvs′)
µp(F tr)2
=
(
t+2r−1
r
)
pt+r−1qr
(
t+2r−1
r−1
)
pt+rqr−1((
t+2r
r
)
pt+rqr
)2 (1 + o(1))
=
(t+ r)r
(t+ 2r)2pq
(1 + o(1)) =
r
tpq
(1 + o(1))
≤ r
r + 
(1 + o(1)) < 1− 
r + 1
.

Proof of Claim 3. Here we have u = v = t. By (10) we get
µp(F tr−1)
µp(F tr)
=
(
t+2r−2
r−1
)
pt+r−1qr−1(
t+2r
r
)
pt+rqr
(1 + o(1)) =
r(t+ r)
(t+ 2r)(t+ 2r − 1)pq (1 + o(1))
=
r(1 + o(1))
tpq
≤ r(1 + o(1))
r + 
< 1− 
r + 1
,
and
µp(F tr+1)
µp(F tr)
=
(
t+2r+2
r+1
)
pt+r+1qr+1(
t+2r
r
)
pt+rqr
(1 + o(1)) =
(t+ 2r + 2)(t+ 2r + 1)pq
(r + 1)(t+ r + 1)
(1 + o(1))
=
tpq(1 + o(1))
r + 1
≤
(
1− 
r + 1
)
(1 + o(1)).

3. Preliminary tools
3.1. Walks corresponding to subsets. It is useful to regard a set F ⊂ [n] as an n-step
walk starting at the origin (0, 0) of the two-dimensional grid Z2 as follows. If i ∈ F , then
the i-th step is up from (x, y) to (x, y + 1). Otherwise, the i-th step is right from (x, y) to
(x+ 1, y). From now on, we refer to F ⊂ [n] as a set or a walk.
0 1 2 3
1
2
Figure 1. Walk corresponding to {1, 3} ⊂ [5]
A walk F reaches the point (j, j+`) on the line y = x+` if and only if |F ∩[`+2j]| = `+j.
For an integer ` ≥ 0 let
F` :=
⋃
j≥0
F`j =
{
F ⊂ [n] : ∣∣F ∩ [`+ 2j]∣∣ ≥ `+ j for some j ≥ 0}
be the family of all walks that hit the line y = x+ `, whereF`j is defined in (1).
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We further define
F˜` := F`+1 = {F ∈ F` : F hits y = x+ `+ 1},
F˙` := {F ∈ F` : F hits y = x+ ` exactly once, but does not hit y = x+ `+ 1},
F¨` := {F ∈ F` : F hits y = x+ ` at least twice, but does not hit y = x+ `+ 1}.
This gives a partition
F` = F˜` unionsq F˙` unionsq F¨`.
Let F˙`i := F˙` ∩ F`i and F¨`i := F¨` ∩ F`i .
One can estimate the measure of the families defined above using random walks, and
this is one of the main ideas for proving our results. Consider an infinite random walk in
the plane starting from the origin, each step of which is a random variable, independent of
other steps, going up with probability p and right with probability q := 1− p. The product
measure of the family of walks that satisfy some property is the probability of a random
walk satisfying that property.
Example 4. Let F be the family of all walks that hit the point (s, u+ s) for integers u and
s. There are
(
u+2s
s
)
different walks from (0, 0) to (s, u + s), and a random walk is any one
of these with probability pu+sqs, so µp(F) =
(
u+2s
s
)
pu+sqs.
With a little more work, one can show that the infinite random walk hits the line y = x+`
with probability precisely α`, where α := p/q. Based on this fact, one can show the following.
Lemma 5 (Lemma 2.2 in [7]). For any positive integer `, the following hold.
((i)) We have µp(F`) ≤ α`, µp(F˜`) ≤ α`+1, and µp(F¨`) ≤ α`+1.
((ii)) If F ⊂ 2[n] and no walk in F hits the line y = x+ `, then µp(F) < 1−α` + o(1),
where o(1)→ 0 as n→∞.
We will also use the following fact.
Fact 6 (Lemma 2.13 in [7]). The number of walks from (0, 0) to (s, `+ s) ∈ N2 that do not
hit the line y = x+ `+ 1 is (
`+ 2s
s
)
−
(
`+ 2s
s− 1
)
.
3.2. Dual walks and some facts. For A ⊂ [n], let (A)i be the i-th smallest element of A.
For A,B ⊂ [n], we say that A shifts to B, denoted by
A→ B,
if |A| ≤ |B| and (A)i ≥ (B)i for each i ≤ |A|. As an example, we have {2, 4, 6} → {1, 4, 5, 7}.
Viewing A and B as walks, A→ B means that the walk B is above the walk A on the grid
Z2. The dual of A ⊂ [n] with respect to t is defined by
dualt(A) := [(A)t − 1] ∪ ([n] \A). (15)
See Figure 3 for an example of a walk and its dual.
Note that |A ∩ dualt(A)| = t − 1. Furthermore, dualt(A) is the shift minimal walk
satisfying this condition, and hence, if |A ∩ B| = t − 1 then B → dualt(A). As walks,
dualt(A) is obtained by reflecting A across the line y = x + (t − 1) and replacing the part
x < 0 with the path connecting (0, 0) and (0, (A)t − 1).
The following fact is immediate.
Fact 7 (Facts 2.8 and 2.9 in [7]).
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(i) Let F be a shifted, inclusion maximal family in 2[n]. If F ∈ F and F → F ′, then
F ′ ∈ F .
(ii) Let A and B be cross t-intersecting families. If A ∈ A, then dualt(A) 6∈ B.
4. Setup for the proof of Theorem 4
The rest of the paper is dedicated to the proof of Theorem 4.
4.1. Basic Asymptotics. In this section we talk about the assumptions we will use in
asymptotic arguments.
From now on, we let r ≥ 0 be a fixed integer, and let t be a sufficiently large integer
depending on r. Since we are interested in the maximum possible measure µp(A)µp(B)
over all t-nice pairs {A,B}, where A,B ⊂ 2[n], and this value is non-decreasing in n (see
Lemma 2.12 in [7]), we may assume that n is sufficiently large compared to t. Consequently,
we assume that
0 ≤ r  t n.
First assume that r ≥ 1, and p satisfies
r
t+ 2r − 1 ≤ p ≤
r + 1
t+ 2r + 1
,
which gives
p = Θ(1/t) = o(1) and r − o(1) < tp < r + 1, (16)
where o(1) goes to 0 as t→∞. This implies that(
1− r + 1
t
)t
< (1− p)t <
(
1− r − o(1)
t
)t
,
and using q = 1 − p it follows that e−(r+1)(1 − o(1)) < qt < e−r(1 + o(1)), in particular,
qt = Θ(1). We also have that
α =
p
q
= p+ p2 + · · · = p+O(p2) and αt = p
t
qt
= Θ(pt). (17)
To simplify (1) we write
µp(F tr) =
r∑
i=0
(
t+ 2r
i
)
pt+2r−iqi =
(
t+ 2r
r
)
pt+rqr(1 + Θ(1/t2)) =
(tp)r
r!
pt(1 + Θ(1/t2)).
(18)
Using (16), this reads
µp(F tr) = Θ(pt). (19)
If r = 0 then (17) and (19) trivially hold. In particular, µp(A)µp(B) = Θ(p2t) holds for any
pair {A,B} in (7) for r ≥ 1, as well as {A,B} in {F t0,F t0}, {F t1,F t1}, and {F t−11 ,F t0}.
4.2. Initial reductions and definition of cases. In this section, we make initial reduc-
tions for the proof of Theorem 4, and introduce parameters by which we can break the
remainder of the proof into cases.
We have already fixed r ≥ 0. Let , 1 ∈ (0, 1/2) and δ1 ∈ (0, 1/(r+ 2)) be given. We will
choose t0, depending on these constants, to be sufficiently large. Only δ1 matters in this and
the next sections, and then  or 1 will get involved in Sections 6 and 7. Choose n t ≥ t0.
Let A,B ⊂ 2[n] be t-nice families. Where λ(F), for F ⊂ 2[n], is the maximum ` such that
F ⊂ F`, let
u := λ(A) and v := λ(B).
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Without loss of generality, we may assume that u ≤ v. Since A and B are t-nice, we have
u+ v ≥ 2t, see e.g., Lemma 2.11 of [7].
Since A ⊂ Fu, we have a partition A = A˜ unionsq A˙unionsq A¨, where A˜ = A∩ F˜u, A˙ = A∩ F˙u, and
A¨ = A ∩ F¨u. Similarly, we have a partition B = B˜ unionsq B˙ unionsq B¨ ⊂ Fv.
Lemma 8. If either u+ v > 2t, A˙ = ∅, or B˙ = ∅, then µp(A)µp(B) µp(F tr)2.
Proof. Suppose that u + v > 2t. Lemma 5 yields that µp(A) ≤ αu and µp(B) ≤ αv, so by
(17) and (19) it follows
µp(A)µp(B) ≤ αuαv ≤ α2t+1 = O(p2t+1) µp(F tr)2.
Next suppose that A˙ = ∅, then Lemma 5 gives
µp(A) = µp(A˜) + µp(A¨) ≤ 2αu+1,
and thus
µp(A)µp(B) ≤ 2αu+1αv = 2α2t+1  µp(F tr)2.
The same holds if B˙ = ∅. 
Lemma 8 guarantees the existence of t0 depending on r and δ1 such that if t ≥ t0 and
A and B are t-nice families satisfying (9), then we necessarily have that u+ v = 2t, A˙ 6= ∅,
and B˙ 6= ∅. Moreover, one can show the following.
Lemma 9 (Lemma 3.2 in [7]). Suppose that A˙ 6= ∅ and B˙ 6= ∅. Then, there exist unique non-
negative integers s and s′ such that A˙unionsqA¨ ⊂ Fus and B˙unionsqB¨ ⊂ Fvs′ . Moreover, s−s′ = (v−u)/2.
In particular, s ≥ s′.
Here, we record the main discussion of this and the previous section.
Setup. For a proof of Theorem 4 we may assume the following.
• r ≥ 0 is a fixed integer.
• , 1 ∈ (0, 1/2), and δ1 ∈ (0, 1r+2 ) are fixed real numbers.
• r  t n. (t depends on r, , 1, δ1, which will be described later.)
• rt+2r−1 ≤ p ≤ r+1t+2r+1 for r ≥ 1, and t ≤ p ≤ 1t+1 for r = 0.
• q = 1− p and α = p/q.
• A,B ⊂ 2[n] are t-nice, that is, shifted, inclusion maximal, and cross t-intersecting.
• u = λ(A), v = λ(B), u+ v = 2t, 1 ≤ u ≤ t ≤ v ≤ 2t.
• s ≥ s′ ≥ 0, s− s′ = (v − u)/2, u = t− (s− s′), v = t+ s− s′.
• A = A˜ unionsq A˙ unionsq A¨ ⊂ Fu, B = B˜ unionsq B˙ unionsq B¨ ⊂ Fv, A˙ 6= ∅, B˙ 6= ∅, A˙ unionsq A¨ ⊂ Fus ,
B˙ unionsq B¨ ⊂ Fvs′ .
Under this setup, the proof of Theorem 4 breaks down into three cases: Recalling Rex
defined in (8), we consider
NE: the non-extremal case (s, s′) 6∈ Rex,
DE: the diagonal extremal case (s, s′) ∈ Rex and s = s′,
NDE: the non-diagonal extremal case (s, s′) ∈ Rex and s = s′ + 1.
5. Non-extremal cases
In this section, we deal with the case NE, that is, the case when (s, s′) 6∈ Rex. We prove
the following lemma. By choosing t0, depending on δ1, sufficiently large, the lemma shows
that Theorem 4 holds vacuously for t ≥ t0, since (9) does not hold.
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Lemma 10. If (s, s′) 6∈ Rex then
µp(A)µp(B) <
(
1− 1
r + 2
)
µp(F tr)2(1 + o(1)).
For a proof of Lemma 10, recall that A = A˜ unionsq A˙ unionsq A¨ ⊂ F˜u unionsq F˙us unionsq F¨us . Recall also
that no walk in F˙us unionsq F¨us hits the line y = x + u + 1 while all walks in Fus hit one of
(0, u+ 2s), (1, u+ 2s− 1), . . . , (s, u+ s). Since F˙us unionsq F¨us ⊂ Fus all walks in F˙us unionsq F¨us must hit
(s, u+ s). Thus, by Example 4, we have
µp(F˙us unionsq F¨us ) ≤
(
u+ 2s
s
)
pu+sqs <
(
u+ 2s
s
)
pu+s.
This together with µp(F˜u) ≤ αu+1 = (p/q)u+1, which we get from Lemma 5, yields
µp(A) ≤ µp(F˜u unionsq F˙us unionsq F¨us ) <
(
p
q
)u+1
+
(
u+ 2s
s
)
pu+s = h(u, s) pu,
where
h(i, j) :=
p
qi+1
+
(
i+ 2j
j
)
pj . (20)
Similarly we have µp(B) ≤ h(v, s′)pv. Thus we have
µp(A)µp(B) < h(u, v)h(v, s′)pu+v = h(u, v)h(v, s′)p2t.
Hence, in order to show Lemma 10, it suffices to show
h(u, s)h(v, s′)p2t <
r + 1
r + 2
µp(F tr)2(1 + o(1)). (21)
5.1. The case when s is large. In this subsection we show (21) for the case s ≥ 2e(r+1).
We start by bounding the terms in h(u, s) and h(v, s′) using the following claim, which uses
only elementary calculus.
Claim 11. If s ≥ 2e(r + 1), then we have
((i)) max{p/qu+1, p/qv+1} = O(p),
((ii))
(
u+2s
s
)
ps < e−e(r+1),
((iii))
(
v+2s′
s′
)
ps
′
< 1.001e2(r+1).
Proof. (i) Using u ≤ v ≤ 2t and qt = Θ(1), we have that
max{p/qu+1, p/qv+1} ≤ p/q2t+1 = O(p).
(ii) We have (
u+ 2s
s
)
ps <
(u+ 2s)s
s!
ps <
(u+ 2s)s
(s/e)s
ps =
(eup
s
+ 2ep
)s
.
Using up ≤ tp < r + 1 and the assumption s ≥ 2e(r + 1), we have (eup)/s < 1/2. Also, we
have 2ep < 0.1. Thus we get(
u+ 2s
s
)
ps <
(
1
2
+ 0.1
)s
<
(
1√
e
)s
≤
(
1√
e
)2e(r+1)
= e−e(r+1).
(iii) If s′ = 0 then the inequality is true. Let s′ > 0. First observe(
v + 2s′
s′
)
ps
′
<
(
2t+ 2s′
s′
)(
r + 1
t
)s′
<
(2t+ 2s′)s
′
(s′/e)s′
(
r + 1
t
)s′
=
(
2e(r + 1)(s′ + t)
s′t
)s′
=: γ.
We consider now three cases, depending on s′.
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• If s′ ≥ √t then
s′ + t
s′t
≤
√
t+ t√
tt
=
1
t
+
1√
t
<
1
2e(r + 1)
for t ≥ t0. Thus γ < 1.
• If 2e(r + 1) < s′ < √t then 2e(r+1)s′ < 1, and hence,
γ <
(
s′ + t
t
)s′
<
(
t+
√
t
t
)√t
< e.
• Finally let 0 < s′ < 2e(r+1). We divide γ into two parts ( s′+tt )s
′
and ( 2e(r+1)s′ )
s′ .
For the first part we have(
s′ + t
t
)s′
<
(
1 +
2e(r + 1)
t
)2e(r+1)
< 1.001
for t ≥ t0. For the second part, the derivative gives that ( 2e(r+1)s′ )s
′
is maximized
at s′ = 2(r + 1) as e2(r+1). Thus γ < 1.001e2(r+1).
This completes the proof of the claim. 
Now we prove (21). By the previous claim we have
h(u, s)h(v, s′) <
(
O(p) + e−e(r+1)
)(
O(p) + 1.001e2(r+1)
)
= 1.001e−(r+1)(e−2) +O(p) < 1.01e−(r+1)(e−2).
Using µp(F tr) ≥ µp(F t0) = pt for r ≥ 1 we get
h(u, s)h(v, s′)p2t
µp(F tr)2
≤ h(u, s)h(v, s′) < 1.01e−2(e−2) < 1
4
<
r + 1
r + 2
.
This completes the proof of (21), and thus, of Lemma 10 for the case s ≥ 2e(r + 1).
5.2. The case when s is small. In this subsection we show (21) for the case s < 2e(r+1).
In this case, we take advantage of the fact that s = O(1) is much smaller than t. Let us
estimate h(u, s) defined in (20). Using p/qu+1 = o(1) and u + 2s ≤ t + 2s = t + O(1) we
have
h(u, s) =
p
qu+1
+
(
u+ 2s
s
)
ps ≤ o(1) + (t+O(1))
s
s!
ps =
(tp)s
s!
(1 + o(1)).
Similarly, h(v, s′) = (tp)
s′
s′! (1 + o(1)). Combining these with µp(F tr) = (tp)
r
r! p
t(1 + o(1))
(cf. (18)), we have
g(s, s′) :=
h(u, s)h(v, s′)p2t
µp(F tr)2
=
(r!)2(tp)s+s
′−2r
s!s′!
(1 + o(1)). (22)
In order to prove (21), it suffices to show that
g(s, s′) <
r + 1
r + 2
(1 + o(1)). (23)
Our proof of (23) is based on the following observation.
Claim 12. Let S = {s ∈ N : 0 ≤ s < 2e(r + 1)}. There is t0 depending on r such that for
t ≥ t0 the following holds.
((i)) g(s, s′) > g(s+ 1, s′ − 1) for s ≥ s′ > 0.
((ii)) g(s, s) ≤ max{g(r − 2, r − 2), g(r + 2, r + 2)} for s ∈ S \ {r − 1, r, r + 1},
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((iii)) g(s, s− 1) ≤ max{g(r − 1, r − 2), g(r + 2, r + 1)} for s ∈ S \ {0, r, r + 1}.
Of course, s and s′ can never be negative, so when r = 0 or 1 we replace g(·, r− 2) in (ii)
or (iii) with 0.
Proof. (i) It follows from (22) that if t is large enough then g(s, s′) > g(s + 1, s′ − 1) is
equivalent to s+ 1 > s′.
(ii) Recall that r − o(1) < tp < r + 1. By comparing g(x− 1, x− 1) and g(x, x), we have
that if t is large enough then
g(1, 1) < g(2, 2) < · · · < g(r − 1, r − 1) and g(r, r) > g(r + 1, r + 1) > · · · .
(iii) Let F (s) := g(s, s − 1). Then, by (20), we have that if t is large enough then
F (s) < F (s+ 1) is equivalent to (s+ 1)s < (tp)2. Hence,
F (1) < F (2) < · · · < F (r) and F (r + 1) > F (r + 2) > · · · .
Indeed, if s ≤ r − 1, then (s + 1)s ≤ r(r − 1) < (r − o(1))2 < (tp)2. On the other hand, if
s ≥ r + 1, then (s+ 1)s ≥ (r + 2)(r + 1) > (r + 1)2 > (tp)2. 
The arrows in Figure 2 illustrates the relation between the value g(s, s′) for value of s
and s′ considered in Claim 12. We mention that (23) does not hold for (s, s′) ∈ Rex, which
is the reason that we do not draw arrows starting from the points in Rex. The figure tells us
that in order to show (23) for (s, s′) 6∈ Rex it suffices to check the following starting points
when s and s′ are non-negative:
(s, s′) ∈ {(r − 2, r − 2), (r + 2, r + 2), (r − 1, r − 2), (r + 2, r + 1),
(r + 2, r), (r + 2, r − 1), (r + 1, r − 1), (r + 1, r − 2), (r, r − 2)}.
s
s′
r − 1 r r + 1
r − 1
r
r + 1
•
•
•
•
•
•
•
•
••
••••
Figure 2. Relations on g(s, s′)
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The verification of (23) for these cases follows from easy computation. For example,
g(r − 2, r − 2) ≤ r
2(r − 1)2
(tp)4
(1 + o(1)) ≤ (r − 1)
2
r2
(1 + o(1))→ (r − 1)
2
r2
as t→∞, and to mean this situation we write
g(r − 2, r − 2)↗ (r − 1)
2
r2
.
Similarly we have
g(r + 2, r + 2)↗ (r + 1)
2
(r + 2)2
, g(r − 1, r − 2)↗ r − 1
r
, g(r + 2, r + 1)↗ r + 1
r + 2
,
g(r + 2, r)↗ r + 1
r + 2
, g(r + 2, r − 1)↗ r
r + 2
, g(r + 1, r − 1)↗ r
r + 1
,
g(r + 1, r − 2)↗ r − 1
r + 1
, g(r, r − 2)} ↗ r − 1
r
.
Therefore, we get (23) for all (s, s′) 6∈ Rex, which completes the proof of Lemma 10 for the
case s < 2e(r + 1).
So far, we have proved Theorem 4 in the case ND.
6. Diagonal extremal cases
In this section we deal with the case DE, that is, we assume that
(s, s′) = (r − 1, r − 1), (r, r), or (r + 1, r + 1),
or the latter two only, if r = 0. Under the assumption s = s′ we have that u = v = t.
Defining the notation
[a, b]2 := {a+ 2i : i ∈ Z} ∩ [a, b],
we let
Dts(i) := [t− 1] ∪ [t+ s, t+ 2s] ∪ [t+ 2s+ i+ 2, n]2 ∈ F˙ ts.
The parameter i ranges over 1 ≤ i ≤ n − t − 2s − 1 =: imax, where imax is defined so that
Dts(imax) = [t− 1]∪ [t+ s, t+ 2s]. Recalling the definition of the dual walk in (15), we have
(see Figure 3)
dualt(D
t
s(i)) = [t+ s− 1] ∪ [t+ 2s+ 1, t+ 2s+ i+ 1] ∪ [t+ 2s+ i+ 3, n]2
Consider the case where Dts(1) 6∈ A or Dts(1) 6∈ B. By symmetry we may assume that
Dts(1) 6∈ A. In this case we show that Theorem 4 vacuously holds since (9) does not hold.
Lemma 13. If Dts(1) 6∈ A then µp(A)µp(B)  µp(F tr)2, that is, there exists t0 depending
on r and δ1 such that the negation of (9) holds for all t ≥ t0.
Proof. First we show that
µp(A˙) = O(pt+1). (24)
For a proof, let
W := {W ∈ F˙ ts : W → Dts(1)}.
Since Dts(1) 6∈ A, Fact 7 (i) gives that W → Dts(1) implies W 6∈ A. Lemma 9 gives that
A˙ ⊂ F˙ ts \ W, and hence, µp(A˙) ≤ µp(F˙ ts \ W). Now, all walks in F˙ ts hit the line y = x + t
only at (s, t + s). Hence, they necessarily hit (s, t + s − 1) and the (t + 2s)-th step is ‘up’.
Using Fact 6 with ` = t − 1, the number of ways for a walk in F˙ ts to hit (s, t + s − 1), and
so (s, t + s), is
(
t+2s−1
s
) − (t+2s−1s−1 ). Further, of such walks, those that hit (s, t − 1) are in
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t− 1
t+ s− 1
t+ s+ i− 1
s s+ i
y
=
x
+
t−
1
y
=
x
+
t−
(i
− 1
)y
=
x
+
t+
i
Dts(i)
dualt(D
t
s(i))
Figure 3. Walks Dts(i) and dualt(D
t
s(i))
W, and this can happen in (t+s−1s ) ways. Therefore, looking at only the first t + 2s steps,
we see that
µp(A˙) ≤ µp(F˙ ts \W) ≤
((
t+ 2s− 1
s
)
−
(
t+ 2s− 1
s− 1
)
−
(
t+ s− 1
s
))
pt+sqs
= Θ(ts−1pt+sqs) = Θ((tp)s−1pt+1) = O(pt+1), (25)
which gives (24).
Then we use µp(A¨) + µp(A˜) ≤ αt+1 = O(pt+1), and hence, we infer
µp(A) = µp(A˙) + µp(A¨) + µp(A˜) = O(pt+1).
Since µp(B) ≤ αv = O(pt), we have that µp(A)µp(B) = O(p2t+1). On the other hand, (19)
gives µp(F tr)2 = Θ(p2t). Hence, µp(A)µp(B) µp(F tr)2. 
Now we assume that both A and B contain Dts(1). Then we can define parameters I, J
as follows. Since A is shifted there exists I with 1 ≤ I ≤ imax such that Dts(i) ∈ A for i ≤ I
and Dts(i) 6∈ A for i > I. Similarly there is 1 ≤ J ≤ imax such that Dts(j) ∈ B for j ≤ J and
Dts(j) 6∈ B for j > J . Based on their values, we consider the following two cases.
• Case I: I = J = imax,
• Case II: Either I 6= imax or J 6= imax.
6.1. Case I. Suppose that I = J = imax.
In this case we apply the following to get A,B ⊆ F ts.
Claim 14. If I = imax, then B ⊂ F ts. If J = imax, then A ⊂ F ts.
Proof. By symmetry, it is enough to prove only the first statement. As I = imax, that is,
Dts(imax) ∈ A, Fact 7 (ii) gives that dualt(Dts(imax)) = [n] \ [t+ s, t+ 2s] 6∈ B. So Fact 7 (i)
implies that each walk B ∈ B satisfies B 6→ dualt(Dts(imax)). Note that dualt(Dts(imax)) =
[t + s − 1] ∪ [t + 2s + 1, n], which consists of line segments connecting (0, 0), (0, t + s − 1),
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t− 1
t+ s− 1
t+ s+ I
s s+ I + 1
y
=
x
+
t−
I
Dts(I + 1)
Q
Q−
Q+
Figure 4. Walk Dts(I + 1)
(s+1, t+s−1), and (s+1, n−s−1). Thus each walk B ∈ B must hit one of (0, t+s), (1, t+
s), . . . , (s, t+ s), which means |B ∩ [t+ 2s]| ≥ t+ s. Hence, B ⊂ F ts holds. 
One can easily check that Theorem 4 (a)–(c) follow from Claim 14. Note that the equality
in (a) and (c) holds if and only if A = B = F ts.
6.2. Case II. Suppose that either I 6= imax or J 6= imax.
First we prove
X∗  X∆ −X∗, (26)
that is, (b) of Theorem 4 holds for t ≥ t0, where t0 depends on r and 1. (Note that we do not
assume (9) here.) Since X∗ = µp(A\F ts)+µp(B\F ts) and X∆−X∗ = µp(F ts\A)+µp(F ts\B),
it suffices to show that
µp(B \ F ts) µp(F ts \ A), (27)
µp(A \ F ts) µp(F ts \ B).
By symmetry we only show (27). If I = imax then B ⊂ F ts by Claim 14 and (27) holds.
So we may assume that I 6= imax, and there exists Dts(I + 1) ∈ F˙ ts \ A.
Claim 15. We have µp(F ts \ A) ≥ Θ(ptqI) and µp(B \ F ts) ≤ (q/p)t+I .
Proof. To prove the first inequality, consider walks W such that W → Dts(I+1) and W hits
Q := (s, t + s). Since Dts(I + 1) 6∈ A, we have W ∈ F ts \ A by Fact 7 (i). Since Dts(I + 1)
contains line segments connecting Q− := (s, t− 1), Q, and Q+ := (s+ I + 1, t+ s) it follows
that W must hit Q− and Q+. (See Figure 4.) The number of walks from (0, 0) to Q− is(
t+s−1
s
)
, then there is the unique walk passing Q−, Q, and Q+ which hits (s, t + s). So
the measure of the family of all such walks W is
(
t+s−1
s
)
pt+sqs+I+1. After hitting Q+, to
satisfy W → Dts(I + 1), walks W must not hit the line y = x+ (t− I). This happens with
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probability at least 1−α because the measure of walks starting from Q+ which hit this line
is at most α by (i) of Lemma 5. Thus we obtain
µp(F ts \ A) ≥
(
t+ s− 1
s
)
pt+sqs+I+1(1− α) = Θ(tspt+sqI) = Θ(ptqI). (28)
Next, we prove the second inequality. Since Dts(I) ∈ A, we have that dualt(Dts(I)) 6∈ B.
Referring to Figure 3, with i = I, one sees that the walk dualt(D
t
s(I)) contains line segments
connecting (0, 0), (0, t + s − 1), (s + 1, t + s − 1), and (s + 1, t + s + I); and then from
(s+ 1, s+ t+ I) the walk never hits the line y = x+ (t+ I). Hence, each walk B ∈ B must
hit one of (0, t+ s), (1, t+ s), . . . , (s, t+ s), or y = x+ (t+ I). Note that all walks hitting one
of these s+ 1 points are contained in F ts. Thus, each walk B ∈ B \ F ts hits y = x+ (t+ I).
So by Lemma 5 (i) we have
µp(B \ F ts) ≤ αt+I = (p/q)t+I , (29)
which completes the proof of the claim. 
It follows from the claim that
µp(F tr \ A)
µp(B \ F tr)
≥ Θ
(
ptqI
(p/q)t+I
)
= Θ((q2/p)I) 1,
which yields (27), and then (26). Therefore we have
X = µp(A) + µp(B) = X∗ + µp(A ∩ F ts) + µp(B ∩ F ts)
< X∆ −X∗ + µp(A ∩ F ts) + µp(B ∩ F ts) ≤ 2µp(F ts) = XF ,
and so we get (a) of Theorem 4 without equality. Then (c) follows from (a) with the AM-GM
inequality, that is, µp(A)µp(B) ≤ (X/2)2 < (XF/2)2 = µp(F ts)2.
7. Non-diagonal extremal cases
We now deal with the remaining non-diagonal extremal cases (s, s′) = (r+1, r) or (r, r−1).
In these cases, we have s− s′ = 1, and hence, u = t− 1, and v = t+ 1. The argument here
is similar to that of Section 6, but it is slightly complicated because of the asymmetry of u
and v.
As in Section 6, let
Dus (i) = [u− 1] ∪ [u+ s, u+ 2s] ∪ [u+ 2s+ i+ 2, n]2 ∈ F˙us ,
for 1 ≤ i ≤ n− u− 2s− 1 =: imax, where imax is defined so that Dus (imax) = [u− 1] ∪ [u+
s, u+ 2s]. It is not hard to check
dualt(D
u
s (i)) = [u+ s] ∪ [u+ 2s+ 1, u+ 2s+ i+ 1] ∪ [u+ 2s+ i+ 3, n]2
In particular, dualt(D
u
s (imax)) = [v+ s
′ − 1]∪ [v+ 2s′ + 1, n] = [n] \ [v+ s′, v+ 2s′]. On the
other hand, dualt(D
v
s′(imax)) 6= [n] \ [u+ s, u+ 2s] because of the asymmetry of u and v. To
fix this problem we vary from Section 6 a bit, and let
D˜vs′(j) := [v − 2] ∪ [v + s′ − 1, v + 2s′] ∪ [v + 2s′ + j + 2, n]2 ∈ F˙vs′ ,
for 1 ≤ j ≤ n− v − 2s′ − 1 = n− u− 2s− 1 = imax. Then,
dualt(D˜
v
s′(j)) = [v + s
′ − 2] ∪ [v + 2s′ + 1, v + 2s′ + j + 1] ∪ [v + 2s′ + j + 3, n]2
= [u+ s− 1] ∪ [u+ 2s+ 1, u+ 2s+ j + 1] ∪ [u+ 2s+ j + 3, n]2,
and dualt(D˜
v
s′(imax)) = [n]\ [u+ s, u+ 2s], as desired. We use Dus (i) for A and D˜vs′(j) for B.
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First we show that if Dus (1) 6∈ A or D˜vs′(1) 6∈ B, then Theorem 4 vacuously holds since
(9) does not hold.
Lemma 16. If Dus (1) 6∈ A or D˜vs′(1) 6∈ B, then µp(A)µp(B) µp(F tr)2, that is, there exists
t0 depending on r and δ1 such that the negation of (9) holds for all t ≥ t0.
Proof. If Dus (1) 6∈ A then replacing t with u in (25) gives
µp(A˙) ≤
((
u+ 2s− 1
s
)
−
(
u+ 2s− 1
s− 1
)
−
(
u+ s− 1
s
))
pu+sqs = O(pu+1) = O(pt).
This together with µp(A¨) + µp(A˜) ≤ αu+1 = O(pt) yields µp(A) = O(pt). For B we use the
obvious estimation µp(B) ≤ αv = O(pt+1). Thus µp(A)µp(B) = O(p2t+1).
If D˜vs′(1) 6∈ B then we have µp(B˙) = O(pt+2). Indeed, with only obvious changes to
the proof of Lemma 13, we get that B˙ ⊂ F˙vs′ \ W ′ where W ′ := {W ∈ F˙vs′ : W →
D˜vs′(1), W hits (s
′, v + s′)}, and, using µp(B˙) ≤ µp(F˙vs′ \W ′), we have that
µp(B˙) ≤
((
v + 2s′ − 1
s′
)
−
(
v + 2s′ − 1
s′ − 1
)
−
(
v + s′ − 1
s′
))
pv+s
′
qs
′
= O(pv+1) = O(pt+2).
(If s′ = 0 then F˙vs′ = W ′ and µp(B˙) = 0.) Thus µp(B) = O(pt+2) follows from µp(B¨) +
µp(B˜) ≤ αv+1 = O(pt+2). Since µp(A) ≤ αu = O(pt−1) we get µp(A)µp(B) = O(p2t+1).
Consequently if Dus (1) 6∈ A or D˜vs′ 6∈ B then µp(A)µp(B) = O(p2t+1) µp(F tr)2. 
Now we assume that both A and B contain Dts(1). We define the parameters
I := max{i ≥ 1 : Dus (i) ∈ A} and J := max{j ≥ 1 : D˜vs′(j) ∈ B}.
We again have the following two cases.
• Case I: I = J = imax,
• Case II: Either I 6= imax or J 6= imax.
7.1. Case I. Suppose that I = J = imax, that is, D
u
s (imax) ∈ A and D˜vs′(imax) ∈ B.
We can argue as in the previous section. The assumption Dus (imax) ∈ A implies that
dualt(D
u
s (imax)) = [n] \ [v + s′, v + 2s′] 6∈ B, and hence, B ⊂ Fvs′ . Similarly D˜vs′(imax) ∈ B
implies A ⊂ Fus . One can easily check that Theorem 4 (a)–(c) follow from B ⊂ Fvs′ and
A ⊂ Fus .
7.2. Case II. Suppose that either I 6= imax or J 6= imax.
First we prove
X∗  X∆ −X∗, (30)
that is, (b) of Theorem 4 holds for t ≥ t0, where t0 depends on r and 1. To this end it
suffices to show the following.
Claim 17. We have 1pµp(B \ Fvs′) pµp(Fus \ A) and pµp(A \ Fus ) 1pµp(Fvs′ \ B).
Proof. First, we show the first inequality. If I = imax then this is true because B ⊂ Fvs′ and
µp(B \ Fvs′) = 0 follow from the argument in Case I. So assume that I 6= imax. Changing t
to u in the argument used to give (28) yields
µp(Fus \ A) ≥
(
u+ s− 1
s
)
pu+sqs+I+1(1− α) ≥ Θ(uspu+sqI) = Θ(pt−1qI),
and changing t to v in the argument for (29) gives
µp(B \ Fvs′) ≤ αv+I = (p/q)t+I+1.
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Thus
pµp(Fus \ A)
1
pµp(B \ Fvs′)
≥ Θ
(
pt−1qI
(p/q)t+I+1
)
= Θ((q2/p)Ip−2) 1,
showing the first inequality.
Next, we prove the second inequality. This is clearly true if J = imax. So assume that
J 6= imax. We have
D˜vs′(J + 1) = [v − 2] ∪ [v + s′ − 1, v + 2s′] ∪ [v + 2s′ + J + 2, n]2 6∈ B,
and walks which hit (s′, v+ s′) and shift to D˜vs′(J + 1) belong to Fvs′ \ B. These walks must
hit (s′, v− 2), then (s′, v+ s′) and then Q+ = (s′ + J + 1, v+ s′), and after hitting Q+ they
never hit the line y = x+ (v − J). Thus
µp(Fvs′ \ B) ≥
(
v + s′ − 2
s′
)
pv+s
′
qs
′+J+1(1− α) ≥ Θ(vs′pv+s′qJ) = Θ(pt+1qJ),
while as dualt(D˜
v
s′(J)) = [u+ s− 1]∪ [u+ 2s+ 1, , u+ 2s+ J + 1]∪ [u+ 2s+ J + 3, n]2 6∈ A
implies, following the argument for (29), that each walk in A \ Fus hits y = x + (u + J).
Together this gives
µp(A \ Fus ) ≤ αu+J = (p/q)t−1+J .
So
1
pµp(Fvs′ \ B)
pµp(A \ Fus )
≥ Θ
(
pt+1qJ
(p/q)t−1+J
)
= Θ((q2/p)Jp−2) 1,
which proves the second inequality. 
Next we check that (a) of Theorem 4 holds without equality. Indeed it follows from (30)
that
X = pµp(A) + 1
p
µp(B) = X∗ + pµp(A ∩ F ts) +
1
p
µp(B ∩ F ts)
< X∆ −X∗ + pµp(A ∩ F ts) +
1
p
µp(B ∩ F ts) ≤ XF .
Finally we verify (c) of Theorem 4.
Lemma 18. We have µp(A)µp(B) < µp(Fus )µp(Fvs′) for all t ≥ t0, where t0 depends on
r, 1, .
Proof. Let
f = pµp(Fus ), g = µp(Fvs′)/p,
f∗ = pµp(Fus \ A), g∗ = µp(Fvs′ \ B)/p,
a∗ = pµp(A \ Fus ), b∗ = µp(B \ Fvs′)/p.
Let β = /2 for r = 0, and let β be any fixed constant satisfying 0 < β < rr+1 for r ≥ 1.
Claim 17 gives that b∗ < βf∗ and a∗ < βg∗. So
pµp(A) = f − f∗ + a∗ < f − f∗ + βg∗,
µp(B)/p = g − g∗ + b∗ < g − g∗ + βf∗,
and hence,
µp(A)µp(B) < (f − f∗ + βg∗)(g − g∗ + βf∗).
Therefore, in order to show Lemma 18, it suffices to show that
(f − (f∗ − βg∗))(g − (g∗ − βf∗)) ≤ fg. (31)
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If both f∗ − βg∗ and g∗ − βf∗ are non-negative, then we clearly have (31). If both of
them are negative or 0, then f∗ ≤ βg∗ ≤ β2f∗. This implies f∗ = g∗ = 0, and hence,
we also get (31). Thus we may assume that (f∗ − βg∗)(g∗ − βf∗) < 0, and by symmetry,
f∗ − βg∗ < 0 < g∗ − βf∗. Since 0 < β < 1 we have 0 < βf∗ < β−1f∗ and g∗ − βf∗ >
g∗ − β−1f∗. Also we have 0 < βg∗ − f∗ = β(g∗ − β−1f∗) < g∗ − β−1f∗. Consequently we
have g∗ − βf∗ > g∗ − β−1f∗ > 0 and
βg∗ − f∗
g∗ − βf∗ <
βg∗ − f∗
g∗ − β−1f∗ = β. (32)
Since (31) is rewritten as
(f∗ − βg∗)(g∗ − βf∗) ≤ f(g∗ − βf∗)− g(βg∗ − f∗)
and we know that the LHS is negative, in order to prove (31) it suffices to show that the
RHS is non-negative, that is,
f(g∗ − βf∗) ≥ g(βg∗ − f∗). (33)
On the other hand, (18) implies that
f
g
=
(
u+2s
s
)
pu+sqs(
v+2s′
s′
)
pv+s′qs′
p2(1 + o(1)) =
(u+ 2s)!(v + s′)!s′!
(v + 2s′)!(u+ s)!s!
pq(1 + o(1)) =
t+ s
s
pq(1 + o(1)).
If r ≥ 1, then using u = t− 1, v = t+ 1, s′ = s− 1, and noting that pq attains its minimum
at p = rt+2r−1 , we get
f
g
=
t+ s
s
pq(1 + o(1)) ≥ t+ r + 1
r + 1
r
t+ 2r − 1
t+ r − 1
t+ 2r − 1(1 + o(1)) =
r
r + 1
(1 + o(1)) > β.
Similarly, if r = 0, then (s, s′) = (1, 0), that is, s = 1, and
f
g
= (t+ 1)pq(1 + o(1)) ≥ (t+ 1)
t
(
1− 
t
)
(1 + o(1)) = (1 + o(1)) > β.
In both cases we have fg > β, and this together with (32) yields (33) as needed. 
8. Concluding remarks
Recently, Keller and Lifshitz [8] obtained a sharp stability result for t-intersecting families.
Their result is related to Theorem 3 for the case A = B. To make a comparison easier we
state a version of our Theorem 3, which can be proved almost exactly as Theorem 3 is
proved.
Theorem 5. For every integer r ≥ 0 and all real numbers  ∈ (0, 1/2) and C > 2, there
exists an integer t0 = t0(r, , C) such that for all n ≥ t ≥ t0 the following holds. Let
r+
t ≤ p ≤ r+1−t , and let A,B ⊂ 2[n] be t-nice families. If
√
µp(A)µp(B) ≥ (1 − γ)µp(F tr)
with γ ∈ (0, 2(r+1) ), then
µp(A4F tr) + µp(B4F tr) ≤ Cµp(F tr).
In particular, if A = B then µp(A) ≥ (1− γ)µp(F tr) implies µp(A4F tr) ≤ (C/2)µp(F tr).
Their setup is different from ours and it seems that neither result implies the other. We
should note that their results apply to all (not necessarily shifted) t-intersecting families.
It would be very interesting to see whether one can use their technique to remove the
shiftedness condition from Theorem 4.
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