We develop an algorithm to learn Bernoulli Mixture Models based on the principle that some variables are more informative than others. Working from an information-theoretic perspective, we propose both backward and forward schemes for selecting the informative 'active' variables and using them to guide EM. The result is a stagewise EM algorithm, analogous to stagewise approaches to linear regression, that should be applicable to neuroscience (and other) datasets with confounding (or irrelevant) variables. Results on synthetic and MNIST datasets illustrate the approach.
Introduction
Bernoulli mixture models (BMM) have been widely applied to diverse fields, such as cell biology and image analysis [?, ?, ?] . It is a powerful tool for modeling multivariate binary data, and can be generalized to solve categorical data density estimation problems. While it is well known that BMM lacks strick identifiability [?] , in practice it often works well [?] ; theoretically, it is generically identifiable under some conditions (but it is tricky) [?] . The EM algorithm is widely used for learning mixture models, and our general goal here is to develop an improved approach to applying EM to BMM.
EM [?] can coverge superlinearly for BMM's continuous sibling, the Gaussian Mixture model (GMM), provided the mixture clusters are well seperated. In the best case, EM can identify the correct mixture parameters with near-perfect accuracy [?, ?, ?] . However, the inference of BMM is less well studied. In this paper, based on information theory, we approach the inference problem of BMM by doing variable selection in both the backward and the forward senses. The key idea is not to use all the variables X in learning; rather, we try to indentify those variables that have strong interactions and then learn the model based on those "active" variables. We show that the "active set" of these variables improves the robustness of the learned model. Importantly, the dimension of the "active set" is usually significantly smaller than the dimension of the model, which improves efficency, and the seperation between components on the "active set" can be much better than the seperation on the full set.
A simple example illustrates these points; see fig. 1 . Although the data are synthetic, applying EM straightforwardly leads to mediocre results. Our stepwise refinement algorithm works only on some of the variables -the active set is shown in fig. 1(d) -and recovers the data model correctly. This example also illustrates another important application of BMM to modeling neuroscience data. Neural activity can be viewed as a Bernoulli process, but recordings made with array electrodes may involve different circuits. Our long-term goal is to (i) identify the interacting neurons (variables) from among all recorded (cf. the concept of "active state") [?] and (ii) identify high-order interactions between neurons [?, ?] . The algorithm developed below can address both of these problems. For simplicity, however, we illustrate it here with the NIST database. 
The EM for Bernoulli Mixture Model
We define a Bernoulli Mixture Model (BMM) as
where
λ k ≥ 0 is mixture component proportion which satisfies
T . Let Z be the latent variable which indicates the component X belongs to. The parameter vector Θ consists of the mixing proporions λ k and the parameter matrix P =
EM has been widely used for the inference problem of BMM which optimizes the log likelihood function. EM updates the parameters iteratively as follows:
where the poesterior probabilities h
.
Variable Selection for the Active Set
It is usually the case that not all variables "significantly" interacted with the others. Those variables that behave similarly in different components tend to have weak interactions; they are relatively independent. They don't have much information about the pattern of the data and do not contribute significantly to model selection and inference. To identify those "significant" variables that contain more information about the structure of the distribution or the pattern of the data. We eliminate the insignificant ones. The main question is in which order the variables should be eliminated.
Like the model selection prolem in linear regression [?, ?] , this order can be determined in either backward or forward fashion. In this section, we will introduce a backward selection algorithm for BMM. And empirically, we showed that the varialbe selection will improve the robustness of the model and prevent over-fitting, just like in linear regression.
We use entropy as a measure of uncertainty for BMM.
Problem 3.1. Backward Selection: For a given BMM Pr(X|Θ 0 ), we seek a series of {Θ t } T 0 which satisfies
We call S t the active set of BMM which is parametrized by Θ t .
eq. (5) enforces variable removel from the active set from the most "insignificant" to the most "significant". eq. (6) is eqivalent to the first-order moments of the model. Since the first-order moments have nothing to do with the interactions and they are the basic statistics of the model, we want to keep them when performing variable selection. It is easily shown that in BMM with parameter Θ T all variables are mutually independent. In that case, the distributions for each component are the same, which is equivalent to a 1-component BMM. Moreover, because of the maximum entropy nature of graphical models as mentioned in [?] , that is equavilent to the maximum entropy distribution given the first order constraint eq. (6).
Our idea to solve this problem is by removing interactions from the minor ones to the major ones while not introducing any artificial structure into model. We use information theory as the guildline. We solve the backward selection problem by the model degeneration problem. Problem 3.2. Model Degeneration: For a given BMM Pr(X|Θ 0 ), we seek a series of {Θ t } T 0 which satisfies eq. (5) and eq. (6) and
And again, BMM with parameter Θ T should be the maximum entropy distribution given first-order constraints.
The convexity condition eq. (9) embodies the principle that we remove the minor structures first.
The entropy of the joint distribution of X and Z is Lemma 1 (Bethe Approximation for entropy). For any BMM, we have
This is true because BMM can be viewed as a graphical model associated with a 2-level tree. Since we are interested in studying the distribution of X, we start with the entropy of X.
From eq. (10), we have
Because the entropy of Z is small compared to the entropy of X, the mutual information I(X, Z) = H(Z) − H(Z|X) can be ignored. Hence, we have the approximation
By eq. (6), we know that H(X s ) is fixed. Therefore, eq. (5) becomes
And eq. (9) becomes Find the triplet (s, k 1 , k 2 ) which is the solution of eq. (17) 4:
Update the model and the matrix in step 1 To solve the problem of model degeneration, we pick a variable each time and decrease I(X s , Z) while keeping I(X j , Z), for j = s. Therefore, we keep {λ k } and only update the matrix P .
where P Xs|Z and P Xs are the conditional probability and the marginal respectively. We consider making small changes to eq. (16) by making the probability of X s in two components equal (averaging). In 2-component BMM case, averaging actually makes the variable independent. To obtain only a small change, we have to solve the following discrete optimization arg min
avg ||P Xs (17)
P Xs is the marginal of X s and (s, k 1 , k 2 ) ∈ {1 : d} × {1 : K} × {1 : K}. While searching among {1 : K} × {1 : K} variables seems expensive, actually, we only need to search among K − 1 pairs from sorting {p sk } K k=1 for variable s. This follows from the fact that we are only averaging the two most similar probabilities (eq. (18)). The result yields our backward selection algorithm which iteratively solves the discrete optimization and update the P matrix. Note that, since we only change few paramters in each iteration, the discrete optimization can be solved efficiently. Although we do not provide the proof in this paper that this algorithm actually solves the model degeneration problem, empirically, the convexity condition eq. (9) is satisfied.
Another way to look at this algorithm is that it reduces the upper bound of the mutual information between observable variables I(X i , X j ) for some (i, j) pairs. More specifically, we have Theorem 1. For any BMM and i = j i, j ∈ {1 : d}, we have the upper bound for the mutual information between X i and X j .
This is proved by using log sum inequality.
Backward Selection Improves the Robustness of the Model and Prevents Over-fitting
We apply the backward selection algorithm on MNIST and noisy MNIST. Empirically, we show that backward selection improves the model. Since MNIST data is normalized (intensity of pixels range from 0 to 1), we convert it into binary image by thresholding at 0.5.
We pick out data for each digit by using the label of the training data. We conduct vanilla EM fig. 2 with 20 components and random initialization. Often, the vanilla EM gets stuck in the poor local for noiseless data and noise data (Bottom left) superposition of average "8" and average "9" (Bottom)The evolution of the active set (from left to right) maximum, and the mixing proportions of some components are very close to zero. In that case, we simply drop those poor components and obtained a smaller model.
For classification, we mixed the BMM of different digits with the mixing proportion as the frequencies of digits in the training data. Then, by Bayes Rule, we calculate the posterior distribution as the evidence for classification.
Run algorithm 1 to the vanilla BMM and calculate the active set. Use the active variables of data only to run EM from the vanilla BMM for each digit and test the classification performance of the refined model.
We see from fig. 3 and fig. 4 that backward selection actually prevents the over-fitting. By removing more than 60% of pixels from the model, we are able to capture the "significant" statistical structure. This can be regarded as a regularization of EM. The improvement of the performance is noticeable, espeically for the noisy data.
It is also interesting to look at the evolution of the active set. Hand-written digit "8" and "9" both have a hole in the upper part. The upper part looks similar and the pixels in the hole are not very informative on the inference of other pixels. On the contrary, the pixels in the bottom half have strong interaction with each other. The reason is two-fold. Firstly, bewteen the digit, the bottom part of "8" is very different from that of "9". Secondly, within the same digit class, the style of how people write the bottom part of either "8" or "9" changes a lot. However, the style for the upper part is pretty consistent. Check fig. 2 .
Stagewise Learning On BMM
Since the backward selection gives very promising results, we want to have a forward method. In practice, we want to infer model from the data. And due to the non-convexity of the optimization of log likelihood, it is hard to get a good estimation first and then perform backward selection.
We modified EM with the principle of variable selection, which we call stagewise EM. Assume we have N i.i.d. data x (n) N n=1 from some unknown BMM. We estimate the marginals of {X s } from data, i.e.P (i) = n x (n) (i) N and start from the 1-component model with the estimated marginals as parameters. Let W = 1 N I, where I is a N -by-N identity matrix. We calculate the co-occurance matrices
LetP
Therefore, we have the mutual information of datã
We find the maximal value of the empirical mutual information matrixĨ and its indices (i 0 , j 0 ). Add them into the "active set" S. And split the 1-component model into two components. We split the mixing proportion equally and initialize the two new components with parameter P 1 and P 2 which satisfy, P 1 (s) =P (s) and P 1 (s) =P (s) for all s == i, j. And
Then, we conduct one-step EM. The "E" step is performed only on the activeset S and the "M" step is as usual. For iteration t, we calculate the empirical mutual information for each component k, i.e. 
for k = 1:K do 5:
If i or j ∈ S, 7:
Add them into S and Split the component k (depends on Splitting Criterion) .
8: end for 9:
Perform "E" step on the active set and regular "M" step 10: end while M I k =Ĩ(X i , X j )|{Z = k}, by using P k is a diagonal matrix whose nth diagonal entry is proportional to the posterior probability of x (n) calculated on the "active set" S (t) and the diagonal entries are sum to one. We use M I k to decide if we need to add any variables into the "active set" and if we need to split the component k. Stagewise EM repeats the iteration untill convergence or other stop criterion.
We define the empirical condition mutual information.
For any BMM with parameter Θ, the conditional mutual information of {X i } is always zero.
If we have N i.i.d samples from the distribution and we use all variables as the "active set", we can calculate the empirical condition mutual information as mentioned. 
Stagewise EM selects variables with big conditional mutual inforamtion into the active set, which can be viewed as forward variable selection. By doing this, it emphasizes the computation on the active set. And the EM step will decrease the mutual information of the variables in the activeset. Empirically, we found that the max norm of the empirical mutual information matrix Ĩ (X i , X j |Z) max decreases for each iteration.
Experiments
It is well-known that EM may be strucked in a poor local maximum because of the non-convexity nature of the problem. We show empirically that the stagewise EM will converge to a better local maximum compared to the vanilla EM. We used MNIST digit-4 to show the result We see from fig. 5 that the stagewise EM always has a better convergence result than the vanilla EM, espeically when the number of components increses. Moreover, the results of the vanilla EM are not consistent. Sometimes, the vanilla EM does an okay job; sometimes, a poor job. However, the stagewise EM always gives the "good" local maximum.
The second experiment is performed on the synthetic dataset which is generated from the generating model shown in fig. 1 . We want to show that the information of the synthetic data is contained in a relative small set of pixels, which means we should be able to recover the generating model by only using the data on that small set.
The stagewise EM recovers the generating model perfectly. The conditional mutual information of data actually dropped to zeros given sufficient data. In addition, it learned the model efficiently by using an active set with only 70 pixels. At the end, we conducted the stagewise EM on the full MNIST as well as digit "8" and "9" for the unsupervised learning. We set the maximal number of components to be 87 for the full MNIST and 18 for the "8" and "9". fig. 6
Figure 6: (left) All 87 components learned by the stagewise EM. (right) the active set of the algorithm at convergence. (Bottom) For MNIST "8" and "9".
The stagewise EM managed to learn hand-written digits with different styles as its components. The proportions of those components are pretty uniform with the mean .011, the maximum .0174 and the minimum .0045. This is no way to be learned by using vanilla EM. The active set makes a lot of sense, since it includes mostly the pixels which compose strokes of the hand written digit. The maximal value of the mutual information in the original training data is 0.3088. And the conditional mutual information of data for the infered model is .1867.
Discussion
We introduced a stagewise EM for BMM that experimentally converges to a better local maximum (sometimes even the global maximum) than vanilla EM. The trick was to focus on informative variables that define an "active set," in effect eliminating variables that can mask the separation of components. When this "active set" of variables is small, stagewise EM dramatically saves computation for the "E" step and converges more quickly (in practice). Stagewise EM does not require random initialization. It remains an open question, however, to determine the number of components. Experiments using the empirical conditional mutual informaionĨ(X i , X j |Z) to decide the splitting criterion are encouraging.
