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Abstract
Spectrum sensing has been identified as the key step of the cognition cycle and the most important function for the
establishment of cognitive radio. In this paper, a blind cyclostationary feature detector, which is based on the
symmetry property of cyclic autocorrelation function (SP-CAF), is implemented and tested using universal software
radio peripheral platform and GNU Radio open-source software development toolkit. Performance of the SP-CAF is
compared to the classical energy detector via various tests conducted in real scenarios where both detection
algorithms are employed to blindly sense the spectrum for opportunistic access. This study shows that the blind
cyclostationary feature detector outperforms the classical energy detector while guaranteeing acceptable complexity
and low sensing time. Moreover, different experimental results indicate that the blind sensing detector can achieve
high detection probability at a low false alarm probability under real channel conditions and low signal-to-noise ratio.
1 Introduction
Traffic in wireless networks tends to be bursty since
licensed spectrum remains unused both in time and in
frequency. Hence, efficient utilization of the spectrum
resources requires an opportunistic access to the unused
licensed bands, commonly referred to as white spaces.
Cognitive radio (CR) was initially proposed by J. Mitola
and has attracted much attention due to its capability
of exploring and exploiting white spaces and improving
utilization of the radio spectrum [1,2]. These opportunis-
tic capabilities of CR transceivers could be implemented
under two approaches: the overlay and the underlay
approaches [3]. In underlay CR, unlicensed or secondary
users (SU) can transmit in any band, even the ones used by
licensed or primary users (PU), but at very low power. This
approach is best implemented using the ultra-wideband
(UWB) technology [4,5]. In overlay CR, SUs are only
allowed to temporarily access unoccupied spectrum allo-
cated to primary users without causing degradation of
quality of service upon the license holders. Thus, spec-
trum sensing is the key step in the realization of such
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scenarios. The main goal of spectrum sensing is to accu-
rately detect the presence or absence of a primary user
in a given spectral band, under the constraint of low
signal-to-noise ratio (SNR) and real channel conditions.
Recently, a new blind spectrum sensing technique based
on the sparse property of the cyclic autocorrelation func-
tion (CAF) was developed for sensing the spectrum holes
in the primary users’ bands. This algorithm, developed
lately by our research group [6], offers a suitable balance
between efficiency and complexity. The main idea of this
algorithm is based on using compressed sensing tools in
which one could reconstruct an accurate estimation of
the CAF of the received signal, and then, if this estimated
function presents a symmetry (resp. no symmetry) feature,
a decision on the presence (resp. absence) of the primary
user could be made. It was proved that this blind detector
achieves a reliable detection decision associated to a short
sensing time while maintaining reasonable computational
complexity.
To validate its simulated performance and complexity,
this paper presents a practical study characterized by real
time measurements, a code optimization approach, and a
thorough testing. Firstly, theoretical work tested with sim-
ulations is not sufficient in CR scenarios and needs to be
tested under real physical limitations of the hardware. For
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that, our blind spectrum sensing detector based on the
symmetry property of the CAF (SP-CAF), is implemented
to exploit its high performance and low sensing time.
The complexity of this algorithm, which influences its
sensing time, was monitored throughout the experiments
and reduced by applying code optimization techniques.
A different set of parameters is chosen in each experi-
ment to describe the algorithm sensitivity. Tests are per-
formed using Universal Software Radio Peripheral (USRP
N210, Ettus Research, Santa Clara, CA, USA) [7], which
is a low-cost Software Defined Radio (SDR) transceiver
platform, and the GNU Radio free software [8], which
is a framework for building real-time signal processing
systems.
In this paper, the performance of the SP-CAF in terms
of detection and false alarm probabilities and how these
probabilities are influenced by the SNR are also ana-
lyzed. Moreover, the performance of SP-CAF sensing
algorithm is compared with the classical energy detector
(ED) technique under several real scenarios. The experi-
mental results highlight the improved detection efficiency
of the SP-CAF algorithm while utilizing a fewer num-
ber of data samples, thus guaranteeing a low computa-
tional complexity and sensing time compared to classical
cyclostationary feature detector [9]. The measurements
show that the SP-CAF algorithm offers an adequate trade-
off between superior performance of existing cyclosta-
tionary feature detectors and low complexity of blind
detectors.
This paper is organized as follows. Section 2 introduces
the system model and describes both classical ED algo-
rithm and the blind SP-CAF sensing method, respectively.
After describing the experimental setup in Section 3,
various test-bed results are demonstrated in Section 4.
Concluding remarks of the presented work is given in
Section 5.
2 Spectrum sensing background
Practically, one of the most challenging issues of a cogni-
tive terminal is spectrum sensing. In a CR scenario, the
SU is required to identify white spaces through direct
sensing of the licensed band(s). In this case, it monitors
the availability of a licensed frequency band and trans-
mits when the band is vacant. This section discusses two
spectrum sensing methods for cognitive radio to ensure
reliable identification of white spaces. Furthermore, major
trade-offs involved in the design and optimization of such
signal processing techniques are characterized.
The spectrum sensor essentially performs a binary
hypothesis test on whether or not there are primary users
(PU) in a particular channel. The channel is idle under
the hypothesis H0 and busy under the hypothesis H1. It
is obvious that under H0, the received signal is only the
ambient noise, whereas it consists of the PU’s signal and
the ambient noise under H1. This test could be written
as
y(k) = w(k) H0
y(k) = w(k) + s(k) H1 (1)
for k = 1, . . . ,N where N is the number of received sam-
ples, w(k) represents ambient noise, and s(k) is the PU
signal. It is evident that the received signal will have more
energy when the channel is busy than when it is idle.
False alarms (or type I errors) occur if an idle channel is
detected as busy, andmissed detections (or a type II error)
occur when a busy channel is defined as idle. A false alarm
leads to a wasted opportunity for the SU to transmit, but
a missed detection leads to a collision with the PU, thus
a wasted transmission for both PU and SU. A clear com-
promise lies between ensuring the protection of the PU
and providing service to the SU. A given level of protec-
tion of PU is ensured by placing a threshold on the allowed
probability of missed detection. A good detector is an
algorithm that minimizes the probability of false alarm,
subject to a constraint on the probability of missed detec-
tion. Thus, the performance of a detector is characterized
by two parameters, the probability of detection PD and
the probability of false alarm PFA. It could be observed by
drawing its receiver operating characteristic (ROC) curve.
ROC is a plot of PD = 1− PMD = 1− δ, where PMD is the
probability of missed detection, versus  = PFA for a given
SNR. Choosing different detection algorithms or sensing
parameters leads to different ROCs.
Several spectrum sensing methods have been proposed
[10-13], including matched filter method, feature detec-
tion based on higher-order statistics like cyclostationary
detection, ED method, and some emerging methods such
as eigenvalue-based sensing and wavelet-based sensing.
The higher-order statistics-based spectrum sensing detec-
tion in [14] can effectively separate noise from received
signals even at very low SNR regime. However, it often
requires a large number of samples to obtain the accurate
estimations of the relevant statistics. The ED approach
has been widely studied for primary users’ signal detec-
tion [15]. ED is a noncoherent detector and it is shown
to have low implementation complexity [13,16]. In addi-
tion, the ED does not require any prior knowledge about
the primary user’s signal. However, its detection efficiency
degrades heavily under low SNR and noise uncertainty
conditions [17-19], which can restrict its efficiency for
cognitive radio. Indeed there exists an SNR wall beyond
which energy detection is theoretically impossible.
Regardless of the used sensing algorithm, sensing errors
are inevitable due to additive noise, limited observations,
and the inherent randomness of the observed data. Next,
we present an overview of the ED and the blind spec-
trum sensing algorithm based on the detection of the
cyclostationarity feature of a PU introduced in [6].
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2.1 Energy detector
The ED is based on the idea that with the presence of a
signal in the channel, there would be significantly more
energy than if there was no signal present. This concept is
applicable for any PU without knowing any of its charac-
teristics. Energy detection simply involves the application
of a threshold on the collected energy from the channel.
The threshold is used to decide whether a transmission
is present or not. Consequently, the block diagram of the
ED, illustrated in Figure 1, shows its simple detection
mechanism.
Since the detection is only based on the amount of
received energy, the signal can be simply modeled as a
zero-mean stationary white Gaussian process, indepen-
dent of the white Gaussian noise. The spectrum sensing
problem distinguishes between twomutually independent
Gaussian sequences y(k), under hypothesis H0 and H1
respectively, as defined previously in Equation 1. In this
equation, w(k) and s(k) are zero-mean complex Gaussian
random variables with variances σ 2w and σ 2s , respectively.
Let y = [ y(1), . . . , y(N)]T denote the vector of the N
observed samples and σ 20 = σ 2w, σ 21 = σ 2w + σ 2s .





|y(k)|2 ≷H1H0 τ (2)
where τ is the threshold chosenwith respect to a given PFA
and PMD. Decreasing the threshold increases the prob-
ability of false alarm PFA. Contrarily, a low (resp. high)
threshold minimizes (resp. maximizes) the probability of
missed detection PMD and thus maximizes (resp. mini-
mizes) the probability of detection PD. It is obvious that
the choice of the threshold controls the performance and
the efficiency of the ED [21].
Although simple to implement, a drawback of the ED
is that its performance is highly susceptible to dramatic
degradations especially in low SNR scenarios. In the pres-
ence of noise uncertainty, there exists an SNR wall for ED.
An SNR wall represents an SNR value, below which reli-
able detection is not possible even if the sensing duration
is increased indefinitely [17]. On the other hand, since
different transmitters employ different signal power lev-
els and transmission ranges, one of the major concerns of
energy detection is the selection of an appropriate thresh-
old. A threshold that may work for one transmission may
not be sufficient for another. All these drawbacks motivate
us to study other spectrum sensing techniques that can
exploit additional signal features.
2.2 Symmetry property of cyclic autocorrelation-based
detector
To modulate signals, transmitters couple the base band
signal with sine wave carriers, pulse trains, repeating
spreading, hoping sequences, or cyclic prefixes which
result in built-in periodicity. Thus, a modulated signal is
characterized as cyclostationary since its statistics, mean
and autocorrelation, exhibit periodicity. This feature can
be extracted and analyzed using Fourier analysis. In com-
munications, this periodicity is introduced intentionally
so that a receiver can estimate several parameters such as
carrier phase, pulse timing, or direction of arrival [22-24].
In CR networks, this periodicity is the feature for detect-
ing a random signal with a particular modulation type in
a background of noise and other modulated signals [25].
The signal y(t) is said to be cyclostationary if its auto-
correlation function ryy(t, τ) is periodic with period T0:
ryy(t, τ) = ryy(t + T0, τ) (3)
These periodicities are examined using the CAF





ryy(t, τ) exp(−j2παt) (4)
In [6], Khalaf et al. proposed to use the sparse property
of the CAF to reduce the complexity of the cyclostationar-
ity feature detector. An estimationmethod that utilizes the
sparsity constraint is applied to estimate the CAF. Finally,
to ensure the blindness of the algorithm, a symmetry test
is checked on the estimated version of the CAF.
Firstly, it is shown in Equation 4 that the cyclic autocor-
relation vector Rαyy at a given delay τ0 could be estimated
as a scaled version of the discrete Fourier transform (DFT)
of the autocorrelation vector fτ0 :
fτ = [ fτ (0), fτ (1), . . . , fτ (N − 1)]T where





To reduce the complexity of the calculation of the
cyclic autocorrelation vector, its reconstruction over α ∈
[−αmax,αmax] will be done using n data samples with n 
N and applying compressed sensing. The key idea of com-
pressed sensing is to recover a sparse signal, i.e., CAF in
Figure 1 Block diagram of the ED.
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our case, from a small number of samples by optimization.
Thus, the problem is to compute the sparse coefficient
vector Rαyy with respect to an overcomplete system. The
system representing our problem is shown as follows:
A × r(τ0) = b(τ0) (7)
with A as n by N matrix representing the inverse discrete
Fourier transform (IDFT) having the (p, q) element equal
to e2iπ(p− 1)(q− 1)/N . b(τ0) is an n-dimension vector formed
by the nth first elements of fτ0 . The solution r(τ0) is an N-
dimensional vector and is the solution of the problem that
estimates the cyclic autocorrelation vector.
A sparse representation of such problem is
r̂ (τ0) = min ||r(τ0)||0, s. t. A × r(τ0) = b(τ0) (8)
where ||.||0 is the l0-norm defined as the number of
nonzero elements in the vector. To solve this sparse prob-
lem, the SP-CAF algorithm uses an iterative optimization
technique called orthogonal matching pursuit (OMP) [26]
that delivers an approximated solution of the following
problem:
r̂ (τ0) = min ||r(τ0)||0, s. t. ||A × r(τ0) − b(τ0)||2 ≤ ρ (9)
OMP is based on an iterative procedure that calculates
the least mean square in order to minimize the error and
update residual. It uses a new atom after each iteration
to guarantee a fast convergence of the algorithm. Steps of
OMP are presented thoroughly in Algorithm 1.
The last step of the algorithm is to check the symmetry
of the estimated cyclic autocorrelation vector. A limited
number of nonzero elements are selected, and their sym-
metry in terms of α is observed. To model the symmetry
test, a symmetry index IND(τ0)sym is calculated by ignoring
the first amplitude that corresponds to α = 0 and by mea-
suring the mean value of the abscissa of the remaining l








It is shown that only modulated signals that have some
inherited redundancy succeed in the symmetry test hav-
ing IND(τ0)sym = 0. To achieve an efficient decision, theOMP
algorithm is repeated for several values of τ and then an
equivalent index is used to make the final decision. The
equivalent index, shown below, is calculated by making a





To control the probability of false alarm andmissed detec-
tion, a positive threshold ξ is used to decide between
Algorithm 1 Symmetry property of cyclic autocorrelation
function detector (SP-CAF)
Require:
Initialize: Acquire n data samples from the spectrum
sensing interval formed by N samples and set the
number of OMP iterations (l + 1), the number (M) of
delays (τ ), and the threshold (ξ ).
ForM different values of τ ,
a.) Calculate the autocorrelation vector fτ0 given
by Equation 5.
b.) Calculate the elements of the matrix A per-
forming the IDFT transform.
The OMP algorithm
c.) Initialize the residual vector of the OMP
algorithm: res0 = fτ0 , the time t = 0, and the
set of indexes of the selected columns of A
after each iteration: V0 = φ .
d.) For l + 1 iterations
1.) Let vt = i, where ai gives the solution
of < rt , at >, where ak are the row
vectors of A.
2.) Update the set Vt with vt : Vt = Vt−1∪
{vt}.
3.) Solve the least-squares problem: min
||b −∑tj=1 c(vj)avj ||2




e.) Calculate the symmetry index IND(τ0)sym from
Equation 10.
End For
Equivalent symmetry check : IND(equ)sym = 1M
∑M
i=1
|IND(τi)sym| < ξ .
hypothesis H0 or H1, by applying
IND(equ)sym < ξ (12)
The detailed version is given in Algorithm 1.
3 Experimental implementation and code
optimization
In this section, we present the main components of our
test-bed. The test-bed can be divided into two main parts,
i.e., software and hardware parts. The hardware part is in
charge of the RF and sampling processing while the radio
transceiver’s physical layer is software driven, running on
a computer.
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Figure 2 Interface through SWIG.
In this paper, our software part comprises GNU Radio
to implement both ED and SP-CAF spectrum sensing
algorithms. The GNU Radio is an open-source software
toolkit for software-defined radio. This toolkit provides
a number of radio components, prewritten in Python or
C++ programming languages, which can communicate
to each other using various data types. Moreover, GNU
Radio offers a simple and sophisticated graphical design
environment, known as GNU Radio Companion (GRC),
which enables users to create signal flow graphs and
automatically generates Python source code. Designers
can write their own signal processing blocks if needed
and integrate them in GRC. Python is an object-oriented
scripting language that runs on Linux/Windows and has
great support for interfacing with C++ code. This feature
is often used in GNU Radio, where the signal processing
blocks are written in C++, and Python is used to ‘glue’
them together and control the digital data flow. This is
done using Simplified Wrapper and Interface Generator
(SWIG) by creating shared libraries common for both
Python and C++. In other words, SWIG is an interface
compiler that connects programs written in C++ with
Python as shown in Figure 2. GNU Radio can work as a
simulation environment, but it can also create a real radio
system using SDR platforms. A snapshot of the receiver
model designed in GNU radio is shown in Figure 3.
For the hardware part, we use a USRP N210 moth-
erboard as the radio-frequency interface with a WBX
Figure 3 A snapshot of the GNU radio receiver model with ED and SP-CAF detector blocks.
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Figure 4 Hardware/Software platform.
daughterboard (50- to 2,200-MHz receiver) and a wide
band antenna to perform spectrum sensing tests. On host
processors, where all signal processing blocks take place,
the GRC or GNU Radio use universal hardware drivers
(UHD) to send and receive signals to/from the USRPN210
board via Gigabit Ethernet link as shown in Figure 4.
Figure 5 shows a snapshot of the implemented test-bed.
Tominimize the complexity of this algorithm, code opti-
mization is applied on the C++ code level. The main
complex node of the code was the generation of the IDFT
matrix A (see Equation 7), as concluded from the com-
plexity tracking tool in GNU Radio. For this reason, the
IDFT matrix is created off-line by creating lookup tables
which are stored before running the experiments. On the
other hand, several optimization techniques were applied
on C++ code such as dead store elimination, loop fusion,
loop nest optimization, and register allocation. These
modifications provided fast decisions of the detector.
4 Experimental results
In the next sections, we present some experimental
results conducted at our Labs. The tests were performed
on locally generated signals (Scenario 1) as well as on
real standard signals captured using external antennas
(Scenario 2). Firstly, measurements were recorded to esti-
mate the SNR of the test-bed environment, and then the
two scenarios are implemented to compare the SP-CAF
and the ED performances. These scenarios are explained,
and their respective results are presented in the next
sections. The last set of experiments focus on testing the
SP-CAF detector while varying its parameters.
4.1 SNR estimation
To properly present the detection performance at differ-
ent SNR levels, we conducted measurements to estimate
SNR following these steps:
Step 1. Turn the transmitter OFF, measure
the power of the received signal, and
set it to noise power (σ 2w).
Step 2. Turn the transmitter ON, measure the
power of the received signal, and set it
to σ 2s(A) where A represents the
transmission power level. Repeat the
measurement several times in order to
obtain a better estimate.
Step 3. Once the noise power and the received
power are computed, the SNR at the
receiver is calculated as follows:
SNR(A)dB = 10 log 10
(




Unfortunately, the noise power at the receiver may vary
for several reasons, such as the thermal noise of the
Figure 5 Snapshot of the implemented test-bed to test the performance of SP-CAF.


























Figure 6 Transmitter/receiver architecture for Scenario 1 implemented using USRP N210 and GNU Radio Companion.
different operational stages in the receiver and another
interfering transmitter in the same or adjacent frequency
band. In this paper, additional care was taken to keep
the received noise power as constant as possible in order
to focus on the performance of the algorithm. There-
fore, the measurements have been conducted in an envi-
ronment where the interference has been limited, and
the carrier frequency and the receiver gain were kept
constant.
4.2 Scenario 1
The transmitter/receiver architecture for Scenario 1 is
shown in Figure 6.
In this scenario, the transmitter is the primary user
transmitting over an allocated band while the receiver acts
as a secondary user sensing this licensed band. Firstly,
an 8PSK signal is transmitted, and the receiver performs
sensing via two different methods: the classical ED and
the SP-CAF detector. In the experiments, the carrier fre-
quency is set to 256 MHz. We compute the detection
probability (PD) for the two detectors at different values of
the estimated SNR.
Figure 7 shows the detection probability of the two
detectors obtained through the experiments. As con-
cluded from the measurements, the probability of false
alarm (PFA) is approximately equal to 0.0078 for both
detectors. It is clear from Figure 7 that the performance of
the SP-CAF is better than the ED especially for SNR val-
ues less than −12 dB. Another important point to note is
that the SP-CAF uses far less samples to perform detec-
tion compared to the ED. The number of received samples
used by ED to perform detection is 16,000 compared to
just 768 samples in the case of SP-CAF.
Next, in Figure 8, the detection probability of the two
detectors for a sinusoid signal is plotted while maintaining
the same measurement parameters. Again, it is clear also






























Figure 7 Probability of detection for SP-CAF vs. ED for 8PSK signal.
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Figure 8 Probability of detection for SP-CAF vs. ED for sinusoidal signal.
that the SP-CAF outperforms the classical ED while using
dramatically fewer numbers of data samples.
4.3 Scenario 2
Unlike the previous section where detection performance
of the SP-CAF is analyzed for locally generated signals,
in this section, the performance of SP-CAF is tested
for real signals. Global System for Mobile Communica-
tions (GSM) and Digital Video Broadcasting-Terrestrial
(DVB-T) standards were selected for the experimental
tests. In the present scenario, there is only a receiver
comprising one USRP N210. The experimental model for
Scenario 2 is shown in Figure 9.
Firstly, the GSM band is sensed. In France, the 921- to
959-MHz band is allocated for downlink GSM transmis-
sion. Consequently, the carrier frequency of the receiver
is set to 925.2 MHz. Figure 10 shows that the detection
probability of the SP-CAF detector for GSM signal is equal
to 1 in the sensed band.
It can be seen that the SP-CAF efficiently detects the
presence of the signal as is shown by the fast Fourier
transform (FFT) plot in Figure 10. Next, we perform
sensing for DVB-T signals in the ultrahigh-frequency
(UHF) band, while the receiver’s carrier frequency is
adjusted over the UHF band according to 306.188 MHz+
(Channel number) × 8 MHz [27]. Note that in France,
the channel number varies from 21 to 69, and each DVB-
T channel has a bandwidth of 8 MHz. Figure 11 shows
that the SP-CAF detector successfully detects the signal
present in channel number 21.
The results presented in Figures 10 and 11 highlight
the performance of SP-CAF detector in terms of detec-
tion probability for real signals. On the other hand, to
efficiently compare different detectors, the (PFA) should
USRP N210 











Figure 9 Transmitter/receiver architecture for Scenario 2. The receiver is implemented using USRP N210 and GNU Radio Companion.
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Figure 10 SP-CAF performance for real GSM signals captured with USRP N210.
Figure 11 SP-CAF performance for real DVB-T signals captured with USRP N210.
Safatly et al. EURASIP Journal onWireless Communications and Networking 2014, 2014:26 Page 10 of 13
http://jwcn.eurasipjournals.com/content/2014/1/26
Figure 12 Probability of false detection of the SP-CAF detector.
be considered. In order to compute the PFA for SP-CAF
detector, we perform the sensing of DVB-T signal in chan-
nel number 40 since it has no DVB-T signal. However,
Figure 12 shows that the SP-CAF detects a DVB-T signal
with an approximate probability PFA = 0.0078.
It is very important to note that the probability of
false detection for the SP-CAF is very small compared to
the DVB-T signals detectors presented in [28]. From the
above-listed experimental results, it can be concluded that
the performance of the SP-CAF detector is efficient for































Ns = 128 
Ns = 256
Figure 13 Effect of number of received samples on detection performance of SP-CAF.
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Figure 14 Effect of FFT length on the detection performance of SP-CAF.
real signals, confirmed by its high detection probability
and low probability of false alarm.
4.4 Detection performance of SP-CAF in different
scenarios
In this section, we only focus on the SP-CAF detector
performance by showing the impact of its different param-
eters. Mainly, three parameters have an important effect
on our detector’s efficiency, namely
• The number of received samples used for detection
(n),
• The FFT length (Nfft = N),
• The maximum value of the delay τ (Equation 3)
denoted as τmax.
In these test scenarios, the transmitted signal is sinu-
soidal, and different parameters are changed successively.
The measured probability of false alarm (PFA) is equal to
0.119. First, increasing the number of received samples
































Figure 15 Effect of maximum value delay τ on detection performance of SP-CAF.
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(n) leads to a better detection probability, as shown in
Figure 13. In this test scenario, the FFT length is Nfft =
1, 024 and τmax is set equal to 3. However, the curves are
plotted for n = 128 and n = 256.
This behavior is quite obvious and self-explanatory
since increasing the number of samples requires more
sensing time and provides more information; thus, a
better performance is obtained. In Figure 14, the detec-
tion probability PD is plotted for different FFT lengths,
i.e., Nfft = 512 and 1,024. In this case, n is constant
and is equal to 256, and τmax remains equal to 3.
This figure shows that the detection probability amelio-
rates with the increased FFT length. As mentioned in
Section 2.2, the size of the IDFT matrix is n × Nfft.
Therefore, increasing Nfft increases the resolution of the
estimated cyclic autocorrelation vector whose symme-
try will be checked. Consequently, the detection of the
symmetry property of the cyclic autocorrelation func-
tion is improved with a more accurate estimation of the
CAF.
Finally, in Figure 15, the impact of τmax on the SP-
CAF performance is shown. In this case, n = 256 and
Nfft = 1, 024. The probability of detection is plotted for
τmax = 3 and 5. For τmax = 3, the cyclic autocorrelation
vector is estimated with three values of delay τ , whereas
for τmax = 5, the estimation is performed with five values
of delay τ . While τmax is increasing, the estimation of the
cyclic autocorrelation vector improves with a higher num-
ber of iterations, which results in a better decision on its
symmetry. This is shown in Figure 15, where the detection
performance of SP-CAF detector improves with a bigger
τmax.
5 Conclusions
In this paper, the performance of a blind detector that
employs the symmetry property of the cyclic autocorre-
lation function to perform signal detection in real chan-
nel conditions is tested. The algorithm is based on the
application of compressed sensing to recover the sparse
CAF in the cyclic frequency domain. In this study, we
have mainly focused on the practical implementation
of the proposed symmetry property of SP-CAF sensing
algorithm. Experimental tests were driven to compare
it with the classical ED. The implementation is carried
out using GNU Radio and USRP N210 platforms. It has
been shown through experimental results that the SP-
CAF does not only require fewer samples than the clas-
sical ED but also proves to be more efficient. Moreover,
the SP-CAF sensing algorithm is tested and validated
on real GSM and DVB-T signals and under various test
scenarios.
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