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Abstract
In this paper we study behavioral systems whose trajectories are given as solutions of
quaternionic difference equations. As happens in the commutative case, it turns out that qua-
ternionic polynomial matrices play an important role in this context. Therefore we pay special
attention to such matrices and derive new results concerning their Smith form. Based on these
results, we obtain a characterization of system theoretic properties such as controllability and
stability of a quaternionic behavior.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The behavioral approach to dynamical systems, introduced by Willems [15,16] in
the eighties, considers as the main object of study in a system the set of all the trajec-
tories which are compatible with its laws, known as the system behavior. Whereas the
classical approaches start by dividing the trajectories into input, output and/or state
space variables, according to some predefined mathematical model (for instance, the
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input-output or the state space model), the point of view of the behavioral approach is
rather innovative. One looks at the set of trajectories without imposing any structure,
i.e., without speaking, at an early stage, of inputs and outputs, of causes and effects.
This point of view does not only unify the previous approaches, fitting them within
an elegant theory, but it also permits to study a larger class of dynamical systems,
including situations where it is not possible or desirable to make any distinction
between input and output variables.
During the last two decades the importance of Clifford algebras, and in particular
of the quaternion algebra, has been widely recognized. Actually, using this alge-
bra, phenomena occurring in areas such as electromagnetism, quantum physics and
robotics may be described by a more compact notation [5,7].
Systems with quaternionic signals were already investigated in the classic state
space approach [4]. Here we aim at laying the foundations of the theory of qua-
ternionic systems in the behavioral approach. Although every quaternionic system
can be regarded as a complex or real system of higher dimension with special struc-
ture, keeping at the quaternionic level (i.e., viewing it as a system over H) allows
higher efficiency in computational terms. Since quaternionic polynomial matrices
play an important role in this context, a considerable part of our work is devoted to
the study of such matrices and in particular to their Smith form. The obtained results
are relevant for the algebraic characterization of system theoretic properties.
The structure of the paper is as follows. In Section 2, after presenting the quatern-
ionic skew-field H and quaternionic matrices, we refer to some examples that show
the advantages of using quaternions in the description and solution of well-known
physical problems. In Section 3 we introduce basic notions of quaternionic behav-
ioral theory and show how to extend usual concepts of commutative linear alge-
bra to the quaternionic algebra. Then, in Section 4, we characterize the Smith form
of complex adjoint matrices and make its relation to the quaternionic Smith form
explicit. Sections 5 and 6 are concerned with the characterization of controllability
and stability of quaternionic behaviors.
2. Quaternions and applications
Let R denote the field of real numbers. The quaternion skew-field H is an asso-
ciative but noncommutative algebra over R defined as the set
H = {a + bi + cj + dk : a, b, c, d ∈ R},
where i, j, k are called imaginary units and satisfy
i2 = j2 = k2 = ijk = −1.
This implies that
ij = −ji = k, jk = −kj = i, ki = −ik = j.
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For any η = a + bi + cj + dk ∈ H, we define its real part as Re η = a, its imag-
inary part as Im η = bi + cj + dk, its conjugate as η¯ = Re η − Im η = a − bi −
cj − dk, and its norm as |η| = √η¯η = √a2 + b2 + c2 + d2. Note that ην = ν¯ η¯,
∀η, ν ∈ H.
Two quaternions η and ν are said to be similar, η ∼ ν, if there exists a nonzero
α ∈ H such that η = ανα−1. Similarity is an equivalence relation and we denote
by [ν] the equivalence class containing ν. It can be proved [17] that η ∼ ν if and
only if Re η = Re ν and |η| = |ν|. Therefore, for instance, all the imaginary units
belong to the same equivalence class, i.e., i ∼ j ∼ k. Moreover, for all η ∈ H, η ∼ η¯.
As a consequence of the characterization of similarity, the following holds, where
C = {a + bi : a, b ∈ R} ⊆ H is the complex field.
Proposition 2.1 [17]. For all η ∈ H, [η] ∩ C /= ∅ and [η] ∩ R /= ∅ ⇐⇒ [η] =
{η} ⇐⇒ η ∈ R.
Example 2.2. Consider the quaternion η = 1 − 2i + j + 2k. The complex z = 1 +
3i and its conjugate z¯ = 1 − 3i are similar to η, since Re z = Rez¯ = Re η = 1 and
|z| = |z¯| = |η| = √10.
Given an m× n matrix with quaternionic entries A = (ast ) ∈ Hm×n, its conju-
gate is defined as A = (a¯st ), its transpose as A = (ats) ∈ Hn×m, and its conjugate
transpose as A∗ = A ∈ Hn×m.
Since each matrixA ∈ Hm×n may be uniquely written asA = A1 + A2j , whereA1,
A2 ∈ Cm×n we can define an injective R-linear map: Hm×n → C2m×2n such that
A → Ac =
[
A1 A2
−A2 A1
]
. (2.1)
The matrix Ac is called the complex adjoint matrix of A. In general, any complex
matrix with structure (2.1) is said to be a complex adjoint matrix.
We may as well define a bijective R-linear map: Hm×n → C2m×n such that
A → Acv =
[
A1
−A2
]
, (2.2)
which in particular maps column vectors into column vectors.
It is easy to check that the following properties hold [17]:
(In)
c = I2n; (A−1)c = (Ac)−1; (AB)c = AcBc; (AB)cv = AcBcv,
(2.3)
where In is the n× n identity matrix and A and B are quaternionic matrices of
suitable dimensions and, in case, invertible.
Next we present some examples of applications of quaternions which motivated
our interest in quaternionic dynamical systems.
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Quaternions are a powerful tool in the description of rotations in R3. Indeed, let
u = [u1 u2 u3]T and v = [v1 v2 v3]T be vectors in R3. Suppose that the
rotation of v by an angle θ about the direction of u yields the vector v˜ =[
v˜1 v˜2 v˜3
]T
.
Identifying v and u with the quaternions v1i + v2j + v3k and u1i + u2j + u3k,
respectively, and letting q be the quaternion
q = cos θ
2
+ u|u| sin
θ
2
, (2.4)
we have that qvq¯ = v˜1i + v˜2j + v˜3k (see [8]). Actually, for any q, v ∈ H, the qua-
ternion v˜ = qvq¯ has zero real part whenever so has v. When q is unitary, i.e., |q| = 1,
the action of the operator Lq(v) = qvq¯ consists in a rotation of v by an angle θ about
the direction specified by the vector u, where u and θ are given, up to periodicity, by
formula (2.4).
Note that the operator Lq is defined for any q ∈ H and acts as a rotation composed
with a norm variation. So, to obtain only a rotation, when q is not unitary, the operator
L˜q : v → qvq−1 is used, which is defined for any q /= 0. Indeed, it is easy to check
that L˜q = L q|q| .
It is not uncommon to find situations where the rotation of a rigid body is depen-
dent on time, and this dynamics is advantageously written in terms of quaternionic
differential or difference equations (see [3,12]).
Using quaternionic notation it is also possible to find an elegant solution of the dif-
ferential equation which describes the orbits of the planets, i.e., to solve the “Kepler
problem” (see [13]). Quaternions, compared to vectors in R3, have an extra degree
of freedom which may be exploited to simplify the equations. Indeed, by choos-
ing conveniently the free parameter, the problem is reduced to the resolution of the
simple quaternionic differential equation q¨ + q = 0. The solution of this equation is
q = eitα + e−it β, where α and β are suitable constant quaternions.
Furthermore, many are the physical theories, from electromagnetism to relativ-
ity, that can be formulated naturally using quaternions. As for quantum mechanics,
in particular, the introduction of quaternionic potentials gives rise to a new theory
whose predictions still have to be confirmed (see [1,2] and the references therein).
3. Quaternionic behavioral systems
In this section we study behaviors that can be described as solution sets of quatern-
ionic matrix difference equations, i.e., those which are the kernel of some suitable
matrix difference operator. Such equations arise either directly or from the digital
implementation of problems described by differential equations. We first provide the
necessary results about quaternionic polynomials and polynomial matrices. Then,
we show that as in the real and the in complex case, two matrices represent the same
behavior if and only if each one is a left multiple of the other.
R. Pereira et al. / Linear Algebra and its Applications 400 (2005) 121–140 125
Definition 3.1 [10, Def. 1.3.1]. A dynamical system  is defined as a triple
 = (T,W,B),
with T a set called the time axis, W a set called the signal space, and B a subset of
WT called the behavior, where WT = {f : T → W}.
In this paper T = Z and W = Hr , for some r ∈ N. This class of systems is called
discrete-time quaternionic systems.
We will assume that the system behavior B can be described by means of matrix
difference equations, i.e., the trajectories w in B are the solutions of an equation of
the form
RMw(t +M)+ RM+1w(t +M + 1)+ · · · + RNw(t +N) = 0, ∀ t ∈ Z,
(3.1)
where Rp ∈ Hg×r , p = M, . . . , N , M  N , M,N ∈ Z.
If we define the shift operator by (σ τw)(t) = w(t + τ), t, τ ∈ Z, the left-hand
side of Eq. (3.1) can be written in the more compact form
R(σ, σ−1)w(t) =
N∑
l=M
Rlσ
lw(t) =
N∑
l=M
Rlw(t + l). (3.2)
This notation also reveals that we may describe B as the kernel of the difference
operator R(σ, σ−1) acting on (Hr )Z, i.e.,
B = kerR(σ, σ−1) := {w ∈ (Hr )Z : R(σ, σ−1)w = 0}. (3.3)
Note that behaviors which can be written as the kernel of some difference operator
are linear on the right, i.e., for any w1, w2 ∈ B and α1, α2 ∈ H, w1α1 + w2α2 ∈ B,
and shift-invariant, i.e., if w ∈ B then σ τw ∈ B, ∀τ ∈ Z, or, equivalently, σ τB =
B.
The form of the operator R(σ, σ−1) in (3.2) suggests, as it is usual within the
behavioral approach, to consider the polynomial matrix (in s and s−1)
R(s, s−1) =
N∑
l=M
Rls
l, (3.4)
which is called a kernel representation of the behavior (3.3), and try to relate its
algebraic properties to dynamical properties of B.
However, unlike the real or complex case, there is not a unique way to define
quaternionic polynomials. The one we will choose is determined by the following
consideration. The variable of the polynomial represents the shift operator σ , which
clearly commutes with any quaternionic value. Thus, also the variable s has to com-
mute with the coefficients. This leads to the following definition.
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Definition 3.2. A quaternionic Laurent-polynomial (or L-polynomial) p(s, s−1) is
defined by
p(s, s−1) =
N∑
l=M
pls
l, pl ∈ H, M,N ∈ Z, M  N,
where s (and s−1) commute with the coefficients.
If pN /= 0 /= pM , the degree of p(s, s−1) is deg p = N −M . IfM  0, p(s, s−1)
is simply said to be a quaternionic polynomial and we denote it by p(s). In this case,
the degree of the polynomial p(s) is N .
The set of quaternionic L-polynomials and quaternionic polynomials are denoted
by H[s, s−1] and by H[s], respectively. As usual, Hm×n[s, s−1] and Hm×n[s] are the
sets of m× n matrices with entries in H[s, s−1] and H[s], respectively.
Quaternionic (L-) polynomials endowed with the usual operations are noncom-
mutative rings. Note that, since s commutes with the coefficients, as we said before,
(αsn)(βsm) = αβsn+m, α, β ∈ H. With this definition, moreover, it is easily proved
that the (L-) polynomial corresponding to the composition of operators p(σ, σ−1) ◦
q(σ, σ−1) is equal to the product p(s, s−1)q(s, s−1).
To simplify the notation, in the sequel we may omit the indeterminates s and
s−1. We will also indicate the product of polynomials p(s, s−1) and q(s, s−1) as
pq(s, s−1).
The notions of conjugacy and of similarity for quaternionic (L-) polynomials
are naturally defined as follows. The conjugate of p(s) = pNsN + pN−1sN−1 +
· · · + pMsM ∈ H[s, s−1] is p¯(s) = p¯N sN + p¯N−1sN−1 + · · · + p¯MsM . As regards
the similarity of L-polynomials, we say that p(s, s−1) ∼ q(s, s−1) if there exists a
nonzero α ∈ H such that p(s, s−1) = αq(s, s−1)α−1. Clearly, this is an equivalence
relation. We denote by [q(s, s−1)] the equivalence class containing q(s, s−1).
Properties related to conjugation of quaternions extend to polynomials as we show
in the following propositions.
Proposition 3.3. Let p1, . . . , pn ∈ H[s, s−1]. Then p1p2 · · ·pn = p¯n · · · p¯2p¯1.
Proof. The proof is trivial since ην = ν¯ η¯, ∀η, ν ∈ H and s commutes with the
coefficients. 
Proposition 3.4. Let p, q ∈ H[s, s−1]. Then
(i) pp¯ = p¯p ∈ R[s, s−1].
(ii) If pq ∈ R[s, s−1], then pq = qp.
Proof. (i) By Proposition 3.3 we have that p¯p = p¯ p¯ = p¯p, i.e., p¯p ∈ R[s, s−1].
Therefore it commutes with p, i.e., pp¯p = p¯pp. Hence pp¯ = p¯p.
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(ii) Real polynomials commute with any polynomial. Thus, by (i),
q¯pq = pqq¯ = qq¯p = q¯qp,
and so, pq = qp. 
The definition of the complex adjoint matrix of R(s, s−1) ∈ Hm×n[s, s−1],
Rc(s, s−1), is analogous to the constant case. Similarly, we extend the map (2.2)
to sequences and define for any behavior B the complex behavior BC = {wcv :
w ∈ B}, where wcv(t) = (w(t))cv. BC is called the complex form of B and, as the
following proposition shows, admits a kernel representation which can be derived
from any kernel representation of B.
Proposition 3.5. Let R(s, s−1) ∈ Hm×n[s, s−1]. Then (kerR(σ, σ−1))C =
kerRc(σ, σ−1).
Proof. Let v ∈ (kerR)C. Then, by definition there exists w ∈ kerR such that v =
wcv. Since Rw = 0 then Rcv = Rcwcv = 0. Hence v ∈ kerRc. Conversely, let v ∈
kerRc. This uniquely determines w such that v = wcv. Then (Rw)cv = Rcwcv =
Rcv = 0, which implies that Rw = 0 and also v = wcv ∈ (kerR)C. 
Proposition 3.5 shows that the analysis of B is equivalent to the analysis of its
complex form BC. In the same way, quaternionic (L-) polynomial matrices share
many algebraic properties with their complex adjoint matrices, as we show in the fol-
lowing statements, where unimodular matrices are defined analogously to the com-
mutative case and full row rank (frr) matrices are (L-) polynomial matrices R such
that for any (L-) polynomial row vector X, XR = 0 implies X = 0.
Lemma 3.6. A quaternionic (L-) polynomial matrix R is frr if and only if Rc is frr.
More generally, for every quaternionic (L-) polynomial matrix R, rank R = n if and
only if rank Rc = 2n.
Proof. Let R ∈ Hg×r [s, s−1]. First we prove that R is frr if and only if Rc is frr.
“If” part. Suppose that R is not frr. Then there exists a nonzero row vector X ∈
H1×g[s, s−1] such that XR = 0, hence XcRc = 0, with Xc /= 0, i.e., Rc is not frr.
“Only if” part. Suppose that Rc is not frr. Then there exists a nonzero complex
polynomial row vector Y = [Y1 Y2], with Y1, Y2 ∈ C1×g[s, s−1] such that YRc =
0. DefineX ∈ H1×g[s, s−1] asX = Y1 + Y2j . It is easy to verify thatXR = 0. Since
X /= 0, R is not frr.
The general case follows using the fact that for any R ∈ Hg×r [s, s−1] there exists
a unimodular matrix U ∈ Hg×g[s, s−1] such that
UR =
[
R˜
0
]
,
with R˜ ∈ Hg˜×r [s, s−1] frr [10, Thm. 2.5.23]. 
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Proposition 3.7. Given two quaternionic (L-) polynomial matrices A and B, if the
equation
Ac = MBc (3.5)
holds with a complex (L-) polynomial matrix M, then there exists a quaternionic
(L-) polynomial matrix T such that A = T B. Moreover, if B is frr then M = T c.
Proof. Let A = A1 + A2j , B = B1 + B2j , and M =
[
T1 T2
T3 T4
]
. Then,
Ac = MBc ⇐⇒

A1 = T1B1 − T2B2,
A2 = T1B2 + T2B1,
−A2 = T3B1 − T4B2,
A1 = T3B2 + T4B1.
(3.6)
Let T = T1 + T2j . From (3.6) it follows that Ac = T cBc and so A = T B. Now
suppose that B is frr. By Lemma 3.6 we have that Bc is also a frr matrix and, since
(M − T c)Bc = 0, we obtain that M = T c. 
Corollary 3.8. Let U ∈ Hr×r [s, s−1]. Then U is unimodular if and only if U c ∈
C2r×2r [s, s−1] is unimodular.
Proof. “Only if” part. Let U ∈ Hr×r [s, s−1] be unimodular. Then there exists V ∈
Hr×r [s, s−1] such that VU = Ir , which is equivalent to V cU c = (V U)c = I cr =
I2r , i.e., U c is unimodular.
“If” part. If U c is unimodular, there exists W ∈ C2r×2r [s, s−1] such that I2r =
WU c. From Proposition 3.7 we conclude that there exists V such that V c = W and
VU = Ir , hence U is unimodular. 
In the sequel we investigate a fundamental equivalence relation for kernel repre-
sentations.
Definition 3.9. Let Rl ∈ Hgl×r [s, s−1], l = 1, 2. Then R1 and R2 are said to be
equivalent representations if ker R1(σ, σ−1) = kerR2(σ, σ−1).
Example 3.10. Consider the following quaternionic polynomial matrices:
R1 =
[
s −i
0 s − k
]
, R2 =
[
s + k 0
j 1
]
. (3.7)
These are equivalent representations of the same behavior which, as it is easy to
check, is
kerR1 = kerR2 =
{[
j
1
]
ktq, q ∈ H
}
.
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A straightforward calculation shows that R1 = UR2, where
U =
[
1 −i
−j s − k
]
is an unimodular L-polynomial matrix.
We will show that, as in the real and in the complex case, two representations are
equivalent if and only if each one is a left multiple of the other, as in the previous
example. This main result is a consequence of the following more general statement.
Theorem 3.11. Let R1 and R2 be two quaternionic (L-) polynomial matrices. Then
kerR1 ⊆ kerR2 if and only if there exists a quaternionic (L-) polynomial matrix X
such that XR1 = R2.
Proof. “If” part. Let w ∈ kerR1. Then, R2w = XR1w = 0, and therefore kerR1 ⊆
kerR2.
“Only if” part. We want to prove that there exists a matrix X such that XR1 = R2.
By Proposition 3.5,
kerR1 ⊆ kerR2 ⇐⇒ kerRc1 ⊆ kerRc2.
As stated in [14, Section 4], there exists a complex matrix Y such that
YRc1 = Rc2.
But, from Proposition 3.7, there also exists a quaternionic matrix X such that
XR1 = R2,
thus proving the theorem. 
Corollary 3.12. Two quaternionic representationsR1(s, s−1), R2(s, s−1) are equiv-
alent if and only if there exist X1(s, s−1) and X2(s, s−1) such that R1 = X1R2 and
R2 = X2R1. Moreover, if both matrices are frr then X1 = X−12 , i.e., X1 and X2 are
unimodular matrices.
Proof. The first part of the corollary is a trivial consequence of Theorem 3.11.
Suppose now that R1 and R2 are frr. Since R1 = X1R2 and R2 = X2R1, then
R1 = X1X2R1 and R2 = X2X1R2. Hence we have that X1X2 = X2X1 = I , i.e.,
X1 = X−12 and X1 and X2 are unimodular. 
Remark 3.13. Since sl is an invertible element in H[s, s−1], it follows that
kerR(σ, σ−1) = ker σ lR(σ, σ−1).
As a consequence, it is always possible to choose a polynomial representation for
any behavior B. Indeed, if B has a representation R(s, s−1), then, for an adequate
integer M  0, sMR(s, s−1) ∈ Hg×r [s] is still a representation of B. Therefore, for
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the sake of simplicity, we shall choose polynomial kernel representations, although
always regarding them as L-polynomial representations.
As in the commutative case, the quaternionic Smith form plays an important role
in the study of quaternionic behavioral systems, in particular in the characterization
of controllability and stability. Thus, we dedicate the following section to a detailed
analysis of this canonical form.
4. Quaternionic Smith form
The main result of this section is the characterization of the Smith form of com-
plex adjoint matrices and its relation to the quaternionic Smith form. We assume
that the reader is already familiar with the Smith form for complex (L-) polynomial
matrices.
We start by giving some results about quaternionic polynomials. Results and defi-
nitions are trivially generalized to L-polynomials.
A polynomial d(s) is a left divisor of p(s), i.e., d(s) |l p(s), or p(s) is a right
multiple of d(s), if there exists a polynomial q(s) such that p(s) = d(s)q(s).
The definition of right divisor (left multiple) is analogous and we will use the
notation d(s) |r p(s) to indicate that d(s) divides p(s) on the right.
A polynomial d(s) is a divisor of a polynomial p(s), which we will denote by
d(s) |p(s), and p(s) is a multiple of d(s), if d(s) |l p(s) and d(s) |r p(s).
It can be proved [6] that H[s] is a principal ideal domain and therefore also left
and right division algorithms can be defined.
We say that d(s) is a total divisor of p(s) if [d(s)] | [p(s)], i.e., if for any d ′(s) ∼
d(s) and p′(s) ∼ p(s), d ′(s) |p′(s). The greatest real factor of the polynomial p,
grf(p) ∈ R[s], which is defined as the monic real factor of p with maximal degree,
is always a total divisor of p.
We show that the definition of total divisor is equivalent to similar but simpler
conditions.
Lemma 4.1. Let p, q ∈ H[s]. Then
[p] | [q] ⇐⇒ p | [q] ⇐⇒ [p] | q.
Proof. Obviously the total divisor condition is sufficient. We prove that it is also
necessary.
Suppose that p | [q] and let p′ ∼ p and q ′ ∼ q. We shall prove that p′ | q ′.
By definition we know that there exists α ∈ H such that p′ = αpα−1 and, by
hypothesis, there exists d ∈ H[s] such that α−1q ′α = pd . Therefore, if we put d ′ =
αdα−1, we get that
q ′ = αpα−1αdα−1 = p′d ′.
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For right divisions the proof is similar, thus [p] | [q].
Analogously it is proved that also [p] | q is a sufficient condition. 
Unlike the commutative case, evaluation of polynomials is not a ring homomor-
phism, i.e., we may have pq(λ) /= p(λ)q(λ), for some λ ∈ H. Consequently, if we
define the zeros of p(s) as the values λ ∈ H such that p(λ) = 0, the relation between
factors and zeros of p(s) is not as simple as for real or complex polynomials.
Actually, if d(s) is a right divisor of p(s), then its zeros are also zeros of p(s)
[9, Proposition 16.2]. However, if d(s) is a left divisor of p(s), the zeros of d(s) are
not necessarily zeros of p(s). Indeed, let d(s) = s − i and p(s) = d(s)j = js − k.
Then
d(i) = 0 but p(i) = ji − k = −2k /= 0.
The following lemma collects some basic results about zeros of quaternionic poly-
nomials. First we define the minimal polynomial of the equivalence class [λ] as the
real polynomial
[λ](s) = (s − λ)(s − λ¯) = s2 − 2(Re λ)s + |λ|2.
Lemma 4.2. Let p ∈ H[s]. Then
(1) [λ] = [λ′] if and only if λ ∼ λ′ (i.e., the definition of [λ] is well-posed).
(2) If p(λ) = p(ν) = 0 with λ /= ν, λ ∼ ν, then [λ] |p.
(3) If p(λ) = 0 then [λ] | p¯p.
(4) If [λ] | p¯p then there exists λ′ ∈ [λ] such that p(λ′) = 0.
Proof
1. Simply note that, by its definition, [λ] depends only on Re λ and on |λ|2 that
uniquely characterize the class [λ].
2. See [9, Lemma 16.17].
3. As we said before, p¯p(λ) = 0 since p(s) is a right factor. If λ ∈ R then by Prop-
osition 2.1 the result follows. If this is not the case, since the polynomial is real
by Proposition 3.4, also p¯p(λ¯) = 0. By point 2, the proof is concluded.
4. If p(λ) = 0 the statement is proved. Otherwise, if p(λ) /= 0, by
[9, Proposition 16.3] there exists λ′′ ∈ [λ] such that 0 = p¯p(λ) = p¯(λ′′)p(λ).
This implies that p¯(λ′′) = 0. By [9, Theorem 16.4] there exists λ′ ∈ [λ′′] = [λ]
such that p(λ′) = 0. 
Note that in [6] a different definition of total divisor is given, which is precisely
the third condition of the following theorem where we state the equivalence of this
and other useful conditions. For that purpose it is necessary to first introduce the
notion of two-sided ideal.
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Definition 4.3. If I is a subring of H[s] and H[s]I ⊆ I(IH[s] ⊆ I) then I is
called a left (right) ideal of H[s]. If I is both a left and a right ideal, then I is said
to be a two-sided ideal.
Theorem 4.4. Let p, q ∈ H[s]. Then the following conditions are equivalent:
(i) [p] | [q];
(ii) H[s]qH[s] ⊆ pH[s] ∩ H[s]p;
(iii) H[s]q ⊆ I ⊆ H[s]p for some two-sided ideal I;
(iv) q = abp with bp ∈ R[s] and a, b ∈ H[s].
Proof. We will show that the implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (i) hold true.
(i) ⇒ (ii) We first prove that
HqH ⊆ pH[s] ∩ H[s]p. (4.1)
Indeed, by the hypothesis and by Lemma 4.1, p | [q] and so, for any nonzero α ∈ H,
there exists d ∈ H[s] such that αqα−1 = pd . Therefore, for any β ∈ H,
αqβ = αqα−1αβ = pdαβ ∈ pH[s].
Analogously, we can prove that αqβ ∈ H[s]p. Thus we only need to prove that (4.1)
implies condition (ii).
Actually, for any a =∑αnsn, b =∑βmsm ∈ H[s], Eq. (4.1) implies that there
exist polynomials lnm, rnm ∈ H[s] such that
αnqβm = lnmp = prnm.
Therefore, recalling that the variable commutes with the coefficients,
aqb =
∑
αnqβms
n+m =
∑
lnms
n+mp = p
∑
rnms
n+m,
showing that (ii) holds.
(ii) ⇒ (iii) The condition is satisfied with I being the smallest ideal containing
H[s]qH[s], which can be shown to be contained in pH[s] ∩ H[s]p.
(iii) ⇒ (iv) We first show that the monic left and right generators of any two-sided
ideal I are the same.
Suppose thatI = H[s]g = g′H[s] with g and g′ monic. Then g = g′h′ and g′ =
hg for some h, h′ ∈ H[s]. Thus, g = hgh′ which, by examining the degree of the
polynomials, implies that h and h′ are constant. Since g and g′ are monic, h = h′ = 1
and therefore g = g′.
Now we show that g ∈ R[s]. If r = grf(g), then g = rd for some d ∈ H[s]. Sup-
pose by contradiction that g /∈ R[s], i.e., d can be factorized as d = d ′(s − α), for
some α ∈ H\R. Note that d(β) /= 0 for any β ∈ [α] such that β /= α. Actually, by
Lemma 4.2.2, this would imply that the minimal polynomial of [α], [α], divides d ,
which is impossible by the definition of r .
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Consider now the polynomial g(s − α′) ∈ I. Since I is a two-sided ideal, there
must exist x ∈ H[s] such that xg = g(s − α′). Therefore,
rxd = xrd = xg = g(s − α′) = rd(s − α′)⇒ xd = d(s − α′).
Choose now α′ ∈ [α] such that α′ /= α and α′ /= α¯. Since xd(α) = 0, the contradic-
tion is achieved if we prove that α cannot be a zero of d(s − α′). Indeed, if this were
the case, by Lemma 4.2.2, [α′] | d(s − α′) and consequently (s − α¯′) | d and thus
d(α¯′) = 0. But, as we said before, d cannot have zeros different from α within its
equivalence class.
As I ⊆ H[s]p, we have that g = bp ∈ R[s], for some b ∈ H[s]. Finally, since
q ∈ I, there exists a ∈ H[s] such that q = ag = abp.
(iv) ⇒ (i) By Lemma 4.1 we just need to prove that [p] | q. By Proposition 3.4 (ii),
bp = pb ∈ R[s] and thus for any nonzero η ∈ H
q = abp = apb = pba = ηη−1pba = ηpbη−1a = ηpη−1ηbη−1a.
This means that [p] |l q. Similarly we can prove that [p] |r q. 
Due to the equivalences stated in Theorem 4.4, the following result is a conse-
quence of [6, Theorem 3.16].
By diag(a1, . . . , an) we mean a (not necessarily square) matrix with suitable
dimensions whose first elements on the main diagonal are a1, . . . , an and all the
other entries are zero.
Theorem 4.5. Let R ∈ Hg×r [s, s−1]. Then there exist L-polynomial unimodular
matrices U and V such that
URV =  = diag(γ1, . . . , γn) ∈ Hg×r [s],
where n is the rank of R, γl, l = 1, . . . , n, are monic polynomials with nonzero
independent term and [γl] | [γl+1], l = 1, . . . , n− 1.
The matrix  introduced in Theorem 4.5 is called a quaternionic Smith form of
R.
If R ∈ Hg×r [s] we can not guarantee that the polynomials γl(s) have nonzero
independent term.
Note that, unless it is real, the quaternionic Smith form is not unique. The source
of nonuniqueness is characterized in [6]. In the end of this section we will show a
necessary condition for two matrices to be quaternionic Smith forms of the same
quaternionic matrix.
The following example shows that a quaternionic Smith form of a complex matrix
does not coincide with its complex Smith form.
Example 4.6. Let R =
[
s + i 0
0 s + i
]
.
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In the complex case this polynomial matrix is a Smith form. However, s + i
does not divide its own equivalence class. Indeed, s − i = j (s + i)j−1 ∼ s + i but
s − i = (s + i)− 2i. Therefore, R is not a quaternionic Smith form. A simple cal-
culation shows that
 = URV =
[
1 0
0 s2 + 1
]
,
where
U =
[
k
2
i
2
js + k s − i
]
and V =
[−j − k2 (s + i)−1 i2 (s − i)
]
are unimodular polynomial matrices, is the quaternionic Smith form of R.
Before stating the main theorem about quaternionic and complex Smith forms,
we give an auxiliary result. The definition of equivalent matrices is analogous to the
commutative case.
Proposition 4.7. For all monic q ∈ H[s] there exists p ∈ C[s] such that qc and pc
are equivalent. Furthermore, for all monic p ∈ C[s], the complex Smith form of pc
is diag(r, rcc¯), where r = grf(p) and c is such that p = rc.
Remark 4.8. In other words, this result states that for any monic q ∈ H[s] there
exists c ∈ C[s] such that, if r = grf(q) and p = rc, the following matrices are equiv-
alent:
qc,
[
p 0
0 p¯
]
and
[
r 0
0 rcc¯
]
.
Proof. First we show that for any monic p ∈ C[s], the complex Smith form of pc is
diag(r, rcc¯), where r = grf(p) and c is such that p = rc. By hypothesis, the polyno-
mials c and c¯ are coprime and therefore there exist x, y ∈ C[s] such that xc + yc¯ =
1. The complex polynomial matrices
U =
[
c −y
c¯ x
]
and V =
[
1 − c¯y c¯y
−1 1
]
are unimodular and pc = Udiag(r, rcc¯)V . So diag(r, rcc¯) is the complex Smith form
of pc.
As for the first fact, let now r = grf(q) and d be such that q = rd = r(d1 + d2j),
for some d1, d2 ∈ C[s]. By definition of r , gcd(d1, d2, d¯1, d¯2) = 1. Therefore, the
complex Smith form of qc is  = diag(r, x), where
rx = det(qc) = r2(d1d¯1 + d2d¯2). (4.2)
By direct calculation, dd¯ = d1d1 + d2d2 ∈ R[s] and hence this polynomial has
no real zeros, because these should be common to d1 and d2, which is impossible by
the definition of r . Therefore, there exists c ∈ C[s] such that dd¯ = cc¯, i.e., qq¯ = pp¯
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with p = rc ∈ C[s]. This shows, by (4.2), that x = rcc¯, which proves that qc and
diag(r, rcc¯) are equivalent. By the first part of the proof, the result follows. 
Remark 4.9. Note that Proposition 4.7 implies that for any monic q ∈ H[s] there
always exists a p ∈ C[s] such that pp¯ = qq¯ and grf(p) = grf(q). Moreover, if p ∈
R[s], then also q ∈ R[s] and q = p (cf. Proposition 2.1).
The following theorem characterizes the complex Smith form of polynomial com-
plex adjoint matrices and gives its relation with their quaternionic Smith forms. The
result is trivially generalized to (L-) polynomial matrices.
Theorem 4.10
(1) A polynomial matrix
 = diag(δ1, δ′1, . . . , δn, δ′n) ∈ C2g×2r [s],
is the complex Smith form of the complex adjoint matrix Rc, for some R ∈
Hg×r [s], if and only if  is a real matrix, δ1|δ′1| · · · |δn|δ′n and δl, δ′l are monic
polynomials with exactly the same real zeros, l = 1, . . . , n.
(2) If  = diag(γ1, . . . , γm) ∈ Hg×r [s] is a quaternionic Smith form of R, then
m = n, δl = grf(γl) and
γlγ¯l = δlδ′l .
Proof. (1) “If” part. It follows from the hypothesis that there exist complex poly-
nomials cl , with no real zeros, such that δ′l = δlcl c¯l . Therefore, since δl = grf(δlcl),
diag(δl, δ′l ) = diag(δl, δlcl c¯l) is equivalent to diag(δlcl, δlcl) by Proposition 4.7.
Hence,  is equivalent to
diag(δ1c1, δ1c1, . . . , δncn, δncn),
which, in turn, is equivalent to the complex adjoint matrix of
R = diag(δ1c1, . . . , δncn) ∈ Hg×r [s].
“Only if” part. Let  be the complex Smith form of Rc. Suppose that  =
diag(γ1, . . . , γn) ∈ Hg×r [s] is a quaternionic Smith form of R. By Lemma 3.6 it
is clear that m = n. Let γl = rldl , where rl = grf(γl). By Proposition 4.7, there
exists cl ∈ C[s] with no real zeros such that γ cl is equivalent to diag(rl, rlcl c¯l) and
consequently, c is equivalent to
′ = diag(r1, r1c1c¯1, . . . , rn, rncnc¯n). (4.3)
Next we show that ′ is the complex Smith form of Rc, and hence  = ′. Since
′ is equivalent to Rc, we only need to show that it satisfies the required division
properties. Obviously, rl | rlcl c¯l , l = 1, . . . , n.
We will prove that rlcl c¯l | rl+1. By Theorem 4.4 we know that
γl+1 = abγl, bγl ∈ R[s], a, b ∈ H[s]. (4.4)
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The fact that γl = rldl divides bγl ∈ R[s] implies that also the least real multiple
of γl , i.e., rldl d¯l , is a factor of bγl , and hence, by (4.4), a factor of γl+1. Note that
a | b ⇒ grf(a) | grf(b) and therefore we have that rldl d¯l | grf(γl+1) = rl+1. However,
by the reasoning in the proof of Proposition 4.7, we know that
r2l dl d¯l = γlγ¯l = r2l cl c¯l , (4.5)
and thus rlcl c¯l = rldl d¯l | rl+1. Therefore,  = ′, i.e., δl = rl and δ′l = rlcl c¯l , l =
1, . . . , n, and consequently δ1|δ′1| · · · |δn|δ′n. It is obvious that  is a real matrix.
Moreover, since the polynomials cl have no real zeros, we have that δl and δ′l do
have the same real zeros.
(2) In the previous point we have seen that m = n, and δl = rl = grf(γl). Finally,
note that by Eq. (4.5), δlδ′l = γlγ¯l . 
Remark 4.11. Since the complex Smith form is unique, it follows from
Theorem 4.10 that if
 = diag(γ1, . . . , γm) and ′ = diag(γ ′1, . . . , γ ′m)
are quaternionic Smith forms of a quaternionic matrix R, then γlγ¯l = γ ′l γ¯ ′l , l =
1, . . . , m.
However, the reciprocal fact is not true. For instance, let r = s2 + 1 ∈ H[s], γ =
r and γ ′ = (s + i)(s + j). It is easily checked that γ γ¯ = (s2 + 1)2 = γ ′γ¯ ′. Obvi-
ously, γ is a quaternionic Smith form of r , but, as γ ′ is not equivalent to γ , γ ′ is not
a quaternionic Smith form of r .
5. Controllability
In this section we recall the concept of controllability, which plays a fundamental
role in systems theory. Roughly speaking, we call a behavior controllable if it is
possible to switch from one trajectory to any other trajectory within the behavior in
finite time.
Definition 5.1 [10, Def. 5.2.2]. A behavior B of a time-invariant dynamical system
is called controllable if for any two trajectories w1, w2 ∈ B, and any time instant t1,
there exists t2 > t1 and a trajectory w ∈ B such that
w(t) =
{
w1(t), t  t1;
w2(t), t  t2.
(5.1)
When property (5.1) holds we say that w1 and w2 are concatenable in B. There-
fore B is controllable if all its trajectories are concatenable in B.
Lemma 5.2. Let R ∈ Hg×r [s, s−1] and B = ker R. Then B is controllable if and
only if BC is controllable.
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Proof. This result follows immediately from the definition of controllability and
from the isomorphism between B and BC. 
The following theorem gives characterizations of controllable system. We recall
that a matrix is left-prime if it admits only unimodular left factors.
Theorem 5.3. Let R ∈ Hg×r [s, s−1] be frr and B = ker R. Then the following
conditions are equivalent:
(i) B is controllable;
(ii) R is left prime;
(iii) the quaternionic Smith form of R is [I 0] ;
(iv) there exists an image representation, i.e., ∃M ∈ Hr×m[s, s−1] such that B =
ImM.
Proof. The proof of the equivalence between (i), (iii) and (iv) is analogous to the
one given for [15, Proposition 4.3]. The equivalence between (ii) and (iii) is proved
similarly to the commutative case, see for instance [11, 4.1.19]. 
In the commutative case, Theorem 5.3 holds as well. Moreover, B = kerR is
controllable if and only if rank R(λ, λ−1) is constant for all 0 /= λ ∈ C. However,
in the quaternionic case, this is not true. In the following example it is shown that
if U is unimodular, then U(λ, λ−1) is not necessarily invertible for all 0 /= λ ∈ H.
Clearly, in this case kerU(σ, σ−1) = {0} is controllable, but rank U(λ, λ−1) is not
constant for all λ ∈ H\{0}.
Example 5.4. Let
U(s, s−1) =
[−is + k js
−i j
]
and V (s, s−1) =
[−k ks
1 −s − j
]
.
Since UV = I , U and V are unimodular matrices. However, U(λ, λ−1) is not invert-
ible when λ = 12j . Indeed,
U
(
1
2
j,
(
1
2
j
)−1)[1
k
]
=
[ 1
2k − 12−i j
] [
1
k
]
=
[
0
0
]
.
Remark 5.5. Lemma 5.2 says that it is possible to check whether a quaternionic
behavior is controllable by analysing its complex form. However, in general, this
method, besides increasing the size of the matrices involved and hence the com-
putational complexity, may also transform the problem into a less intuitive one.
For instance, let R = [s + j i(s + j)] and B = kerR. It is possible to conclude
immediately that B is not controllable since
[
s + j 0] is obviously a quaternionic
Smith form of R. On the other hand, looking at the corresponding complex adjoint
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matrix Rc =
[
s is 1 i
−1 i s −is
]
it is not so evident whetherBC is controllable or
not.
6. Stability
In this section we extend the characterization of stability to quaternionic behav-
iors. First we give the concept of behavioral stability.
Definition 6.1 [10, Def. 7.2.1]. A dynamical system with behavior B is called
(asymptotically) stable if for every trajectory w ∈ B, limt→+∞w(t) = 0.
Note that B is stable if and only if BC is stable. The characterization of stability
for a complex behavior B ⊆ (Cr )Z is given by the next result, which is the discrete
version of [10, Thm. 7.2.2].
Theorem 6.2. LetB ⊆ (Cr )Z be a behavior given asB = kerR(σ, σ−1), with R ∈
Cg×r [s, s−1]. Then B is stable if and only if rank R(λ, λ−1) = r, ∀λ ∈ C such that
|λ|  1.
For quaternionic behaviors the following result holds.
Theorem 6.3. LetB ⊆ (Hr )Z be a behavior given asB = kerR(σ, σ−1), with R ∈
Hg×r [s, s−1] and let  = diag(γ1, . . . , γr ) be a quaternionic Smith form of R. Then
B is stable ⇐⇒ γr(λ) = 0 ⇒ |λ| < 1, λ ∈ H.
Proof. As we mentioned, B is stable if and only if BC is stable. Let  =
diag(δ1, . . . , δ2r ) ∈ R2g×2r [s] be the complex Smith form of Rc. Since Rc and 
are equivalent, by Theorem 6.2 we have that BC is stable if and only if δ2r (µ) = 0
implies |µ| < 1, µ ∈ C. Moreover, this is equivalent to δ2r (λ′) = 0 ⇒ |λ′| < 1,
λ′ ∈ H. Indeed, let λ′ ∈ H be such that δ2r (λ′) = 0 and let µ ∈ C, µ ∈ [λ′]. Since
δ2r ∈ R[s], we have that also δ2r (µ) = 0. Thus |µ| < 1. But if µ ∈ [λ′], |λ′| =
|µ| and hence we conclude that |λ′| < 1. The reciprocal implication is obvious.
Therefore we just need to show that
δ2r (λ
′) = 0 ⇒ |λ′| < 1, λ′ ∈ H ⇐⇒ γr(λ) = 0 ⇒ |λ| < 1, λ ∈ H.
Recall that by Theorem 4.10 he have
γr γ¯r = δ2r δ2r−1. (6.1)
“⇒” Let λ ∈ H be such that γr(λ) = 0. By Lemma 4.2.3 we have that γr γ¯r (λ) =
0 which by (6.1) implies δ2r δ2r−1(λ) = 0. As δr ∈ R[s], then δ2r δ2r−1(λ) =
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δ2r (λ)δ2r−1(λ). Therefore δ2r (λ) = 0 ∨ δ2r−1(λ) = 0, which, since δ2r−1 | δ2r , is
equivalent to have δ2r (λ) = 0, and by hypothesis |λ| < 1.
“⇐” Let λ′ ∈ H be such that δ2r (λ′) = 0. This implies that δ2r δ2r−1(λ′) = 0 and
by (6.1) we have that γr γ¯r (λ′) = 0. By Lemma 4.2.4 there exists µ ∈ [λ′] such that
γr(µ) = 0, and since |λ′| = |µ|, by hypothesis |λ′| < 1. 
7. Conclusion
In this paper usual concepts of commutative linear algebra were extended to qua-
ternionic algebra in the context of the study of quaternionic behavioral systems. In
particular, a relation was obtained between the quaternionic Smith form of a qua-
ternionic matrix and the complex Smith form of its complex adjoint matrix. These
results were used to characterize system theoretic properties such as controllability
and stability of quaternionic systems in the behavioral approach.
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