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Abstract  
A novel hybrid particle swarm optimization (PSO) and cerebellar model articulation controller (CMAC) is introduced 
to the permanent magnet synchronous motor (PMSM) driver. PSO can simulate the random learning among the 
individuals of population and CMAC can simulate the self-learning of an individual. To validate the ability and 
superiority of the novel algorithm, experiments and comparisons have been done in MATLAB/SIMULINK. Analysis 
among PSO, hybrid PSO-CMAC and CMAC feed-forward control is also given. The results prove that the electric 
torque ripple and torque disturbance of the PMSM driver can be reduced by using the hybrid PSO-CMAC algorithm. 
 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [name organizer] 
 
Keywords : Particle Swarm Optimization, CMAC, PMSM 
1.Introduction 
With high efficiency, small size and less rotor loss, permanent magnet synchronous motor (PMSM) is 
not only widely used in the CNC machine tools, industrial robots, mini-automobile, motor-driven bicycles 
and home appliances but also widely used in the audio equipment, computer peripherals, medical 
instrument, chemical industry, textile industry and so on[1]. The speed-regulation of PMSM usually adopts 
PI control. But it is difficult to find the proper PI parameter. Bad proportional-integral parameter may 
cause the system unstable and beyond control. Besides, for the reason that the motor is a control object of 
multiple variables, nonlinear and strong coupling, it must fine adjustment its PI parameter to keep working 
stably and precisely. But the PI controller can t adjust its parameter automatically. However, particle 
swarm optimization, CMAC, ant colony algorithm, cultural algorithm, bacterial foraging oriental and many 
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other intelligent optimization algorithms can be introduced to solve the problems. These algorithms don t 
need precise mathematical model and can be used to solve complex nonlinear problems. So they can 
provide solutions to select the suitable PI parameter for motor control automatically [2].  
Within the above algorithms, particle swarm optimization is an advanced heuristic search 
 
find the global optimization. But as a stochastic simulation of the information transfer between swarm 
which is weak in local search and slow in convergence, particle swarm optimization must be improved in 
stability and accuracy [3-8].  
In contrast, the cerebellar model articulation controller (CMAC) can simulates the individual of a 
population. The advantages of CMAC are that it has strong local generalization ability and it is fast in 
convergence. Its minimum value is unique. Due to less iteration in comparison with other neural networks, 
its program executes faster so that CMAC can lend itself to real-time control [9,10]. But the CMAC needs 
some initial information to control a system in the beginning. Combine these two algorithms and learn 
from each other, we can improve the performance of PMSM driver.  
2.Direct torque control of PMSM 
According to the motor rotor structure, PMSM can be divided into three types: the surface mounted, 
the plug-in and the built-in PMSM [11]. 
For the surface-mounted PMSM, Ld=Lq=Ls; while for the other two types, there is Ld<Lq. 
In the surface-mounted PMSM, there exist two magnetic fields: the rotor magnetic field and the 
armature magnetic field. Rotor magnetic field is the f generated by permanent 
magnet. Armature magnetic field Lsis is generated by the stator current. The s is 
composed of the two magnetic fields as 
s=Lsis+ f      (1) 
Electromagnetic torque of PMSM is the interaction effect of the rotor magnetic field and the 
armature magnetic field.  
The basic equation of Electromagnetic torque is: 
Te=p f is=p f Lsis/Ls   (2) 
Electromagnetic torque of PMSM can also be seen as the interaction effect between the rotor and the 
stator magnetic field: 
Te=p f (Lsis+ f) /Ls    (3) 
By substituting the equation 1 to equation 3 we can get : 
Te= p f ssin /Ls    (4) 
The load angle is the phase difference between the stator flux and the rotor flux.  
In the PMSM driver, the amplitude of f is a constant. If we can control the amplitude of the 
s invariable, the electromagnetic torque will only be . So we can 
control the electromagnetic torque directly through changing the load angle. 
In the ABC coordination system, the vector equation of the stator voltage is, 
Us=Rsis+d s/dt    (5) 
When the stator resistance is small enough and its effect can be ignored, there is: 
s= us dt     (6) 
Equation 6 shows that, by controlling the stator voltage vector, the stator flux can be controlled. 
3.PID online Self-Tuning Using PSO 
Model and parameters are varying while PMSM is running. The changing of model and parameters will 
reduce the performance of the dynamic system. To select the PI parameter automatically at the initial stage 
of the system and to fine adjust the PI parameter according to the operating condition, the PSO controller 
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has been introduced to tuning PI parameter for PMSM. Inspired form the coordinate relation of the fish, 
birds, monkeys and other animal, the PSO can find the best position to reach the target. Based on this idea, 
take the possible PMSM PID parameters as the position of a particle. Through finding the optimal particle 
in the solution space to implement PID parameters online self-tuning. 
The basic principle of PSO controller used in PMSM can be described as follows. 
Considering a group which consists of n particles, each particle searches the best position under a 
certain velocity. It updates its position according to the best record of its own and others  in the history. 
The current position of particle L is represented as 
( , ) 1,2, ,l l lp iK K K l n .      (7) 
The current velocity of particle L is represented as 
( , ) 1,2, ,l l lp iV V V l n .    (8) 
The best position of particle L in its search history is represented as 
( , ) 1,2, ,l l lp iP P P l n .     (9) 
The best position of the population in its search history is represented as 
g( , )g gbest p iP P P .         (10)
Update the velocity and position by the following equations 
1
1 2[ ] [ ]
l l l l g l
bestV V c P K c P K   (11)
1 1 1,2, ,l l lK K V l n .   (12)
where  is the constant inertia weight, c1, c2 is the learning factor (c1, c2 is usually on [0, 4] interval); , 
 are uniformly distribution pseudo-random numbers on [0, 1] interval. 
The velocity of a particle is usually limited to a maximum speed. It can prevent the system unstable 
from the affect of some bad particles. 
In General, the motor needs the PI parameters be tuned at the appropriate value quickly during startup. 
Then make fine adjustments according to the load torque to improve the performance of the system. So we 
use time-varying weights in the speed updating equation (11) to substitute the constant weight and set the 
weight range on [ max, min] interval. At each sampling time, the population iterates M_max times. The 
iteration in the time m of the inertia weight is 
max min
max _ max
m m
M
     (13)
Ring topology is used as the neighbor topology of particle swarm. The influence of neighbors is 
delivered one by one until the best particle is found. 
The fitness function composed of the speed error (e) and the speed error change (de) of PMSM is as 
( ) ( ) , [0,1]F e l de l .  (14)
Through the iteration of M_max times, we found the best particle which produces a minimum fitness 
function. The position value (Kp, Ki) of this particle in the search space is the optimal PI parameters. 
4.Hybrid PSO-CMAC controller  
4.1.CMAC feed- forward control system 
CMAC is an adaptive neural network which can express complicated non-linear function by looking 
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up the table. It can change the values in the table as well as sort the information in it. CMAC has better 
non-linearization approach ability than normal neural networks, which is suited for complex non-linear 
dynamic real-time control. 
The schematic of the traditional CMAC feed-forward control system is described in Fig.1. 
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Fig. 1 The traditional CMAC feed-forward control system  
 
Fig.1 denotes a parallel CMAC and PID control system, which CMAC is a feed-forward controller. 
The concept of CMAC feed-forward controller is that: mapping the input in virtual memory, and found 
corresponding state address in physical storage unit. The output of the CMAC is the sum of the network 
weights which stored in the physical memory. Compare the CMAC output with the output of the hybrid 
controller, and then modify those weights according to the gradient descent direction. 
4.2.Particle swarm optimization instead of PID in CMAC controller 
To improve the robot coordinated control system, using the particle swarm optimization controller to 
replace traditional PID controller. The schematic of double-motor coordinated control system is given in 
Fig.2. 
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Fig. 2 Schematic of double motor coordinated control system  
The one-dimensional output of CMAC controller is  
                
1
( )
L f
i i
i
Cout k w          15  
Where, i i is the network weight, f is the generalization parameter. 
The input of CMAC Uj is the speed of the first motor n1. Partition the input Uj into (L+2f) 
quantitative interval within the interval [Umin, Umax]. The following equations are introduced: 
          1 2 min, , , fu u u U           16  
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 1j ju u u j=f+1,..., f+L      17  
1, 2 max,L f L fu u U  .      18  
u is the generalization constant which is bigger than quantitative interval and usually 
assume as 
       max min( ) / ( 1)u U U L .       19  
The weights of CMAC are available only in the generalization interval, so that the i 
is 
1
0i
 j [ , ], 1, ,j j fu u j f L8
RWKHUV
. 20  
The output of the hybrid controller u (k) is the sum of the PSO controller and the CMAC controller.  
        ( ) ( ) ( )u k PSOout k Cout k    21  
Where, PSOout (k) is the output of the PSO controller. 
In each control cycle, compare the output of the CMAC and the output of the hybrid controller u (k) 
to modify the weights. The weights adjustment index of CMAC is   
2( ) ( ( ) ( )) / (2 )E k Cout k u k f .  22  
Substitute (15) and (21) into (22), we obtain the modified value of the CMAC weights. 
( ) ( ) / ( ) /ik dE k d PSOout k f 23  
Where,  (0, 1) is the learning rate of the weights. 
In order to avoid the oscillation in training process and accelerate the convergence rate, we consider 
the gradient direction both in time (k-1) and time (k), and add the momentum term. The rule for weights 
modifying is  
( ) ( 1) ( ) ( ( ) ( 1))k k k k k . 24  
Where,  (0, 1) is the momentum coefficient. 
 with zero. The output of CMAC is zero, too. Particle swarm 
optimization controller searches the global optimal PD parameters. As the CMAC learning, the output of 
particle swarm optimization PD controller gradually close to zero, then the weights of CMAC becomes 
stable. The CMAC output approaches to the hybrid output u (k). The output u (k) is the PWM trigger 
voltage of the second motor. It precisely changes the speed of the second motor through the driving 
circuit to coordinate with the first motor.  
V.  SIMULATION AND ANALYSIS 
5.1.Simulation 
 In the purpose of analysis the effect of the hybrid PSO-CMAC controller, simulations have been 
done in the MATLAB/SIMULINK version 2009a environment. The PSO controller and the CMAC 
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feed-forward controller are also simulated in MATLAB. The three different controllers are simulated 
under the same settings to compare the performance of speed coordinated control. The Hybrid 
PSO-CMAC control simulation model is presented in Fig.3.  
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Fig. 3 Simulation model of PSO-CMAC  
Use s-functions to implement the design of discrete controllers. Initialize the error through the clock 
function, so as to realize the integral and differential of the errors. Simulation time is set to 1s, sampling 
time is 0.001s. The speed of the first motor is a step signal which magnitude is 2000 r/min. The electric 
torque is set to 0 N m in the start-up stage and then jump to 7 N m in 0.5s when the motor was working 
steadily. 
5.2.Analyses among the three controllers 
In the simulation, the magnetic electric torque and the motor speed response of CMAC feed-forward 
control, Hybrid PSO-CMAC and PSO are displayed in Fig.4 6, respectively. 
 
Fig. 4 CMAC PMSM driver simulation result 
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Fig. 5 PSO based CMAC PMSM driver simulation result 
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Fig. 6 PSO PMSM driver simulation result 
Learning form the experiments, the torque disturbance in the start-up stage of the PMSM driver is 
much larger than the other two controllers when use the PSO controller. It is up to 25N m, while the 
driver use the hybrid PSO-CMAC controller is less than 20 N m. It proves that the CMAC algorithm can 
reduce the torque disturbance.   
The three pictures also shows that the torque ripple is too large when use the CMAC controller, is 
about 6 to 12 N m after 0.5s when the motor is working in steady state. However, the torque ripple is 
about 6 to 8 N m when use the PSO controller and the Hybrid PSO-CMAC controller. That proves that 
the PSO algorithm can reduced the torque ripple and make a better control effect. 
 The simulation experiments also demonstrate that, the work of finding PID parameters is tremendous 
blind and cumbersome. Under the help of particle swarm optimization, human can be in some sense 
liberated from the bother work of tuning PID parameters.   
6.Conclusions 
 Attributing the global search ability to PSO and the local generalization ability to CMAC, the torque 
ripple in the steady state and the torque disturbance have been reduced when using the Hybrid 
PSO-CMAC controller in PMSM driver. Furthermore, the new controller needs little work to tuning the 
PID parameters, which is more intelligent. Analyses of the three controllers demonstrate that the use of 
CMAC can solve the weakness of slow convergence. In the mean time, PSO is effective in global 
variable optimization.  
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