Sensing risk, fearing uncertainty: systems science approach to change by Ivo P. Janecka
ORIGINAL RESEARCH ARTICLE
published: 31 March 2014
doi: 10.3389/fncom.2014.00030
Sensing risk, fearing uncertainty: systems science
approach to change
Ivo P. Janecka*
Foundation for Systems Research and Education, New York, NY, USA
Edited by:
Tobias Alecio Mattei, Ohio State
University, USA
Reviewed by:
Damian Stephen, Harvard
University, USA
Tobias Alecio Mattei, Ohio State
University, USA
David Kronemyer, University of
California, Los Angeles, USA
*Correspondence:
Ivo P. Janecka, Health Research
International, 333 Westbrook Rd.,
Saint Helena Island, SC 29920, USA
e-mail: janecka@post.harvard.edu
Background: Medicine devotes its primary focus to understanding change, from cells
to network relationships; observations of non-linearity are inescapable. Recent events
provide extraordinary examples of major non-linear surprises within the societal system:
human genome-from anticipated 100,000+ genes to only 20,000+; junk DNA-initially
ignored but now proven to control genetic processes; economic reversals-bursting
of bubbles in technology, housing, finance; foreign wars; relentless rise in obesity,
neurodegenerative diseases. There are two attributes of systems science that are
especially relevant to this research: One—it offers a method for creating a structural
context with a guiding path to pragmatic knowledge; and, two—it gives pre-eminence
to sensory input capable to register, evaluate, and react to change.
Materials/Methods: Public domain records of change, during the last 50 years, have
been studied in the context of systems science, the dynamic systems model, and various
cycles.
Results/Conclusions: Change is dynamic, ever-present, never isolated, and of variable
impact; it reflects innumerable relationships among contextual systems; change can be
perceived as risk or uncertainty depending upon how the assessment is made; risk is
quantifiable by sensory input and generates a degree of rational optimism; uncertainty
is not quantifiable and evokes fear; trust is key to sharing risk; the measurable financial
credit can be a proxy for societal trust; expanding credit dilutes trust; when a credit
bubble bursts, so will trust; absence of trust paralyzes systems’ relationships leading to
disorganized complexity which prevents value creation and heightens the probability of
random events; disappearance of value, accompanied by chaos, threatens all systems.
From personal health to economic sustainability and collective rationality, most examined
components of the societal system were found not to be optimized and trust was not in
evidence.
Keywords: change, risk, uncertainty, systems science, chaos, entropy, cancer, neuro-degeneration
INTRODUCTION
Surprising developments, sudden reversals, and major upheavals
have been part of human experience since the beginning of
recorded history and can be broadly categorized as change. Any
new change disturbs the dynamic richness of the existing environ-
ment and its inter-related systems; through forms of interference,
it leaves its imprint. Harnessing senses and cognition, a biologic
system can unlock enough of the imprint’s pattern of change for
critical comprehension.
Change is an alteration of a previous state of existing relation-
ships. The dominant link between change and systems science is
the foundational premise that everything is, in some way, con-
nected to everything else, implying a broad interconnectedness of
all open systems. Any change can alter the spectrum of upstream
as well as downstream relationships. The ability to adapt and
evolve with change are prerequisites for any successful system;
both features are expressed in a dynamic construct of integration,
relevancy, and accountability generated from sensory input of
data, processed information, and the created knowledge.
The purpose of this study is to make changemore manageable;
the path, to reach this goal, is to differentiate it into what is poten-
tially quantifiable and what is not. Risk, as defined in this study
and with applicability to human bodily system, is considered
quantifiable through sensory input which also generates a degree
of experiential confidence and predominantly rational optimism;
what is outside of sensory spectrum is regarded as unquantifiable
uncertainty which evokes emotions such as fear, greed, irrational-
ity, etc. The advantage of separating sensory-defined risk from the
remaining uncertainty is that it isolates a portion of change whose
outcome has a relatively high degree of predictability; uncertainty
has none as it has random outcome.
To improve the odds of understanding and pragmatically cop-
ing with change, is to convert as much of existing uncertainty
into quantifiable risk by employing relevant primary and, when
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feasible, technology-expanded sensory processing. For example, a
microscope, a telescope, a night vision scope, surgical navigation,
etc. can be used to magnify and refine our vision; sensitive ampli-
fiers can augment our auditory processing, etc. The specific senses
that are used, however, need to be highly appropriate for the char-
acter of the change under study with the comprehension that each
sense has a range and detection limitations expressed as sensitiv-
ity and specificity; risk-uncertainty (R/U) ration can be created
but how the ratio is constructed and how its impact is judged,
however, varies greatly. The R/U ration, from an identical change,
may vary significantly in its influence across differing living sys-
tems based on their own capacity to create organized complexity
and value/emergence—essentially, expressions of state of health
of their systems.
A full comprehension of any change, its real-life R/U ration,
depends on the contextual understanding of both the system that
generates the change and all other systems that are in its path.
System science offers valuable understanding of change that rever-
berates through systems’ inter-relationships. Change, therefore, is
not an isolated event, and, depending upon compliance of the
engaged systems with the principles of systems science, the impact
of change can range from a minor “ripple” to a major “Tsunami.”
Systems science has been selected as the primary research tool
as it offers a comprehensive perspective and a framework for eval-
uating multidimensionality of change as well as offering a range
of likely outcomes. Some systems science principles are more
visible on different levels of biologic systems, extending from cel-
lular to societal level. To best illustrate some of the key points,
examples from such various systems have been selected; some
terms/concepts of systems science represent a compressed coil of
meanings; for better understanding, metaphors are being used.
This research is based on observations of others, as I under-
stand them, as well as my own. Biologic principles, as systems
science tries to emulate, are, as biology itself, still incompletely
understood and always changing, epitomizing the essence of
change itself. Any observed principles are only transient, even if
the transition spans a very long time. None the less, there is an
endless learning in the subject as we are just a part of the same
biology that we study.
Though von Bertalanffy is credited with recent (1960s) focus
on systems science arising from observations of biologic prin-
ciples, search of history can be revealing. For example, Lao-Tzu
(cca sixth century BC) taught, in ancient China, the importance
of awareness of self as being part of the overall Nature; systems sci-
ence would categorize it as a view of all-systems inter-relatedness.
Later, Confucius (551–479 BC) focused his teachings on the need
for relationships to be based on fairness and trust as the hallmarks
of morality; systems science perspective expresses that optimizing
relationships need to be reciprocal, fair, empathic, and based on
trust (von Bertalanffy, 1969; Laozi, 1900; Ames and Rosemount
Jr, 1999).
The prevailing thesis of this research progresses along the
following conceptual outlines:
• Change is dynamic, ever-present, never isolated, and of variable
impact; it reflects innumerable relationships among contextual
systems, from individuals to a society; change can be perceived
primarily as risk or uncertainty depending upon how and by
whom the assessment is made; risk is quantifiable by sensory
input and generates a degree of rational optimism; uncer-
tainty is not quantifiable by this path and evokes fear; trust
is key to sharing risk, maintaining social bonds, and opti-
mizing a societal system; the quality/quantity of measurable
financial credit can be an inverse proxy for the level of soci-
etal trust as expanding credit dilutes trust; the absence of trust
negatively impacts system’s relationships leading to disorga-
nized complexity which prevents value creation and heightens
the probability and severity of random events; when a credit
bubble busts, so does trust; any further over-expansion of
credit fails to stimulate the economy which represents socioe-
conomic relationships; disappearance of value, concomitantly
with trust, threatens the entire system, which is considered to
be in chaos; the fundamental corrective steps must focus on the
re-establishment of trust.
• Recent events have provided extraordinary examples of major
and unanticipated changes within the societal system for which
definite answers are still pending. For example, the human
genome was anticipated to have 100,000+ genes, in order
to satisfy the linear extrapolation of a concept, schematically
expressed as: one disease-one gene. But, only 20,000+ genes
were actually found; 10,000+ fewer than a tomato or little
clump of moss. The difference, in number of genes that favors
non-human organisms and the vast functionality of human
beings, likely lies in the non-linear ability of genes for alternate
splicing: individual genes are UP/DOWN regulated, combined
and re-combined in fractal, non-linear patterns serving an
array of functions.
ANTICIPATED OBSTACLES TO THE IMPLEMENTATION OF THIS
RESEARCH
Persistent belief in linearity as an explanatory paradigm for cause
and effect pathway used for understanding biologic systems, e.g.,
one gene one disease.
Dogma that health care equals health. Health care is an indus-
try, health is a biologic state.
A strong societal belief that health/ill-health is somehow, and
irrevocably, endowed to us via genes and thus any changes in
health, throughout our lives, lie outside of our potential influence.
MATERIALS
The time period from 1960s to the present has been selected
because it incorporates unprecedented socio-economic and sci-
entific developments, events within the span of only two genera-
tional cohorts.
Taking research findings from various, even seemingly unre-
lated fields of study, is encouraged by systems science in order
to look for isomorphism, answers that some fields already have
while others are still searching for them or are just formulating
questions; it supports the premise that various systems theories
resonate and can be found in numerous, seemingly unconnected
fields.
In addition to scientific articles, general public domain pub-
lications were also selected, especially ones describing character-
istics of the larger societal system. The collected information was
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grouped by similarities with systems science principles. For exam-
ple, for entropy, reports of decline and diminishing functionalities
were extracted; for chaos, publications highlighting exponential
excess of economic bubbles or unmitigated cellular growth, were
mined. For systems in health territory, descriptions of optimal
adaptation and evolution were examined.
Due to the scope of the research topic and the diversity of
material used, some extracts are included for targeted review.
CHANGE
Every event, no matter how remote or long ago, echoes across all
other events (Mandelbrot, 2004).
Set size and order effects decisions (Hills et al., 2013).
Fear transforms us in physiological ways, making us less able
to take in and learn new information (Jha, 2013).
Risk of overdiagnosis exists (Editorial, 2013).
Informed choice in cancer screening (Welch, 2013).
Of the 57 cancer screening trials examined, themost important
harms of screening-overdiagnosis and false positive findings-were
quantified in only 7 and 4%, respectively (Heleno et al., 2013).
Global temperatures highest in 4000 years (Marcott, 2013).
Uncertainty—the other side of prognosis (Smith et al.,
2013a,b).
Scientific uncertainty does not mean we know nothing. . . we
need to embrace uncertainty, especially when trying to under-
stand more about complex systems (Aigrain et al., 2013).
A decade that began with the “reality” television craze exem-
plified by “American Idol” and “Survivor”—both blissfully devoid
of any reality whatsoever—spiraled into a wholesale flight from
truth. . . [resulting in] two true national catastrophes, a wasteful
war and a near-ruinous financial collapse (Rich, 2009).
The twenty-first century has presented some stunning chal-
lenges to the United States: The popping of the Tech Bubble,
the attack on the Trade Towers, wars in Afghanistan and Iraq,
Hurricane Katrina, the collapse of residential real estate, the
Financial Crisis, the Oil Catastrophe in the Gulf of Mexico, the
outing of the 1%, the Fiscal Cliff debacle, etc. (Short, 2013).
We are into the. . . phase. . . where fear, lack of policy options,
and loss of control can dominate relationships (Gross, 2011).
Data are unconnected “facts”; information represents data that
have been fitted into categories and patterns; knowledge derives
from information (Toffler, 1990).
SYSTEMS
A cell has to have a size appropriate to its position within the over-
all tissue. . . cells can measure their own size and regulate the tim-
ing of cell division accordingly. . . possibly by reading out intra-
cellular gradients. . . mechanical properties of the cell surface and
of cytoskeletal elements (microtubules) (Marshall et al., 2012).
Cytoskeletal proteins, arbitrators of neuroplasticity, in
particular microtubules [used for] information processing,
are dysfunctional in mental illnesses. . . neuroplasticity is
compromised (Woolf et al., 2010).
The key to a healthy life is organization. . . cells possess an
innate ability to self-organize into communities. . . these commu-
nities of different types of cells can also organize themselves. . . to
form andmaintain healthy tissue. As new cells replace old ones. . .
the architecture of that specific tissue must be maintained.
Otherwise, cancer or other diseases can arise. . . Cells that prop-
erly organize themselves into communities live long and prosper,
whereas disorganized cells can become cancerous (Chanson et al.,
2011).
Contractility of boundary [of] a system is related to its
semipermeability and the balance of extracellular and intracellu-
lar (forces) (Bauer and French-Constant, 2009).
NETWORKS
Visual surroundings are. . . crowded with information. . . The
brain automatically detects and biases attention toward impor-
tant and valuable features. . . two regions—the ventromedial
prefrontal cortex (vmPFC) and the anterior cingulate cortex
(ACC)—are involved in guiding attention to the most valuable
objects in a scene. . . the ACC is connected with brain areas
involved in directing eye gaze and planning other movements,
and the vmPFC shares connections with areas that are critical for
memory and emotions (Weaver, 2011).
Every time our bodies record an experience. . . the essence of
who you are is stored as synaptic interactions in and between
the various systems of your brain. . . activity induces growth
(LeDoux, 2003).
What you see can override what you hear. . . vision is influ-
encing the hearing to change your perception of reality. . . brain
is intrinsically unreliable. . . one extra spike affect[s] millions of
neurons. . . each neuron connects to about 10,000 others, result-
ing in over 8 million kilometers of wiring in the human brain
(London et al., 2010).
The brain considers both sight and sound when process-
ing speech. However, if the two are slightly different, visual
cues dominate sound; neural signals in the brain that should
be driven by sound are being overridden by visual cues
(Smith et al., 2013a,b).
Humans and birds have brains that are wired in a similar
way. . . for high-level cognition such as long-term memory and
problem solving, a capacity for complex social reasoning, and
some even use tools. . . hippocampus (important for navigation
and long-term memory in both birds and mammals). . . [has]
very dense connections to other parts of the brain in both. . . the
prefrontal cortex in mammals (important for complex thought
such as decision making) [and] nidopallium caudolaterale has a
similar role in birds (Gunturkun et al., 2013).
Alcohol reduced the coupling between the amygdala and the
orbitofrontal cortex, an area of the prefrontal cortex implicated in
socio-emotional information processing and decision-making. . .
alcohol reduced the reaction in the amygdala to threat signals
(Gorka et al., 2013).
Hearing loss [leads to] cognitive decline in older adults (Lin
et al., 2013).
Smell [loss as an early sign of] degenerating brain (Doty,
2013).
After exercise [there are] epigenetic modifications. . . DNA
within skeletal muscle bears fewer methyl groups (Barrès et al.,
2012).
Physical exercise of the professional athletes [activates]. . .
telomerase and stabilizes the telomere (Werner et al., 2009).
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With an estimated 86 billion neurons and about a trillion
synapses per cubic centimeter of cortex, the human brain is
arguably the most complex system in the human body, and it
is the seat of diseases and disorders that affect an estimated one
billion people worldwide (Herculano-Houzel, 2009).
[There is] striking differences in the neural wiring of men
and women. . . the “connectomes” of the sexes. . . greater neural
connectivity from front to back and within one hemisphere in
males, suggesting their brains are structured to facilitate connec-
tivity between perception and coordinated action. . . in females,
the wiring goes between the left and right hemispheres, suggest-
ing that they facilitate communication between the analytical and
intuition. . . the opposite prevailed in the cerebellum. . . [only]
a few gender differences in the connectivity in children younger
than 13 years, but the differences were more pronounced in ado-
lescents aged 14–17 years and young adults older than 17. . .
Females outperformed [on psychological tests] males on atten-
tion, word and face memory, and social cognition tests. Males
performed better on spatial processing and sensorimotor speed.
Those differences were most pronounced in the 12–14 age range
(Ingalhalikar et al., 2013).
[Synapses have] a preferred/optimal frequency for maximal
learning [that] needs to be rhythmic [but] learning/synaptic acti-
vation pattern is temporary-at a given frequency/rhythm. There
is an optimal brain rhythm/frequency, for changing synaptic
strength; each synapse is tuned to a different optimal frequency
for learning (Kumar and Mehta, 2011).
The capacity of synapses to preserve their specific properties
might be more limited than previously thought, raising questions
about the long-term reliability of individual synapses (Minerbi
et al., 2009).
Vertebrate synapses have about 1000 different proteins, assem-
bled into 13 molecular machines, one of which is built from 183
different proteins. . . each region uses different combinations of
the 1000 proteins to fashion its own custom-made synapses. . .
The human brain has about 100 billion neurons, interconnected
at 100 trillion synapses (Emes et al., 2008).
Between 3 and 300 milliseconds is the range of time [that]
is involved in many aspects of cognition. . . [For example] the
response time while driving a car is around 300 milliseconds
(Nolte, 2001).
Median latency of 22.8 years [for mesothelioma to develop
following asbestos exposure] (Frost, 2013).
DNA methylation age. . . [of] 20 cancer types exhibit[s] sig-
nificant age acceleration, with an average of 36 years. Low age-
acceleration. . . is associated with a high number of somatic
mutations and TP53mutations, while mutations in steroid recep-
tors greatly accelerate DNA methylation age in breast cancer
(Horvath, 2013; Verhoeven et al., 2013).
DNA methylation. . . [becomes] highly dynamic in brain cells
during the transition from birth to adulthood. . . [there is]
widespread reconfiguration in the frontal cortex of mouse and
human [with] synapses. . . growing rapidly. . . About 80–90% of
CpG sites (cytosine, guanine), are methylated in human DNA.
. . . DNA methylation can also occur [as] “non-CG methylation”
(cytosine, guanine). . . [which] accumulates in neurons through
early childhood and adolescence, and becomes the dominant
form of DNAmethylation inmature human neurons (Lister et al.,
2013).
DNA methylation age measures the cumulative effect of an
epigenetic maintenance system, epigenetic clock. . . [and is] close
to zero for embryonic and induced pluripotent stem cells. . . it
correlates with cell passage number (Horvath, 2013).
Epigenetic mechanisms are critical for. . . brain patterning,
neural stem cell maintenance, neurogenesis and gliogenesis, neu-
ral subtype specification, and synaptic and neural network con-
nectivity and plasticity (Qureshi and Mehler, 2011).
Gene mutations caused by a father’s lifestyle can be inher-
ited by his children, even if those mutations occurred before
conception (Linschooten et al., 2013).
Osteocalcin. . . secreted by osteoblasts. . . [is] involved in. . .
bone-to-brain signaling [it]. . . binds to neurons in the brain-
stem, midbrain, and hippocampus [and] promotes the birth of
neurons. . . [it also] increases the synthesis of several neurotrans-
mitters (serotonin, dopamine, and catecholamine). . . osteocal-
cin must act during development. . . [it] crosses the placenta
from mother to fetus. . . this maternal pool of osteocalcin is
necessary for formation of the hippocampus and the establish-
ment of memory. . . children born from undernourished mothers
[who] have low bone mass, which affects osteocalcin production,
[often develop] metabolic and psychiatric disorders (Oury et al.,
2013).
Good Bacteria Arrive fromMum’s Gut Via Breast Milk. . . bac-
teria can travel from the mother’s gut to her breast milk. . . same
strains of Bifidobacterium breve and several types of Clostridium
bacteria. . . Strains found in breast milk may be involved in estab-
lishing a critical nutritional balance in the baby’s gut (Jost et al.,
2013).
Telomere length measured toward the end of the growth
period (in avian species) [is]. . . the strongest predictor of
lifespan. . . short telomeres at any age are associated with an
increased risk of death (Monaghan, 2012).
Low literacy in pre-teen girls strongly predicts childbearing
among US teens. . . girls with a less-than-average reading skill
were 2.5 times more likely to have a child in their teen years
(American Public Health Association, 2012).
Memory [represents] a reconstruction of. . . experiences on the
basis of the way they were stored, not as they actually occurred. . .
the brain that does the remembering is not the brain that formed
the initial memory. . . remembered experience is a distortion of
actual experience (LeDoux, 2003).
Memories can be unreliable (Ramirez et al., 2013).
Nutrients and their metabolites influence the epigenome. . .
[through] epigenetic-modifying enzymes. . . most cancer cells
exploit metabolic pathways for their hyperproliferative activity
(Hino et al., 2013).
We are in reality diverse beings in that a single person is
genetically not a single entity. . . Having multiple genotypes from
mutations within one’s own body is somewhat analogous to
chimerism. . . Most genetic changes don’t cause disease (Samuels
et al., 2013).
Amygdala. . . controls defensive responses. . . amygdala also
can be activated directly from the thalamus. . . bypasses the neo-
cortex, it only provides the amygdala with a crude representation
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of the external stimulus. . . cells in the lateral amygdale respond
to the information directly from the thalamus faster that they can
respond to info from the cortex. . . (LeDoux, 2003).
The dorsal thalamus is a sensory gateway of the brain
that receives visual, somatosensory, and auditory information.
Thalamocortical axons convey this sensory information from the
dorsal thalamus to the cerebral cortex and hence are essential to
brain function (Lokmane and Garel, 2011).
The sympathetic nervous system. . . “talks” to cells in vari-
ous organs throughout the body. When the sympathetic ner-
vous system is activated. . . during stress, it communicates with
receptors on cells through the release of neurotransmitters. . .
norepinephrine and neuropeptide Y (NPY). . . breast cancer cells
express the receptors for NPY. . . [which] accelerates cell growth
as well as cell migration (Kimmerl, 2010).
Epigenetic mechanisms are critical for orchestrating nearly
every aspect of neural development and homeostasis. . . brain
patterning, neural stem cell maintenance, neurogenesis and gli-
ogenesis, neural subtype specification, and synaptic and neural
network connectivity and plasticity (Qureshi and Mehler, 2011).
RELATIONSHIPS
Kinesins are the railway engines of the cell, hauling molecular
cargo over long distances along microtubule tracks. The kinesin-
microtubule railway system is central to the self-organization of
eukaryotic life (Cross, 2010).
Multicellular organisms have certain advantages over those
that are single-celled. To evolve, however, they must. . . ensur[e]
that their constituent cells cooperate with one another. . . A
number of genes were identified of which knockdown allowed
competitive behavior to dominate. These genes formed a net-
work centered on p53, topoisomerase 1, and olfactory receptors
(Dejosez et al., 2013).
Relationships must involve ethics/morality (generally accepted
rules/social contract). . . When a relationship reaches mistrust. . .
old systemmust be dissolved and a new one built through “higher
logic” than one fostering conflict (van Gigch, 2007).
A polarized political system seems unable to solve problems
that involve trust (New York Times, 2010).
Brain is conducting an internal simulation as a way to under-
stand the metaphor (Lacey et al., 2012).
Even before they are born, babies accumulate changes in
their DNA through. . . DNA methylation that may interfere with
gene expression, and. . . their health as they grow up. . . DNA
methylation changes occurring early in life may have lasting
impacts. . . Maternal BMI (prior to becoming pregnant; [there is]
high proportion of obesity among women of reproductive age)
(Herbstman et al., 2013).
FLOW
During sleep. . . genes [are] involved in synthesis of vesicles [for
new] neurotransmitter[s]. . . (Pack, 2009).
Circadian clock. . . [also] controls the numbers of inflam-
matory cells. . . interleukin-17-producing CD4+ T helper cells
(TH17). . . if their numbers are not controlled properly. . . [it]
can lead to [autoimmune] inflammatory diseases. . . [disrup-
tion of] normal day-night light cycles of mice. . . [leads to] too
many TH17 cells and [they accumulate] in the intestines. As a
result, these mice were more prone to develop an IBD-like disease
[inflammatory bowel disease] (Yu et al., 2013).
The misalignment of an individual’s internal [circadian] clock
with its environment is associated with adverse health conse-
quences, including metabolic disorders and cancers. . . feedback
loops (cytosolic loops) are considered the prime mechanism
sustaining intracellular rhythms (Rey and Reddy, 2013).
Sleep has a critical function in ensuring metabolic
homeostasis. . . natural sleep or anesthesia are associated
with a 60% increase in the interstitial space, resulting in a
striking increase in convective exchange of cerebrospinal fluid
with interstitial fluid. . . convective fluxes of interstitial fluid
increased the rate of β-amyloid clearance during sleep. . . the
restorative function of sleep may be a consequence of the
enhanced removal of potentially neurotoxic waste products that
accumulate in the awake central nervous system (Xie et al.,
2013).
Circadian clock. . . [is located] in the suprachiasmatic nucleus
(SCN) of the hypothalamus. . . and liver, fat, heart, and lung. . . [it
is the] primary light sensing mechanism. . . in the retina. . . [it]
involves the pigment melanopsin in retinal ganglion cells. . .
This master clock in the SCN communicates with the periph-
eral clocks. . . 2000 genes [are] either turned on or off during
sleep—a major purpose of sleep is to rebuild the molecules that
are essential for cell function. . . the speed of recovery is an
indication of system robustness. . . all aspects of the unfolded pro-
tein response occur after 6 h of sleep deprivation in the mouse
brain. . . [and] leads to reduced protein translation. . . cellular
stress may be a factor in neurodegenerative disorders. . . The shift
worker. . . shifted eating schedules, and [has] sleep deprivation. . .
sleep/wake cycle and clock mechanisms are desynchronized. . .
[consequential] medical problems. . . [include] an increased risk
for heart disease and some forms of cancer (breast and prostate)
(Pack, 2009).
Sleep helps. . . memory consolidations regarding motor mem-
ory learning (Tamaki et al., 2013).
COMPLEXITY
“Pluralistic ignorance”. . . [implies that] a large proportion of a
population misunderstands reality. They may all agree, but they
are, nonetheless, mistaken (Wade, 2010).
A collective mind is a terrible thing to lose. . . Congress cracks
up (Collins, 2013).
Senate is “broken,” said Harry Reid, [Majority Leader]
(Weisman and Peters, 2013).
Mixing ignorance and democracy (Chapman, 2012).
One in 3 Americans failed to return census forms (Roberts,
2010).
The single biggest impediment to a stronger economic recov-
ery has been the years of dysfunction in Washington and the
policies that have emerged (Packer, 2013; Rattner, 2013).
OUTPUT/EMERGENCE
Believe in evidence. . . Evidence is evidence (Gitschier, 2013).
Success/Expert [emerges from] 10 years/10,000 hours of pur-
poseful training/internal motivation. . . [is strongly related to] the
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quality and quantity of practice. . . Experts [have the ability] to
free up attentional resources. . .Attention is a resource with severe
capacity limitations (Syed, 2010).
There are no instant experts in chess. . . a master has spent per-
haps 10,000 to 50,000 hours staring at chess positions (Chase and
Simon, 1973).
Behavioral economics [explore] how people misinterpret
information, how their emotions distort their decision, and how
they miscalculate probabilities (Mandelbrot, 2004).
The paradigm that we use filters/affects what we perceive/see
and hear (Berger and Ehrsson, 2013).
Facts from 360 B.C.–A.D. 2012. . . have finally died (Huppke,
2012).
Cognitive ability is related to. . . behaviors that affect health. . .
adolescents scoring high on the cognitive ability test have health-
ier dietary habits and engage more often in physical activity
(Junger and van Kampen, 2010).
Vigorous physical activity. . . can protect individuals from
the effects of stress by reducing its impact on telomere length
(Puterman et al., 2010).
Stress makes its molecular mark on epigenetics (Nester, 2012).
Adversity is toxic to telomeres (Blackburn and Epel, 2012).
People with recurrent depressions or those exposed to chronic
stress exhibit shorter telomeres in white blood cells. . . oxida-
tive stress and inflammation accelerate this shortening. Telomere
length. . . has been linked to age-related diseases, unhealthy
lifestyle, and longevity. Shorter telomere length is associated
with both recurrent depression and cortisol levels indicative of
exposure to chronic stress (Wikgren et al., 2011; Cohen et al.,
2012).
In 1985 most people said they had three close friends. In 2004
the most common number was zero (Lieberman, 2013).
GABA neurons are particularly susceptible to oxidative stress
(Yowtak et al., 2013).
An unhealthy lifestyle leaves traces in the DNA. . . [via] methy-
lation (Petersen et al., 2013).
Telomeres. . . reflect the history of oxidative stress. . . smok-
ing, unhealthy foods, extreme physical or mental stress shorten
telomeres. . . shortened telomere shows what you have done
to/with Life (Barrett et al., 2012).
Cognitive ability is related to health and mortality (Junger and
van Kampen, 2010).
Research on animal thinking—“cognitive ethology”. . . bat
echolocation. . . other species are likely to have mental lives very
different from ours. They see the world very differently and prob-
ably think very differently about it as a consequence (Rendall,
2013).
Human cognition shapes foreign and defense policies. . . cog-
nitive and methodological challenges faced by analysts can lead to
intelligence failure. . . what mattered wasn’t just the evidence. . .
[but] the views, biases and organizational flaws of the analysts
could often have a huge bearing on their interpretations. . . “pre-
vailing beliefs” can act as a “filter” for both supporting and
contradicting information; how the principle of “availability”
leads even well-trained analysts to interpret information in light
of what is on their minds at the time, and how analysts can be
guilty of “layering”: uncritically piling new evidence on top of
old. These types of “cognitive biases,” in addition to problems
posed by sources and the intense pressure analysts are under, can
all contribute to intelligence failures (Wirtz, 2013).
US housing bubble was estimated to be ×1/10,000 year event
(Grantham, 2007).
DYNAMIC SYSTEMS MODEL
Chaos
Lifestyle changes affect telomerase activity and telomere length
(Ornish et al., 2013).
Patients with serious mental illness are 2.6 times more likely
to develop cancer than the general population (McGinty et al.,
2012).
Increased metastasis to the lung have been observed after acute
bacterial infection (Smith et al., 2013a,b).
Expressions of immunoregulatory genes. . . [are] reduced in
patients in the early phase of sepsis. . . non-survivors showing
a significantly greater reduction than survivors (Parnell et al.,
2013).
[Markers of systemic inflammation can assume] independent
prognostic value in patients with a variety of cancers (McMillan,
2013).
Women’s breast tissue accrues methylation [as part of epige-
netic clock]. . . breast cancer tissue appeared to be an average of
12 years older than other tissues in the body. . . [and] tissue from
20 [other] cancer types looked an average of 36 years older than
healthy tissue. . . methyl groups can selectively switch-off genes
(Horvath, 2013).
[Autonomic nerve fiber system] regulates prostate cancer
development and dissemination in mouse models. . . human
prostate adenocarcinoma specimens. . . revealed that the densi-
ties of sympathetic and parasympathetic nerve fibers in tumor
and surrounding normal tissue were associated with poor clinical
outcomes (Magnon et al., 2013).
[There is a] close association among reactive oxygen species,
chronic inflammation, and cancer (Gupta et al., 2012).
Cancer—due to enhanced resistance to cell death and
neurodegeneration—due to premature cell death. . . disease
mechanisms at opposite ends of a spectrum. . . Accumulating
evidence. . . link these two disparate processes. . . neurodegener-
ative disorder[s] have a reduced incidence for most cancers. . .
(Alzheimer/AD)—60% reduced risk of cancer, and a history of
cancer—30% reduced risk of AD. . . but an increased risk for. . .
(malignant melanoma)—[Parkinson’s /PD] (Plun-Favreau et al.,
2010).
Entropy
Misfolded proteins can cause various neurodegenerative diseases
(Tetrakis et al., 2012).
Aging impairs the unfolded protein response to sleep depriva-
tion and leads to pro-apoptotic signaling (Naidoo, 2008).
[Dietary vitamin A, through its metabolite retinoic acid]
converts glutamate to the inhibitory neurotransmitter GABA. . .
[in a deficiency, it] greatly diminished GABA. . . Deficiencies in
GABAergic neurons [are]. . . associated with. . . Huntington’s dis-
ease, autism, schizophrenia, and epilepsy (Bravo et al., 2011;
Chatzi et al., 2011).
Frontiers in Computational Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 30 | 6
R
ET
R
A
C
T
ED
Janecka Change, risk, uncertainty, systems science
Bilingual patients developed dementia 4.5 years later than
the monolingual ones. . . also in illiterate patients (suggesting
that education is not a sufficient explanation for the observed
difference) (Alladi et al., 2013).
How institutions decay and economies die through degenera-
tion (Ferguson, 2013).
In Alzheimer’s disease, [there is] accumulation of beta amyloid
within synapses (Funk et al., 2011).
Age-related dementia is likely the result of a declining ability of
neurons to dispose of unwanted aggregated proteins (Schipanski
et al., 2013).
Modifiable risk factors for Alzheimer’s disease are. . . physical
inactivity, depression, smoking, mid-life hypertension, mid-life
obesity, low education, and diabetes (Barnes and Yaffe, 2011).
Brain-derived neurotrophic factor (BDNF). . . impact[s] neu-
ronal survival and function and improve[s] synaptic plastic-
ity and long-term memory. Circulating BDNF levels increase
with physical activity and caloric restriction. . . lower circulating
BDNF [have been observed] in persons with Alzheimer disease
(Weinstein et al., 2013).
Handwriting as an objective tool for Parkinson’s disease diag-
nosis (Rosenblum et al., 2013).
Nearly 18% of those with PD [Parkinson’s disease] were defi-
cient in vitamin D [which correlate[d] with] severity of disease
(Ding et al., 2013).
Risk of cancer was cut in half for people with Alzheimer’s dis-
ease and the risk of Alzheimer’s disease was reduced by 35% for
people with cancer (Musicco et al., 2013).
Neurodegenerative and psychiatric disorders are considered to
be synaptopathies. . . synaptic vesicles. . . store neurotransmitters
within. . . [but] synaptic vesicles must be. . . refilled (Armbruster
et al., 2011).
Depression may be an independent risk factor for Parkinson’s
disease. . . People with depression were 3.24 times more likely to
develop Parkinson’s disease than those without depression (Shen
et al., 2013).
Nerve cell body death represents the final event of
[neurodegeneration]. . . protecting cell bodies from death
has no impact on disease progression whereas blocking preced-
ing axon breakdown has a significant benefit. . . During early
development, axons are pruned to ensure normal growth of the
nervous system. . . . this pruning process becomes reactivated in
neurodegenerative disease, leading to the aberrant loss of axons
and dendrites. Axonal pruning in development is significantly
influenced by (caspase-3 and caspase-9). . . [which] induce
axonal degeneration. . . their action is suppressed by a protein
XIAP (X-linked inhibitor of apoptosis). . . [the balance] between
caspases and XIAP. . . may shift during neurodegenerative disease
(Unsain et al., 2013).
Oxidative stress reflects an imbalance between the systemic
manifestation of reactive oxygen species [ROS] and a biolog-
ical system’s ability to readily detoxify the reactive interme-
diates or to repair the resulting damage. In humans, oxida-
tive stress is thought to be involved in the development of
cancer, Parkinson’s disease, Alzheimer’s disease, atherosclerosis,
heart failure, myocardial infarction, fragile X syndrome, Sickle
Cell Disease, lichen planus, vitiligo, autism, and chronic fatigue
syndrome. The major portion of long-term effects is inflicted by
damage on DNA (Evans and Cooke, 2004).
Our brain has not evolved to the point where the new sys-
tems that make complex thinking possible can easily control the
old systems that give rise to our base needs and motives, and
emotional reactions. . . doing the right thing doesn’t always flow
naturally from knowing what the right thing to do is. . . the self is
maintained by systems that function both explicitly and implicitly
(LeDoux, 2003).
Obesity is an inflammatory disease (Lim et al., 2013).
METHODS
Three systems-related methodologies were used in this study:
Systems Science, Dynamic Systems Model, and the Kondratieff ’s
Long Wave cycle. Each approach offers a unique but comple-
mentary perspective on examining change and its risk/uncertainty
relationship that impacts all involved systems; all three method-
ologies offer a framework for visualizing and understanding life
of biologic entities, its harmony or disharmony, as well as gauge
the risk and uncertainty of change.
Systems science methodology is pertinent to this study because
it describes the characteristics of living systems: Systems have
components/sub-systems, from cells to societies, which should be
numerous and variable but with a high degree of shared decision
rationality (based on current general knowledge of physics, biol-
ogy, ecology, etc.). Systems have relationships with feedback loops
which, in healthy systems, express reciprocity, fairness, cognition-
dependent empathy, and trust. Relationships create functional
complexity which produces eventual outcome, system’s emer-
gence.When some of the above-listed features are absent, the gaps
serve as a warning of potential instability and fragility of such a
system.
The term, complex adaptive system, summarizes the positive
attributes of a healthy system that is capable of producing value,
its emergence, through organized complexity. Any disharmony in
relationships has the capacity to change organized into disorga-
nized complexity and the likely consequential absence of value
creation, a portrait of an unhealthy system. Complexity has a
major impact on the system’s capacity to manage change. The sig-
nificance of maintaining a state of health of any system is prima
facii. Healthy human body is the best known complex adap-
tive system composed of numerous smaller sub-systems, all the
way to cells, microorganisms, viruses, etc. Complex adaptive sys-
tems cannot be micromanaged and successfully live; they have to
be optimized through complementary self-organization of com-
ponents and governing hierarchy in order to achieve organized
complexity.
Gradient flow of energy and information, within a function-
defined size, shape, and boundary, is essential to the survival of
any biologic system. It refers to the intake/throughput/output
sequence that creates a directional and proportionate balance
from intake to output; energy as well as information intake
have to be managed to maintain such a flow; obesity may be
used as an example where intake greatly exceeds output result-
ing in abnormal throughput/metabolism and accumulation of
unprocessed energy; similarly, unfiltered intake of information
overwhelms the throughput making rational output/decisions
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difficult; a common communication platform enables inter-
operability. Optimized systems, those in health territory, exhibit
flow with gradient balance; it has forward/output bias, allow-
ing for both multiplication and differentiation of system’s
components. In the zone of chaos, the flow becomes exponential
and output-focused where energy is being used mostly for multi-
plication but without differentiation. In the zone of entropy, the
flow is diminished with near zero gradient; no multiplication or
differentiation is observed.
Utilizing systems science for evaluation of change transforms
the traditional methodology of establishing linear probability of
outcome into a multidimensional/non-linear/fractal contextual-
ity. Such an approach offers different and likely more robust
interpretation of what is happening and how best to respond.
System’s components should be numerous, variable, and
evolvable; boundary needs to be semipermeable; systems’ size
should reflect balance between function and structure, one
that allows for oscillation with cycles. Systems should demon-
strate system-within-a-system patterns of self-affinity and self-
similarity of smaller and larger systems; fractal patterns that such
systems generate can be considered a reflection of adaptation and
evolution.
Complexity, arising from optimizing relationships,
incorporates processes of self-organization within horizon-
tal hierarchy (“people in the trenches”) and governing vertical
hierarchy (creates laws, their enforcement, institutions, tariffs,
etc.). Organized/optimizing complexity gives rise to collective
intelligence encompassing collective rationality and responsibil-
ity; a potential for creating value/its emergence, is present; such a
system is robust enough to express high degree of resiliency and
functional redundancy. Lack of organized complexity, expressed
as disorganized complexity, leads to absence of value creation
and cognitive dissonance/stress.
When Kondratieff described the cycle that bears his name in
the 1920s (Kondratieff, 2010), he followed only the fluctuations of
commodity prices and credit. This LongWave is a graphic expres-
sion of change in the larger socio-economic system, which in this
research, has been modified to reflect fluctuations of societal trust
mirrored in credit-worthiness. The average time span, 50 years,
also includes two generational cohorts (Strauss and Neill, 1991),
each with its own culture dominated by differing attractors.
The connection, between the Long Wave credit cycle and
changing societal trust, is visualized as follows: economy equals
societal relationships which are always based on variable level of
trust reflected in the fluctuating level of worthy credit. When trust
diminishes so will solid credit. Also, the word credit is derived
from Latin word credo which means belief/trust.
Dynamic Systems Model (Janecka, 2007) complements
Systems Science because it places a given change-generating sys-
tem and any contextually-related systems, in a multi-dimensional
evolving pattern. Such a mosaic allows for a more accurate cre-
ation of risk/uncertainty ration because both risk and uncertainty
vary with system’s position within the Model and the Long Wave
Cycle.
The Model has defined zones based on their functionality:
The Health Territory indicates optimal functioning of a system. It
dynamically spans the boundaries of two neighboring zones, the
outer core of Entropy and the inner edge of Chaos. Extremes,
the outliers in this Model, include the outer edge of Chaos and
the inner core of Entropy. Each classification within this Model
reflects, on one hand, the degree of system’s capacity for organized
complexity, adaptation, and evolvability as well as the ability
to produce positive emergence/value; on the other hand, the
Model also reveals the high likelihood of random events or sys-
tem entropic end-phase. Health Territory produces evolutionary
changes; Chaos generates revolutionary changes.
When a system is in Health Territory, random events are rare;
most randomness is absorbed/dealt with proactively by a system
that is fit; because of infrequency of randomness, it is possible to
anticipate it only as “possible”/unlikely event.
When a system is in Chaos, randomness is, however, much
more frequent/the norm, the time frame is short, incidence is
frequent (e.g., tech bubble followed by real estate bubble fol-
lowed by financial bubble-all within 7 years: 2000–2007). Events
in Chaos may lead to anarchy (summation of randomness and
asynchronous cycles); acceleration of DNA methylation can be
observed and measured demonstrating rapid cellular aging.
RESULTS
The following research questions were explored:
What is change from systems science perspective?
How can change be differentiated into risk and uncertainty?
Can systems science provide clues as to why identical change
may have variable impact?
Is there a broad measure of societal trust that impacts change?
Change is always multidimensional and, except for labora-
tory experimentation, is never fully determinate. Change comes
from altered network relationships and, in turn, alters them back.
Systems science perspective improves the odds of understanding
change.
Change, from systems science perspective, is an output/an
emergence of a given system; it represents the culmination of
inter- and intra-system’s relationships that create the character
of its complexity. Systems science offers a framework to ascer-
tain the degree of synch among inter-related biologic systems.
Relationships determine the character of system’s complexity and
its capacity for creation of an optimizing output as well as the
competence to successfully absorb even non-optimizing inputs.
Study observation: A minority of societal systems are harmo-
niously related to systems science principles.
Change can be differentiated into risk and uncertainty; risk is
quantifiable by our primary or expanded senses; the rest is uncer-
tainty. Study observation: The reliance on senses for primary
filtering of change-derived input has been greatly diminished
in the societal system; it has been delegated to technology but
without parallel enhancement of cognition-dependent knowledge
creation.
Identical change may have variable impact depending upon
the degree of compliance with systems science principles of both
the originating and change-receiving systems. A change-assessor is
also viewed as a system with a specific hermeneutic paradigm.
For each change, a systems science-based analysis should focus
on the system that generated the change as well as the ones that
are impacted by it. Three features are key: 1-the character of their
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complexity, 2-the type of relationships, and 3-the emergence.
Such observations allow topological placement of any system
within the Dynamic Systems Model, either in the optimal Health
Territory or non-optimal zones of either Chaos or Entropy.
Diseases reveal cascade of changes taking place within a bodily
system. They mirror altered expressions of morphologic phe-
notype driven mostly by changes in the epigenome which was
misregulated, often by decisions. Such decisions follow imbalance
of energy and information flow through the synaptic neuro-net
affecting its directionality as well as the variability of functional
states of either excitation or inhibitions. Biologic systems main-
tain synaptic flow via sensory input. When the richness of input
begins to fade or throughput/metabolism is impaired, network
starts to regress and the system enters entropy.
Stress desynchronizes neuro-net from its dependence on
cycles, creating dissonance. Study observation: Most corrective
measures that are being utilized to resolve the dissonance, by
individuals and collectively by society, have had mostly down-
stream/symptoms focus.
The characteristics of a system’s existential state are identifiable
by exploring the following statements: (a) complexity is system’s
functionality; it can be observed as organized/optimized com-
plexity or a disorganized/non-optimized; each functional path
determines the eventual outcome/output/emergence, either as
value or its absence; (b) relationships determine system’s com-
plexity; optimizing relationships are reciprocal, fair, empathic,
and are based on trust; (c) cognition reflects the state of system’s
synaptic neuro-net and generates decisions; conscientious effort
carries out optimizing decisions. All systems are under the influ-
ence of cycles, internal and external ones; working against cycles
is to systems’ detriment as it generates stress.
Study observation: Most studied systems were found to exist
with a profound lack of reciprocity/fairness and empathy in
their relationships on societal and global levels with paucity of
optimized decisions; generated outcomes have been observed to
emerge from the prevalence of disorganized complexity, non-
optimizing outputs, and poor resiliency toward change; trust has
been grossly absent. Highlights: Obesity and inactivity are pre-
dominant on all societal levels, memories are failing an increasing
percentage of the population, and wars continue as expressions of
failing relationships. Credit has changed into “debt based on debt”
on a massive scale accompanied by morphing of trust into dis-
trust. Many decisions even threaten societal survival. Organized
complexity seldom exists and, as a consequence, value has rarely
been created during the studied period.
Trust is the key to sharing risk; no societal system or a medical
team can optimally function without it. Trust creates a foundation
for optimized relationships and exchanges that can lead to the
creation of organized complexity with hallmarks of adaptation,
evolution, and value creation.
Study observation: Vanishing trust and mushrooming uncer-
tainty in a society exhaust the limited reservoir of cognitive
capacity that exists to make rational, risk-based decisions, and
leads to either poor or no decisions at all. As a consequence, there
is a diminishing ability to lead, achieve consensus, make facts-
based decisions; logic vanishes, and emotions surge.With absence
of common sense, societal changes become mostly reflection of
uncertainties; social bonds fragment in spite of knowing that
freedom is strongly connected to trust.
Study observation: Societal trust is difficult to measure.
A proxy can be adopted from the financial markets which
document, on minute to minute and long-term bases, the state
of flow of credit on a very large scale because the amount and
quality of credit is tied to trust; the time periods, alternating
between when credit is and is not based on trust, show signif-
icant fluctuations that can be charted by the Kondratieff Long
Wave. The Long Wave is a graphic expression of change in the
larger socio-economic system, oscillating from risk-based trust
to uncertainty-based credit. Without trust, what was originally
categorized as risk becomes uncertainty.
Lack of trust forces people to regress from Maslow’s “sense of
belonging” level of human needs back to the basic, ground level,
of “safety and security” (Maslow, 1943, 1954).
Clusters form in response to attractors that claim dominance
over awareness generated by synaptic network. Study observation:
Diseases preferentially cluster in various zones of the Dynamic
Systems Model, often in opposite zones of Health Territory: can-
cer in chaos and degeneration/chronic inflammation in entropy;
the first is expected to have excess of synaptic excitation and the
second dominance of inhibition. One disease may potentiate or
at least be associated with the occurrence of another that is often
found in the same zone, e.g., mental illness is often accompanied
by increased incidence of cancer. However, other diseases, which
belong to differing zones (Chaos vs. Entropy), appear to lessen
the development of those in contrary zones: neuro-degeneration
in Alzheimer’s or Parkinson’s diseases show significantly lower
association with cancer incidence. Topologic placement of various
diseases into the Dynamic Systems Model can be utilized for fur-
ther learning (diagnosis, treatments, etc.) especially in cases where
advanced knowledge of some diseases is already available and can
be judiciously explored in diseases still needing solutions.
Study observations point toward the dependence of a living
epigenome on its ancestral generations and the time window dur-
ing which it can be sufficiently altered by choices: Gestation and
birth reflect the morphologic steps taken by a new bodily system
to achieve a certain phenotype following instructions received
from ancestral epigenomes and the influence of maternal bod-
ily system during pregnancy. Three Life Phases can be charted:
The first phase of life, about 25+ years, is named an Ancestral
Phase in this study in order to reflect the implementation of
accumulated epigenetic changes from previous generations. The
second phase is labeled a Phase of Decisions where the now-adult
may exert intentional modifications on its evolving epigenome
through decisions and choices; the third phase, from age 50+
years on, is the Phase of Consequences, with primary influence
taking place by a pre-set epigenome formatted during the sec-
ond life phase. A key risk exists during the teen years of the first,
ancestral, phase, because if this evolving youngster conceives a
yet another generation prior to its ability to correct any epige-
netic malfunctions received from the forebears, the misregulated
epigenome will continue.
Study observation: Extraordinary accomplishments have
been achieved by some societal sub-systems in the fields of
genomics, planetary exploration, and quantum physics indicating
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functioning optimized smaller systems that can exist within a
larger non-optimized system.
DISCUSSION
THE CONCEPT
Change is generated by a system and affects other systems; thus,
knowledge of systems, offered by systems science, is paramount.
Not all systems are alike; what differentiates them are relation-
ships arising from networks which must be sustained by a gra-
dient flow of energy and information; Dynamic Systems Model
allows for visualizing such differentiations (Figures 1A–F). Not
all change is discernible but a great degree is via senses and is
considered risk; uncertainty exists outside of sensory perception.
All systems are engaged in inter-relationships with other systems
and exert variable mutual influence; larger systems wield stronger
influence. The Long Wave, charting expansions and contractions
of credit markets over decades, also reflects reciprocal fluctuation
of trust that exists within the large socio-economic system; and,
trust is the key to forming systems relationships that characterize
all systems.
EXPANDED CONCEPT
Understanding change needs context; without it, randomness
prevails as no system can exist in isolation. The context for
understanding includes: Function and structure of biologic sys-
tems within their networks as each generates its own out-
put/emergence. Relationships exist as forms of flow of energy
and information among networks creating complexity. The over-
all biologic system’s output/emergence is a composite of yields of
all the sub-systems and becomes new change, exerting influence,
both, in reverse, on all of its sub-systems’ networks via feed-
back loops, and, propagating forward, affecting all inter-related
systems (Figures 2A–E).
Biologic systems are open systems—with intake/
throughput/output—engaging numerous and variable com-
ponents in network relationships. A system’s core lies with
the functional integrity of its networks. Change is a system’s
emergence/output, either positive or negative, arising at multiple
crossroads of network relationships.
Change simultaneously consists of risk and uncertainty, in
variable but roughly definable (R/U) ratios. Within this con-
struct, taking a quantifiable risk implies that the probability favors
the anticipated outcome but leaving a “door” open to the pos-
sibility of some unanticipated and uncertain result. Risk goes
hand in hand with probability and pragmatic confidence gener-
ating a degree of rational optimism; uncertainty is more aligned
with nebulous possibilities and evokes fear. As risk and uncer-
tainty are inseparable, systems science would not favor that they
are studied in isolation regardless of the applied mathematical
algorithm or the employed computing processing speed. Change
reflects ebb and flow of multidimensional temporal relationships
of probable risk and possible uncertainty, a range of probabilities
within almost unlimited possibilities. Trust is the binding key for
any subsequent sharing of change assessment. In medicine, not
structuring the risk/uncertainty ration may lead to over-, under-,
or mis-diagnosis in larger proportion than when the ration is
constructed (Editorial, 2013).
Uncertainty is open-ended and without boundaries due to
the absence of sensory-derived parameters. Fear is tied to uncer-
tainty as it creates a cognitive overload; the often incalculable
and disproportionate weight, given to all the possibilities, gen-
erates non-optimizing stress/cognitive dissonance; acting only on
uncertainty is a speculation.
How change is received by a system varies depending upon
the following scenarios: an optimizing incoming change promotes
other systems’ optimization and vice versa; a non-optimizing
change is expected to be absorbed by an optimized sys-
tem. Biologic systems’ functional and structural characteristics
allow for topologic placement of each within the Dynamic
Systems Model which facilitates differentiation between a
healthy/optimizing system and one that is not.
Change may trigger sensory activation, within a range of
its sensitivity and specificity, which can separate a portion of
change, labeled as risk, leaving the remainder as an uncertainty;
a risk/uncertainty ration (R/U) is created. Senses with cogni-
tion, which is variable and conditional, determine the fluctuating
proportions in the R/U and its interpretation.
An evolving change is neutral and without meaning, until it is
assessed in reference to some scale; considering the inescapable
influence of the observer on the observed, conceptualized by
Heisenberg (1949) and very broadly considered an extrapolation
in this context; in this text it refers to the fact that our observa-
tions discardmost of what change encompasses and what could be
observed. For a signal to become data that leads to information,
it must be first selected by a “collector,” be it a human or a pro-
grammed instrument; even at the point of “collection,” data and
information are not neutral and are all subject to a form of uncer-
tainty principle and the role of the observer. It is the selection and
the connection of the dots/data which creates information and
carries a strong subjective bias; what it means ends in the province
of knowledge created by cognition; healthy systems benefit from
optimizing change and modify most non-optimizing ones; vice
versa scenario exists as well.
Similarly to Heisenberg’s uncertainty principle, engaging at a
systems’ input, mentioned above, at the end point of attempt-
ing total understanding of change, it runs against Gödel’s
Incompleteness Theorem: “all logical systems of any complex-
ity are, by definition, incomplete” (Casti and DePauli, 2001).
Gödel’s indeterministic principle is harmonious with systems sci-
ence, broadly interpreted in this study as meaning that you can
never measure and control all of system’s variables; measuring
some variables should acknowledge that knowing “some” is not
necessarily representative of the whole.
Change reflects system’s level of fitness; a healthy system is
resilient, a pre-requisite for adaptation and evolution. Fitness sig-
nificantly contributes to the maintenance of physiologic levels of
cellular apoptosis/autophagy/necrosis and the level of telomerase,
as well as their metaphoric counterparts in larger healthy sys-
tems. It would be highly unlikely for an unfit system to be capable
of creating organized complexity that leads to value. Fitness is
recoverable as Ornish demonstrated with groups of unfit patients
through lifestyle changes (Ornish et al., 2013).
A flow of energy and information sustains systems’ net-
works that generate and respond to change. The energy
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FIGURE 1 | (A) Zones of dynamic systems model. (B) Composition of Health Territory. (C) Characteristics found in Health Territory. (D) Characteristics found in
Chaos. (E) Characteristics found in Entropy. (F) End-state features of Chaos and Entropy as well as feasible corrective steps.
component is a product of a metabolic network; digested
food manipulates gut microbiome which in turn influences
neurotransmitters within a synaptic network (Ahn et al., 2013;
Cotillard et al., 2013). Exercise develops and maintains the
density of neuro-muscular junctions, the connectome, which
shows various ratios of muscle fibers per nerve-endings; in early
stages, neuro-degeneration impacts neuromuscular junctions,
especially of the fine and fast muscles with the greatest density
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FIGURE 2 | (A) Schema of propagating change through functional and structural levels of a biologic system. (B) Propagating change paths. (C) Options that
may activate system’s paths. (D) Alternatives that may be present at system’s paths. (E) Initiation of system’s processes and selection of options by cognition.
(intrinsic muscles of the hand, vocalis, and orbicularis occuli
muscles).
Biologic systems, with their infinite and always transforming
variables, are difficult to study; many specific tools are yet to be
developed. Mathematical expressions of risk, uncertainty, opti-
mism, fear, trust, etc. are seldom all encompassing. A comment,
attributed to Albert Einstein, reflects the gap: “As far as the laws of
mathematics refer to reality, they are not certain; and as far as they
Frontiers in Computational Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 30 | 12
R
ET
R
A
C
T
ED
Janecka Change, risk, uncertainty, systems science
are certain, they do not refer to reality” Albert Einstein (Isaacson,
2008).
Similarly, several decades ago, another Nobel Prize winner,
Frederic Hayek, warned that [there are] “inherent limitations of
our numerical knowledge” (Hayek, 1974).
More recently, Heinz Pagels, a particle physicist at Rockefeller
University, opined: “quants” [that] do quantitative finance [are]
seduced by a vision of mathematical elegance underlying some
of the messiest of human activities [and] apply skills they once
hoped to use to untangle string theory or the nervous system to
making money (Pagels, 1989).
Basic biologic systems (e.g., cells) can serve as examples of
inter-dependability between function and structure that permeate
all healthy systems; a structure, existing within a certain range and
with a foldable framework, allows for flexibility/plasticity with
a boundary that is semipermeable (Woolf et al., 2010; Chanson
et al., 2011; Marshall et al., 2012).
The character of change is the reflection of system’s topologic
location within the Dynamic Systems Model which allows for
categorization of systems to healthy and unhealthy ones, from
societal to individual bodily systems. For example, a large societal
system that functions within the Health Territory, demonstrates
great capacity for collective intelligence with features of collec-
tive rationality and collective responsibility. Once such a system
migrates into Zone of Chaos or Entropy, however, the collec-
tive intelligence rapidly diminishes. When such a system moves
further and further into the periphery of Chaos, it reaches its
“butterfly”/extreme stage which exhibits full breakdown of sys-
tem’s relationships with severe disconnect between horizontal and
vertical hierarchy. Also, the frequency and severity of random
events continue to increase. Randomness used to be synony-
mous with timeline of extreme infrequency. However, as systems
distance themselves more and more from the Health Territory
and deeper into Chaos, the random events get compressed into
shorter and shorter time intervals. For example: during years
2012–2013, all within a span of several months, US experienced
three colliding storms over North-East, estimated to be once in
100 year event and it produced hurricane Sandy in November
2012; housing bubble was thought to be 1:10,000 year event;
Pope resigned, first time in 600 years; an asteroid/meteorite hit
Earth and injured over 100 people in Siberia; global tempera-
ture was the highest in 4000 years. If societal systems remain in
the extreme stage and accept it as a “new normal,” the ultimate
consequences face the following scenario: either the horizontal
hierarchy/people in the trenches attempt to control the system
(a form of control through revolution) or the vertical/governing
hierarchy attempts to control the system, analogous to a
dictatorship.
Organized complexity is a hallmark of healthy clustered sys-
tems because it is capable of generating collective intelligence.
This is contrary to disorganized complexity which is subject to
random and reckless, non-system-optimizing crowed behavior
with lack of collective intelligence, rationality, and responsibility
(Wade, 2010; Collins, 2013).
Some chaos-associated diseases have already been observed
to cluster. Serious mental illness, though a non-uniform group,
places an individual bodily system in chaos; severe depression,
however, is a reflection of entropy. Patients, grouped into “seri-
ous mental illness,” have been reported to be 2.6 times more likely
to develop cancer than the general population (McGinty et al.,
2012).
Acute infections are also chaos-related; they have been corre-
lated with increased metastasis to the lung after acute bacterial
infection (Smith and Kang, 2013).
As cancer cells rapidly multiply without differentiation in
Chaos, they also rapidly age (Horvath, 2013; Mascarelli, 2013).
System’s state, outside of Health Territory, affects its networks,
including the metabolome, which impacts neuro-net. In vita-
min A deficiency, a shortage in GABAergic neurons has been
observed and such neurons are associated with Huntington’s dis-
ease, autism, schizophrenia, and epilepsy (Chatzi et al., 2011).
Similarly, vitamin D lack has been found and correlated with the
severity of Parkinson’s disease (Ding et al., 2013).
Mega-data expansion is analogous to unrestrained malignant
biologic growth which allows a system to generate data without
concomitant differentiation, e.g., gaining knowledge. Vision is a
good example how to handle potentially massive input: it starts
with a selective input followed by meaningful data filtration and
compression, which is then presented to cognition for creation
of information and knowledge. Hills and colleagues observed
that “the more choices people have, the riskier the decisions they
make” (Hills et al., 2013).
When the richness of input into a system’s network begins
to fade, there is regression of inter-connectedness; system enters
entropy. Resiliency of a system comes from redundancy of net-
work flow, its sources, diversity, gradient, velocity, etc. For exam-
ple, it has been documented that bilingual patients developed
dementia several years later than the monolingual ones (Alladi
et al., 2013; Editorial, 2013).
Societies may express features of entropy, symptoms of degen-
eration. Neil Ferguson highlighted some key features; systems
science equivalents are listed here in []: Breakdown of the contract
between generations [trans-generational relationships are failing];
Excess regulation [dominance of vertical hierarchy];Decline of civil
society [lack of trust]; Regulatory Excess [disorganized complex-
ity]; Dependency on government to solve social issues [giving up
self-organization in favor of dependency on vertical hierarchy
destabilizes system] (Ferguson, 2013).
In entropy, there is an increase of non-functionality due to
the interruption of relationships via synaptic activity that lacks
the balance between excitatory and inhibitory neurotransmitters,
favoring inhibition. Both Alzheimer’s and Parkinson’s diseases are
considered to be synaptopathies. Rise of psychiatric illnesses in
a society is a sign of non-optimal network relationships (Barnes
and Yaffe, 2011; Schipanski et al., 2013).
Most networks of biologic systems are an expression of tem-
porary relationships. Exercise develops and maintains the density
of neuro-muscular junctions, the connectome, which shows var-
ious ratios of muscle fibers per neuro-muscular junction. Lack
of gradient flow, found in entropy, results in devolution of post-
synaptic receptors. Once they are lost, it usually is permanent.
The disorganized complexity of entropy in neuro-degenerative
diseases manifests vanishing synaptic connections, both within
brain and between the brain and the muscles; first clinical
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manifestations may show dysfunction of fine muscles, those with
the highest density of neuromuscular junctions per bundle of
muscle fibers, like the vocalis and intrinsic muscles of the hand,
give us observable patients’ difficulties in singing (especially hit-
ting high notes) or failing handwriting; full loss of muscular
strength, speed and coordination of walking follow, and herald
dominating entropy (Funk et al., 2011; Rosenblum et al., 2013).
Some diseases, characterized for their occurrence in entropy,
e.g., degeneration, may lessen the possibility of developing
another disease associated with chaos, such as cancer. For
example, neurodegenerative diseases, such as Parkinson’s or
Alzheimer’s, are diseases of Entropy, but have been observed to
have significantly below-average rate of cancer incidence, a disease
of Chaos; the opposite exists as well, presence of cancer lessenes
the chances for neuro-degeneration (Plun-Favreau et al., 2010;
Musicco et al., 2013).
Attractors, (people, places, events, ideas, incentives, etc.), com-
pete for dominance of awareness within system’s neuro-net,
while, correspondingly, suppressing existing ones; the stronger
the attractor and its dominance, the less of cognition is avail-
able for other decisions needed for managing change; in most
instances, however, there is an option to choose among attractors;
multi-tasking may produce counter-currents. Goleman quotes
Herbert Simon, recipient of 1978 Nobel in Economics: “A wealth
of information creates a poverty of attention” (Goleman, 2013).
Change reflects materialization of new attractors which alter
the existing flow through neuro-net; any leading awareness begins
to restructure system’s neuro-net which has the capacity to mod-
ify the epigenome (LeDoux, 2003). Once perceived, change alters
the transient status quo of system’s networks; perception indicates
activation of senses and, simultaneously, sense-specific filtration
and compression of incoming change which may, as a new sys-
tem attractor, exert dominance over existing awareness within the
neuro-net (Figures 2A–E).
The theoretical limit, of what can be quantified as risk by our
senses, is determined by the range of capacity for sensory acti-
vation which is extremely limited. A useful metaphor follows:
“if the entire spectrum of light is considered a distance from
New York to Los Angeles, the spectrum, visible to us, is a dime”
(NOVA, 2013).
Enhancement of our sensory perception with technology has a
great potential to obtain further input from what was previously
hidden from us, while respecting any inherent limitations in the
instruments and the potential for misapplication by the opera-
tor. Change then assumes a richer context of probability risk with
less of uncertainty. Simultaneously, our cognitive paradigm and
conscientious effort, however, need to keep pace in order to be
capable of creating ever-higher level of knowledge; otherwise, the
non-optimizing stress of cognitive dissonance is likely to increase
(Brody, 2013).
The study of vision shows the gaps among the vast infor-
mation potential available in the spectrum of light and what
actually activates the retina followed by engagement of the cog-
nitive domain. Most of the information that we perceive does
come from our vision, about 80%, with the remaining 20% sup-
plied by our hearing and other senses. Nolte points out that “we
are capable of perceiving light only in the visible range of the
electromagnetic spectrum that excite the retina in human eyes
and vary from about 0.4 microns (for violet color) to 0.7 microns
(for red); retina itself has only a limited number of sensors and
nerve endings that can be activated: retina contains about 120
million rods and about 6 million cones, but only about 1 mil-
lion ganglion cells. . . [which means that] the light information
falling on 126 photoreceptors produces only a single signal in one
ganglion cell axon. . . the information convergence transforms the
signals from 126 million receptors into only 1 million axons in
the optic nerve. . . a spoken language proceeds at approximately
25 bits per second. . . [and] data rate for non-verbal information
is virtually the same as the 25-bit-per-second rate for language
comprehension” (Nolte, 2001; Huth et al., 2012).
Lifestyle choices do impact the neuro-net. For example, alco-
hol affects connectivity between the amygdale and the prefrontal
cortex (Gorka et al., 2013).
Diminishing sensory input translates into correspondingly
diminishing neuro-net. Important observation by researchers
includes the correlation between hearing loss and dementia (Lin
et al., 2013), between visual contrast sensitivity and physical func-
tioning (Swindell et al., 2010) and diminished olfaction in early
stages of degenerating neuro-net (Doty, 2013).
There are gender differences in neuro-net wiring with greater
neural connectivity from front to back and within one hemi-
sphere in males and between the left and right hemispheres in
females (Ingalhalikar et al., 2013).
Changes in neuro-net are usually followed by a degree of
change in its system’s epigenome ending as changes in the mor-
phology of the system’s phenotype. A neuro-net, which is sus-
taining a dominant awareness, expressed in parallel decisions and
effort can create an epigenome reflective of the induced changes;
it can happen within a few milliseconds to decades.
The consequence of decisions-altered epigenome may vary
greatly; while it takes only about 300 milliseconds for our deci-
sion to bring an arm with a cigarette to the mouth, it may take
20+ years to develop lung cancer; a similar path exists for obesity,
degenerative diseases, etc. (Nolte, 2001; Churchland et al., 2012;
Frost, 2013; Horvath, 2013).
The mosaic of any epigenome reflects the UP/DOWN acti-
vation of genes through many life choices; it is shared by fore-
bears with offsprings in a trans-generational impact; it reflects
activation/deactivation of genes in response to induced change.
Systems science indicates that, for example, generations of non-
optimized systems (parents/grandparents, etc.,), which produced
non-optimized outputs in response to change they faced, trans-
ferred their mis-activated/non-optimized genes to the subse-
quent generations. The morphologic development of a new off-
spring, in its first Life Phase (25± years), the Ancestral Phase,
is strongly controlled by genes that were activated/de-activated
by our parents/grandparents, etc.; having a baby in teen years
has a high potential for transmitting the same mis-activated
genes to the next generation without the opportunity to mod-
ify them during the subsequent Decision Life Phase. In addi-
tion, if, during this second Life Phase, the next 25± years,
the choices that a young adult makes in response to change
are further non-optimizing, it causes additional epigenetic mis-
activation, perpetuating, or worsening disorganized complexity
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with corresponding epigenetic modifications (American Public
Health Association, 2012; Linschooten et al., 2013; Oury et al.,
2013; Padmanabhan et al., 2013; Pera, 2013; Ridaura et al., 2013).
Relationships are directly linked to system’s capacity to
respond to change as well as what change it generates.
Relationships principles that sustain a healthy biologic system,
such as reciprocity, fairness, empathy, and trust with gratitude are
considered to represent the foundation of morality (deWall et al.,
2009). Gratitude reflects the focus on the positives (Seligman,
2012).
Relationships, with their feedback loops, are central to the
function and structure of a biologic system, its clusters and
inter-related systems, what type of change it generates and how
competently it responds to ones that it receives (Cross, 2010).
Relationships are based on flow of energy/information. The rela-
tionships among sub-systems, and their contributions to the
larger system’s emergence/output, are variable and not always har-
monious; some function in Health Territory, while others may
be in Chaos or Entropy, giving rise to a system-wide stressful
dissonance.
Loss of trust leads to loss of common sense that precipitates
loss of confidence because the foundation for rationally judging
the world, making decisions, etc. disappears. Without prevail-
ing societal trust, any change, distributed within socio-economic
system, will have a strong tendency to spiral into ill-defined
uncertainty. Only truth leads to trust and without trust there
is no optimizing relationship; in its absence, there is no orga-
nized complexity to create value and randomness takes a center
stage (van Gigch, 2007; Friedman, 2009). In 2013, even the Nobel
Committee was not sure which observation of change, in the
sphere of economics, was more plausible and thus to receive their
full trust: Fama’s theory that asset prices perfectly reflect all avail-
able information or Shiller’s evidence of irrational, inefficient
behavior? (Appelbaum, 2013).
FLOW THROUGH NETWORKS PROPAGATES CHANGE
The flow of information originates with sensory perception; its
processing is subject to cognitive filters of assessor’s hermeneutics;
it is the flow of energy and information that sustains networks.
Relationships, which exchange energy/information, may also be
referred to, by Quantum Physics’ term “entanglements,” which
linguistically captures to complexities of network feedback loops.
Relationships are temporary, unstable, and relative to the stratifi-
cation within a pertinent system cluster which reflects its culture
and the relative standing vis-à-vis other members. Flow is influ-
enced by attractors; health territory has mostly complementary
attractors; entropy has absence of attractors and chaos has a few
super-dominant attractors.
Sleep is a key biologic cycle (Pack, 2009; Yu et al., 2013).
Healthy flow through a system is never constant and the pro-
gressions/regressions form cycles. The most critical biologic
cycle is the circadian rhythm which receives the signals for
its resetting via light and darkness. Sunlight entrains the cir-
cadian cycle; as a consequence, the metabolic cycles, gener-
ating reactive oxygen species, are responsible for the level of
oxidative stress and its impact on cognition (Rey and Reddy,
2013).
What is emerging from experimental evidence is that sleep is
essential for the maintenance of the neuro-net (Xie et al., 2013).
The night portion of daily circadian rhythm represents the
re-setting of each individual biologic system with up-regulation
of SIRT-1 system-optimizing genes, associated with healthy
longevity. Without the rhythmicity of day/night oscillations, bio-
logic systems, as studied in laboratory animals, tend to falter,
live shorter life spans and develop various degenerative/entropy-
characteristic diseases.
Network flow is, to a large extent, proportionate to edu-
cation, either self-generated or obtained through an organized
process; various societal studies strongly parallel achievements
with education (Lopatto, 2012).
Output, system’s emergence, is a direct consequence of changes
within a system, either self-generated or externally induced.
Cognition is the emergence of a synaptic network; “every
time we learn something we change the brain to help us learn
something else” (LeDoux, 2003).
The processing of any received data/information via senses
goes through the paradigm of an assessor which should be based
on current-science-based rationality as a background for experi-
ential confidence. For example, as a measure of likely “mastery”
of a subject and to be considered an “expert,” the rule of “10
years/10,000 hours” reflects the need for sustained and prolonged
dominance of cognitive awareness/learning with focus on specific
skill which is being accompanied by conscientious effort (Chase
and Simon, 1973; Syed, 2010).
Paradigm is the reality that each of us lives in, how we think
that we know and understand what is happening; it forms the
basis for our decisions. “Behavioral economics [explores] how
people misinterpret information, how their emotions distort their
decisions, and how they miscalculate probabilities” (Mandelbrot,
2004).
Your paradigm determines your hermeneutics, your world
view determines your method of interpretation. The paradigm
that we use filters/affects what we perceive/see and hear (Berger
and Ehrsson, 2013).
During the lifetime of a biologic system, neuro-net is under-
going unending construction and destruction, repair and neglect,
all reflected in cognition. Change may trigger sensory activa-
tion. Senses in conjunction with cognition, which is variable and
conditional, can determine the fluctuating proportions of the
risk/uncertainty ration and its interpretation. The R/U ration,
proportionately to the size of the denominator, reveals the level
of remaining uncertainty and with it, the emerging stress as an
expression of cognitive dissonance (Festinger, 1957). Cognitive
dissonance creates stress that epigenetically negatively impacts
the methylome (Junger and van Kampen, 2010; Puterman et al.,
2010). Persistent dominance of awareness, by non-optimizing
attractors, likely leads to chronic stress (Blackburn and Epel, 2012;
Nester, 2012).
The recorded data of the financial markets reflect human
decisions. The Kondratieff ’s Long Wave, charting changes in
price/credit of commodities, can serve as a general proxy for
the level of prevailing trust within the societal system’s inter-
relationships. Ascend to top of LongWave, estimated to have been
reached around the year 2000, paralleled dilution of trust and loss
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of relationships during the preceding years. In 1985, for exam-
ple, “most people said they had three close friends; in 2004 the most
common number was zero” (Lieberman, 2013).
Change as a system’s emergence/output, can be either positive
or negative; it arises at multiple crossroads of networks rela-
tionships. Emergence/output can amount to value, categorized
here as a composite of efficiency, effectiveness, risk management,
and proportionate cost in processed energy and information;
the opposite, a non-value output lacks such features; a system
that generates value is also referred to as a complex adaptive
system that is capable of successful adapting and evolving with
change.
This research represents personal understanding of systems
science derived from hands-on engagement with human health
and illness, observations of biology as well as perspectives derived
from other researchers, business, and management fields. The
extracts, included in the Materials section, offer reader an avenue
for corroboration of results derived from this research, or their
modification, as any observed event or reported finding may
have different meaning for different observers; if that is the
case with this study—readers’ exploration of data, information,
knowledge reported in the text—it would support the validity
of this contribution. It is hoped that this study will provide a
stimulus for further discussion and study, as change of biologic
systems never ceases and our knowledge will always be a step
behind.
CONCLUSIONS
Life of biologic systems is an endless change, ever evolving or
devolving, with inseparable and complementary process and out-
come, two theaters but in one larger whole. The process is
centered on flow of energy and information through networks of
relationships, and the outcome becomes the consequence.
Change is never an isolated event; its understanding requires
context; it is also not homogeneous but is composed of innu-
merable changes arising from other systems. Systems science
offers a unique perspective for integrating change into a multi-
dimensional context and the extraction of knowledge. It provides
tools to examine and react to change pragmatically with guarded
optimism based on a favorable risk/uncertainty ration.
Change represents altered relationships and ends by altering
others; it is observed on any and all levels studied by science,
from cellular to societal systems. Biologic entities are capable of
registering a portion of change within the boundaries of their
senses; what is recorded may be considered a risk-probability;
what is outside the sensory range is an uncertain possibility.
Change is seen as an inseparable composite of risk and uncer-
tainty but in variable ratios, influenced by sensory perception and
judgment.
Relationships of biologic systems are reflections of flow of
energy and information through their networks and form the
foundation of systems functional complexity which creates their
output/emergence. Relationships that engage in reciprocity, fair-
ness, empathy, and are based on trust, generate organized
complexity with propensity to create value, conceptualized as
efficiency, effectiveness, risk/change management, and propor-
tionate cost.
The knowledge of systems science allows a prospective
evaluation of change; it examines change in the light of sys-
tem’s optimizing or non-optimizing influence before it impacts
other networks including the epigenome of self and others.
Differentiating change into risk and uncertainty puts an identi-
fiable boundary around sensory-derived probability of risk which
diminishes the nebulous possibilities of uncertainty.
Attractors, which are visualized as guiding network flow,
can be represented by people, places, events, ideas but also
by diet, exercise, stress, simply by anything that achieves
dominance over cognition; it affects decisions and effort. In
turn, attractors-awareness-decisions-effort mosaic changes inter-
related networks all the way to the genes. Epigenome is evolv-
ing with Life; it is changing from minutes to decades, in
a single bodily system and through multiple generations; it
impacts any related morphogenic phenotype and its state of
health. Senses are the gateways of systems for data/information;
microbiome with metabolome represent the entry for targeted
energy.
How forebears handled change is likely imprinted in the
epigenome that is inherited by the offspring, a trans-generational
influence; this epigenome remains dominant during the first
Ancestral Life Phase; subsequent epigenomic expressions, how-
ever, vary and are based primarily on choices made during the
second, labeled Decisions Life Phase; in the third and final life
phase, the Phase of Consequences, the epigenome expressions
are mostly according to the pre-settings that took place in the
preceding Decisions Life Phase; it is measurable in altered DNA
methylation; the cycle continues forward.
Synaptogenesis, the foundation process of neuro-net, is devel-
oping primarily during embryogenesis and young adulthood
while gradually diminishing through subsequent life phases; it
reflects the type of flow of energy/information strongly influenced
by major decisions of parents and the adult offsprings.
Synapses have the ability to learn and unlearn with change;
strong attractors alter the flow patterns through the network cre-
ating preferences that cascade down to the epigenome; synapses
need ongoing formation and pruning to be available for the
next experience. Diminished sensory input handicaps the capac-
ity of neuro-net to respond to change with adaptation and
evolution.
Biologic systems reflect memories and awareness which
are being processed by cognition, fully dependent on synap-
tic connections. These relationships/links are temporary and
quite unstable as they rely on ongoing inflow-outflow of
energy/information. The preservation of functional and struc-
tural integrity of neuro-net is essential to system’s health.
Change-activated neuro-net likely differs with gender, opening
the possibility of dissimilar cognitive response among men and
women.
Dynamic Systems Model defines system’s functional or dys-
functional states, a Health Territory and two outlier states, one
Chaos and the other Entropy. Only a healthy system is capable of
generating optimizing change and has the resiliency to adapt and
evolve with incoming change.
The level of existing trust is the deterministic feature of rela-
tionships but is difficult to measure; the Kondratieff ’s Long Wave
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can serve as a general proxy. Though, originally conceptualized
to reflect the fluctuating prices/credit of commodities, its inverse
pattern does reflect the prevailing level of societal trust; credit
and trust must be in balance; unrestrained credit/debt dilutes
trust.
The key to any system’s health thus lies in its relationships;
if capable of generating organized complexity, relationships pro-
duces value; reigning supreme, in humans, it seems to be the
relationship between the hippocampus/amygdale and the pre-
frontal cortex; it affects cognition that has the capacity to alter
inter- and intra-cellular relationships autonomically by express-
ing our decisions/behavioral/lifestyle choices through impact-
ing UP/DOWN regulation of our genes. The outcome, from
thoughts/decisions to morphology, seems to be a highly depen-
dent cascade.
GOING FORWARD—PRAGMATIC GUIDELINES FROM SYSTEMS
SCIENCE
To distinguish an optimized system from a non-optimized
one—look at its complexity and examine the historic out-
put/emergence; was there value creation?
Rebalance relationships to be reciprocal, fair, empathic, and
based on trust; construct organized complexity; insist on value.
Convert uncertainty to risk whenever possible utilizing sen-
sory input; learn how your team-mates asses change.
Know your attractors and protect your awareness as both
represent gateways to your system’s networks and cognition.
Understand the larger-systems’ trends as well as biologic cycles;
asynchrony often leads to cognitive dissonance.
REFERENCES
Ahn, J., Sinha, R., Pei, Z., Dominianni, C., Wu, J., Shi, J., et al. (2013). Human gut
microbiome and risk of colorectal cancer. J. Natl. Cancer Inst. 105, 1907–1911.
doi: 10.1093/jnci/djt300
Aigrain, S., Alphey, N., Betts, R., Bird, S., Challinor, A., Green, N., et al. (2013).
Making Sense of Uncertainty. Why Uncertainty is Part of Science. London: Sense
About Science.
Alladi, S., Bak, T. H., Duggirala, V., Surampudi, B., Shailaja, M., Shukla, A. K.,
et al. (2013). Bilingualism delays age at onset of dementia, independent of edu-
cation and immigration status. Neurology 81, 1938–1944. doi: 10.1212/01.wnl.
0000436620.33155.a4
American Public Health Association. (2012). Pre-teen Literacy a Strong Predictor
of Pregnancy in U.S. Teens. Available online at: http://www.sciencedaily.com/
releases/2012/10/121031081251.htm
Ames, R. T., and Rosemount H. Jr. (1999). The Analects of Confucius: A
Philosophical Translation (Classics of Ancient China). New York, NY: Ballantine
Books/Random House.
Appelbaum, B. (2013). Shiller vs. Fama vs. the Skeptics. The New York
Times. Available online at: http://economix.blogs.nytimes.com/2013/11/19/
shiller-vs-fama-vs-the-skeptics/?ref=binyaminappelbaum
Armbruster, M., Timothy, A., and Ryan, T. A. (2011). Synaptic vesicle retrieval
time is a cell-wide rather than individual-synapse property. Nat. Neurosci. 14,
824–826. doi: 10.1038/nn.2828
Barnes, D. E., and Yaffe, K. (2011). The projected effect of risk factor reduction on
Alzheimer’s disease prevalence. Lancet Neurol. 10, 819–828. doi: 10.1016/S1474-
4422(11)70072-2
Barrès, R., Yan, J., Egan, B., Treebak, J. T., Rasmussen, M., Fritz, T., et al. (2012).
Acute exercise remodels promoter methylation in human skeletal muscle. Cell
Metab. 15, 405. doi: 10.1016/j.cmet.2012.01.001
Barrett, B. L. B., Burke, T. A., Hammers, M., Komdeur, J., and Richardson, D. S.
(2012). Telomere length and dynamics predict mortality in a wild longitudinal
study.Mol. Ecol. 22, 249–259. doi: 10.1111/mec.12110
Bauer, N. G., and French-Constant, C. (2009). Physical forces in myelination and
repair: a question of balance? J. Biol. 8:78. doi: 10.1186/jbiol169
Berger, C. C., and Ehrsson, H. H. (2013). Mental imagery changes multisensory
perception. Curr. Biol. 23, 1367–1372. doi: 10.1016/j.cub.2013.06.012
Blackburn, E. H., and Epel, E. S. (2012). Telomeres and adversity: too toxic to
ignore. Nature 490, 169–171. doi: 10.1038/490169a
Bravo, J. A., Forsythe, P., Chew, M. V., Escaravage, E., Savignac, H. M., Dinan,
T. G., et al. (2011). Ingestion of Lactobacillus strain regulates emotional
behavior and central GABA receptor expression in a mouse via the vagus
nerve. Proc. Natl. Acad. Sci. U.S.A. 108, 16050–16055. doi: 10.1073/pnas.1102
999108
Brody, H. (2013). Medical imaging. Nature 502, S81–S124. doi: 10.1038/502S81a
Casti, J. L., and DePauli, W. (2001).Gödel: A Life of Logic. Jackson, TN: Basic Books.
Chanson, L., Brownfield, D., Garbe, J. C., Kuhn, I., Stampfer, M. R., Bissell, M.
J., et al. (2011). Self-organization is a dynamic and lineage-intrinsic prop-
erty of mammary epithelial cells. Proc. Natl. Acad. Sci. U.S.A. 108, 3264. doi:
10.1073/pnas.1019556108
Chapman, S. (2012). Mixing ignorance and democracy: can our system
work with uninformed voters? Chicago Tribune. Available online at:
http://www.chicagotribune.com/news/columnists/ct-oped-0419-chapman-201
20419,0,5461259.column
Chase, W., and Simon, H. (1973). Perception in chess. Cogn. Psychol. 4, 55–81.
Chatzi, C., Brade, T., and Duester, G. (2011). Retinoic acid functions as a key
GABAergic differentiation signal in the basal ganglia. PLoS Biol. 9:e1000609.
doi: 10.1371/journal.pbio.1000609
Churchland, M. M., Cunningham, J. P., Kaufman, M. T., Foster, J. D., Nuyujukian,
P., Ryu, S. I., et al. (2012). Neural population dynamics during reaching.Nature
487, 51–56. doi: 10.1038/nature11129
Cohen, S., Janicki-Deverts, D., Doyle, W. J., Miller, G. E., Frank, E., Rabin, B. S.,
et al. (2012). Chronic stress, glucocorticoid receptor resistance, inflammation,
and disease risk. Proc. Natl. Acad. Sci. U.S.A. 109, 5995–5999. doi: 10.1073/pnas.
1118355109
Collins, G. (2013, September 28). A collective mind is a terrible thing to lose. . .
congress cracks up. The New York Times. The Opinion Pages.
Cotillard, A., Kennedy, S. P., Kong, L. C., Prifti, E., Pons, N., Le Chatelier, E., et al.
(2013). Dietary intervention impact on gut microbial gene richness.Nature 500,
585–588. doi: 10.1038/nature12480
Cross, R. A. (2010). Kinesin-14: the roots of reversal. BMC Biol. 8:107. doi:
10.1186/1741-7007-8-107
Dejosez, M., Ura, H., Grandt, V. L., and Zwaka, T. P. (2013). Safeguards for cell
cooperation in mouse embryogenesis shown by genome-wide cheater screen.
Science 27, 1511–1514. doi: 10.1126/science.1241628
deWall, F., Macedo, S., andOber, J. (2009). Primates and Philosophers: HowMorality
Evolved. Princeton, NJ: Princeton University Press.
Ding, H., Dhima, K., Lockhart, K. C., Locascio, J. J., Hoesing, A. N., Duong, K.,
et al. (2013). Unrecognized vitamin D3 deficiency is common in Parkinson dis-
ease: Harvard Biomarker study. Neurology 81, 1531–1537. doi: 10.1212/WNL.
0b013e3182a95818
Doty, R. L. (2013). Smell and the degenerating brain. The Scientist. Available
online at: http://www.the-scientist.com/?articles.view/articleNo/37603/title/
Smell-and-the-Degenerating-Brain/
Editorial. (2013). Too much medicine: from evidence to action. BMJ 347:f7141.
doi: 10.1136/bmj.f7141
Emes, R. D., Pocklington, A. J., Anderson, C. N. G., Bayes, A., Collins, M. O.,
Vickers, C. A., et al. (2008). Evolutionary expansion and anatomical specializa-
tion of synapse proteome complexity. Nat. Neurosci. 11, 799–806. doi: 10.1038/
nn.2135
Evans, M. D., and Cooke, M. S. (2004). Factors contributing to the out-
come of oxidative damage to nucleic acids. Bioessays 26, 533–542. doi:
10.1002/bies.20027
Ferguson, N. (2013).The Great Degeneration: How Institutions Decay and Economies
Die. New York, NY: Penguin Press.
Festinger, L. (1957). A Theory of Cognitive Dissonance. Redwood City, CA: Stanford
University Press.
Friedman, T. (2009, May 3). Trust holds an open society together. The New York
Times. The Opinion Pages.
Frost, G. (2013). The latency period of mesothelioma among a cohort of
British asbestos workers (1978–2005). Br. J. Cancer 109, 1965–1973. doi:
10.1038/bjc.2013.514
Frontiers in Computational Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 30 | 17
R
ET
R
A
C
ED
Janecka Change, risk, uncertainty, systems science
Funk, J. A., Gohlke, J., Kraft, A. D., McPherson, C. A., Collins, J. B., and
Harry, G. J. (2011). Voluntary exercise protects hippocampal neurons from
trimethyltin injury: possible role of interleukin-6 to modulate tumor necrosis
factor receptor-mediated neurotoxicity. Brain Behav. Immun. 25, 1063–1077.
doi: 10.1016/j.bbi.2011.03.012
Gitschier, J. (2013). Evidence is evidence: an interview with mary-claire king. PLoS
Genet. 9:e1003828. doi: 10.1371/journal.pgen.1003828
Goleman, D. (2013). Focus: The Hidden Driver of Excellence. New York, NY: Harper
Publishing.
Gorka, S. M., Fitzgerald, D. A., King, A. C., and Phan, K. L. (2013). Alcohol atten-
uates amygdala–frontal connectivity during processing social signals in heavy
social drinkers. Psychopharmacology 229, 141. doi: 10.1007/s00213-013-3090-0
Grantham, J. (2007). US housing bubble was estimated to be x1/10,000
year event. Interview with Charlie Rose. Available online at:
http://www.charlierose.com/view/interview/12812
Gross, B. (2011). Investment outlook. PIMCO. Available online at: http://www.
pimco.com/EN/Insights/Pages/New-Fangled-Love-Songs.aspx
Gunturkun, O., Wild, M., and Shimizu, T. (2013). Large-scale network organiza-
tion in the avian forebrain: a connectivity matrix and theoretical analysis. Front.
Comput. Neurosci. 7:89. doi: 10.3389/fncom.2013.00089
Gupta, S. C., Hevia, D., Patchva, S., Park, B., Koh, W., and Aggarwal, B. B. (2012).
Upsides and downsides of reactive oxygen speciers for cancer: the roles of reac-
tive oxygen species in tumorigenesis, prevention, and therapy. Antioxid. Redox
Signal. 16, 1295–1322. doi: 10.1089/ars.2011.4414
Hayek, F. (1974). “The pretence of knoweldge,” in Inherent Limitations of our
Numerical Knowledge, Nobel Lecture (Stockholm). Available online at: http://
nobelprize.org/nobel_prizes/economics/laureates/1974/hayek-lecture.html
Heisenberg, W. (1949). The Physical Principles of the Quantum Theory (Transl. C.
Eckart and F. C. Hoyt).Mineola, NY: Dover Publications.
Heleno, B., Thomsen, M. F., Rodriques, D. S., Jorgensen, K. J., and Brodersen, J.
(2013). Quantification of harms in cancer screening trials: literature review. BMJ
347:f5334. doi: 10.1136/bmj.f5334
Herbstman, J. B., Wang, S., Frederica, P., Lederman, S. A., Vishnevetsky, J., Rundle,
A. G., et al. (2013). Predictors and consequences of global DNA methylation
in cord blood and at three years. PLoS ONE 8:e72824 doi: 10.1371/jour-
nal.pone.0072824
Herculano-Houzel, S. (2009). The human brain in numbers: a linearly scaled-up
primate brain. Front. Hum. Neurosci. 3:31. doi: 10.3389/neuro.09.031.2009
Hills, T. T., Noguchi, T., and Gibbert, M. (2013). Information overload or search-
amplified risk? Set size and order effects on decisions from experience. Psychon.
Bull. Rev. 20, 1023–1031. doi: 10.3758/s13423-013-0422-3
Hino, S., Nagaoka, K., and Nakao, M. (2013). Metabolism–epigenome crosstalk in
physiology and diseases. J. Hum. Genet. 58, 410–415. doi: 10.1038/jhg.2013.57
Horvath, S. (2013). DNA methylation age of human tissues and cell types. Genome
Biol. 14:R115. doi: 10.1186/gb-2013-14-10-r115
Huppke, R. W. (2012). Facts, 360 B.C.-A.D. 2012 in memoriam: after years
of health problems, facts has finally died. Chicago Tribune. Available online
at: http://www.chicagotribune.com/news/local/ct-talk-huppke-obit-facts-2012
0419,0,809470.story
Huth, A. G., Nishimoto, S., Vu, A. T., and Gallant, J. L. (2012). A contin-
uous semantic space describes the representation of thousands of object
and action categories across the human brain. Neuron 76, 1210. doi:
10.1016/j.neuron.2012.10.014
Ingalhalikar, M., Smith, A., Parker, D., Satterthwaite, T. D., Elliott, M. A., Ruparel,
K., et al. (2013). Sex differences in the structural connectome of the human
brain. Proc. Natl. Acad. Sci. U.S.A. 111, 823–828. doi: 10.1073/pnas.1316909110
Isaacson, W. (2008). Einstein: His Life and Universe. New York, NY: Simon and
Schuster.
Janecka, I. P. (2007). Cancer control through principles of systems science,
complexity, and chaos theory: a model. Int. J. Med. Sci. 4, 164–173. doi:
10.7150/ijms.4.164
Jha, S. (2013). Do physicians have an obligation to disclose the uncertainty.
About harms or just the harms? JAMA Intern. Med. 173, 1751–1752. doi:
10.1001/jamainternmed.2013.8471
Jost, T., Lacroix, C., Braegger, C. P., Rochat, F., and Chassard, C. (2013). Vertical
mother-neonate transfer of maternal gut bacteria via breast-feeding. Environ.
Microbiol. doi: 10.1111/1462-2920.12238. [Epub ahead of print].
Junger, M., and van Kampen, M. (2010). Cognitive ability and self-control in rela-
tion to dietary habits, physical activity and bodyweight in adolescents. Int. J.
Behav. Nutr. Phys. Activ. 7:22. doi: 10.1186/1479-5868-7-22
Kimmerl, M. (2010). Evolution and cancer: a mathematical biology approach. Biol.
Dir. 5, 20. doi: 10.1186/1745-6150-5-29
Kondratieff, N. D. (2010). The Long Waves in Economic Life (1935). Whitefish, MT:
Kessinger Publishing.
Kumar, A., and Mehta, M. R. (2011). Frequency-dependent changes in
NMDAR-dependent synaptic plasticity. Front. Comput. Neurosci. 5:38. doi:
10.3389/fncom.2011.00038
Lacey, S., Stilla, R., and Sathian, K. (2012). Metaphorically feeling: comprehending
textural metaphors activates somatosensory cortex. Brain Lang. 120, 416–421.
doi: 10.1016/j.bandl.2011.12.016
Laozi, M. S. (eds.). (1900). Tao Te Ching. New York, NY: Harper Perennial.
LeDoux, J. (2003). Synaptic Self. London: Penguin Books.
Lieberman, M. D. (2013). Social: Why Our Brains Are Wired to Connect. New York,
NY: Crown Publishing.
Lim, J., Iyer, A., Liu, L., Suen, J. Y., Lohman, R.-J., Seow, V., et al. (2013). Diet-
induced obesity, adipose inflammation, and metabolic dysfunction correlating
with PAR2 expression are attenuated by PAR2 antagonism. FASEB J. 27, 4757.
doi: 10.1096/fj.13-232702
Lin, F. R., Yaffe, K., Xia, J., Xia, J., Xue, Q.-L., Barris, T. B., et al. (2013). Hearing
loss and cognitive decline in older adults. JAMA Intern. Med. 173, 293–299. doi:
10.1001/jamainternmed.2013.1868
Linschooten, J. O., Verhofstad, N., Gutzkow, K., Olsen, A.-K., Yauk, C.,
Oligschlager, Y., et al. (2013). Paternal lifestyle as a potential source of germline
mutations transmitted to offspring. FASEB J. 27, 2873–2879. doi: 10.1096/fj.13-
227694
Lister, R., Mukamel, E. A., Nery, M., Urich, M., Puddifoot, C. A., Johnson, N.
D., et al. (2013). Global epigenomic reconfiguration during mammalian brain
development. Science 341:6146. doi: 10.1126/science.1237905
Lokmane, L., and Garel, S. (2011). Screening for genes that wire the cerebral cortex.
BMC Biol. 9:1. doi: 10.1186/1741-7007-9-1
London, M., Roth, A., Beeren, L., Hausser, M., and Latham, P. E. (2010). Sensitivity
to perturbations in vivo implies high noise and suggests rate coding in cortex.
Nature 466, 123. doi: 10.1038/nature09086
Lopatto, E. (2012). Higher levels of education in the U.S. corre-
late with longer life expectancy and less obesity. Bloomberg News.
Available online at: http://www.bloomberg.com/news/2012-05-16/
health-of-u-s-tied-to-education-gap-researchers-report.html. http://www.
cdc.gov/nchs/
Magnon, C., Hall, S. J., Lin, J., Gerber, L., Freedland, S. J., and Frenette, P. S. (2013).
Autonomic nerve development contributes to prostate cancer progression.
Science 341:1236361. doi: 10.1126/science.1236361
Mandelbrot, B. (2004). The (Mis) Behavior of Markets. New York, NY: Basic Books.
Marcott, S. A. (2013). A reconstruction of regional and global temperature for the
past 11,300 years. Science 339:1121. doi: 10.1126/science.1228026
Marshall, W. F., Young, K. D., Swaffer, M., Wood, E., Nurse, P., Kimura, A., et al.
(2012). What determines cell size? BMC Biol. 10:101. doi: 10.1186/1741-7007-
10-101
Mascarelli, A. (2013). Chemical ‘clock’ tracks ageing more precisely than
ever before. Nature doi: 10.1038/nature.2013.13981. Available online at:
http://www.nature.com/news/chemical-clock-tracks-ageing-more-precisely-
than-ever-before-1.13981?WT.ec_id=NEWS-20131022
Maslow, A. H. (1943). A theory of human motivation. Psychol. Rev. 50, 370–396.
doi: 10.1037/h0054346
Maslow, A. H. (1954).Motivation and Personality. New York, NY: Harper and Row.
McGinty, E. E., Zhang, Y., Guallar, E., Ford, D. E., Steinwachs, D., Dizon, L. B., et al.
(2012). Cancer incidence in a sample of Maryland residents with serious mental
illness. Psychiatr. Serv. 63, 714. doi: 10.1176/appi.ps.201100169
McMillan, D. C. (2013). Cancer and systemic inflammation: stage the tumour and
stage the host. Br. J. Cancer 109, 529–529. doi: 10.1038/bjc.2013.418
Minerbi, A., Kahana, R., Goldfeld, L., Kaufman, M., Marom, S., and Ziv, N. (2009).
Long-term relationships between synaptic tenacity, synaptic remodeling, and
network activity. PLoS Biol. 7:e1000136. doi: 10.1371/journal.pbio.1000136
Monaghan, P. (2012). Telomeres and longevity. Aging 4, 76–77.
Musicco, M., Adorni, F., DiSanto, S., Prinelli, F., Pettenati, C., Caltagirone, C., et al.
(2013). Inverse occurrence of cancer and Alzheimer disease: a population-based
incidence study. Neurology 81, 322–328. doi: 10.1212/WNL.0b013e
31829c5ec1
Naidoo, N. (2008). Aging impairs the unfolded protein response to sleep depri-
vation and leads to pro-apoptotic signaling. J. Neurosci. 28, 6539–6548. doi:
10.1523/JNEUROSCI.5685-07.2008
Frontiers in Computational Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 30 | 18
R
E
R
C
T
ED
Janecka Change, risk, uncertainty, systems science
Nester, E. J. (2012). Epigenetics: stress makes its molecular mark. Nature 490,
171–172. doi: 10.1038/490171a
New York Times. (2010). A polarized political system seems unable to
solve problems that involve trust. Available online at: http://www.
nytimes.com/2010/02/17/business/economy/17gridlock.html?thandemc=th
Nolte, D. (2001).Mind at Light Speed. New York, NY: Free Press.
NOVA. (2013). Earth from space. PBS. Available online at: http://www.pbs.org/
wgbh/nova/space/earth-from-space.html
Ornish, D., Lin, J., Chan, J. M., Epel, E., Kemp, C., Weidner, G., et al. (2013).
Effect of comprehensive lifestyle changes on telomerase activity and telomere
length in men with biopsy-proven low-risk prostate cancer: 5-year follow-up of
a descriptive pilot study. Lancet Oncol. 14, 1112–1120. doi: 10.1016/S1470-2045
(13)70366-8
Oury, F., Khrimian, L., Denny, C. A., Gardin, A., Chamouni, A., Goeden, N.,
et al. (2013). Maternal and offspring pools of osteocalcin influence brain
development and functions. Cell 155, 228. doi: 10.1016/j.cell.2013.08.042
Pack, A. (2009). The gears of the sleep clock. The Scientist, Vol. 23, p. 42. Available
online at: http://www.the-scientist.com/2009/4/1/42/1/
Packer, G. (2013). The Unwinding: An Inner History of the New America. New York,
NY: Farrar, Straus and Giroux.
Padmanabhan, N., Jia, D., Geary-Joo, C., Wu, X., Ferguson-Smith, A. C.,
Fung, E., et al. (2013). Mutation in folate metabolism causes epigenetic
instability and transgenerational effects on development. Cell 155, 81. doi:
10.1016/j.cell.2013.09.002
Pagels, H. R. (1989). The Dreams of Reason: The Computer and the Rise of the
Sciences of Complexity. Mustang, OK: Bantam.
Parnell, G. P., Tang, B. M., Nalos, M., Armstrong, N. J., Huang, S. J., Booth, D.
R., et al. (2013). Identifying key regulatory genes in the whole blood of septic
patients to monitor underlying immune dysfunctions. Shock 40, 166–174. doi:
10.1097/SHK.0b013e31829ee604
Pera, M. F. (2013). Epigenetics, vitamin supplements and cellular reprogramming.
Nat. Genet. 45, 1412–1413. doi: 10.1038/ng.2834
Petersen, A. K., Zeilinger, S., Kastenmuller, G., Romisch-Margl, W., Brugger, M.,
Peters, A., et al. (2013). Epigenetics meets metabolomics: an epigenome-wide
association study with blood serum metabolic traits. Hum. Mol. Genet. 23,
534–545. doi: 10.1093/hmg/ddt430
Plun-Favreau, H., Lewis, P. A., Hardy, J., Martins, L. M., and Wood, N. W. (2010).
Cancer and neurodegeneration: between the devil and the Deep Blue Sea. PLoS
Genet. 6:e1001257. doi: 10.1371/journal.pgen.1001257
Puterman, E., Lin, J., Blackburn, E., O’Donovan, A., Adler, N., and Epel,
E. (2010). The power of exercise: buffering the effect of chronic stress
on telomere length. PLoS ONE 5:e10837. doi:10.1371/journal.pone.
0010837
Qureshi, I. A., and Mehler, M. F. (2011). The emerging role of epigenetics in stroke.
Arch. Neurol. 68, 294–302. doi: 10.1001/archneurol.2011.6
Ramirez, S., Liu, X., Lin, P. A., Suh, J., Pignatelli, M., Redondo, R., et al. (2013).
Creating a false memory in the hippocampus. Science 341, 387–391. doi:
10.1126/science.1239073
Rattner, S. (2013, October 24). The biggest economy killer: our government. The
New York Times. The Opinion Pages.
Rendall, D. (2013). Cognitive ethology - inside the minds of other species. BMC
Biol. 11:108. doi: 10.1186/1741-7007-11-108
Rey, G., and Reddy, A. B. (2013). Connecting cellular metabolism to circadian
clocks. Trends Cell Biol. 23, 234–241. doi: 10.1016/j.tcb.2013.01.003
Rich, F. (2009). Tiger woods, person of the year. The New York Times.
Available online at: http://www.nytimes.com/2009/12/20/opinion/20rich.
html?_r=1andthandemc=th
Ridaura, V. K., Faith, J. J., Rey, F. E., Cheng, J., Duncan, A. E., Kau, A. L., et al.
(2013). Gut microbiota from twins discordant for obesity modulate metabolism
in mice. Science 341, 1069–1070. doi: 10.1126/science.1241214
Roberts, S. (2010). 1 in 3 Americans failed to return census forms.
The New York Times. Available online at: http://www.nytimes.com/
2010/04/17/us/politics/17census.html?thandemc=th
Rosenblum, S., Samuel, M., Zlotnik, S., Erikh, I., and Schlesinger, I. (2013).
Handwriting as an objective tool for Parkinson’s disease diagnosis. J. Neurol.
260, 2357–2361. doi: 10.1007/s00415-013-6996-x
Samuels, D. C., Li, C., Li, B., Song, Z., Torstenson, E., Clay, H. G., et al. (2013).
Recurrent tissue-specific mtDNA mutations are common in humans. PLoS
Genet. 9:e1003929. doi: 10.1371/journal.pgen.1003929
Schipanski, A., Lange, S., Segref, A., Gutschmidt, A. G., Lomas, D. A., Miranda,
E., et al. (2013). A novel interaction between aging and ER overload in a
protein conformational dementia. Genetics 193:865. doi: 10.1534/genetics.112.
149088
Seligman, M. E. P. (2012). Flourish: a Visionary New Understanding of Happiness
and Well-Being. New York, NY: Atria Books.
Shen, C. C., Tsai, S. J., Perng, C. L., Kuo, B. I.-T., and Yang, A. D.
(2013). Risk of Parkinson disease after depression: a nationwide population-
based study. Neurology 81, 1538–1544. doi: 10.1212/WNL.0b013e3182
a956ad
Short, D. (2013). 21st century independence days. Advisory Perspectives.
Available online at: http://advisorperspectives.com/dshort/commentaries/
Independence-Day-130704.php
Smith, A. K., White, D. B. and Arnold, R. M. (2013a). Uncertainty—the other
side of prognosis. N. Engl. J. Med. 368, 2448–2450. doi: 10.1056/NEJMp
1303295
Smith, E., Duede, S., Hanrahan, S., Davis, T., House, P., and Greger, B. (2013b).
Seeing is believing: neural representations of visual stimuli in human auditory
cortex correlate with illusory auditory perceptions. PLoS ONE 8:e73148. doi:
10.1371/journal.pone.0073148
Smith, H., and Kang, Y. (2013). Acute infection induces a metastatic niche: a double
menace for cancer patients. Clin. Cancer Res. 19, 4547–4549. doi: 10.1158/1078-
0432.CCR-13-1524
Strauss, W., and Neill, H. (1991). Generations. New York, NY: William Morrow.
Swindell, W. R., Ensrud, K. E., Cawthon, P. M., Cauley, J. A., Cummings,
S. R., and Miller, R. A. (2010). Indicators of “healthy aging” in older
women (65-69 years of age). A data-mining approach based on pre-
diction of long-term survival. BMC Geriatrics 10:55. doi: 10.1186/1471-
2318-10-55
Syed, M. (2010). Bounce. New York, NY: HarperCollins.
Tamaki, M., Huang, T. R., Yotsumoto, Y., Hamalainen, M., Lin, F.-H., Nanez,
J. E., et al. (2013). Enhanced spontaneous oscillations in the supple-
mentary motor area are associated with sleep-dependent offline learning
of finger-tapping motor-sequence task. J. Neurosci. 33, 13894–13902. doi:
10.1523/JNEUROSCI.1198-13.2013
Tetrakis, S., Rasko, T., Russ, J., Friedrich, R. P., Stroedicke, M., Riechers, S.-P.,
et al. (2012). Identification of human proteins that modify misfolding and pro-
teotoxicity of pathogenic ataxin-1. PLoS Genet. 8:e1002897. doi: 10.1371/jour-
nal.pgen.1002897
Toffler, A. (1990). Powershift. New York, NY: Bantam Books.
Unsain, N., Higgins, J. M., Parker, K. N., Johnstone, A. D., and Barker, P.
A. (2013). Caspase activity in degenerating axons. Cell Rep. 4, 751. doi:
10.1016/j.celrep.2013.07.015
van Gigch, J. P. (2007). On the possibility of restoring trust from mistrust and
friendship from enmity and hatred. Syst. Res. 24, 261–269. doi: 10.1002/
sres.813
Verhoeven, J. E., Revesz, D., Epel, E. S., Wolkowitz, O. M., and Penninx, B. W.
(2013). Major depressive disorder and accelerated cellular aging: results from
a large psychiatric cohort study. Mol. Psychiatry 14, 23–25. doi: 10.1038/mp.
2013.151
von Bertalanffy, L. (1969). General System Theory: Foundations, Development,
Applications. New York, NY: George Braziller.
Wade, L. (2010). Drugs, alcohol, and pluralistic ignorance. The Society Pages.
Available online at: http://contexts.org/socimages/2010/06/10/drugs-alcohol-
and-pluralistic-ignorance/?utm_source=feedburnerandutm_medium=feedand
utm_campaign=Feed%3A+SociologicalImagesSeeingIsBelieving+%28Sociolog
ical+Images%3 A+Seeing+Is+Believing%29andutm_content=Google+Reader
Weaver, J. (2011). How the brain homes in on valuable objects. PLoS Biol.
9:e1001228. doi: 10.1371/journal.pbio.1001228
Weinstein, G., Beiser, A. S., Chos, S. H., Preis, S. R., Chen, T. C., Vorgas, D., et al.
(2013). Serum brain-derived neurotrophic factor and the risk for dementia: the
Framingham heart study. JAMA Neurol. 71, 55–61. doi: 10.1001/jamaneurol.
2013.4781
Weisman, J. and Peters, J. W. (2013). Senate is ‘Broken,’ Reid. The New York
Times. Available online at: http://www.nytimes.com/2013/07/16/us/politics/
democrats - seeing - precedent - press - on - to - curb - filibuster.html ? partner =
rssandemc=rssandsrc=igwand_r=0
Welch, H. G. (2013). Informed choice in cancer screening. JAMA Intern. Med.
173:2088. doi: 10.1001/jamainternmed.2013.6759
Frontiers in Computational Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 30 | 19
R
ET
R
A
C
T
ED
Janecka Change, risk, uncertainty, systems science
Werner, C., Fürster, T., Widmann, T., Poss, J., Roggia, C., Hanhoun, M., et al.
(2009). Physical exercise prevents cellular senescence in circulating leuko-
cytes and in the vessel wall. Circulation 120, 2438–2447. doi: 10.1161/
CIRCULATIONAHA.109.861005
Wikgren, M., Maripuu, M., Karlsson, T., Ordfjall, K., Berghahl, J., Hultdin, J., et al.
(2011). Short telomeres in depression and the general population are associ-
ated with a hypocortisolemic state. Biol. Psychiatry 71, 294–300. doi: 10.1016/j.
biopsych.2011.09.015
Wirtz, J. J. (2013). The art of the intelligence autopsy. Intell. Natl. Secur. 29, 1–18.
doi: 10.1080/02684527.2012.748371
Woolf, N. J., Craddok, T. J. A., Friesen, D. E., and Tuszynski, J. A. (2010).
Neuropsychiatric illness: a case for impaired neuroplasticity and possible quan-
tum processing derailment in microtubules. Neuroquantology 8, 13–28. doi:
10.14704/nq.2010.8.1.263
Xie, L., Kang, H., Xu, Q., Chen, M. J., Liao, Y., Thiyagarajan, M., et al. (2013).
Sleep drives metabolite clearance from the adult brain. Science 342, 373–377.
doi: 10.1126/science.1241224
Yowtak, J., Wang, J., Kim, H. Y., Lu, Y., Chung, K., and Chung, J. M. (2013). Effect
of antioxidant treatment on spinal GABA neurons in a neuropathic pain model
in the mouse. Pain 154, 2469–2476. doi: 10.1016/j.pain.2013.07.024
Yu, X., Rollins, D., Ruhn, K. A., Stubblefield, J. J., Green, C. B.,
Kashiwada, M., et al. (2013). TH17 cell differentiation is regulated
by the circadian clock. Science 342, 727. doi: 10.1126/science.12
43884
Conflict of Interest Statement: The author declares that the research was con-
ducted in the absence of any commercial or financial relationships that could be
construed as a potential conflict of interest.
Received: 04 February 2014; accepted: 25 February 2014; published online: 31 March
2014.
Citation: Janecka IP (2014) Sensing risk, fearing uncertainty: systems science approach
to change. Front. Comput. Neurosci. 8:30. doi: 10.3389/fncom.2014.00030
This article was submitted to the journal Frontiers in Computational Neuroscience.
Copyright © 2014 Janecka. This is an open-access article distributed under the terms
of the Creative Commons Attribution License (CC BY). The use, distribution or repro-
duction in other forums is permitted, provided the original author(s) or licensor are
credited and that the original publication in this journal is cited, in accordance with
accepted academic practice. No use, distribution or reproduction is permitted which
does not comply with these terms.
Frontiers in Computational Neuroscience www.frontiersin.org March 2014 | Volume 8 | Article 30 | 20
R
ET
R
A
C
T
ED
