Abstract: In this paper, some numerical aspects of variational problems which fail to be convex are studied. It is well known that for such a problem, in general, the infimum of the energy (the functional that has to be minimized) fails to be attained. Instead, minimizing sequences develop oscillations which allow them to decrease the energy.It is shown that there exists a minimizes for an approximation of the problem and the oscillations in the minimizing sequence are analyzed. It is also shown that these minimizing sequences choose their gradients in the vicinity of the wells with a probability which tends to be constant. An estimate of the approximate deformation as it approximates a measure and some numerical results are also given. In this paper, some numerical aspects of variational problems which fail to be convex are studied. It is well known that for such a problem, in general, the infimum of the energy (the functional that has to be minimized) fails to be attained. Instead, minimizing sequences develop oscillations which allow them to decrease the energy.
general, the infimum of the energy (the functional that has to be minimized) fails to be attained. Instead, minimizing sequences develop oscillations which allow them to decrease the energy.
Such oscillations are observed in the context of hyperelasticity for ordered materials such as crystals (see [3] , [4] , [6] , [8] , [16] [17] [18] [19] [20] [21] [22] [23] [24] , [27] , [30] ). Indeed, in order to lower its energy such a material makes full use of its special structure. This structure is recorded in different models where generally it is assumed that the energy functional experiences several potential wells (see for instance [3] , [23] , [24] , [27] ). From the physical point of view it means that some linear deformations (related to the material under consideration) are of very low cost in energy. Thus, the strategy for the material to obtain a minimum energy configuration consists of using these low cost deformations on a finer and finer scale. This, of course, can be observed both experimentally and computationally [3] , [4] , [9] , [11] [12] [13] [14] , [30] . (1.5)
We could introduce some other spaces but the infinum of the energy is the same for any space containing V so we have restricted ourselves to this case. Energies such as (1.5) were introduced in [5] . If we set u(x) v(x) a.x then
So minimizing the integral on the left over v EVa is equivalent to minimizing the integral on the right over u E V0. So, from now on we will assume that a 0 and that zero is in the convex hull of the wells.
For the minimization problem (1.4), we will consider three cases: F0 F0 0, and 0 F0 0f. It follows from a later result that the infinum in each case is zero. However, for a function to have zero energy it must satisfy (Vv) 0 and (v(x)) 0 which would imply that Vv wi almost everywhere and v _= 0 which is impossible, unless wi 0 for some i, but this is prohibited by (1.1). Thus, we cannot obtain minimizers of (1.5) directly and so we consider minimizing sequences.
It is reasonable to expect that such a minimizing sequence will have a gradient which oscillates between the wells in order to reach the lower levels of energy. This is indeed what happens but, as we will show, these oscillations are done in an organized manner, provided that the number of wells is limited to n + 1 and that the wells are chosen such that the vectors wi -Wl for 2,..., k are linearly independent. The mathematical explanation of the controlled oscillations of the minimizing sequences in this case lies in the fact that the Young measure (see [2] , [8] , [15] , [25] , [26] , [28] , [32] ) associated to the problem is unique (see 4). This paper is organized as follows. In 2 we prove an existence result for the minimizers of an approximation of the problem. In 3 we show,through an energy estimate, that the infinum of (1.4) is indeed equal to zero and we give different rates of convergence of this energy towards zero. Section 4 is devoted to the analysis of the oscillations of the minimizing sequences of (1.4) . In particular we show that these minimizing sequences choose their gradients in the vicinity of the wells with a probability which tends to be constant (of course we assume we are in the case where the Young measure associated to the problem is unique). Moreover, since the problem at stake is the approximation of a measure, we give an estimate in this sense (Theorem 6 [10] and Collins and Luskin [14] .
2. An existence result. Our first concern is to establish the existence of a solution of an approximation of the problem (1.4). We restrict ourselves to one example where such an existence can be proved, and we refer the reader to [7] for another case.
Recall that we are assuming a 0 so that in all that follows
Let Th [7] and [14] . 4 It is well known (see [2] , [8] , [15] , [25] , [26] , [28] , [31] , [32] Remark 2. In the case of F0 # 0 and where the number of wells is less than n + 1, Poincar6 type inequalities can be used to improve our estimates (see [7] .
We use (4.37) with g(x)= F(x, w,) and note that i= jn F(x,w,)dx= ]2 F(x, nVv(x))dx. Now we sum the resulting equations from i-1 to k and get
Then we have (4.38) random initial guess near u 0 and then use an iterative method to update the value of u to decrease the energy (see [9] ). Figure 1 shows the resulting approximations for meshes of size h 1/30 and h 1/50. For other calculations of this type see [9] , [11] [12] [13] , [30] . 
