We consider the following restriction of internal contextual grammars, called local: in any derivation in a grammar, after applying a context, further contexts can be added only inside of or at most adjacent to the previous ones. We further consider a natural restriction of this derivation mode by requiring that no superword of the word considered as selector can be used as selector. We investigate the relevance of the latter type of grammars for natural language study. In this aim, we show that all the three basic non-contextfree constructions in natural languages, that is, multiple agreements, crossed agreements, and duplication, can be realized using this type of grammars. Our main result is that these languages are parsable in polynomial time. The problem of semilinearity remains open.
Introduction
The contextual grammars have been introduced in M2], based on the basic phenomenon in descriptive linguistics, that of acceptance of a word by a context (or conversely); see M1] . Thus, the generative process in a contextual grammar is based on two dual linguistic operations most important in both natural and arti cial languages: insertion of a word in a given context (pair of words) and adding a context to a given word. Any derivation in a contextual grammar is a nite sequence of such operations, starting from an initial nite set of words, simple enough to be considered as primitive well formed words (axioms).
During the over 25 years since they have been introduced, many variants were already investigated: determinism, PRS1], parallelism, PRS2], normal forms, EPR1], modularity, PRS3], etc.; the reader is referred to the monograph P1] for details (up to 1981) or to EPR3] for a recent survey. Discussions about the motivations of contextual grammars can be found also in M3].
In MMMP], one considers internal contextual grammars with the following restriction: the words selecting the context must be maximal with respect to the subword order. The power of such grammars and their relevance for natural language study have been further investigated in MMP1] and MMP2]. The basic idea in restricting the derivation in such a way was to obtain classes of contextual languages more appropriate from natural languages point of view. In fact, the class of languages searched for should have the following basic properties, which de ne the so-called mildly context-sensitive languages:
-it contains the three basic non-context-free constructions in natural languages, that is multiple agreements, crossed agreements, and duplication, -its languages are semilinear, and -its languages are polynomial time parsable. It is known that the basic variant of internal contextual grammars can generate non-semilinear languages. This was proved rst in EIPRS] for grammars with regular selection and the result was recently improved in Il] where it is proved that grammars with nite selection only are powerful enough to generate non-semilinear languages.
Unfortunately, the restrictions imposed so far still allow non-semilinear languages, as proved recently in MMP2], and it is not known whether or not the obtained languages are polynomial time parsable.
In this paper, we make an attempt towards nding a class of mildly context-sensitive contextual languages. We impose also the maximality of the selectors but, before this, we restrict the usual derivation in a contextual grammar in a local way, that is, in any derivation, after applying a context, further contexts can be added to the obtained word only inside of or at most adjacent to the previous ones. We prove that all the three non-context-free constructions in natural languages mentioned above can be realized using local contextual grammars with regular selection, working in the maximal mode of derivation. Our main result is that all languages generated by local contextual grammars with nite or regular selection, working or not in the maximal mode, are parsable in polynomial time. The problem of semilinearity of these languages remains open.
Basic de nitions
A nite non-empty set is called an alphabet. We denote by the free monoid generated by , by its identity, and + = ? f g. ; C i nite, 1 i n, are the sets of contexts. There exists another type of contextual grammars called external but, since we work here only with internal ones, we will omit the word \internal" for the rest of the paper.
The usual derivation is de ned, for x; y 2 , as follows: x =) y i x = x 1 x 2 x 3 ; y = x 1 ux 2 vx 3 ; x 2 2 S i ; (u; v) 2 C i ; for some 1 i n:
We consider the following modi cation of the basic mode of derivation: if we have the derivation z =) x such that z = z 1 z 2 z 3 ; z 1 ; z 2 ; z 3 2 ; z 2 2 S i ; (u; v) 2 C i , for some 1 i n, and x = z 1 uz 2 vz 3 , then a derivation w t
We further consider a natural restriction of the derivation newly de ned, namely, using the same notations, the derivation x =) y is called maximal local w.r.t. z =) x i it is local and there is no other local derivation w.r.t. z =) x, x =) y 0 , such that the decomposition used for x, say x = x 0 1 x 0 2 x 0 3 ; x 0 2 2 S j , veri es jx 0 1 j jx 1 j; jx 0 2 j > jx 2 j; jx 0 3 j jx 3 j. We denote this by z =) x =) Mloc y.
For 2 floc; Mlocg and x; y 2 we put x =) y i we have a nite sequence of derivations, each of them, excepting the rst one, being performed in mode w.r.t. the previous one, that is x = x 0 =) x 1 =) x 2 =) =) x k = y for some k 0, and, moreover, in the case = Mloc, also the rst derivation, x =) x 1 , should be performed in a maximal way (in the above sense).
The language generated by a grammar G in the mode is L (G) = fw 2 j there is x 2 A such that x =) wg:
If all the sets of selectors S 1 ; S 2 ; : : : ; S n , are in a family F of languages, then we say that the grammar G is with F selection.
The family of languages L (G) for G with F selection will be denoted by LC (F) . (We will consider only the cases when F is FIN or REG.)
Non-context-free constructions in natural languages
We show in this section that all the three basic non-context-free constructions in natural languages, that is, multiple agreements, crossed agreements, and duplication, can be realized using local contextual grammars with regular selection, working in the maximal mode of derivation.
Lemma 3.1 (multiple agreements) L 1 = fa n b n c n j n 1g 2 LC Mloc (REG).
Proof. Consider the following grammar G 1 = (fa; b; cg; fabcg; (fb n j n 1g; f(ab; c)g)):
Any derivation in the mode Mloc in G is as follows: abc =) a 2 b 2 c 2 =) Mloc a 3 b 3 c 3 =) Mloc =) Mloc a n b n c n ; for some n 1, because the context (ab; c) must be applied all the time arround the longest subword b i ; i 1, of the current sentential form. Remark further that the derivation above is indeed performed in the local mode. It follows that L Mloc (G 1 ) = L 1 and our lemma is proved. Proof. Take the grammar G 2 = (fa; b; c; dg; fabcdg; (fb m c n j m; n 1g; f(ab; cd)g)):
Arguing as in the proof of Lemma 3.1, we get that any derivation in the mode Mloc in G 2 is as follows: abcd =) a 2 b 2 c 2 d 2 =) Mloc a 3 b 3 c 3 d 3 =) Mloc =) Mloc a n b n c n d n ; for some n 1. It follows that L Mloc (G 2 ) = L 2 and the result is proved. It should be clear that the maximal selector in a sentential form w 1 w 2 : : : w i cw 1 w 2 : : : w i ; 1 i jwj;
is the su x beginning at the position where the letter c occurs and that each context, excepting the rst one, is added adjacently to the previous one, hence the derivation is local. Consequently, L Mloc (G 3 ) = L 3 and our lemma is proved.
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From the three lemmas above we get the following theorem:
Theorem 3.4 The three basic non-context-free constructions in natural languages can be realized using local contextual grammars with regular selection, working in the maximal mode of derivation.
Computational complexity
We show now that all languages in the family LC (F) for 2floc; Mlocg;F 2 fFIN; REGg, are parsable in polynomial time, that is, the computational complexity of the membership problem for these languages is polynomialtime.
We will use the following result from Pa]:
Proposition 4.1 (see Theorem 7.4 in Pa]) NSPACE(log n) P. Proof. We will present the proof for the case = loc, F = REG, the other cases being similar.
Let us rst see more detailed how a word w in the language L loc (G) is obtained. According to the de nition, there must be a derivation x = x 0 =) x 1 =) loc x 2 =) loc =) loc x k = w;
for some x 2 A, such that all the time the new contexts are added inside of or adjoint to the places where the previous contexts were added.
More formally, this means (and it follows directly from the de nition of the local mode of derivation): Our machine will not have an output tape since it is supposed to decide only whether or not the input is in our language. (In fact nothing is computed; M answers only \yes" or \no".)
M will work as follows (we use the notations concerning the derivation of the word w above):
(1) Start at the beginning with w on the input tape.
(2) Check whether or not w 2 A. If it is, then M accepts, otherwise goes to step (3).
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(3) All the time, M tries to reconstruct backward the derivation of w. Thus, M has to remember all the time both the current sentential form of G, say x i , and the context added to it in order to obtain the next one, x i+1 .
As M is input preserving, so it is not allowed to alter the input, it will remember eight indices, p 1 ; p 2 ; r 1 ; r 2 ; s 1 ; s 2 ; t 1 ; t 2 : there are two words for each context and each of them is split into two subwords; see (i){ (iii).
(4) Suppose Some remarks are in order: -M never changes its input, so it is input preserving.
-If the input w belongs to the language L loc (G), then there must be some derivations in the local mode for w in G. Consequently, if the respective numbers are not found in steps (4) or (7), this means that there is no backward continuation hence M rejects correctly in steps (5) or (8), respectively.
-If the input w is an axiom, then it belongs to the language generated and M accepts correctly in step (2).
-If the word z is found as being an axiom, then, obviously, the tested word belongs to our language and M accepts correctly in step (10).
It is easy to see how much space M requires on the input w: it needs to store all the time the eight numbers p 1 ; p 2 ; r 1 ; r 2 ; s 1 ; s 2 ; t 1 ; t 2 and in step (6) to use the numbers p; r; s; t. As each of these twelve numbers is smaller that the length of the input, that is, jwj, it follows that each of them can be written in binary using at most log 2 jwj] + 1 memory cells. All the other operations performed by M (comparisons between indices or veri cations of the membership for the selectors and contexts { the sets of contexts are nite and the sets of selectors are regular) require only a nite amount of space.
It follows that M operates in space O(12 log jxj) = O(log jxj) as claimed. Theorem 4.4 LC (F) P, for 2 floc; Mlocg, F 2 fFIN; REGg.
Generative power
We are not concerned very much with the generative power of our devices because the main aim of this paper is not to investigate this but to show their relevance and suitability for natural languages.
Anyway, we prove that all families introduced above are strictly contained in the family of context-sensitive languages, the family of languages generated by grammars with regular choice contains non-context-free languages, and any regular language is the image by a weak coding (that is, a morphism which maps each letter into another or into ) of a language in the family LC Mloc (REG). However, it remains an open problem whether or not the family REG is included in any of the families LC (F), 2 floc; Mlocg, F 2 fFIN; REGg. Theorem 5.1 LC (F) CS, for any 2 floc; Mlocg; F 2 fFIN; REGg.
Proof. The inclusion follows by Corollary 4.3 since LC (F) NSPACE(log n) NSPACE(n) = CS for any 2 floc; Mlocg; F 2 fFIN; REGg. Hence, it remains to prove its strictness. Consider the context-sensitive language L = fa 2 n j n 1g: It is clear that all one-letter languages in the families LC (F) are semilinear; this is due to the fact that in a derivation in a contextual grammar all sentential forms belong to the language generated. As L is not semilinear, it follows that L 2 CS ? LC (F), for any 2 floc; Mlocg; F 2 fFIN; REGg, and we are done.
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Theorem 5.2 LC (REG) ? CF 6 = ;, for 2 floc; Mlocg.
Proof. In what concers the case = Mloc, all the three languages in Lemmas 3.1 -3.3 are not context-free. For the other case, consider the grammar in the proof of Lemma 3.1 G 1 = (fa; b; cg; fabcg; (fb n j n 1g; f(ab; c)g)):
As it is easy to see, if we intersect the language generated by G 1 in the local mode with the regular language a + b + c + we get L loc (G 1 ) \ a + b + c + = fa n b n c n j n 1g:
Indeed, by intersecting with a + b + c + , we keep only those words from L loc (G 1 ) for which the local derivation is also maximal. Now, the equality follows from the proof of Lemma 3.1. As the right-hand member is a non-contextfree language and the family CF is closed under intersection with regular sets, the result follows. We have tried to de ne a class of mildly context-sensitive contextual languages. We have imposed the following two restrictions on the basic model of internal contextual grammars: rstly, in any derivation, after applying a context, further contexts can be added only inside of or at most adjacent to the previous one and, secondly, the word selecting the context must be maximal with respect to the subword order.
We have proved that all the three basic non-context-free constructions in natural languages, multiple agreements, crossed agreements, and duplication, can be realized using this type of grammars. We have proved also that all languages considered are parsable in polynomial time.
The main open problem is that of semilinearity of the languages in our most important family, that of languages generated by local contextual grammars with regular choice, working in the maximal mode of derivation. We believe that the answer is a rmative. This conjecture is supported by the observation that the usual techniques used so far for nding non-semilinear contextual languages (see EIPRS] , Il], and MMP2]) do not work here.
If it turns out that the languages mentioned are semilinear, then the rst class of mildly context-sensitive contextual languages has been found. Otherwise, one has to look for di erent types of contextual grammars or to impose further restrictions on the ones investigated here. We hope to return on this topic later.
