Designing and conducting experiments are routine practices for modern biologists. The real challenge, especially in the post-genome era, usually comes not from acquiring data, but from subsequent activities such as data processing, analysis, knowledge generation and gaining insight into the research question of interest. The approach of inferring gene regulatory networks (GRNs) has been flourishing for many years, and new methods from mathematics, information science, engineering and social sciences have been applied. We review different kinds of computational methods biologists use to infer networks of varying levels of accuracy and complexity. The primary concern of biologists is how to translate the inferred network into hypotheses that can be tested with real-life experiments. Taking the biologists' viewpoint, we scrutinized several methods for predicting GRNs in mammalian cells, and more importantly show how the power of different knowledge databases of different types can be used to identify modules and subnetworks, thereby reducing complexity and facilitating the generation of testable hypotheses.
INTRODUCTION
In the post-genome era, biological researchers face the significant challenge of utilizing information churned out by multiple 'omics' technologies (genomics, transcriptomics, proteomics, glycomics, metabolomics). In general, biologists are aware of the need to move beyond the one gene or one protein approach and take a holistic view during all phases of research including data collection, information processing, interpretation, knowledge acquisition, domain discovery, hypothesis generation and subsequent experimental design. Systems biology is therefore more than just an emerging field: it represents a new way of thinking about biology with dramatic impact on the way that research is performed.
Under the command of transcription factors (TFs), each gene influences the activity of the cell by generating messenger RNA (mRNA) that guides the synthesis of proteins by ribosomes in the cytoplasm, which is the location in the cell where biochemical reactions and molecular events take place. Some of the proteins generated are themselves TFs that return to the nucleus (in eukaryotes) to control the expression of one or several genes. This complicated means of controlling gene expression can be represented as a gene regulatory network (GRN). The need to infer GRNs using available information derives from biologists' need to describe the complex phenomena of nature. This review focuses on gene regulation, in particular the regulation of transcription, and the ways that transcriptome data (primarily gene expression profiling data from microarray experiments) can be used to unravel the complex relationships between genes and proteins that comprise a GRN ( Figure 1 ).
Gene expression profiling data from yeast (Saccharomyces cerevisiae) has become a platform for inferring gene networks. For example, Segal et al. [1] employed a probabilistic model that used an S. cerevisiae gene expression data set consisting of 2355 genes from 173 microarray experiments to infer condition-specific GRNs. This analysis predicted functions for several previously unannotated proteins. Recently, to approach a similar problem, a new method was proposed that uses centroidlike solutions extracted from an ensemble of possible statistical models to infer and interpret the network [2] . Furthermore, genome-wide identification of TF binding sites in S. cerevisiae has given researchers another dimension of information useful for the construction of GRNs [3] [4] [5] . This type of integration of data from different sources will lead to the development of GRNs that are both more accurate and more relevant. With the aid of ever-increasing computer power and rapidly advancing computational methods, the gene networks of mammalian cells (such as those from humans or mice) are now being described [6] [7] [8] [9] [10] .
Gene network modeling uses gene expression profiling data to describe the phenotypic behavior of a system under study. Traditionally, to reconstruct a GRN from experimental data, an initial model is built that simulates the system's behavior in a certain experimental or environmental condition. After presenting the model with novel conditions, its predictions are compared with the observed gene expression data to give an indication of the adequacy of the model. If the experimental data are considered reliable and the predicted system behavior does not match the data, the model must be revised. The routine of manually constructing a model of the regulatory network, simulating the behavior of the system and testing the resulting predictions is repeated until an adequate model is obtained.
As the above procedure for network modeling takes a considerable amount of time, an automated procedure is desirable. Reverse engineering is a paradigm with great promise for analyzing and constructing biological networks [11] [12] [13] ; it is an effective way of utilizing experimental data to determine the underlying network of a given model. Inferring GRNs from gene expression profiling data. mRNA is extracted from cells or tissues, and subsequent microarray experiments are conducted. The output of the microarray experiments is gene expression profiling data, which computational methods then utilize to infer the GRN. Sometimes biologists need to consult databases of a different nature (such as pathway, PPI, evolutionarily conserved TFBS or gene expression profiling) to narrow down the search space. A subnetwork or module is expected to emerge that will serve as a final working model for biologists, allowing them to form hypotheses and design experiments.
To reconstruct a network, experimental iterations and a priori knowledge are required until sufficient data are available to computationally infer the network structure. In the case of GRNs, this procedure involves altering the gene network in some way, observing the outcome, and using mathematics and logic (i.e. computational methods) to infer the underlying principles of the network. To derive a realistic model, available domain knowledge (including functional and structural information) can be integrated into the computational methods. Figure 2 illustrates the general procedure of a reverse engineering approach for modeling GRNs from quantitative expression data. The right-hand side of this figure indicates the procedure of employing computational methods to derive network parameters for a given model, to build and simulate the model, and to evaluate it by comparing the behavior of the inferred model with the original data set. As indicated in this figure, in addition to the direct use of expression data, some useful information can also be extracted from the data set for network reconstruction. For example, the gene name can be mapped into knowledge bases (e.g. gene ontology) to obtain biological knowledge (e.g. gene function) that can be furthermore used to determine the solutions. If part of the structure information is available, it can be used to measure important network features, such as edge betweenness or network density, to validate the inferred networks. In this review, we discuss, from both computational and biological perspectives, numerous methods that vary according to the size of the network the method can handle.
Now that different types of reverse engineering approaches have been developed, the next major concern is how to use the inferred GRN to generate hypotheses that can be tested in the laboratory. One recently developed strategy is to combine information from various sources to narrow down the search space in the network, thus shortening the time and effort required for validation and discovery. In this review, we also introduce some important attempts by biologists to apply predicted gene networks to bench experiments that have led to many new findings.
Readers are encouraged to consult several reviews on inferring gene networks [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] .
NETWORK MODELING
In the process of reconstructing networks from expression data, the most important steps are selecting the network model and fitting the available data into the network's structural parameters. Many gene regulation models have been proposed. These models range from very abstract (involving Boolean values only) to very concrete (including fully biochemical interactions with stochastic kinetics), depending on the biological level to be studied. The general framework of a reverse engineering approach for modeling GRNs from measured expression data. The right side of this figure depicts the procedure of using computational methods to estimate network parameters and to use them to build, simulate and evaluate a model. The left side indicates that some useful information (such as functional knowledge or structure information) could also be derived from the data set to help the network reconstruction.
Abstract models involve less biological detail and display only qualitative dynamic behavior; however, they are uniquely capable of implementing largesize networks. On the other hand, concrete models describe network dynamics in detail and are closer to biological reality; but they can only implement small size networks. In this section, we take the computational point of view and categorize gene regulatory models into two major types: those that use discrete and continuous variables, respectively, in the modeling procedure. The models and the methods used to infer them are described, and some network modeling tools recently developed (and currently available online) are listed in Table 1 .
Models with discrete variables
Boolean network models The first type of GRN model assumes that genes only exist in discrete states. This approximation is usually implemented by Boolean variables in which the gene is in either on (active or expressed) or off (inactive or unexpressed). Boolean networks are easy to simulate and are therefore less computationally taxing, but it has been proven that Boolean networks are not able to capture certain system behaviors that can be captured by continuous models [37] .
To construct a Boolean network, many computational methods can be adopted. If there is only qualitative knowledge available, literature-based methods are useful. In these methods, sentences in different documents are analyzed and compared to extract the relationships and links between genes [38, 39] . Alternatively, if experimental data are available, the Boolean network can be inferred from time course data. Two classes of methods are often used to infer Boolean networks. One is based on correlation measurement, where different methods are employed to extract information about gene relationships, and this information is then used to model the topological connections between genes [40] [41] [42] [43] . For example, the information-theoretic approach is commonly used to calculate the mutual information between genes, which can be used as a correlation measurement. The other class to infer Boolean networks is machine learning-based, in which genetic algorithm (GA) [44] is the most common method for network modeling (e.g. [45] [46] [47] ). The regulatory functions of network nodes and the relationships between nodes are encoded in the string representations often used in GA, and adaptive operators (such as crossover and mutation) can be used to create new solutions. In addition to using a linear encoding scheme in GA, a graph structure (generally described as a tree) can also be used to represent a Boolean network, with subsequent genetic programming (GP [48] ) used to infer the network structure directly.
Because traditional evolutionary algorithms are global search methods that mainly concentrate on exploring the solution space without considering local information, they cannot be optimized via local fine-tuning. Therefore, many enhanced methods have been proposed that combine GA with different local search techniques. These include taboo search, hill-climbing, simulated annealing and the simplex method; all exploit local information to determine promising directions in the search space. More recently, a new suite of intelligent populationbased optimization techniques, known as swarm intelligence methods (including ant colony system [49] and particle swarm optimization [50] ) was proposed as an alternative to the traditional evolutionary algorithms. Some hybrid methods have now been proposed to effectively exploit the qualities to each of these two types of methods. It is now commonly agreed that a hybrid model comprising both evolutionary algorithm and swarm intelligent methods can lead to further improvements in performance.
Probabilistic Boolean network models Though Boolean networks are easy to simulate at a reduced computational cost, they are generally considered to be unable to capture many important system behaviors. The dynamics of a Boolean network are deterministic, and they depend on the initial node states. These unexpected features make the Boolean network model lack realism. To overcome this problem, the probabilistic Boolean network (PBN), a similar but revised model, was proposed [51, 52] . Uncertainty is introduced into this newly developed model by providing each network node with multiple regulatory functions, each with a predefined probability. The function at each node is then determined probabilistically. At each time step, the regulatory function of each node is randomly selected from this pool of functions according to their given probabilities. With this randomizing effect, PBNs are stochastic, and the dynamics of the network are no longer deterministic. Any given set of initial node states can result in multiple subsequent network states. The first step for generating a PBN model is to identify some candidate Boolean networks by the aforementioned methods. Once the candidates have been identified, the next step is to compile the functions that the different candidate networks ascribe to each node into n sets of predictor functions with certain designated probabilities. The details of this compilation process can be found in the literature [52] . The main disadvantage of PBN, perhaps not surprisingly, is its increased computational complexity. The methods used in Boolean network inferencing can be revised and applied to PBN, but much more computation time is required to calculate the predicator probabilities. It thus becomes difficult to scale this approach to large networks. Some heuristic methods have been proposed to reduce the amount of computation. For example, Ivanov and Doherty [53] developed two methods (mapping reduction and projection) and considered their effect on the original probability structure of a given PBN. Marshall et al. [54] also proposed a method that separates the data sequence into subsequences, infers a Boolean network for each given sub-sequence, and then infers the probabilities of perturbation as well as the selection probabilities governing which network is to be selected.
Bayesian network models
Another popular discrete variable model is the Bayesian network. A Bayesian model is a directed acyclic graph that explicitly establishes probabilistic relationships between network nodes. It describes the probability distribution governing a set of variables by specifying a set of conditional independence assumptions in addition to a set of conditional probabilities. Thus, the arcs between nodes not only indicate the regulatory relationships, but also describe the conditional dependencies (i.e. a family of joint probability distributions of all nodes) between them. In this way, the joint probability for any desired assignment of values to the network variables can be computed. More details of Bayesian networks can be found in relevant volumes [55] . The variables in a Bayesian network can also be continuous, though Bayesian networks are classified as discrete variable models here.
Bayesian methods can be classified as either static or dynamic, depending on whether temporal expression profiles are used for the consideration of dynamics. As the directed network graphs are acyclic by definition, there can be no auto-regulation and no time-course regulation. With these limits, the static Bayesian methods cannot be used to infer regulatory networks with feedback loops. To consider the dynamic processes of networks, dynamic Bayesian methods were thus developed, and these can yield more accurate models. It should be noted, however, that the computational complexity increases significantly [56] [57] [58] .
Modeling Bayesian networks involves two steps: model selection (or structure learning) and parameter learning. Model selection involves creation of the network structure, and parameter learning involves estimation of the probability values in the tables associated with each network node. The network structure can be inferred by employing a Bayesian scoring metric for model evaluation. For each possible model, the metric defines the score as the logarithm of the probability that the model correctly describes a given set of data. To avoid the overfitting problem, this likelihood is averaged over all parameter values that could possibly define the conditional probability distribution for each model. It should be noted that though Bayesian models have rich statistics and probability semantics, the learning network structure for such models is computationally expensive. For this purpose, some supplementary methods, such as network decomposition (for dimension reduction), and Monte Carlo strategies using random sampling have been developed to enhance performance [59] [60] [61] .
Models with continuous variables

Differential equation models
Unlike the above discrete variable models, the second type of model uses continuous variables. One of the popular continuous variable models is based on differential equations, which can describe the system dynamics of a GRN more accurately. Many models based on differential equations have been proposed, including some that use linear ordinary differential equations (ODEs) and others that use nonlinear power law differential equations [33, [62] [63] [64] [65] . In general, the change in the expression level of a gene at a certain time (discrete or continuous) is characterized by a function that takes the regulatory influence (activation or inhibition) of other genes into account. It can be described as:
in which x i (1 i n) is the expression level of gene i at time t, n is the number of genes, p is parameter set of the system and u is an external perturbation to the system. The function f i can be linear, piecewise linear, pseudo-linear, or continuously nonlinear, each describing the system dynamics with a different level of complexity. Detailed descriptions of ODE models can be found in the literature [37] .
The most popular and well-researched ODE model, the S-system, is a power law model. It consists of a particular set of ODEs in which the component processes are characterized by power law functions. In the S-system model, the systematic structure can be described as:
Here x i is the expression level of gene i and n is the number of genes in a genetic network. The non-negative parameters i and i are rate constants that indicate the direction of mass flow. The real number exponents g i,j and h i,j are kinetic orders that reflect the intensity of interaction from gene j to i. The above set of parameters defines an S-system model. Compared to the discrete variable models, the differential equation models can more accurately represent the underlying physical phenomena by virtue of their use of continuous variables. In addition, theoretical aspects of systems analysis and of control design in dynamic systems support this type of model. In particular, with nonlinear ODE models (such as S-system models), a given system's steady-state evaluation, control analysis and sensitivity analysis can be established mathematically [66] . It should be noted, however, that these models depend on numerical parameters that are often difficult to establish experimentally. It is thus important to address the stability issue when using this type of model for network construction; it is necessary to investigate whether the system's behavior depends on the exact values of these parameters and/or their initial settings.
Though nonlinear ODEs can more accurately model the system dynamics of gene networks, they are difficult to solve. To derive a model, several methods have been proposed in which the network is often described as a set of linear ODEs and linear algebra methods are then used to solve the equations. For example, Di Bernardo et al. [33] developed an approach that took a series of steady-state gene expression measurements following transcriptional perturbations and reduced the linear ODEs to a form of linear regression to solve the equations with relevant techniques accordingly. Researchers have in fact considered the estimation of all parameters in a model as a large-scale parameter optimization problem. The network parameters are identified and extracted from the model, and a cost function is defined. Then, different numerical and approximation methods, such as steady-state analysis and evolutionary algorithms [67] [68] [69] , are used to solve the optimization problem. As mentioned earlier, evolution-based methods search the solution space with heuristics that are predominantly global; thus, many local search techniques have been integrated in order to enhance their performance.
Neural network models
The other commonly used type of continuous variable model is the neural network-based model. The most successful of these is the recurrent neural network (RNN) [70] [71] [72] [73] . This model is biologically plausible and noise-resistant. It is continuous in time, and uses a transfer function to transfer the inputs into a shape similar to that observed in natural processes. In addition, its nonlinear characteristics provide information about the principles of control, as well as about the natural interactions of elements of the modeled system. Most importantly, this model considers feedback loops and takes internal states into account in its operating process. Internal state is the key point that allows this kind of network to oscillate in the absence of external feedback, and this effect does not require the addition of any particular element other than the concentrations of reactants. Therefore, this model is capable of generating oscillatory and periodic activities, and is better able represent the dynamic behavior of systems over time.
There are several RNN architectures ranging from restricted classes of feedback to full interconnection between nodes. As a representative example, we here discuss the type of RNN model that is most widely used for GRN modeling, the fully recurrent neural network. In a fully recurrent net, each node has a link to every node of the net, including itself. In the case of GRNs, this assumes that each node represents a particular gene, and the wiring between the nodes defines the regulatory interactions. The level of expression of a gene at any time can be assessed by the other gene nodes, and the output of a node at the next time step is derived from the expression levels and connection weights of all the genes connected to it. In other words, the regulatory effect on a certain gene can be regarded as a weighted sum of all of the other genes capable of regulating it. To calculate the expression rate of a gene, the following transformation rules are generally used:
where x i is the actual concentration of the i-th gene product; k 1,i and k 2,i are the accumulation and degradation rate constants of gene product, respectively; G i is the regulatory effect on each gene that is defined by a set of weights (i.e. w i,j ) estimating the regulatory influence of gene j on gene i, and an external input b i representing the reaction delay parameter.
The construction of a GRN with this model involves generating a network with nodes and edges corresponding to levels of gene expression as measured in microarray experiments, and deriving correlation coefficients describing the relationships between genes.
By introducing a scoring function for network performance evaluation, the above task can be regarded as a parameter estimation problem with the goal of maximizing network performance (or minimizing an equivalent error measure). Greedy algorithms based on the gradient descent method, such as back-propagation through time (BPTT) [74] , have been developed to efficiently update the relevant parameters of recurrent networks in discrete time steps. However, in the learning procedure, the error surface often has a different gradient along each weight direction, so each weight requires a separate learning rate. It is thus difficult to achieve efficient training due to the requirement that appropriate values in all learning rates be chosen simultaneously. To facilitate the process of choosing appropriate learning rates, heuristic algorithms such as delta-bar-delta [75] have been implemented for automatic parameter adjustment. In addition, global parameter optimization techniques, including evolutionary algorithms and the swarm intelligence methods described previously, can be employed in conjunction with local search methods to facilitate estimation. However, due to its computational complexity, this modeling approach can currently only be applied to very small systems.
NETWORK MODELING INCORPORATING MULTIPLE BIOLOGICAL DATA GRN construction using correlation and TFBS information
Correlation is often used to discover sets of genes with similar expression profiles. However, the quality of expression data can be variable and changes in the expression of some TFs is not easily detectable. Even functionally related genes do not always appear to be co-expressed. By utilizing expression data from different experimental conditions, a first-order correlation coefficient between two genes (a doublet) can be calculated. Zhou et al. [76] introduced a second-order coefficient, in which first-order correlation coefficients are used as descriptors for comparing two doublets (yielding a quadruplet). Using 618 yeast expression profiles consisting of 39 cDNA and Affymetrix array experiments, 278 799 quadruplets out of 13 million pairs of 5142 doublets were identified to have correlation coefficients greater than 0.6. While 84% of the identified quadruplets are functionally related genes, only 54% of the 4186 co-expressed gene pairs [77] are functionally related. This method for grouping gene pairs allowed 79 functional annotations to be appended to 67 unknown genes.
GRNs can be inferred from information regarding TFs and their binding sites in the cis-regulatory sequences of their target genes [78] . As mentioned in Zhou et al. [76] , the assignment of TFs to biological processes is a difficult task. Despite this, a GRN constructed by this method has been used to provide evidence that the TF GAT3 plays a role in both mitosis and meiosis. This was a novel prediction, and though it has not yet been validated experimentally, several lines of evidence support it [79] [80] [81] .
GRN construction by an informationtheoretic approach
This method, termed ARACNe (algorithm for the reconstruction of accurate cellular networks), identifies co-regulated gene pairs of high statistical significance by using mutual information and data processing inequality (DPI) to eliminate indirect relationships [7, 82] . ARACNe can reconstruct a hierarchical and scale-free network in which the link count (number of interactions) of a node (gene) follows a broad-tailed distribution that is approximated as a power-law, P(k) $ k À , where k is the link count and is the degree exponent [83] [84] [85] [86] .
The expression profiles of 336 genes (corresponding to 336 B-cell phenotypes) were used to infer $129 000 interactions. This hierarchical and scalefree GRN is characterized by densely-linked hubs. The top 5% of the hubs accounted for nearly 40% of the gene-gene relationships, and a Gene Ontology [87] biological processes analysis revealed that the genes linked to these hubs were preferentially involved in cell cycle regulation, protein synthesis, catabolism, RNA processing and metabolism.
The proto-oncogene MYC is on the list of major hubs. A subnetwork centered on MYC indicated that 56 genes are direct targets of MYC, and 27 of these were new targets. Chromatin immunoprecipitation (ChIP) revealed that MYC binds to the transcription initiation regions of 12 of the 27 new targets. This analysis further revealed that the network predicted MYC targets with a success rate of more than 90%. One of the intriguing properties of the MYC subnetwork is that some of the genes directly connected to MYC are also busy hubs, with more than 100 gene neighbors. This suggests that MYC regulates biological processes in a hierarchical way.
Inference of direct targets in a perturbed GRN
Sometimes the construction of an entire network is not the immediate goal. The widespread use of perturbations such as chemicals, drugs, gene knockdowns (by morpholino, antisense RNA or RNAi) and gene knock-outs have prompted the development of computational methods for determining the direct targets of these perturbations. Timeseries network identification (TSNI) [10, 88] is a method that uses ODE, assuming that the changes of the transcript concentration of one gene are proportional to those of other genes at previous time and perturbation. TSNI was used to search for the direct target of TRP63, a TF required for the morphogenesis and maintenance of all stratified epithelia [89, 90] . Tamoxifen-induced expression of TRP63 in primary mouse keratinocytes changed the expression of 786 transcripts corresponding to 639 genes. TSNI selected 67 down-regulated genes and 33 up-regulated genes, most of which were involved in cell differentiation. Predicted targets were validated by another round of gene expression profiling in TRP63 knock-down primary mouse keratinocytes. ChIP-chip experiments were also employed to confirm TSNI predictions. Surprisingly, the expression of several components of the AP-1 complex was found to be under the control of TRP63.
Inference of modules using correlation, pathway, and enriched TFBS data
Most reverse engineering approaches rely solely on temporal gene expression profiling to construct GRNs. However, in the post-genome era, biologists tend to collect information regarding the phenomenon of interest from as many sources as possible. Databases with a wide variety of content are readily available. These databases compile gene expression profiles, protein-protein interactions (PPIs), TF binding sites, pathways and research literature. One might be lucky enough to streamline the data flow in such a way that the output of one program could be fed into the input dialog box of a subsequent program. Mobini et al. [6] employed an integrated approach that aims to identify the disease genes involved in allergies. The gene expression profiles of 36 patient and control samples were used to calculate Pearson's correlation coefficients and to build symmetric correlation matrices. Representations were used to construct a correlation graph with vertices joined by edges. Gene ontology was used to prioritize the maximum clique, and genes were selected if they were differentially expressed, correlated and cliquified [91] . The authors identified 103 genes from correlation matrices that contained millions of correlated pairs.
These 103 genes were subsequently input into a manually curated pathway database [ingenuity pathway analysis, (IPA)] that collates physical, transcriptional and enzymatic interactions between mammalian orthologs. IPA predicted that the T-cell receptor (TCR) pathway was most likely to be the common pathway among the diseaseassociated genes. The expression patterns of the genes in the TCR pathway were investigated in allergen-challenged CD4 þ cells from patients with seasonal allergic rhinitis (SAR) to confirm their involvement in the disease. Though several of the genes were differentially expressed, only one gene, ITK, was selected; this was due to its involvement in the polarization of Th2 cells and its location in a chromosomal susceptibility region for allergy. A subsequent in vivo test using ITK mice confirmed the importance of ITK in allergic inflammation of the upper and lower airways. Remarkably, the authors went on to find the upstream signal by locating evolutionarily conserved transcription binding sites in the promoter regions of ITK and two other TCR pathway genes, CD3D and LEF1. GATA3 appears to be the master regulator of allergies because it is highly expressed in CD4þ cells from atopic patients. Gene expression patterns in allergenchallenged CD4þ cells from patients with SAR were analyzed, and 37 genes were found to correlate with the expression pattern of GATA3. Of these 37 genes, IL7R was singled out as the gene with the highest number of interactions (five) with known disease-associated genes. The inhibitory effect of IL7R in allergic inflammation was proposed to result from a shift in the balance between Th1 and Th2 cells.
Emergent method by the integrated use of databases of various sources and forms
We here generalize the approach adopted by Mobini et al. [6] , which emphasizes the importance of utilizing information from multiple sources to narrow down the search space after a GRN is constructed from gene expression profiling data ( Figure 3 , Table 2 ). After constructing a GRN with reverse engineering methods (such as maximum clique computations, ODE, ARACNe, among others) [6, 7, 10, 82, 88] (step I in Figure 3 and Table 2 ), pathway databases (Ingenuity Pathway Analysis, Pathway Studio, KEGG, DAVID, Cytoscape, etc.) [92] [93] [94] [95] [96] [97] are used to match the inferred GRN to a module or subnetwork (step II). The module or subnetwork is then used to search for genes with similar gene expression profiles (step IV). Since the genes so identified are likely to be under the control of the same TF, their upstream sequences are searched for common cis-regulatory elements (step III) (Genomatix, oPOSSUM, PAP, Amadeus, OTFBS, GeneXPress, Array2BIO, etc.) [98] [99] [100] [101] [102] [103] [104] . Genes encoding any TFs so identified are subsequently used to search for interacting proteins in the PPI database (GRID, PIPS, DIP) [105] [106] [107] and to search for genes with similar gene expression profiles (step IV).
The sequence of these steps (step I to step IV in Figure 3 and Table 2 ) can be customized. Biologists can choose the workflow that best suits their research needs by shuffling the order of the steps and the number of times each step is used, as depicted in Figure 3 . In general, many steps can work together. Each step builds on the previous step, refines the previous step's information and/or adds to the previous step's impact. In this way, several steps can be woven together with different methodologies, thereby increasing the chances of discovery.
SUMMARY AND FUTURE DIRECTIONS
In this article, we introduced the primary network modeling methods used to infer GRNs, and described the application of GRNs to biological Figure 3 : The workflow of searching for modules or subnetworks via integrated use of GRNs and databases of various sources and forms. Biologists can start by producing a gene list from gene expression profiling data and inferred GRNs (step I). At step II, pathwaydependent gene matching is conducted in the network, identifying one or several pathways most relevant to the research question. Upstream sequences of genes involved in these pathways are investigated for evolutionarily conserved TFBSs (step III). TF genes are subsequently used to find genes with similar expression patterns in the gene expression profiling data, and to find interacting protein partners in the PPI data (step IV). The sequence of these steps is not restricted but can be customized. For example, after step I biologists can also follow a different path, starting from step III, and extract evolutionarily conserved TFBSs in the upstream sequences of a set of genes. TF genes can then be used to search for the possible pathways the TF might be involved with (step II). Genes in the pathways are subsequently used to look for those with similar expression patterns in the gene expression profiling data, and/or interacting protein partners in the PPI data (step IV). This scheme is modified from Mobini et al. [6] .
Step numbers are the same as in Table 2 . Steps employed in [6] , following the sequence of I, II, IV 1 , III, IV 2 , IV 3 . Codes of steps are the same as in Figure 3 . questions. Various models have been proposed for simulation of GRNs, and computational methods have been developed for the construction of networks from expression data. Many GRN models share similar ideas and principles; they have improved the performance of network modeling over iterations, and preliminary results support the idea of reverse engineering. However, individual studies were implemented using different techniques. Studies analyzing qualitative network behavior often use abstract models involving fewer biological details. These types of studies have the potential to construct large networks. On the other hand, studies focusing on systems dynamics prefer concrete models with a higher level of biological feasibility. These more complex models can only represent small networks due to their increased computational complexity. In order to provide a broad perspective of the construction of gene networks, this review has described a variety of methods from both computational and biological perspectives. In addition, we have also described how researchers have used GRNs to generate new experiment and new findings. However, some computational issues remain in the field of network modeling. One such issue is scalability. As the number of genes and interactions in a regulatory network increase, the number of network parameters increases even more rapidly. Therefore, even though many intelligent computing techniques for parameter approximation have been proposed, the solution to this multi-dimensional problem remains to be found. Dimension reduction is one strategy for dealing with the problems of a high-dimensional solution space. Two such strategies have been applied to the optimization problem. The first is the incremental method, which gradually derives the overall solution from partial solutions. In this method, a solution is built to solve a simpler version of the original complex task, such that in the solution, region of the original task is more accessible from the region of the new task. More task versions with incremental complexity can be arranged so that the original task can be achieved progressively. The general strategy of the incremental method is to transform the goal task into another task that is more achievable. In the process of task transformation, the underlying structure of the environment and the goal of the overall task must be preserved. This can be achieved either by arranging the task sequence manually or by an automated procedure.
In addition to the above search-based technique, the other promising way to resolve the high-dimensional problem is to tackle the problem in a 'divide and conquer' manner that involves a network decomposition procedure to reduce task complexity. Clustering is a useful exploratory technique for network decomposition. The hypothesis used by gene clustering is that genes in a cluster may share common functions or regulatory elements and therefore can be considered and modeled together. This technique is used to group genes into tightly coupled small-scale networks that are based on correlations between expression data and function. These small networks can be similarly re-decomposed until the resulting networks can be directly modeled. Thus, small networks are derived directly from expression data. Once all the small networks have been constructed, they can be regarded as self-contained components of the original system, and assembled together manually or by using the learning algorithms described above.
Other issues requiring further investigation are network robustness and reliability. Even though gene networks can be inferred from expression data via computational methods, the limited scope and quality of the available gene expression data raises questions about the biological validity of such networks. It is therefore important not only to study the dynamic properties governed by the particular network parameters, but also to further investigate the robustness and reliability of the overall system.
To infer a robust gene network, the method of adding noise to the training data is useful. In fact, it has been shown that adding noise (of small amplitude) to a set of training data is equivalent to a Tikhonov regularization [108] . When a regularization term is hard to find in the modeling process, adding noise provides a simple alternative. In this way, the predictive capability of the inferred network for the training data set will no longer be perfect, but the robustness will be optimal and the solution will be stable.
Reliability measures how well a constructed network fits in with externally collected expression data that contain internal variation. Parameters that are very sensitive to internal variation can cause fragility in the system. Therefore, two types of analyses are required in reverse engineering. One is local parameter sensitivity analysis, which explores one parameter at a time and deals with small perturbations of the model. The other is global parameter sensitivity analysis, which explores simultaneous parameter effects and can provide a comprehensive analysis [109, 110] . These analyses provide important ways to understand which parameters need to be considered carefully in order to develop a reliable model.
The construction of a GRN is not just the end of reverse engineering; it is also the start of an inference algorithm with more biological relevance. In this review, we have surveyed recently developed methods that are used to retrieve subnetworks or modules from the wide variety of biological databases currently available. Our aim was not only to provide an overall view of state-of-art methods of reverse engineering, but more importantly to emphasize the ways that biologists can take part in GRN construction by proposing hypotheses and designing experiments.
In this post-genome era, the development of computational methods for inferring GRNs will have to rely on the technologies of information science, engineering and biology. Meanwhile, researchers will have to take into account biological information from new and different sources for GRNs to become workable models. The next generation of GRN software should be part of a customized workflow that better meets the demands of researchers.
Key Points
Biologists in the post-genome era often obtain a prodigious amount of data churned out by high-throughput techniques, but now face the problem of how to actually utilize these data. Inferring GRNs from gene expression profiling data gives biologists an unprecedented opportunity to determine the intricate, multilayered processes that control gene regulation. Many gene regulation models have been proposed, ranging from very abstract models to very concrete ones. Abstract models with less biological detail display only qualitative dynamic behavior; however, they are computationally tractable and therefore provide the opportunity to examine large systems. Concrete models describe network dynamics in detail and are closer to biological reality; however, they are currently only able to implement small networks. Various modeling techniques have been developed to solve this problem; these techniques vary according to the type of network model being constructed and include informationtheoretic approaches, machine learning approaches and various other optimization methods. The use of data and concepts from different sources such as information on pathways, protein^protein interactions (PPIs), transcription factor binding sites and evolutionary conservation can effectively narrow down the search space for the inferred GRN and lead to a workable hypothesis.
