Abstract. The Ozone Profile Algorithm (OPERA), developed at KNMI, retrieves the vertical ozone distribution from nadir spectral satellite measurements of back scattered sunlight in the ultraviolet and visible wavelength range. To produce consistent global datasets the algorithm needs to have good global performance, while short computation time facilitates the use of the algorithm in near real time applications.
Introduction
There is a great need for information on the state and evolution of the global three-dimensional distribution of ozone in the atmosphere. Time series of ozone spanning years or even decades are important to detect changes in ozone which are coupled to climate change, and to monitor and understand the depletion and expected recovery of stratospheric ozone. Stratospheric ozone measurements are also used for operational numerical weather prediction models to constrain the energy balance in the stratosphere allowing improved forecasts. Knowledge on the distribution of ozone in the upper troposphere is important to quantify its contribution to radiative forcing and thus improve the understanding of climate change. Ozone in the boundary layer has adverse health effects and is an important species in air quality. Although boundary layer ozone is difficult to detect using the ultraviolet backscattered spectra measured from space, the inferred information on the tropospheric abundance is relevant for air quality modelling.
The key to retrieve the vertical distribution of ozone in the atmosphere from ultraviolet (UV) backscattered sunlight is the sharp decrease in the ozone absorption cross-section between 265 and 330 nm. Photons at the shortest wavelengths only penetrate the upper part of the atmosphere; therefore back-scattered short-wave photons contain information only of the upper layers of the atmosphere. Moving to longer wavelengths, deeper layers start to contribute to the back-scattered radiance. Beyond 300-310 nm (depending on the solar zenith angle) a sizeable fraction of the solar light reaches the surface. Combining the radiances over the whole wavelength range thus provides information of the ozone profile.
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The Global Ozone Monitoring Experiment (GOME) was launched on the European Space Agency's second Earth Remote Sensing (ERS-2) satellite in April 1995 to measure backscattered ultraviolet (UV) and visible light at moderate spectral resolution (0.2-0.4 nm). To retrieve ozone profiles from its measurements in channels 1 and 2 (240-404 nm) several algorithms have been developed based on different techniques: optimal estimation (Barthia et al., 1996; Chance et al., 1997; Munro et al., 1998; Hoogen et al., 1999; Van der A et al., 2002; Liu et al., 2005) , Philips-Tikhonov regularization (Hasekamp and Landgraf, 2001) , and a neural network approach (Del Frate et al., 2002; Müller et al., 2003) . An extensive intercomparison of these algorithms has been done by Meijer et al. (2006) . Similar algorithms have also been applied to measurements from SBUV, SCIAMACHY, OMI and GOME-2.
At the Royal Netherlands Meteorological Institute (KNMI) the Ozone Profile Retrieval Algorithm (OPERA) (Van Oss and Spurr, 2002 ; Van der A et al., 2002) has been developed, based on the optimal estimation technique and able to ingest data from the satellite instruments GOME, GOME-2, and OMI. Since 2007, OPERA is used operationally for ozone profile retrievals from GOME-2 data in near real time. Using an older version of the OPERA algorithm, the quality of the retrievals from GOME data has been validated extensively by De Clercq et al. (2007) by comparing them with sonde, lidar, and microwave and by analyzing the averaging kernels. The validation shows that for 1996-1998 instrument degradation issues are least, and, consequently, retrievals are best. The stratospheric part of the profile typically agrees within 10% with the correlative data. The agreement in the tropospheric part depends mainly on the latitude of the ground-based station. At high latitudes agreements within 10% are found; in the tropical zone a bias of 35% and additional seasonal oscillations are found.
In this study, we evaluate the global performance of the algorithm by its convergence behaviour. Bad convergence statistics indicates where the algorithm has problems to retrieve an ozone profile. In this way we can isolate geographical problem areas such as South America (Sect. 4) and deserts (Sect. 5). Studying the convergence statistics also allows us to assess the influence of the input data (such as the ozone cross section and the ozone climatology) on the retrieval result, as will be shown in Sects. 6 and 8. Section 7 elaborates on the influence of the starting point of the iterations on the retrieval results. By implementing the algorithm adaptations and selecting better input data, the larger number of successful retrievals improves global coverage and increases average retrieval speed, facilitating the use of retrievals in near real time applications and the reprocessing of large datasets.
Algorithm overview and retrieval configuration
OPERA solves the inverse problem of retrieving the vertical ozone distribution from the measured radiance spectrum. In the forward step, it uses a radiative transfer model to calculate the spectrum from a model atmosphere including a first-guess ozone profile and estimates of cloud fraction and cloud height. The single scattering part of the radiation is computed with a fast single scattering model; the multiple scattering part is computed with the Linearized Discrete Ordinate Radiative Transfer model (LIDORTA) in four streams (Van Oss and Spurr, 2002) , taking the sphericity of the atmosphere into account in the pseudo-spherical approximation. To limit calculation time, LIDORTA calculates scalar radiation fields. Polarization effects, which cannot be neglected , are included afterwards by correcting with values from a look-up table that is created with the doubling-adding radiative transfer model which does include polarization (De Haan et al., 1987) . In the inverse step, the difference between measured and simulated measurement is used to update the ozone profile and auxiliary parameters such as the effective surface albedo. The retrieval is ill-posed in the sense that many profiles give similar simulated spectra within given error bars. These profiles differ in their smallscale structures, which are not well constrained. By using the optimal estimation technique (Rodgers, 2000) an optimal solution is selected that combines information from the measurement with an a priori, climatological, ozone profile. Because of the non-linearity of the problem, an iteration scheme is needed to find the ozone distribution which minimizes the cost function. In this scheme the forward model and inverse step are repeated until certain convergence criteria are met on the solution (see below). To ensure a standardized set of starting points we will use the climatological profile also as the first guess in Sects. 4 to 6. In the comparison of the ozone climatologies in Sect. 8 the previously retrieved profile will be used as a first guess for the iteration, so that the climatology is only affecting the a priori data.
In this paper we test the performance of our algorithm (OPERA version 1.0.9) with GOME data, taking advantage of the extensive calibration effort put into the measurements of this satellite instrument (Van der A et al., 2002; Krijger et al., 2005) . Retrieval of ozone profiles requires absolutely calibrated reflectivities which makes it very sensitive to the accuracy and precision of the reflectivity calibration ( Van der A et al., 2002) . Our results are based on the level 1b product extracted with the GOME Data Processor, version 4.01 (Slijkhuis, 2006) , which contains corrections for the degradation of the reflectance, the radiance offset, and the polarization sensitivity. We restrict ourselves to data from 1998, i.e. before degradation of the sun-normalised radiance sets in. Table 1 summarizes the most important retrieval settings and input data. The ozone profile is fitted for 40 atmospheric layers distributed homogeneously over altitude from surface Brion et al. (1993) Surface albedo Combined GOME/TOMS UV database for λ = 360 nm based on Herman et al. (1997) and Koelemeijer et al. (2003) Maximum nr of iterations 10 level to 0.1 hPa. Furthermore, OPERA fits either the surface albedo or the cloud albedo, depending on the cloud fraction. Validation studies show that retrieval quality is improved further when OPERA fits a radiometric offset between measurement and simulated reflectance in the Band 1a window. Cloud fraction and cloud pressure are derived from the oxygen-A band using the FRESCO algorithm (see Sect. 5).
Convergence criteria and global retrieval performance
Due to the non-linearity of the retrieval problem, the optimal estimation and its covariance are calculated numerically by using an iteration scheme which is based on the GaussNewton method (Rodgers, 2000) . This requires a convenient criterion for stopping the iteration. Here, we break off the iteration when the difference between the error-weighted lengths of two consecutive state vectors S −1/2 x (x i − x i+1 ) is below a fixed threshold εn: in which S x indicates the covariance matrix of state vector x i , and n is the dimension of the "state space", the vector space spanned by the fit parameters (here, n = 42). Throughout this study we will use ε = 0.02. A stricter convergence criterion (e.g. taking ε = 0.01) will slightly increase the mean iteration steps needed to reach convergence, but does not change the retrieval results significantly. To investigate the algorithm behaviour for the full range of atmospheric and observational conditions, we use the algorithm with the default settings of Table 1 on a reference dataset of all retrievals in February 1998 (∼69 000 retrievals in orbit number 14 557 to 14 957, excluding narrow swaths). On average, 5.11 iteration steps were needed for convergence; 10.7% of the retrievals did not converge within 10 steps. As can be seen from the convergence statistics in Fig. 1 , it is reasonable to break off the iteration after 10 steps when convergence criteria are still not met, since these retrievals apparently never converge.
We construct global monthly average fields of various parameters by projecting all GOME footprints on a grid of Figure 2a maps the mean number of iteration steps per grid cell, while Fig. 2b shows the mean fraction of notconverged retrievals; a fraction of 1 indicates that for this grid cell all retrievals did not converge. In this way, different problem areas are uncovered. Apparently, the algorithm suffers from retrieval problems in distinct areas such as South America and deserts (e.g. Sahara and West Australia). The band-like structure over the Pacific, roughly from Ecuador to Papua New Guinea, appears to correspond with the position of the intertropical convergence zone (ITCZ) for this month.
The degrees of freedom for signal (DFS) is another useful measure to investigate the overall performance of the algorithm. Qualitatively, the DFS indicates how much information has been inferred from the measurements. If n is the dimension of the state space, we have DFS = n if the measurements completely determine the state vector, and DFS = 0 if there is no information at all in the measurement, and the retrieval is completely determined by the a priori information. Typically, the DFS for the ozone profile fit parameters retrieved by OPERA for GOME measurements varies between 4 and 7, governed by the a priori errors, the measurements errors and the sensitivity of the radiation to the profile. The latter varies mainly with the solar zenith angle, the cloud fraction and the surface albedo.
When non-convergence is caused by the quality of the measurements, the forward model, or its parameters, we will test the goodness of fit with the reduced chi-square. Here we will use the definition:
which gives the mean squared residue between observed reflectances y i and the corresponding forward model simulations f i at given ozone profile x and model parameters a, normalized by reflectance error σ i . The reflectance error is calculated from the relative errors in solar irradiance and earth shine radiance, both taken from the level 1b product. If χ 2 red ≈ 1, the forward model fits well in the sense that the spectral residues show the spreading of measurement error. χ 2 red > 1 indicates systematic biases in the forward model (due to an unrealistic model or poor model parameters), or measurement errors which are larger than assumed.
South Atlantic anomaly
The area of non-convergence over South America in Fig. 2b corresponds with the location of the South Atlantic Anomaly (SAA). This is the region where the sunsynchronous satellite orbit (typically at 800 km altitude) intersects the inner Van Allen radiation belt. The high energetic particles (mainly protons and electrons) trapped inside this belt interact with the instrument, causing non-Gaussian noise and spikes in the measurements. Due to the weak signal level at short wavelengths, especially radiance measurements in Band 1a are affected by the SAA (see Fig. 3 ). The distorted spectra can not be simulated by the radiative transfer model (RTM), and causes convergence problems for the algorithm.
In order to avoid this type of non-convergence, an SAA filter was implemented. Basically, it disqualifies all measurements from the Band-1a fit which are affected by the impact of high energetic particles. This is done by considering the reflectance R ref at a certain wavelength λ 0 as a reference which is used to evaluate the validity of the neighbouring reflectance at the shorter wavelength side R(λ i−1 ). This measurement is considered a statistical outlier and disqualified if its value is higher than R ref plus n times the reflectance error σ :
If not, R(λ i−1 ) is taken as a new reference value to evaluate the next measurement. Note that we only test an upper boundary condition; testing for a lower boundary condition is not as straightforward due to the decreasing reflectance values towards shorter wavelengths. Figure 4a shows the retrieval results for February 1998, using the SAA-filter with parameters λ 0 = 290 nm and n = 3. By comparing with Fig. 2a , one can see that the SAA filter works well. For the region enclosing the SAA (here taken between 5 • S-40 • S latitude and 5 • W-75 • W longitude), the mean number of iteration steps is reduced from 7.51 to 6.88, mainly caused by a drop in non-convergence from 52.6% to 40.7%. Globally, non-convergence drops from 10.7% to 9.9% for this month.
Filtering the measurements improves the goodness of fit of the forward model in the SAA region considerably: the reduced chi-square for converged retrievals drops from 52 to 6.5. Outside the SAA region the converged retrievals fit with χ 2 red = 1.3. The effectiveness and selectivity of the filter can be seen in Fig. 4b , which shows the mean number of spectral measurements used for the retrieval. Although the filter criteria are applied to all observations, the filter is mainly active in the SAA. Outside the SAA all measurements are used for retrieval; deep within the SAA the measurements become so noisy that almost all measurements in Band 1a are discarded: the total number of used measurements drops from 587 to 370. This causes the DFS to decrease, as can be seen in Fig. 4c .
Low cloud fractions at deserts
Since clouds in the field-of-view strongly affect the measured reflectance, they need to be included in the radiative simulation of the atmosphere. The convergence problems above deserts, as revealed by Fig. 2 , can be related to the used cloud parameters. OPERA retrieves its cloud parameters by its in-built FRESCO algorithm, version 4 (Koelemeijer et al., 2001) in which clouds are represented by a Lambertian reflector described by an effective cloud fraction and a cloud pressure. The effective cloud pressure P c and the effective cloud fraction f c are derived from the reflectivities in the oxygen-A band (758-766 nm), based on the principle that clouds screen the oxygen below the cloud. In the continuum the reflectivity depends mainly on the cloud fraction, the cloud albedo (here assumed to be 0.8), and the surface albedo (taken from a monthly global minimum-reflectivity database; Fournier et al., 2006) . The depth of the absorption band, however, depends also on the cloud pressure.
There are several other cloud parameter retrieval methods, such as using the (much weaker) O 2 -O 2 absorption band at 477 nm (Acarreta et al., 2004) . This is used for retrievals from e.g. the OMI instrument, where measurements at the oxygen-A band are not available. Van Diedenhoven et al. (2007) use the oxygen-A band with additional ultraviolet measurements between 350-390 nm to get extra information on cloud fraction and cloud optical thickness. By neglecting the opacity of clouds multiple scattering of photons in and below the clouds are not taking into account which introduces an extra retrieval error (see Liu et al., 2004) . However, the small computational cost of the FRESCO algorithm compared to a more complex algorithm favours its application in OPERA.
The cloud parameters are used by the RTM, which performs two calculations: one cloud-free (R clear ) and one fully clouded (R cloud ) with clouds at pressure level P c . The reflectance for the partially cloudy scene is computed from R = f c R cloud + (1 − f c )R clear for each wavelength.
Depending on the cloud fraction, either surface or cloud albedo is included in the state vector. For f c ≥ 0.2, backscattered radiation is dominated by the bright clouds: OPERA takes the surface albedo from a database and will fit the cloud albedo to find radiance closure at the top of the atmosphere. For f c < 0.2 backscattered radiation from the surface becomes dominant, and OPERA will fit the surface albedo and sets the cloud albedo at 0.8.
The majority of convergence problems over deserts is caused by a surface albedo which is fitted to negative values. FRESCO tends to overestimate small cloud fractions (see Fournier et al., 2006) , because its minimum-reflectivity surface albedo database is not sufficiently decontaminated from the presence of absorbing desert dust aerosols and is therefore too low. The overestimated cloud fraction results in a simulated spectrum in which radiances are too high. In order to match the measured spectrum, the inverse step will lower the surface albedo. Because the initial surface albedo is small (typically 0.05 in the UV spectrum) and negative values are not allowed, there is not enough flexibility to compensate for the difference in radiance: the algorithm will not converge.
To prevent this problem, the following workaround has been implemented: if FRESCO retrieves f c < 0.2 and in one of the consecutive iterations the surface albedo is fitted below zero, then f c is set to 0 and the retrieval process is restarted. By doing so, the presence of clouds will be compensated by adjustments in the surface reflectance.
Although restarting to clear sky conditions takes at least one RTM-inversion cycle more, overall computation time is gained by avoiding non-convergence. Compared with Fig. 4a, Fig. 5a shows the improvement of retrieval results above deserts; global non-convergence statistics drop from 9.9% to 5.7%. The selectivity of this workaround is shown in Fig. 5b by mapping for each location the fraction of retrievals to which it has been applied. As can be easily seen, it applies mainly to desert areas, especially Sahara and Australia, but also other sparsely clouded areas such as Mexico, India, and Namibia. Fig. 4a; (b) shows the selectivity of the workaround by mapping for each grid cell the fraction of retrievals to which it has been applied. The convergence problem due to the dust outbreak flowing out from West Africa towards South America is also solved; as a comparison (c) shows the mean aerosol optical depth (AOD) at 500 nm for the same month (taken from http://www.temis.nl).
The presence of absorbing aerosols, which are not included in the atmospheric model, cause similar radiance closure problems at the top of the atmosphere. The proposed workaround also solves these convergence problems, as can be seen from the dust outbreak event in February 1998 flowing out from West Africa towards South America (Fig. 5c) . The dust cloud absorbs radiation in UV, lowering the reflectance measured in this regime. At the same time, FRESCO attributes the increased reflectance around 750 nm due to the presence of the dust cloud over a dark ocean to an increased effective cloud fraction. These two effects will force OPERA to retrieve the surface albedo below zero, which can be avoided by assuming a cloud-free model atmosphere.
To investigate the impact of the error which is introduced by neglecting a small cloud fraction, we select a representative not-converging desert pixel, the centre of its footprint 900 km west from Lake Chad, with cloud parameters f c = 0.105 and P c = 824 hPa according to FRESCO. We perform a set of retrievals for this pixel with P c fixed at 824 hPa and f c ranging from 0 to 0.2. Figure 6a shows the dependence of the retrieved ozone column and the surface albedo on the cloud fraction: overestimation of the real cloud fraction is compensated by a darker surface and more absorbing ozone. For f c > 0.07, the retrieved surface albedo becomes negative. Assuming a realistic surface albedo of! 0.05 for our pixel we estimate the true cloud fraction to be f c = 0.025. In Fig. 6b all retrievals are plotted; absolute deviations from the reference retrieval at f c = 0.025 are showed in Fig. 5c . By switching to a cloud fraction of 0, the retrieved surface albedo increases to unrealistic high values (0.08 in our example). The retrieved total ozone column, however, decreases with less than 0.2%. This decrease is caused by a decrease in partial ozone column of the lower model layers up to 17 km; above the ozone bulk the profile does not change significantly. The goodness of fit of the forward model is not affected by this workaround, and remains χ 2 red = 1.3.
Ozone cross-sections
Another important quantity that determines the accuracy of the radiative transfer calculation is the ozone absorption cross-section at vacuum. In OPERA, cross-section values are calculated from a lookup table, which is parameterized by wavelength and temperature. Errors in the used crosssections can change the total retrieved ozone and the vertical distribution of this ozone significantly, as shown by Liu et al. (2007) . Wrong cross-sections introduce an additional forward model error which influences the convergence statistics of the algorithm. Here, we compare cross-sections from Bass-Paur (abbreviated BP) and Brion (abbreviated BR) (Brion et al., 1993; Daumont et al., 1992; Malicet et al., 1995) . For both cross-sections the wavelengths have been converted to vacuum wavelengths (see e.g. Orphal and Chance, 2003) ; temperature dependence is described by a second order polynomial fit. BP compares with BR to within ∼1% for wavelengths between 289-307 nm and temperatures between 209-278 K. For 326-337 nm however, the mean BP cross-sections are higher by 1-2% than BR (Liu et al., 2007) .
Switching from BP to BR ozone cross-sections improves the convergence statistics of the retrieval algorithm considerably: for February 1998 the non-convergence drops from 5.7% to 4.5% (compare Fig. 5a with Fig. 8a ), while the mean number of iteration steps reduces slightly from 4.97 to 4.96.
The improved convergence is the result of a better spectral fit of the forward model. The reduced chi-square drops from 1.3 to 1.2.
Due to the lower values of the BR cross-sections, the algorithm compensates for the loss of absorbed radiance by increasing ozone in its model atmosphere. The mean retrieved total ozone column in February 1998 therefore increases from 289.8 DU to 292.1 DU (considering only retrievals which converge for both cross-sections), which is in accordance with the findings of Liu et al. (2007) . For the same orbital data, the GOME total ozone column algorithm TOGOMI (Valks et al., 2004) retrieves an average column of 292.6 DU. Compared with BP, BR cross sections cause the average profile to increase 14 DU in the 1000-100 hPa range and to decrease 12 DU in the 100-20 hPa range.
First guess
As stated in Sect. 2, the iteration scheme of the algorithm needs a convenient starting point. So far, we used the climatological profile as a starting point for each retrieval, which ensures that the change in convergence behaviour of the successive experiments can be fully attributed to the algorithm adaptations. When processing complete satellite orbits, an common alternative strategy is to use the previous retrieval as a first guess, which -given the smooth gradients of the ozone field -provides a starting point close to the final retrieval. When no previous retrieval is available, due to nonconvergence or at the start of the orbit, OPERA will take its first guess from climatology.
In general, the number of iteration steps will be influenced by the distance in state space from the first guess to the true ozone profile. If the first guess is taken too far away, the algorithm can even fail to converge. To study the sensitivity of the convergence statistics on the first guesses we retrieved ozone profiles for February 1998 with both sets of starting points. This showed that the exact location of the first guess in state space hardly influences the convergence success: for both sets the non-convergence is 4.5%. Even in the ozone anomaly of February 1998 above Northern Europe, where the true ozone column drops 60 DU below to the climatological value, the first guess has a negligible influence on the convergence success. Also the shape and size of the retrieved profiles is the same. The partial ozone columns differ within 2% for the lower tropospheric layers, within 0.4% for the layers containing the ozone bulk, and even less for higher atmospheric layers. The real advantage of using the previous retrieval as a first guess can be found in the reduction of iteration steps, as shown in Fig. 7 . The mean number of iterations steps for all retrievals in this month drops from 4.96 to 3.98. In the ozone anomaly above Northern Europe the reduction in iteration steps is largest, dropping from 8 to 5.
In very strong ozone anomalies which are not adequately described by the climatology (such as the ozone hole of October 1998), the true state can deviate too far away from the climatological value for the latter to serve as a first guess. The retrieval will not converge. Instead, by using the previous retrieval as a first guess the starting point is kept close to the true state. The ozone anomaly can be scanned deeper along the satellite orbit, up to the point where the first non-convergence occurs. Hereafter, the algorithm is forced to restart from climatology, resulting in non-convergence, until the anomaly resolves.
Ozone climatologies
In OPERA, the main use of the ozone climatology is to select an ozone profile at the latitude and time of retrieval which serves as a priori information for the optimal estimation. The retrieval benefits from an accurate a priori in altitude regions where the measurement is less sensitive to the presence of ozone since the retrieval tends to the a priori in that case. Convergence problems may arise when the a priori is not representative (either in shape, total ozone column value, or error) for the actual ozone distribution. To study the effect of the ozone climatology on the retrieval behaviour, we test three different ozone climatologies.
Fortuin and Kelder
The Fortuin and Kelder (FK) climatology (see Fortuin and Kelder, 1998 ) is based on measurements of 30 ozone sonde stations between 1980-1991, covering the appearance of the ozone hole period but excluding the Pinatubo eruption. It describes the monthly mean ozone volume mixing ration for 17 zonal bands, ranging from 80 • S to 80 • N, at 19 pressure levels. The sonde measurements (from surface up to 10 hPa) are extended with the SBUV-SBUV/2 climatology (described in Randel and Wu, 1995) from 30-0.3 hPa. The standard deviation used here is the natural variability of ozone at each zonal band and at each pressure level for a certain month (Fortuin, 1996) . For FK this is given up to 10 hPa; for higher atmospheric layers, OPERA extrapolates the error towards 0 at the top level. These standard deviations σ i for layer i determine the diagonal elements of the a priori covariance matrix S a . To allow for cross-correlations, off-diagonal elements are calculated using
in which d is the ozone profile correlation length per pressure decade, here taken 0.5.
McPeters, Labow, and Logan
The climatology by McPeters, Labow, and Logan (MLL) (see McPeters et al., 2007) is also based on sonde measurements (1998) (1999) (2000) (2001) (2002) for the troposphere, but is merged with SAGE II measurements (1999) (2000) (2001) (2002) for the higher atmosphere. MLS data (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) ) is used at high latitudes where SAGE data is not available. MLL describes the monthly mean ozone mixing ratio and its standard deviation for 18 latitude intervals of 10 • on 61 altitude levels (0-60 km). For most months and heights, the variability of the climatology is smaller than in FK. As for FK, OPERA constructs the covariance matrix with a correlation length of 0.5.
TOMS version 8
The TOMS version 8 ozone climatology (TOMS) (Bhartia and Wellemeyer, 2002) describes the monthly partial columns for 11 atmospheric layers for 18 zonal bands. In addition, it includes the total ozone column as an extra parameter to select the most appropriate profile when the total column is known.
To make a fast estimation of the total ozone column in OPERA, we implemented the Temperature Independent Differential Absorption Spectroscopy (TIDAS) algorithm by Zehner (2002) . The principle of TIDAS is to use the difference of reflectance R at two wavelengths λ 1 and λ 2 . By selecting λ 1 = 325.944 nm and λ 2 = 326.746 nm for the GOME instrument, a compromise is made in which broadband spectral features can be neglected and R is relatively insensitive to the temperature dependence of the ozone cross section, the influence of the Ring effect, and interfering trace gas species such as NO 2 , ClO 2 , SO 2 and BrO. R becomes proportional to the ozone slant column and with help of a geometric air mass factor the total column can be estimated.
Comparisons of the TIDAS estimates with the vertically integrated column values retrieved by OPERA show an agreement within 8% for the latitude range of −60 • to +60 • . For higher latitudes, the difference can increase to 11%, but the TIDAS estimate is still appropriate for our purpose: selecting an a priori and initial profile from the climatology based on the estimated total column.
Unlike the other climatologies, TOMS does not contain error estimation. To determine its variability we compare the climatological profiles with all ECC sonde measurements done in 2000-2008 available at the World Ozone and Ultraviolet Radiation Data Centre (WOUDC). Most sonde data include the total ozone column, integrated from its measurements up to balloon burst and extrapolated with climatology, or taken from parallel ground-based or space-borne total column measurements. Based on this total column value we pick a profile from the TOMS climatology, which is interpolated to date, latitude, and total column value. From the difference between sonde and TOMS profile, the variability is determined for 5 latitude bands and 11 atmospheric layers (see Table 2 ). Due to balloon burst, not sufficiently statistical data is available above 8 hPa. Here a fixed 15% is taken, corresponding with the typical relative variability in and above the ozone bulk of the MLL climatology. The covariance matrix is constructed as in the FK and MLL climatology (Eq. 4).
The variability of TOMS shows that by including the total column as an extra parameter the base of the ozone bulk is better defined. For mid-latitudes the root mean square (RMS) error is ∼30% in the upper troposphere and lower stratosphere, while a priori profiles taken from FK or MLL typically show an RMS error over 70% for this region.
Intercomparison
We used the three climatologies for retrievals from GOME measurements of February and October 1998. For optimal performance, the algorithm is set to use the SAA filter, the low cloud fractions work-around, and the BR cross sections. For a fair intercomparison the previous retrieval result is used as first guess, so that the climatology is only affecting the a priori data.
A straightforward comparison between the climatologies is further complicated by the dependence of the climatological covariance on the DFS and the convergence criterion (Eq. 1). The optimal estimation uses the climatology to select the most probable profile from all profiles which have the same spectral signature within the given observation errors. Therefore, the retrieval quality based on a certain climatology can only be determined with an extensive validation study, which is beyond the scope of this paper. Instead, we concentrate on the convergence behaviour which displays the potential and limitations of the different climatologies. Figure 8 shows the mean number of iteration steps for February and October 1998 (∼78 000 retrievals in orbit number 18 021 to 18 464; excluding narrow swath) for the FK, MLL and TOMS. The convergence statistics and the mean DFS for February and October are summarized in Table 3 . To give a representative value, the mean DFS is calculated for latitudes between 60 • S and 60 • N only, excluding the SAA.
For February, the results of the three climatologies are comparable. Best convergence is obtained with MLL (97.9% converged retrievals, compared to 95.4% with FK), but at the cost of a lower DFS (5.25, compared to 5.56 with FK). The high convergence rate is facilitated by the small variability of the climatology, which forces the retrieval towards the a priori. Because less weight is put to the measurements, MLL shows also better convergence in the SAA. The weaker regularization by TOMS takes an intermediate position with 96.3% converged retrievals at a DFS of 5.44.
In October, the retrieval results are dominated by the presence of the ozone hole, which is at its maximum at the first weeks of this month. For both FK and MLL the monthly averaged climatology overestimates the real ozone column too much, causing the retrieval to take more iteration steps to reach convergence, or not to converge at all. Because the TOMS climatology uses an a priori profile based on an estimated total ozone column, it offers a more accurate profile in these anomalous situations. South of 60 • S, only 2% of the TOMS retrievals do not converge, opposed to 44% for FK and 41% for MLL. The DFS for FK and TOMS is comparable at 5.18 and 5.14, respectively. Again, the DFS for MLL is notably smaller (4.76). Also visible in Fig. 8 are the convergence problems around the equator related to the ITCZ (most notably in February 1998). The powerful convection in the ITCZ gives rise to a strong gradient in ozone concentrations between the bulk of the ozone and the very small concentrations in the troposphere. Here, the retrieval typically tends towards negative values for tropospheric atmospheric layers. This is not solved by any of the climatologies.
Discussion and conclusion
Studying the convergence behaviour of the ozone profile retrieval algorithm is a powerful diagnostic tool to test its overall performance. By mapping the non-convergence and number of iteration steps geographically for February and October 1998, we see how the algorithm behaves globally. Slow convergence or non-convergence can be the result of a variety of causes: measurement calibration issues or biases (e.g. in the SAA); bad forward model parameters (e.g. prescribed cloud parameters, ozone cross sections); an imperfect forward model (e.g. neglecting aerosols at dust storm events); bad a priori data (e.g. at ozone anomalies); first guess too far from the true state; and non-linearity issues (causing run-away or oscillating solutions). The presented results are based on GOME measurements, but the different causes of non-convergence are not unique for the GOME instrument; they will also show up (though not necessarily at the same strength) when the algorithm is applied to other spaceborne UV backscatter spectrometers.
Our reference experiment showed 10.7% non-convergence and an average of 5.11 iteration steps. By implementing an SAA filter, a workaround for low cloud fractions, better cross-sections and better starting points for the iteration, the mean number of iteration steps is brought down to 3.98, while the non-convergence drops to 4.6%. As a consequence, more valid retrievals are done in less computational time.
The proposed SAA-filter filters out spiky measurements in the South Atlantic Anomaly region by excluding statistic outliers below 290 nm. The filter is selective, affecting predominantly measurements within the SAA. The goodness of fit is improved considerably, resulting in better convergence statistics in this area (from 47% to 59%), although at the cost of loss of DFS. Alternative, more elaborate SAA filter schemes can be implemented; note however that filtering too much of the unaffected measurements will cause unwanted information loss.
Problems with small cloud fractions from the FRESCO algorithm can be avoided by neglecting clouds and switching to clear sky retrieval. The hereby introduced errors are acceptable (a decrease of ozone in tropospheric layers cause the total ozone column to reduce ∼1%). The workaround is selective and mainly affects desert areas like Sahara and Australia. It also fixes retrieval problems due to absorbing aerosols (such as desert dust outflow above oceans), which are not included in the atmospheric model. Switching to the new FRESCO+ cloud algorithm (Wang, 2006) in the OPERA software could also improve retrieval results above deserts. By taking Rayleigh scattering into account, the retrieved cloud fraction becomes 0.01 lower. Cloud levels also drop, depending on cloud fractions (e.g. 100 hPa at f c = 0.2). Both effects decrease the shielding of ozone by clouds in the model, favouring radiance closure at the top of atmosphere. In the future, the forward model could be further improved by including aerosols and a more realistic implementation of clouds, incorporating in-cloud and below-cloud multiple scattering, and angular dependent scattering.
Using Brion ozone cross-sections instead of Bass-Paur cross-sections strongly reduces the non-convergence of the algorithm. The improved convergence is the result of a better spectral fit of the forward model. Using BR cross-sections in the retrieval results reduces ozone in the lower part of the ozone bulk compensated by increased ozone the troposphere and lower stratosphere.
Two choices of a first guess profile in the iteration scheme are tested: the profile from the climatology or the profile of the previous retrieval. The choice of the first guess scarcely influences the convergence success. Also the shape and size of the retrieved profile is independent on its starting condition. The convergence speed, however, is improved when the first guess is closer to the truth. By taking the first guess from the previous retrieval instead from climatology the number of iteration steps is reduced by 1 on average.
The selection of ozone climatology in the optimal estimation importantly influences the retrieval results, such as convergence statistics, total column, profile shape, retrieval error, and DFS. We investigated this influence by comparing retrievals done with Fortuin and Kelder, McPeters and Labow, and the TOMS version 8 climatologies. Implementation of the TIDAS algorithm gives a quick estimate of the total column, accurate within 8% for the −60 • to 60 • latitude range. The TOMS climatology has been extended with an error estimate by determining its variability against ozone sonde measurements from 2000 to 2008.
For February, the convergence results of the three climatologies are comparable. Retrievals with MLL show the highest convergence and lowest DFS, which suggest that the variability of MLL is too low to make optimal use of measurement information content in ozone profile retrievals. Both FK and MLL cause convergence problems at strong ozone anomalies which are not accurately enough described by the climatology. These problems are avoided with the TOMS climatology, which takes the total ozone column as an extra parameter to select a suitable a priori ozone profile. For studies of the ozone distribution in ozone anomalies (such as the ozone hole), the use of TOMS is therefore recommended.
The results might be further improved by using a climatology as introduced by Lamsal (2004) , which also takes the total ozone as a dynamical proxy, but solving discontinuity issues over latitude, and including a realistic standard deviation.
Good convergence not necessarily implies good retrieval quality; the ozone profile retrievals based on a certain climatology should always be validated against independent measurements. But when selecting an ozone climatology for a specific application it is recommended to take also its convergence behaviour into account (combined with the degrees of freedom), considering available computational time, the desired use of measurement information content, and the ratio of successful retrievals in problem areas.
