Introduction {#Sec1}
============

Using historical stock data for portfolio optimization has been one of the most exciting and challenging topics for investors in the financial market during the last decades \[[@CR1], [@CR2]\]. Many factors have different influences on the stock price, and it is essential to extract a list of crucial factors from both historical stock prices and other data sources. As there is no such thing as a free lunch, investors have to find an efficient strategy for a trade-off between getting more profits and reducing the investment risk. Sometimes, they need to invest multiple assets for diversifying the portfolio.

Traditionally, one can use statistical methods for predicting a financial time series problem. There are popular techniques, including autoregressive moving average (ARMA) \[[@CR3]\], autoregressive conditional heteroscedastic (ARCH) \[[@CR4]\], and autoregressive integrated moving average (ARIMA) \[[@CR5]\]. Importantly, these statistical methods usually consider the stock time series as a linear process and then model the generation process for a latent time series to foresee future stock prices. Practically, a stock time series is generally a nonlinear dynamic process. There are many different approaches, including artificial neural networks (ANN), support vector machines (SVM), and other ensemble methods \[[@CR6]\] to capture nonlinear characters from a given dataset without knowing any prior information. Especially, deep neural networks such as e.g. convolutional neural networks (CNN) and recurrent neural networks (RNN) have been proven to work well in many applications and multi-variable time series data.

The future price represents the future growth of each company in the stock market. Typically, the stock price of each company listed in a stock market can vary whenever one puts a sell or buy order, and the corresponding transaction completes. Many factors have influenced the stock price of one company, for example, such as the company's net profit, demand stability, competitive strength in the market, new technology used, and production volume. Also, the macro-economic condition can play a unique role in the stock market as well as the currency exchange rate and the change of the government's policies. After boasting increased macro-economic stability and improving the pro-business financial environment, Vietnam has become one of the world's most attractive markets for international investors. With the population of nearly 100 million people and most of whom are young people (under the age of 35), Vietnam can provide a young, motivated, highly skilled, and educated workforce to multiple international startups and enterprises with a competitive cost. At the moment, Vietnam's stock exchange is considered as one of the most promising and prospective market in the Southeast Asia. Especially, the Ho Chi Minh Stock Exchange (HOSE)[1](#Fn1){ref-type="fn"} is becoming one of the largest securities firms in terms of both capital and size. Since launching in 2002, it has been performing strongly and more and more investors continue exhibiting a special interest in both Vietnam stock market. HOSE is currently predicted to be upgraded to an emerging market in 2021.

Up to now, there have existed a large number of useful applications using machine learning techniques in different aspects of daily life. Duy and co-workers combine deep neural networks and Gaussian mixture models for extracting brain tissues from high-resolution magnetic resonance images \[[@CR7]\]. Deep neural networks can also be applied to automatic music generation \[[@CR8]\], food recognition \[[@CR9]\], and portfolio optimization problem \[[@CR10]--[@CR12]\]. In this paper, we aim at investigating a portfolio optimization problem in which by using historical stock data of different tickers, one wants to find the equally weighted portfolio having the highest Sharpe ratio \[[@CR13]\] in the future. This is one of the winning solutions in a well-known data science competition using the HOSE stock data in 2019. In this competition, one can use one training dataset, including all volume and prices of different tickers appearing in the Vietnam stock market from the beginning of the year 2013 to the middle of the year 2019 (July 2019), for learning an appropriate model of the portfolio optimization problem. It is worth noting that the Sharpe ratio is often used as a measure of the health of a portfolio. One usually expects that the higher the Sharpe ratio of one portfolio is in the past, the larger its Sharpe ratio is in the future. In this work, we assume that there are no new tickers joining the stock market during the testing period.

We study the portfolio optimization problem by assuming that there are *N* tickers in the stock market, only using the historical stock data during the last *M* days for training or updating the proposed model, and then doing prediction for the equally weighted portfolio having the highest Sharpe ratio during the next *K* days. Different from other approaches using statistical methods or time series algorithms, we transform the input data into a 3D tensor and then consider each input data as an image. As a result, we have a chance to apply different state-of-the-art methods such as e.g. Residual Networks (ResNet) \[[@CR14]\], Long-short term memory(LSTM) \[[@CR15]\], Gate Recurrent Unit \[[@CR16]\], Self-Attention (SA) \[[@CR17]\], and Additive Attention (AA) \[[@CR18]\] for extracting important features as well as learning an appropriate model. Also, we compare them with different combinations of these techniques (SA + LSTM, SA + GRU, AA + LSTM, and AA + GRU) and measure the actual performance in the testing dataset. The experimental results show that the AA + LSTM outperforms other techniques in terms of achieving a much better value of the Sharpe ratio and a comparably smaller value of the corresponding standard deviation.

DELAFO: A New **De**Ep **L**earning **A**pproach for port**F**olio **O**ptimization {#Sec2}
===================================================================================

In this section, we present our methods to solve the portfolio optimization using the VN-HOSE dataset and deep neural networks.

Problem Formulation {#Sec3}
-------------------

We consider a dataset collected from the Vietnamese stock market from the beginning date $\documentclass[12pt]{minimal}
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                \begin{document}$$D_1$$\end{document}$ and N is the number of tickers appearing during that period of time. We denote $\documentclass[12pt]{minimal}
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                \begin{document}$$T = \{T_1,T_2,..,T_N\}$$\end{document}$ as the list of all tickers in the market during the time window. For a given ticker $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$T_i$$\end{document}$ , $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$v_{i,j}$$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$p_{i,j}$$\end{document}$ are the corresponding volume and price on the day $\documentclass[12pt]{minimal}
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                \begin{document}$$d_j$$\end{document}$, consecutively. Moreover, we assume that all investors aim to determine the list of potential tickers in their portfolio for the next *K* days without putting any weight for different tickers (or equally weighted, such as e.g. 1/*N*). It is important to note that all the investors usually do not want their portfolios to have a few tickers or "put all the eggs in one bucket" or lack of diversity. Having too many tickers may cost a lot of management time and fee as well. As a consequence, the outcome of the problem can be regarded as an N-binary vector (N is the number of tickers), where a one-valued entry means the corresponding ticker is chosen; otherwise, it is not selected. There are two main constraints in this problem: a) Having the same proportion for each tickers in portfolios; (b) The maximum numbers of tickers selected is 50.
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                \begin{document}$$i=1,\dots ,N$$\end{document}$ \[[@CR13]\]. The daily return of portfolio can be computed by $\documentclass[12pt]{minimal}
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                \begin{document}$$\sum _{i=1}^N w_i = 1$$\end{document}$. In the equally weighted portfolio optimization problem, one can assume that $\documentclass[12pt]{minimal}
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                \begin{document}$$w_i = \frac{1}{N}$$\end{document}$, and therefore, the "Sharpe ratio" can be determined as \[[@CR13]\]:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \text {Sharpe Ratio} = \sqrt{n} * \frac{\mathbb {E}[R - R_f]}{\sqrt{var[R - R_f]}}, \end{aligned}$$\end{document}$$where *n* is an annualization factor of period (e.g, n= 252 for trading date in one year) and $\documentclass[12pt]{minimal}
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                \begin{document}$$R_f$$\end{document}$ is the risk-free rate, the expected return of any portfolio with no risk. In this work, we choose $\documentclass[12pt]{minimal}
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                \begin{document}$$\mu = \frac{\sum _i^n R_i}{n} $$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$Q = \frac{\sum _i^n(R_i - \mu )^2}{n-1}$$\end{document}$ , the Sharpe ratio is calculated as:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \text {Sharpe Ratio} = \sqrt{n} * \frac{\mathbb {E}[R]}{\sqrt{var[R]}} = \sqrt{n} * \frac{\hat{w}^T\mathbbm {\mu }}{\sqrt{\hat{w}^T\mathbf {Q}\hat{w}}}, \end{aligned}$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{w}$$\end{document}$ is an estimated preference vector for the list of all tickers. Typically, the equally weighted portfolio optimization problem can be formulated as follows:$$\documentclass[12pt]{minimal}
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                \begin{document}$$N_0$$\end{document}$ is the maximum number of tickers selected in the optimal portfolio ($\documentclass[12pt]{minimal}
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                \begin{document}$$N_0 = 50$$\end{document}$ in our initial assumption). The main goal in our work is to estimate the optimal solution $\documentclass[12pt]{minimal}
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                \begin{document}$$w^{opt}$$\end{document}$ for the portfolio optimization problem ([3](#Equ3){ref-type=""}) in order to obtain the maximum Sharpe ratio during the next *K* days.

To study a deep learning model for the portfolio optimization problem, we aim at only using the historical stock data during the last *M* days for training and then predict the optimal equally weighted portfolio having the highest Sharpe ratio during the next *K* days. To solve the optimization problem in ([3](#Equ3){ref-type=""}), we represent each input data as a 3D tensor of size $\documentclass[12pt]{minimal}
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                \begin{document}$$N\times M\times 2$$\end{document}$ that includes all stock data (both the volume and the price) of *N* different tickers during the last *M* consecutive days and the corresponding output of the deep network is a vector $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{w}=(\hat{w}_1,\hat{w}_2,\dots ,\hat{w}_N)$$\end{document}$ of size $\documentclass[12pt]{minimal}
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                \begin{document}$$i=1,\dots ,N$$\end{document}$) is the estimated preference rate of the *i*-th ticker in the list of all *N* tickers in the stock market. Finally, the optimal portfolio can be determined by the corresponding estimated solution $\documentclass[12pt]{minimal}
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                \begin{document}$$w^{opt}_i =1$$\end{document}$ ); otherwise, it is not selected.Fig. 1.Top 20 tickers in VN-HOSE.

A New Loss Function for the Sharpe-Ratio Maximization {#Sec4}
-----------------------------------------------------

Traditionally, one can estimate the maximum value of the Sharpe ratio by solving the following optimization problem \[[@CR19]\] :$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} \hat{w} = \text {argmin} \left( {w^TQw - \lambda w^T\mu }\right) /\left( {w^Tw}\right) . \end{aligned}$$\end{document}$$Although it does not directly optimize the Sharpe ratio as shown in Eq. ([2](#Equ2){ref-type=""}), one can use the stochastic gradient descent method for approximating the optimal $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{w}$$\end{document}$ \[[@CR20]\]. In this paper, we propose the following new loss function for the equally weighted portfolio optimization problem:$$\documentclass[12pt]{minimal}
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                \begin{document}$$C>1$$\end{document}$ are two hyper parameters. One can find more details of how we can derive the loss function $\documentclass[12pt]{minimal}
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                \begin{document}$$L(\hat{w} )$$\end{document}$ in the section Supplementary Material. After that, by implementing an appropriate deep neural network to estimate the optimal solution $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{w}=(\hat{w}_1,\hat{w}_2,\dots ,\hat{w}_N)$$\end{document}$ in Eq. ([5](#Equ5){ref-type=""}), we can derive the final optimal vector $\documentclass[12pt]{minimal}
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                \begin{document}$$w^{opt}$$\end{document}$ in Eq. ([3](#Equ3){ref-type=""}) by the following rules:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} w^{opt}_i = 1, \text { if } \hat{w}_i \ge \theta , w^{opt}_i = 0, \text { if } \hat{w}_i < \theta , \forall i=1,\dots ,N. \end{aligned}$$\end{document}$$In our experiments, we choose $\documentclass[12pt]{minimal}
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                \begin{document}$$\theta =0.5$$\end{document}$.Fig. 2.Our proposed Self Attention + LSTM/GRU.

Our Proposed Models for the Portfolio Optimization {#Sec5}
--------------------------------------------------

To estimate the output vector $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{w}$$\end{document}$, we consider different deep learning approaches for solving the portfolio optimization problem based on the proposed loss function in Eq. ([5](#Equ5){ref-type=""}). We select both Long-short term memory(LSTM) \[[@CR15]\] and Gate Recurrent Unit \[[@CR16]\] architectures as two baseline models. Especially, by converting the input data into an $\documentclass[12pt]{minimal}
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                \begin{document}$$N\times M\times 2$$\end{document}$ tensor as an "image", we construct a new ResNet architecture for the problem and create four other combinations of deep neural networks. They are SA + LSTM (Self-Attention model and LSTM), SA + GRU (Self-Attention model and GRU), AA + LSTM (Additional Attention and LSTM), and AA + GRU (Additional Attention and GRU). The architecture of RNN, GRU, and LSTM cells can be found more details at \[[@CR15], [@CR16], [@CR21]\].

**ResNet.** ResNet architecture has been proven to become one of the most efficient deep learning models in computer vision, whose the first version was proposed by He et al. \[[@CR22]\]. After that, these authors later released the second update for ResNet \[[@CR14]\]. By using residual blocks inside its architecture, ResNet can help us to overcome the gradient vanishing problem and then well learn deep features without using too many parameters. In this work, we apply ResNet for estimating the optimal value for the vector $\documentclass[12pt]{minimal}
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                \begin{document}$$\hat{w}$$\end{document}$ in the loss function ([5](#Equ5){ref-type=""}). To the best of our knowledge, this is the first time ResNet is used for the Sharpe ratio maximization and our proposed ResNet architecture can be described in Fig. [4](#Fig4){ref-type="fig"}.

**SA/AA + LSTM/GRU.** The attention mechanism is currently one of the state-of-the-art algorithms, which are ubiquitously used in many NLP problems. There are many types of attention models, including Bahdanau attention \[[@CR18]\], Luong Attention \[[@CR21]\], and Self Attention \[[@CR17]\]. Although the attention mechanism has been applying for the stock price prediction \[[@CR23]\], there is few attention scheme used for maximizing the Sharpe ratio in the portfolio optimization problem. In this paper, we exploit two mechanisms, which are Self-Attention and Bahdanau attention (Additive Attention). The corresponding architecture of our four proposed models (SA + LSTM, SA + GRU, AA + LSTM, AA + GRU) can be visualized in Figs. [2](#Fig2){ref-type="fig"} and [3](#Fig3){ref-type="fig"}.Fig. 3.Our proposed Additive Attention + LSTM/GRU. Fig. 4.(a) Our proposed Resnet model for the portfolio optimization problem. (b) The first residual block. (c) The second and the third residual block (d) The final residual block. Here, "BN" denotes "Batch Normalization", *N* is the number of tickers, and *M* is the number of days to extract the input data. In our experiments, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$N=381$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$M=64$$\end{document}$.

Experiments {#Sec6}
===========

In this section, we present our experiments and the corresponding implementation of each proposed model. All tests are performed on a computer with Intel(R) Core(TM) i9-7900X CPU, running at 3.6 GHz with 128 GB of RAM, and two GPUs RTX-2080Ti ($\documentclass[12pt]{minimal}
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                \begin{document}$$2\times 12$$\end{document}$ GB of RAM). We collect all stock data from the VN-HOSE stock exchange over six years (from January 1, 2013, to July 31, 2019) for measuring the performance of different models. There are 438 tickers appearing in the Vietnam stock market during this period. However, 57 tickers disappeared in the stock market at the end of 31/07/2019. For this reason, we only consider 381 remaining tickers for training and testing models. In Fig. [1](#Fig1){ref-type="fig"}(a) and [1](#Fig1){ref-type="fig"}(b), we visualize the mean values of both volume and price of the top 20 highest volume tickers in HOSE as well as the corresponding average value and the standard deviation of the daily return.

Model Configuration {#Sec7}
-------------------

In our experiments, all proposed models use the Adam optimizer \[[@CR24]\] with the optimal learning rate $\documentclass[12pt]{minimal}
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                \begin{document}$$\lambda $$\end{document}$, and *C* are hyper-parameters of our proposed loss function.

Data Preparation {#Sec8}
----------------
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                \begin{document}$$N=381$$\end{document}$) in the market at the end of the month July, 2019, we use the time windows of *M* consecutive days for extracting the input data of proposed models. On each day, we collect the information of both "price" and "volume" of these 381 tickers and **y**, the daily return on the market in the next *K* days ($\documentclass[12pt]{minimal}
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                \begin{document}$$K=19$$\end{document}$). Consequently, the input data has the shape (381, 64, 2) and we move the time window during the studying period of time (from January 1, 2013, to July 31, 2019) to obtain 1415 samples.

To deal with new tickers appeared, we fill all missing values by 0. For these missing data, our model may not learn anything from these data. Meanwhile, for the daily return in the next *K* days, we fill all missing values by $\documentclass[12pt]{minimal}
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                \begin{document}$$-100$$\end{document}$. That is, as those tickers have been not disappeared yet, we set its daily return as a negative number so as to ensure chosen portfolios containing these tickers can get a negative Sharpe ratio. During training proposed models, we believe that the optimizer can learn well and avoid selecting these tickers from portfolios as much as possible.

Experimental Results {#Sec9}
--------------------

We evaluate each model by using 10-fold cross-validation or forward chaining validation in time series data. As shown in Fig. [5](#Fig5){ref-type="fig"}, while measuring the performance of each proposed model, we create the training data by moving the selected time window (64 days) during the investigating period (from January 2013 to July 2019) and consider the corresponding sequence of daily returns in the next coming 19 days. It is crucial to make sure all training samples are independent of the testing samples.

The experiment results show that the Additive Attention + GRU model outperforms with the others. One of the possible reasons is Additive Attention + GRU can retain the information from the input sequence, which may loose from RNN cells when dealing with a very long sequence. Models using Self Attention can also get good results; however, as the outputs of the Self-Attention module still go to the RNN cell, without keeping any information from the sequence input. For this reason, the mean value of the Sharpe ratio of SA + GRU (0.9047) is a bit lower than AA + GRU (1.1056). Interestingly, the mean value of the Sharpe ratio of SA + LSTM (1.0206) is better than AA + LSTM (0.9235). Although not getting a high Sharpe ration in comparison with SA/AA + LSTM/GRU, the ResNet model has a quite short training time. In our experiments, the total time for its running 10-Fold Cross Validation is only 40 min, while taking over two hours for all SA/AA + LSTM/GRU models. In Fig. [6](#Fig6){ref-type="fig"}, our best-proposed model, AA + GRU, has a better performance than both VN30[3](#Fn3){ref-type="fn"} and VNINDEX[4](#Fn4){ref-type="fn"} in terms of the Sharpe ratio values. These experimental results show that our proposed techniques can achieve promising results and possibly apply not only in the Vietnamese stock market but also in other countries (Table [1](#Tab1){ref-type="table"}).Fig. 5.The 10- Fold cross validation in our experiments. The blue blocks contain the training data and the red blocks contain the testing data. In experiments, we just use from Fold 5 to Fold 10 for evaluating the Sharpe ratio due to the lack of data for training models. At each fold, we train our deep models using 200 epochs. (Color figure online) Table 1.The performance of different models by the Sharpe ratioModelNumber of learning parametersmean (Sharpe ratio)std (Sharpe ratio)Resnet66,9670.83090.3391LSTM114,3330,770570.2972GRU88,8930.7500.3182SA + LSTM164,6891.02060.2976SA + GRU139,2490.90470.3574AA + LSTM166,8650.92350.2718**AA + GRU**141,425**1.10560.2188**

Fig. 6.The performance of our AA + GRU model with the VN30 and VNINDEX in terms of the Sharpe ratio in the testing dataset.

Conclusion and Further Work {#Sec10}
===========================

We have proposed a novel approach for a portfolio optimization problem with *N* tickers by using the historical stock data during the last *M* days to compute an optimal portfolio that maximizes the Sharpe ratio of the daily returns during the next *K* days. We have also presented a new loss function for the Sharpe ratio maximization problem and transform the input data into a $\documentclass[12pt]{minimal}
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                \begin{document}$$N\times M \times 2$$\end{document}$ tensor, and apply seven different deep learning methods (LSTM, GRU, SA + GRU, SA + LSTM, AA + LSTM, AA + GRU, and ResNet) for investigating the problem. To learning a suitable deep learning model for the problem, we collect the stock data in VN-HOSE during the period from January 2013 to July 2019. The experimental results show that the AA + GRU model outperforms with the other techniques and also achieves a better performance in terms of the Sharpe ratio for two popular indexes VN30 and VNINDEX.

In future works, we will extend our approaches to similar problems in other countries and continue improving our algorithms. Our project, including datasets and implementation details, will be publicly available[5](#Fn5){ref-type="fn"}.
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<https://www.hsx.vn/>.

<https://github.com/maxpumperla/hyperas>.

VN30 is the bucket of 30 companies having highest market capitalization and highest volume in six months for all the companies listed on the Ho Chi Minh City Stock Exchange. They also have the free float larger than 5%: <https://iboard.ssi.com.vn/bang-gia/vn30>.

VN-Index is a capitalization-weighted index of all the companies listed on the Ho Chi Minh City Stock Exchange: <https://www.bloomberg.com/quote/VNINDEX:IND>.

<https://github.com/caokyhieu/DELAFO-DeEp-Learning-Approach-for-portFolio-Optimization>.
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