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We study the existence of solutions to the Cauchy problem for a non-homoge-
neous nonstrictly hyperbolic system of 2 3 2 conservation laws, satisfying the
Lax entropy inequality. We obtain the convergence and the consistency of the
approximating sequences generated by either the fractional Lax–Friedrichs or the
fractional Godunov scheme. For this purpose we use the methods of the theory of
compensated compactness.  1996 Academic Press, Inc.
1. INTRODUCTION
In this paper we investigate the Cauchy problem for the following non-
homogeneous nonstrictly quasilinear hyperbolic 2 3 2 system
ut 1 (a(u) 1 b(v))x 5 p1(u, v, x, t) (1)
vt 1 (uv)x 5 p2(u, v, x, t)
with data
(u, v)ut50 5 (up , vp), (2)
where a, b [ C2(R), a(0) 5 b(0) 5 0, a9(0) 5 b9(0) 5 0 and for all j [
R satisfying
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jb9(j) . 0 for j ? 0
b0(j) $ 0 for j ? 0
a0(j) . 2
(3)
by using the Lax–Friedrichs and Godunov fractional step schemes. In a
previous paper [34] we investigated the compactness framework and the
convergence of approximate solutions, obtained by using the vanishing
viscosity with both the Lax–Friedrichs and the Godunov schemes, to a
weak solution of the Cauchy problem for the homogeneous system corre-
sponding to the system (1), namely
ut 1 (a(u) 1 b(v))x 5 0 (4)
vt 1 (uv)x 5 0.
The system (4) is a generalization of the oil recovery equation studied by
Kan [21]. Here we study the non-conservative case with source by the
method of [5]. The theory of compensated compactness established by
Murat [31] and Tartar [41] is fundamental in proving the convergence of
the fractional step method to a weak solution for (1). This idea was also
used by DiPerna [10–13], D. Serre [38], Chen [1], and Chen et al. [2–4] for
hyperbolic conservation laws.
We observe that our system, under the previous assumptions, fails to be
strictly hyperbolic at the origin, where an isolated umbilical point occurs.
The problem (1)–(2) can be written in the vector form
8t 1 F(8)x 5 P(8, x, t) (5)
with data
8ut50 5 8p
denoting by 8 5 (u, v)T and
F(8) 5 (a(u) 1 b(v), uv)T
P(8, x, t) 5 (p1(u, v, x, t), p2(u, v, x, t)).
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A bounded measurable function 8 5 8(x, t) is called a weak solution to
(5), if, for all f [ C10(6T), one has
E
6T
h8(x, t)f(x, t)t 1 F(8(x, t))f(x, t)x
(6)
1 P(8(x, t), x, t)f(x, t)j dx dt 1 E
Rx
8p(x)f(x, 0) dx 5 0,
where
6T 5 h(x, t) [ Rx 3 R1t : t # Tj.
For the non-homogeneous quasilinear system (5), the entropy pairs
(h, q) are given by
=q 5 =hDF. (7)
A weak solution 8 of (5) satisfies the entropy inequality in the sense of
Kruzˇkov [23] and Lax [27] if
h(8)t 1 q(8)x # =h(8)P(8) (8)
in $9, for any convex entropy h.
In this paper we shall use two difference schemes, the Lax–Freidrichs
fractional step scheme and the Godunov fractional step scheme (which are
generalizations of the classical Lax–Friedrichs and Godunov schemes), to
construct approximate solutions. We establish a convergence theorem by
using the framework of compensated compactness for the system (4). This
method was also used by Chen et al. [5] to prove a convergence theorem
of the fractional step Lax–Friedrichs scheme and the Godunov scheme for
a non-homogeneous system occurring in isentropic gas dynamics.
A key idea, observed in [33], is the existence, also in our case, of weak
entropy pairs which vanishes on a half plane. This procedure is analogous
to that used by D. Serre [38] for strictly hyperbolic systems, although the
construction was made in a different way.
The plan of the paper is the following. In the next section we recall the
known results for the homogeneous system (4) (subsection 2.1) and study
the Riemann problem (subsection 2.2). Section 3 is a review of the construc-
tion of the Lax–Friedrichs fractional step scheme and Godunov fractional
step scheme for the system (5). Section 4 concerns the behaviour of the
approximating sequences defined in the previous section. Finally, in Section
5 we establish the convergence for the approximating sequences, by using
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the framework of compensated compactness. This result allows us to estab-
lish the existence of a generalized solution.
2. THE HOMOGENEOUS SYSTEM
2.1. Preliminaries
Here we recall some basic facts about the homogeneous case before
beginning with further discussion on the fractional step method for the
non-homogeneous case. For a complete account of this case we refer to
[34, 35].
The system (4) can be written in the vector form with the earlier notations:
8t 1 F(8)x 5 0. (9)
We recall that (9) is said to be strictly hyperbolic if the two characteristic
speeds l7 5 l7(8) are real valued and satisfy l2 , l1 . In our case, denot-
ing by
G(u, v) 5 (u 2 a9(u))2 1 4vb9(v),
the two characteristic speeds of the problem are given by
l7(u, v) 5
u 1 a9(u) 7 ÏG(u, v)
2
.
Since we assumed (3), it follows that l2(u, v) , l1(u, v) for all (u, v) ?
(0, 0), while the origin is an isolated umbilical point, namely l2(0, 0) 5
l1(0, 0). Given
g7(u, v) 5
u 2 a9(u) 7 ÏG(u, v)
2
,
then the right and left eigenvectors are given by
r7(u, v) 5 (b9(v), g7(u, v))T, l7(u, v) 5 (v, g7(u, v))T.
The system (9) is said to be genuinely non-linear in a domain L if
=l7(8) ? r7(8) ? 0 for all 8 [ L. By a direct computation we can see
that the genuine non-linearity fails only along the u-axis.
Let us recall that the integral curves R7 or r7 in the state space are called
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the first and second rarefaction wave curves. They have the following
qualitative properties:
LEMMA 2.1. For the rarefaction waves of the system (4) the following
properties hold:
1. the positive (resp. negative) u-axis is itself an R1 (resp. R2) curve;
2. the R1 (resp. R2) curves are in one-to-one correspondence with the
points of the negative (resp. positive) u-semiaxis;
3. every R1 (resp. R2) curve which does not stay on the u-axis is
increasing (resp. decreasing) and goes to 1y (resp. 2y) on the right
(resp. left).
Now, since the Riemann invariant g7 is constant along every R6 curve,
if we prescribe g7(u, 0) as
g7(u, 0) 5 Hu 6u , 0
0 6u $ 0
then
7 g7(u, v) $ 0.
The Riemann invariants (g2, g1) constructed before are a well-defined
coordinate system, since
T: (u, v) ° (g2, g1)
is a one-to-one map which defines a change of coordinates from the upper
half plane h(u, v) : v $ 0j to the region h(g2, g1) : g2 # 0 # g1j.
We shall use the Riemann invariants g2, g1 to find a family of invariant
regions for the Riemann problem (see Proposition 2.5).
Let us use the entropy–entropy flux system (7). By eliminating q, we get
a second-order partial differential equation in h, namely
v
­2h
­v2
2 b9(v)
­2h
­u2
1 (a9(u) 2 u)
­2h
­u­v
5 0. (10)
An interesting example of convex entropy for (10) is the mechanical energy
functional given by
h*(u, v) 5
1
2
u2 1 Ev
0
Ej
0
b9(z)
z
dz dj . (11)
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By using the coordinate system g 5 (g2, g1), the system (7) can be written
in the form
­2h
­g2­g1
1
1
l1(g) 2 l2(g)
S­l1(g)
­g2
­h
­g1
2
­l2(g)
­g1
­h
­g2
D5 0. (12)
Now let us consider the Goursat problem associated to Eq. (12), namely
the problem of finding a solution of Eq. (12) when its value is known on
two incident characteristics:
h(g2, g*1) 5 u2(g2)
(13)
h(g*2, g1) 5 u1(g1).
In order to isolate the singular point (0, 0), we consider a Goursat problem
with the data fixed on the characteristic curves
g2 5 g*2 , 0
(14)
g1 5 g*1 5 0
and the Goursat data satisfying
q2(g2) 5 0 in g2 # g*2 and 2d # g2 # 0
(15)
u1(g1) ; 0
for a suitable 0 , d ! 1. In this case we obtain the following existence result:
THEOREM 2.2. Assume that the functions a and b of the Cauchy problem
(4) satisfy the following hypotheses:
there exist k [ R1 and n [ N*, such that
b(v) 5 kv2n 1 o(uvu2n11)
(16)
a(u) 5 (n 1 As) u2 1 o(uuu2),
when uuu 1 uvu R 0. Suppose the Goursat data (13) verify the assumptions
(14)–(15) and satisfy the zero-moment conditions
E2d
g*2
Sq92(x) 1 (­l1/­g2)(x, 0)
l1(x, 0) 2 l2(x, 0)
q2(x)D dx(2x)c/2 5 0, c 5 1, 3, 5. (17)
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Then the entropy h and its derivatives in u, v up to second order are bounded
on bounded set in the state space (u, v).
The proof of this theorem is postponed to the Appendix. Following D.
Serre [38], we call the entropy h of the previous construction an east-type
entropy with limit g*2. Similarly, for the Goursat problem (12) we can
construct west-type entropies with limit g*2 and south- or north-type entro-
pies with limit g*1 .
Finally, since the divergence of the approximate weak entropy fields lies
in a compact subset of the Sobolev space H21loc , we can establish the following
strong convergence theorem.
THEOREM 2.3. Assume that up , vp , (up)x , (vp)x [ L
y(R), vp(x) $ 0 for
all x [ R. Then the approximate solution sequences provided by the Lax–
Friedrichs and Godunov schemes converge (eventually taking a subsequence)
to a weak solution to the system (4) strongly in Lploc , p , 1y.
2.2. The Riemann Problem
Here we study the Riemann problem in the class of functions consisting
of constant states, separated by either shock waves or rarefaction waves.
We restrict ourself to studying the simpler case (refer to (16))
a(u) 5 Ds u2 (18)
b(v) 5 As v2.
The general case is similar but to conclude it is necessary to use some
technical manipulations. So we consider the system
ut 1 (Ds u2 1 As v2)x 5 0 (19)
vt 1 (uv)x 5 0
with data of the form
(u, v)ut50 5 (u0 , v0) 5 5(u2 , v2) x , 0(u1 , v1) x . 0 (20)
where v7 $ 0 and u7 are constants.
We first discuss the construction of the shock wave curves. For any state
(u2, v2), we consider the possible states (u, v) which can be connected to
the state on the right by a back shock. By using the Rankine–Hugoniot
condition we obtain:
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1. the set 6 of states which can be connected to (u2, v2), by a 1-
shock on the right, lie on the curve S1 5 S1(u2, v2) given by
u 2 u2 5
v 2 v2
3v2 2 v
(2u2 2 Ï4u22 1 (3v2 2 v)(v2 1 v))
u , u2
v2 . 0
v2 5 0 or u 2 u2 5 2 (2u2 2 Ï4u22 2 v2)
u , u2
v2 5 0;
2. the curve S2 5 S2(u2, v2) consisting of all those states which can
be connected to the state (u2, v2) by a 2-shock on the right is given by
u 2 u2 5
v 2 v2
3v2 2 v
(2u2 1 Ï4u22 1 (3v2 2 v)(v2 1 v))
u , u2
v2 . 0
v2 5 0 or u 2 u2 5 2 (2u2 1 Ï4u22 2 v2)
u , u2
v2 5 0.
By using the integral curves just studied in the previous section, we obtain:
1. the 1-rarefaction wave curve R1 5 R1(u2, v2) is given by
u 5
v2
2(Ïu22 1 v22 2 u2)
2
1
2
(Ïu22 1 v22 2 u2) 0 , v , v2
v 5 0
u2 , u , 0
v2 5 0;
2. the 2-rarefaction waves curve R2 5 R2(u2, v2) is given by
u 5
v2
2(Ïu22 1 v22 1 u2)
1
1
2
(Ïu22 1 v22 1 u2) 0 , v2 , v
v 5 0
0 , u2 , u
v2 5 0.
We can put all these curves together in the (u, v)-plane to obtain a
diagram (see Fig. 1): for any (u2, v2), the (u, v)-plane is divided into four
disjoint open regions I, II, III, IV. Note that the curves Ri and Si , i 5 1, 2
have second-order contact at (u2, v2) [26, 27]. For any fixed (u, v), we
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FIGURE 1
define Wi(u, v) 5 Si(u, v) < Ri(u, v), i 5 1, 2 and then consider the point
(u, v) [ Wi(u2, v2) such that (u1, v1) [ W2(u, v). We assume that (u1, v1)
lies in one of the four regions indicated in Fig. 1. The solution to the
Riemann problem (19)-(20) can be described as follows: we connect (u, v)
to (u2, v2) on the right by a backward wave and then we connect (u1, v1)
to (u, v) on the right by a forward wave. In Fig. 2 we illustrate the four
possibilities when v ? 0. We observe that, in this case, the state (u, v) is
such that v . 0, so that vacuum (i.e. v 5 0) does not appear.
Finally we consider the case of vacuum. We first consider v2 . 0 and
v1 5 0: we find the three possibilities illustrated in Fig. 3. On the other
hand, consider v2 5 0 and v1 . 0. We obtain in this case the two possibilities
illustrated in Fig. 4.
The following results are obtained using the previous discussion about
the Riemann problem.
THEOREM 2.4. The Riemann problem (19)–(20) has a unique generalized
solution in the class of two constant states separated by shocks and rarefaction
waves, provided that (u2, v2) and (u1, v1) are sufficient close.
PROPOSITION 2.5. For any c . 0, the region
Sc 5 h(u, v) : g2 1 c $ 0, g1 2 c # 0, v $ 0j
is an invariant region for the Riemann problem. More precisely, if the Rieman
data belong to Sc , the solution of the Riemann problem also belong to Sc .
Moreover, if h(u(x, ?), v(x, ?)) : a # x # bj , Sc for a given c . 0, then
S 1b 2 a Eba u(x, ?) dx, 1b 2 a Eba v(x, ?) dxD[ Sc .
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FIGURE 2
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FIGURE 3
PROPOSITION 2.6. Suppose that (u(x, t), v(x, t)) is a Riemann solution.
Then the jump strength of u(x, t) across an elementary wave can be dominated
by that of v(x, t) across the same elementary wave, that is:
1. across a shock wave
uu1 2 u2u # kuv1 2 v2u;
2. on a rarefaction wave
uu 2 u2u # kuv 2 v2u # kuv1 2 v2u,
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FIGURE 4
where k depends only on the invariant regions Sc to which (u(x, t),
v(x, t)) belong.
PROPOSITION 2.7. Suppose that 8(x, t) 5 (u(x, t), v(x, t)) is a Riemann
solution with central point (0, 0) on the rectangle h(x, t) : 2l , x , l, 0 #
t , hj. Then
El
2l
u8(x, t) 2 8(x, h2)u2 dx # c El
2l
uv(x, t) 2 v(x, h2)u2 dx
# cl O
s[s
u«(v(s, h2))u2 #
c
d30
El
2l
uv(x, h2) 2 vu2 dx,
where s denotes all jump strengths in v(x, h2) across elementary waves,
«(v(?, h2)) denotes the jump strengths of v(x, h2) across the elementary wave
on t 5 h, v 5 (1/2l) el
2l v(x, h
2) dx, d0 denotes the infimum of the ratios of
the lengths of constant state intervals, and l, c1 depend only on the invariant
region Sc .
3. FRACTIONAL STEP SCHEMES OF LAX–FRIEDRICHS AND OF GODUNOV
Here we describe two generalized difference schemes, namely the frac-
tional step schemes of Lax–Friedrichs and Godunov. We shall use these
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two difference schemes to construct the approximate solution 8l. On the
upper half plane Rx 3 R1t , consider the grid
h( jl, ih) : j [ Z, i [ Nj,
where h, l [ R1\h0j are respectively the time step length and the space
step length, satisfying the CFL condition
max
7
ssup
6T
ul7(8l)ud ,
l
h
# M
for any given T . 0. We shall prove that vl(x, t) $ 0, so that it will be
possible to construct 8l.
Let us denote
Ji 5 h j [ Z : i 1 j [ 2Zj;
on the rectangle
h(x, t) [ Rx 3 R1t : ( j 2 1)l , x , ( j 1 1)l, 0 # t , h, ( j 2 1) [ 2Zj,
we define
8l(x, t) 5 8ˆl(x, t) 1 P(8ˆl(x, t), x, t)t, (21)
where 8ˆl is the solution of the Riemann problem concerning system (4)
with data
(u, v)ut50 5 5(u
l
p(( j 2 1)l), v
l
p(( j 2 1)l)) x , jl
(ulp(( j 1 1)l), v
l
p(( j 1 1)l)) x . jl,
where 8lp(x) 5 8p(x)x[21/l,11/l](x). We then define
81j 5
1
2l
E( j11)l
( j21)l
8l(x, h2) dx.
If 8l is defined for t , ih, on the rectangle
h(x, t) [ Rx 3 R1t : ( j 2 1)l , x , ( j 1 1)l, ih # t , (i 1 1)h, j [ Jij, (22)
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we set
8l(x, t) 5 8ˆl(x, t) 1 P(8ˆl(x, t), x, t)(t 2 ih),
where 8ˆl(x, t) is the solution of the Riemann problem concerning system
(4) with data
(u, v)ut5ih 5 5(u
i
j21 , vij21) x , jl
(uij11 , vij11) x . jl.
Therefore, we can define the fractional step Lax–Friedrichs scheme by
8i11j 5
1
2l
E( j11)l
( j21)l
8l(x, (i 1 1)h2) dx.
Similarly, on the rectangle
h(x, t) [ Rx 3 R1t : jl , x , ( j 1 1)l, 0 # t , hj,
let us define
8l(x, t) 5 8ˆl(x, t) 1 P(8ˆl(x, t), x, t)t,
where 8ˆl is the solution of the Riemann problem concerning system (4)
with data
(u, v)ut50 5 H(ulp( jl), vlp( jl)) x , ( j 1 As)l
(ulp(( j 1 1)l), v
l
p(( j 1 1)l)) x . ( j 1 As)l,
where 8lp(x) 5 8p(x)x[21/l,11/l](x).
We then define
81j 5
1
l
E( j11/2)l
( j21/2)l
8l(x, h2) dx.
If we have defined 8l for t , ih, we define 8l on the rectangle
h(x, t) [ Rx 3 R1t : jl , x , ( j 1 1)l, ih # t , (i 1 1)hj,
(23)
8l(x, t) 5 8ˆl(x, t) 1 P(8ˆl(x, t), x, t)(t 2 ih),
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where 8ˆl(x, t) is the solution of the Riemann problem associated to the
system (4) with data
(u, v)ut5ih 5 H(uij, vij) x , ( j 1 As)l
(uij11, vij11) x . ( j 1 As)l.
(24)
As before, we define the fractional step scheme of Godunov by
8i11j 5
1
l
E( j11/2)l
( j21/2)l
8l(x, (i 1 1)h2) dx.
Finally, by using the change of coordinates
T 5 (T2, T1): (u, v) ° (g2, g1),
on the rectangle (23) (respectively on the rectangle (22) for the Lax–
Friedrichs scheme) we have
gl7 5 T7 (8ˆl 1 (t 2 ih)P)
5 T7(8ˆl) 1 (t 2 ih) E1
0
kT97(8ˆl 1 t(t 2 ih)P, Pl dt.
Thus we obtain
gl7 5 gˆl7 1 X7 (gˆl2, gˆl1, t 2 ih)(t 2 ih),
where
X7 5 FE1
0
kT97(8ˆl 1 (t 2 ih)tP), Pl dtG
u8ˆl5T21(gl2,g
l
1).
This completes the construction of the two difference schemes.
4. COMPACTNESS FRAMEWORK OF THE APPROXIMATE SOLUTIONS
We describe now the limit behaviour of the approximate solution
8l(x, t) generated from the fractional step Lax–Friedrichs scheme or by
the Godunov scheme to the system (1). The following compactness theo-
rem holds.
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THEOREM 4.1. Let h8l(x, t)j be a sequence of approximate solutions
generated by either the fractional step Lax–Friedrichs scheme or the Godu-
nov scheme and let 8p(x) be the initial datum. Assume that the following
hypotheses are satisfied:
1. 5
uup(x)u # M
0 # vp(x) # M
E
Rx
h*(8p(x)) 2 h*(8) 2 =h*(8)(8p(x) 2 8)) dx # M
for some constant state 8, some constant M . 0, and the mechanical en-
ergy (11);
2. P(0, v, x, t) 5 P(u, 0, x, t) 5 0 for all (x, t);
3. there exists a constant kc . 0 such that
Up2(u, v, x, t)v U# kc
if (u, v) [ oc 5def h(u, v)u0 # v # c, uuu # cj;
4. there exists a constant hp . 0 and a function A such that
X2(g2, g1, s) $ 2A(g2, g1)
X1(g2, g1, s) # 1A(g2, g1)
for g1 2 g2 $ 0 and 0 # s # hp, when A [ C
1, A(2r, r) $ 0 for r $ 0,
7­A/­g7 $ 0 for g1 2 g2 $ 0 and
EMp
mp
dr
A(2r, r)
. T,
where Mp . mp 5
def
maxh2infx gˆ2(x), 1 supx gˆ1(x)j.
Then
1. there exists a constant h1 . 0, N 5 N(T) . 0 such that, when h #
h1, for all (x, t) [ 6T, we have
uul(x, t)u # N
0 # vl(x, t) # N;
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2. for all weak pair (h, q), the measure
h(8l)t 1 q(8l)x (25)
lies in a compact subset of H21loc(V) where V , 6T is any bounded open set.
Proof. First of all, we can prove that there exists a constant h1 . 0 such
that vl(x, t) $ 0 for all (x, t) [ 6T when h # h1. For t [ [0, h], it follows that
vl(x, t) 5 vˆl(x, t) 1 p2(uˆl, vˆl, x, t)t 5 vˆl(x, t) S1 1 p2(uˆl, vˆl, x, t)vˆl tD.
Observe that condition 3 and Proposition 2.5 imply that there exists a
constant h2 . 0, such that vl(x, t) $ 0 when t # h2 .
Suppose that the above inequality holds for t , ih. Then, for t [
[ih, (i 1 1)h), we have
vl(x, t) 5 vˆl(x, t) S1 1 p2(uˆl, vˆl, x, t)vˆl (t 2 ih)D$ 0,
for h # h2 .
By induction, we conclude that the inequality vl(x, t) $ 0 holds. Let t [
[ih, (i 1 1)h), i [ N. By condition 4, we get, for h # hp ,
gl2(x, t) 5 gˆl2(x, t) 1 X2(gˆl2, gˆl1, t 2 ih)(t 2 ih)
$ gˆl2(x, t) 2 A(gˆl2, gˆl1)(t 2 ih)
$ inf
x
gˆl2(x, ih1) 2 A sinf
x
gˆl2(x, ih1), sup
x
gˆl1(x, ih1)d (t 2 ih);
hence
gl2(x, (i 1 1)h2) $ inf
x
gˆl2(x, ih1) 2 A sinf
x
gˆl2(x, ih1), sup
x
gˆl1(x, ih1)d h
gl1(x, (i 1 1)h2) # sup
x
gˆl1(x, ih1) 1 A sinf
x
gˆl2(x, ih1), sup
x
gˆl1(x, ih1)d h.
Now let
Mi 5 max s2inf
x
gˆl2(x, ih1), 1 sup
x
gˆl1(x, ih1)d;
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then we have
max s2inf
x
gˆl2(x, (i 1 1)h2), 1 sup
x
gˆl1(x, (i 1 1)h2)d
# max s2inf
x
gˆl2(x, ih1), 1 sup
x
gˆl1(x, ih1)d 1 A(2Mi , 1Mi)h.
It then follows that Mi11 # Mi 1 A(2Mi , 1Mi)h, namely we have
Mi11 2 Mi
h
# A(2Mi , 1Mi).
We solve the corresponding Cauchy problem
dr
dt
5 A(2r, 1r)
r(0) 5 mp:
Er(t)
m
p
dr
A(2r, 1r)
5 t.
Then, from condition 4, there exists a constant Mp(t) , 1y, such that
r(t) [ [mp, Mp], for t [ [0, T ]. Since the integral curve r 5 r(t) is convex
and r(ih) [ [Mi , Mp], it follows
7gl7(x, t) # Mp
and
gl1(x, t) 2 gl2(x, t) $ 0.
Therefore, for all h # h1 5 min(hp, h2), there exists a constant N . 0,
such that
uul(x, t)u # N
0 # vl(x, t) # N,
which proves the first part of the theorem. We will prove now assertion 2
for the case of the fractional step Lax–Friedrichs scheme.
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For any f [ C10(ST), with T 5 mh, the entropy rate can be written, by
using the Green formula, in the form
EE
ST
(h(8l)ft 1 q(8l)fx) dx dt 5 M(f) 1 N(f) 1 S(f) 1 L(f), (26)
where
M(f) 5 E
Rx
f(x, T)h(8ˆl(x, T)) dx 2 E
Rx
f(x, 0)h(8ˆl(x, 0)) dx,
N(f) 5 EE h(h(8l(x, t)) 2 h(8ˆl(x, t)))ft
1 (q(8l(x, t)) 2 q(8ˆl(x, t)))fxj dx dt,
S(f) 5 ET
0
O
υ
hs [h] 2 [q]jf(x(t), t) dt,
L(f) 5 O
j11[2Z
E( j11)l
( j21)l
h(h(8ˆi) 2 h(8ˆij)jf(x, ih) dx ; L1(f) 1 L2(f) 1 L3(f),
` `
where we set
L1(f) 5 O
i1j[2Z
fij E( j11)l
( j21)l
(h(8i2) 2 h(8ˆij)) dx,
L2(f) 5 O
i1j[2Z
fij E( j11)l
( j21)l
(h(8ˆi2) 2 h(8i2))f(x, ih) dx,
L3(f) 5 O
i1j[2Z
E( j11)l
( j21)l
(h(8i2) 2 h(8ˆij))(f 2 fij) dx,
and 8i2 5 8(x, ih2), fij 5 f( jl, ih). υ denotes the set of all shock waves
in 8l at the fixed time t, s denotes the propagating speed of the shock
wave, and [ f ] denotes the jump of the function f(8ˆl(x, t)) across the shock
`
wave (x(t), t) from left to right, namely,
[ f ] 5 f(8ˆl(x(t)1, t)) 2 f(8ˆl(x(t)2, t)).
`
We may assume, without loss of generality,
E
Rx
h*(8ˆ) dx , 1y;
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otherwise it is sufficient to introduce the normalized entropy pair
h˜*(8) 5 h*(8) 2 =h*(8)(8 2 8)
q˜*(8) 5 q*(8) 2 =h*(8)(F(8) 2 F(8)),
to carry out the argument below.
Notice that 8l has compact support in the strip ST; therefore by using
the convexity of the mechanical energy (h*, q*) and taking f(x) ; 1 in
Eq. (26), we have
0 5 M(1) 1 L(1) 1 S(1);
thus
L(1) 1 S(1) 5 2M(1) # E
Rx
h*(8l(x, 0)) dx # const, (27)
while
Om
i51
E [h*i] dx 5 O
i1j[2Z
E( j11)l
( j21)l
(h*(8ˆi2) 2 h*(8ˆij)) dx
5 O
i1j[2Z
E( j11)l
( j21)l
E1
0
(1 2 u)=2h*(8ˆi2
1 u(8i2 2 8ˆij)) du(8i2 2 8ˆi2)2 dx
2 O
i1j[2Z
E( j11)l
( j21)l
E1
0
=h*(8ˆi2 1 u(8i2 2 8ˆi2)) du(8i2 2 8ˆi2) dx.
`
But, we have
U O
i1j[2Z
E( j11)l
( j21)l
SE1
0
=h*(8ˆi2 1 u(8i2 2 8ˆi2)) duD (8i2 2 8ˆi2) dxU
# O
i1j[2Z
E( j11)l
( j21)l
E1
0
u=h*(8ˆi2 1 u(8i2 2 8ˆi2))u duuH(8ˆi)u dx h # const
and, because of the convexity of h*, we obtain
ET
0
O
υ
hs [h*] 2 [q*]j dt # const
` `
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and
O
i1j[2Z
E( j11)l
( j21)l
FE1
0
(1 2 u)=2h*(8ˆij 1 u(8i2 2 8ˆij)) duG (8i2 2 8ˆij)2 dx # const.
To show that the measure (25) lies inside a compact subset of H21loc , it
suffices to show that M, N, L, and S lie in a compact subset of W21,1loc . Hence
(25) lies in a compact subset of W21,1loc and in a bounded subset of W21,y.
For any bounded set V , ST and the weak entropy pair (h, q), we derive
from the previous step that
uM(f)u # const ufuy
uS(f)u # const ufuy;
hence M and S lie in a bounded set of C* and in a compact subset of
W21,1loc . We further show that L1 and L2 satisfy the estimates
uL1(f)u # const ufuy
uL2(f)u # const ufuy.
In fact we have
uL1(f)u # U O
i1j[2Z
fij E( j11)l
( j21)l
(h(8i2) 2 h(8ˆi2)) dxU
# ufuy O
i1j[2Z
E( j11)l
( j21)l
E1
0
(1 2 u)
3 u=2h(8ˆij 1 u(8i2 2 8ˆij))(8i2 2 8ˆij)2u du dx
# const ufuy O
i1j[2Z
E( j11)l
( j21)l
E1
0
(1 2 u)=2h*
3 (8ˆij 1 u(8i2 2 8ˆij)) du dx # const ufuy
uL2(f)u 5 U O
i1j[2Z
E( j11)l
( j21)l
hh(8ˆi2) 2 h(8i2)jf(x, ih) dxU
# const l O
(i1j)[2Z
E( j11)l
( j21)l
uH(8ˆ(x, ih2))u uf(x, ih)u dx # const ufuy,
where the constants depend only on the support of f. Hence it follows that
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iM 1 L1 1 L2 1 SiC*0 # const
and, by the Sobolev embedding theorem, M 1 L1 1 L2 1 S lies in a
compact subset of W21,q, where 1 , q , 2.
On the other hand, for any f [ Ca0(V), As , a , 1, we have
uL3(f)u # O
i1j[2Z
E( j11)l
( j21)l
uh(8i2) 2 h(8ˆij)u uf(x, ih) 2 fiju dx
# laufuCa0 O
i
SO
j
E( j11)l
( j21)l
uh(8i2) 2 h(8ˆij)u2 dxD1/2
# la21/2ufuCa0 S O
i1j[2Z
E( j11)l
( j21)l
u=h(8)(8i2 2 8ˆij)u2 dxD1/2
# const la21/2ufuCa0 .
By using the Sobolev embedding theorem W1,p0 (V) , Ca0(V), 0 , a ,
1 2 2/p, we have
uL3(f)u # const la21/2ufuW1,p0 ,
that is,
iL3iW21,q0 # const la21/2 RlR0 0
if a . 1/2 and 1 , q0 , 2/(1 1 a) , 2. It follows that M 1 L 1 S is
compact in W21,q0(V). From (27) we have
h(8l)t 1 q(8l)x 2 N
is a bounded set of W21,r(V), r . 1, that is, M 1 L 1 S lies in a bounded
set of W21,r(V), r . 1, and hence is compact in H21loc(V). Moreover, for any
f [ Cy0 (V), we have
uN(f)u # const l EE
V
(uftu 1 ufxu) dx dt # const lufuH10 .
Since Cy0 (V) is dense in H10(V), we have
308 BRUNO RUBINO
iNiH21loc # const l RlR0
0,
that is, N is compact in H21loc(V). Therefore we get
h(8l)x 1 q(8l)x
is compact in H21loc(V). This completes the proof of the theorem.
5. CONVERGENCE AND CONSISTENCY OF THE METHOD
We conclude our construction by discussing the convergence and consis-
tency of our method; namely, we will prove that the approximating sequence
converges towards a weak solution to the Cauchy problem (1), in the region
ST , in the sense of definition (6).
THEOREM 5.1. Assume that the hypotheses of Theorems 2.3 and 4.1
are satisfied. Then the approximate solution h8lj constructed by using the
fractional step Lax–Friedrichs and Godunov schemes converges (eventually
taking a subsequence) to a weak solution 8 to system (1) strongly in Lploc ,
p , 1y.
We omit the proof of this result since, by using the compactness Theorem
4.1, it is possible to conclude as for the homogeneous case (see [34, 35]).
Finally we obtain the following consistency result.
THEOREM 5.2. Let h8l(x, t)j be a sequence of approximating solutions
of the Cauchy problem (1) generated by the previous difference schemes.
Assume that the hypothesis of the Theorem 4.1 are satisfied and the non-
homogeneous term P(8, x, t), satisfies the Ho¨lder condition
uP(82 , x, t) 2 P(81 , x, t)u # const u82 2 81ub (28)
for some 0 , b # 1, 81 , 82 [ Sc . If 8l(x, t) R 8 strongly in Lploc , p ,
1y, then 8(x, t) is a weak solution of the Cauchy problem (1) in the region
6T and it satisfies
0 # v(x, t) # const a.e.
(29)
uu(x, t)u # const a.e.
and the Lax entropy inequality (8).
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Proof. We shall prove the result only for the Lax–Friedrichs approxima-
tion. The other case can be proved in the same way.
For any f [ C10(6T), we have
I(f) 5 E E
6T
h8l(x, t)f(x, t)t 1 F(8l(x, t))f(x, t)x
1 P(8l(x, t), x, t)f(x, t)j dx dt
1 E1y
2y
8p(x)f(x, 0) dx 5 I1(f) 1 I2(f),
where
I1(f) 5 Om21
i50
E(i11)w
ih
E1y
2y
H(P(8l, x, t) 2 P(8ˆl, x, t))f(x, t)
1 P(8ˆl, x, t) Sf(x, t)t 1 f(x, t)x E1
0
DF(8ˆl
1 u(8l 2 8ˆl)) duD (t 2 ih)J dx dt,
I2(f) 5 E E
6T
h8ˆl(x, t)f(x, t)t 1 F(8ˆl(x, t))f(x, t)x
1 P(8ˆl(x, t), x, t)f(x, t)j dx dt 1 E1y
2y
8p(x)f(x, 0) dx.
We have by (21)
u8l 2 8ˆlu # P(8ˆl(x, t), x, t)h # const l,
and then we obtain
I1(f) # E E Uf(x, t)t 1 f(x, t)x E1
0
DF(8ˆl 1 u(8l 2 8ˆl)) duU
uP(8ˆl(x, t), x, t)uh dx dt
1 E E ufu uP(8l, x, t) 2 P(8ˆl, x, t)u dx dt
# const Sl 1 E E
suppf
u8l(x, t) 2 8ˆl(x, t)ub dx dtD—R
lR0
0.
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Hence it is sufficient to show that
I2(f) 5 Om21
i51
E [8ˆli]f(x, ih) dx 1 E E P(8ˆl, x, t)f(x, t) dx dt —R
lR0
0.
Finally, decompose I2(f) 5 I3(f) 1 I4(f), where
uI3(f)u 5 O
i1j[2Z
U E(j11)l
(j21)l
(f 2 fij)(8ˆli 2 8ˆlij ) dxU
# const l1/2ifiC10 S O
i1j[2Z
E(j11)
(j21)
u8ˆli2 2 8ˆlij u2 dxD1/2 # const l1/2 —R
lR0
0
and
uI4(f)u
5 U O
i1j[2Z
Eih
(i21)h
E(j11)l
(j21)l
(P(8ˆl(x, t), x, t)f(x, t) 2 P(8ˆl(x, ih2),
x, ih2)f( jl, ih))dx dtU
# U O
i1j[2Z
Eih
(i21)h
E(j11)l
(j21)l
P(8ˆl(x, t), x, t)(f(x, t) 2 f( jl, ih)) dx dtU
1 U O
i1j[2Z
fij Eih
(i21)h
E(j11)l
(j21)l
(P(8ˆl(x, t), x, t) 2 P(8ˆl(x, ih2), x, ih2)) dx dtU
# const HlifiC1 1 O
i1j[2Z
fij Eih
(i21)h
E(j11)l
(j21)l
u8ˆl(x, t) 2 8ˆl(x, ih2)ub dx dt 1 o(1)J
# const HlifiC1 1 SO
i
Eih
(i21)h
O
j
E(j11)l
(j21)l
u8ˆl(x, t) 2 8ˆl(x, ih2)u2 dx dtDb/2
1 o(1)J.
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By Proposition 2.7, we have
SO
i
Eih
(i21)h
O
j
E(j11)l
(j21)l
u8ˆl(x, t) 2 8ˆl(x, ih2)u2 dx dtDb/2
# const SO
i
Eih
(i21)h
O
j
E(j11)l
(j21)l
uvˆl(x, t) 2 vˆl(x, ih2)u2 dx dtDb/2 —R
lR0
0,
as can be shown with arguments similar to the ones used by Chen et al.
[5] and a careful use of Proposition 2.7. So we find that I(f) R 0 as l R
0 and 8(x, t) is a weak solution in the sense of the definition (6), which
satisfies the estimate (29). Finally 8(x, t) satisfies the Lax entropy inequality
(8), since it is satisfied by the approximating sequence 8l(x, t).
The proof of the theorem is thus complete.
APPENDIX: PROOF OF THEOREM 2.2
Let us consider the entropy equation (12). By using the hypothesis (16)
we obtain, in a neighbourhood of v 5 0,
­l7
­g6
5
1
2
1 o(v);
since
uvu # cÏ2g2g1 # c(g1 2 g2),
we obtain
­l7
­g6
5
1
2
1 o(g1 2 g2).
So, there exist two functions r and s with
lim
ug12g2uR0
r(g2, g1) 5 0
lim
ug12g2uR0
s(g2, g 1) 5 0
(30)
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such that (12) assumes the form
­2h
­g2­g1
1
1
2n(g1 2 g2)
S ­h
­g1
2
­h
­g2
D
5 r(g2, g1)
­h
­g1
2 s(g2, g1)
­h
­g2
.
(31)
Equation (31) can be written in the compact form
+g2,g1(h) 5 ^(h), (32)
where the case ^ 5 0 (that is, r 5 s ; 0) corresponds to f unperturbed.
Let us denote by R(x, y; g2, g1) the Riemann function associated to (12)
and R0(x, y; g2, g1) the Riemann function corresponding to the case f
unperturbed. Recall that the Riemann function in any case verifies, with
respect to the last two variables, the equation to which it is associated. In
particular, R verifies Eq. (12). But, if we consider in the right-hand side of
(32) ^ as a function of the independent variables, we can consider R0 as
the associated Riemann function. Of course, the representation formula of
the solution via the Riemann function in this way becomes an implicit
representation formula. In particular for R we obtain
R(a, b; g2, g1)
5 R0(a, b; g2, g1) 1 Eg2
a
R0(t, b; g2, g1) F­R(a, b; t, b)
­t
1
R(a, b; t, b)
2n(t 2 b) G dt
1 Eg1
b
R0(a, s; g2, g1) F­R(a, b; a, s)
­s
1
R(a, b; a, s)
2n(s 2 a) G ds
1 Eg2
a
dt Eg1
b
R0(t, s; g2, g1) Fr(t, s) ­R(a, b; t, s)
­s
2 s(t, s)
­R(a, b; t, s)
­t G ds.
Given « . 0, if 4« 5
def
(2«, 0) 3 (0, «), define
9 5 hF [ C(42« , R): iFi9 , 1yj,
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where we define the norm iFi9 in the following way:
iFi9 5 sup
42«
U F(a, b; x, y)R0(a, b; x, y)U.
Let us now define an operator 7: 9 R 9 as
7(R)(a, b; g2, g1)
5 R0(a, b; g2, g1) 1 Eg2
a
R0(t, b; g2, g1)R(a, b; t, b)r(t, b) dt
1 Eg1
b
R0(a, s; g2, g1)R(a, b; a, s)s(a, s) ds
1 Eg2
a
dt Eg1
b
R0(t, s; g2, g1) Fr(t, s) ­R(a, b; t, s)
­s
2 s(t, s)
­R(a, b; t, s)
­t G ds.
Since we have
R(a, b; g2, g1)
R0(a, b; g2, g1)
5 1 1 Eg2
a
r(t, b)
R0(t, b; g2, g1)R0(a, b; g2, g1)
R0(a, b; g2, g1)
R(a, b; t, b)
R0(a, b; t, b)
dt
1 Eg1
b
s(a, s)
R0(a, s; g2, g1)R0(a, b; a, s)
R0(a, b; g2, g1)
R(a, b; a, s)
R0(a, b; a, s)
ds
1 Eg2
a
dt Eg1
b
Fr(t, s) R0(t, s; g2, g1)R0(a, b; t, s)R0(a, b; g2, g1) ­R(a, b; t, s)/­sR0(a, b; t, s)
2s(t, s)
R0(t, s; g2, g1)R0(a, b; t, s)
R0(a, b; g2, g1)
­R(a, b; t, s)/­t
R0(a, b; t, s)
G ds,
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for any pair F9, F0 [ 9 we obtain
i7(F9) 2 7(F0)i
# UEg2
a
Ur(t, b)R0(t, b; g2, g1)R0(a, b; g2, g1)R0(a, b; g2, g1) U dtU iF9 2 F0i
1 sup
42«
UEg1
b
Us(a, s) R0(a, s; g2, g1)R0(a, b; a, s)R0(a, b; g2, g1) U dsU iF9 2 F0i
1 sup
42«
UEg2
a
dt Eg1
b
FUr(t, s) R0(t, s; g2, g1)R0(a, b; t, s)R0(a, b; g2, g1) U
1 Us(t, s) R0(t, s; g2, g1)R0(a, b; t, s)R0(a, b; g2, g1) UG dsU iF9 2 F0i.
But we know (see, for instance, [21]) that
R0(x, y; g2, g1) 5 Sg1 2 g2y 2 x D1/2 H(z),
where H(0) 5 1,
z 5
(g1 2 y)(g2 2 x)
(y 2 x)(g1 2 g2)
,
and H is a hypergeometric function singular when z 5 1 as log(1 2 z). So
we obtain
R0(x, y; g2, g1)R0(a, b; x, y)
R0(a, b; g2, g1)
5
H((g1 2 y)(g2 2 x)/(y 2 x)(g1 2 g2))
H((g1 2 b)(g2 2 a)/(b 2 a)(g1 2 g2))
.
Now we define
M(a,b;g2,g1)(x, y)
5
def UH((g1 2 y)(g2 2 x)/(y 2 x)(g1 2 g2))H((g1 2 b)(g2 2 a)/(b 2 a)(g1 2 g2))U (ur(x, y)u 1 us(x, y)u).
The function M is integrable on 4«, as we can deduce from the property
of H. Moreover, from the previous estimate, we obtain
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i7(F9) 2 7(F0)i # Hsup
42«
UEg2
a
M(a,b;g2,g1)(t, b) dtU
1 sup
42«
UEg1
b
M(a,b;g2,g1)(a, s) dsU
1 sup
42«
UEg2
a
Eg1
b
M(a,b;g2,g1)(t, s) ds dtUJ iF9 2 F0i
; M˜iF9 2 F0i
and it is sufficient to take « sufficiently small to obtain M˜ , 1. So we
conclude, by applying the Banach Caccioppoli fixed point theorem, that
the Riemann function R [ 9, that is, R has the same behavior as R0.
To conclude the proof of the theorem, it is now sufficient to use the
zero-moment conditions (17) to cancel the singularities in the integral
representation for solutions of (12). The estimates are now very similar to
those used by Kan in [21].
REFERENCES
1. G. CHEN, Convergence of the Lax–Friedrichs scheme for isentropic gas dynamics, III,
Acta Math. Sci. 6 (1986), 75–120.
2. G. CHEN, X. DING, AND P. LUO, Convergence of the Lax–Friedrichs scheme for isentropic
gas dynamics, I, Acta Math. Sci. 5 (1985), 415–432.
3. G. CHEN, X. DING, AND P. LUO, Convergence of the Lax–Friedrichs scheme for isentropic
gas dynamics, II, Acta Math. Sci. 5 (1985), 433–472.
4. G. CHEN, X. DING, AND P. LUO, A supplement to the paper ‘‘Convergence of the Lax–
Friedrichs scheme for isentropic gas dynamics, II–III,’’ Acta Math. Sci. 7 (1987).
5. G. CHEN, X. DING, AND P. LUO, Convergence of the fractional step Lax–Friedrichs scheme
and Godunov scheme for the isentropic system of gas dynamics, Comm. Math. Phys. 121
(1989), 63–84.
6. K. CHUEH, C. CONLEY, AND J. SMOLLER, Positively invariant regions for systems of non-
linear diffusion equations, Indiana Univ. Math. J. 26 (1977), 372–411.
7. R. COURANT AND D. HILBERT, ‘‘Methods of Mathematical Physics. II. Partial Differential
Equations,’’ Wiley, New York, 1962.
8. M. CRANDALL AND A. MAJDA, Monotone difference approximations for scalar conserva-
tion laws, Math. Comp. 34 (1980), 1–21.
9. B. DACOROGNA, ‘‘Weak Continuity and Weak Lower Semicontinuity of Nonlinear Func-
tional,’’ Springer-Verlag, Berlin/New York, 1982.
10. R. DIPERNA, Convergence of approssimate solutions to conservation laws, Arch. Rational
Mech. Anal. 82 (1983), 27–70.
11. R. DIPERNA, Convergence of the viscosity method for isentropic gas dynamics, Comm.
Math. Phys. 91 (1983), 1–30.
316 BRUNO RUBINO
12. R. DIPERNA, Compensated compactness and general systems of conservation laws, Trans.
Amer. Math. Soc. 292 (1985), 383–420.
13. R. DIPERNA, Measure-valued solutions to conservation laws, Arch. Rational Mech. Anal.
88 (1985), 223–270.
14. G. GLIMM, The interaction of non-linear hyperbolic waves, Comm. Pure Appl. Math. 41
(1988), 569–590.
15. S. GODUNOV, Difference method for the numerical computation of discontinuous solutions
of equations of hydrodynamics, Mat. Sb. 47 (1959), 271–306.
16. D. HOFF, Invariant regions for systems of conservation laws, Trans. Amer. Math. Soc. 289
(1985), 591–610.
17. L. HO¨RMANDER, Non-linear hyperbolic differential equations, mimeo, Sweden,
1988.
18. E. ISAACSON, D. MARCHESIN, B. PLOHR, AND B. TEMPLE, The Riemann problem near a
hyperbolic singularity: The classification of solutions of quadratic Riemann problems, I,
SIAM J. Appl. Math. 48 (1988), 1009–1032.
19. E. ISAACSON AND B. TEMPLE, The classification of solutions of quadratic Riemann prob-
lems, II, SIAM J. Appl. Math. 48 (1988), 1287–1301.
20. E. ISAACSON AND B. TEMPLE, The classification of solutions of quadratic Riemann prob-
lems, III, SIAM J. Appl. Math. 48 (1988), 1302–1318.
21. P.-T. KAN, ‘‘On the Cauchy Problem of a 2 3 2 Systems of Non-strictly Hyperbolic
Conservation Laws,’’ Ph.D. thesis, Courant Institute of Math. Sciences, New York Univer-
sity, 1989.
22. B. KEYFITZ AND H. KRANZER, A system of non-strictly hyperbolic conservation laws
arising in elasticity theory, Arch. Rational Mech. Anal. 72 (1980), 219–241.
23. S. KRUZˇKOV, First order quasi-linear equations with several space variables, Mat. Sb. 123
(1970), 228–255.
24. P. LAX, Weak solutions of nonlinear hyperbolic equations and their numerical computa-
tion, Comm. Pure Appl. Math. 7 (1954), 159–193.
25. P. LAX, Hyperbolic systems of conservation laws, II, Comm. Pure Appl. Math. 10
(1957), 537–566.
26. P. LAX, Shock waves and entropy, in ‘‘Contributions to Nonlinear Functional Analysis’’
(E. Zarantonello, Ed.), pp. 603–634, Academic Press, New York, 1971.
27. P. LAX, ‘‘Hyperbolic Systems of Conservation Laws and the Mathematical Theory of
Shock Waves,’’ SIAM, Philadelphia, 1973.
28. T. LIU, Hyperbolic conservation laws with relaxation, Comm. Math. Phys. 108 (1987),
153–175.
29. P. MARCATI, Approximate solutions to the conservation laws via convective parabolic
equations, Comm. Partial Differential Equations 13 (1988), 321–344.
30. P. MARCATI AND A. MILANI, The one-dimensional Darcy’s law as the limit of a compressible
Euler flow, J. Differential Equations 13 (1990), 129–147.
31. F. MURAT, Compacite´ par compensation, Ann. Scuola Norm. Sup. Pisa Cl. Sci. (4) 5
(1978), 489–507.
32. B. RUBINO, Convergence of approximate solutions of the Cauchy problem for a 2 3 2
nonstrictly hyperbolic system of conservation laws, in ‘‘Nonlinear Hyperbolic Problems:
Theoretical, Applied and Computational Aspects,’’ pp. 487–494. Vieweg, Wiesbaden,
1993.
33. B. RUBINO, On the vanishing viscosity approximation to the Cauchy problem for a 2 3
2 system of conservation laws, Ann. Inst. H. Poincare´ Anal. Non Line´aire 10 (1993),
627–656.
34. B. RUBINO, Approximate Solutions to the Cauchy Problem for a Class of 2 3 2 Nonstrictly
Hyperbolic System of Conservation Laws,’’ Boll. Un. Mat. Ital. B 8 (1994), 583–614.
CONVERGENCE OF FRACTIONAL STEP METHOD 317
35. B. RUBINO, ‘‘Compactness Framework and Convergence of Lax–Friedrichs and Godunov
Schemes for a 2 3 2 Nonstrictly Hyperbolic System of Conservation Laws,’’ Quart. Appl.
Math. 53 (1995), 401–421.
36. D. SCHAEFFER AND M. SHEARER, The classification of 2 3 2 systems of non-strictly hyper-
bolic conservation laws, with application to oil recovery, Comm. Pure Appl. Math. 40
(1987), 141–178.
37. D. SCHAEFFER AND M. SHEARER, Riemann problems for non-strictly hyperbolic 2 3 2
systems of conservation laws, Trans. Amer. Math. Soc. 304 (1987), 267–306.
38. D. SERRE, La compacite´ par compensation pour les syste`mes hyperboliques non line´aires
de deux e´quations a une dimension d’espace, J. Math. Pures Appl. 65 (1986), 423–468.
39. J. SMOLLER, ‘‘Shock Waves and Reaction Diffution Equations,’’ Springer-Verlag, Berlin/
New York, 1983.
40. S. SOBOLEV, ‘‘Partial Differential Equations of Mathematical Physics,’’ Pergamon, Elms-
ford, NY, 1964.
41. L. TARTAR, ‘‘Compensated Compactness and Applications to Partial Differential Equa-
tions, pp. 136–210, Research Notes in Mathematics, Vol. 39, Pitman, San Francisco/
London/Melbourne, 1979.
42. B. TEMPLE, Global existence of the Cauchy problem for a class of 2 3 2 non-strictly
hyperbolic conservation laws, Adv. Appl. Math. 3 (1982), 355–375.
