We show theoretically how an ac spin current can be optically injected in a semiconductor. The effect is based on the quantum interference between coherent excitonic states of different spatial symmetry ͑e.g., 1s and 2p states͒. These excitons are generated by one-and two-photon absorption. Depending on the choice of the polarizations of the corresponding optical pulses, a pure spin current, an electrical current, or a circular spin-polarized charge current can be excited. The effect can be experimentally studied by observing the emitted THz radiation. DOI: 10.1103/PhysRevB.73.201302 PACS number͑s͒: 78.67.De, 72.25.Ϫb, 78.47.ϩp Effective control and manipulation of spins, and in particular spin currents, is one of the central aims of spintronics.
Effective control and manipulation of spins, and in particular spin currents, is one of the central aims of spintronics. 1 A number of schemes for the generation of spinpolarized currents has been investigated theoretically and experimentally. Spin-polarized carriers can be generated optically and then swept by an applied electric field, injected through a contact with magnetic materials, or optically manipulated. 2 As well, there has been a proposal for optically injected pure spin currents 3 ͑without charge transport͒, and recent experimental observation of this effect. 4, 5 All these scenarios deal with a spin analog of a dc current. Quite naturally, one wonders if a spin analog of an ac current can be obtained. We are aware of one proposal 6 for such a current, generated by voltage modulating the Rashba spin-orbit coupling constant. 7 Both the generation and detection of this proposed current are electrical.
In this paper, we show theoretically how an ac spin current can be generated all-optically. Our method relies on quantum interference in a semiconductor three-level system. Coherent effects of three-level systems in semiconductors is a large topic in itself. 8, 9 Our proposal involves the use of the semiconductor vacuum state and the 1s and 2p exciton states as the three levels of interest, and is reminiscent of an earlier scheme [3] [4] [5] employing a combination of one-and twophoton absorption. There a quantum interference between one-photon absorption ͑at 2͒ and two-photon absorption ͑at ͒ amplitudes connecting the semiconductor vacuum with electron-hole states, with 2 typically well above the energy gap, leads to an asymmetry in the k-space distribution of the injected carriers. The asymmetry corresponds to current densities on the order of some kA/ cm 2 . By a clever choice of the phases and polarizations of the exciting optical pulses, either spin-polarized electrical currents or pure spin currents can be injected.
Rather than injecting continuum carriers through such a scheme, we suggest coupling the two fields to the bound exciton states. In this proposal, the 2 field would couple the semiconductor vacuum to states of s symmetry, and the field, through two-photon absorption, would couple it to states of p symmetry. Although the latter transition is dipole forbidden with one photon, it is allowed for a two-photon process. 10 We show below that the simultaneous application of pulses centered at 2 and can create a polar asymmetry in the carrier distributions in k space, corresponding to the creation of excitons in a superposition of the 1s and 2p states. The dipole moment of these excitons is controlled by a relative phase parameter of the two pulses. As in experiments involving excitation into the continuum, 4,5 the k-space asymmetry leads to a current; however, it will oscillate in time. The oscillating current is associated with the oscillation of the exciton dipole moments, and occurs at the frequency corresponding to the energy difference between the 2p-and 1s-exciton states. Depending on the polarizations of the pulses this ac current can range from a purely electrical current to a pure spin current. In the first instance, excitons of the different spin are generated with the same dipole moment, while in the second, they are generated with opposite dipole moments. The instance of an electrical current has recently been discussed 11 for a quantum wire geometry. In order to obtain a quantitative estimate of the effect, we consider a quantum well geometry, and include in the calculation only the valence bands of the heavy holes, neglecting the light holes. Thus, our single-particle energies are limited to the doubly degenerate conduction and valence bands labeled, respectively, by the z component of spin s = ±1/2 and j = ±3/2. The first-order Coulomb coupling leads to the formation of an excitonic manifold. In our analysis, we treat only 1s and 2p states, as the rest of the excitons and the continuum states can only change quantitative features of the effect, not affecting our results qualitatively. This situation is schematically shown in Fig. 1 . Note that while in most quantum interference processes the two transition amplitudes connect the same initial and final states, the two final states, one of s symmetry and one of p symmetry, are distinct and, indeed, at different energies. Yet if pulses of the combined light at and 2 are short enough, a relative phase parameter of the optical beams will be imprinted on the final superposition of the two states, and the resulting phase of the oscillation of the dipole moment of the final state will bear witness to that relative phase parameter.
To put this simple picture in a quantitative framework, we use a dynamics controlled truncation ͑DCT͒ calculation.
14 to study nonlinear interactions in semiconductors up to the fifth order in the optical field; see Axt and Mukamel 15 for recent reviews and further references. DCT calculations are most often used to study many-particle correlations beyond the mean-field level occurring in the third-͑and higher-͒ order response to the optical field. However, already at the second-order level, the DCT exposes failures of the HartreeFock ͑HF͒ factorization typically used in the semiconductor Bloch equations ͑SBE͒ to decouple the hierarchy of expectation values of dynamical variables. The HF limit of the SBE fails whenever the excitonic effects dominate the dynamics and the system is not in a coherent limit, i.e., when the time scale of the intraband kinetics is not limited by the interband lifetimes. 16, 17 This is exactly the case of interest for us.
To find the optically injected electrical ͑or spin͒ current we want to calculate the wave-vector-dependent populations of the electrons f ss ͑k͒ = ͗a s † ͑k͒a s ͑k͒͘ and holes f jj ͑k͒ = ͗a j † ͑−k͒a j ͑−k͒͘. In these expressions, a † ͑k͒ ͓a͑k͔͒ create ͑annihilate͒ the electron or hole with the two-dimensional in-plane wave vector k. The electron and hole operators are, respectively, subscripted by the z components of the spin s = ±1/2 or j = ±3/2.
Within the DCT, the populations can be written in terms of the interband polarizations p sj ͑k͒ = ͗a j ͑−k͒a s ͑k͒͘ and irreducible excitonic occupations given by a four operator expectation value
In terms of these quantities, the electron population is given as
One can express excitonic occupations up to the second order in the effective optical coupling 18 in terms of the firstorder interband polarizations. 16 At higher densities, the excitonic correlations will be important leading to various interaction effects, such as dynamic Stark shifts, excitation induced dephasing, etc. These effects will ultimately lead to corrections for the predicted currents at higher densities. Assuming that the momentum transfer from the incident light is negligible, the occupation takes the form
K͑k , kЈ͒ is the kinetic energy contribution given by
where ⑀ s ͑k͒ and ⑀ j ͑k͒ are the electron and hole singleparticle energies; ␥ 2 and ␥ n are the phenomenologically introduced decay rates, respectively, for the interband polarization and populations; and T͑k , kЈ͒ is the contribution due to Coulomb potential energy, which can be written as
V͑q͓͒n s Ј j Ј js ͑kЈ + q,kЈ + q,k,k͒
The latter contribution is responsible for the renormalization of the single-particle energies. Setting this contribution to zero is equivalent to the HF limit, and neglects interexciton dynamics on the time scale after the interband polarization has decayed. The first-order interband polarization is given by
where ⍀ sj is the Rabi energy of the respective transition, which for the one-photon transition is assumed to be k independent. For the one-photon transition it is proportional to v sj · A 2 , with v sj being the interband velocity matrix element, and A 2 being the vector potential of the optical field. For the two-photon transition, we use an effective Rabi energy of the second order in the field proportional to v sj · A ͑v ss − v jj ͒ · A . 18 In this case, both the inter-and intraband velocities contribute to the effective coupling causing the effective matrix elements to depend on the momentum. The phases of the fields ͑ 2 and ͒ can be used to control the phase of the currents.
It is convenient to project the equations of motions onto the excitonic eigenstates. The populations then can be written as f ss ͑k , t͒ = ͚ nm f ss nm ͑k , t͒ with where the propagator G is given by
and p sj n = ͚ k p sj ͑k͒ n j* ͑k͒ is the projection of the interband polarization onto the excitonic eigenstate corresponding to the k-space eigenfunction n * ͑k͒ ͑Ref. 19͒ with a quantum number n.
In the following, we numerically evaluate the above equations with the excitonic expansion truncated to the 1s and 2p states. In the case of the charge current ͑albeit in a different configuration͒, the continuum states have recently been shown not to play a significant role. 11 We will present the corresponding calculation including these states for the spin current case in a future publication.
The terms with n m in Eq. ͑7͒ are equivalent to the Raman coherence contribution between the 1s and 2p states, responsible for the quantum interference and the asymmetry of the populations. The relative phase parameter 2 −2 implicitly contained in this contribution defines the phase of the realized current.
We treat the dephasing on a phenomenological level, which is a common practice. 14, 16 It is reasonable to expect the relaxation dynamics to have three different time scales in this system. The dephasing time of the interband polarization is usually much smaller than the decay time of the populations. On the other hand, the interexciton coherence contribution would probably decay faster than populations, although still slower than the excitonic polarizations, as has been found in the experiment. 17 Therefore, we have assumed the excitonic occupation decay rate to depend on exciton quantum numbers in Eq. ͑7͒. In our calculation, we assume a typical excitonic interband polarization decay time, and a faster intraband decay; the latter time is not well established. Thus, we set ␥ 1s,1s = ␥ 2p,2p =0, ␥ 2 =2/3ps −1 , ␥ 1s,2p = 1.5␥ 2 . Although the exact decay times depend on temperature, our chosen decay times are within the limits accepted for lowtemperature dynamics. 8, 16, 17 Gaussian pulses of 100 fs are used with various polarization combinations: the and 2 fields are taken to be collinearly, cross linearly, or cocircularly polarized. Both pulses are energetically centered at the 1s exciton transition. Nonetheless, the use of these short pulses means that both spectra will extend to the transition from the ground state to the 2p exciton as well. The intensities of the pulses are chosen so that the geometric mean of the exciton densities ͱ n ͑1s͒ n ͑2p͒ is equal to 10 10 /cm 2 . In Fig. 2 , we plot different contributions to the electronic population of s =1/2 spin subsystem vs k x and time. Both fields are polarized along the x direction and the pulses are centered at t = 0. As expected, one can see the steady electronic population due to 1s and 2p excitons. The addition of the interference contribution gives the total population oscillating in time between positive and negative values of momentum.
We calculate the current density associated with a spin component s,
where e is electron charge, l is the quantum well width, and m e is the effective electron mass. Corresponding results for the mentioned polarization combinations are presented separately for two spin subsystems in Fig. 3 . The currents in the x and y directions are plotted, respectively, with solid and dashed lines. When the beams are cross polarized ͑with the 2 beam y polarized͒, the charge currents of the two spin subsystems are out of phase by , and there is no net charge current. There is, however, a pure spin ac current, defined as
In the case of collinearly polarized beams ͑x polarized͒, an electrical current along ±x is generated. Finally, when the light pulses have the same circular polarization only one subsystem is coupled with light, in our approximation without light holes, and we observe a circular spin-polarized charge current. Assuming the width of the quantum well is 10 nm, the amplitude of these calculated currents is on the order of 10 kA/ cm 2 . The electrical currents should of course lead to light emission on a 1s-2p frequency, i.e., THz range. The estimated peak-emitted THz power for our model parameters is on the order of 100 W, and should be detectable.
The pure spin current will not lead to any ͑dipole͒ THz radiation, and their detection will be more difficult. While spin-polarized carrier separations on the order of the excitonic Bohr radius have been optically detected in experimental studies of pure spin currents in the continuum, 4 it will be more difficult to design detection scenarios for ac pure spin current. However, an indirect signature of the spin current can also be obtained through the THz signal if an additional circularly polarized 2 pulse is applied following the current-forming linearly polarized pulses.
In summary, we have shown theoretically how an ac spin current can be optically injected in a semiconductor. The effect is based on the quantum interference between coherent excitonic states of different spatial symmetry ͑1s and 2p states in our example͒ generated by one-and two-photon absorption. The nature of the realized current ͑spin or charge͒ as well as its direction can be controlled by the polarizations of the light pulses.
In addition to the potential importance of the predicted novel spin currents in spintronics, their detection would also shed light on the fundamental problem of decoherence in semiconductors, in particular, the relation between the 1s-2p coherence dephasing time and exciton coherence dephasing time.
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