Abstract. We consider positive, integral-preserving linear operators acting on L 1 space, known as stochastic operators or Markov operators. We show that, on finite-dimensional spaces, any stochastic operator can be approximated by a sequence of stochastic integral operators (such operators arise naturally when considering matrix majorization in L 1 ). We collect a number of results for vector-valued functions on L 1 , simplifying some proofs found in the literature. In particular, matrix majorization and multivariate majorization are related in R n . In R, these are also equivalent to convex function inequalities.
Introduction
In this work, we connect several generalizations of majorization in reference to vector-valued measurable functions; notably, matrix majorization, multivariate majorization, mixing distance, f -divergence, and coarse graining. While some results are known, they appear rather obscure in the literature; we also simplify arguments when possible.
We first recall the definition of (vector) majorization: if x, y ∈ R n , we say x is majorized by y, denoted x ≺ y, if (and similarly for y). A well-known theorem of Hardy, Littlewood, and Pólya states that x ≺ y is equivalent to the existence of a doubly stochastic matrix S such that x = Sy [11, Theorem 8] .
Consider now two matrices R ∈ M m×n (R) and T ∈ M p×n (R). We say R is majorized by T , denoted R ≺ T (where it is clear from context that this is matrix majorization rather than vector majorization, although matrix majorization is sometimes denoted ≺ d or ≺ S to distinguish it from vector majorization) if there exists a column stochastic matrix S ∈ M m×p (R) such that R = ST . For more information on matrix majorization, see [8] ; when we restrict ourselves to the special case where m = p and S is doubly stochastic we get a more restrictive ordering called multivariate majorization, see [18, Chapter 15] . Matrix majorization has recently been generalized to quantum majorization between bipartite states [10] .
We denote by L 1 (X, µ), or simply L 1 (X) if the measure µ is clear from context, the set of all functionals f satisfying X |f |dµ < ∞. If f ∈ L 1 (X), the distribution function of f is defined by d f (s) = µ({x : f (x) > s}) for all real s, and the decreasing rearrangement of f is defined by
We are now in the position to define continuous majorization. Typically the word "continuous" is dropped as it is clear from context. Definition 1.1. Let (X, µ) and (Y, ν) be finite measure spaces for which a =
where the integration is with respect to Lebesgue measure, then we say that f is majorized by g, denoted f ≺ g.
Following [8] , we define the positive homogeneous subadditive functionals on R n , also called sublinear functionals, to be all functionals ψ satisfying ψ(λx) = λψ(x) and ψ(x + y) ≤ ψ(x) + ψ(y) for all x, y ∈ R n , and λ ≥ 0. Part of [8, Theorem 3.3] shows that if R ∈ M m×n (R) and T ∈ M p×n (R), then R ≺ T is equivalent to m j=1 ψ(r j ) ≤ p j=1 ψ(t j ) for all sublinear functionals ψ, where r j is the jth row of the matrix R, and similarly for t j .
Given a measure space (
, denote the set of all measurable functions f from (X, µ) to R n that satisfy X |f |dµ < ∞, where |f |(x) = n k=1 |f k (x)|. The notion of a stochastic matrix was generalized to a stochastic operator on [23] ; we provide the corresponding definition for a stochastic operator from
. Such an operator is sometimes referred to a Markov operator in the literature [16] .
(1) S is positive (that is, S takes positive elements to positive elements), and
Moreover, if in addition to the two conditions above, µ(X) = ν(Y ) < ∞ and S1 = 1, then S is called a doubly stochastic operator.
We have the following lemma which will be useful later on.
Note that the absolute value function is a nonnegative sublinear functional on R; we will later show that a similar inequality holds for all nonnegative sublinear functionals on R n . We first need to describe how S acts on an element of
Definition 1.4. Let (X, µ) be a σ-finite measure space and let P = {E i } i∈N be a partition of X into disjoint measurable sets of finite measure. We define M P to be the operator which maps every f ∈ L 1 (X) to i∈N a i χ Ei where
We note that it is easy to verify that M P in Definition 1.4 is a stochastic operator on L 1 (X); in fact, it maps 1 → 1 and is therefore a doubly stochastic operator.
for all x, y ∈ K and all λ ∈ (0, 1). We note that affine functions on the nonnegative face of the unit ball of L 1 are exactly the stochastic operators. Affine transformations on measure spaces are used to define coarse graining, a relation on the measurement statistics coming from two positive operator valued measures [2, 3, 13, 14, 25] . A stochastic operator is an affine transformation between nonnegative faces of the unit balls in the respective measure spaces. Note that the L 1 norm is one of the few norms where the nonnegative elements of the unit ball form a face.
The following theorem is a combination of two well-known results in the literature.
where µ(X) = ν(Y ) < ∞, then the following are equivalent:
Proof. Chong [7] in Theorem 2.5 proved the equivalence of 1 and 2 and Day [9] in Theorem 4.9 proved the equivalence of 2 and 3.
Of particular interest are the integral operators which are stochastic or doubly stochastic.
A doubly stochastic kernel is a stochastic kernel with the additional property that Y S(x, y)dν(y) = 1 for almost all x ∈ X.
is said to be a stochastic integral operator (resp. doubly stochastic integral operator) if S(x, y) is stochastic kernel (resp. doubly stochastic kernel).
All stochastic integral operators are stochastic operators, and all doubly stochastic integral operators are doubly stochastic operators. However, the converse of either statement is false. Indeed, consider the identity operator which is a doubly stochastic operator but is not a doubly stochastic integral operator nor a stochastic integral operator.
Convex function inequalities
We now discuss some properties of convex and sublinear functionals.
Then by convexity of φ we have
It follows that ψ is a sublinear functional on K × (0, ∞).
Due to issues with convergence, we have avoided considering x = 0 in the above proposition, whence the restriction to (0, ∞). However, one can consider x → 0 + to obtain the recession function φ ∞ . Note that the converse of the above proposition is immediate; any sublinear functional on a convex set is automatically convex on that set. Proposition 2.2. Let K be a convex subset of R n . For any continuous convex nonnegative functional φ on K, there exists an increasing sequence of Lipschitz convex nonnegative functionals {φ k } ∞ k=1 that converges pointwise to it on K. If further, K is a convex cone and φ is sublinear, then {φ k } ∞ k=1 can be taken to be sublinear.
If K is a closed convex cone in R n , then in fact every continuous sublinear functional φ : K → R is Lipschitz.
To prove Theorem 3.3, we require the generalization of Jensen's inequality to the multivariate case; see [18, Proposition 16 
Theorem 2.3. (multivariate Jensen's inequality) Let (X, µ) be a probability measure space. Let φ : R n → R be a convex function and let
If φ is a sublinear function, we no longer require the measure to be a probability measure. 
The related concept of f -divergence (which we call φ-divergence since φ is convex) was introduced by Csiszár [6] and was studied extensively by statisticians [5, Chapter 2] and [4, 15, 17, 20, 24] . Similar concepts with different names have also appeared in the Physics literature [12, Chapter 6] and [19, 25] . Definition 2.5. Let (X, µ) be a measure space and V be a real vector space. Let φ be a real valued convex function on V . Let f : X → V and let h : X → (0, ∞) with all functions being measurable. Then the φ-divergence of f with respect to h is X hφ(
The following result is useful in relating φ-divergence inequalities with sublinear functional integral inequalities:
) and G(y) = (g(y), k(y)). The following are equivalent.
(1) The φ-divergence of f with respect to h is less than or equal to that of g with respect to k; that is, X φ(
Then φ is a real valued convex function on K. We can then use the sublinearity of ψ to prove the following: 
k(y) )k(y)dν(y).
A generalization of matrix majorization
With the notion of a stochastic operator from L 1 (Y, ν) to L 1 (X, µ), we can generalize the definition of matrix majorization:
Then we say that f is matrix majorized by g, denoted f ≺ M g, if there exists a stochastic operator S such that f = S(g); i.e., f k = Sg k for all k = 1, . . . , n.
It is straightforward to check that matrix majorization between measurable functions in L 1 is a reflexive, transitive relation and therefore is a preorder, which generalizes the same result in [8, Theorem 3.3] for matrix majorization on matrices.
The term matrix majorization was coined by Dahl [8] . To see that our formulation is a generalization of Dahl's, we now restrict ourselves to the special case where X = {1, 2, ..., m} and Y = {1, 2, ..., p} are finite sets, µ and ν are counting measures. We can represent each function f = (f 1 , f 2 , ..., f n ) ∈ L 1 (X, R n ) as an n by m matrix A f whose kth column is f (k). We can see that f is matrix majorized by g if there exists a row stochastic matrix S such that A f = A g S; the later is Dahl's formulation of matrix majorization on matrices.
We now note that part of [8, Theorem 3.3] can now be rephrased as follows:
Then f is matrix majorized by g if and only if
This suggests the following one-sided extension to the general case.
Proof. Suppose there exists a stochastic kernel S(x, y) :
Let φ : R n → R be sublinear. Hence by using Theorem 2.4 and Fubini's Theorem
Note that, if we take X = Y = [0, 1] in Theorem 3.3, then this is nearly the definition of mixing distance [22, Definition 1a] , except that the authors of [22] take φ to be any convex functions, or certain subsets thereof, whereas we are working with sublinear (positively homogeneous convex) functionals in accordance with [8] . This similarity hints at a connection between matrix majorization and the mixing distance.
Lemma 3.4. Let (X, µ) be a σ-finite measure space and let f ∈ L 1 (X). Then there exists a sequence of partitions {P n } ∞ n=1 of X into disjoint sets of finite measure such
where E 0 = {x ∈ X : f (x) < −n} and E j = {x ∈ X :
2 and E 2n 2 +1 = {x ∈ X : f (x) ≥ n}. If E k has infinite measure for some k ∈ {0, . . . , 2n 2 + 1}, since X is σ-finite, E k is a countable disjoint union of sets of finite measure. Replace every such E k in the partition with the sets of finite measure. It is then easy to verify that {M Pn f } ∞ n=1
converges to f in the L 1 norm.
We note that if P = {E i } i∈N and Q = {F i } j∈N are two partitions of X into disjoint sets of finite measure, then we can form the intersection partition P ∩ Q = {E i ∩ F j : i, j ∈ N}.
Lemma 3.5. Let (X, µ) be a σ-finite measure space and let V be a finite dimensional subspace of L 1 (X). Then there exists a sequence of partitions {P n } ∞ n=1 of X into disjoint sets of finite measure such that {M Pn f } ∞ n=1 converges to f in the L 1 norm for all f ∈ V .
Proof. The proof is by induction on the dimension of V with the base case being Lemma 3.4. Now suppose the induction hypothesis holds for dimension n and let V be a subspace of dimension n + 1. Let S be a subspace of V of dimension n; by the induction hypothesis there exists a sequence of partitions {P n } ∞ n=1 of X into disjoint sets of finite measure such that {M Pn f } ∞ n=1 converges to f in the L 1 norm for all f ∈ S. Now let g ∈ V with g ∈ S, then by Lemma 3.4 there exists a sequence of partitions {Q n } ∞ n=1 into disjoint sets of finite measure such that {M Qn g} ∞ n=1 converges to g in the L 1 norm. It is easy to see that sequence of intersection partitions {R n = P n ∩ Q n } ∞ n=1 now satisfies the property that that
Proof. Let P = {E i } i∈N be a partition of X into disjoint sets of finite measure. Then M P S is a stochastic operator from L 1 (Y ) → L 1 (X); we will show that it is a stochastic integral operator. Fix x ∈ X. Then there exists a unique k such that x ∈ E k . Define the functional g x (f ) = (M P Sf )(x). Then
Since M P S is a stochastic operator, we have
and by using Fubini's Theorem, we find
Therefore X K P (x, y)dµ(x) = 1 for almost all y ∈ Y . Since V is a finite dimensional subspace of L 1 (Y ), the forward image S(V ) is a finite dimensional subspace of L 1 (X). The result now follows from Lemma 3.5.
We also have a doubly stochastic version of this theorem:
Theorem 3.7. Let (X, µ) and (Y, ν) be finite measure spaces. A doubly stochastic operator D :
can be approximated by doubly stochastic integral operators.
be a partition of X into disjoint sets of finite measure. The operator M P : L 1 (X) → L 1 (X) from Definition 1.4 is a doubly stochastic operator and since the composition of doubly stochastic operators is a doubly stochastic operator, M P D is a doubly stochastic operator. By a proof similar to that of Theorem 3.6, for all f ∈ L 1 (Y ) we have (M P Df )(x) = Y K P (x, y)f (y)dν(y) such that X K P (x, y)dµ(x) = 1 for almost all y ∈ Y . Now suppose f = 1. Then Y K P (x, y)dν(y) = 1 for almost all x ∈ X and hence M P D is a doubly stochastic integral operator.
for all nonnegative sublinear functionals φ :
Proof. Let g = (g 1 , ..., g n ) and V = span{g 1 , ..., g n }. Since V is a finite dimensional subspace of L 1 (Y ), by using Theorem 3.6, there exists a sequence of stochastic integral operators {S k } ∞ k=1 which converges to the stochastic operator S coming from Definition 3.1. Now by using Theorem 3.3, for each k ∈ N we obtain X φ(S k g)dµ(x) ≤ Y φ(g)dν(y) for all sublinear functionals φ.
Since φ is sublinear on R n , it is Lipschitz; denote its Lipschitz constant as c. Then we have,
Since lim k→∞ S k g j = Sg j in L 1 for all j, the left hand side must go to zero which means that lim k→∞ X φ(S k g)dµ(x) = X φ(Sg)dµ(x). Therefore we have
We note that a special case of this result is a slight generalization of a theorem of Alberti; when X = Y and µ = ν, Theorem 3.8 reduces to one direction of the following result which was proved using methods from the theory of von Neumann algebras.
Theorem 3.9. [1, Theorem 1] Let (X, µ) be a σ-finite measure space and f, g ∈ L 1 (X, R n ). Then f is matrix majorized by g, if and only if
We do not know if the converse to Theorem 3.8 holds for arbitrary measures. We now consider a generalization of majorization known as multivariate majorization. In the setting of R n , we can show (Theorem 3.11) that matrix majorization and multivariate majorization are strongly related. Definition 3.10. Let (X, µ) and (Y, ν) be finite measure spaces, f ∈ L 1 (X, R n ), and g ∈ L 1 (Y, R n ). Then f is multivariate majorized by g if there exists a doubly stochastic operator D :
The following are equivalent:
(1) (f 1 , f 2 , . . . , f n , h) is matrix majorized by (g 1 , g 2 , . . . , g n , k); i.e., there exists a stochastic operator S : with respect to measures α and β where the measures α and β are defined by α = h dµ and β = k dν; i.e., there exists a doubly stochastic operator D :
h for all i = 1, ..., n. Proof. Let T s denote the multiplication operator which maps any function f to the product sf .
(1) ⇒ (2): Suppose there exists a stochastic operator S :
The multiplication operator T 1/h is a stochastic operator from L 1 (X, µ) to L 1 (X, α). Note that for all i = 1, . . . , n, f i ∈ L 1 (X, µ) and T 1/h (f i ) = 
Since D is a (doubly) stochastic operator and the product of stochastic operators is a stochastic operator, S is a stochastic operator such that Sg i = f i for all i = 1, ..., k and Sk = h.
In the setting of R we can show that matrix majorization, multivariate majorization, and the convex function inequalities are all strongly related. The following theorem can be viewed as a simplified version of the result on mixing distance in [22] . Theorem 3.12. Let (X, µ) and (Y, ν) be finite measure spaces, f ∈ L 1 (X, R), g ∈ L 1 (Y, R), h ∈ L 1 (X, (0, ∞)), k ∈ L 1 (Y, (0, ∞)), with X h dµ = Y k dν. The following are equivalent:
(1) There exists a stochastic operator S : L 1 (Y, ν) → L 1 (X, µ) such that Sg = f and Sk = h. (1) and (3) follows from Theorem 3.11 with n = 1.
