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We study a spin-orbital model for 4d1 or 5d1 Mott insulators in ordered double perovskites with
strong spin-orbit coupling. This model is conveniently written in terms of pseudospin and pseudo-
orbital operators representing multipoles of the effective j = 3/2 angular momentum. Similarities
between this model and the effective theories of Kitaev materials motivate the proposal of a chi-
ral spin-orbital liquid with Majorana fermion excitations. The thermodynamic and spectroscopic
properties of this quantum spin liquid are characterized using parton mean-field theory. The heat
capacity, spin-lattice relaxation rate, and dynamic structure factor for inelastic neutron scattering
are calculated and compared with the experimental data for the spin liquid candidate Ba2YMoO6.
Moreover, based on a symmetry analysis, we discuss the operators involved in resonant inelastic
X-ray scattering (RIXS) amplitudes for double perovskite compounds. In general, the RIXS cross
sections allow one to selectively probe pseudospin and pseudo-orbital degrees of freedom. For the
chiral spin-orbital liquid in particular, these cross sections provide information about the spectrum
for different flavors of Majorana fermions.
I. INTRODUCTION
Quantum spin liquids (QSLs) are highly entangled
phases of matter arising in strongly interacting spin sys-
tems [1]. Their intrinsic nonlocal character makes them
elusive, since standard experimental techniques probe
two-point correlation functions. Experiments performed
on QSL candidates must then combine the outcomes of
different techniques with a careful theoretical analysis [1–
3]. The difficulties to experimentally verify these quan-
tum states of matter highlight the importance of study-
ing effective Hamiltonians which stabilize them as ground
states. If one could calculate the response functions for
these Hamiltonians, general properties of QSLs could be
investigated accurately, thus guiding the design and in-
terpretation of experiments.
The Kitaev model on the honeycomb lattice plays an
important role in this context [4]. This spin Hamiltonian
displays Ising-like interactions along different quantiza-
tion axes depending on the bond directions. This causes
an exchange frustration that drives the system to a Ma-
jorana QSL ground state [5]. Thanks to its integrability,
several thermodynamic [6–9] and spectroscopic [10–14]
responses of the Kitaev model have been calculated ex-
actly.
Remarkably, the seminal work of Jackeli and Khali-
ullin [15] showed that the Kitaev model is a good start-
ing point to describe the magnetism of certain 4d5 or
5d5 Mott insulators. To derive the Kitaev Hamiltonian,
they considered the interplay of t2g orbital directional-
ity, hole virtual transfer through intermediate oxygen or-
bitals, electronic correlation and strong spin-orbit cou-
pling (SOC) [16]. The work in Ref. [15] made specific
proposals for candidate materials that could exhibit a
QSL ground state, leading to a manifold of experimen-
tal studies, exemplified by Refs. [17–20]. Unfortunately,
none of the compounds studied so far harbors a Majo-
rana QSL, showing instead different types of magnetic
order at low temperatures. The magnetic order in these
materials can be explained by the effects of competing ex-
change interactions which have to be added to the Kitaev
model [21–23]. The effective Hamiltonians generated by
the Jackeli-Khaliullin mechanism are examples of quan-
tum compass models, which are known to host unusual
magnetism [24]. The wealth of theoretical proposals and
experiments has led much of the research on QSLs to
turn to compounds that combine strong correlations and
SOC [25–27].
Mott insulators in ordered double perovskites based
on heavy d ions satisfy the conditions leading to quan-
tum compass models. Ordered double perovskites are
oxides of general stoichiometry A2BB’O6, where A cor-
responds to an alkaline-earth or lanthanide, and B, B’
are transition metal ions (Fig. 1a). Chen et al. [28]
put forward a spin-orbital model for compounds in which
B’ is the only magnetically active ion in a 4d1 or 5d1
electronic configuration. In materials that retain cubic
symmetry, the spin and orbital angular momenta of the
electron in the t2g orbital combine to form an effective
j = 3/2 magnetic moment. The effective spin Hamil-
tonian in this case contains bond-dependent anisotropic
interactions between j = 3/2 moments distributed on an
fcc lattice (Fig. 1b). However, in contrast to the Kitaev
model, the interactions involve higher multipoles of the
angular momentum.
The combination of geometric frustration in the fcc
lattice and multipolar interactions induced by SOC can
favor exotic phases such as valence bond solids or QSLs
[28]. In coherence with these predictions, experimental
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Figure 1: (Color online) (1a) Crystal structure of ordered dou-
ble perovskites, with chemical formula A2BB’O6. The oxygen
O2− anions correspond to the vertices of the octahedra. (1b)
Tetrahedron of the B’ species, highlighting the exchange path.
Different bond colors represent different first-neighbor inter-
actions in xy, yz or xz planes.
results show that the double perovskite Ba2YMoO6 does
not present any structural transition or magnetic order
down to 2K (much lower than its Curie-Weiss temper-
ature) [29–32]. Motivated by these observations, a chi-
ral spin-orbital liquid has been proposed as a possible
ground state of the double perovskite model in a par-
ticular regime [33]. This QSL is similar to some three-
dimensional versions of the Kitaev model [34, 35], as it ex-
hibits Majorana fermion excitations with a gapless nodal-
line spectrum instead of a Fermi surface. Another theo-
retical proposal to explain the properties of Ba2YMoO6 is
the disordered dimer-singlet phase [36]. The latter shares
with the chiral spin-orbital liquid the property of pseudo-
gapped low-energy excitations, which are however due to
a random distribution of dimerized bonds.
In this work, we calculate various response functions
of the j = 3/2 chiral spin-orbital liquid proposed in Ref.
[33] within the mean-field approximation of free Majo-
rana fermions. We calculate the magnetic specific heat,
spin-lattice relaxation rate, and inelastic neutron scat-
tering (INS) cross section and compare the theoretical
results with the experimental data for Ba2YMoO6 [29–
32]. We also investigate the expected resonant inelastic
X-ray scattering (RIXS) cross sections of the chiral spin-
orbital liquid. RIXS has grown in importance in recent
years [37, 38], due to its ability of probing orders that are
hidden from neutron experiments [39] and of distinguish-
ing different types of excitations by tuning the polariza-
tion and energy of the photons. In fact, recent studies
of RIXS cross sections for the Kitaev honeycomb model
showed that they can probe gapless Majorana fermions
and gapped visons separately [14]. This result is in sharp
contrast to the dynamic structure factor measured in
neutron scattering, which probes spin excitations that
in the Kitaev model always excite a gapped vison [10–
13]. Therefore, RIXS can give more information about
Majorana fermions than the usual experiments. This is
particularly interesting for the chiral spin-orbital liquid
[33], whose spectrum contains non-degenerate flavors of
Majorana fermions associated with different spin-orbital
excitations.
The paper is organized as follows. In Section II, we
describe the electronic structure of the Mo5+ ion, rele-
vant for the magnetism in Ba2YMoO6, and derive the
microscopic Hamiltonian for ordered double perovskites.
Section III discusses the parton mean-field theory for the
chiral spin-orbital liquid state. In Section IV, we present
our results for specific heat, spin-lattice relaxation rate
and INS cross section, providing comparison with avail-
able experimental data. Section V contains our results
for RIXS scattering operators for ordered double per-
ovskites, based on a symmetry analysis of the L absorp-
tion edge. These results apply in general to 4d1 and 5d1
based compounds. An important outcome of this anal-
ysis is a proposal of how to directly probe pseudospin
and pseudo-orbital degrees of freedom of the j = 3/2
multiplet. We apply these results in particular to cal-
culate the RIXS cross sections of the chiral spin-orbital
liquid. Finally, we summarize our results and suggest fu-
ture developments for theory and experiments in Sec. VI.
Technical details of the calculations and complementary
results are left to the Appendices.
II. MODEL AND SYMMETRY
A. t2g orbitals in d1 configuration
We start by discussing the orbital physics of singly oc-
cupied t2g orbitals. Double perovskites with stoichiom-
etry A2BB’O6 are structurally formed by corner-sharing
BO6 and B’O6 octahedra, arranged as shown in Fig. 1a.
The projection of the angular momentum L (L = 2 for
d orbitals) onto the t2g triplet defines a l = 1 effective
angular momentum l [40, 41]:
l = −Pt2gLPt2g , (2.1)
in which Pt2g is the projection operator. Let dαβ,σ be
the annihilation operator for an electron in the αβ or-
bital (αβ ∈ {xy, yz, xz}) with spin σ ∈ {↑, ↓}, and dml,σ
the corresponding operators for eigenstates of lz, with
eigenvalue ml ∈ {−1, 0, 1}. The relation between these
operators is [28]
d0,σ = dxy,σ, (2.2)
d±1,σ =
∓dyz,σ − idzx,σ√
2
. (2.3)
Equations (2.2) and (2.3) provide a complete basis to
describe the physics of d1 strongly correlated systems.
Spin-orbital models for double perovskites considering all
states spanned by this basis were studied in Ref. [42].
3Figure 2: Energy level splitting of 4d1 or 5d1 electrons in
the presence of a cubic-symmetric crystal field and spin-orbit
coupling. The density profiles of the A, B and C states are
also illustrated.
These general models interpolate between the weak and
strong SOC limits. Here we focus on the limit in which
the SOC is strong enough to justify a projection of the
Hamiltonian onto a low-energy subspace. The ionic spin-
orbit Hamiltonian is written as
Hion = −λl · S, (2.4)
in which S is the electronic spin and λ > 0 is the SOC
constant. The effect of Hion is to split the t2g levels into
one j = 1/2 and one j = 3/2 manifold (J = l + S), the
latter being energetically favored by a gap of 3λ/2.
It is convenient to organize the six eigenstates of Hion
into three Kramers’ doublets. We define the correspond-
ing annihilation operators by [43, 44]
Aσ = 2σ
(
1√
3
d0,−σ −
√
2
3
d−2σ,σ
)
, (2.5a)
Bσ =
√
2
3
d0,−σ +
1√
3
d−2σ,σ, (2.5b)
Cσ = d2σ,σ. (2.5c)
where σ =↑, ↓= ±1/2 distinguishes between Kramers-
degenerate states. Note that in this notation the index σ
in Aσ and Bσ is not directly connected with the actual
spin eigenvalue in the d operators on the right-hand side
of Eqs. (2.5).
Figure 2 shows the level splitting and the electronic
density profiles of the A, B and C states. The A states
are associated with the higher-energy j = 1/2 subspace.
In the presence of cubic symmetry (which is the case for
Ba2YMoO6 [28]), the B and C states are degenerate and
form the j = 3/2 multiplet. However, since they have
different electronic distributions, their degeneracy would
be lifted by a tetragonal lattice distortion (see Appendix
A). In terms of eigenstates |j,mj〉 of J2 and Jz, we can
identify the states created by B†σ and C†σ as
|B↑〉 =
∣∣∣∣32 , 12
〉
, (2.6a)
|B↓〉 =
∣∣∣∣32 ,−12
〉
, (2.6b)
|C↑〉 =
∣∣∣∣32 , 32
〉
, (2.6c)
|C↓〉 =
∣∣∣∣32 ,−32
〉
. (2.6d)
Alternatively, we can use two pseudospins 1/2 to la-
bel the four states in the j = 3/2 subspace [33]. The
first pseudospin is denoted s and is associated with the
Kramers degeneracy:
s =
{
−σ, for Bσ,
+σ, for Cσ.
(2.7)
The second pseudospin, hereafter called pseudo-orbital
τ , is defined by
τ =
{
− 12 , for B,
+ 12 , for C.
(2.8)
In the notation of |s, τ〉, with s, τ = ±1/2, we write
|B↑〉 =
∣∣∣∣−12 ,−12
〉
, (2.9a)
|B↓〉 =
∣∣∣∣12 ,−12
〉
, (2.9b)
|C↑〉 =
∣∣∣∣12 , 12
〉
, (2.9c)
|C↓〉 =
∣∣∣∣−12 , 12
〉
. (2.9d)
This definition is such that the z component of the total
angular momentum is given by
Jz = sz + 4szτz, (2.10)
where the operators sz and τz are defined by
sz|s, τ〉 = s|s, τ〉, (2.11)
τz|s, τ〉 = τ |s, τ〉. (2.12)
More generally, if we define the vector of annihilation op-
erators ξ ≡ (C↑, C↓, B↑, B↓)t, we have a basis of operators
in the space of a singly occupied j = 3/2 level:
sa =
1
2
ξ†(I⊗ σa)ξ, (2.13)
τa =
1
2
ξ†(σa ⊗ I)ξ, (2.14)
saτ b =
1
4
ξ†(σb ⊗ σa)ξ, (2.15)
4where σa, with a ∈ {x, y, z}, are Pauli matrices and I is
the 2 × 2 identity matrix. The pseudospin and pseudo-
orbital operators obey the SU(2) algebra:
[sa, sb] = iabcsc, (2.16)
[τa, τ b] = iabcτ c, (2.17)
[sa, τ b] = 0. (2.18)
Similar spin and orbital operators appear in Kugel-
Khomskii models for eg orbitals without SOC [45–51].
A crucial difference is that here s and τ act on j = 3/2
states, in which spin and orbital degrees of freedom are
entangled as described by Eqs. (2.5).
Table I shows how the multipoles of J are written in
terms of the components of s and τ . Here we introduce
the linear combinations of τx and τz:
τxy = τz, (2.19a)
τyz(zx) =
1
2
(−τz ±
√
3τx), (2.19b)
τxy = τx, (2.19c)
τyz(zx) = −1
2
(τx ±
√
3τz). (2.19d)
According to Table I, s is a linear combination of dipole
and octupole moments of J in the Γ4 representation.
Similarly, τx and τz correspond to quadrupoles in the Γ3
representation. The component τy appears separately as
a one-dimensional representation Γ2. We conclude that
all the components of s are odd under conjugation by
the time-reversal operator T . As for the pseudo-orbital
τ , the τx and τz components are even while τy is odd
under time reversal. More explicitly,
T−1τT = (τx,−τy, τz). (2.20)
B. Interacting spin model
In this subsection, we reproduce the derivation of the
effective spin model for d1 double perovskites following
Ref. [36]. We present this derivation here for complete-
ness and to mention some important aspects in the in-
terpretation of the model parameters.
We start from the multi-orbital Hubbard model
H =− t
∑
〈i,j〉γ ,σ
(d†i,αβ,σdj,αβ,σ + h.c.)
+ U
∑
i,a
ni,αβ,↑ni,αβ,↓ − JH
∑
i,σ
∑
γδ<αβ
ni,αβ,σni,γδ,σ
+ (U − 2JH)
∑
i,σ,σ′
∑
γδ<αβ
ni,αβ,σni,γδ,σ′
− JH
∑
i,γδ<αβ
(
d†i,αβ,↑di,αβ,↓d
†
i,γδ,↓di,γδ,↑ + h.c.
)
− JH
∑
i,γδ<αβ
(
d†i,αβ,↑di,γδ,↓d
†
i,αβ,↓di,γδ,↑ + h.c.
)
.
(2.21)
Here i labels the lattice sites, αβ labels the t2g orbitals, σ
is the electronic spin, U is the Coulomb interaction, and
JH is Hund’s coupling. We use the ordering convention
xy < yz < zx. The hopping processes are restricted to
nearest-neighbor sites, as in Ref. [28], such that γ labels
the axis perpendicular to the αβ plane of the 〈i, j〉 bond
(see Fig. 1b).
Using the single-occupancy constraint
∑
αβ
ni,αβ = 1 and
applying perturbation theory in the regime t  U, JH ,
we obtain the spin-orbital model [36]
Hso =J
∑
〈ij〉γ
(
Si · Sj + 1
4
)
ni,αβnj,αβ
− J ′
∑
〈ij〉γ
Si · SjP (γ)ij +
3
2
J ′
∑
〈ij〉γ
ni,αβnj,αβ
+ V
∑
〈ij〉γ
ni,αβnj,αβ , (2.22)
in which P (γ)ij = ni,αβn¯j,αβ + n¯i,αβnj,αβ with n¯i,αβ =
ni,βγ + ni,γα = 1 − ni,αβ . The coupling constants J , J ′
and V are given by
J =
K
3
(2r3 + r2) , (2.23)
J ′ =
K
4
(r1 − r2) , (2.24)
V =
K
3
(r2 − r3) , (2.25)
where K = 4t2/U , r1 = 1/(1 − 3η), r2 = 1/(1 − η) and
r3 = 1/(1 + 2η), with η = JH/U .
Equation (2.22) can be compared with the model de-
rived in Ref. [28]. The first line corresponds to the an-
tiferromagnetic exchange interaction, with a correction
in the sign of the spin-independent term. The second
line is formally the ferromagnetic Hamiltonian; the dif-
ference lies in the interpretation of the parameter J ′.
We find that J ′ is related with the ratio JH/U of the
transition metal, instead of the ratio at the oxygen site.
5Table I: Operators describing active multipoles within a cubic Γ8 quartet. Bars over functions of J indicate the symmetrization
with respect to all the possible permutations of the indices, e.g., JxJ2y = JxJ2y + JyJxJy + J2yJx. Adapted from Refs. [52, 53].
Moment Symmetry J multipoles (s, τ ) multipoles
Dipoles Γ4 Jx sx(1 + 4τyz)
Jy −sy(1 + 4τxz)
Jz sz(1 + 4τxy)
Quadrupoles Γ3 O3z2−r2 = 3(J
z)2 − J2 ≡ Oˆ02 6τz
Ox2−y2 = (J
x)2 − (Jy)2 ≡ Oˆ22 2
√
3τx
Γ5 Oxy =
1
2
JxJy ≡ Oˆ−22 2
√
3szτy
Oyz =
1
2
JyJz ≡ Oˆ−12 2
√
3sxτy
Oxz =
1
2
JxJz ≡ Oˆ12 −2
√
3syτy
Octupoles Γ2 Txyz =
√
15
6
JxJyJz 3
√
5
2
τy
Γ4 T
α
x = (J
x)3 − 1
2
(Jx(Jy)2 + (Jz)2Jx) 3sx(1− τyz)
Tαy = (J
y)3 − 1
2
(Jy(Jz)2 + (Jx)2Jy) −3sy(1− τxz)
Tαz = (J
z)3 − 1
2
(Jz(Jx)2 + (Jy)2Jz) 3sz(1− τxy)
Γ5 T
β
x =
√
15
6
[Jx(Jy)2 − (Jz)2Jx] 3√5sxτyz
T βy =
√
15
6
[Jy(Jz)2 − (Jx)2Jy] −3√5syτxz
T βz =
√
15
6
[Jz(Jx)2 − (Jy)2Jz] 3√5szτxy
The third line is similar to the electric quadrupole in-
teraction discussed in Ref. [28], differing by the absence
of a term proportional to (ni,βγ − ni,γα)(nj,βγ − nj,γα).
In summary, our minimal model also contains antifer-
romagnetic, quadrupole and ferromagnetic interactions.
However, the explanation of the model parameters comes
from a different mechanism.
Hereafter we focus on the limit of vanishing Hund’s
coupling η = 0, in which J = K and J ′ = V = 0. This
corresponds to the regime in which quantum fluctuations
are maximized and may favor a QSL ground state [28].
The final step is the projection of Hso onto the j = 3/2
manifold in the limit λ K:
Heff = P3/2HsoP3/2. (2.26)
Using the pseudospins and pseudo-orbitals discussed in
Subsection IIA, we find for η = 0 [33, 36]:
Heff =
4J
9
∑
〈ij〉γ
(
si · sj + 1
4
)(
1
2
− ταβi
)(
1
2
− ταβj
)
.
(2.27)
The bond-dependent exchange processes are represented
in Fig. 1b. In analogy with the effective models for
iridates [15, 21, 22], the anisotropy arises from the di-
rectionality of the t2g orbitals [16]. In this notation, the
hidden SU(2) symmetry of the effective model discussed
in Ref. [28] becomes transparent. More explicitly, if we
define the total pseudospin operator
stot =
∑
i
si, (2.28)
then [Heff, stot] = 0. This continuous symmetry, unex-
pected for general spin-orbit coupled systems, enhances
quantum fluctuations and favors unconventional mag-
netic states [28]. In addition, a Z3 symmetry correspond-
ing to a 2pi/3 rotation of the (τz, τx) vector and analo-
gous to the symmetry of quantum compass models [24] is
made evident by the ταβ pseudo-orbital operators. These
symmetry properties of Heff play an important role in the
ansatz for the chiral spin-orbital liquid to be discussed in
Sec. III. The expression for the more general projected
Hamiltonian with η 6= 0 is given in Appendix B.
III. MEAN-FIELD THEORY OF THE CHIRAL
SPIN-ORBITAL LIQUID
In the following we describe the parton mean-field the-
ory that gives rise to the chiral spin-orbital liquid stud-
ied in Ref. [33]. The motivation for considering a Ma-
jorana fermion parton construction arises mainly from
the similarities between the double perovskite model and
the Kitaev model, as they both contain bond-dependent
anisotropic exchange interactions. The main point of this
section is to discuss the spectrum of Majorana fermion
excitations, which will be important to interpret the re-
sponse functions discussed in Secs. IV and V.
The operators s and τ obeying the algebra in Eqs.
(2.16) through (2.18) can be represented by Majorana
fermions in the following way [49, 54–57]
sa = − i
4
abcηbηc,
τa = − i
4
abcθbθc, (3.1)
where a = x, y, z = 1, 2, 3 for the Majorana fermion fla-
vors. The six Majorana fermions ζa ∈ {ηa, θa} obey
6(ζa)† = ζa and
{
ζa, ζb
}
= 2δab. This representation has
a Z2 gauge structure because the sign of the fermions can
be changed (ηa → −ηa and θa → −θa) without modify-
ing the local physical operators. Since the Hilbert space
is enlarged, one needs to impose a local constraint at each
site j to identify the physical states:
iη1j η
2
j η
3
j θ
1
j θ
2
j θ
3
j = 1. (3.2)
The local constraint also implies that
saτ b = − i
4
ηaθb. (3.3)
Using Eq. (3.1), we rewrite the Hamiltonian in Eq.
(2.27) as
Heff =
J
36
∑
〈i,j〉γ
[∑
a<b
ηai η
a
j η
b
i η
b
j
+ (η2i η
3
i η
1
j + η
3
i η
1
i η
2
j + η
1
i η
2
i η
3
j )θ¯
αβ
j + (i↔ j)
+ηi · ηj θ¯αβi θ¯αβj + θαβi θαβj θ2i θ2j
]
+ const.. (3.4)
Here we have introduced the fermions θαβ and θ¯αβ as
linear combinations of θ1 and θ3 in analogy with Eqs.
(2.19):
θxy = θ1, (3.5)
θyz(zx) = −1
2
(θ1 ±
√
3θ3), (3.6)
θ¯xy = θ3, (3.7)
θ¯yz(zx) =
1
2
(−θ3 ±
√
3θ1). (3.8)
Let us analyze some symmetries of the Hamiltonian.
In general, we can define a six-component column vector
of Majorana fermions ζ = (η1, . . . , θ3)t that transform as
ζ ′ = Rζ, (3.9)
where R is an SO(6) matrix. Although the Hamiltonian
in Eq. (3.4) is not invariant under global SO(6) trans-
formations, it is invariant under a subset that includes
global rotations of the form R = Rη⊕Iθ, where Rη corre-
sponds to an SO(3) rotation of the vector η = (η1, η2, η3),
and Iθ is the identity matrix in the θ sector. This symme-
try is nothing but the global SU(2) invariance of Hamil-
tonian (2.27) expressed in terms of Majorana fermions.
Moreover, we can identify the Z3 symmetry as being gen-
erated by the transformation R = Iη ⊕Mθ, where Mθ is
the 2pi/3 rotation matrix acting on the two-component
vector (θ1, θ3) leaving θ2 invariant.
The action of time reversal T on Eq. (3.4) follows
from the symmetry properties of s and τ discussed in
Subsection IIA. In the representation of Eq. (3.1), T
can be defined as complex conjugation supplemented by
T−1θ2T = −θ2, while leaving the other flavors invariant.
With this rule, the Hamiltonian in Eq. (3.4) is explicitly
time-reversal invariant.
We construct a mean-field theory with the expecta-
tion values of bond operators 〈ζai ζbj 〉 as order parameters.
These parameters are chosen in a way that preserves as
many symmetries of the Hamiltonian (3.4) as possible.
Since the fcc lattice contains triangular plaquettes, a Ma-
jorana QSL necessarily breaks time reversal and reflec-
tion symmetries [58]. As a result, the mean-field theory
can preserve at most the SO(3), Z3 and some point-group
symmetries. To preserve the SO(3) symmetry, the state
must remain invariant under any global rotation of s.
Consequently, all order parameters of the type 〈ηai ηbj〉
with a 6= b vanish, and 〈ηai ηaj 〉 = 〈ηbi ηbj〉, for a, b = 1, 2, 3.
Similarly, 〈ηai θbj〉 vanishes for any pair (a, b). The Z3
symmetry rotates the ταβ operators among themselves.
Thus, requiring Z3 invariance implies that 〈θαβθ2〉 must
also be zero. Applying these restrictions, we perform the
mean-field decoupling of Eq. (3.4) and obtain the mean-
field Hamiltonian
HMF =
J
36
∑
〈i,j〉γ
(3u2ij + 3uijw¯ij + wijvij)
+
J
36
∑
〈i,j〉γ
[
i(2uij + w¯
αβ
ij )ηi · ηj
+3iuij θ¯
αβ
i θ¯
αβ
j + iw
αβ
ij θ
2
i θ
2
j + ivijθ
αβ
i θ
αβ
j
]
,
(3.10)
where iuij = 〈ηai ηaj 〉, ivij = 〈θ2i θ2j 〉, iwαβij = 〈θαβi θαβj 〉
and iw¯αβij = 〈θ¯αβi θ¯αβj 〉. Notice that all quadratic terms
are diagonal in the flavor index except those involving
θ1 and θ3. Moreover, the decoupled terms for ηa and
θ2 fermions differ only by the corresponding mean-field
amplitudes.
Our study of Eq. (3.10) is also restricted to translation-
ally invariant ansätze. In this regard, one must impose
the magnitude of each order parameter to be uniform:
uij = uφij , (3.11)
vij = vφij , (3.12)
wαβij = wφij for 〈i, j〉γ , (3.13)
w¯αβij = w¯φij for 〈i, j〉γ , (3.14)
where φij = ±1 are Z2 link variables. The anticom-
mutation relations of the Majorana fermions ensure that
φij = −φji, which gives an orientation to the links be-
tween the sites. To orient the links, it is convenient to
subdivide the fcc lattice into four cubic sublattices, la-
beled by X = 1, 2, 3, 4. As can be seen in Fig. 3b,
there is a correspondence between the sublattice sites
and the vertices of elementary tetrahedra. The orien-
tation of φij between sublattices can be represented on
a plane as shown in Fig. 3a. With two possible values
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Figure 3: (Color online) (a) Diagrammatic representation of
the most symmetric gauge choices on an elementary tetrahe-
dron. The arrow pointing from site i to site j represents that
φij = +1 (and φji = −1 in the opposite direction). Notice
that the two ansätze are conjugated by time reversal. (b) Rep-
resentation of the Z2 fluxes of the ansatz on the fcc lattice.
The flux through each face of a green (red) tetrahedron is pos-
itive (negative) when the sites are oriented counterclockwise
with respect to a normal vector pointing outward.
for each φij , there are in total 26 = 64 different “hop-
ping” configurations, which can be grouped into eight
non-gauge-equivalent ansätze.
While the order parameters are not gauge invariant,
physically distinct ansätze can be labeled by the gauge-
invariant Z2 fluxes through the elementary plaquettes.
Choosing three nearest-neighbor sites (i, j, k) in a fixed
orientation, one can define the flux χijk ≡ −iφijφjkφki.
The latter is closely related to the scalar spin chirality of
S = 1/2 QSLs [59–62]. Using Eq. (3.1), we can write
si · (sj × sk) = − i
8
abcη
a
i η
a
j η
b
jη
b
kη
c
kη
c
i . (3.15)
The operator in Eq. (3.15) is odd under time reversal
and is analogous to the spin chirality order parameter.
Using our mean-field decoupling, we obtain
〈si · (sj × sk)〉 = 3
8
uijujkuki =
3
8
iu3χijk. (3.16)
The physical state is determined by the Z2 flux configu-
ration on all plaquettes. We should note that the fluxes
through the faces of any tetrahedron are not all indepen-
dent. If the sites on any given face are oriented clockwise
with respect to an outward normal vector, the four fluxes
obey the relation
∏4
r=1 χr = 1, where r labels the faces
of the tetrahedron.
Time reversal plays an important role in choosing the
mean-field theory, since it relates pairs of non-equivalent
gauge configurations (see Fig. 3a). In terms of Z2 fluxes,
T inverts χijk of every elementary plaquette of the lat-
tice. Although not related by gauge transformations, two
gauge choices related by T lead to degenerate mean-field
ground states. Still guided by symmetry principles, we
study here the most symmetric ansätze, which are char-
acterized by the same Z2 flux through all faces of a tetra-
hedron. The imposition of translation invariance implies
that two tetrahedra sharing an edge have opposite Z2
fluxes (see Fig. 3b). In other words, our ansatz is a
staggered-flux Majorana QSL, where the staggering is
between nearest-neighbor tetrahedra.
We define the parity transformation P as a reflection
by a symmetry plane of the fcc lattice. As can be seen
in Fig. 3b, P inverts all flux orientations in the mean-
field ansatz. Since the Majorana QSL breaks both P
and T symmetries, it is classified as a chiral spin(-orbital)
liquid [60]. However, notice that the antiunitary operator
PT is still a symmetry, with (PT )2 = +1. Since we
are dealing with system of fractionalized quasiparticles,
crystalline symmetries must be studied by means of a
projective symmetry group (PSG) analysis [62], which
was discussed in Ref. [33]. Due to the breaking of P
and T , the point group symmetry of Hamiltonian (3.4)
is reduced from Oh × Z2, with Z2 corresponding to time
reversal, to a group isomorphic to Oh.
After fixing the ansatz, we solve the mean-field Hamil-
tonian using the Fourier mode expansion
ζakX =
√
2
N
∑
j∈X
ζajXe
−ik·Rj , (3.17)
where X = 1, 2, 3, 4 is the sublattice index and N is the
total number of sites in the fcc lattice. The positions of
the sites in sublattice X are given by
Rj = (nx, ny, nz) + δX , na ∈ Z, (3.18)
with δ1 = (0, 0, 0), δ2 = (1/2, 1/2, 0), δ3 = (0, 1/2, 1/2),
and δ4 = (1/2, 0, 1/2) in units where the lattice param-
eter is set to 1. The operators ζakX obey (ζ
a
kX)
† = ζa−kX
and {ζakX , ζak′X′} = δk,−k′δX,X′ . Thus, ζakX can then be
treated as complex fermions with well-defined occupation
numbers if we split the first Brillouin zone of the cubic
lattice into two halves, which can be mapped into each
other by inversion. Only one of these halves is taken
into account and will be called 12BZ. It is worth point-
ing out that the PSG analysis shows that the mean-field
ansatz is invariant under translations on the fcc lattice
[33]. This can be understood intuitively by noting that
translations by δX exchange the sublattices but do not
change the signs of the gauge-invariant fluxes represented
in Fig. 3b.
The mean-field Hamiltonian in Eq. (3.10) can be
rewritten in the form
HMF =
NJ
2
(
u2 + uw¯ +
vw
3
)
+
J
18
∑
k∈ 12BZ
[
(2u+ w¯)
3∑
a=1
(ηak)
†H1(k)ηak
+w
(
θ2k
)†H1(k)θ2k + (Θk)†H2(k)Θk] , (3.19)
8where ζk = (ζk,1, ζk,2, ζk,3, ζk,4)t for ζ ∈ {ηa, θ2} are four-
component spinors, and Θk = (θ1k1, θ
1
k2, ..., θ
3
k4)
t is an
eight-component spinor. To find the ground state of Eq.
(3.19), first we study the 4× 4 matrix H1(k), given by
H1(k) = h(k) ·Σ, (3.20)
with
h(k) = (h1(k), h2(k), h3(k))
= 4
(
cos
kx
2
cos
ky
2
, cos
ky
2
cos
kz
2
, cos
kx
2
cos
kz
2
)
,
(3.21)
and
Σ = (Σ1,Σ2,Σ3)
= (−σz ⊗ σy,−σy ⊗ I,−σx ⊗ σy). (3.22)
Let Uk be the unitary matrix that diagonalizes H1(k):
U†kH1(k)Uk = Λ1(k), (3.23)
where Λ1(k) is diagonal. Since the matrices in Eq. (3.20)
obey the Clifford algebra {Σa,Σb} = 2δab, the eigenval-
ues of H1(k) are simply ±|h(k)| and are doubly degener-
ate. This is a Kramers-type degeneracy that can be ex-
plained by point group symmetries, as discussed in Ref.
[33]. The mean-field Hamiltonian is diagonal in the basis
of operators ζ˜kλ given by
ζkX =
4∑
λ=1
(Uk)Xλ ζ˜kλ, (3.24)
with λ = 1, . . . , 4 being the band index. The order pa-
rameters u and v are determined by self-consistent equa-
tions:
u =− i 〈η1j,1η1j+δ2,2〉
=
16
N
Im
∑
k
eik·δ2
∑
λ
(Uk)2λ (U
†
k)λ1〈
(
η˜1kλ
)†
η˜1kλ〉, (3.25)
v =− i 〈θ2j,1θ2j+δ2,2〉
=
16
N
Im
∑
k
eik·δ2
∑
λ
(Uk)2λ (U
†
k)λ1〈(θ˜2kλ)†θ˜2kλ〉, (3.26)
where the sum over k is restricted to k ∈ 12BZ. At zero
temperature, we can replace the average occupation of
the single-particle states by
〈(η˜akλ)†η˜akλ〉 = Θ(−(η)kλ ), (3.27)
〈(θ˜2kλ)†θ˜2kλ〉 = Θ(−(θ
2)
kλ ), (3.28)
where Θ(x) is the Heaviside step function and

(η)
kλ =
J(2u+ w¯)
18
|h(k)|Cλ, (3.29)

(θ2)
kλ =
Jw
18
|h(k)|Cλ (3.30)
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Figure 4: (Color online) (a) First Brillouin zone of the cubic
lattice highlighting the Fermi lines (orange lines). (b) Disper-
sion for different fermion flavors.
are the dispersion relations of the η and θ2 fermions, re-
spectively, with Cλ = −1 for λ = 1, 2 and Cλ = +1 for
λ = 3, 4.
The expressions for u and v coincide at zero tempera-
ture, except possibly for a sign depending on the relative
sign between the parameters 2u+ w¯ and w. Without loss
of generality, we fix u > 0 (which corresponds to fixing
the sign of the T -symmetry-breaking order parameter).
As discussed in Ref. [33], the two cases v = u or v = −u
give rise to two different ansätze, with different expres-
sions for the 8 × 8 matrix H2(k). In the remainder of
this work, we will deal with the case v = u [63]. In this
case, self-consistency of the mean-field equations implies
2u+ w¯ > 0 and w > 0 .
Having fixed sgn(uv) > 0, we find that the 8×8 matrix
H2(k) in Eq. (3.19) is given by
H2(k) =
(
Hθ1θ1(k) Hθ1θ3(k)
Hθ1θ3(k) Hθ3θ3(k)
)
, (3.31)
where
Hθ1θ1(k) = vh1(k)Σ1 +
9u+ v
4
[h2(k)Σ2 + h3(k)Σ3] ,
Hθ3θ3(k) = 3uh1(k)Σ1 +
3
4
(u+ v) [h2(k)Σ2 + h3(k)Σ3] ,
Hθ1θ3(k) =
√
3
4
(3u− v) [−h2(k)Σ2 + h3(k)Σ3] . (3.32)
We denote by Vk the matrix that diagonalizes H2(k):
V †kH2(k)Vk = Λ2(k). (3.33)
The order parameters w and w¯ can be calculated simi-
larly to Eq. (3.26), using the components of Vk instead
of Uk.
Figure 4 shows the dispersion relation for the different
flavors of Majorana fermions. The bands are particle-hole
symmetric and doubly degenerate for all flavors. The dis-
persion relations of all bands are qualitatively similar, dif-
fering mainly by their bandwidths. The most remarkable
feature is that the band structure displays nodal lines
9along the edges of the Brillouin zone, a consequence of
the vanishing of h(k) when two components of k are equal
to pi [33]. The energy increases linearly with the distance
in momentum space from a generic point on a nodal line.
The exception is the vertex point R = (pi, pi, pi), where
the nodal lines cross and the dispersion becomes approx-
imately quadratic but anisotropic. For k = (pi, pi, pi) + q,
with |q|  1, we obtain for all bands
kλ ∝
√
q2xq
2
y + q
2
yq
2
z + q
2
zq
2
x, (3.34)
which is of the form kλ = q2fλ(Ω), with fλ(Ω) a function
of the spherical angle coordinates of q.
The single-particle states in the neighborhood of the
R point dominate the low-energy physics due to the
quadratic dispersion. To see this, we can compute the
corresponding contribution to the density of states
ρpoint(E) =
∑
k,λ
δ(E − kλ)
≈
∑
λ
ˆ
dΩ
ˆ
dq q2
(2pi)3
δ(E − q2fλ(Ω))
=
1
2
√
E
∑
λ
ˆ
dΩ[fλ(Ω)]
−3/2. (3.35)
Thus, we find ρpoint(E) ∝
√
E, a vanishing density of
states characteristic of a pseudogap. The same analysis
for the density of states around generic points on the
nodal line parallel to the kz axis yields
ρline(E) ≈
∑
λ
ˆ
dkz
ˆ
dϕ
ˆ
dp p
(2pi)3
δ(E − vλ(kz)p)
= E
∑
λ
ˆ pi−
0
dkz
4pi2[vλ(kz)]2
, (3.36)
where vλ(kz) is the effective velocity of the linear disper-
sion around the nodal line and we cut off the integral
at |kz − pi| =  > 0 to exclude the contribution from
the R point [since vλ(kz → pi) → 0]. Thus, the con-
tribution from the nodal lines to the density of states is
ρline(E) ∝ E. This is the same result as for a Dirac point
in two dimensions. The comparison of Eqs. (3.35) and
(3.36) suggests that the low-temperature thermodynam-
ics of the chiral spin-orbital liquid should be governed by
the quadratic band touching point.
IV. SPECIFIC HEAT, SPIN-LATTICE
RELAXATION RATE AND DYNAMICAL SPIN
STRUCTURE FACTOR
In the absence of a “smoking-gun” signature of QSLs
[1], a proper characterization of such states must combine
the response to different perturbations. In this section,
we calculate the response of our chiral spin-orbital liquid
to three well-established probes: specific heat, nuclear
magnetic resonance, and inelastic neutron scattering.
A. Specific Heat
The specific heat CV of Ba2YMoO6 was measured by
de Vrie et al. [29] and Aharen et al. [30]. In both ex-
periments, the magnetic contribution was obtained by
subtracting off the data for the isostructural nonmag-
netic compound Ba2YNbO6 from the total specific heat
of Ba2YMoO6. The measurements agree about the pres-
ence of a broad peak around 50 K. However, the reported
values of CV at the maximum are different: 7.5 J/mol·K
in Ref. [29] versus 2.5 J/mol·K in Ref. [30]. By integrat-
ing CV out to T ≈ 200 K, de Vries et al. [29] found that
the entropy released is close to kB ln 4, as expected for a
j = 3/2 system. In Ref. [32], the low-temperature be-
havior of CV was interpreted as evidence for a pseudogap
in magnetic excitations. On the other hand, Aharen et
al. [30] noted that the entropy lost below 50 K is lower
than kB ln 2 and found an abrupt drop in the magnetic
specific heat above 60 K. While it would be desirable to
clarify the disagreement between these experiments, here
we will focus on the common observation of a broad peak
in CV and use this information to set the energy scale in
our spin-orbital model.
To calculate CV , we follow the method of Ref. [57],
which studied a Majorana QSL on a S = 1/2 Heisenberg
model. The mean-field theory described in Sec. III can
be extended to T > 0 by replacing the average occupation
of single-particle states by the Fermi-Dirac distribution:
〈ζ˜†kλζ˜kλ〉 = nF ((ζ)kλ )
=
[
1 + exp(β
(ζ)
kλ )
]−1
(4.1)
where β = 1/(kBT ). The order parameters calculated
using Eq. (4.1) define a temperature-dependent mean-
field Hamiltonian HMF(T ). We fix these parameters by
minimizing the free energy,
F = − 1
β
∑
k∈ 12BZ
∑
λ
ln(1+e−βkλ)+
NJ
2
(
u2 + uw¯ +
vw
3
)
,
(4.2)
and solving the self-consistent equations numerically.
The absolute values of the order parameters decrease
with increasing temperature as shown in Fig. 5a.
We analyze the free energy for small values of the order
parameters in Appendix C and show that they vanish at
the critical temperature kBTc = J/12. The parameters
u and w¯ vanish as (Tc − T )1/2, as expected for primary
order parameters at the mean-field level. Note that this
is a well-defined second-order phase transition because a
nonzero value of u implies spontaneous breaking of time
reversal symmetry [see Eq. (3.16)]. On the other hand,
v and w behave as secondary order parameters [64, 65]
and vanish as (Tc − T )3/2 (see Fig. 5a).
At low temperatures T  J , we can approximate the
order parameters by their zero-temperature values. The
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Figure 5: (a) Absolute value of the order parameters of the
chiral spin-orbital liquid as a function of temperature. (b)
Magnetic specific heat per site calculated within the mean-
field theory.
main effect of thermal fluctuations in this regime is to
change the occupation of the states in a band with fixed
bandwidth. Using the density of states in Eq. (3.35), we
find
CV (T  J) =
ˆ ∞
0
dE Eρpoint(E)
∂nF
∂T
∝ T 3/2
ˆ ∞
0
dx
x5/2ex
(1 + ex)2
. (4.3)
Thus, at sufficiently low temperatures we obtain the
power-law behavior CV ∝ T 3/2.
The whole temperature dependence of the specific heat
is shown in Fig. 5b. Starting from the low-temperature
limit, we see that the T 3/2 behavior turns into a small
plateau at kBT ≈ 0.02J . Above this temperature, there
is a regime where CV increases approximately linear with
T , followed by a sharp drop at kBTc = J/12 (which is
a discontinuity at the mean-field level). Our theoretical
result shows qualitative agreement with the experimental
data obtained in Ref. [30]. To make some quantitative
predictions, we use the experimental data from Ref. [30]
to estimate Tc ≈ 70 K. This fixes the exchange coupling
constant at J ≈ 72 meV.
The lost entropy per site calculated within the par-
ton mean-field theory is approximately 1.98kB , signifi-
cantly higher than the expected for a j = 3/2 system
(kB ln 4 ≈ 1.39kB). We expect the mean-field result to
overestimate the entropy since this approximation vio-
lates the local constraint in Eq. (3.2). As a result, the
number of microstates in this approach is higher than
the actual number of physical states. At zero tempera-
ture, this problem was circumvented by using the Vari-
ational Monte Carlo (VMC) method to find a better es-
timate of the ground state energy [33]. To our knowl-
edge, the only calculations of thermodynamic quantities
in controlled approximations of QSLs at finite tempera-
tures were done recently for the Kitaev model [6–9]. The
numerical methods benefit from the exact solvability of
the Kitaev model, a feature not available in our case.
Another problem with the mean-field approach used in
this section is that it implicitly assumes that the Z2 gauge
configuration in the mean-field ansatz remains frozen at
finite temperatures. Without this assumption, we would
not be able to diagonalize a free-fermion Hamiltonian and
find the dispersion relations used in Eq. (4.1). Remark-
ably, studies of thermodynamics of the Kitaev model [6–
9] found that thermal fluctuations of the Z2 gauge field
are activated at temperatures much lower than the band-
width of the Majorana fermions at zero temperature.
The proliferation of thermally excited visons is detected
as an additional peak in the specific heat. In the case of
three-dimensional QSLs [6], the lower-temperature peak
in CV is a true singularity and signals a topological phase
transition predicted by Z2 gauge theory [66, 67].
Nevertheless, we still argue in favor of using the broad
peak at higher temperature to determine the energy scale
of the exchange interactions. We note that in controlled
numerical calculations for Kitaev models the correspond-
ing peak in CV is well described by the approximations
of either fixing a uniform configuration or treating the Z2
gauge field as a completely random variable [7]. In the
following we will use the estimate J ≈ 72 meV to analyze
the energy scales that appear in INS and RIXS.
B. Spin-lattice relaxation rate
Nuclear magnetic resonance is a technique that relies
on nuclear spins to probe the local environment. In spin
systems, the energy transfer between electrons and nuclei
is mediated by the hyperfine coupling
Hhf =− Ii ·Bhf(i), (4.4)
where Ii is the nuclear spin at site i and Bhf(i) is the
hyperfine effective field due to neighboring electrons. In
the experiment of Ref. [30], the excited nuclear spin was
the I = 1/2 89Y, which couples to the j = 3/2 magnetic
11
moment of Mo electronic spins. We can then write
Bhf(i) = A0
∑
δ
Ji+δ, (4.5)
where δ is the relative position of the atoms of 89Y and
their neighboring Mo atoms, and A0 is the constant hy-
perfine coupling for first-neighbor δ. The spin-lattice re-
laxation rate 1/T1 is given by
1
T1
∝ 1
1− e−βω
∑
q∈BZ
|A(q)|2χ′′+−(q, ω), (4.6)
where ω is the resonance frequency,
A(q) = A0
[
cos
(qx
2
)
+ cos
(qy
2
)
+ cos
(qz
2
)]
(4.7)
is the hyperfine interaction form factor, and χ′′+−(q, ω) is
the spectral function given by
χ′′+−(q, ω) =
1− e−βω
Z
∑
n,n′
e−βEn
∣∣〈n′ ∣∣J−q ∣∣n〉∣∣2
× δ(ω − En′ + En), (4.8)
with |n〉 being an exact eigenstate of the spin Hamil-
tonian with energy En, and Z =
∑
n e
−βEn being the
partition function. Here, J−j = J
x
j − iJyj is the angu-
lar momentum lowering operator at site j and J−q is its
Fourier transform.
We calculate 1/T1 for the chiral spin-orbital liquid
using the parton mean-field theory. The main idea is
to write J−j in terms of s and τ according to Table
I and relate the spectral function χ′′+−(q, ω) to finite-
temperature correlations of free Majorana fermions. In
this approach, we employ the order parameters calcu-
lated self-consistently at finite temperature as described
in Subsection IVA.
To gain some insight into the low-temperature behav-
ior of 1/T1, we find it instructive to first analyze the
contribution of the η fermions to the total spectral func-
tion, since in this case we can derive some closed-form
expressions. Using the procedure outlined in Appendix
D, we find that the η-fermion contribution in the exper-
imentally relevant regime ω  kBT is given by(
1
T1
)
η
∝
ˆ
BZ
d3kd3k′
|A(k− k′)|2F η(k,k′)
cosh2
(
β
(η)
k1 /2
)
× δ((η)k′1 − (η)k1 ), (4.9)
where
F η(k,k′) = 1 +
h(k) · h(k′)
|h(k)||h(k′)| . (4.10)
At low temperatures kBT  J , the spin-lattice re-
laxation rate is dominated by excitations with small mo-
mentum transfer near the quadratic band touching point.
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Figure 6: Spin lattice relaxation rate of the chiral spin liquid
state as a function of the temperature.
We write k = (pi, pi, pi) + q and k′ = (pi, pi, pi) + q′, with
|q|, |q′|  1. In this case, the energies can be approxi-
mated by Eq. (3.34) and the vector h(k) by
h(k) ≈ (qxqy, qyqz, qxqz) ≡ q2h˜(Ω), (4.11)
where Ω is the solid angle in spherical coordinates. We
can also approximate A(k− k′) ≈ 3 and
F η(k,k′) ≈ 1 + h˜(Ω) · h˜(Ω
′)
|h˜(Ω)||h˜(Ω′)| . (4.12)
Gathering all these approximations, we verify that
(1/T1)η scales as T 2 for T → 0, as could be anticipated
from the low-energy density of states in Eq. (3.35). A
similar calculation assuming momenta near the Fermi
lines leads to (1/T1)η ∝ T 3. While this result refers
to the contribution from η fermions, it also reflects the
qualitative behavior of the total 1/T1 since the dispersion
relation of the θ fermions is qualitatively similar.
We have calculated the total spectral function
χ′′+−(q, ω) numerically, including the contribution from
θ fermions and at arbitrary temperatures, as explained
in Appendix D. The result for the spin-lattice relaxation
rate is shown in Fig. 6. At low temperatures, the be-
havior is dominated by the R point and is described by
the power law 1/T1 ∝ T 2 discussed above. An abrupt in-
crease of 1/T1 is verified near the critical temperature Tc,
followed by a constant behavior at higher temperatures.
This result should be compared with figure 15(b) of Ref.
[30]. While the suppression of 1/T1 at low temperatures
was interpreted as evidence for a gapped QSL, the experi-
mental result is also qualitatively consistent with a pseu-
dogap in the low-energy density of states. This makes
the chiral spin-orbital liquid state a valid alternative to
explain the spin-lattice relaxation rate of Ba2YMoO6.
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Figure 7: (a) First Brillouin zone of the fcc lattice. (b) Dynamical structure factor (in arbitrary units) probed by inelastic
neutron scattering. (c) Result after integration over 1.5Å−1 < Q <1.8Å−1.
C. Inelastic Neutron Scattering
Neutron scattering is the standard probe to study mag-
netic ordering and excitations in condensed matter. At
zero temperature, the magnetic scattering cross section
for polarized neutrons is proportional to one component
of the dynamical structure factor
Sab(q, ω) =
∑
j,n
e−iq·Rj 〈g ∣∣Jaj ∣∣n〉〈n ∣∣Jbi ∣∣ g〉
× δ(ω − En + Eg), (4.13)
where |g〉 is the ground state, q and ω > 0 are the mo-
mentum and energy transferred by the neutron, and |n〉
is an excited state of the many-body Hamiltonian.
Here we will calculate the dynamical structure factor
for the chiral spin-orbital liquid. It follows from PT
and point group symmetries that Sab(q, ω) ∝ δab and
Saa(q, ω) = Saa(−q, ω). Writing the operator J in terms
of s and τ and then Majorana fermions, we obtain
Saa(q, ω) =
4
N
∑
n,k
F an (k,q)δ(ω − En + Eg). (4.14)
The form factor for Szz(q, ω) is
F zn(k,q) =
∣∣∣∣∣∑
X
〈g|η2q−k+G,Xη3k,X |n〉eiG·δX
∣∣∣∣∣
2
+ 4
∣∣∣∣∣∑
X
〈g|η3q−k+G,X θ¯xyk,X |n〉eiG·δX
∣∣∣∣∣
2
,
(4.15)
where G is a vector of the cubic reciprocal lattice chosen
such that q−k+G is contained in the first Brillouin zone.
The components Sxx(q, ω) and Syy(q, ω) can be obtained
from Eq. (4.15) by cyclic permutation of all indices a =
1, 2, 3 = x, y, z. Within the mean-field theory, the excited
states are restricted to two-particle excitations. The form
factors can be calculated using the matrix elements of Uk
and Vk defined in Eqs. (3.23) and (3.33).
Figure 7b shows the dynamical structure factor
Sxx(q, ω) along the high-symmetry lines of the Brillouin
zone of the fcc lattice (see Fig. 7a). As expected for
QSLs, the spectral weight is distributed over a continuum
of fractionalized excitations. The maximum intensity is
found at the L point, corresponding to momentum trans-
fer q = (pi, pi, pi). The energy scale at the maximum is of
the order of the bandwidth of the Majorana fermions ηa
and θ1,3 shown in Fig. 4b. Using J ≈ 72 meV estimated
from the specific heat, we find that the peak in the dy-
namical structure factor appears at ω ≈ 0.25J ≈ 18 meV.
We now compare our theoretical results with the neu-
tron scattering experiments reported by Carlo et al. [31]
done in polycrystalline samples. To make the compari-
son, we average the dynamical structure factor over mo-
menta with absolute value Q in the range 1.5Å−1 < Q <
1.8Å−1. This range includes the point equivalent to L
called L′ = a−1(3pi, 3pi,−pi), at which Q = 1.63Å−1 if we
use the lattice spacing a = 8.389Å [29]. Our result in
Fig. 7c shows a single broad maximum at ω ≈ 18 meV.
By contrast, the experimental result shows a three-peak
structure, with a pronounced magnetic peak at ω ≈ 28
meV and two smaller ones at 11 and 17 meV. As noted
by the authors of Ref. [31] , the energy scale of the broad
peak is a factor of 2 larger than the one inferred from the
spin-lattice relaxation rate.
Our result for the chiral spin-orbital liquid at the
mean-field level does not predict such a three-peak struc-
ture. Our model does contain multiple energy scales asso-
ciated with the nondegenerate Majorana fermion bands
shown in Fig. 4b, but the bandwidths of the flavors
ηa, θ1,3, which appear in the form factor Eq. (4.15),
are rather close to each other. We also recall that our
calculations were done neglecting fluctuations of the Z2
gauge field and interactions between Majorana fermions.
The inclusion of these effects in a bosonic spin liquid on
the kagome lattice [68] led to broadening and shift of
13
the spectral weight of S(q, ω) when compared with the
mean-field theory. We expect a similar broadening in our
case if gauge fluctuations are taken into account.
V. RIXS CROSS SECTIONS
RIXS is a photon-in photon-out spectroscopic tech-
nique that probes excitations in solid state systems
by measuring the energy, momentum and polarization
changes of the scattered photon [38]. It is a resonant
technique because the x-ray is tuned to coincide with the
atomic transition between a core and a valence level of a
given atom. The resonance turns an otherwise negligible
second-order perturbation into the dominant contribu-
tion to the scattering amplitude. Moreover, the transi-
tions involved in the absorption and emission processes
are more complex than the ones generated by the probes
listed in Sec. IV, allowing for the experimental study of
a manifold of elementary excitations.
In this section, we evaluate and analyze the RIXS scat-
tering operators for cubic double perovskites and calcu-
late the RIXS cross sections for the chiral spin-orbital liq-
uid. In subsection VA we describe the RIXS processes as
well as the approximations used in our calculation, and
present a symmetry analysis of the scattering operators
using the method described in Refs. [37, 39, 69]. We
stress that here the symmetry arguments are applied to
j = 3/2 operators in the strong SOC limit and Oh point-
group symmetry. This is in contrast to Ref. [39], which
focused on SU(2)-invariant spin-1/2 systems with negligi-
ble SOC. In Subsection VB, we determine the operators
that appear specifically in the scattering amplitudes for
the L edge. The RIXS cross sections for the chiral spin-
orbital liquid are then calculated and analyzed.
A. Derivation and symmetry analysis of RIXS
scattering operators
Consider a general N electron system, described by
a many-body Hamiltonian H0. The total Hamiltonian
describing the system isH = H0+H ′, whereH ′ describes
the interaction between electrons and photons
H ′ =
N∑
i=1
[
e
m
A(ri) · pi +
e~
2m
σi · ∇ ×A(ri)
]
. (5.1)
Concerning the electrons, e is the charge, m is the mass,
ri, and pi and σi are, respectively, the position, momen-
tum and spin of the i-th electron. The photon is repre-
sented by the electromagnetic vector potential A(r). In
second quantization, A(r) is written as
A(r) =
∑
k,ε
1√
2V0ωk
(
εak,εe
ik·r + ε∗a†k,εe
−ik·r
)
, (5.2)
where V is the volume, 0 is the vacuum permittivity,
and a†k,ε is the creation operator for a photon with wave
vector k, frequency ωk, and polarization vector ε.
Our aim is to evaluate the x-ray scattering cross sec-
tions after treating the photons as perturbations. Let
the initial electron-photon state be |G〉 and a set of fi-
nal states be {|F 〉}. Using Fermi’s golden rule to second
order, we obtain the x-ray cross section
I ∝
∑
F
∣∣∣∣∣〈F |H ′|G〉+∑
ν
〈F |H ′| ν〉〈ν |H ′|G〉
EG − Eν + iγν
∣∣∣∣∣
2
× δ(EF − EG), (5.3)
in which Eν and 1/γν are the energy and the lifetime
of the intermediate state |ν〉, respectively. We assume
that the initial state corresponds to a direct product of
a many-body electronic ground state |g〉 and an incident
photon state: |G〉 = |g〉 ⊗ |k, ωk, ε〉. Similarly, the final
state is a direct product of an excited electronic state
|n〉 with energy En and an emitted photon labeled by
|F 〉 = |n〉⊗|k′, ωk′ , ε′〉. We also deal with the case where
ωk is tuned to the energy difference between an atomic
core level and a valence shell state. The photon is totally
absorbed and the |ν〉 state contains an atomic core hole
and an additional electron in the valence or conduction
band. If the photon energy ~ωk is tuned so that |EG −
Eν |  γν , the system is said to be in resonance and the
importance of second-order processes is maximized.
Four standard approximations will be used to evaluate
the second-order terms in Eq. (5.3). First, we neglect
the so-called “magnetic” contribution (∝ σ · ∇ ×A ) of
H ′. Second, we use the dipole approximation for the
scattering amplitude and take eik·ri ≈ eik·Ri , where Ri
represents the lattice point to which the i-th electron is
bound. Third, we consider that the highly unstable core
hole in the |ν〉 state decays before it can hop to a differ-
ent ion. Finally, we consider only direct RIXS processes,
i.e., we neglect effects of the core-hole Coulomb poten-
tial on the valence electrons. Within this fast collision
approximation [38], RIXS probes only single-site opera-
tors. The cross section then depends only on q = k− k′
and ω = ωk−ωk′ , which are, respectively, the momentum
and energy transferred to the sample. Equation (5.3) can
then be recast in the form
I(q, ω) ∝
∑
n
|〈n|Oˆq|g〉|2δ(Eg − En + ~ω), (5.4)
where Oˆq is the so-called scattering operator in momen-
tum space. The latter is obtained from the Fourier trans-
form Oˆq =
∑
i
eiq·RiOˆi, where
Oˆi =
∑
ν
1
iγν
D†i (ε′)|ν〉〈ν|Di(ε). (5.5)
Here, the dipole operator
Di(ε) = ε · ri (5.6)
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acts on the electronic states bound to position Ri.
Equations (5.5) and (5.6) show that the RIXS cross
section (5.4) depends on the initial and final polariza-
tions ε and ε′ and on the matrix elements of the elec-
tron position operator 〈ν|r|g〉 and 〈n|r|ν〉. The photon
polarizations can be controlled in experiments (at least
in principle). However, the matrix elements depend on
details of the intermediate states for a particular com-
pound. The general claim one can make is that, provided
the final states are low-energy excitations, the scatter-
ing operators can be rewritten in terms of charge, spin
and orbital degrees of freedom of the valence electrons.
For magnetic insulators, RIXS operators correspond to
a combination of spin and orbital angular momentum.
This feature makes RIXS an attractive technique to in-
vestigate magnetic insulators with strong SOC, in which
spins and orbitals cannot be treated as separate degrees
of freedom.
Since Oˆi is in general a complicated operator, it is de-
sirable to start our RIXS analysis by determining: (i)
which polarization vectors ε and ε′ we should choose to
acquire the signatures of a given state; and (ii) which
spin operators couple with these polarizations. The two
issues can be tackled at once by an elementary symme-
try analysis of Eq. (5.5). As the absorption and emission
processes occur at the same ion, the operator Oˆi should
be invariant under operations of the point group symme-
try of the site Ri. In general, one starts by decomposing
the scattering operator into irreducible representations
of the point group, Γ = Γ1 ⊕ ... ⊕ Γn. A basis for these
representations is then constructed in terms of the po-
larization factors εΓj and (pseudo)spins J Γj , in the form
[37, 39, 69]
Oˆi =
n∑
Γj=1
mul(Γj)∑
lj=1
κΓj ,ljε
Γj ,lj · J Γj ,lj , (5.7)
where mul(Γj) is the multiplicity of the irreducible repre-
sentation Γj , the dot represents a symmetric contraction
of all indices, and κΓj ,lj are material specific coefficients.
The bases of the irreducible representations of the oc-
tahedral group in terms of multipoles of j = 3/2 mo-
ments are known [52, 53] and are reproduced in Table
I, together with their representation in terms of s and τ
pseudospins. It is also easy to verify that the following
polarization factors form the bases εΓj ,lj :
Pa =
i
2
∑
bc
abcε
′∗
b εc, (5.8a)
Ta =
1
2
∑
b 6=c
(1− δab)(1− δac)ε′∗b εc, (5.8b)
Q2 = ε
′∗
x εx − ε′∗y εy, (5.8c)
Q3 =
1√
3
(ε′∗x εx + ε
′∗
y εy − 2ε′∗z εz), (5.8d)
U = ε′∗ · ε, (5.8e)
d
1(4)
2p(6)
k,ϵ,ωk k',ϵ' ,ωk'3Λ/2
Initial Intermediate Final
Absorption Emission⟹ ⟹
Figure 8: Schematic diagram of a RIXS experiment at the L2
edge, featuring specifically the possibility of pseudo-orbital
flip. The absorbed photon creates a core 2p hole, which is
subject to strong spin-orbit coupling. This highly unstable
state decays before a d electron can tunnel to or from the ion,
generating a spin-orbital excitation and an emitted photon.
Here, the vector P corresponds to the Γ4 representation,
T to Γ5, Q2 and Q3 to Γ3, and U to the scalar represen-
tation. Combining the operators in the same irreducible
representation in Table I with the polarization factors
in Eqs. (5.8) according to Eq. (5.7), we find the gen-
eral form of all transition operators [except for the scalar
representation, which couples with the Casimir operator
J2 = j(j + 1) = const.]. We then see that RIXS can in
principle directly probe pseudospin and pseudo-orbital
excitations.
B. L-edge RIXS cross section of Mo5+
We now focus on the L-edge RIXS operators for 4d1
and 5d1 orbital systems retaining cubic symmetry, whose
mechanism is illustrated in Fig. 8. At the L edge [38], 2p
core electrons are excited to the B and C states of Eq.
(2.5). To describe the core-hole states, we first note that
they are similar to the t2g valence states, since they re-
sult from the combination of spin-1/2 states with orbital
angular momentum L = 1 in the presence of SOC. The
core-hole Hamiltonian is
Hcore = ΛL · S, (5.9)
where Λ > 0 is the SOC constant for the 2p states. Like
in the d1 valence electron, there is a lifting of the six-fold
degeneracy into a doublet and a quadruplet. However,
now the doublet has lower energy (see Fig. 8). We refer
to the excited hole in the j = 1/2 (j = 3/2) multiplet as
the resonant L2 (L3) edge.
Most of the dipole matrix elements of Eq. (5.6) vanish
by symmetry. The remaining terms are written in second
quantization as [70]
Di(ε) ∝d†xy,σ(εxpy,σ + εypx,σ) + d†yz,σ(εypz,σ + εzpy,σ)
+ d†zx,σ(εzpx,σ + εxpz,σ), (5.10)
in which we have dropped a multiplicative factor
〈4dyz|y|2pz〉. We can simplify Eq. (5.5) by writing
γν ≈ γµ = const., with µ = 2, 3, for all intermediate
states in the Lµ edge. Here, γµ is the average decay rate
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Figure 9: RIXS cross section (in arbitrary units) probing (a) s, (b) sτy, (c) τx and (d) τz operators along the high symmetry
directions of the Brillouin zone of the fcc lattice.
of the intermediate core-hole states. This approximation,
together with the ones discussed in Section VA, leads to
OˆLµi =
1
iγµ
D†i (ε′)PµDi(ε), (5.11)
where Pµ is the projection operator of the intermediate
states in the Lµ edge.
We can derive expressions for the scattering operator
in terms of pseudospins s and τ by taking the projection
in the j = 3/2 subspace and using the single-occupancy
constraint
∑
σ(B
†
σBσ + C
†
σCσ) = 1. In Appendix E, we
provide a general expression for Eq. (5.11) including the
effects of a tetragonal distortion that lifts the degeneracy
between B and C states. Here, we restrict the discussion
to the cubic limit. For the L2 edge, we find
OˆL2i ∝
1√
3
[
Q2τ
x
i +Q3τ
z
i − 4T · (sτyi )−
2√
3
P ·Ki
]
+ const., (5.12)
where
Ki = (s
x
i (1− 4τyzi ), syi (1− 4τxzi ), szi (1− 4τxyi )) . (5.13)
On the other hand, the scattering operator for the L3
edge involves only the pseudospin s:
OˆL3i ∝
4
3
P · si + const.. (5.14)
After calculating the scattering operators OˆLµi , the
RIXS cross section in Eq. (5.4) can be calculated like
the INS dynamical structure factor discussed in Section
IVC. The results for some representative operators are
shown in Fig. 9. Once again, we find that the spectral
weight is distributed over a broad continuum. A common
feature for all these results is a maximum of intensity for
transferred momentum at the L point, q = (pi, pi, pi).
Interestingly, the θ2 fermion is excited in the cross sec-
tion of the L2 edge through the operators τx, τz and sτy,
in sharp contrast with the dynamical structure factor for
INS. Due to the reduced bandwidth of the θ2 fermions,
the spectrum probed by RIXS (with the proper polariza-
tion) displays a narrower energy range when compared to
the one measured by INS. This feature is readily verified
when comparing Figs. 9b, 9c and 9d with Fig. 7b.
Let us turn to the L3 edge, which detects pseudospin
excitations directly. We can simplify the result by choos-
ing ε and ε′ such that Px = Py = 0, but Pz 6= 0. The
cross section in this case is given by
I(q, ω) ∝
∑
n
∣∣〈n ∣∣szq∣∣ g〉∣∣2 δ(Eg − En + ~ω), (5.15)
where szq is the Fourier transform of szj . At the special
point q = 0, the form factor involves the conserved quan-
tity sq=0 = stot [see Eq. (2.28)], which commutes with
the spin Hamiltonian. Since the ground state is a singlet
of the pseudospin SU(2) symmetry, we have sq=0|g〉 = 0.
Thus, it follows from Eq. (5.15) that
I(q = 0, ω) = 0 (for Oˆq = szq), (5.16)
for any transferred energy ω. This feature is clearly seen
in Fig. 9a, and should be contrasted with the dynamical
structure factor S(q = 0, ω) 6= 0 for INS in Fig. 7b.
This result is explicitly confirmed by the computation of
the form factor in Eq. (5.15). At the mean field level,
the excited state |n〉 is a two-particle excitation, in which
the particles are characterized by well-defined momenta
k and k′. We can write |n〉 = |n(k,k′)〉, in which the
vector k′ can take the values ±k ± q according to the
type of two-particle excitation under consideration. As
shown in Appendix D (see Eq. (D15)), the form factor
in this case is∣∣〈n(k,k′) ∣∣szq∣∣ g〉∣∣2 = 1− h(k) · h(k′)|h(k)||h(k′)| . (5.17)
This form factor clearly vanishes for q = 0. Therefore,
this RIXS cross section could be used to detect the hid-
den SU(2) symmetry of the spin-orbital model for double
perovskites.
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We note that the dynamic structure factor for the op-
erator sτy calculated at mean-field level also vanishes at
q = 0 (see Fig. 9b). The reason is that the Majorana
representation saτy = −iηaθ2/4, involves only θ2 and
η fermions, whose mean-field Hamiltonian is diagonal-
ized by the same unitary transformation Uk given by Eq.
(3.23). As a result, the form factor associated with sτy
is also given by Eq. (5.17). However, since
∑
j sjτ
y
j does
not commute with the Hamiltonian, the vanishing of the
spectral weight at q = 0 in this case is an artifact of the
mean-field approximation.
We make here a final remark on the usefulness of RIXS
to probe our QSL. Our discussion was restricted to one-
site operators, but this technique can, in principle, probe
operators involving two or three sites. Extending the
symmetry arguments presented here, we predict that the
chiral operator si · (sj × sk) could be probed and would
couple with the polarization factor ε′∗ · ε (see Table I
of Ref. [39]). Therefore, RIXS could in principle detect
the P and T symmetry breaking of the chiral spin-orbital
liquid in the elastic limit. Once again, we emphasize that
our results were obtained within the parton mean-field
theory. The role of Z2 gauge fluctuations in the RIXS
response deserves a separate and detailed study.
VI. CONCLUSIONS
This paper presented a theoretical study of thermody-
namic and spectroscopic properties of a j = 3/2 Majo-
rana chiral spin-orbital liquid. In the process, we fully
developed a pseudospin representation of the d1 orbital
physics in Mott insulators with strong SOC. These re-
sults can guide the theoretical modeling, as well as the
design and interpretation of experiments in compounds
with similar local physics. Interestingly, the thermody-
namic properties of the chiral spin-orbital liquid agree
qualitatively with the available experimental results for
the material Ba2YMoO6 [29–32]. In particular, we find a
sharp drop in the spin-lattice relaxation rate at low tem-
peratures, even though the chiral spin-orbital liquid is a
gapless phase. On the other hand, the inelastic neutron
scattering cross section measured in Ref. [31] was not
reproduced, since we found a single broad peak instead
of the three-peak structure observed in polycrystalline
samples. Adding effects beyond mean-field theory may
explain this difference and will be left for future work.
As the main result of this paper, we showed that
RIXS can selectively probe pseudospin and pseudo-
orbital operators, and thus provide a direct way to detect
quadrupolar and octupolar orders and excitations. Our
results give some guidance to interpret RIXS spectra in
4d1 and 5d1 based compounds. In particular, we showed
that the hidden SU(2) symmetry of the double perovskite
model without Hund’s coupling can be demonstrated by
probing pseudospin s excitations and observing the sup-
pression of the spectral weight for momentum transfer at
the Γ point.
Finally, we note that the analysis of RIXS scattering
operators studied here is also useful for other ordered
double perovskites [28, 36, 42]. For magnetically ordered
systems, the excitation spectrum can be fitted using a
microscopic model [such as Eq. (B4) in Appendix B] and
representing spin-orbital excitations in terms of magnons
within a spin-wave theory [47, 48]. For instance, the onset
of quadrupolar order in some osmium-based compounds
observed in a recent study [71] can be investigated in
more detail using RIXS. Two recent RIXS measurements
of spin waves, one in a compound preserving cubic struc-
ture [72] and another in a j = 3/2 compound [73], indi-
cate that the theory developed in this paper can be tested
in the near future.
We thank E. Andrade, F. A. Garcia, G. Jackeli, and
E. Miranda for helpful discussions. This work was sup-
ported by Brazilian agencies FAPESP (W.M.H.N.) and
CNPq (R.G.P.).
Appendix A: Orbital physics with distortion
Throughout the main text, we kept our discussion of
the orbital physics restricted to case of the cubic symme-
try. In this appendix, we discuss the effects of tetragonal
distortions on the A,B,C states. The Hamiltonian (2.4)
is redefined by
Hion = −λl · S+ δ(lz)2, (A1)
where δ is the energy scale associated with the distor-
tion. Notice that the time-reversal symmetry of Hion is
preserved, which means that the eigenstates can still be
organized into three Kramers pairs. In analogy with Eq.
(2.5), we define
Aσ = 2σ (sinϕd0,−σ − cosϕd−2σ,σ) ,
Bσ = cosϕd0,−σ + sinϕd−2σ,σ,
Cσ = d2σ,σ, (A2)
in which the angle ϕ is defined by
tan(2ϕ) =
2
√
2λ
λ+ 2δ
. (A3)
The corresponding energies are given by
A(B) =
1
2
λ
2
+ δ ±
√(
λ
2
+ δ
)2
+ 2λ2
 ,
C = −λ
2
+ δ, (A4)
showing how distortion lifts the degeneracy of the cubic
limit. Notice that the s and τ operators can still be used
to describe the physics of the quadruplet formed by the
orbitals B and C.
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Appendix B: Effective Hamiltonian for nonzero
Hund’s coupling
In the limit of strong SOC, we can project the Hamil-
tonian in Eq. (2.22) in the j = 3/2 manifold as written
in Eq. (2.26). Here we present the more general effective
Hamiltonian for η 6= 0. We introduce the pseudo-orbital-
dependent operators:
S˜αβij =
(
1
2
− ταβi
)(
1
2
− ταβj
)
, (B1)
Q˜αβij =
√
3
(
1
2
− ταβi
)
τ¯αβj + (i↔ j) , (B2)
R˜αβij =
(
1
2
− ταβi
)
(1 + ταβj ) + (i↔ j) , (B3)
in which τ¯αβ = 1√
3
(τβγ−τγα). The Hamiltonian is given
by
Heff =
4
9
J
∑
〈ij〉γ
(
si · sj + 1
4
)
S˜αβij +
4
9
V
∑
〈ij〉γ
S˜αβij ,
− 4
9
J ′
∑
〈ij〉γ
[
(sαi s
α
j − sβi sβj )Q˜αβij − sγi sγj R˜αβij
]
+
2
3
J ′
∑
〈ij〉γ
S˜αβij . (B4)
The coupling constants J , J ′ and V are defined by Eqs.
(2.23), (2.24) and (2.25).
Appendix C: Free energy near the critical point
In this appendix, we find an approximate expression
for Eq. (4.2) near the finite-temperature critical point
where the order parameters of the parton mean-field the-
ory vanish. Expanding (4.2) up to the fourth-order in
βkλ, we find
Φ ≡βF
N
=− 3 ln 2 + K
2
(
u2 + uw¯ +
vw
3
)
− 3
( K
36
)2 (
21u2 + v2 + w2 + 12uw¯ + 3w¯2
)
+
3
8
( K
36
)4 [
19(3u+ v)4 + 84(2u+ w¯)4
−24uv (11(3u+ v)2 − 39uv)+ 28w4] , (C1)
where K = βJ . We reorganize Φ in the form
Φ ≡ −3 ln 2 + Φ2(u, v, w, w¯) + Φ4(u, v, w, w¯),
where Φ2 contains the terms that are quadratic in the or-
der parameters and Φ4 contains the quartic terms. The
quadratic term can be written in matrix form Φ2 =
tTMt, where tT = (u, v, w, w¯). Diagonalizing M , we
find the set of eigenvalues an, n = 1, . . . , 4, given by
a1,2 = −K(36±K)
432
,
a3,4 =
K(36− 4K ±√2592− 360K + 13K2)
144
, (C2)
The eigenvalues a2 and a4 vanish, respectively, at the
temperatures kBTp = J/36 and kBTc = J/12. The criti-
cal temperature where the numerically calculated specific
heat in Fig. 5 drops to zero corresponds to the higher
value T = Tc.
Appendix D: Computation of correlation functions
In this appendix, we outline the calculation of finite-
temperature spectral functions such as the one in Eq.
(4.8).
We start by considering the correlation function
χlm(τ) = 〈Tτ Oˆl(τ)Oˆm(0)〉, (D1)
where Oˆl is a local operator acting on the j = 3/2 sub-
space associated with site l, Oˆl(τ) = eHeffτ Oˆle−Heffτ is
the operator evolved in imaginary time, Tτ denotes time
ordering, and 〈·〉 = Tr(ρ ·) denotes the thermal average
with density matrix ρ = e−βHeff/Z.
Quite generally, the local operator Oˆl can be written as
a combination of Majorana fermion bilinears, ζal ζ
b
l , with
ζa ∈ {ηa, θa}. Let us illustrate the procedure by taking
Oˆl = −iη1l η2l = 2szl . (D2)
Within the mean-field approximation, the correlation
function can be written as
χlm(τ) = G
12
ml(−τ)G 21lm(τ)− G 11ml(−τ)G 22lm(τ), (D3)
where
G ablm(τ) = −〈Tτηal (τ)ηbm(0)〉. (D4)
is the noninteracting fermion Green’s function. If Rl
belongs to the X sublattice, X = 1, . . . , 4, and Rm to
the Y sublattice, we can write for 0 < τ < β [using
momentum conservation and Eq. (3.24)]
G ablm(τ) = −
8
N
∑
k∈ 12BZ
∑
λ
[
(Uk)Xλ(U
†
k)λY 〈ηakληb−kλ〉
×eik·(Rl−Rm)e−(η)kλ τ + (Uk)Y λ(U†k)λX
×〈ηa−kληbkλ〉e−ik·(Rl−Rm)e
(η)
kλ τ
]
. (D5)
The thermal average yields
〈ηakληb−kλ〉 = δabnF (−(η)kλ ). (D6)
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Table II: Coefficients of the scattering operators in Eq. E1 as a function of the angle parameter ϕ. The columns with the
cubic limit values are obtained by taking ϕ = arcsin(1/
√
3).
L3 edge Cubic L2 edge Cubic
aµ,U
1
9
(
cos2 ϕ−√2 sin 2ϕ+ 3 sin2 ϕ− 1) 0 1
9
(
cos2 ϕ+
√
2 sin 2ϕ− 2) 0
aµ,Q2
√
3
18
(
cos2 ϕ−√2 sin 2ϕ+ 2− 6 sin2 ϕ) 0 √3
18
(
cos2 ϕ+
√
2 sin 2ϕ+ 4
) √
3
3
aµ,Q3 2
√
2
(
cosϕ−√2 sinϕ) 0 2 (√2 cosϕ+ sinϕ) √3
3
aµ,Tx − 2
√
2
3
(
cosϕ−√2 sinϕ) 0 − 4
3
(√
2 cosϕ+ sinϕ
) − 4√3
3
aµ,Ty − 2
√
2
3
(
cosϕ−√2 sinϕ) 0 − 4
3
(√
2 cosϕ+ sinϕ
) − 4√3
3
aµ,Tz
4
√
2
3
(
cosϕ−√2 sinϕ) 0 − 4
3
(√
2 cosϕ+ sinϕ
) − 4√3
3
aµ,Px
1
3
(
2 + 3
√
2
2
sin 2ϕ
)
4
3
− 2
3
− 2
3
aµ,Py
1
3
(
2 + 3
√
2
2
sin 2ϕ
)
4
3
− 2
3
− 2
3
aµ,Pz
1
3
(
4 cos2 ϕ+
√
2 sin 2ϕ
)
4
3
− 1
3
(
cos2 ϕ+
√
2 sin 2ϕ
) − 2
3
bµ,Px
2
√
2
3
(
cosϕ−√2 sinϕ) 0 4
3
(
√
2 cosϕ+ sinϕ) 4
√
3
3
bµ,Py − 2
√
2
3
(
cosϕ−√2 sinϕ) 0 − 4
3
(
√
2 cosϕ+ sinϕ) − 4
√
3
3
bµ,Pz 0 0 0 0
cµ,Px
1
3
(
4− 3√2 sin 2ϕ) 0 − 4
3
− 4
3
cµ,Py
1
3
(
4− 3√2 sin 2ϕ) 0 − 4
3
− 4
3
cµ,Pz − 23
(√
2 sin 2ϕ− 4 sin2 ϕ) 0 1
3
(
5 + cos 2ϕ+ 2
√
2 sin 2ϕ
)
8
3
Taking the Fourier transform of Eq. (D5), we obtain
G (k, ωn) =
ˆ β
0
dτ eiωnτ
1
N
∑
l,m
e−ik·(Rl−Rm)G 11lm(τ)
=
1
2
∑
X,Y
(Uk)Xλ(U
†
k)λY
iωn − (η)kλ
, (D7)
where ωn = (2n+1)pi/β, n ∈ Z, are fermionic Matsubara
frequencies.
Similarly, we obtain the Fourier transform of the cor-
relation in Eq. (D3):
χ(q, ωm) =
1
N
∑
k∈ 12BZ
∑
λ1,λ2
×
{
F (1)λ1λ2(k,q)[nF (
(η)
k−q,λ1)− nF (
(η)
k,λ2
)]
iωm − (η)kλ2 + 
(η)
k−q,λ1
+
F (2)λ1λ2(k,q)[nF (−
(η)
−k+q,λ1)− nF (
(η)
k,λ2
)]
iωm − (η)kλ2 − 
(η)
−k+q,λ1
+
F (3)λ1λ2(k,q)[nF (
(η)
k,λ2
)− nF ((η)k+q,λ1)]
iωm − (η)k+q,λ1 + 
(η)
kλ2
+
F (4)λ1λ2(k,q)[nF (
(η)
k,λ2
)− nF (−(η)−k−q,λ1)]
iωm − (η)−k−q,λ1 + 
(η)
kλ2
}
,
(D8)
where ωm = 2pim/β, m ∈ Z, are bosonic Matsubara
frequencies. The form factors are given by
F (1)λ1λ2(k,q) =
∣∣∣∣∣∑
X
eiG·δX
(
U†k−q+G
)
λ1X
(Uk)Xλ2
∣∣∣∣∣
2
,
F (2)λ1λ2(k,q) =
∣∣∣∣∣∑
X
eiG·δX
(
U−k+q+G
)
Xλ1
(
Uk
)
Xλ2
∣∣∣∣∣
2
,
F (3)λ1λ2(k,q) =
∣∣∣∣∣∑
X
eiG·δX
(
U†k
)
λ2X
(
Uk+q+G
)
Xλ1
∣∣∣∣∣
2
,
F (4)λ1λ2(k,q) =
∣∣∣∣∣∑
X
eiG·δX
(
U†−k−q+G
)
λ1X
(
U†k
)
λ2X
∣∣∣∣∣
2
,
(D9)
where G = 2pi(nx, ny, nz) with na ∈ Z are reciprocal
lattice vectors chosen such that the momenta ±k±q+G
in each form factor lies in 12BZ.
After an analytical continuation iωm → ω+i0+, we can
take the imaginary part of the retarded correlation func-
tion χ′′(q, ω) in a standard way. In the regime βω  1,
we can approximate the factors of Fermi-Dirac distribu-
tions using nF (+ω)−nF () ≈ ωdnF /d. We then obtain
the expression for the contribution from the η fermions
to the spin-lattice relaxation rate
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(
1
T1
)
η
∝ pi
4N
∑
λ1,λ2
∑
k∈ 12BZ
∑
q∈BZ
|A(q)|2
cosh2
(
β
(η)
kλ2/2
)×
×
[
F (1)λ1λ2(k,q)δ(
(η)
k−q,λ1 − 
(η)
kλ2)
+ F (2)λ1λ2(k,q)δ(
(η)
−k+q,λ1 + 
(η)
kλ2)
+ F (3)λ1λ2(k,q)δ(
(η)
k+q,λ1 − 
(η)
kλ2)
+F (4)λ1λ2(k,q)δ(
(η)
−k−q,λ1 + 
(η)
k,λ2)
]
. (D10)
Eq. (D10) can be further simplified since |(η)kλi | = |
(η)
kλj |
for λi, λj = 1, ..., 4 (see Eq. (3.29)). For F (1)λ1λ2(k,q), the
sum over eigenstates yields
∑
λ1,λ2
F (1)λ1λ2(k,q)δ(
(η)
k−q,λ1 − 
(η)
kλ2) = 2F
η(k,k− q)
× δ(|(η)k−q| − |(η)k |),
(D11)
where
F η(k,k− q) = 1 + h(k) · h(k− q)|h(k)||h(k− q)| . (D12)
The expressions obtained for other sums differ from
(D11) only by the combination of vectors k and q. Eq.
(D12) is the form factor F η stated in Eq. (4.10). Notice
that the reciprocal lattice vector G does not appear in
this final expression.
From χ(q, ω) we can also recover the RIXS dynamical
structure factor of sz. Taking the zero temperature limit,
we find
lim
T→0+
χ′′(q, ω) ∝ pi
4N
∑
λ1,λ2
∑
k∈ 12BZ
∑
q∈BZ
∑
i
×F (i)λ1λ2(k,q)δ
(i)
λ1λ2
(ω,k,q), (D13)
in which
δ
(1)
λ1λ2
(ω,k,q) = Θ(−λ1)Θ(λ2)δ(ω − ((η)kλ2 − 
(η)
k−q,λ1)),
δ
(2)
λ1λ2
(ω,k,q) = Θ(λ1)Θ(λ2)δ(ω − ((η)−k+q,λ1 + 
(η)
kλ2)),
δ
(3)
λ1λ2
(ω,k,q) = Θ(λ1)Θ(−λ2)δ(ω − ((η)k+q,λ1 − 
(η)
kλ2)),
δ
(4)
λ1λ2
(ω,k,q) = Θ(−λ1)Θ(−λ2)δ(ω + (η)−k−q,λ1 + 
(η)
k,λ2).
(D14)
Once again, summing over the eigenstates, we find for
ω = 0∑
λ1,λ2
F (1)λ1λ2(k,q)δ
(1)
λ1λ2
(0,k,q) =
(
1− h(k) · h(k− q)|h(k)||h(k− q)|
)
× δ(|(η)k−q| − |(η)k |),
(D15)
with similar expressions for other summations. The ex-
pression in brackets is just the form factor written in Eq.
(5.17). As stated in the main text, it is clear that this
form factor will vanish when q = 0.
The procedure outlined in this appendix can be gen-
eralized for the θ fermions as well. In particular, if
Oˆl = −iηal θ2l , the corresponding form factor of a RIXS
experiment will be exactly the one given in Eq. (D15).
For operators involving the fermions θ1 and θ3, it is not
possible to find exact expressions to the form factors,
since there is no closed form to the matrix Vk (see Eq.
3.33). The response functions must then be computed
numerically.
Appendix E: RIXS scattering operators
In this appendix, we present the RIXS scattering op-
erators discussed in Section V considering an arbitrary
tetragonal distortion. In general, we write
OˆLµ =U aµ,Uτz +Q2 aµ,Q2τx +Q3 aµ,Q3τz
+
∑
a=x,y,z
Ta aµ,Tas
aτy
+
∑
a=x,y,z
Pa (aµ,Pas
a + bµ,Pas
aτx + cµ,Pas
aτz) ,
(E1)
where µ = 2, 3 for the L2,3 edge and we use the polar-
ization factors given by Eq. (5.8). The above equation
corresponds to the projection of the operators listed in
Ref. [70] to the B and C states discussed in Appendix A.
In Table II we show the explicit values of the coefficients
in terms of the angle parameter ϕ in Eq. (A3). We also
highlight the coefficients in the cubic limit, which were
expressed in Eqs. (5.12) and (5.14).
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