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1. INTRODUCTION AND STATEMENT OF THE THEOREMS 
The oscillation theory of delay differential equations has been extensively 
developed during the past few years (see, for example, [l-12] and the 
references cited therein). A delay differential equation provides a mathe- 
matical model for physical systems in which the rate of change of the 
systems depends not only on their present state, but also in their past 
history. In this paper we obtain new oscillation results for delay differential 
equations with periodic coeffkients. 
Consider the delay differential equation 
X’(t)+fl(t)[pX(t-T)+qX(t-a)]=& (El 
where a is a nonnegative continuous function on the interval [0, CG) which is 
not identically zero on this interval, p and q are real numbers, and T and cs 
are nonnegative constants. It will be supposed that the function a is periodic 
with a period cu > 0 and that there exist nonnegative integers p and v such 
that 
T=/KlJ and o=vw. 
Consider also the delay equation 
x’(t)+f(t)x(t-?)-g(t)x(t-o)=O, 03 
where f and g are nonnegative continuous functions on [0, UJ) which are not 
identically zero and w-periodic, and T and (T are exactly as above. 
Let t,>O. By a solution on [to, c(j) of the differential equation (E) 
(respectively, of the equation (E)) we mean a continuous real-valued func- 
tion x defined on the interval [t, - p, co), where p = max(r, c >, which is 
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differentiable on [to, co) and satisfies (E) (resp. (E)) for all t 2 to. As usual, 
a solution of (E) or (E) is said to be oscillatory if it has arbitrarily large 
zeros and nonoscillatory otherwise. 
Throughout the paper, we will use the notation 
A = I j”’ a(t) dl 
0.l 0 
and 
(clearly, A, F, and G are positive constants). Moreover, with the differential 
equation (E) we associate the equation (which is in a sense the 
characteristic equation of (E)) 
i.+A(pe-“’ +qe- ‘O)=O. (*) 
In this paper, we give a necessary and sufficient condition for the oscilla- 
tion of all solutions of (E) via the equation (*). Also, we obtain conditions 
under which every nonoscillatory solution of (E) tends to zero as t -+ ‘32. 
Moreover, we give sufficient conditions for all solutions of (E) to be 
oscillatory. More precisely, in this paper the following results are proved. 
THEOREM 1. The .following statements are equivalent: 
(I) .411 solutions qf (E) are oscillator?: 
(II ) Equation (* ) has no real roots. 
THEOREM 2. Let c > 1 he a constant such that .f 2 cg and assume that 
O<(T-CJ)G< 1. (Cl) 
Then every nonoscillatory solution of (E) tends to zero at YJ. 
THEOREM 3. Let c > 1 be a constant such that .f‘> cg and assume that 
condition (C, ) holds. Moreover, assume that 
T( F- G)e > 1. (G) 
Then ail solutions of (E) are oscillatory. 
The importance of Theorem 1 is that the coefficients of (E) are not 
restricted to be nonnegative. See [ 1 l] for the case of delay differential 
equations with nonnegative periodic coefficients. 
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In the special case where a(t) = 1 for t 2 0, Theorem 1 leads to the main 
result in [3]. 
For delay differential equations with constant nonnegative coefficients, a
necessary and sufficient condition for the oscillation of all solutions is 
established in [12] (see also [I, 4, 81). 
When the coefficients f and g of the differential equation (E) are 
constant, Theorems 2 and 3 lead to known results [2] (cf. also [7]). 
2. SOME USEFUL LEMMAS FOR THE PROOF OF THEOREM 1 
In this section we establish some lemmas which will be used in the proof 
of Theorem 1. 
LEMMA 1. Assume that 
Then the inequalities 
r>a>o. 
p+q>o, 
P > 0, 
(1) 
(2) 
(3) 
and 
rn=yfE [l+A(pe-“‘+qe-““)I>0 (4) 
are necessary conditions for (*) to have no real roots. 
Proof: See [3, Lemma 11. 
LEMMA 2. Let x be a solution on an interval [to, cxj), t, > 0, of the 
differential equation (E) and set 
z(t)=s(t)-pl’+” a(s) x(s) ds for t > max{ t,, t, 0). (5) I-7 
Then z is a solution of (E) on the interval [T,, ocj), where To = 
max{ t,, 5, c} + max(r, 0}. 
Proof Since the function a is o-periodic and because of the fact that 
r=p~and C=VW, from (5)and (E) weobtainfor tamax{t,,~,o) 
z’(t)=x’(t)-p[a(t-a)x(t-a)-a(t-r)x(t-T)] 
= -a(r)[px(t-T)+qx(t-a)]-pa(t)[x(t-cr)-.x(t-T)] 
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and consequently 
z’(t)= -a(t)(p+q).u(t-a) forevery t>,max{f,,s.o). (6) 
On the other hand, by using again the fact that a is w-periodic and that 
T = PW and g = WI, from (5) and (E) we derive for t 2 T,, 
pz(r-r)+qz(t-a) 
=p 
[ 
x(t-r)-p~,‘~2~ ~u(s)x(s)ds] 
r ~ 20 
+q x(t-0)-p 
L s 
a(s) x(s) ds 
*-r-c7 1 
=p.u(t-r)+qx(t-a) 
- P P J,y” 
[ 
u(s)x(s)ds+qj~--2n u(s) x(s) ds 
I T IT 1 
=px(t-r)+qx(t-a) I-0 
-P P [J a(s-t)x(s-r)ds+q I-T s I-0 a(s-a)x(s-o)ds I T 1 
=pX(f-T)+qX(f-0) 
-P P 
ii 
‘?(s)x(s-r)ds+qj’~?~(s).u(s-r)ds 
r- r I r 1 
=px(t-T)+qx(t-a) 
s 
r-0 
-P a(s)[px(s-t)+qx(s-a)] ds 
,-T 
s 
l-11 
=px(r-z)+qx(r-a)-p [-x’(s)] ds 
I-r 
and therefore 
pz(t-t)+qz(t-a)=(p+q).Y(r-o) for all t 3 T,. (7) 
Combining (6) and (7), we conclude that the function z is a solution on 
[ T,, co ) of the differential equation (E ). 
LEMMA 3. Suppose that ( 1 ), (2), and (3) are satisfied. Let x be a positive 
solution on an interoal [to, x8), t, 2 0, qf the dijjferentiul equation (E) and 
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define z as given b-v (5). Moreover, let TO be defined as in Lemma 2. Then 
the following statements are true: 
(i) Assume that 
Ap(r -a) d 1. 
Then z is a solution of(E) on the interval CT,,, ocl), which is decreasing and 
positive. 
(ii) Assume that 
A~(T-o)> 1 
and set ~7 = --z. Then w is a solution of (E) on the interval CT,,, a), which 
is increasing and eventually positive. 
Note. A solution of (E) on an interval [t, cc ), 5 > 0, is said to be 
positive or decreasing or increasing if it is positive or decreasing or 
increasing, respectively on the whole interval l-5 - p, ccj), where p = 
max{ r, u}. Also, a solution of (E) on an interval [t, co), i >, 0, is called 
eventually positive if it is positive on [[, 00) for some 52 t --. 
Proof: First of all, we have 
s , a(s) ds = Ar for tar I--T 
and 
I 
I 
a(s) ds = Aa for t>o. 
,-0 
(8) 
(9) 
In fact, by taking into account the fact that the function a is o-periodic and 
that r = ~0, we obtain for t > t (by (1 ), r is positive) 
f’ a(s)ds=~~a(s)ds=[~/~a(s)ds]r=[~~~a(s)ds]r=A~. 
I--T 
By a parallel argument, we can establish (9). 
(i) From Lemma 2 we know that z is a solution of (E) on the inter- 
val [TO, cc ). Moreover, from (2) and (6) we see that the function z is 
decreasing on [max{ t,, 7, a>, co). It remains to establish that z is positive 
on the interval [max{ t,, 7, cr}, co). Since a is not identically zero on the 
interval [O, ~0) and o-periodic, it follows that the function a is not identi- 
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tally zero on any interval of the form [{, #CC ), 5 > 0. Thus, (2) and (6 ) 
imply that z is not eventually constant. Now. in order to prove that I is 
positive on the interval [max(r,, T, r~ ), c;r_ ), it suffices to show that 
lim z(t) = 0. (10) I--r L 
First. we claim that lim, - % z(t) is a finite number. Otherwise. 
lim z(t) = -‘X, (111 f - ?I 
which guarantees that z is eventually negative. Moreover, ( 11) implies that 
x is unbounded. Indeed, in the opposite case there exists a constant K > 0 
such that x(t) < K for all t 2 t,-max{r, cr}. Then, by taking into account 
(1), (3), (8), and (9), from (5) we obtain for t>max(t,, T, cr) 
.x(t)=;(r)+pj’-” 
I-r 
a(s)s(s)ds<z(t)+ pK1“ ~';a(s)ris 
I ? 
=z(l)+pK j' 
C I I 
a(s)&-j' U(s)ds =:(f)+pKA(r-a)+ -xc 
l-C7 1 
as t -+ IC which is a contradiction. Now, by taking into account the fact 
that z is eventually negative and x is unbounded, we can choose a point 
1, >,max(r,, T, c). such that 
:(t,)<O and x(t,)=max(x(s): tO-max{s, 0) ds<r,l. 
By using (I), (3), (8), and (9), from (5) we find 
This contradiction establishes our claim that 1~ lim,, ~ z(t) is finite. 
Integrating both sides of (6) from to* = maxit,, T, 0) to f and letting t + EC, 
we obtain 
l-z(tt)= -b+d j,,; a(s).y(.y-a)d.~, 
458 
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s 
?o 
a(s) x(s - a) ds < cc. (12) 4 
But, by using the fact that the function a is w-periodic and that r = /lco and 
a = vu, we get 
s x a(s) x(s - a) ds = 4 s 
x cc 
a(s + a) x(s) ds = a(s) x(s) ds 
r; - 0 s lo’-0 
E 
s 
cc 
a(s-r)x(s-r)ds= jr a(s) x(s - T) ds. 
t;-a+r I;-,-, 
Hence, because of (12), we have 
s 
r, 
a(s) x(s) ds < cc’ (13) 
l 
% 
and 
s 73 a(s)x(s-t)ds<co. (14) c 
In view of (12) and (14), from (E) it follows that IS;. x’(s) risl -C CD and so 
lim , _ oc, x(t) exists. We must have 
lim x(t)=O. (15) 
I - cc 
In fact, in the opposite case there exists a constant c > 0 so that x(t) 2 c for 
t > t$. Hence, (13) gives JT a(s) ds < og. This is a contradiction, since a is 
not identically zero on the interval [0, a) and w-periodic. From (13) we 
see 
lim Imu s a(s) x(s) ds = 0. I + is, , ~~ 7 (16) 
By (15) and (16), from (5) we conclude that (10) holds. 
(ii) From Lemma 2 and the linearity of (E), it follows that u’ is a 
solution on CT,, CG) of the differential equation (E). Also, from (6) we see 
that 
~l’(~)=a(t)(p+q)x(t-a) for t>max{tO,r,a} (17) 
and so, in view of (2), we conclude that )t’ is increasing on the interval 
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[max{ to, T, u j, l~N ). To show that w is eventually positive it suffices to 
establish that 
lim u’(t) = yJ. (18) 
I- I 
Otherwise, I - lim, _ ~ I exists and is finite. By setting tt = 
maxit,, r, rr;, from (17) we get 
which, by (2), guarantees that ( 12) is true. As in the proof of part (i). we 
see that (13) and (14) are satisfied and next we see that (15) and (16) hold. 
From (5), (15), and (16) it follows that I-lim,, ~ n(t) =O. But, the func- 
tion a is not identically zero on any interval of the form [t, CC ), 5 3 0, and 
hence from (2) and (17) it follows that w is not eventually constant. Thus. 
II’ is negative on the interval [max(t,, r, a), x’) and so we can consider a 
point t, dmax{t,, r, cr) so that 
W(f\)<O and x(f,)=min(.\-(s):t,-maxjr,ai ds<t,). 
By using (1). (3) (8). and (9), from (5) we tind 
This contradiction shows that ( 18) holds. 
3. PRWF OF THEOREM 1 
First of all, as in the proof of Lemma 3, we see that (8) holds when T > 0. 
On the other hand, (8) is obvious for T = 0. Hence, (8) is satisfied in both 
cases where T > 0 or t = 0. In a similar way, we find that (9) is true for 
u 3 0. 
For the proof that (I) =S (II) assume, for the sake of contradiction, that 
(*) has a real root &. Define 
.~(t)=exp[~j~u(s)&] for (20. 
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Then, by using (8) and (9), we obtain for t 3 p = max(z, cr} 
x’(r) + a(r)[px(t - 5) + qzc(t - a)] 
=fo(t)exp[pjda(s)ds] 
and hence x is a solution on [P, cc) of the differential equation (E). 
Clearly, this solution is positive. So, there is a nonoscillatory solution of 
(E). This contradicts the hypothesis that all solutions of (E) are oscillatory 
and completes the proof that (I) * (II). 
Next we will show that (II)= (I). When O=T, the differential equation 
(E) takes the form 
X’(t)+U(t)(p+q)X(t-T)=O 
and (*) reduces to the equation 
/l+A(p+q)e+‘=o. 
Also, if rr = 0, then the transformation 
I(l)=y(r)exp[ -q/lPri(s)ds] for r3 -p 
where cl is the o-periodic extension of the function a on the interval 
[ -p, cc ), transforms (E j into the equation 
y’(t)+o(t)pexp[qj~-rZ(.s)ds]y(t-r)=O. 
By (LX), the last equation becomes 
J”(t) + U(t) pe+‘(t - 5) = 0. 
On the other hand, when d = 0, the equation (*) becomes 
(A + Aq) + Ape-“’ = 0. 
By using the transformation A+ Aq = 1, the last equation can be written in 
the form 
X + (ApeyA’) e -XT = 0. 
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So, in both cases where g = r or 0 = 0 the differential equation (E) reduces 
to an equation with one delay of the form 
.~'(t)+U(f)T.Y(f-T)=O (E I,, 
and the equation (*) becomes 
E. + Are -” = 0, (* )o 
where r is a real number. Now, assume that (*)0 has no real roots. Then 
it is obvious that T >O. Moreover, as lim, ~ , 0. + .4re “) = mx~, it follows 
that 
F,(l)=i+.4rc “‘>O for all j. E R. 
In particular, we have F,(O) > 0 and hence r > 0. Next, we find 
minF,(/I)=~ln(Aure)>O 
i E w t 
and consequently 
Arr > l.‘e. 
Thus, in view of (8), we have 
’ lim inf s 
I 
a(s) r ds > - 
I-T , i e 
But it is known (see [S, 63) that the last inequality is a sufficient condition 
for the oscillation of all solutions of (E),. 
Hence, in what follows we may (and do) assume that the delays T and 
c satisfy (I). 
Suppose that (*) has no real roots. Then, since ( 1) is assumed to hold, 
Lemma 1 implies that (2). (3), and (4) are true. Furthermore, assume for 
the sake of contradiction that the differential equation (E) has a non- 
oscillatory solution x on an interval [to, 8-~8 ), f, b 0. Without loss of 
generality, we may assume that -u(t) # 0 for all t > t, - p, where 
p =max{r, cr). As the negative of a solution of (E) is also a solution of the 
same equation, we will confine our discussion to the case where .Y is 
positive on [to - p, ,z ). 
In the sequel, for convenience, we will suppose that inequalities about 
values of functions are satisfied eventually for all large 1. 
We distinguish the following two cases: 
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Case 1. Ap(r - 6) < 1. Setting 
-(~)=X(I)-PJ:~P~(S).Y(S)~S, 
we know, by Lemma 3(i), that z is a solution of (E) which is eventually 
positive and decreasing. Furthermore, from (6), we have 
z’(f)+a(t)(p+q)x(t-o)=O. 
Define 
zJt)=z(t) 
and 
z,(t)=z,-, (t) - P j['+p a(s) z,- ,(s) ds (n = 1, 2, . ..). (19) 
Then, for every no { 1, 2, . ..}. the function z, is a solution of (E) which is 
eventually positive and decreasing. Moreover, one has 
zL(t)+a(t)(p+q)z,,+,(t-a)=0 (n = 1, 2, . ..). (20) 
Next, for each n = 1, 2, . . . . we introduce the set 
A(z,)= 
i 
izO:z:lt)+~a(r)z,(t)<O . 
1 
The proof will be accomplished by proving that A(z,) has the following 
contradictory properties: 
(P,) For each n = 1,2, . . . . the set A(z,) is nonempty and bounded 
above by a number independent of IZ. 
(P2) If no {1,2, . ..}. then 1~n(~,)~(~+m)~/1(~,+,), where m is 
the positive number defined by (4). 
Consider an arbitrary positive integer n. It is clear that 
Z,(f)dZ,-, (fjen-,(f-n) 
and so (20) yields 
zk(f) + (p + 9) a(f) z,,(f) GO. 
Thus, we see that A(p + q) E A(-,,), which shows that I + 0. 
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Next, we consider an arbitrary II E { 1,2, . . . ) and we prove that A(:,,) is 
bounded above by a number which is independent of n. Indeed, integrating 
both sides of (20) from t - CJ to t, we get 
T,l(t,---,,(t-~)+iP+q) [’ 4s) -,, ,(s-a)ds=O, 
‘,-CT 
which gives 
--,A-o)+ip+q) r,,-,tt-rr)<O 
and therefore, in view of (9), we obtain 
so, 
-;,,(t-a)+(p+q)Ao=,~. ,(t-cJ)<O. 
=,,- I(t)< 
1 
(P+q)Afl 
hit 1. 
By using (8 ) and (9), from ( 19) we find that 
-n(t)6--,,-,(t)-p j [ ylis,ds]b,t-4) 
and hence, by (21), we obtain 
pAiT-o)=,,~,(t-a)6--,,~,(t)--,,it)<-,, m,(t)< 
I 
(P+(l) AfJ 
--,( t,. 
Therefore. 
and so (20) implies that 
u(t)-‘,(t)>O. 
(21) 
This proves that the number l/Cp,4(~-o)o] is not an element of the set 
A(=,). That is, A(?,) is bounded above by I/[pA(r-cr)o]. 
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Now, we will establish (PI). Let n E { 1,2, . ..) and let A be an arbitrary 
number in A(z,,). Set 
Then 
d(t) = 
[ 
z:(r)+~u(f)z.(l)]ex~[~ jia(s)ds]60 
and from (19) we obtain 
xa.(r-o)exp[-~f~a(J)ds]. 
So, in view of (8) and (9), we have 
-~*“)]u.(r--4)exp[-a/da(s)drl. (22) 
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Also, from (20) we find 
and hence, by (9), we get 
z:,+,(t)= -a(r)(p+q)e”“cp,,(r-a)exp [-;j;a,s,ds]. (23) 
So, from (22) and (23) we obtain 
i. + tn 
~:,+,(t,+~u(t,~,,+,(t) 
xcp,,(t-~)exp - L 
i .I 
-- J 1 A I> u(s) ds 
which proves that (2 + tn) E A(=,,+, ) and completes the proof in this case. 
Case 2. Ap(7 - a) > 1. If we define 
w(t)= -z(t)= -.T(t)+pj”~“a(s).‘;(S)d~, 
I-r 
then Lemma 3(ii) ensures that MY is a solution of (E) which is eventually 
positive and increasing. Also, (17) gives 
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Set 
and 
wo( 1) = w( t ) 
w,(t)= -w,-L(f)+pS’-“a(S)~~,_,(s)ds (n = 1, 2, . ..). (24) 
I-r 
Then, for each n = 1, 2, . . . . the function W, is also a solution of (E) which 
is eventually positive and increasing. Moreover, one has 
w~(t)-a(t)(p+q)w,~,(t-a)=O (n = 1, 2, . ..). (25) 
For any n = 1,2, . . . . we define the set 
A(w,)= i i>O:w,(t)-~a(r)w,(l)~O . i 
Also, we set 
/q. = p+q and mfb &loo 
O P(T-C) 
mO=-e . 
AP 
The proof will be accomplished by proving that A(w,) admits the following 
contradictory properties: 
(PI) For each n = 1,2, . . . . the set A(w,) is nonempty and bounded 
above by a number independent of n. 
(P*) For any n = 1,2, . . . and every ;1 E n(w,) with 12 Lo, the number 
1+ m, belongs also in A(w, + ,). 
First we will show (P,). Let n E { 1, 2, . ..}. By using (8), (9), and (24), we 
get 
M’~(~)~p~‘-“a(s)H.,~~,(S)ds~p J--” 
I-1 [ ,~~ .(W] Hqn-,(t-c) 
=P /t;r4W~-j:c 
[ 
a(s)ds ~c,~,(t-a)=pA(s--)~,,_,(r-a) ] 
and hence, by (25), we find that 
4I(~) - a(r)( P + 4) 
1 
~4s - 0) 
w,(t)>,O. 
This means that lo E A(w,) and so /l(~,) # 0. Now, from (25) and the fact 
that W, is a solution of (E), we obtain 
a(t)(p+q)~r~,_,(t--)=w~(t)= -U(t)[P~',,(t-T)+qM',(t--)I. (26) 
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But the function a is not identically zero on any interval of the form 
[<, x), 5 3 0. So, there exists a sequence (t,),= ,,?. ,. with lim,, T I, = x 
and such that 
4f,)>O for r = 1, 2, 
Then (26) implies that 
(P+q)“‘,,P,(tr-O)= -Cpll’,,(tr-T)+ql(‘,,(tr-a)] 
for r = 1. 2. . . . . which means that q < 0 and 
( p + q) ll’,P ,(I, - a) < -qM’,Jt, - 0) < -qw,,(t,). 
Using this in (25), we get 
Ic’:,(t,) - (-4) a(r,) br,(t,) < 0 (r= 1, 2, . ..). 
which proves that ( -qA) $ A( IV,). That is, the number -qA is an upper 
bound of n(ns,,) which is independent of n. 
Finally, we will establish (PZ). Let n be an arbitrary positive integer and 
let A be an arbitrary element of A(w,!) with A> I.,. Set 
Then 
t);(t)= n~~,(t)-Aa(t) tr,,(r) exp 
L 
2 ’ ] [-;J;u(s)ds]20. 
Thus, from (24) we obtain 
‘r’,z+,(t)= -~,,(f)+pj,~+~~a(s) w,,(s)ds 
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= -~.(f-~)exp[~f~o(s)ds] 
and so, by using (8) and (9), we get 
w,l+,(t)< -1 +$(e-““-PP”’ 
[ 
)]ll,(r-o)exp[~f~a(s)ds]. (27) 
Furthermore, (25) yields 
a(s) ds 
0 
] 
xexp[aJ):a(s)ds] 
and consequently, in view of (9), we have 
w~+,(t)=a(t)(p+q)eP”“$,(t-a)exp “jr ( )d . [R oas s] (28) 
Combining (27) and (28), we find 
w,+,(l)-Ta(t) w,+,(f) 
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This implies that (A + mo) E A( )v,, + , ). 
The proof of the theorem is now complete. 
4. PROOFS OF THEOREMS 2 AND 3 
In this section we prove Theorems 2 and 3. Note that in the proof of 
Theorem 3 we use Theorem 2. 
Proof cf Theorem 2. We have f - g 3 (c - 1) g and hence the function 
f- g is nonnegative on the interval [0, S) and not identically zero on this 
interval. Therefore, we can see that 
F>G. (29) 
Furthermore, from condition (C,) it follows that 
5 3 0. (30) 
Let s be a nonoscillatory solution on an interval [to, Y; ), t, b 0, of the 
differential equation (Ej. Without loss of generality, we can suppose that 
s( t ) # 0 for all t > t, - T. Furthermore, as the negative of a solution of (E ) 
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is also a solution of the same equation, we may (and do) assume that x is 
positive on the interval [to - T, oc, ). Set r, = max { t,, T} and define 
z(r,=X(t)-~r-Cg(S)X(S)ds for tar,. (31) 
1--T 
Then, by taking into account the fact that the function g is w-periodic and 
that T = ~LW and (r = vo, from (31) and (I?) we obtain for t 2 T,, 
Z’(t)=X’(t)- [g(t-O)X(t-CJ)-g(t-T)X(t-T)] 
= -[f(t),~(t-T)-g(t)x(t-o)]-[g(t)x(t-o)-g(t),~(t-T)] 
and consequently 
Z’(t)= -[f(t)-g(t)] X(t-T) for every t 2 To. (32) 
Since f - g is nonnegative on [0, CC ), it follows from (32) that the function 
z is decreasing on the interval [To, a). We claim that z is bounded below. 
In the opposite case, we have 
lim z(t)= -cc (33) r--t x 
and hence z is eventually negative. On the other hand, the function x is 
unbounded. Indeed, otherwise there exists a positive constant K with 
x(t)<Kfor tat,,--T. Thus, by using (30), from (31) we find 
x(r)dz(r)+KJ,r+Tu g(s)dsfor every t 2 To. (34) 
But we have 
g(s)ds=G~ for r8T (35) 
and 
s I g(s)ds= Go for taa. (36) I-0 
In fact, (35) is obvious when T = 0. So we suppose that T >O. Then, by 
taking into account the fact that the function g is w-periodic and that 
T = pctw, we obtain for t > 5 
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By a parallel argument we can establish (36). By (35) and (36) from (34) 
we get for t 2 T,, 
x(t)<z(t)+K 
c, 
r g(s)ds-j’ g(s)ds =:(t)+ KG(T-0) 
,--T t-0 I 
and so, in view of (33), we arrive at the contradiction lim, _ 7. s(t) = -r/, . 
This contradiction establishes that x is unbounded. Now, since z is even- 
tually negative and .Y is unbounded, we can consider a point t, 2 To so that 
z(t,)<O and .u(t,)=max~.u(s):r,-rb.r6t,~. 
In view of (30) (35), (36). and condition (C, ). from (31) we obtain 
o>~(t,)=.K(t,)-l’l~-~ 
I,- T 
g(s)s(s)ds$Y(r,,-Y(ti)i‘i’ “g(s)d.r 
1, r 
=x(t,)-.K(I,) 
[j 
I’ g(s)ds-J” g(s)ds 
r,- i II 0 1 
=X(t,)[l-G(T-CT)]>@ 
This contradiction shows that z is bounded below and so 1 E lim, _ % I( t ) 
exists and is finite. Now, integrating both sides of (32) from To to t and 
letting t + IX, we derive 
I-z(T,,)= -I7 [f(J)-g(.Y)].K(.T-T)& 
To 
which implies that 
s JZ [f(s)- g(s)]x(s- T)dS< cc. To 
But we have 
with c > 1. Hence, (37) gives 
s % g(s)x(s-r)ds<,x. TO 
From (37) and (38), it follows that 
(37) 
(38) 
(39) xf.(s).x(s-T)ds<CX.. 
Tl, 
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By using the fact that g is o-periodic and that r = pa and g = VU, we derive 
s 
x 
g(s) x(s - T) ds = 
To I 
-2 
g(s-a+T)x(s-o)ds 
To-r+0 
s 
'* 
= g(s)x(s-a)ds 
To-rfo 
and hence (38) implies that 
s 
cc 
g(s)x(s-o)ds< co. (40) 
TO 
By using (39) and (40), from (E) we obtain IjGx’(s)dsl <co and so 
lim,,, x(r) exists. If lim,, r. x(t) is positive, then there exists a constant 
M > 0 with x(t) > M for all t 2 T, - T and hence (39) implies that 
s Tl f(s)ds<=jo, 
which is a contradiction since the function f is w-periodic and not identi- 
cally zero on [0, co). This contradiction shows that lim,, a x(t) must be 
zero and the proof is complete. 
Proof of Theorem 3. From the inequality f - g 2 (c - 1) g it follows 
that the function f - g is nonnegative on the interval [0, co) and not iden- 
tically zero on this interval. Since f - g is o-periodic, we can see that f - g 
is not identically zero on any interval of the form [l, co), 4 > 0. 
Let x be a nonoscillatory solution of (E) on an interval [to, co ), t, > 0. 
As in the proof of Theorem 2, we can assume that x is positive on the inter- 
val [r, - T, ‘x) (note that condition (C,) implies (3O), i.e., T 2 a). We 
consider the function z defined by (31), where T,=max{t,, T}. Then (32) 
holds and hence L is decreasing on CT,,, a ) and not eventually constant. 
Now, Theorem 2 ensures that 
lim x(t) = 0. (41) I-m 
On the other hand, by taking into account (30), from (31) we obtain for 
every t 2 T,, 
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and so, by using (35) and (36), we get 
:(t)>,x(r)--G(r-a)[ max x(s)] for all f >, T,. (42) 
r-r<.,cr--0 
In a similar manner, we can derive 
Ar)G.y(t)-Gir-a)[ min x(s)] for all f >, T,,. (43) 
f~ rc,<r- (T 
From (41), (42) and (43) we find 
lim z(r)=O. (44) I - -x 
As : is decreasing on [To, ‘5 ) and not eventually constant, (44) implies 
that 2 is positive on the interval CT,,, cr, ). Furthermore, from (3 I ) it follows 
that z < .Y on [r,, ;r, ). Hence, (32) gives 
-‘it) + [f(t)- g(t)] Iif - T) 60 L (451 
for all r >, r,, + r. But, (35) holds and in a similar way we can prove that 
Thus, in view of (35), (46). and condition (C,), we have 
lim inf 
I-x i 
’ [f(s)-g(s)]d,=r(F-G)>;. 
.I -r 
But, the last condition guarantees (see [S, 6, 91) that the differential 
inequality (45) has no eventually positive solutions. So the proof of the 
theorem is complete. 
5. A REMARK 
As we have proved in the proof of Theorem 2, the assumption f > cg for 
some constant c > 1 implies that (29) holds, i.e., F > G. We observe that 
(29) is also a consequence of condition ( Cz). Moreover, condition (C, ) 
implies (30), i.e., r > cr. 
It is remarkable that (29) and (30) are necessary conditions for all solu- 
tions of (E) to be oscillatory. To prove this result, we first claim that a 
necessary condition for the oscillation of all solutions sf (E) is that the 
equation 
~+Fe--“‘-Ge--““=O (47) 
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has no real roots. Assume that (47) has a real root A and define 
h,(t) =f(t) epAr- g(t) epirr for t>O. 
By using (35) and (46), we obtain for every t 3 T 
and consequently 
I 
I 
h,(s) ds = -AT for t2z. 
,-r 
In a similar manner, we can derive 
J ’ h,(s) ds = -Aa for t>o. I-0 
Next, we set 
$t)=exp[ -jih,(s)dr] for t>O. 
Then, by (48) and (49), we obtain for t > p = max{ r, e> 
x’(t)+f(t)x(t-t)-g(t)?r(t-a) 
= -h,(t)exp[ -j:h,(s)ds]+f(t)exp[ -jip’h,(s)ds] 
[ j 
I-0 
-dt)exp - h,(s) ds 
0 1 
= 1 -h,(t) +f(t) exp J [~~,h'(")d~] 
- g(t) ew [ J’ I-0 hds)dy]]exp[ -Jih,(s)ds] 
=[-hJt)+f(t)e-“’ -g(t)ep’“]exp[ -Jih*(s)ds]=O 
(48) 
(49) 
and hence x is a solution on [p, “G) of the differential equation (E), which 
is positive on [O, ccj). So, there exists a nonoscillatory solution of (E) and 
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hence our claim is true. Now, suppose that all solutions of (E) are 
oscillatory. By our claim, (47) has no real roots. Set 
H(A)=I+Fe-“‘-Ge-“” for E.ER. 
Since H( Y-, ) = x’, it follows that 
H(I)>0 for all i E R. (50) 
In particular, we have H(0) = F- G > 0 from which (29) follows. If r < (T, 
then we can see that H( - CC) = --CC, which contradicts (50). This 
contradiction establishes (30) and completes the proof. 
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