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A sequence of results which characterize xactly the complexity of problems 
related to the evaluation of relational queries consisting of projections and natural 
joins is proved. It is shown that testing whether the result of a given query on a 
given relation equals some other given relation is DP-complete (D p is the class of 
languages that are equal to the intersection f a language in NP and a language in 
co-NP--it  includes both NP and co-NP, and was recently introduced in a totally 
different context, see Papadimitriou and Yannakakis, 1982, Proceedings, 14th 
Annual ACM Sympos. on the Theory of Computing, San Francisco, Calif., 
pp. 255-260). It is shown that testing inclusion or equivalence of queries with 
respect o a fixed relation (or of relations with respect o a fixed query) is H~- 
complete. The complexity of estimating the number of tuples of the answer is also 
examined. 
1. INTRODUCTION 
The relational algebra is known to be a simple and powerful anguage for 
expressing database queries. But exactly how powerful is it? In terms of 
expressibility, Codd showed in his classical paper (1972) that it is equivalent 
to a version of first-order logic. In terms of computational complexity, on the 
other hand, there have been several results suggesting that the relational 
algebra on finite relations embodies some extraordinary computational 
power. Already in (Aho et aI., 1979; and Chandra and Merlin, 1977) it was 
shown that evaluation as well as testing equivalence or containment of 
relational queries are hard combinatorial problems. More recently, there 
were results suggesting that the join of relations may be hard to "compute" 
even in certain weak senses of the word (Honeyman et al., 1980; Maier et 
al., 1981) (a polynomial time algorithm for a special case was developed in 
(Honeyman, 1980), and that project-join queries are hard to compare with a 
given conjectured result for inclusion (Maier et al., 1981). 
In some sense, relational algebra seems to behave computationally in a 
way different from, say, the ordinary algebra of integer operations (with 
exponentiation). In ordinary algebra, as in relational algebra, the result of 
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evaluating an expression with the data given can, of course, be xponentially 
long. If, however, the result is polynomially long (or part of the input as a 
eonjeetured result) then it can be shown (DeMillo and Lipton, 1980) that the 
calculation can be carried out in polynomial time, because the intermediate 
results cannot be exorbitantly large (this is based on classical work by G. H. 
Hardy). In contrast, our results imply that, in relational algebra, intermediate 
results can be inherently much larger than both the input relations and the 
results (similar but weaker results were already known (Honeyman et al., 
1980; Maier et al., 1981). 
In particular, we prove three kinds of results: 
(i) Given a database s, a relational query Q, and a conjectured result 
r, testing whether Q(s )=r  is complete for the class D p (the class of 
lanquages which are equal to the intersection of a language in NP and a 
language in co-NP--see Papadimitriou and Yannakakis (1982) for the 
relevant definitions). The problem is known to be NP-complete if we replace 
= by ___ (Yannakakis, 1981) and co-NP-complete if we replace = by 
(Maier et al., 1981); we also give direct proofs of these facts. 
(ii) An important question, also from the practical standpoint, is that 
of evaluating, approximating, or bounding the number of tuples in the result 
of a query. We show some strong negative results for such problems: 
Given a database s, a quary Q, and two nonegative integers d I , d 2 , testing 
whether d 1 ~ ] Q(s)] ~ d2 (where ] Q(s)] is the number of tuples of Q(s)) is D p- 
hard, even when d I = d z or when d~ < d 2. Testing whether d 1 ~< ]Q(s)] is NP- 
hard, and testing whether ]Q(s)l <~ d 2 is co-NP-hard (the co-NP-hardness 
result also follows from the co-NP-completeness result of Maier et al. 
(1981)). 
Given a database s and a query Q, the enumeration problem of counting 
the number of tuples in the result Q(s) in #P-hard (this means that it is as 
hard as any enumeration problem corresponding to a predicate in NP). 
(iii) Queries can be thought of as database mappings (Bancilhon and 
Spyratos, 1980). In this context, questions of equivalence, covering, etc. 
become relevant. We show the following results: 
Given a database s and two queries Q~, Q2, testing whether Ql(s) c Q2(s) 
and testing whether Q~(s) = Q2(s) are both complete for the class H~ of the 
polynomial-time hierarchy. 
Given two databases Sl, s2, and a query Q, testing whether Q(s~) c Q(sz) 
and testing whether Q(s~) = Q(s2) are both H~-complete. 
To phrase it in another way, testing whether Q~(s~)= (_~)Q2(s2) is H~- 
complete ven when QI = Q2 or when s~ = s 2. 
In all the above results, databases can be constrained to consist of a single 
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relation, and queries are restricted to only use the operations of projection 
and (natural) join. 
Of course, for practical purposes NP-hardness is already a convincing 
evidence of intractability. However, the precise position of a problem in the 
polynomial-time hierarchy is a question of theoretical interest (especially 
since natural complete problems for classes "between" NP and PSPACE are 
very rare) and it also tends to testify to some kind of "higher-order" intrac- 
tability of the problem in hand. 
In our proofs, we use extensively a construction reminiscent of the ones in 
(Aho et al., 1979; Maier et al., 1981), and a basic lemma concerning this 
construction (Lemma 1). 
2. BASIC DEFINITIONS 
2.1. Relational Model 
The relational database model (Codd, 1970) assumes that the data are 
stored in tables called relations. The columns of a table correspond to 
attributes, and the rows to tuples (records). Each attribute A has an 
associated omain of values Dora(A); domains of distinct attributes are 
assumed to be disjoint. A relation scheme is a finite set of attributes labeling 
the columns of a table, and it is usually written as a string of attributes. Let 
X be a relation scheme: an X-tuple is a mapping /~ from X into 
(.-)A ~x Dom(A ) such that ¢t(A)C Dom(A) for each attribute A in X; a relation 
over X is a finite set of X-tuples. A database scheme S is a finite set of 
relation schemes. A database over S is a set of relations containing exactly 
one relation over each relation scheme in S. 
In the context of the relational model, one way of formulating queries is 
by using a set of operations defined on relations (relational algebra (Codd, 
1970; 1972). In this paper we only consider two operations, projection and 
join. 
The projection t[Y] of an X-tuple t onto a subset Y of X is the restriction 
of t to Y. The projection 7rr(R ) of a relation R over X to Y is the set of 
projections of the tuples in R to Y. If R1,R 2 are relations over the relation 
schemes X 1 and X2, respectively, the join of R 1 and R 2, written RI*R 2, is 
the relation R 1 *R 2 = {fl ] fl is an X 1 U X2-tuple,/~ [X 1 ] C R 1, ~/[X2 ] ~ Rz }" 
A relational expression consists of relation schemes as operands and 
projection and join as operations. A relational expression (p defines, in the 
obvious way, a function which takes one argument for each relation scheme 
X appearing in the expression as operand (the corresponding argument is a 
relation over X), and produces as a result a relation over a certain relation 
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scheme, the target relation scheme of ~0, trs(rp). We will be using relational 
expressions to formulate queries in relational databases. 
2.2. Complexity Theory 
In the sequel, we will consider both recognition problems (where we want 
to know whether there is a solution or not) and enumeration problems (where 
we want to find the number of solutions). We will now define some basic 
concepts from complexity theory which we will be using. 
NP is the class of recognition problems which can be solved by a 
nondeterministic Turing machine running in polynomial time; co-NP is the 
class of the complements of problems in NP (Garey and Johnson, 1979). D p 
is the class of problems which can be expressed as the conjunction of a 
problem in NP and a problem in co-NP; both NP and co-NP are contained 
in D p (Papadimitriou and Yannakakis, 1982). Z~ is the class of problems 
which can be solved by a polynomial time nondeterministic Turing machine 
which uses an oracle from NP; ll p is the class of the complements of 
problems in Zf  (Garey and Johnson, 1979; Stockmeyer, 1976). 
A problem A is C-hard, where C is any of the above classes, if any 
problem in C is polynomial time reducible to A; A is C-complete if A is C- 
hard and also A is in C (Garey and Johnson, 1979). Showing that a problem 
is complete for some class characterizes exactly its complexity. It is a 
classical result that the following problem is NP-complete (Cook, 1971; 
Garey and Johnson, 1979; Karp, 1972): 
3SAT: Given a Boolean expression G in 3-conjunctive normal form (3CNF), 
is G satisfiable? 
As a straightforward consequence, 3UNSAT (the complement of 3SAT) is 
co-NP-complete, and the following is D°-complete (Paradimitriou and 
Yannakakis, 1982): 
3SAT-3UNSAT: Given two Boolean expressions G, G' in 3CNF, is it true 
that G is satisfiable and G' is not? 
Moreover, the following quantified version of 3SAT is liP-complete 
(Stochmeyer, 1976; Wrathall, 1976): 
Q-3SAT: Given a Boolean expression G in 3CNF and a partition of the 
variables in G into two sets X= {x I ..... Xr}, X '= {xr+ 1 ..... xn}, determine 
whether for all assignments of truth values to the variables in X G is 
satisfiable, i.e., determine whether VX3X'(G(X,X')= i) (we write VX for 
Vx 1 ... Vx r etc.). 
#P  is the class of enumeration problems which can be expressed as 
counting the number of accepting computations f a polynomial time 
nondeterministie Turing machine (Garey and Johnson, 1979; Valiant, 1977; 
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1979). An enumeration problem is #P-hard if any problem in #P is 
polynomial time Turing-reducible to it. The following enumeration version of 
3SAT is #P-complete (Valiant, 1979): 
#3SAT:  Given a Boolean expression G in 3CNF, how many satisfying truth 
assignments does G have? 
All our complexity results will be proved by reduction from the 
appropriate complete satisfiability problem. 
3. DP-cOMPLETENESS AND #P-HARDNESS RESULTS 
We first describe a general construction, starting from any 3CNF 
expression: 
Let G = F 1 ... F m be a Boolean expression in 3-conjunctive normal form; 
the F]s  are clauses of three literals each and the variables appearing in the 
expression are x l ,  x 2 ..... x , .  We denote the variables appearing in a clause Fj 
by xi,, xA, xi3 (assume, with no loss of generality, that the expression 
consists of at least three clauses, and that the variables appearing in each 
clause are distinct). We construct a relation R a corresponding to G as 
follows: 
R G has n + 1 + m(m + 1)/2 columns. The first m columns correspond to 
the clauses of G and are labeled by the attributes FI,...,F m ; the next n 
columns correspond to the variables in G and are labeled by the attributes 
X~,X2,...,X . ; the next m(m-  1)/2 columns correspond to the two-element 
subsets of {1 ..... m}, and are labeled by the attributes Yll,21,..., Yl~,ml ..... 
Ylm 1,m]; the last column is labeled by the attribute S. 
For each clause Fj of G, R G has 7 tuples as follows: let hjk, k = 1 ..... 7, be 
the seven satisfying truth assignment of the clause Fj (each hik is a function 
from {xjl, xj2 , xj3 } to {0, 1 }); for each hj~, R G contains a tuple &k such that 
&k(Fj) = 1, &.k(Fi) = e for l 4 = j, /a~k(Xa. ) = hik(xj, ), i = 1, 2, 3,/~j~(Xt) = e for 
l 4: Ji, i = 1, 2, 3, lajk(Ylidl ) = x i f j  = i or j = l and tajk(Yli,ll) = e otherwise, 
&k(S)=a. Finally, R G contains a tuple v, where v(Fa)= 1, v(S)=b, 
v (W)=e for W=/=Fi, S. 
We also consider the following relational expression ~0 G corresponding to 
G: 
m 
~'~ = ~<. .  "~m ( r )  * * ~'~/~,,'~J,3",,.1,"" . -,,.m,S(r), 
j 1 
where T is the relation scheme of Ra,  namely F 1 . . .  FmXIX  2 . . .  Y n Y{ I ,21  " ' "  
YIl,ml "'" YIm-l,ml S" 
106 STAVROS S. COSMADAKIS 
EXAMPLE. Let G be the 3CNF expression (x 1 +x  2 +x3)(-~x z +x  3 + 
---~4)(---~3 + --x 4 + --.xs); the relation R a is 
F1 F2  F3 X1 X2  X3  X4  X5  Y{1,2j Yi1,31 YI2,31 S 
1 e e 0 0 1 e e x x e a 
1 e e 0 1 0 e e x x e a 
1 e e 0 1 1 e e x x e a 
1 e e 1 0 0 e e x x e a 
1 e e 1 0 1 e e x x e a 
1 e e 1 1 0 e e x x e a 
1 e e 1 1 1 e e x x e a 
e 1 e e 0 0 0 e x e x a 
e 1 e e 0 0 1 e x e x a 
e 1 e e 0 1 0 e x e x a 
e 1 e e 0 1 1 e x e x a 
e 1 e e 1 0 0 e x e x a 
e 1 e e 1 1 0 e x e x a 
e 1 e e 1 1 1 e x e x a 
e e 1 e e 0 0 0 e x x a 
e e 1 e e 0 0 1 e x x a 
e e 1 e e 0 1 0 e x x a 
e e 1 e e 0 1 1 e x x a 
e e 1 e e 1 0 0 e x x a 
e e 1 e e 1 0 1 e x x a 
e e 1 e e 1 1 0 e x x a 
1 1 1 e e e e e e e e b 
The relational expression ~0 a is 
7EF1F2F3 :~ 7CFIX 1X2X3 Y[ 1,2} YI 1,3 ] S ~< 7~F2X2X3X 4 Y{ 1,2} Y{ 2,31S ~:7~F3X3X4X 5 Yt 1,31 Y( 2,3 ]S " 
We remark at this point that the fact that the same symbols (0, 1, e, x) are 
used in different columns is irrelevant; one could imagine replacing (in a 
consistent way, of course) any symbols in any particular column by new 
symbols, appearing only in that column. 
R G and ~ can be constructed in time polynomial in the space needed to 
write down G; they capture the satisfiability (or unsatisfiability) of G as 
stated in the following results (let F denote the relation scheme F x . . .  F m, Y 
denote the relation scheme YI1,2I "'" Yt l ,ml  "'" Y im 1,m), and T j  denote the 
relation scheme F jX :  X :2X:~ Yu , I I  " "  Yu ,mJ ) :  
LEMMA 1. q~G(RG) = R G ~d Ra ,  where  fo r  each  tup le  g in Ra ,  /~(F:)  = 1, 
p(Y l id l )=x ,  /~(S)=a,  and p[X ,  X2 . . .X , ]  de f ines  a sa t i s fy ing  t ru th  
ass ignment  h fo r  G (by  tak ing  h (x i )=~u(X i ) ) ;  converse ly ,  fo r  each  sat i s fy ing  
t ru th  ass ignment  fo r  G there  is a cor respond ing  tup le  in R a. 
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Proof Obviously, R~ ~0~(R~). Now consider a tuple p in ~0~(RG). If 
p(S) = b, then clearly ~ = v, i.e., p is in R~. If p(S) = a, we distinguish two 
cases: 
(i) p[F] =p~l[F] for some i. Then p(F i )= 1, and since p[T;] is in 
~ri(RG) (and p(S)=a) ,  it follows that p[Ti]=pi~[Ti] for some k; in 
particular, we have P(Yli,Jl) = x for all j 4= i. 
Now let jve i: p(Fj)= e, so either p[Tj] =/~ik[Tj] for some k, or p[Tj] = 
/tlk[Tj. ] for some k, where l :/: i, l ¢ j;  the second alternative cannot hold since 
it implies P(Yli,jI) = e, and thus we see that for all j, p[Tj] ----pik[Tj] for some 
k. From this we conclude that, for some k, p =P~k, i.e., p is in R c. 
(ii) p[F] =-v[F]. Then for all j p(Ffl = 1, and thus p[T]]-=pjk[Tj] for 
some k. Therefore, from the way R G was constructed it follows that 
P(Ylial) =x  and p[XIX 2 ... X,] is a satisfying truth assignment for G. [[ 
PROPOSITION 1. I f  G is unsatisfiable, nr~0G(Rc)--~r(R~); if G is 
satisfiable, 7rv~0a(Rc)= nv(Rc)Uu ~, where uG is the Y-tuple such that 
uAYI ,,I) = x.  
Proof Immediate, from Lemma 1. II 
The following is a simple fact which we will also be using in subsequent 
proofs. 
PROPOSITION 2. Given a relation R, a relational expression ~ over 
projection and join, and a tuple t, testing whether t E ¢(R ) is in NP. 
Proof Immediate, by an inductive argument on the structure of q~. Alter- 
natively, one may consider the tableau (Aho et al., 1979) corresponding to 
~, and guess a valuation showing that t ~ ~0(R). II 
Notice that it immediately follows from Proposition 1 that G is satisfiable 
iff u G E zcrq)G(RG). Combining this fact with Proposition 2, we get a direct 
proof of the following result, proved indirectly in (Yannakakis, 1981): 
Given a relation R, a tuple t, and relation schemes X, Yi, it is NP-complete to 
test whether t ~ nx(*~vi(R)). 
It also follows from Lemma 1 that G is unsatisfiable iff ~0G(Ra)= Ra, and 
combining with Proposition 2 we get a direct proof of the following result 
(Maier et al., 1981): 
Given a relation R and relation schemes Yi, testing whether *nr~(R ) = R is co- 
NP-complete. 
We now prove our first complexity result. 
THEOREM 1. Given a relation R, a relational expression ~o over 
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projection and join, and a relation r, it is DP-complete to test whether 
Proof We first show membership in DP: it suffices to show that testing 
whether r c ~0(R) is in NP, and testing whether ~0(R)c r is in co-NP. The 
first is a simple consequence of Proposition 2; just test whether t C ~0(R) for 
all tuples t C r. The second is equivalent o showing that testing whether 
q~(R) ~ r is in NP (~ stands for the negation of _): for this, just nondeter- 
ministically guess a tuple t and check that t ~ ~p(R), and also check that 
t~r .  
For the DP-hardness part, we will make a reduction from 
3SAT-3UNSAT. Let G, G' be two Boolean expressions in 3CNF. Let R G be 
the relation corresponding to G over the relation scheme T= 
F1 ""FmXlX2 " "X ,  YII,zj "'" Yt l ,m)" ' "  YIm--1,mj S, and Rz, be the relation 
I l / ! corresponding to G' over the relation scheme T '=F1. . . Fm,X1X2 ... 
Xnt'Y(l,2} "'" Y'{1,m'} ".Y(m,_l,m,}S'. Let RG,G,=Rc*RG,', observe that 
T~ T '=O,  and that for Z~ T we have ~z(RG,G,)=~z(RG), and for 
Z' c_ T' we have ~z,(RG,G,) = ~z,(RG,). Let ~0~, G be the relational expression 
~yr,(~0G*tp~,), taking as argument the relation scheme TUT ' ;  clearly 
~0G,G,(RG,~, ) = ~rq~G(RG)*~v,~OG,(RG,), and thus using Proposition 1 it is easy 
to see that G is satisfiable and G' is unsatisfiable iff ~G,G,(RG,G,)= 
(~r(R6)W u~)*Tcv,(RG, ) (call this relation rG,G, ). Since RE,G:, ~OG,~,, r~,~, 
can be constructed in time polynomial in the space needed to write down G, 
G', we are done. II 
Observe that in order to be able to make the reduction (and so in order for 
Theorem 1 to be true) it suffices to consider relational expressions of a 
certain restricted form. This will be the case for all of our results. 
THEOREM 2. Given a relation R, a relational expression fo over 
projection and join, and two "small" nonnegative integers d~, d 2 (written in 
unary), it is DP-eomplete to test whether d I ~ [~o(R)[ ~ dE, even when d I = d2 
or when d 1 < d E. Testing whether d 1 ~ [~o(R)[ is NP-complete, and testing 
whether ]~o(R)l ~ d 2 is co-NP-compIete. 
Proof To prove the membership assertions, it suffices to show that 
testing whether d 1 ~< ]tp(R)] is in NP and testing whether ]~o(R)l ~< d2 is in co- 
NP. The first follows from Proposition 2, just guess nondeterministically dj 
distinct tuples (recall that dl is in unary) and check that each of them is in 
~0(R). For the second it suffices to show that testing whether I~p(R)l >~ d 2 + 1 
is in NP, which is the same as the first. 
For the DP-hardness part let G, G' be as before, and let f l= 7m + 1, 
fl' = 7m' + 1. By appropriately padding G' (add a sufficient number of extra 
clauses not affecting its satisfiability) we can make sure that fl < fl'. Now 
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IcoG,G,(RG,G,)I = t~ycoG(Ra)] [Iry,coG,(RG,)], and furthermore I~ycoG(RG)I =/~ if 
G is unsatisfiable and I~vcoG(RG)I =/~ + 1 if G is satisfiable, and similarly for 
G' (Proposition 1). Thus, G is satisfiable and G' is unsatisfiable iff 
IcoG,G,(RG,G,)I = (fl+ 1)/1', iff fl(fl' + 1) + 1 ~< [coG,G,(RG,G,)I ~<fl(fl' + 1) +fl'. 
For the remaining hardness assertions if suffices to observe that, by 
Lemma 1, G is satisfiable iff f l+ 1 ~<]coG(RG)I, and G is unsatisfiable iff 
I coG(RG)I 4/~. | 
THEOREM 3. Given a relation R and a relational expression 9 over 
projection and join, the enumeration problem of counting the number of 
tuples in co(R) is #P-hard. 
Proof. Immediate, by the fact that if a(G) denotes the number of 
satisfying truth assignments for G, then a(G)=IcoG(RG)[- 7m-  1 
(Lemma 1). II 
By observing the form of coG we can also see the following: 
COROLLARY. Given a relation R and relation schemes Yi, the 
enumeration problem of counting the number of tuples in *rcvi(R ) is #P- 
complete. 
Proof By the proof of Theorem 3, it suffices to show membership in #P. 
Consider the following "counting Turing machine" M: M nondeter- 
ministically guesses a tuple t, and accepts if and only if t[Yi] E R for all i. 
Clearly M runs in polynomial time, and the number of accepting 
computations of M is the same as the number of tuples in *zrr:(R ). | 
4. /-/F-COMPLETENESS RESULTS 
In this section we prove the following: 
THEOREM 4. Given a relation R and two relational expressions COl, CO2 
over projection and join, testing whether ¢o1(R ) ~_ CO:(R ) and testing whether 
COl(R) = q~2(R) are both HP-eomplete. 
THEOREM 5. Given two relations R1,R  2 and a relational expression CO 
over projection and join, testing whether CO(R1)~ CO(R2) and testing whether 
CO(R 0 = CO(R2) are both ll~-complete. 
We first prove that the problems above are in//~. 
PROPOSITION 3. Given two relations RI ,R2,  and two relational 
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expressions ~01, ~l) 2 over projection and join, testing whether qh(Rl) ~ ~%(R2) 
and testing whether qh(R1)= ~02(R2) are both in H~. 
Proof For the first part, it suffices to show that testing whether 
q~l(R1) ~(5 ~02(R2) is in 2;~. But by Proposition 2 all we have to do is nondeter- 
ministically guess a tuple t and check, by asking an appropriate oracle from 
NP, that t~ 01(R~) and t~ ¢2(R2). The second part is similar. II 
Theorems 4 and 5 will be proved by reduction from Q-3SAT. We first 
show that we can impose some technical restrictions on the instance of Q- 
3SAT without losing its HzP-completeness. 
PROPOSITION 4. Q-3SAT is II~-eomplete even if the set X is not 
contained in any V:, where Vj is the set of variables appearing in the clause 
Fj, and also X does not contain any V:. 
Proof To enforce the first restriction, just add to G the clauses 
(v~ + v 2 + v3), (v 4 + v 5 + v6), where the vi's are new variables, and replace X 
by Xk_) Iv1, v4}. If X contains Vj then the problem is trivial, because there is 
an assignment to the variables in V: making Fj false, and thus 
VX3X' (G(X ,X ' )= 1)is false. II 
In the following, we will use X to denote both the set {x~,..., xr} and the 
relation scheme X~ ... Xr. 
Proof of Theorem4. By Proposition 3, we only need to prove the 
hardness part. Let G, X be as above, and let R~ be a relation obtained from 
R G as follows: first, for each clause Fj add a tuple ~j corresponding to the 
truth assignment hj : {x~, x:2, x:3 } -~ {0, 1 } which does not satisfy F:; that is, 
~j(F:)= 1, ~j(F1) = e for l v~j, ~j(Xji) = h:(xji ), i=  1, 2, 3, ~:(Xl) = e for 
I ~ Ji, i = 1, 2, 3, ~:(Yli,tl) = x if j = i or j = l, and ~:(Yti.ll) = e otherwise, 
{i(S) = a. Then add a new column labeked by U, and make ~:(U)= cj, and 
fl(U) = c for any other tuple ~t in the relation. 
Consider also the following relational expressions (T' is the relation 
scheme of R~, namely F 1 - "  FmXIX  2 . "  XnY ix ,21  " "  Y[1,m} ""  Y(m l ,mlSU)  : 
. = 7rF l . . . Fmk ] [ F jXj IXj2X/3Y{J, I )  "" 
~F  1 • . . Fm\  ] [ F./)(i lXj2Xj3Y[J,I ] " 
It is not difficult to see that rp 2 picks out the satisfying truth assignments 
for G (despite the extra tuples, since it looks at both the S and U columns), 
while <p~ considers G as a tautology (because of the extra tuples, since it 
I rRr~ only looks at the S column). More specifically, we have that 7rxrp~t a )= 
ZrxOG(RG) = Zrx(R~) U Rx,~, where: ~rx(Rb) U R x and 2 , 
(a) R x consists of all possible truth assignments o variables in X, and 
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Rx, a consists of the restrictions of the satisfying truth assignments for G to 
the variables in X (Rx, a = nx(Ra) . 
(b) No tuple in 7rx(R'G) may be taken as defining a truth assignment 
(by our first restriction on X, any such tuple contains at least one e). 
Thus, VX3X' (G(X ,X ' )=! )  is true iff Rx~Rx,  a, iff nx(R'a)URx~_ 
7rxO~(RG) ~-- ~xq~a( G), iff = ~rx(R~)URx, ~ i ff 1 t 2 R" 1 ; 7rx(oG(Ra) ZCxq)2(R~,). This 
completes the proof. II 
Proof of Theorem 5. By Proposition 3, we only have to prove the 
hardness part. Let G, X be as above, and let R~ be a relation obtained from 
R~ by omitting the U column. We now have Zrx~0a(R~)= lrx(R~)UR x and 
7rx~c(Ra) = 7rx(Rc)URx, ~. As before, no tuple in either 7rx(Rg) or 7rx(RG) 
may be taken as defining a truth assignment; moreover, we actually have 
7rx(R~) = 7rx(RG) (by our second restriction on X, the extra tuples in R~ do 
not matter). Thus, VX~X' (G(X ,X ' )= I )  is true iff Rx~Rx.  ~, iff 
7rx(R~)W Rx ~ Trx(RG)U Rx, ~, iff 7rxq)a(Rg)~_lrx~o~(Ra), iff 7rx~0a(Rg)= 
7rx~Oc(Ra). This completes the proof. II 
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