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Abstract
Background: Although syndromic surveillance systems are gaining acceptance as useful tools in
public health, doubts remain about whether the anticipated early warning benefits exist. Many
assessments of this question do not adequately account for the confounding effects of
autocorrelation and trend when comparing surveillance time series and few compare the
syndromic data stream against a continuous laboratory-based standard. We used time series
methods to assess whether monitoring of daily counts of Emergency Department (ED) visits
assigned a clinical diagnosis of influenza could offer earlier warning of increased incidence of viral
influenza in the population compared with surveillance of daily counts of positive influenza test
results from laboratories.
Methods: For the five-year period 2001 to 2005, time series were assembled of ED visits assigned
a provisional ED diagnosis of influenza and of laboratory-confirmed influenza cases in New South
Wales (NSW), Australia. Poisson regression models were fitted to both time series to minimise
the confounding effects of trend and autocorrelation and to control for other calendar influences.
To assess the relative timeliness of the two series, cross-correlation analysis was performed on the
model residuals. Modelling and cross-correlation analysis were repeated for each individual year.
Results: Using the full five-year time series, short-term changes in the ED time series were
estimated to precede changes in the laboratory series by three days. For individual years, the
estimate was between three and 18 days. The time advantage estimated for the individual years
2003–2005 was consistently between three and four days.
Conclusion:  Monitoring time series of ED visits clinically diagnosed with influenza could
potentially provide three days early warning compared with surveillance of laboratory-confirmed
influenza. When current laboratory processing and reporting delays are taken into account this
time advantage is even greater.
Background
Early detection is crucial for achieving effective control of
outbreaks and epidemics of influenza. Monitoring of clin-
ical and other health data streams which are available
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electronically in real-time or near real-time is now recog-
nised internationally, nationally and locally as an essen-
tial complement to established mechanisms for public
health surveillance [1-4]. Several studies have explored
the potential utility of surveillance using various data
streams for influenza monitoring [5-12]. Syndromic sur-
veillance using emergency department (ED, or 'emergency
room') data streams is becoming a popular method of
monitoring disease activity [13-19].
While some studies have evaluated syndromic surveil-
lance against continuous laboratory series [20,21], none
have assessed the timeliness of ED-based syndromic sur-
veillance against such a standard. Furthermore, few stud-
ies have analysed the more fine-grained daily temporal
relationship between a syndromic and laboratory time
series.
In 2001, the State of New South Wales (NSW), Australia,
which has a population of approximately seven million,
mandated the reporting of positive laboratory test results
for influenza virus to the Department of Health [22]. In
2003, the NSW Department of Health established a near
real-time ED-based syndromic surveillance system, which
includes patient visits with influenza as the primary pro-
visional diagnosis amongst the syndromes able to be
monitored on a daily basis [17]. Counts of ED presenta-
tions for influenza syndrome from this system form part
of an enhanced surveillance effort during the annual
influenza season [23].
Amongst the many well-established analytical techniques
for time series, cross-correlation analysis is frequently
used to quantify the temporal relationship between two
time series and to assess the statistical significance of their
correlation at various time lags or offsets. However, before
undertaking such analysis, care must be taken to remove
both long-term trend and autocorrelation from the time
series, lest they give rise to spurious evidence of a tempo-
ral relationship between data series [24,25]. Autocorrela-
tion refers to non-independence of counts over time. The
danger of ignoring these temporal confounders has long
been recognised [26,27]. As Bowie and Prothero note,
"cross-correlating two series both exhibiting seasonality
before eliminating seasonal and trend components will
inevitably produce highly significant correlation coeffi-
cients, in fact, no direct association may exist." [26]. They
go on to illustrate this by demonstrating a substantial (r =
0.67) and statistically significant correlation co-efficient
for time series of deaths each month due to ischaemic
heart disease in the UK and the monthly tonnage of
oranges imported into Britain. However, after removal of
trend and seasonal components from these clearly unre-
lated time series, no significant cross-correlation remains.
The purpose of this paper is to investigate, with adequate
control of temporal confounders, whether daily counts of
ED influenza visits provided by a near real-time syndro-
mic surveillance system offers the potential for earlier
warning of changes in influenza activity in the commu-
nity than traditional laboratory-based surveillance, and to
estimate the magnitude of any time advantage.
Methods
Data sources
Emergency Department data
For the period 1 January 2001 to 31 December 2005, we
obtained from the NSW Emergency Department Data
Collection (EDDC) [28] the time series of daily counts of
ED visits that were assigned a provisional diagnosis of
influenza by medical staff, aggregated by date of arrival at
the ED. The EDDC collects data that are routinely cap-
tured in the ED clinical information systems of 61 urban
and large regional public hospitals across NSW, covering
approximately three quarters of all ED visits in the state
[29]. Public hospitals provide almost all ED services in
NSW. Only data from the 49 EDs that contributed data
continuously over the entire five-year period were
included in this analysis. We have no reason to believe
that this selection on the basis of time series completeness
introduced any biases into the pooled count data, as the
EDs that have participated continuously represent the
majority of urban and larger rural EDs. The EDDC was
used as the retrospective data source rather than the cur-
rent near real-time ED surveillance system because of its
greater temporal and geographic coverage – the near real-
time ED surveillance system has been in operation only
since September 2003 and currently covers only 30 EDs.
However, both systems draw data from the same sources
and are therefore identical with respect to the data items
used in this study. International Classification of Diseases
(ICD) version nine code 487 or version ten codes J10 and
J11 were used to select records. The time series of this diag-
nosis has previously been found to have a qualitative sim-
ilarity with laboratory diagnosed influenza [30].
Laboratory data
From 1 January 2001 in NSW, it became mandatory that
all public and private laboratories notify the health
department of all positive influenza test results. Public
laboratories receive specimens from public hospitals
whereas private laboratories receive them from general
practitioners, private hospitals and other private health
care facilities, such as aged care facilities. Notifications
from private laboratories constitute the majority of the
influenza notifications. For the same period as the ED
time series, we obtained from the NSW notifiable disease
surveillance system the time series of daily counts of lab-
oratory-confirmed influenza cases, aggregated by date of
disease onset. For the majority (98.5%) of influenza noti-BMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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fications, the date of disease onset is the collection date of
the laboratory specimen. All sub-types of influenza virus
were included. These results include direct detection of
viral antigen from nasopharyngeal swabs or aspirates by
direct immunofluorescence, detection of viral nucleic acid
by polymerase chain reaction, serological tests and isola-
tion of virus by culture. Multiple notifications for the
same case of influenza were counted only once.
Data analysis
Descriptive analyses were performed using SAS version
8.02 [31] and time series analysis was performed using the
R statistical package version 2.2.0 [32].
Poisson regression models
In order to remove long-term trend and autocorrelation
from the ED and laboratory time series of daily counts, we
fitted generalised linear regression models to each series
for the full five-year period as well as each individual year.
We assumed a "quasi-Poisson" error distribution for the
model, which is appropriate for count data exhibiting
over-dispersion (greater variance than would be expected
in Poisson-distributed data). Because both ED visits and
specimen collection are likely to be affected by holidays,
weekends and other factors that vary by day of the week,
we included terms in the models for weekday, public hol-
idays, and school holidays. "Natural cubic smoothing
splines" are recognised as an effective means of control-
ling for long-term trends in time series of counts and have
been used in studies of the short-term effects of air-pollu-
tion [33-35]. These splines smooth a time series by fitting
a pre-specified number of piecewise polynomials along
the time series. The number of "knots", or end-points of
the polynomials, determines the degree of smoothing.
When the smoothed curve is subtracted from the original
time series, the residual values will only include short-
term variation of the observations because longer-term
trend is captured in the spline curve. An a priori decision
was made to choose the minimum degree of smoothing
that would adequately remove autocorrelation and trend
from the two five-year time series. To ensure comparabil-
ity of results between years, we applied the same degree of
smoothing when fitting models to the individual one-year
time series. The final model had the form:
Expected(log(influenza counts)) = day-of-week + school 
holiday + public holiday + spline(day, degrees of free-
dom)
Fitted values obtained from the model were then sub-
tracted from the original time series to leave two suffi-
ciently "stationary" and "whitened" residual time series
that allowed valid inferences to be drawn from cross-cor-
relation analysis [24,25]. The Ljung-Box test, with a signif-
icance level of 0.05, was used to check autocorrelation in
the residual time series prior to cross-correlation analysis
[36].
Cross-correlation analysis
Cross-correlation analysis calculates a series of correlation
coefficients between two time series by overlaying and
temporally shifting the two series over a range of succes-
sive time lags. This allows determination of the time lag
that maximises the strength of the correlation between the
two time series. R software automatically chooses between
20 and 30 positive and negative lags in its cross-correla-
tion function, depending on the number of observations.
Statistical significance was defined as a correlation coeffi-
cient greater than twice the standard error.
Qualitative comparison of medium to long term trends
The requirement for a de-trended (stationary), non-auto-
correlated time series for the cross-correlation analysis
meant that we were unable to use statistical methods to
compare longer-term trends between the ED and labora-
tory time series. However, a visual comparison of both the
observed time series counts and the fitted spline compo-
nent of the ED and laboratory models nevertheless allows
an impression to be gained of the relative location, shape
and magnitude of peak influenza activity between the two
series.
Comparison of smoothed raw time series
To assess the plausibility of the observed correlation, we
plotted the 7-day moving averages of the raw ED series
and the laboratory series for the most distinct influenza
season in the five-year period, which was 2003.
Estimate of laboratory processing and reporting delays
In a separate analysis, we used the NSW notifiable disease
surveillance system to calculate the median lag in days
between the date when the specimen was taken from the
patient and the date the laboratory reported the positive
test results to local health authorities.
This study used de-identified epidemiological informa-
tion and therefore ethical approval was not required.
Results
Descriptive statistics
Visual inspection reveals broad similarity between the ED
and laboratory daily series in terms of both the relative
size and timing of seasonal peaks (Figure 1). The low
counts early in the laboratory series probably reflect
under-reporting associated with the commencement of
mandatory notification of influenza by laboratories in
2001. Fourteen per cent of ED visits for influenza were by
young children (ages 0–4 years) and 55 per cent were by
young and middle-aged adults (ages 15–44 years). Labo-
ratory results showed a greater predominance of youngBMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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children, with 31 per cent of positive test results being for
children aged under five years (Table 1). The age distribu-
tion of patients diagnosed with influenza in EDs stay
fairly constant throughout the year. However, the age dis-
tribution of laboratory diagnoses of influenza differed
markedly between seasons, with 40% of results for chil-
dren aged 0–4 years during the annual influenza season,
compared with seven per cent at other times of the year.
The balance between the sexes was similar for both data
sources. The severity of ED presentations with a provi-
sional diagnosis of influenza was low, as indicated by a
hospital admission rate of approximately five per cent,
consistent across seasons. Almost 80% of laboratory iso-
lates were for influenza A virus. In terms of area of resi-
dence, city and rural areas were similarly represented in
the ED data and this ratio remained consistent through
the course of each year. By contrast, urban residents were
relatively over-represented amongst the laboratory notifi-
cations, with three-quarters living in major cities.
Poisson regression models
The specified model with eleven degrees of freedom per
year (55 total degrees of freedom) was the minimum
degree of smoothing that adequately limited autocorrela-
tion within the two five-year time series. Plots of raw daily
count series of both ED and laboratory data and the fitted
values obtained from the Poisson regression models are
shown in Figure 2. No significant autocorrelation was
detected in the residual series from the models fitted to
individual years, except for the ED model in 2002 and the
laboratory model for 2005 (Table 2).
Cross-correlation analysis
For the full five-year period, the strongest statistically sig-
nificant positive correlation (r = 0.06, p = 0.01) for the
residuals of the ED model relative to the residuals of the
laboratory model occurred at a lag of negative three days.
This suggests that short-term changes in the ED time series
preceded those in the laboratory series by three days on
average (Figure 3 and Table 3). A cluster of small positive
correlations (lags 2–5 days) around the largest positive
correlation was evident (Figure 3). For individual years,
the ED residual series was maximally significantly posi-
tively correlated with the laboratory residual series at lags
ranging from -3 to -18 days (r: 0.11–0.14) (Table 3).
Qualitative comparison of medium to long term trends
Visual comparison of the logarithm of the smoothing
spline component (that is, of the seasonality and longer-
term trends) of the fitted models for each year showed a
strong similarity in the timing and relative magnitude of
influenza peaks, and a broad similarity in the overall
shape of peaks between the two data sources (Figure 4).
Outside of the peak influenza season some variations
occurred such as in late 2001 when laboratory results
tailed off more slowly than ED visits. In 2004, ED activity
rose earlier in the year than laboratory results. At the end
of 2004 and in early 2005 laboratory trends departed
from and were higher than ED visits. It is known that dur-
ing that period, the laboratory time series included some
false positive results reported by a single laboratory.
Comparison of smoothed raw time series
Visual comparison of the 7-day moving averages of ED
visits and laboratory results showed that during the influ-
Daily counts of Emergency Department ('ED') visits with a  provisional diagnosis of influenza and positive laboratory  ('Lab') test results for influenza viruses – raw data and fitted  models Figure 2
Daily counts of Emergency Department ('ED') visits with a 
provisional diagnosis of influenza and positive laboratory 
('Lab') test results for influenza viruses – raw data and fitted 
models.
Comparison of daily count of Emergency Department diag- noses of influenza and daily counts of positive laboratory test  results for influenza viruses, New South Wales, 2001 to 2005 Figure 1
Comparison of daily count of Emergency Department diag-
noses of influenza and daily counts of positive laboratory test 
results for influenza viruses, New South Wales, 2001 to 
2005.BMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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enza season from July to September 2003, the ED activity
consistently rose, peaked and then declined earlier than
the laboratory results. However, at the end of the season,
the laboratory results tailed off more quickly than the ED
visits (Figure 5).
Estimate of laboratory processing and reporting delays
For the period 2001 to 2005, the median delay for the
reporting of positive laboratory results for influenza to
local public health authorities was four days after the date
of specimen collection.
Discussion
Through use of time series methods with adequate control
of temporal confounders we found that monitoring short-
term changes in the incidence of ED-diagnosed influenza
could provide at least three days early warning of chang-
ing influenza activity in the population relative to moni-
Table 1: Demographic, clinical, viral type and geographic characteristics of Emergency Department (ED) visits assigned a provisional 
diagnosis of influenza and laboratory-confirmed influenza notifications by season, New South Wales, 2001 to 2005
ED provisional diagnosis of influenza Laboratory-notified influenza infection
Influenza 
season
 (May-Sep)
Rest of year Total Influenza 
season 
(May-Sep)
Rest of year Total
No. % No. % No. % No. % No. % No. %
Age group 0–4 yrs 1108 14% 567 14% 1675 14% 1298 40% 90 7% 1388 31%
5–9 yrs 526 7% 162 4% 688 6% 210 6% 33 3% 243 5%
10–14 yrs 487 6% 166 4% 653 5% 162 5% 41 3% 203 4%
15–19 yrs 825 11% 437 10% 1262 11% 118 4% 60 5% 178 4%
20–24 yrs 930 12% 553 13% 1483 12% 102 3% 105 8% 207 5%
25–29 yrs 710 9% 489 12% 1199 10% 108 3% 97 8% 205 5%
30–34 yrs 705 9% 400 10% 1105 9% 128 4% 108 8% 236 5%
35–39 yrs 558 7% 302 7% 860 7% 118 4% 93 7% 211 5%
40–44 yrs 435 6% 281 7% 716 6% 116 4% 79 6% 195 4%
45–49 yrs 374 5% 182 4% 556 5% 98 3% 71 6% 169 4%
50–54 yrs 283 4% 159 4% 442 4% 94 3% 78 6% 172 4%
55–59 yrs 215 3% 111 3% 326 3% 98 3% 79 6% 177 4%
60–64 yrs 143 2% 95 2% 238 2% 118 4% 73 6% 191 4%
65–69 yrs 122 2% 74 2% 196 2% 112 3% 74 6% 186 4%
70–74 yrs 126 2% 79 2% 205 2% 101 3% 70 5% 171 4%
75–79 yrs 93 1% 41 1% 134 1% 94 3% 57 4% 151 3%
80–84 yrs 84 1% 34 1% 118 1% 99 3% 34 3% 133 3%
85+ yrs 76 1% 34 1% 110 1% 101 3% 32 3% 133 3%
Unknown 0 0% 1 0% 10 % 00 %10 %10 %
Sex Male 3767 48% 2063 50% 5830 49% 1671 51% 569 45% 2240 49%
Female 4032 52% 2104 50% 6136 51% 1601 49% 705 55% 2306 51%
Admission 
status
Admitted 434 6% 193 5% 627 5% N/A N/A N/A N/A N/A N/A
Not Admitted 7360 94% 3966 95% 11326 95% N/A N/A N/A N/A N/A N/A
Influenza 
type
A N/A N/A N/A N/A N/A N/A 2635 80% 974 76% 3609 79%
B N/A N/A N/A N/A N/A N/A 534 16% 235 18% 769 17%
Both A & B N/A N/A N/A N/A N/A N/A 43 1% 47 4% 90 2%
Unspecified N/A N/A N/A N/A N/A N/A 63 2% 19 1% 82 2%
Area of 
residence
Major cities 4094 52% 2209 53% 6303 53% 2495 76% 985 77% 3480 76%
Inner regional 2452 31% 1261 30% 3713 31% 517 16% 184 14% 701 15%
Outer regional 990 13% 546 13% 1536 13% 216 7% 83 7% 299 7%
Remote 205 3% 81 2% 286 2% 24 1% 5 0% 29 1%
Total 7800 100
%
4167 100% 11967 100% 3275 100
%
1275 100
%
4550 100%
Note: categories may not add to the totals due to a small proportion of unknown values.BMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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toring short-term changes in laboratory-based
surveillance data. Despite the small residual correlation
coefficients, the consistency of this result across each of
the most recent years and the whole five years suggests
that this finding did not occur by chance. The unclear cor-
relations in the two earlier years may have arisen from the
immaturity of laboratory-based surveillance at that time.
The time lag between the two data sources was clearly evi-
dent when plotting the smoothed raw incidence for the
year with the most distinct seasonal influenza epidemic
(2003). The close similarities between the longer-term
trends within each time series provides further evidence
that counts of ED visits diagnosed with influenza closely
mirror the circulation of influenza virus in the popula-
tion. This time advantage could be exploited through, for
example, the use of statistical process control techniques,
such as cumulative sum (CUSUM) or exponentially
weighted moving average techniques that respond to
short-term variation in the ED time series [37].
If both time series accurately represented actual incidence
of influenza infection in the population then we would
expect the two time series to be perfectly aligned in time.
We believe, however, that the observed lag arises from the
different aspects of the disease process that predominate
in each data source. Respiratory specimens are more likely
to be taken from patients with more advanced or more
serious illness or those who are experiencing secondary
complications of infection such as pneumonia. In the ED,
on the other hand, otherwise healthy patients with a clas-
sic influenza-like syndrome at the early stage of illness are
more likely to be assigned the provisional influenza diag-
nosis and are also unlikely to have a specimen taken. This
would also partly explain the low correlation coefficients
observed, because the exact time lag between incidence of
uncomplicated and more severe illness would not be fixed
but would vary according to some distribution. This is
supported by the observation of a cluster of small positive
correlations around the most significant lag. Other rea-
sons for the small correlations could be the loss of infor-
mation arising from the pre-whitening process, and the
fact that the two data sources are drawn from quite differ-
ent sources and neither can provide complete coverage of
all influenza infections in the population; the ED data is
from public hospital EDs, while the laboratory results
could be from specimens taken in general or specialist
medical practices, private or public hospitals (admitted or
non-admitted patients), and nursing homes, for example.
Note that nearly all EDs in our state are in public hospi-
Table 3: Cross-correlations between the model residuals of the 
Emergency Department influenza time series and the laboratory 
influenza time series by year, 2001 to 2005
Year The highest 
and 
statistically 
significant 
correlation 
coefficient
P value Lag of highest 
correlation (days)
2001 0.12 0.02 -11
2002 0.14 0.01 -18
2003 0.12 0.03 -4
2004 0.12 0.03 -3
2005 0.11 0.02 -4
2001 to 
2005
0.06 0.01 -3
Cross-correlation of daily counts of Emergency Department  visits with a provisional diagnosis of influenza against daily  counts of positive laboratory test results for influenza viruses  after removal of trend and seasonality for the five-year  period 2001 to 2005 Figure 3
Cross-correlation of daily counts of Emergency 
Department visits with a provisional diagnosis of 
influenza against daily counts of positive laboratory 
test results for influenza viruses after removal of 
trend and seasonality for the five-year period 2001 to 
2005. Dashed horizontal lines are 95% confidence limits.
Table 2: Results of the Ljung-Box test for autocorrelation in the 
residual time series after removal of calendar effects and trend
Ljung-Box Test
Year Time series Q-statistic P-value
2001 ED 11.72 0.07
Laboratory model 8.29 0.22
2002 ED 14.60 0.02*
Laboratory 5.26 0.51
2003 ED 4.36 0.63
Laboratory 6.16 0.41
2004 ED 3.25 0.78
Laboratory 4.25 0.64
2005 ED 3.25 0.78
Laboratory 13.71 0.03*
2001 to 
2005
ED 11.72 0.16
Laboratory 13.58 0.09
* Indicates presence of statistically significant autocorrelation in the 
residual series.BMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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tals. The different age structures confirm the limited over-
lap between the two data sources.
If the early warning potential of ED-diagnosed influenza
could be exploited using a sufficiently sensitive and spe-
cific signalling technique, the public health benefits
would be manifold. It is unlikely that public health pro-
fessionals would treat influenza virus as the certain cause
of such a signal. However, the "situational awareness" of
increased influenza-like illness activity could trigger a cas-
cade of activities aimed at excluding more serious public
health threats. Those threats could include the emergence
of a mutated strain of influenza, introduction into the
population of an agent, by natural or intentional means
such as bioterrorism that mimics influenza in its prodro-
mal stage, or seasonal vaccine failure. Influenza's short
incubation period (around two days) and its capricious
propensity to mutate underline the importance of early
warning systems. The activities that might follow a signal
might includes increasing the number of tests ordered for
patients with influenza-like illness, applying a wider bat-
tery of tests than would otherwise be performed, and then
using that information to guide subsequent public health
prevention and control efforts. These activities would be
particularly important outside of the influenza season
when there is a low index of suspicion for influenza but
when outbreaks have occurred [38]. In many countries a
pandemic strain of influenza is likely to be detected inde-
pendently of ED surveillance through epidemiological
suspicion in travellers, but detection prior to circulation is
not guaranteed. Further, pandemics often occur in waves,
and should a pandemic commence, early warning of a sec-
ond wave would be an advantage, particularly as labora-
tory testing may have declined once the pandemic is well
established.
Because our analysis is effectively based on the date of
specimen collection for the laboratory time series, it does
not reflect the inevitable real-life delays involved in trans-
porting specimens to laboratories, performing the tests
and reporting the results to health authorities responsible
for surveillance. At present in NSW, the median delay for
the reporting of positive laboratory results for influenza is
four days after the date of specimen collection. In the
NSW ED surveillance system, where data capture is near
real-time, more than three-quarters of all ED diagnoses
are available for analysis within one day of the patient's
arrival at the ED [17]. Thus the time advantage offered by
Comparison of unlagged predicted values for the smoothing  spline component of the fitted Poisson regression models,  representing medium to long-term trends of the Emergency  Department ('ED') and laboratory ('Lab') series by year Figure 4
Comparison of unlagged predicted values for the 
smoothing spline component of the fitted Poisson 
regression models, representing medium to long-
term trends of the Emergency Department ('ED') 
and laboratory ('Lab') series by year. Y-axis scales are 
chosen to give a similar range for both ED and laboratory 
series in each year to allow comparison of trend rather than 
absolute magnitude of the series over time.
Comparison of 7-day moving averages of the Emergency  Department series and 7-day moving averages of the labora- tory series during the influenza season from July to Septem- ber 2003 Figure 5
Comparison of 7-day moving averages of the Emergency 
Department series and 7-day moving averages of the labora-
tory series during the influenza season from July to Septem-
ber 2003.BMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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monitoring ED visits is likely to be closer to six or seven
days. There is potential, however, for laboratory delays to
be reduced in future through the use point-of-care tests
[39] and automated electronic reporting of results initi-
ated as soon as test results are entered into laboratory
information systems. Another option would be to moni-
tor test orders for respiratory specimens, however, in our
State year-round information on orders is not routinely
reported to the Department of Health.
This study differs in several respects from previously pub-
lished assessments of the timeliness of syndromic data
streams. To our knowledge, no previous timeliness studies
have compared daily ED visits for influenza with a contin-
uous population-based laboratory standard. The use of
daily count data in this study also allows for a more fine-
grained estimation of time lags between data sources.
Many syndromic surveillance systems analyse data on a
daily basis, thereby giving our analysis direct relevance.
Another advantage of this study is that the seasonality,
longer-term trends and autocorrelation, which are inher-
ent in population-based count data for a readily commu-
nicable disease such as influenza, were appropriately
removed prior to undertaking the cross-correlation analy-
sis. This essential step permitted valid statistical inferences
to be drawn from the results, although for the ED series in
2002 and the laboratory series in 2005, autocorrelation
could not be adequately controlled using our modelling
strategy. We believe that autocorrelation in our data and
in infectious disease time series generally derives largely
from the communicability of the organism, resulting in
successive incidence observations being serially correlated
as the infection spreads through the population. In 2002,
there was a somewhat prolonged period of seasonal influ-
enza and this may have influenced the overall autocorre-
lation for the ED data for that year. This may not have
been as apparent in the laboratory series because of
incomplete reporting in the early years of mandatory lab-
oratory notification. In the laboratory series for 2005, the
incomplete control of autocorrelation may have arisen
from a period of false positive results that are known to
have been reported by one laboratory in that year.
Other analyses using daily count data have been con-
ducted. Brownstein et al. reported time advantages of up
to 50 days for ED-identified seasonal respiratory activity
against a pneumonia and influenza mortality standard
[16]. However, in that study spectral decomposition was
used to filter out all but the background annual seasonal
component of each time series. This technique is likely to
miss the effect of influenza because the timing and sever-
ity of seasonal influenza epidemics are marked by excess
pneumonia and influenza mortality over and above the
seasonal background [40-42]. The seasonal background
can be caused by any of the many respiratory organisms
that circulate during the cooler months. Ohkusa et al.
compared daily counts of over-the-counter sales of com-
mon cold medications to a reference standard of a
national ambulatory care-based influenza database and
found that the medication data provided no time advan-
tage [10].
Other studies have used weekly counts to evaluate syndro-
mic data streams for the surveillance of influenza. Using
correct control of temporal confounders, Doroshenko et
al. compared count data from a health advice telephone
service to counts from a general practice-based sentinel
surveillance system for influenza-like illness [9] and
found a time advantage of between one and three weeks
for the telephone service data. However, it was not clear to
what extent the influenza-like illness activity data from
the sentinel surveillance system reflected circulating levels
of influenza virus. Other studies have compared weekly
counts from a variety of syndromic data streams with, in
some cases, a reference standard of laboratory-confirmed
influenza, but failed to control for the confounding effects
of seasonal and long-term trends or autocorrelation
[5,11,12].
The data sources we used have some limitations. ED pro-
visional diagnoses are not coded by trained clinical coders
but instead are selected by ED medical and nursing staff in
the course of their work. Coding practice may vary
between hospitals and staff and may change over time. It
is known that not all people with influenza infections are
assigned the ICD codes for influenza, and there are a
number of other valid but less specific codes that can be
used, such as 'unspecified viral infection' or 'viraemia'.
Conversely, some ED patients infected by other organisms
but presenting with influenza-like symptoms could have
been assigned the influenza diagnosis. Although this may
have contaminated the ED series, it would be unlikely that
other organisms would cause such a consistent correlation
across individual years when compared with a laboratory
standard. Also, Bourgeois et al. [21] demonstrated that, in
children, respiratory syncytial virus (RSV), one of the most
common respiratory pathogens had incidence patterns
quite distinct from those of influenza in the majority of
the years they studied. The similarity between the broad
shapes of the two time series further supports the asser-
tion that influenza was largely driving our ED time series.
Further, clinical diagnosis of influenza in adults has been
found elsewhere to be at least as accurate as either the rig-
orous application of a formal epidemiological case defini-
tion for influenza or many types of rapid diagnostic test
kits [43].
A limitation of the laboratory diagnoses may be that they
are influenced by changes in the accuracy of laboratory
tests over time. Also, the propensity of clinicians to orderBMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
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tests may vary according to their knowledge of whether
influenza is circulating or not. However, the NSW labora-
tory notification system is a passive surveillance system
and active sampling and sentinel surveillance has
declined in our state over recent years. On the other hand
if clinicians know that influenza is circulating they may
not choose to test because influenza has a higher proba-
bility of being the cause of illness. Also, during off-season,
adults with ILI may be more likely to be tested because
influenza as a cause is unexpected. Under-reporting in
2001, and, as mentioned earlier, some false positive test
results from a laboratory in 2005 are known problems in
the laboratory series.
One aspect of the ED surveillance data not evaluated by
this study is the added surveillance dimension available
from other variables captured and analysed along with ED
diagnoses. For example, in NSW we include routine sub-
analyses by age, sex, triage (urgency) category and dis-
charge status variables in our daily reports. These give val-
uable clues to the epidemiology of the syndrome and the
urgency and severity of illness in presenting patients [17].
Further evaluation is required as to whether the monitor-
ing of the severity and other epidemiological characteris-
tics of ED visits adds value to the assessment of the
virulence of circulating influenza virus and changes in the
susceptibility of the population.
Conclusion
Our findings demonstrate that ED-based syndromic data
streams can provide more timely detection of unusual
influenza activity in the population. Although syndromic
surveillance cannot replace laboratory surveillance, the
earlier warning it provides can signal the need to increase
vigilance for influenza or pathogens with an influenza-
like prodrome. Even just a few days early warning may be
crucial in allowing public health authorities to gain a head
start in implementing interventions designed to reduce
disease transmission, and delay or curtail a local outbreak
or seasonal epidemic of influenza, or, potentially, the start
of a pandemic caused by a novel strain of virus.
Competing interests
The author(s) declare that they have no competing inter-
ests.
Authors' contributions
DM conceived of the study and supervised the data analy-
sis. WZ and RA conducted the data analysis. WZ and DM
drafted the manuscript, which RA and TC edited. All of the
authors read and approved the manuscript.
Acknowledgements
We would like to thank Mr Alan Willmore for his work in providing the 
HOIST data warehouse and systems. We are also thankful to Mr Mark Bar-
tlett and Ms Robin Gilmour for their advice on the New South Wales Noti-
fiable Disease Database and laboratory processing procedures.
References
1. World Health Organisation: Global influenza preparedness plan.
[http://www.who.int/csr/resources/publications/influenza/
GIP_2005_5Eweb.pdf].
2. Australian Department of Health and Aging: Australian Manage-
ment Plan for Pandemic Influenza.   [http://www.health.gov.au/
internet/wcms/publishing.nsf/content/
FC517607D6EE443ECA2570190019CDF7/$File/pandemic_plan.pdf].
3. New South Wales Department of Health: NSW Health Interim
Influenza Pandemic Action Plan.   [http://
www.health.nsw.gov.au/pubs/2005/pdf/pandemic_ap.pdf].
4. Homeland Security Council: National Strategy for pandemic
influenza implementation plan.   [http://www.whitehouse.gov/
homeland/nspi_implementation.pdf].
5. Miller B, Kassenborg H, Dunsmuir W, Griffith J, Hadidi M, Nordin JD,
Danila R: Syndromic surveillance for influenza-like illness in
ambulatory care network.  Emerg Infect Dis 2004, 10:1806-11.
6. Vergu E, Grais RF, Sarter H, Fagot JP, Lambert B, Valleron AJ, Flahault
A:  Medication sales and syndromic surveillance, France.
Emerg Infect Dis 2006, 12:416-21.
7. Hadler JL, Siniscalchi A, Dembek Z: Hospital admissions syndro-
mic surveillance – Connecticut, October 2001–June 2004.
Morb Mortal Wkly Rep 2005:169-73.
8. Ritzwoller DP, Kleinman K, Palen T, Abrams A, Kaferly J, Yih W, Platt
R: Comparison of syndromic surveillance and a sentinel pro-
vider system in detecting an influenza outbreak – Denver,
Colorado, 2003.  Morb Mortal Wkly Rep 2005:151-6.
9. Doroshenko A, Cooper D, Smith G, Gerard E, Chinemana F, Ver-
lander N, Nicoll A: Evaluation of syndromic surveillance based
on National Health Service Direct derived data – England
and Wales.  Morb Mortal Wkly Rep 2005:117-22.
10. Ohkusa Y, Shigematsu M, Taniguchi K, Okabe N: Experimental sur-
veillance using data on sales of over-the-counter medica-
tions – Japan, November 2003–April 2004.  Morb Mortal Wkly
Rep 2005:47-52.
11. Espino JU, Hogan WR, Wagner MM: Telephone triage: a timely
data source for surveillance of influenza-like diseases.  AMIA
Annu Symp Proc 2003:215-9.
12. Johnson HA, Wagner MM, Hogan WR, Chapman W, Olszewski RT,
Dowling J, Barnas G: Analysis of Web access logs for surveil-
lance of influenza.  Medinfo 2004, 11(Pt 2):1202-6.
13. Heffernan R, Mostashari F, Das D, Karpati A, Kulldorff M, Weiss D:
Syndromic surveillance in public health practice, New York
City.  Emerg Infect Dis 2004, 10:58-864.
14. Marx MA, Rodriguez CV, Greenko J, Das D, Heffernan R, Karpati AM,
Mostashari F, Balter S, Layton M, Weiss D: Diarrheal illness
detected through syndromic surveillance after a massive
power outage: New York City, August 2003.  American Journal
of Public Health 2003, 96:547-53.
15. Yuan CM, Love S, Wilson M: Syndromic surveillance at hospital
emergency departments – southeastern Virginia.  Morb Mortal
Wkly Rep 2004:56-8.
16. Brownstein JS, Kleinman KP, Mandl KD: Identifying pediatric age
groups for influenza vaccination using a real-time regional
surveillance system.  Am J Epidemiol 2005, 162:686-93.
17. Muscatello DJ, Churches T, Kaldor J, Zheng W, Chiu C, Correll P,
Jorm L: An automated, broad-based, near real-time public
health surveillance system using presentations to hospital
Emergency Departments in New South Wales, Australia.
BMC Public Health 2005, 5:141.
18. Moore K: Real-time syndrome surveillance in Ontario, Can-
ada: the potential use of emergency departments and Tele-
health.  Eur J Emerg Med 2004, 11:3-11.
19. Lober WB, Trigg LJ, Karras BT, Bliss D, Ciliberti J, Stewart L, Duchin
JS:  Syndromic surveillance using automated collection of
computerized discharge diagnoses.  J Urban Health 2003, 80(2
Suppl 1):97-106.
20. Marsden-Haug N, Foster VB, Gould PL, Elbert E, Wang H, Pavlin JA:
Code-based syndromic surveillance for influenzalike illness
by International Classification of Diseases, ninth revision.
Emerg Infect Dis 2007, 2:207-216.Publish with BioMed Central    and   every 
scientist can read your work free of charge
"BioMed Central will be the most significant development for 
disseminating the results of biomedical research in our lifetime."
Sir Paul Nurse, Cancer Research UK
Your research papers will be:
available free of charge to the entire biomedical community
peer reviewed and published  immediately upon acceptance
cited in PubMed and archived on PubMed Central 
yours — you keep the copyright
Submit your manuscript here:
http://www.biomedcentral.com/info/publishing_adv.asp
BioMedcentral
BMC Public Health 2007, 7:250 http://www.biomedcentral.com/1471-2458/7/250
Page 10 of 10
(page number not for citation purposes)
21. Bourgeois FT, Olson KL, Brownstein JS, McAdam AJ, Mandl KD: Val-
idation of syndromic surveillance for respiratory infections.
Ann Emerg Med 2006, 3:265-271.
22. New South Wales Department of Health: Notification of Infec-
tious Diseases under the Public Health Act 1991.   [http://
www.health.nsw.gov.au/policies/pd/2006/pdf/PD2006_014.pdf].
23. New South Wales Department of Health: NSW Influenza Surveil-
lance Report.   [http://www.health.nsw.gov.au/infect/pdf/flure
port.pdf].
24. Diggle PJ: Time Series: A Biostatistical Introduction Oxford University
Press; 1990. 
25. Shumway RH, Stoffer DS: Time Series Analysis and its Application
Springer; 2000. 
26. Bowie C, Prothero D: Finding causes of seasonal diseases using
time series analysis.  Int J Epidemiol 1981, 10:87-92.
27. Box GEP, Newbold P: Some Comments on a paper of Coen,
Gomme and Kendall.  J R Statist Soc 1971, 134:229-40.
28. Centre for Epidemiology and Research New South Wales Depart-
ment of Health: Health Outcome Information Statistical
Toolkits (HOIST).  . [computer database]
29. New South Wales Department of Health: Summary of NSW pub-
lic hospital data.   [http://www.health.nsw.gov.au/hospitalinfo/perf
summ.html].
30. Gilmour R, Chiu C, Muscatello D: Communicable Disease
Report, NSW for October and November 2003: Influenza
Surveillance 2003.  NSW Public Health Bull 2004, 15:25-30.
31. SAS version 8 [computer program] Cary (USA): SAS Institute; 2001. 
32. R Development Core Team: R: A language and environment for statisti-
cal computing  [http://www.r-project.org].
33. O'Neill MS, Zanobetti A, Schwartz J: Modifiers of the tempera-
ture and mortality association in seven US cities.  Am J Epide-
miol 2003, 157:1074-1082.
34. Bell ML, Peng RD, Dominici F: The exposure-response curve for
ozone and risk of mortality and the adequacy of current
ozone regulations.  Environ Health Perspect 2006, 114:532-536.
35. Peng R, Dominici F, Louis TA: Model choice in time series studies
of air pollution and mortality. Johns Hopkins University
Department of Biostatistics working paper.  2005 [http://
www.bepress.com/jhubiostat/paper55/]. The Berkeley Electronic
Press (bepress)
36. Ljung GM, Box GEP: On a measure of lack of fit in time series
models.  Biometrika 1976, 65:297-303.
37. Sonesson C, Bock D: A review and discussion of prospective
statistical surveillance in public health.  Journal of the Royal Sta-
tistical Society 2003, ser. A:5-12.
38. Wolf DG, Rekhtman D, Kerem E, Hay A, Mador N, Greenbaum E,
Dorozhko M, Gregory V, Lin YP, Zakay-Rones Z: A summer out-
break of influenza A virus infection among young children.
Clin Infect Dis 2004, 39:595-59.
39. Effler PV, Ieong MC, Tom T, Nakata M: Enhancing public health
surveillance for influenza virus by incorporating newly avail-
able rapid diagnostic tests.  Emerg Infect Dis 2002, 8:23-28.
40. Collins SD: Influenza in the United States, 1887 – 1956.  Public
Health Monograph 1957, 48:51-73.
41. Serfling R: Methods for current statistical analysis of excess
pneumonia-influenza deaths.  Public Health Rep 1963, 78:494-506.
42. Viboud C, Bjørnstad ON, Smith DL, Simonsen L, Miller MA, Grenfell
BT: Synchrony, Waves, and Spatial Hierarchies in the Spread
of Influenza.  Science 2006, 312:447-451.
43. Stein J, Louie J, Flanders S, Maselli J, Hacker JK, Drew WL, Gonzales
R: Performance characteristics of clinical diagnosis, a clinical
decision rule, and a rapid influenza test in the detection of
influenza infection in a community sample of adults.  Ann
Emerg Med 2005, 46:412-9.
Pre-publication history
The pre-publication history for this paper can be accessed
here:
http://www.biomedcentral.com/1471-2458/7/250/pre
pub