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THE SPREADING SPEED OF SOLUTIONS OF THE NON-LOCAL
FISHER-KPP EQUATION
SARAH PENINGTON
Abstract. We consider the Fisher-KPP equation with a non-local interaction term.
In [13], Hamel and Ryzhik showed that in solutions of this equation, the front location
at a large time t is
√
2t + o(t). We study the asymptotics of the second order term
in the front location. If the interaction kernel φ(x) decays sufficiently fast as x → ∞
then this term is given by − 3
2
√
2
log t + o(log t), which is the same correction as found
by Bramson in [4] for the local Fisher-KPP equation. However, if φ has a heavier tail
then the second order term is −tβ+o(1), where β ∈ (0, 1) depends on the tail of φ. The
proofs are probabilistic, using a Feynman-Kac formula. Since solutions of the non-local
Fisher-KPP equation do not obey the maximum principle, the proofs differ from those
in [4], although some of the ideas used are similar.
1. Introduction
We shall study solutions of the non-local Fisher-KPP equation
∂u
∂t
= 12∆u+ µu(1− φ ∗ u), t > 0, x ∈ R, (1)
where µ > 0, φ ∈ L1(R) is non-negative, and
φ ∗ u(t, x) =
∫
R
φ(y)u(t, x− y)dy.
This equation is used to model non-local interaction and competition in a population. It
can be seen as a generalisation of the (local) Fisher-KPP equation
∂u
∂t
= 12∆u+ µu(1− u), t > 0, x ∈ R, (2)
introduced in [9] and [14].
In both equations (1) and (2), we can think of u(t, x) as the population density at
location x at time t. Then the Laplacian terms represent the diffusive motion of the
population, and the non-linear terms give the rate of change of the population density due
to birth and death. This rate should be proportional to the population density multiplied
by the amount of available resources. In (2), we are supposing that the resources available
at x at time t are only depleted by the population at x. However, consumption of resources
is not completely local, and modelling the depletion of resources by the spatial average
φ ∗ u, as in (1), may be more realistic. Another way of viewing (1) and (2) is for the
variable x to represent the value of some trait that varies in the population, e.g. height.
Then we think of u(t, x) as the population density with height x at time t. In this case,
the Laplacian terms represent the incremental change in height due to mutations, and
in (2), we are assuming that the resources available for individuals with height x are only
depleted by other individuals with height x. In fact, although competition may be stronger
between individuals with similar heights, individuals with different heights may still be
competing for resources, making (1) a better model for this situation. See [5], [10] and
Section 2.3 of [18] for background on these and other biological motivations for studying
the non-local Fisher-KPP equation.
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The main mathematical interest in the non-local Fisher-KPP equation comes from
studying the similarities and differences in the behaviour of solutions of the local and
non-local equations. In particular, we shall be interested in how this depends on φ and µ.
Several authors [6, 10, 11, 12, 16] have studied the behaviour of solutions of (1) using
numerical simulations and asymptotic stability analysis. Others [2, 3, 8, 13] have proved
rigorous results on the properties of travelling wave and steady state solutions of (1). The
introduction of [13] gives a summary of the rich behaviour suggested by these results.
We shall consider the long time behaviour of solutions to the initial value problem{
∂u
∂t =
1
2∆u+ u(1 − φ ∗ u), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
(3)
where u0 ≥ 0 and u0 ∈ L∞(R). We shall assume throughout (as in [13]) that φ satisfies
φ ∈ L1(R), φ ≥ 0,
∫ ∞
−∞
φ(x)dx = 1 and φ ≥ η a.e. on (−σ, σ) for some η, σ > 0. (4)
Note that for φ1 ∈ L1(R) with φ1 ≥ 0 and
∫∞
−∞ φ1(x)dx = a, if v1 solves (3) with φ = φ1
then v2 := av1 solves (3) with φ = φ2 := a
−1φ1. Since
∫∞
−∞ φ2(x)dx = 1, our assumptions
will be satisfied by v2 (if φ1 satisfies the last condition in (4)). The last condition in (4) is
biologically reasonable, since φ(x) represents the amount of interaction between individuals
at displacement x. Note also that we have taken µ = 1 in (1); if u solves (1) then by
rescaling to consider v(t, x) := u(µ−1t, µ−1/2x) we have a solution of (3) (with rescaled φ).
By standard arguments for parabolic equations, the solution to (3) exists for all t > 0,
is smooth and classical on (0,∞)× R and satisfies
0 ≤ u(t, x) ≤ et‖u0‖∞ ∀t ≥ 0, x ∈ R (5)
(see Section 3 of [13]). We shall take initial conditions u0 which are compactly supported
on the right, i.e. there exists some L > 0 such that u0(x) = 0 ∀x ≥ L. We will be interested
in the front location of u(t, ·) for large times t, i.e. the location x > 0 beyond which u(t, ·)
is o(1).
The main result in the literature on the spreading speed of solutions is Theorem 1.3
in [13], which was proved using PDE methods and shows that the front location is
√
2t+o(t)
for large times t. The following is (a slightly strengthened form of) Theorem 1.3 in [13].
Theorem 1.1. Suppose u0 ≥ 0, u0 ∈ L∞(R), u0 6≡ 0 and there exists L < ∞ such that
‖u0‖∞ ≤ L and u0(x) = 0 ∀x ≥ L. Let u denote the solution of (3). There exists m∗ > 0
such that for any ǫ > 0,
lim inf
t→∞ infx∈[0,(√2−ǫ)t]
u(t, x) ≥ m∗ and lim
t→∞ sup
x≥√2t
u(t, x) = 0.
The tools we will develop to study solutions of (3) will allow us to give an alterna-
tive proof of this result using probabilistic methods. We shall also be able to find the
asymptotics of the o(t) term in the front location.
There is a well-known result on the asymptotics of the front location for the local Fisher-
KPP equation. In Theorem 3 of [4], Bramson showed that if u is a solution to (2) with
µ = 1, if
∫∞
0 ye
√
2yu(0, y)dy <∞ and if for some x0 > 0, infx≤−x0 u(0, x) > 0 then
u(t, x+m(t))→ w(x) (6)
uniformly in x as t→∞, where
m(t) =
√
2t− 3
2
√
2
log t+O(1) (7)
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and w(x) → 0 as x→∞, w(x)→ 1 as x→ −∞. (In fact, w is a travelling wave solution
of (2).) In particular, if r(t)→∞ as t→∞, then
lim
t→∞ sup
x≥√2t− 3
2
√
2
log t+r(t)
u(t, x) = 0 and lim
t→∞ infx≤√2t− 3
2
√
2
log t−r(t)
u(t, x) = 1. (8)
One of the main tools in the study of the local Fisher-KPP equation is a maximum
principle: if u1 and u2 are two solutions of (2) with 0 ≤ u1(0, x) ≤ u2(0, x) ≤ 1 ∀x ∈ R
then 0 ≤ u1(t, x) ≤ u2(t, x) ≤ 1 ∀t > 0, x ∈ R (see Proposition 3.1 in [4]). Bramson’s proof
of (6) and (7) uses a combination of the maximum principle and probabilistic methods
using the Feynman-Kac formula.
The lack of an equivalent maximum principle for the non-local Fisher-KPP equation
makes it considerably less tractable and means that we cannot apply Bramson’s methods
directly. Instead, we rely solely on the Feynman-Kac formula to prove a version of (8) for
solutions to the non-local Fisher-KPP equation, as long as φ(x) decays sufficiently fast as
x → ∞ (more precisely, as long as lim supr→∞ rα
∫∞
r φ(x)dx < ∞ for some α > 2). We
shall see different behaviour if instead lim supr→∞ rα
∫Kr
r φ(x)dx > 0 for some α ∈ (0, 2)
and K <∞.
1.1. Main results. We now give precise statements of our main results. Let u denote
the solution to (3). We shall assume throughout that u0 ≥ 0, u0 6≡ 0, u0 ∈ L∞(R) and
u0 is compactly supported on the right. In particular, we define L ∈ (0,∞) such that
‖u0‖∞ ≤ L and u0(x) = 0 ∀x ≥ L. Also, we take η, σ > 0 and suppose that φ satisfies
assumption (4) with this choice of η and σ.
The first result is a Bramson-type logarithmic delay result which shows that if φ(x)
decays sufficiently fast as x → ∞ then the front location in the non-local Fisher-KPP
equation has similar behaviour to the local Fisher-KPP equation.
Theorem 1.2. Suppose that there exists α > 2 such that for r0 sufficiently large,
∀r ≥ r0,
∫ ∞
r
φ(x)dx ≤ r−α.
Then there exist A <∞ and m∗ > 0 such that
lim inf
t→∞ infx∈[0,√2t− 3
2
√
2
log t−A(log log t)3]
u(t, x) ≥ m∗
and lim
t→∞ sup
x≥√2t− 3
2
√
2
log t+10 log log t
u(t, x) = 0.
The next two results show different behaviour to the local Fisher-KPP equation if φ has
a heavier tail. The first of these results gives a lower bound on the front location.
Theorem 1.3. Suppose that there exists α ∈ (0, 2) such that for r0 sufficiently large,
∀r ≥ r0,
∫ ∞
r
φ(x)dx ≤ r−α.
Then there exists m∗ > 0 such that for any β > 2−α2+α ,
lim inf
t→∞ infx∈[0,√2t−tβ ]
u(t, x) ≥ m∗.
The next result is an upper bound on the front location.
Theorem 1.4. Suppose that there exist α ∈ (0, 2) and K <∞ such that for r0 sufficiently
large,
∀r ≥ r0,
∫ ∞
r
φ(x)dx ≤ r−α/2 and
∫ Kr
r
φ(x)dx ≥ r−α.
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Then for any β < 2−α2+α ,
lim
t→∞ sup
x≥√2t−tβ
u(t, x) = 0.
Remark. Suppose there exist α ∈ (0, 2), 0 < C1 ≤ C2 <∞ and r0 <∞ such that ∀r ≥ r0,
C1r
−α ≤ ∫∞r φ(x)dx ≤ C2r−α. Let β = 2−α2+α . Then by Theorems 1.3 and 1.4, there exists
m∗ > 0 such that for any ǫ > 0,
lim inf
t→∞ infx∈[0,√2t−tβ+ǫ]
u(t, x) ≥ m∗ and lim
t→∞ sup
x≥√2t−tβ−ǫ
u(t, x) = 0.
Note that 2−α2+α → 0 as α ↑ 2 and 2−α2+α → 1 as α ↓ 0.
Our final result is a weaker version of Theorem 1.4 with weaker conditions.
Theorem 1.5. Suppose that there exist α ∈ (0, 2) and K <∞ such that
∀R > 0,∃ r > R such that
∫ Kr
r
φ(x)dx ≥ r−α.
Then for any β < 2−α2+α ,
lim inf
t→∞ infx∈[0,√2t−tβ ]
u(t, x) = 0.
1.2. Outline of the article. The proofs of our results are arranged as follows. In Sec-
tion 2, we prove general results which hold for any φ satisfying assumption (4). These
results will be used in the proofs in Sections 3 and 4. We also give a probabilistic proof
of Theorem 1.1. In Section 3, we give a proof of Theorem 1.2 and in Section 4 we prove
Theorems 1.3, 1.4 and 1.5.
1.3. Notation and main tools. For x ∈ R, we shall write Px for the probability measure
under which (B(t), t ≥ 0) is a Brownian motion started at x, and Ex for the corresponding
expectation. We shall also write P for the probability measure under which, for each t > 0,
(ξt(s), 0 ≤ s ≤ t) is a Brownian bridge from 0 to 0 in time t, and E for the corresponding
expectation.
The main tools used in the proofs will be a form of the Feynman-Kac formula and
elementary facts about the Gaussian distribution, which for ease of reference we record
here.
Proposition 1.6 (Feynman-Kac formula). Suppose for some T ∈ (0,∞) and some bounded
continuous function k : [0, T ] × R → R that u : [0, T ] × R → R is bounded, continuous on
[0, T ]× R and smooth on (0, T ]× R, and satisfies
∂u
∂t
= 12∆u+ k(t, x)u ∀t ∈ (0, T ], x ∈ R.
Then for t ∈ [0, T ], t′ ≤ t, x ∈ R,
u(t, x) = Ex
[
exp
(∫ t′
0
k(t− s,B(s))ds
)
u(t− t′, B(t′))
]
.
Proof. This is Theorem 3.3 in Chapter 4 of [7]. 
Now let u denote the solution to (3). Using (5), and since u is smooth on (0,∞) × R,
we can apply Proposition 1.6 with k = 1− φ ∗ u to obtain that if 0 ≤ t′ < t and x ∈ R,
u(t, x) = Ex
[
exp
(∫ t′
0
(1− φ ∗ u(t− s,B(s))) ds
)
u(t− t′, B(t′))
]
. (9)
By the maximum principle for linear parabolic equations, and by (5), for t ≤ 1,
Ex
[
et(1−e‖u0‖∞)u0(B(t))
]
≤ u(t, x) ≤ Ex
[
etu0(B(t))
]
.
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Therefore by letting t′ → t in (9), we have
u(t, x) = Ex
[
exp
(∫ t
0
(1− φ ∗ u(t− s,B(s))) ds
)
u0(B(t))
]
. (10)
We shall also need the following elementary facts about the Gaussian distribution.
Lemma 1.7. If Z ∼ N(0, 1), then for x > 0,
P (Z > x) ≤ e−x2/2. (11)
For x > 0,
P (Z > x) ≤ 1√
2π
1
x
e−x
2/2. (12)
For 0 ≤ x ≤ y,
y − x√
2πt
e−
y2
2t ≤ P0 (B(t) ∈ [x, y]) ≤ y − x√
2πt
e−
x2
2t . (13)
Proof. The proof of (11) is by a Chernoff bound. A proof of (12) is in Lemma 12.9 of [15].
Finally, (13) holds since the density of B(t) is given by f0,t(z) :=
1√
2πt
e−z2/(2t). 
2. Preliminary results
We take η, σ > 0 and assume from now on that φ satisfies assumption (4) with this
choice of η and σ. Our first result is a global bound on u; this is also proved in Theorem 1.2
of [13] using PDE methods. We include a probabilistic proof here as many of the same
ideas will be used later on in this section.
Proposition 2.1. Suppose u0 ∈ L∞(R) and u0 ≥ 0 and let u denote the solution of (3).
Then there exists M =M(‖u0‖∞, η, σ) <∞ such that
0 ≤ u(t, x) ≤M ∀t ≥ 0, x ∈ R.
Proof. Take δ > 0 sufficiently small that eδ < 4/3 and e−σ2/(32δ) < 1/16, and take C >
max(12σ‖u0‖∞, 2ηδ log 2).
For some t ≥ 0, suppose that ∫ σ/4−σ/4 u(t, x + y)dy ≤ C ∀x ∈ R. For x0 ∈ R fixed, we
consider two cases:
(1)
∫ σ/2
−σ/2 u(t+ s, x0 + y)dy ≥ C/2 for all s ∈ [0, δ]
(2)
∫ σ/2
−σ/2 u(t+ s0, x0 + y)dy < C/2 for some s0 ∈ [0, δ].
We shall consider each case separately; in each we aim to show that
∫ σ/4
−σ/4 u(t+δ, x0+y)dy ≤
C.
We begin with case (1). For y ∈ [−σ/4, σ/4], suppose |B(s)−(x0+y)| ≤ σ/4 ∀s ∈ [0, δ].
Then B(s) ∈ [x0 − σ/2, x0 + σ/2] ∀s ∈ [0, δ] and so∫ δ
0
φ ∗ u(t+ δ − s,B(s))ds ≥
∫ δ
0
∫ σ
−σ
ηu(t+ δ − s,B(s) + y)dyds
≥ η
∫ δ
0
∫ σ/2
−σ/2
u(t+ δ − s, x0 + y)dyds
≥ 12Cηδ,
where the first inequality holds since φ ≥ 0, u ≥ 0, and φ ≥ η a.e. on (−σ, σ) and the last
inequality holds by our assumption in case (1). Hence by the Feynman-Kac formula (9),
for y ∈ [−σ/4, σ/4], since φ ∗ u ≥ 0,
u(t+ δ, x0 + y) ≤ Ex0+y
[
u(t, B(δ))eδ(e−
1
2
Cηδ + 1sups∈[0,δ] |B(s)−B(0)|≥σ/4)
]
.
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Therefore, by Fubini’s Theorem,∫ σ/4
−σ/4
u(t+ δ, x0 + y)dy ≤ eδ(1−
1
2
Cη)
Ex0
[∫ σ/4
−σ/4
u(t, B(δ) + y)dy
]
+ eδEx0
[
1sups∈[0,δ] |B(s)−B(0)|≥σ/4
∫ σ/4
−σ/4
u(t, B(δ) + y)dy
]
≤ Ceδ(1− 12Cη) + CeδP0
(
sup
s∈[0,δ]
|B(s)| ≥ σ/4
)
≤ Ceδ(1− 12Cη) + 4CeδP0
(
B(1) ≥ σ/(4δ1/2)
)
≤ Ceδ(e− 12Cηδ + 4e−σ2/(32δ)),
where the second inequality follows since
∫ σ/4
−σ/4 u(t, x+ y)dy ≤ C ∀x ∈ R, the third by the
reflection principle and the final inequality by (11). By our choice of δ and C at the start
of the proof, we have eδ(e−
1
2
Cηδ +4e−σ2/(32δ)) < 1 and hence
∫ σ/4
−σ/4 u(t+ δ, x0+ y)dy < C.
We now consider case (2). By the Feynman-Kac formula (9) and since φ ∗ u ≥ 0, and
then since s0 ≤ δ, we have that for any x ∈ R and y ∈ [−σ/4, σ/4],
u(t+ s0, x+ y) ≤ es0Ex [u(t, B(s0) + y)] ≤ eδEx [u(t, B(s0) + y)] .
Then by Fubini’s Theorem,∫ σ/4
−σ/4
u(t+ s0, x+ y)dy ≤ eδEx
[∫ σ/4
−σ/4
u(t, B(s0) + y)dy
]
≤ eδC, (14)
since
∫ σ/4
−σ/4 u(t, x
′ + y)dy ≤ C ∀x′ ∈ R. By the Feynman-Kac formula (9) and since
φ ∗ u ≥ 0, for y ∈ [−σ/4, σ/4],
u(t+ δ, x0 + y) ≤ eδ−s0Ex0 [u(t+ s0, B(δ − s0) + y)] .
Hence by Fubini’s Theorem,∫ σ/4
−σ/4
u(t+ δ, x0 + y)dy ≤ eδEx0
[∫ σ/4
−σ/4
u(t+ s0, B(δ − s0) + y)dy
]
≤ eδ(12C + eδCPx0 (|B(δ − s0)− x0| > σ/4)),
by (14) and since for x ∈ [x0 − σ/4, x0 + σ/4],∫ σ/4
−σ/4
u(t+ s0, x+ y)dy ≤
∫ σ/2
−σ/2
u(t+ s0, x0 + y)dy < C/2
by our assumption in case (2). Therefore, by the reflection principle,∫ σ/4
−σ/4
u(t+ δ, x0 + y)dy ≤ Ceδ
(
1
2 + 2e
δ
P0
(
B(1) > σ/(4δ1/2)
))
≤ Ceδ(12 + 2eδe−σ
2/(32δ)),
by (11). Again by our choice of δ and C at the start of the proof, it follows that
∫ σ/4
−σ/4 u(t+
δ, x0 + y)dy < C.
By combining cases (1) and (2) for every x0 ∈ R we have that if for some t ≥ 0,∫ σ/4
−σ/4 u(t, x + y)dy ≤ C ∀x ∈ R then
∫ σ/4
−σ/4 u(t + δ, x + y)dy ≤ C ∀x ∈ R. Note that∫ σ/4
−σ/4 u(0, x+ y)dy ≤ 12σ‖u0‖∞ ≤ C ∀x ∈ R by our choice of C. Therefore ∀k ∈ N, x ∈ R,
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∫ σ/4
−σ/4 u(kδ, x + y)dy ≤ C. It follows that for any t ≥ 0, x ∈ R, by the Feynman-Kac
formula (9) and Fubini’s Theorem,∫ σ/4
−σ/4
u(t, x+ y)dy ≤ et−δ⌊t/δ⌋Ex
[∫ σ/4
−σ/4
u(δ⌊t/δ⌋, B(t − δ⌊t/δ⌋) + y)dy
]
≤ eδC.
Hence for t ≥ 1, x ∈ R, by (9),
u(t, x) ≤ eEx [u(t− 1, B(1))]
≤ e
∑
k∈Z
1√
2π
e−k
2σ2/32
∫ σ/4
−σ/4
u(t− 1, kσ4 + y)dy
≤ eCeδ
∑
k∈Z
1√
2π
e−k
2σ2/32 <∞.
Also for t ≤ 1, x ∈ R, by (10),
u(t, x) ≤ etEx [u0(B(t))] ≤ e‖u0‖∞.
The result follows. 
From now on, we take L <∞ and assume that u0 ∈ L∞(R) with u0 ≥ 0 and ‖u0‖∞ ≤ L,
and we shall write u for the solution to (3) and M =M(L, η, σ) as in Proposition 2.1. We
can use the Feynman-Kac formula and the global bound on u to prove a form of uniform
continuity.
Lemma 2.2. For ǫ > 0 sufficiently small, if |x−y| < ǫ3 and t ≥ 1, then |u(t, x)−u(t, y)| <
ǫ.
Proof. Suppose that ǫ < min(1, (Me( 1√
2π
+M))−1) and suppose that t ≥ 1 and |x−y| < ǫ3.
By the Feynman-Kac formula (9), for any z ∈ R, since 0 ≤ φ ∗ u ≤M by Proposition 2.1,
eǫ
2(1−M)
Ez
[
u(t− ǫ2, B(ǫ2))] ≤ u(t, z) ≤ eǫ2Ez [u(t− ǫ2, B(ǫ2))] .
Therefore
u(t, x)− u(t, y) ≤ eǫ2Ex
[
u(t− ǫ2, B(ǫ2))]− eǫ2(1−M)Ey [u(t− ǫ2, B(ǫ2))]
= eǫ
2 (
Ex
[
u(t− ǫ2, B(ǫ2))]− Ey [u(t− ǫ2, B(ǫ2))])
+ (eǫ
2 − eǫ2(1−M))Ey
[
u(t− ǫ2, B(ǫ2))]
≤ eǫ2 (Ex [u(t− ǫ2, B(ǫ2))]− Ey [u(t− ǫ2, B(ǫ2))])+ (eǫ2 − eǫ2(1−M))M,
(15)
by Proposition 2.1. Write fµ,σ2 for the density of the Gaussian distribution with mean µ
and variance σ2. If x ≤ y, then by Proposition 2.1,
Ex
[
u(t− ǫ2, B(ǫ2))]− Ey [u(t− ǫ2, B(ǫ2))]
=
∫ ∞
−∞
u(t− ǫ2, z)(fx,ǫ2(z)− fy,ǫ2(z))dz
≤M
∫ (x+y)/2
−∞
(fx,ǫ2(z)− fy,ǫ2(z))dz
=M
(
Px
(
B(ǫ2) ≤ 12 (x+ y)
)− Py (B(ǫ2) ≤ 12(x+ y)))
=M
(
P0
(
B(ǫ2) ≤ 12(y − x)
) − P0 (B(ǫ2) ≤ 12(x− y)))
=MP0
(|B(ǫ2)| ≤ 12 |y − x|) .
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Similarly, if y ≤ x,
Ex
[
u(t− ǫ2, B(ǫ2))]− Ey [u(t− ǫ2, B(ǫ2))]
≤M (Px (B(ǫ2) ≥ 12(x+ y))− Py (B(ǫ2) ≥ 12 (x+ y)))
=MP0
(|B(ǫ2)| ≤ 12 |y − x|) .
Substituting into (15),
u(t, x) − u(t, y) ≤Meǫ2
(
P0
(|B(ǫ2)| ≤ 12 |y − x|)+ 1− e−Mǫ2)
≤Me
( |x− y|√
2πǫ2
+Mǫ2
)
,
by (13) and since 1− e−r ≤ r for r ≥ 0. Since |x− y| ≤ ǫ3, it follows that
u(t, x)− u(t, y) ≤Me
(
1√
2π
+M
)
ǫ2 ≤ ǫ
by our choice of ǫ at the start of the proof. By the same argument, u(t, y) − u(t, x) ≤ ǫ,
and the result follows. 
We now show that if δ > 0, and u is small, then u grows exponentially until there is
some x nearby with u(t, x) ≥ 1 − δ. The proof of this result uses ideas from the proof of
Lemma 5.4 in [1].
Lemma 2.3. For δ ∈ (0, 1), there exist C = C(δ), R = R(δ) and z0 = z0(δ) such
that for z ∈ (0, z0), if t ≥ 1 and u(t, x) > z then there exist s ∈ [t, t + C log(1/z)] and
y ∈ [x−R,x+R] such that u(s, y) ≥ 1− δ.
Proof. Take R > 0 sufficiently large that R2 > π2/δ and
∫
|r|≥R/2 φ(r)dr < δ/(2M). Then
take C > 8(δ − π2R−2)−1. The proof is divided into the following two cases:
(1) For each s ∈ [t, t+C log(1/z)], y ∈ [x− 12R,x+ 12R], we have φ ∗ u(s, y) < 1− 12δ.
(2) There exist s0 ∈ [t, t+C log(1/z)] and y0 ∈ [x− 12R,x+ 12R] such that φ∗u(s0, y0) ≥
1− 12δ.
We shall begin with case (1). Since u(t, x) > z, by Lemma 2.2 with ǫ = 12z we have that
if z is sufficiently small then
u(t, y) > 12z ∀y ∈ [x− 18z3, x+ 18z3]. (16)
Also, if |B(s)− x| ≤ 12R ∀s ∈ [0, C log(1/z)] then∫ C log(1/z)
0
φ ∗ u(t+ C log(1/z) − s,B(s))ds < C log(1/z)(1 − 12δ) (17)
by our assumption in case (1). Therefore by the Feynman-Kac formula (9),
u(t+ C log(1/z), x)
= Ex
[
exp
(∫ C log(1/z)
0
(1− φ ∗ u(t+C log(1/z) − s,B(s)))ds
)
u(t, B(C log(1/z)))
]
≥ 12zeC log(1/z)δ/2Px
(|B(C log(1/z)) − x| ≤ 18z3, |B(s)− x| ≤ 12R ∀s ≤ C log(1/z))
= 12ze
C log(1/z)δ/2
P0
(|B(4CR−2 log(1/z))| ≤ 14z3R−1, |B(s)| ≤ 1 ∀s ≤ 4CR−2 log(1/z)) ,
where the first inequality follows by (16) and (17) and since u ≥ 0, and the last line follows
by Brownian scaling.
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By Lemma 5 in [17] (which gives a convenient statement of this well known estimate),
for T > 0, there exists a constant cT > 0 such that for any t ≥ T and 0 ≤ x0 ≤ 1,
P0 (|B(s)| ≤ 1 ∀s ≤ t, |B(t)| ≤ x0) ≥ cT e−π2t/8
∫ x0
−x0
cos(πν/2)dν
≥ cT e−π2t/8min(x0, 23 ), (18)
since cos(πν/2) ≥ 1/2 for |ν| ≤ 2/3. Hence for z sufficiently small that 4CR−2 log(1/z) ≥ 1
and 14z
3R−1 ≤ 23 ,
u(t+ C log(1/z), x) ≥ 12zeC log(1/z)δ/2c1e−π
24CR−2 log(1/z)/8 1
4z
3R−1
= 18c1R
−1z4+π
2CR−2/2−Cδ/2.
Recall that R2 > π2/δ and C > 8(δ − π2R−2)−1, so a := 4 + C(π2R−2 − δ)/2 < 0. It
follows that as long as z ≤ (8c−11 R(1− δ))1/a, then u(t+ C log(1/z), x) ≥ 1− δ.
We now consider case (2). Recall that
∫
|r|≥R/2 φ(r)dr < δ/(2M). By Proposition 2.1
and the assumption that we are in case (2),
M
∫
|r|≥R/2
φ(r)dr +
∫
|r|≤R/2
φ(r)u(s0, y0 − r)dr ≥ φ ∗ u(s0, y0) ≥ 1− 12δ, (19)
and therefore ∫
|r|≤R/2
φ(r)u(s0, y0 − r)dr ≥ 1− δ.
Since
∫∞
−∞ φ(r)dr = 1 and φ ≥ 0, it follows that there exists r ∈ [−12R, 12R] such that
u(s0, y0 − r) ≥ 1 − δ. Since s0 ∈ [t, t + C log(1/z)] and |(y0 − r)− x| ≤ R, this completes
the proof. 
Our next lemma shows that for any ǫ > 0, u spreads at speed at least
√
2− ǫ.
Lemma 2.4. For 0 ≤ c < √2, there exists m∗ = m∗(c) ∈ (0, 1/2) and t∗ = t∗(c) < ∞
such that for T ≥ t∗ and t ≥ 1, if u(t, x) ≥ m∗ and |x′ − x| ≤ cT , then u(t+ T, x′) ≥ m∗.
Proof. We shall use the following estimate on the probability that a Brownian motion
stays inside a tilted tube.
By Girsanov’s Theorem, for b ∈ R, R0 > 0, r ∈ [0, R0] and t > 0,
P0 (|B(s)− bs| ≤ R0 ∀s ≤ t, |B(t)− bt| ≤ r)
= E0
[
e−b(B(t)+bt)+
1
2
b2t
1|B(s)|≤R0 ∀s≤t,|B(t)|≤r
]
≥ e− 12 b2t−bR0P0 (|B(s)| ≤ R0 ∀s ≤ t, |B(t)| ≤ r)
= e−
1
2
b2t−bR0P0
(|B(s)| ≤ 1∀s ≤ tR−20 , |B(tR−20 )| ≤ rR−10 )
by Brownian scaling. Hence if also t ≥ 1 and |b| ≤ √2, then by (18),
P0 (|B(s)− bs| ≤ R0 ∀s ≤ t, |B(t)− bt| ≤ r) ≥ e−
1
2
b2t−√2R0cR−20 e
− 1
8
π2R−20 t 2
3
r
R0
= δR0re
− 1
2
b2t− 1
8
π2R−20 t, (20)
where δR0 := e
−√2R0 2
3R
−1
0 cR−20
> 0.
We now define some constants (the reasons for the conditions imposed should become
clear in the course of the proof). Take m0 > 0 sufficiently small and R > 1 sufficiently
large that
1−m0 − 12c2 − 18π2(R − 1)−2 > 0. (21)
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By Lemma 2.2, there exists ǫ0 ∈ (0, 1/2) such that if s ≥ 1 and |y − y′| ≤ ǫ0 then
|u(s, y) − u(s, y′)| ≤ 14m0. Take R′ > 0 sufficiently large that
∫
|r|≥R′ φ(r)dr < m0/(2M).
Take m∗ > 0 sufficiently small that
m∗ < 14e
−3Mm0 2ǫ0√6π exp(−
1
2(3c +R+R
′ + 1)2) (22)
and also
m∗ < e−2M 18m0PR+R′+c+1 (|B(1)| ≤ ǫ0) δR−1P0 (|B(1)− c| ≤ 1/2) . (23)
Again by Lemma 2.2, there exists ǫ ∈ (0, 1/2) such that if s ≥ 1 and |y − y′| ≤ ǫ then
|u(s, y)− u(s, y′)| ≤ 12m∗. Finally take t∗ > 3 sufficiently large that
1
4ǫδR−1e
(1−m0− 12 c2− 18π2(R−1)−2)(t∗−1) > eM (P0 (|B(1) − c| ≤ ǫ/2))−1. (24)
Take t ≥ 1, T ≥ t∗ and x, x′ ∈ R with |x−x′| ≤ cT , and suppose u(t, x) ≥ m∗. Suppose
x′ ≥ x (the proof for x′ ≤ x is the same), and let a = (x′−x)/T ≤ c. The proof is divided
into three cases.
(1) For each (s, y) with s ∈ [0, T − 1], |y− (x+ as)| ≤ R, we have φ ∗ u(t+ s, y) < m0.
(2) There exist (s0, y0) with s0 ∈ [T − 3, T − 1] and |y0 − (x + as0)| ≤ R such that
φ ∗ u(t+ s0, y0) ≥ m0.
(3) There exist (s0, y0) with s0 ∈ [0, T − 3] and |y0− (x+as0)| ≤ R such that φ ∗u(t+
s0, y0) ≥ m0, and such that for any (s, y) with s ∈ [s0+1, T −1], |y−(x+as)| ≤ R,
we have φ ∗ u(t+ s, y) < m0.
We shall treat each case separately; in each we aim to show that u(t+ T, x′) ≥ m∗.
We begin with case (1). By our choice of ǫ, we have that u(t, y) ≥ 12m∗ ∀y ∈ [x−ǫ, x+ǫ].
Also for s ∈ [0, T −1], if |B(s)− (x+a(T −1−s))| ≤ R then φ∗u(t+T −1−s,B(s)) < m0
by our assumption in case (1). Hence for y ∈ [x − ǫ/2, x + ǫ/2], by the Feynman-Kac
formula (9) and since u ≥ 0,
u(t+ T − 1, y + a(T − 1))
≥ 12m∗e(1−m0)(T−1)Py+a(T−1) (|B(T − 1)− x| ≤ ǫ, |B(s)− (x+ a(T − 1− s))| ≤ R∀s ≤ T − 1)
≥ 12m∗e(1−m0)(T−1)P0 (|B(T − 1) + a(T − 1)| ≤ ǫ/2, |B(s) + as| ≤ R− 1∀s ≤ T − 1)
since |y − x| ≤ ǫ/2. Therefore by the estimate in (20), since T ≥ t∗ > 3, R > 1 and
|a| ≤ √2, for y ∈ [x− ǫ/2, x + ǫ/2],
u(t+ T − 1, y + a(T − 1)) ≥ 12m∗e(1−m0)(T−1)δR−1 12ǫe(−
1
2
a2− 1
8
π2(R−1)−2)(T−1)
≥ 14ǫδR−1m∗e(1−m0−
1
2
c2− 1
8
π2(R−1)−2)(t∗−1)
≥ m∗eM (P0 (|B(1)− c| ≤ ǫ/2))−1, (25)
where the second inequality follows since T ≥ t∗ > 3, 0 ≤ a ≤ c and by the choice of
constants in (21), and the third inequality follows by our choice of constants in (24). By
Proposition 2.1, we have φ ∗ u ≤M ; it follows by the Feynman-Kac formula (9) and since
x′ = x+ aT that
u(t+ T, x′) ≥ inf
|y−(x+a(T−1))|≤ǫ/2
u(t+ T − 1, y)e−MPx+aT (|B(1)− (x+ a(T − 1))| ≤ ǫ/2)
≥ m∗eM (P0 (|B(1)− c| ≤ ǫ/2))−1e−MP0 (|B(1) + a| ≤ ǫ/2)
≥ m∗,
where the second inequality follows by (25) and the third inequality since 0 ≤ a ≤ c.
We now move on to case (2). Recall that M
∫
|r|≥R′ φ(r)dr <
1
2m0 by our choice of
R′, so by the same argument as in (19), there exists y1 ∈ [y0 − R′, y0 + R′] such that
u(t + s0, y1) ≥ 12m0. Then by our choice of ǫ0, since u(t + s0, y1) ≥ 12m0, we have
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u(t + s0, y) ≥ 14m0 ∀y ∈ [y1 − ǫ0, y1 + ǫ0]. Hence by the Feynman-Kac formula (9) and
Proposition 2.1, and since T − s0 ≤ 3 and x′ = x+ aT ,
u(t+ T, x′) ≥ e−3M 14m0Px+aT (|B(T − s0)− y1| ≤ ǫ0)
≥ e−3M 14m0Px+aT
(|B(T − s0)− (x+ as0 −R−R′)| ≤ ǫ0)
≥ e−3M 14m0P0
(|B(T − s0) + (3a+R+R′)| ≤ ǫ0)
≥ e−3M 14m0 2ǫ0√6π exp(−
1
2(3a+R+R
′ + 1)2),
where the second inequality follows since |y1− (x+ as0)| ≤ R+R′ and the third and final
inequalities follow from T − s0 ∈ [1, 3] and (13). By our choice of m∗ in (22), and since
0 ≤ a ≤ c, we have that u(t+ T, x′) ≥ m∗.
Finally, we consider case (3). By the same argument as in case (2), there exists y1 ∈
[y0−R′, y0+R′] such that u(t+s0, y) ≥ 14m0 ∀y ∈ [y1−ǫ0, y1+ǫ0]. Hence for y ∈ [x−1, x+1],
by the Feynman-Kac formula (9) and Proposition 2.1,
u(t+ s0 + 1, y + a(s0 + 1)) ≥ e−M 14m0Py+a(s0+1) (|B(1)− y1| ≤ ǫ0)
≥ e−M 14m0PR+R′+c+1 (|B(1)| ≤ ǫ0) (26)
since |y1−y0| ≤ R′, |y0−(x+as0)| ≤ R, |x−y| ≤ 1 and 0 ≤ a ≤ c so |y1−(y+a(s0+1))| ≤
R+R′ + c+ 1. By the choice of s0 and the assumption of case (3), for s ∈ [0, T − s0 − 2],
if |B(s) − (x + a(T − 1 − s))| ≤ R, we have φ ∗ u(t + T − 1 − s,B(s)) < m0. Therefore
by (9) again, for y ∈ [x− 1/2, x + 1/2],
u(t+ T − 1, y + a(T − 1))
≥ inf
y′∈[x−1,x+1]
u(t+ s0 + 1, y
′ + a(s0 + 1))e(1−m0)(T−s0−2)
Py+a(T−1)(|B(s)− (y + a(T − 1− s))| ≤ R− 1∀s ≤ T − s0 − 2,
|B(T − s0 − 2)− (y + a(s0 + 1))| ≤ 1/2).
Therefore by (20) and (26), and since T − s0 − 2 ≥ 1,
u(t+ T − 1, y + a(T − 1))
≥ e−M 14m0PR+R′+c+1 (|B(1)| ≤ ǫ0) e(1−m0)(T−s0−2)δR−1 12e−(
1
2
a2+ 1
8
π2(R−1)−2)(T−s0−2)
≥ e−M 18m0PR+R′+c+1 (|B(1)| ≤ ǫ0) δR−1, (27)
since 1−m0− 12c2− 18π2(R− 1)−2 > 0 (by our choice of constants in (21)) and 0 ≤ a ≤ c.
Finally, by (9) and Proposition 2.1, and since x′ = x+ aT ,
u(t+ T, x′) ≥ e−M inf
|y−x|≤1/2
u(t+ T − 1, y + a(T − 1))
Px+aT (|B(1)− (x+ a(T − 1))| ≤ 1/2)
≥ e−2M 18m0PR+R′+c+1 (|B(1)| ≤ ǫ0) δR−1P0 (|B(1)− c| ≤ 1/2) ,
by (27) and since 0 ≤ a ≤ c. By our choice of m∗ in (23), we have that u(t+ T, x′) ≥ m∗.
This completes the proof. 
Recall that ‖u0‖∞ ≤ L. From now on, we shall assume that u0(x) = 0 ∀x ≥ L and
u0 6≡ 0. We can now prove Theorem 1.1 with m∗ = m∗(1).
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Proof of Theorem 1.1. We begin by proving an upper bound on u. For y ≥ 0 and t ≥
L/(
√
2− 1), by the Feynman-Kac formula (10),
u(t,
√
2t+ y) ≤ etE√2t+y [u0(B(t))]
≤ LetP√2t+y (B(t) ≤ L)
≤ Let 1√
2πt
exp
(
− 1
2t
(
√
2t+ y − L)2
)
≤ L√
2πt
e
√
2L, (28)
where the second line follows since ‖u0‖∞ ≤ L and u0(x) = 0 for x ≥ L and the third line
follows by (12) and since (
√
2t−L)t−1/2 ≥ t1/2. It follows that limt→∞ supx≥√2t u(t, x) = 0.
It remains to prove a lower bound. Fix ǫ > 0. Note first that by (10) and Proposition 2.1,
u(1, 0) ≥ e1−ME0 [u0(B(1))] > 0 (29)
since u0 ≥ 0 and u0 6≡ 0. Let C = C(1/2), R = R(1/2) and z0 = z0(1/2) as defined
in Lemma 2.3. Then by Lemma 2.3, there exist s0 ∈ [0, C log(1/min(z0, u(1, 0)))] and
y0 ∈ [−R,R] such that u(1 + s0, y0) ≥ 1/2.
By Lemma 2.4, for t ≥ t∗(√2 − ǫ), if |x − y0| ≤ (
√
2 − ǫ)t then u(1 + s0 + t, x) ≥
m∗(
√
2 − ǫ). By Lemma 2.3 again, if |x − y0| ≤ (
√
2 − ǫ)t then there exists s1(x) ∈
[0, C log(1/min(z0,m
∗(
√
2− ǫ)))] and y1(x) ∈ [−R,R] such that u(1 + s0 + t+ s1(x), x+
y1(x)) ≥ 1/2. Then by Lemma 2.4, it follows that for any s2 ≥ max(t∗(1), 2R) and
y ∈ [x−R,x+R], u(1 + s0 + t+ s1(x) + s2, y) ≥ m∗(1).
Let A = 1+C log(1/min(z0, u(1, 0)))+C log(1/min(z0,m
∗(
√
2− ǫ)))+max(t∗(1), 2R).
We now have that for t ≥ t∗(√2− ǫ), for any s ≥ t+A, for any x ∈ [−(√2− ǫ)t, (√2− ǫ)t],
u(s, x) ≥ m∗(1). Therefore, for s ≥ t∗(√2 − ǫ) + A, infx∈[0,(√2−ǫ)s−√2A] u(s, x) ≥ m∗(1).
Since ǫ > 0 was arbitrary, the result follows. 
The final lemma of this section will help us determine regions in which φ∗u(t, y) . t−1,
and therefore Brownian paths for which
∫ t−1
0 φ ∗ u(t− s,B(s))ds = O(log t).
Lemma 2.5. For y ≥ 0 and t ≥ max(L/(√2− 1), 1),
u(t,
√
2t+ 1
2
√
2
log t+ y) ≤ Le2Lt−1.
Proof. By the Feynman-Kac formula (10), for y ≥ 0 and t ≥ max(L/(√2− 1), 1),
u(t,
√
2t+ 1
2
√
2
log t+ y) ≤ etE√2t+ 1
2
√
2
log t+y [u0(B(t))]
≤ LetP√2t+ 1
2
√
2
log t+y (B(t) ≤ L)
≤ Let 1√
2πt
exp
(
− 1
2t
(
√
2t+ 1
2
√
2
log t− L)2
)
≤ L√
2π
e
√
2L+L log t
2
√
2t t−1
≤ Le2Lt−1,
where the second line follows since ‖u0‖∞ ≤ L and u0(x) = 0 for x ≥ L, the third line
follows by (12) and since
√
2t ≥ L, y ≥ 0 and (√2t + 1
2
√
2
log t − L)t−1/2 ≥ t1/2, and the
last line follows since t−1 log t ≤ e−1. 
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3. Proof of Theorem 1.2
In this section we shall suppose that there exists α > 2 such that for r0 > 0 sufficiently
large,
∀r ≥ r0,
∫ ∞
r
φ(x)dx ≤ r−α. (30)
As in Section 2, we assume that φ satisfies assumption (4) with our choice of η and σ.
Also we suppose that u0 ∈ L∞(R) with u0 ≥ 0, u0 6≡ 0, ‖u0‖∞ ≤ L and u0(x) = 0 ∀x ≥ L,
and let u denote the solution of (3).
We shall use the following pair of lemmas from [4]. The first is an application of the
reflection principle. Recall from Section 1.3 that under P, (ξt(s), 0 ≤ s ≤ t) is a Brownian
bridge from 0 to 0 of length t.
Lemma 3.1 (Lemma 2.2 in [4]). For y1, y2 > 0,
P
(
ξt(s) ≥ − st y1 − t−st y2 ∀s ∈ [0, t]
)
= 1− e−2y1y2/t.
The second lemma is an example of a phenomenon known as entropic repulsion, and is
proved using a Girsanov transform.
Lemma 3.2 (Simplified version of Lemma 6.1 in [4]). For z ∈ R, δ ∈ (0, 1/2) and A > 0
fixed, for ǫ > 0, there exists rǫ <∞ such that ∀r > rǫ and t > 3r,∣∣∣∣∣P
(
ξt(s) > z +min(Asδ, A(t− s)δ)∀s ∈ [r, t− r])
P (ξt(s) > z −min(Asδ, A(t− s)δ)∀s ∈ [r, t− r]) − 1
∣∣∣∣∣ < ǫ.
The first step in the proof of Theorem 1.2 is the following result. Take m∗(1) > 0 as
defined in Lemma 2.4.
Proposition 3.3. There exist K < ∞ and T < ∞ such that for t ≥ T , u(t, x) ≥ m∗(1)
∀x ∈ [0,√2t−K log t].
Proof. Recall from (29) in the proof of Theorem 1.1 that since u0 6≡ 0, u0 ≥ 0 and
u0 ∈ L∞(R) we have u(1, 0) > 0. Now take ǫ ∈ (0, 12u(1, 0)) sufficiently small that
Lemma 2.2 holds for this choice of ǫ. It follows that for |x| ≤ ǫ3, we have u(1, x) ≥ ǫ.
Therefore, for t ≥ e, for x ∈ [54
√
2 log t + 1, 54
√
2 log t + 2], by the Feynman-Kac for-
mula (9) and Proposition 2.1,
u(log t, x) ≥ e(log t−1)(1−M)ǫPx
(|B(log t− 1)| ≤ ǫ3)
≥ ǫeM−1t−M+1 2ǫ
3
√
2π log t
exp(−(ǫ3 + 2 + 54
√
2 log t)2/(2(log t− 1)))
≥ 2ǫ
4
√
2π
eM−1(log t)−1/2t−M+1 exp(−2516 log t− o(log t))
≥ t−M−1 (31)
for t sufficiently large, where the second line follows by (13).
Take δ ∈ (1/α, 1/2) and t large. Then for s ∈ [max(r1/δ0 , L/(
√
2 − 1)), (t − log t)/2], if
y ≥ √2(s+ log t) + 1
2
√
2
log t+ sδ, we have
φ ∗ u(s+ log t, y) =
∫ ∞
−∞
φ(x)u(s + log t, y − x)dx
≤M
∫ ∞
sδ
φ(x)dx+ sup
z≥√2(s+log t)+ 1
2
√
2
log t
u(s+ log t, z)
∫ ∞
−∞
φ(x)dx
≤Ms−αδ + Le2L(s+ log t)−1, (32)
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where the second line follows by Proposition 2.1 and since φ ≥ 0 and the last line holds
for s ≥ max(r1/δ0 , L/(
√
2− 1)) by (30) and Lemma 2.5 and since s+log t ≤ 12(t+log t) ≤ t
and
∫∞
−∞ φ(x)dx = 1. Similarly, for t sufficiently large, if s ∈ [(t− log t)/2, t− log t− r
1/δ
0 ]
and y ≥ √2(s+ log t) + 1
2
√
2
log t+ (t− log t− s)δ,
φ ∗ u(s+ log t, y) ≤M(t− log t− s)−αδ + Le2L(s+ log t)−1. (33)
For s ∈ [0, t − log t], let
f(s) =
√
2(t− s) + 1
2
√
2
log t+min(sδ, (t− log t− s)δ). (34)
Note that if t−s = s′+log t then f(s) = √2(s′+log t)+ 1
2
√
2
log t+min((s′)δ, (t−log t−s′)δ).
Therefore for r ≥ max(1, r1/δ0 , L/(
√
2 − 1)), if B(s) ≥ f(s) ∀s ∈ [r, t − log t− r], we have
by Proposition 2.1, (32) and (33) that∫ t−log t
0
φ ∗ u(t− s,B(s))ds ≤ 2rM + 2
∫ (t−log t)/2
r
Ms−αδds+
∫ t−log t
r
Le2L(s+ log t)−1ds
< 2rM + 2Mαδ−1r
1−αδ + Le2L log t (35)
since αδ > 1. Take r ≥ max(1, r1/δ0 , L/(
√
2− 1)) and let x = √2t+ 1
2
√
2
log t+1. Then by
the Feynman-Kac formula (9), using (31) and (35), for t sufficiently large,
u(t, x) ≥ t−M−1et−log t exp
(
−
(
2rM + 2Mαδ−1r
1−αδ + Le2L log t
))
Px
(
B(t− log t) ∈ [54
√
2 log t+ 1, 54
√
2 log t+ 2], B(s) ≥ f(s) ∀s ∈ [r, t− log t− r]
)
.
(36)
We now aim to prove a lower bound for the probability above. For y ∈ [54
√
2 log t +
1, 54
√
2 log t+ 2] and x =
√
2t+ 1
2
√
2
log t+ 1, since 54
√
2 =
√
2 + 1
2
√
2
,
Px
(
B(s) ≥ f(s) ∀s ∈ [r, t − log t− r]
∣∣∣∣B(t− log t) = y
)
= P
(
ξt−log t(s) +
s
t− log ty +
t− log t− s
t− log t x ≥ f(s) ∀s ∈ [r, t − log t− r]
)
= P
(
ξt−log t(s) +
√
2(t− s) + 1
2
√
2
log t+
s
t− log ty
′ +
t− log t− s
t− log t
≥ f(s) ∀s ∈ [r, t− log t− r]
)
where y′ = y − (√2 + (2√2)−1) log t ∈ [1, 2]. Therefore by the definition of f in (34),
Px
(
B(s) ≥ f(s) ∀s ∈ [r, t− log t− r]
∣∣∣∣B(t− log t) = y
)
≥ P
(
ξt−log t(s) ≥ min(sδ, (t− log t− s)δ) ∀s ∈ [r, t− log t− r]
)
. (37)
By Lemma 3.2, there exists r1/2 <∞ such that for r > r1/2 and t− log t > 3r,
P
(
ξt−log t(s) ≥ min(sδ, (t− log t− s)δ)∀s ∈ [r, t− log t− r]
)
≥ 12P
(
ξt−log t(s) ≥ −min(sδ, (t− log t− s)δ)∀s ∈ [r, t − log t− r]
)
≥ 12P
(
ξt−log t(s) ≥ 0∀s ∈ [r, t− log t− r]
)
. (38)
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We can now estimate this probability. Recall that for 0 = s0 < s1 < . . . < sn = t,
conditional on (ξt(si))
n−1
i=1 , (ξ
t(si−1 + u), 0 ≤ u ≤ si − si−1)ni=1 are independent and for
each i ∈ {1, . . . , n}, (ξt(si−1 + u), 0 ≤ u ≤ si− si−1) is a Brownian bridge from ξt(si−1) to
ξt(si) in time si − si−1 (this is the domain Markov property of the Brownian bridge). We
have
P
(
ξt−log t(s) ≥ 0∀s ∈ [r, t− log t− r]
)
≥ P
(
ξt−log t(r) ≥ 1, ξt−log t(t− log t− r) ≥ 1, ξt−log t(s) ≥ 0∀s ∈ [r, t− log t− r]
)
≥ P
(
ξt−log t(r) ≥ 1, ξt−log t(t− log t− r) ≥ 1
)(
1− e−2/(t−log t−2r)
)
≥ P
(
ξt−log t(r) ≥ 1
)
P
(
ξt−log t−r(r) ≥ 1
)(
1− e−2/t
)
≥ P
(
Z ≥
(
t− log t− r
r(t− log t− 2r)
)1/2)2
(1− e−2/t),
where the second inequality follows by the domain Markov property of the Brownian
bridge and Lemma 3.1, the third inequality follows by the domain Markov property, and
in the last line Z ∼ N(0, 1) since ξt(s) ∼ N(0, s(t − s)/t). For r sufficiently large, for
t− log t > 3r,
(
t−log t−r
r(t−log t−2r)
)1/2
≤ Φ−1(3/4), so
P
(
ξt−log t(s) ≥ 0∀s ∈ [r, t− log t− r]
)
≥ 116(1− e−2/t)
≥ 116t−1, (39)
for t sufficiently large, since e−a ≤ 1 − a/2 for 0 ≤ a ≤ log 2. It follows by combin-
ing (37), (38) and (39) that
Px
(
B(t− log t) ∈ [54
√
2 log t+ 1, 54
√
2 log t+ 2], B(s) ≥ f(s) ∀s ∈ [r, t− log t− r]
)
≥ 132 t−1Px
(
B(t− log t) ∈ [54
√
2 log t+ 1, 54
√
2 log t+ 2]
)
. (40)
By (13), recalling that x =
√
2t+ 1
2
√
2
log t+ 1, we have
Px
(
B(t− log t) ∈ [54
√
2 log t+ 1, 54
√
2 log t+ 2]
)
≥ 1√
2πt
exp
(
−
(
√
2t+ 1
2
√
2
log t− 54
√
2 log t)2
2(t− log t)
)
= 1√
2π
e−tt1/2.
Substituting into (40) and (36), if we fix r sufficiently large, then for t sufficiently large
and with t− log t > 3r, for x = √2t+ 1
2
√
2
log t+ 1,
u(t, x) ≥ t−M−1et−log t exp
(
−
(
2rM + 2Mαδ−1r
1−αδ + Le2L log t
))
1
32
√
2π
e−tt−1/2
≥ t−M−Le2L−3
for t sufficiently large.
Hence there exists T ∈ (1,∞) such that for t ≥ T , for x = √2t+ 1
2
√
2
log t+1, u(t, x) ≥
t−M−Le2L−3, and T−M−Le2L−3 < z0(1/2), where z0(1/2) is defined in Lemma 2.4. For
t ≥ T , by Lemma 2.3, letting C = C(1/2) and R = R(1/2), there exist s0 ∈ [0, C(M +
Le2L + 3) log t] and y0 ∈ [−R,R] such that u(t + s0, x+ y0) ≥ 1/2. Then by Lemma 2.4,
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for any s ≥ max(t∗(1), R) and y ∈ [−R,R], u(t+s0+s, x+y0+y) ≥ m∗(1). In particular,
for any t ≥ T and s′ ≥ C(M + Le2L + 3) log t+max(t∗(1), R), we have
u(t+ s′,
√
2t+ 1
2
√
2
log t+ 1) ≥ m∗(1). (41)
Take K >
√
2C(M + Le2L + 3). Now for y ≥ √2T + 1
2
√
2
log T + 1, there exists
s = s(y) ≥ T such that y = √2s+ 1
2
√
2
log s+ 1. If y ≤ √2t−K log t for some t > 0, then
s < t− (K/√2) log t. Since s ≥ T , by (41), for s′ ≥ C(M +Le2L+3) log s+max(t∗(1), R)
we have u(s + s′, y) ≥ m∗(1). Hence for t′ ≥ t + (C(M + L2e2L + 3) − (K/√2)) log t +
max(t∗(1), R) we have u(t′, y) ≥ m∗(1). Since K > √2C(M + L2e2L + 3), it follows that
if t is sufficiently large, for t′ ≥ t, u(t′, y) ≥ m∗(1).
We now have that for t sufficiently large, for y ∈ [√2T + 1
2
√
2
log T + 1,
√
2t−K log t],
u(t, y) ≥ m∗(1). Finally, as in the proof of Theorem 1.1, letting C = C(1/2), R =
R(1/2) and z0 = z0(1/2), by Lemma 2.3, there exist s0 ∈ [0, C log(1/min(z0, u(1, 0)))]
and y0 ∈ [−R,R] such that u(1 + s0, y0) ≥ 1/2. Then by Lemma 2.4, for t ≥ t∗(1), for
x ∈ [y0 − t, y0 + t] we have u(1 + s0 + t, x) ≥ m∗(1). Hence for t sufficiently large, for
x ∈ [0, 12t] we have u(t, x) ≥ m∗(1). This completes the proof. 
We can now use Proposition 3.3 prove the upper bound of Theorem 1.2, i.e. that
lim
t→∞ sup
x≥√2t− 3
2
√
2
log t+10 log log t
u(t, x) = 0.
The proof uses ideas from the proof of Proposition 7.3 in [4].
Proposition 3.4. For ǫ > 0, there exists T < ∞ such that for t ≥ T , u(t, x) < ǫ
∀x ≥ √2t− 3
2
√
2
log t+ 10 log log t.
Proof. Recall that φ ≥ η a.e. on (−σ, σ). Fix t large and x ∈ [√2t− 3
2
√
2
log t,
√
2t]. Then
for j ∈ [0, t − 1], define the event
Ej =
{
∃s ∈ [j, j + 1] : B(s) < t−st x−min(s1/4, (t− s)1/4)
}
∩
{
inf
s∈[0,t−(log t)5]
B(s) ≥ σ
}
.
(42)
Let
Dj = Ex
[
1Ej exp
(∫ t
0
(1− φ ∗ u(t− s,B(s))) ds
)
u0(B(t))
]
. (43)
By Proposition 3.3, for s sufficiently large, for y ∈ [σ,√2s−K log s− σ],
φ ∗ u(s, y) ≥ η
∫ σ
−σ
u(s, y − y′)dy′ ≥ 2σηm∗(1).
Therefore for j, k ≥ 0 with j + k ≤ t, if t − (j + k) is sufficiently large then if B(s) ∈
[σ,
√
2(t− s)−K log(t− s)− σ] ∀s ∈ [j, j + k], we have∫ j+k
j
φ ∗ u(t− s,B(s))ds ≥ 2σηm∗(1)k.
Hence for t sufficiently large, for k ∈ [0, t− (log t)5] and j ∈ [0, t− (log t)5 − k],
Dj ≤ Ex
[
1Ej1∃s∈[j,j+k] s.t. B(s)≥√2(t−s)−K log(t−s)−σe
tu0(B(t))
]
+ Ex
[
1Ej1B(s)≤√2(t−s)−K log(t−s)−σ ∀s∈[j,j+k]e
∫ t
0
(1−φ∗u(t−s,B(s)))dsu0(B(t))
]
≤ LetPx
(
Ej ∩ {∃s ∈ [j, j + k] s.t. B(s) ≥
√
2(t− s)−K log(t− s)− σ} ∩ {B(t) ≤ L}
)
+ Lete−2σηm
∗(1)k
Px (B(t) ≤ L) ,
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since ‖u0‖∞ ≤ L, u0(y) = 0 ∀y ≥ L, t− (j + k) ≥ (log t)5 and infs∈[j,j+k]B(s) ≥ σ on Ej.
Let k = K ′ log t for some constant K ′ such that 2σηm∗(1)K ′ > 7/2. Then for t suffi-
ciently large, for j ∈ [0, (t − 1)/2], by the definition of Ej in (42) and since x ≤
√
2t,
Dj ≤ LetPx
(
B(t) ≤ L, inf
s∈[j,j+1]
B(s) <
√
2(t− j)− j1/4,
sup
s∈[j,j+K ′ log t]
B(s) ≥
√
2(t− j −K ′ log t)−K log t− σ
)
+ Lett−2σηm
∗(1)K ′
Px (B(t) ≤ L) .
Also for t sufficiently large, for j ∈ [(t− 1)/2, t − 2(log t)5],
Dj ≤ LetPx
(
B(t) ≤ L, inf
s∈[j,j+1]
B(s) <
√
2(t− j)− (t− (j + 1))1/4,
sup
s∈[j,j+K ′ log t]
B(s) ≥
√
2(t− j −K ′ log t)−K log t− σ
)
+ Lett−2σηm
∗(1)K ′
Px (B(t) ≤ L) .
For j ∈ [16(log t)5, t− 16(log t)5− 1], if there exist s1 ∈ [j, j +1] such that B(s1) <
√
2(t−
j)−2(log t)5/4 and s2 ∈ [j, j+K ′ log t] such that B(s2) ≥
√
2(t− j)− (√2K ′+K) log t−σ
then |B(s1)−B(s2)| ≥ 2(log t)5/4− (
√
2K ′+K) log t−σ. Therefore, for t sufficiently large
that 2(log t)5/4 − (√2K ′ +K) log t− σ ≥ (log t)5/4, for j ∈ [16(log t)5, t− 16(log t)5 − 1],
Dj ≤ LetPx
(
B(t) ≤ L, sup
s1,s2∈[j,j+K ′ log t]
|B(s1)−B(s2)| ≥ (log t)5/4
)
+ Lett−2σηm
∗(1)K ′
Px (B(t) ≤ L) . (44)
We now aim to estimate each of these probabilities. For y ∈ [−2t, L],
Px
(
sup
s1,s2∈[j,j+K ′ log t]
|B(s1)−B(s2)| ≥ (log t)5/4
∣∣∣∣B(t) = y
)
≤ Px
(
sup
s∈[j,j+K ′ log t]
|B(s)−B(j)| ≥ 12 (log t)5/4
∣∣∣∣B(t) = y
)
= P
(
sup
s∈[j,j+K ′ log t]
∣∣∣s−jt y + j−st x+ ξt(s)− ξt(j)∣∣∣ ≥ 12 (log t)5/4
)
.
Since 0 ≤ x ≤ √2t and |y| ≤ 2t, for s ∈ [j, j +K ′ log t],
∣∣∣ s−jt y + j−st x∣∣∣ ≤ K ′ log tt (2t+√2t) ≤ 14(log t)5/4
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for t sufficiently large. Therefore
Px
(
sup
s1,s2∈[j,j+K ′ log t]
|B(s1)−B(s2)| ≥ (log t)5/4
∣∣∣∣B(t) = y
)
≤ P
(
sup
s∈[j,j+K ′ log t]
|ξt(s)− ξt(j)| ≥ 14(log t)5/4
)
= P0
(
sup
s∈[j,j+K ′ log t]
∣∣∣B(s)−B(j) + j−st B(t)∣∣∣ ≥ 14(log t)5/4
)
≤ P0
(
sup
s∈[j,j+K ′ log t]
|B(s)−B(j)| ≥ 18(log t)5/4
)
+ P0
(
K ′ log t
t |B(t)| ≥ 18(log t)5/4
)
≤ 2P0
(
sup
s∈[0,K ′ log t]
B(s) ≥ 18 (log t)5/4
)
+ 2P0
(
B(t) ≥ 18K ′ t(log t)1/4
)
,
where the third line follows since (B(s) − stB(t), s ∈ [0, t])
d
= (ξt(s), s ∈ [0, t]) and the
last line follows by the symmetry of Brownian motion and the Markov property. By the
reflection principle, it follows that for y ∈ [−2t, L],
Px
(
sup
s1,s2∈[j,j+K ′ log t]
|B(s1)−B(s2)| ≥ (log t)5/4
∣∣∣∣B(t) = y
)
≤ 4P0
(
(K ′ log t)1/2B(1) ≥ 18 (log t)5/4
)
+ 2P0
(
t1/2B(1) ≥ 18K ′ t(log t)1/4
)
≤ 4 exp(−(log t)3/2/(128K ′)) + 2 exp(−t(log t)1/2/(128(K ′)2)), (45)
by (11). Moreover, by (11), since x ≥ √2t− 3
2
√
2
log t,
Px (B(t) ∈ [−2t, L]) ≤ Px (B(t) ≤ L) ≤ e−(
√
2t− 3
2
√
2
log t−L)2/(2t)
≤ e−t+ 32 log t+
√
2L. (46)
Also since x ≥ 0, by (11),
Px (B(t) ≤ −2t) ≤ e−
1
2t4t
2
= e−2t. (47)
Therefore, combining (45), (46) and (47),
Px
(
B(t) ≤ L, sup
s1,s2∈[j,j+K ′ log t]
|B(s1)−B(s2)| ≥ (log t)5/4
)
≤ e−t+ 32 log t+
√
2L(4e−(log t)
3/2/(128K ′) + 2e−t/(128(K
′)2)) + e−2t.
Substituting into (44) and using (46) again, it follows that for t sufficiently large, for
j ∈ [16(log t)5, t− 16(log t)5 − 1],
Dj ≤ Lete−t+
3
2
log t+
√
2L(4e−(log t)
3/2/(128K ′) + 2e−t/(128(K
′)2) + t−2σηm
∗(1)K ′) + Le−t
≤ t−2
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for t sufficiently large, since 2σηm∗(1)K ′ > 7/2 by our choice of K ′. Therefore by the
definition of Dj in (43) and the Feynman-Kac formula (10), for t sufficiently large,
u(t, x) ≤
⌊t−16(log t)5−1⌋∑
j=⌈16(log t)5⌉
Dj
+ Ex

⌊t−16(log t)5−1⌋∏
j=⌈16(log t)5⌉
1Ecj
exp
(∫ t
0
(1− φ ∗ u(t− s,B(s))) ds
)
u0(B(t))


≤ t · t−2 + LetEx

⌊t−16(log t)5−1⌋∏
j=⌈16(log t)5⌉
1Ecj
1B(t)≤L

 ,
since φ ∗ u ≥ 0, ‖u0‖∞ ≤ L and u0(y) = 0 ∀y ≥ L. By the definition of Ej in (42), it
follows that for t sufficiently large, for x ∈ [√2t− 3
2
√
2
log t,
√
2t],
u(t, x) ≤ t−1 + LetPx
(
inf
s∈[0,t−(log t)5]
B(s) < σ
)
+ LetPx
(
B(t) ≤ L,B(s) ≥ t−st x−min(s1/4, (t− s)1/4)
∀s ∈ [⌈16(log t)5⌉, ⌊t − 16(log t)5⌋]
)
. (48)
Since x ≥ √2t− 3
2
√
2
log t, by the reflection principle and then using (12),
Px
(
inf
s∈[0,t−(log t)5]
B(s) < σ
)
≤ 2P0
(
B(t− (log t)5) >
√
2t− 3
2
√
2
log t− σ
)
≤ 2√
2π
(
t− (log t)5
(
√
2t− 3
2
√
2
log t− σ)2
)1/2
exp
(
−
(
√
2t− 3
2
√
2
log t− σ)2
2(t− (log t)5)
)
≤ 2√
2π
t−1/2
(
t− (log t)5
2t− 3 log t− 2√2σ
)1/2
exp
(
−t2t− 3 log t− 2
√
2σ
2t− 2(log t)5
)
≤ t−1/2e−t (49)
for t sufficiently large.
We shall now estimate the second probability in (48). For y ≤ L, and x ∈ [√2t −
3
2
√
2
log t,
√
2t],
Px
(
B(s) ≥ t−st x−min(s1/4, (t− s)1/4)∀s ∈ [⌈16(log t)5⌉, ⌊t− 16(log t)5⌋]
∣∣∣∣B(t) = y
)
= P
(
ξt(s) ≥ − st y −min(s1/4, (t− s)1/4)∀s ∈ [⌈16(log t)5⌉, ⌊t− 16(log t)5⌋]
)
≤ P
(
ξt(s) ≥ −L−min(s1/4, (t− s)1/4)∀s ∈ [16(log t)5 + 1, t− 16(log t)5 − 1]
)
≤ 2P
(
ξt(s) ≥ −L+min(s1/4, (t− s)1/4)∀s ∈ [16(log t)5 + 1, t− 16(log t)5 − 1]
)
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for t sufficiently large, by Lemma 3.2. It follows that
Px
(
B(s) ≥ t−st x−min(s1/4, (t− s)1/4)∀s ∈ [⌈16(log t)5⌉, ⌊t − 16(log t)5⌋]
∣∣∣∣B(t) = y
)
≤ 2P (ξt(s) ≥ −L ∀s ∈ [16(log t)5 + 1, t− 16(log t)5 − 1])
≤ 2P(ξt(s) ≥ −L ∀s ∈ [16(log t)5 + 1, t− 16(log t)5 − 1],
ξt(16(log t)5 + 1) ≤ (log t)5, ξt(t− 16(log t)5 − 1) ≤ (log t)5)
+ 4P
(
ξt(16(log t)5 + 1) ≥ (log t)5) , (50)
since ξt(16(log t)5 + 1)
d
= ξt(t − 16(log t)5 − 1). For y1, y2 ∈ [−L, (log t)5], by Lemma 3.1
and the domain Markov property for the Brownian bridge,
P
(
ξt(s) ≥ −L ∀s ∈ [16(log t)5 + 1, t− 16(log t)5 − 1]
∣∣∣∣
ξt(16(log t)5 + 1) = y1, ξ
t(t− 16(log t)5 − 1) = y2
)
= 1− exp
(
− 2
t− 32(log t)5 − 2(y1 + L)(y2 + L)
)
≤ 2
t− 32(log t)5 − 2((log t)
5 + L)2,
since 1− e−a ≤ a for a ≥ 0.
Since ξt(s) ∼ N(0, s(t−s)t ), letting Z ∼ N(0, 1),
P
(
ξt(16(log t)5 + 1) ≥ (log t)5) ≤ P((16(log t)5 + 1)1/2Z ≥ (log t)5)
≤ exp(−12 (log t)10(16(log t)5 + 1)−1)
≤ exp(− 140 (log t)5)
for t sufficiently large, where the second inequality holds by (11). Substituting into (50),
for any y ≤ L we have
Px
(
B(s) ≥ t−st x−min(s1/4, (t− s)1/4)∀s ∈ [⌈16(log t)5⌉, ⌊t − 16(log t)5⌋]
∣∣∣∣B(t) = y
)
≤ 4
t− 32(log t)5 − 2((log t)
5 + L)2 + 4exp(− 140 (log t)5)
≤ 5(log t)
10
t
for t sufficiently large. Substituting this result and (49) into (48), we have that for t
sufficiently large, for x ∈ [√2t− 3
2
√
2
log t,
√
2t],
u(t, x) ≤ t−1 + Lett−1/2e−t + Let 5(log t)
10
t
Px (B(t) ≤ L) .
We have x =
√
2t− 3
2
√
2
log t+ x0 for some x0 ∈ [0, 32√2 log t]; by (12),
Px (B(t) ≤ L) ≤ 1√2π z
−1e−z
2/2,
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where z = (
√
2t− 3
2
√
2
log t+ x0 − L)t−1/2 ≥ t1/2 for t sufficiently large. Hence
Px (B(t) ≤ L) ≤ 1√
2πt
exp
(
−(
√
2t− 3
2
√
2
log t+ x0 − L)2/(2t)
)
≤ 1√
2πt
exp
(
−(2t2 − 3t log t+ 2
√
2tx0 − 2
√
2tL− 3√
2
x0 log t− 2x0L)/(2t)
)
≤ 1√
2πt
exp
(
−t+ 32 log t−
√
2x0 +
√
2L+ 1
)
for t sufficiently large. Therefore, for t sufficiently large, for x =
√
2t− 3
2
√
2
log t+ x0 with
x0 ∈ [0, 32√2 log t],
u(t, x) ≤ t−1 + Lt−1/2 + L5(log t)
10
t
1√
2πt
exp
(
3
2 log t−
√
2x0 +
√
2L+ 1
)
= t−1 + Lt−1/2 +
5Le
√
2L+1
√
2π
(log t)10e−
√
2x0 .
It follows that if x0 ∈ [10 log log t, 32√2 log t], i.e. if x ∈ [
√
2t− 3
2
√
2
log t+ 10 log log t,
√
2t],
then
u(t, x) ≤ t−1 + Lt−1/2 + 5Le
√
2L+1
√
2π
(log t)10(1−
√
2).
As in (28) in the proof of Theorem 1.1, for t ≥ L/(√2− 1), for x ≥ √2t,
u(t, x) ≤ L√
2πt
e
√
2L.
Hence for ǫ > 0 fixed, for t sufficiently large, for any x ≥ √2t− 3
2
√
2
log t+ 10 log log t, we
have u(t, x) < ǫ, as required. 
As a consequence of Proposition 3.4 and Lemma 2.3, we can adapt an idea from the
proof of Proposition 7.2 in [4] to show that for fixed t, u(t, x) decreases exponentially on
x ≥ √2t− 3
2
√
2
log t+ 10 log log t.
Let z0 = z0(1/2), R = R(1/2) and C = C(1/2) as defined in Lemma 2.3.
Corollary 3.5. There exists T < ∞ such that for t ≥ T and s > C log(1/z0), if x ≥√
2(t+ s)− 3
2
√
2
log(t+ s) + 10 log log(t+ s) +R then u(t, x) ≤ exp(−C−1s).
Proof. Let g(t) :=
√
2t− 3
2
√
2
log t+ 10 log log t for t > 1, and note that g is increasing on
(1,∞). Take ǫ = 1/2 in Proposition 3.4; it follows that there exists T ∈ (1,∞) such that
for t ≥ T , we have u(t, x) < 1/2 ∀x ≥ g(t).
We now use a contradiction argument. Suppose that for some t ≥ T and s > C log(1/z0),
there exists x ≥ g(t+s)+R such that u(t, x) > exp(−C−1s). Then since exp(−C−1s) < z0,
by Lemma 2.3 there exist t′ ∈ [t, t + s] and y ∈ [x − R,x + R] such that u(t′, y) ≥ 1/2.
Since x ≥ g(t + s) + R, we have that y ≥ g(t + s) ≥ g(t′) since g is increasing on (1,∞).
But then we have t′ ≥ T , y ≥ g(t′) and u(t′, y) ≥ 1/2 which is a contradiction. 
We can now prove the remaining statement of Theorem 1.2, i.e. that there exist A <∞
and m∗ > 0 such that
lim inf
t→∞ infx∈[0,√2t− 3
2
√
2
log t−A(log log t)3]
u(t, x) ≥ m∗.
Proposition 3.6. There exist A < ∞ and T < ∞ such that for t ≥ T , u(t, x) ≥ m∗(1)
∀x ∈ [0,√2t− 3
2
√
2
log t−A(log log t)3].
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Proof. Take δ ∈ (max(1/α, 1/3), 1/2) and take t large. For s ∈ (e, t/2] sufficiently large
that sδ ≥ 10 log log(s+ sδ) +R, if x ≥ st (
√
2t− 3
2
√
2
log t) + (
√
2 + 1)sδ, then
x ≥
√
2(s+ sδ)− 3
2
√
2
s
t log t+ s
δ
≥
√
2(s+ sδ)− 3
2
√
2
log s+ sδ
≥
√
2(s+ sδ)− 3
2
√
2
log(s + sδ) + sδ
≥
√
2(s+ sδ)− 3
2
√
2
log(s + sδ) + 10 log log(s+ sδ) +R,
where the second line holds since for e < s < t, log ss >
log t
t . By Corollary 3.5, if s is
sufficiently large and sδ > C log(1/z0), it follows that u(s, x) ≤ exp(−C−1sδ).
Similarly, for s ∈ [t/2, t − (log log t)1/δ], if x ≥ st (
√
2t − 3
2
√
2
log t) + (
√
2 + 12)(t − s)δ,
then
x ≥
√
2(s+ (t− s)δ)− 3
2
√
2
s
t log t+ 12(t− s)δ
≥
√
2(s+ (t− s)δ)− 3
2
√
2
log(s+ (t− s)δ) + 12(t− s)δ
≥
√
2(s+ (t− s)δ)− 3
2
√
2
log(s+ (t− s)δ) + 10 log log(s+ (t− s)δ) +R,
where the last line holds for t sufficiently large, since 12(t − s)δ ≥ 12 log log t. By
Corollary 3.5, if t is sufficiently large and log log t > C log(1/z0) then it follows that
u(s, x) ≤ exp(−C−1(t− s)δ).
Therefore, for t sufficiently large, for s ∈ [(log log t)1/δ, t− (log log t)1/δ ], if x ≥ st (
√
2t−
3
2
√
2
log t) + (
√
2 + 12)min(sδ, (t − s)δ) then u(s, x) ≤ exp(−C−1min(sδ, (t − s)δ)). It fol-
lows that for s ∈ [(log log t)1/δ , t/2], if x ≥ st (
√
2t − 3
2
√
2
log t) + (
√
2 + 13)sδ then by
Proposition 2.1,
φ ∗ u(s, x) ≤M
∫ ∞
sδ
φ(r)dr + exp(−C−1sδ)
∫ sδ
−∞
φ(r)dr
≤Ms−αδ + exp(−C−1sδ)
≤ 2Ms−αδ
for t sufficiently large, where the second inequality follows for t sufficiently large by (30)
and since φ ≥ 0 and ∫∞−∞ φ(x)dx = 1. Similarly, for t sufficiently large, for s ∈ [t/2, t −
(log log t)1/δ ], if x ≥ st (
√
2t− 3
2
√
2
log t) + (
√
2 + 13)(t − s)δ then
φ ∗ u(s, x) ≤M(t− s)−αδ + exp(−C−1(t− s)δ) ≤ 2M(t− s)−αδ.
Therefore, if B(s) ≥ t−st (
√
2t− 3
2
√
2
log t)+(
√
2+13)min(sδ, (t−s)δ) ∀s ∈ [(log log t)1/δ, t−
(log log t)1/δ ], then by the above inequalities and Proposition 2.1,
∫ t−1
0
φ ∗ u(t− s,B(s))ds ≤ 2M(log log t)1/δ + 2
∫ t/2
(log log t)1/δ
2Ms−αδds
= 2M(log log t)1/δ + 4M(αδ − 1)−1((log log t)(1−αδ)/δ − (t/2)1−αδ)
≤ 3M(log log t)1/δ
for t sufficiently large, since αδ > 1.
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It follows that for t sufficiently large, for x =
√
2t − 3
2
√
2
log t, by the Feynman-Kac
formula (9) and since u ≥ 0,
u(t, x) ≥ et−1e−3M(log log t)1/δ
Ex
[
1B(s)≥ t−s
t
x+(
√
2+13)min(sδ,(t−s)δ)∀s∈[(log log t)1/δ , t−(log log t)1/δ ]u(1, B(t − 1))
]
.
As in the proof of Proposition 3.3, we can take ǫ ∈ (0,min(12u(1, 0), 1)) sufficiently small
that Lemma 2.2 holds for this choice of ǫ, and then for |y| ≤ ǫ3, we have u(1, y) ≥ ǫ. Hence
letting t′ = (log log t)1/δ ,
u(t, x) ≥ et−1e−3M(log log t)1/δǫ
Px
(
B(s) ≥ t−st x+ (
√
2 + 13)min(sδ, (t− s)δ) ∀s ∈ [t′, t− t′], |B(t− 1)| ≤ ǫ3
)
.
(51)
We now aim for a lower bound on this probability. For y ∈ [−ǫ3, ǫ3],
Px
(
B(s) ≥ t−st x+ (
√
2 + 13)min(sδ, (t− s)δ) ∀s ∈ [t′, t− t′]
∣∣∣∣B(t− 1) = y
)
= P
(
ξt−1(s) + t−1−st−1 x+
s
t−1y ≥ t−st x+ (
√
2 + 13)min(sδ, (t− s)δ) ∀s ∈ [t′, t− t′]
)
= P
(
ξt−1(s) ≥ st(t−1)x− st−1y + (
√
2 + 13)min(sδ, (t− s)δ) ∀s ∈ [t′, t− t′]
)
≥ P
(
ξt−1(s) ≥
√
2 + 2 + (
√
2 + 13)min(sδ, (t− 1− s)δ) ∀s ∈ [t′ − 1, t− t′]
)
,
for t sufficiently large that min(sδ, (t−s)δ)−min(sδ, (t−1−s)δ) ≤ (√2+13)−1 ∀s ∈ [t′, t−t′],
and since x/t <
√
2 and |y| < 1. By Lemma 3.2, it follows that for t sufficiently large,
Px
(
B(s) ≥ t−st x+ (
√
2 + 13)min(sδ, (t− s)δ) ∀s ∈ [t′, t− t′]
∣∣∣∣B(t− 1) = y
)
≥ 12P
(
ξt−1(s) ≥
√
2 + 2− (
√
2 + 13)min(sδ, (t− 1− s)δ) ∀s ∈ [t′ − 1, t− t′]
)
≥ 12P
(
ξt−1(s) ≥
√
2 + 2 ∀s ∈ [1, t− 2]
)
.
By the domain Markov property of the Brownian bridge and Lemma 3.1, letting Z ∼
N(0, 1),
P
(
ξt−1(s) ≥
√
2 + 2 ∀s ∈ [1, t− 2]
)
≥ P
(
ξt−1(1) ≥
√
2 + 3, ξt−1(t− 2) ≥
√
2 + 3
)
(1− e−2/(t−3))
≥ P
(
ξt−1(1) ≥
√
2 + 3
)
P
(
ξt−2(1) ≥
√
2 + 3
)
(1− e−2/t)
≥ 1tP
((
t−3
t−2
)1/2
Z ≥
√
2 + 3
)2
.
for t sufficiently large, since 1 − e−a ≥ a/2 for 0 < a < log 2 and ξt(s) ∼ N
(
0, s(t−s)t
)
.
Therefore for t sufficiently large, for y ∈ [−ǫ3, ǫ3],
Px
(
B(s) ≥ t−st x+ (
√
2 + 13)min(sδ, (t− s)δ) ∀s ∈ [t′, t− t′]
∣∣∣∣B(t− 1) = y
)
≥ 12tΦ(−5)2.
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Substituting into (51), we have that for t sufficiently large, for x =
√
2t− 3
2
√
2
log t,
u(t, x) ≥ et−1e−3M(log log t)1/δ ǫ 12tΦ(−5)2Px
(|B(t− 1)| ≤ ǫ3) .
Since x =
√
2t− 3
2
√
2
log t and ǫ < 1, we have by (13) that
Px
(|B(t− 1)| ≤ ǫ3) ≥ 2ǫ3√
2πt
exp
(
− 12(t−1) (
√
2t− 3
2
√
2
log t+ 1)2
)
≥ 2ǫ
3
√
2πt
exp
(
−t+ 32 log t−
√
2− 1
)
for t sufficiently large. Hence for t sufficiently large,
u(t,
√
2t− 3
2
√
2
log t) ≥ 1√
2π
e−
√
2−2ǫ4Φ(−5)2e−3M(log log t)1/δ
≥ e−4M(log log t)1/δ
for t sufficiently large.
For t sufficiently large, it follows by Lemma 2.3 that there exist t′ ∈ [t, t+4CM(log log t)1/δ ]
and y ∈ [−R,R] such that u(t′,√2t − 3
2
√
2
log t + y) ≥ 1/2. Then by Lemma 2.4, for
s ≥ t∗(1) +R+ 4CM(log log t)1/δ we have u(t+ s,√2t− 3
2
√
2
log t) ≥ m∗(1).
Note that t 7→ √2t− 3
2
√
2
log t is increasing on [1,∞). Take t > 1 sufficiently large that
CM(log log t)1/δ ≥ t∗(1) +R (52)
and take y0 ∈ [
√
2,
√
2t− 3
2
√
2
log t− 5√2CM(log log t)1/δ]; then y0 =
√
2s0− 32√2 log s0 for
some s0 ∈ [1, t). Then if s0 is sufficiently large, for s ≥ t∗(1) +R+ 4CM(log log s0)1/δ we
have u(s0 + s, y0) ≥ m∗(1). Since
y0 =
√
2s0 − 32√2 log s0 ≤
√
2t− 3
2
√
2
log t− 5
√
2CM(log log t)1/δ ,
we have√
2(t− s0) ≥ 32√2(log t− log s0) + 5
√
2CM(log log t)1/δ ≥ 5
√
2CM(log log t)1/δ .
Therefore, by our choice of t in (52), t − s0 ≥ t∗(1) + R + 4CM(log log t)1/δ. It follows
that for t sufficiently large, for y0 ∈ [
√
2,
√
2t− 3
2
√
2
log t−5√2CM(log log t)1/δ ] sufficiently
large, u(t, y0) ≥ m∗(1).
It follows by Proposition 3.3 that for t sufficiently large, for any y ∈ [0,√2t− 3
2
√
2
log t−
5
√
2CM(log log t)1/δ ], we have u(t, y) ≥ m∗(1). Since 1/δ ≤ 3, this completes the proof.

4. Proofs of Theorems 1.3–1.5
Before proving Theorems 1.3–1.5, we need an estimate on the probability that a Brown-
ian motion stays consistently ahead of a particular curve. We shall use the following result
from [17].
Proposition 4.1 (Simplified version of Proposition 4 in [17]). There exists a function
A : (0,∞) → (0,∞) such that the following holds. Suppose f : [0, t] → R and L : [0, t] →
[1,∞) are twice continuously differentiable, with f(0) < 0 and f(0) + L(0) > 0. Also
suppose there exists a constant Q > 0 such that
|L′(0)|L(0) + |L′(t)|L(t) +
∫ t
0
|L′′(s)|L(s)ds +
∫ t
0
|f ′′(s)|L(s)ds
− |L′(0)|f(0) − |f ′(0)|f(0) + logL(0) + |f ′(t)|L(t) ≤ Q,
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and that
∫ t
0 L(s)
−2ds ≥ 1. Then for any 0 ≤ p < q ≤ 1,
P0 (B(s)− f(s) ∈ (0, L(s)) ∀s ≤ t, B(t)− f(t) ∈ (pL(t), qL(t)))
≥ A(Q) exp
(
−1
2
∫ t
0
f ′(s)2ds− π
2
2
∫ t
0
1
L(s)2
ds
)
sin
(−πf(0)
L(0)
)∫ q
p
sin(πν)dν.
We can use this to prove the following estimate.
Lemma 4.2. Suppose γ ∈ (12 , 1) and ǫ > 0. Then there exists a constant c = c(γ, ǫ) > 0
such that for t sufficiently large, for x ∈ [−2t, 2t], δ ∈ (0, 1),
P0
(
B(s) ≥ stx+min(2sγ , 2(t− s)γ)∀s ∈ [1, t2 − 1] ∪ [ t2 + 1, t− 1], |B(t)− x| ≤ δ
)
≥ c(1 − cos(12πδ)) exp
(
−x
2
2t
− π
2
2γ + 2ǫ− 1t
2γ+2ǫ−1
)
.
Proof. By reducing ǫ if necessary, assume that γ + ǫ < 1. For t ≥ 4, x ∈ [−2t, 2t] and
δ ∈ (0, 1),
P0
(
B(s) ≥ stx+min(2sγ , 2(t− s)γ)∀s ∈ [1, t2 − 1] ∪ [ t2 + 1, t− 1], |B(t)− x| ≤ δ
)
≥ P0 (B(s)− f(s) ∈ (0, L(s)) ∀s ≤ t, B(t)− f(t) ∈ (0, δ)) (53)
for any functions f : [0, t] → R and L : [0, t] → [1,∞) such that f(t) = x and f(s) ≥
s
tx + min(2s
γ , 2(t − s)γ) ∀s ∈ [1, t2 − 1] ∪ [ t2 + 1, t − 1]. There exists a constant c1 such
that for any t ≥ 4, x ∈ [−2t, 2t], we can define f : [0, t] → R in such a way that f is
twice continuously differentiable, f(0) = −1, f(t) = x, |f ′(s)| ≤ c1 ∀s ∈ [0, t], |f ′′(s)| ≤ c1
∀s ∈ [0, t],
f(s) = stx+min(2s
γ , 2(t− s)γ)∀s ∈ [1, t2 − 1] ∪ [ t2 + 1, t− 1]
and |f ′′(s)| ≤ c1tγ−1 ∀s ∈ [ t2 − 1, t2 +1]. There exists a constant c2 such that for any t ≥ 4
we can define L : [0, t] → [1,∞) in such a way that L is twice continuously differentiable
with L(0) = 2, L(t) = 2, L(s) ≤ c2 ∀s ∈ [0, 1]∪ [t−1, t], |L′(s)| ≤ c2 ∀s ∈ [0, t], |L′′(s)| ≤ c2
∀s ∈ [0, t],
L(s) = min(2s1−γ−ǫ, 2(t− s)1−γ−ǫ)∀s ∈ [1, t2 − 1] ∪ [ t2 + 1, t− 1],
L(s) ≤ 2t1−γ−ǫ ∀s ∈ [ t2 − 1, t2 + 1] and |L′′(s)| ≤ c2t−γ−ǫ ∀s ∈ [ t2 − 1, t2 + 1]. We now
need to check that the conditions of Proposition 4.1 hold for f and L for some constant
Q. Note that for s ∈ [1, t2 − 1], we have f ′′(s) = −2γ(1− γ)sγ−2 and for s ∈ [ t2 + 1, t− 1],
f ′′(s) = −2γ(1− γ)(t− s)γ−2. Also for s ∈ [1, t2 − 1], L′′(s) = −2(γ + ǫ)(1− γ− ǫ)s−γ−ǫ−1
and for s ∈ [ t2 + 1, t− 1], L′′(s) = −2(γ + ǫ)(1− γ − ǫ)(t− s)−γ−ǫ−1. Hence
|L′(0)|L(0) + |L′(t)|L(t) +
∫ t
0
|L′′(s)|L(s)ds +
∫ t
0
|f ′′(s)|L(s)ds
− |L′(0)|f(0) − |f ′(0)|f(0) + logL(0) + |f ′(t)|L(t)
≤ 4c2 + 2
∫ t/2−1
1
4(γ + ǫ)(1− γ − ǫ)s−2γ−2ǫds + 2c22 + 4c2t1−2γ−2ǫ
+ 2
∫ t/2−1
1
4γ(1− γ)s−1−ǫds+ 2c1c2 + 4c1t−ǫ + c2 + c1 + log 2 + 2c1
< log 2 + 7c1 + 9c2 + 2c1c2 + 2c
2
2 +
8(γ + ǫ)(1− γ − ǫ)
2γ + 2ǫ− 1 +
8γ(1 − γ)
ǫ
,
since γ + ǫ ∈ (1/2, 1) and ǫ > 0. Let
Q = log 2 + 7c1 + 9c2 + 2c1c2 + 2c
2
2 +
8(γ + ǫ)(1− γ − ǫ)
2γ + 2ǫ− 1 +
8γ(1− γ)
ǫ
.
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We also have∫ t/2−1
1
L(s)−2ds =
1
4
∫ t/2−1
1
s2γ+2ǫ−2ds =
1
4
1
2γ + 2ǫ− 1
((
t
2 − 1
)2γ+2ǫ−1 − 1) ,
so since γ + ǫ > 1/2, we have
∫ t
0 L(s)
−2ds ≥ 1 for t sufficiently large. Therefore, for t
sufficiently large, Proposition 4.1 with constant Q applies to f and L.
We now need to estimate
∫ t
0 L(s)
−2ds and
∫ t
0 f
′(s)2ds. Since L(s) ≥ 1 ∀s ∈ [0, t],∫ t
0
L(s)−2ds ≤ 1
2
∫ t/2−1
1
s2γ+2ǫ−2ds+ 4 <
1
2γ + 2ǫ− 1t
2γ+2ǫ−1, (54)
for t sufficiently large. Finally, since for s ∈ [1, t2 − 1], f ′(s) = xt + 2γsγ−1 and for
s ∈ [ t2 + 1, t− 1], f ′(s) = xt − 2γ(t− s)γ−1, we have∫ t
0
f ′(s)2ds ≤ 4c21 +
∫ t/2−1
1
(xt + 2γs
γ−1)2ds+
∫ t/2−1
1
(xt − 2γsγ−1)2ds
= 4c21 + 2
∫ t/2−1
1
(x
2
t2
+ 4γ2s2γ−2)ds
= 4c21 +
t−4
t2
x2 + 8γ
2
2γ−1
((
t
2 − 1
)2γ−1 − 1)
< x
2
t +
8γ2
2γ−1t
2γ−1 (55)
for t sufficiently large, since γ > 1/2.
Therefore, for any δ ∈ (0, 1), by Proposition 4.1 with p = 0 and q = δ/2,
P0 (B(s)− f(s) ∈ (0, L(s)) ∀s ≤ t, B(t)− f(t) ∈ (0, δ))
≥ A(Q) exp
(
−1
2
∫ t
0
f ′(s)2ds− π
2
2
∫ t
0
1
L(s)2
ds
)
sin
(π
2
) ∫ δ/2
0
sin(πν)dν
≥ A(Q) 1
π
(1− cos(12πδ)) exp
(
−x
2
2t
− 4γ
2
2γ − 1t
2γ−1 − π
2
2
1
2γ + 2ǫ− 1 t
2γ+2ǫ−1
)
≥ A(Q) 1
π
(1− cos(12πδ)) exp
(
−x
2
2t
− π
2
2γ + 2ǫ− 1t
2γ+2ǫ−1
)
,
where the second inequality holds for t sufficiently large by (54) and (55), and the last
inequality is for t sufficiently large. The result follows by (53). 
We can now prove Theorem 1.3 using Lemma 4.2. Assume that φ satisfies assump-
tion (4). Also suppose u0 ∈ L∞(R), u0 ≥ 0, u0 6≡ 0, ‖u0‖∞ ≤ L and u0(x) = 0 ∀x ≥ L,
and let u denote the solution of (3).
Proposition 4.3. Suppose that there exist α ∈ (0, 2) and r0 < ∞ such that for r ≥ r0,∫∞
r φ(x)dx ≤ r−α. Then for β > 2−α2+α , for t sufficiently large, u(t, x) ≥ m∗(1) ∀x ∈
[0,
√
2t− tβ].
Proof. Let γ = 22+α ; note that γ ∈ (12 , 1) and αγ < 1.
By Lemma 2.5, for y ≥ 0 and t ≥ max( 1√
2−1L, 1), we have u(t,
√
2t + 1
2
√
2
log t+ y) ≤
Le2Lt−1. Also, by Proposition 2.1, 0 ≤ u(t, x) ≤M ∀t ≥ 0, x ∈ R.
Now take t large. Suppose that s ∈ [max( 1√
2−1L, 1, r
1/γ
0 +1),
1
2(t−1)] and s is sufficiently
large that 1
2
√
2
log s ≤ (s− 1)γ . Then if y ≥ √2s+ 2(s− 1)γ ≥ √2s+ 1
2
√
2
log s+ (s− 1)γ ,
we have that
φ ∗ u(s, y) ≤ Le2Ls−1
∫ (s−1)γ
−∞
φ(r)dr+M
∫ ∞
(s−1)γ
φ(r)dr ≤ Le2Ls−1 +M(s− 1)−αγ , (56)
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since φ ≥ 0, ∫∞−∞ φ(r)dr = 1 and (s − 1)γ ≥ r0. Similarly, for s ∈ [12(t+ 3), t − (log t)1/γ ],
then (t− s)γ ≥ log t, and so if y ≥ √2s+ 2(t− s)γ > √2s+ 1
2
√
2
log s+ (t− s)γ then for t
sufficiently large,
φ ∗ u(s, y) ≤ Le2Ls−1 +M(t− s)−αγ . (57)
Hence if B(s) ≥ √2(t− s)+min(2sγ , 2(t− 1− s)γ) ∀s ∈ [1, 12(t− 3)]∪ [12(t+1), t− 2], then
by Proposition 2.1,∫ t−1
0
φ ∗ u(t− s,B(s))ds
≤ 2M
(
(log t)1/γ + 1
)
+
∫
[(log t)1/γ , 1
2
(t−3)]∪[ 1
2
(t+1),t−(log t)1/γ ]
φ ∗ u(t− s,B(s))ds
≤ 2M((log t)1/γ + 1) +
∫ t−(log t)1/γ
(log t)1/γ
Le2Ls−1ds+ 2
∫ (t−1)/2
(log t)1/γ
M(s− 1)−αγds
< 2M((log t)1/γ + 1) + Le2L log t+ 2M
1
1− αγ t
1−αγ
<
3M
1− αγ t
1−αγ , (58)
where the second inequality holds for t sufficiently large by (56) and (57), the third in-
equality follows since αγ < 1 and the last line follows for t sufficiently large.
Take ǫ > 0. As in (29) in the proof of Theorem 1.1, note that by the Feynman-Kac
formula (10) and Proposition 2.1, u(1,
√
2) ≥ e1−ME√2 [u0(B(1))] > 0 since u0 ≥ 0 and
u0 6≡ 0. Then by Lemma 2.2, for δ ∈ (0,min(12u(1,
√
2), 1)) sufficiently small, we have
u(1,
√
2 + x) ≥ δ if |x| ≤ δ3. By the Feynman-Kac formula (9) and (58), for t sufficiently
large, letting I = [1, 12(t− 3)] ∪ [12 (t+ 1), t− 2],
u(t,
√
2t) ≥ δet−1e− 3M1−αγ t1−αγ
P√2t
(
|B(t− 1)−
√
2| ≤ δ3, B(s) ≥
√
2(t− s) + min(2sγ , 2(t− 1− s)γ) ∀s ∈ I
)
= δet−1e−
3M
1−αγ t
1−αγ
P0
(
|B(t− 1) +
√
2(t− 1)| ≤ δ3,
B(s) ≥ −
√
2(t− 1) st−1 +min(2sγ , 2(t− 1− s)γ) ∀s ∈ I
)
≥ δet−1e− 3M1−αγ t1−αγ c(1 − cos(12πδ3)) exp
(
−(t− 1)− π
2
2γ + 2ǫ− 1t
2γ+2ǫ−1
)
for t sufficiently large, where c = c(γ, ǫ) > 0 by Lemma 4.2. Note that since γ = 22+α , we
have that 1− αγ = 2γ − 1 and therefore for t sufficiently large,
u(t,
√
2t) ≥ exp (−t2γ−1+3ǫ) .
By Lemma 2.3, it follows that for C = C(1/2) and R = R(1/2) and for t sufficiently large,
there exist s ∈ [0, Ct2γ−1+3ǫ] and y ∈ [−R,R] such that u(t+ s,√2t+ y) ≥ 1/2. Then by
Lemma 2.4, ∀s ≥ Ct2γ−1+3ǫ +R+ t∗(1), we have u(t+ s,√2t) ≥ m∗(1).
Suppose t is sufficiently large that 2Ct2γ−1+3ǫ > Ct2γ−1+3ǫ + R + t∗(1). For x ∈
[0,
√
2t − 2√2Ct2γ−1+3ǫ], let t′ = x/√2. Then t′ < t so for t′ sufficiently large, for s ≥
Ct2γ−1+3ǫ +R+ t∗(1) we have u(t′ + s,
√
2t′) ≥ m∗(1). But since t′ ≤ t− 2Ct2γ−1+3ǫ and
x =
√
2t′, we have that u(t, x) ≥ m∗(1).
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We have now shown that for t sufficiently large, for x ∈ [0,√2t − 2√2Ct2γ−1+3ǫ] suf-
ficiently large, u(t, x) ≥ m∗(1). Finally, as in the proof of Theorem 1.1, u(1, 0) > 0 and
by Lemma 2.3 there exist s0 ∈ [0, C log(1/min(z0, u(1, 0)))] and y0 ∈ [−R,R] such that
u(1 + s0, y0) ≥ 1/2. Then by Lemma 2.4, for t ≥ t∗(1), for x ∈ [y0 − t, y0 + t] we have
u(1+s0+t, x) ≥ m∗(1). Hence for t sufficiently large, we have u(t, x) ≥ m∗(1) ∀x ∈ [0, 12t].
Therefore for t sufficiently large, u(t, x) ≥ m∗(1) ∀x ∈ [0,√2t−2√2Ct2γ−1+3ǫ]. The result
follows since 2γ − 1 = 2−α2+α and ǫ > 0 can be taken arbitrarily small. 
The following result will be used to prove Theorems 1.4 and 1.5.
Proposition 4.4. Suppose there exist α ∈ (0, 2), m > 0 and γ′ < γ := 22+α such that for
t sufficiently large, u(t, x) ≥ m ∀x ∈ [0,√2t− tγ′ ]. Suppose K < ∞, β < 2−α2+α and ǫ > 0.
For t sufficiently large, if
∫ 2Ktγ
2tγ φ(r)dr ≥ 2−αt−αγ then u(t, x) < ǫ ∀x ≥
√
2t− tβ.
Before proving this result, we shall prove Theorems 1.4 and 1.5 as corollaries. We begin
by using Proposition 4.4 to prove Theorem 1.5.
Corollary 4.5. Suppose that there exist α ∈ (0, 2) and K < ∞ such that ∀R > 0,∃ r >
R such that
∫Kr
r φ(x)dx ≥ r−α. Then for any β < 2−α2+α and ǫ > 0, for any T < ∞ there
exist t ≥ T and x ∈ [0,√2t− tβ] such that u(t, x) < ǫ.
Proof. Take β < 2−α2+α and ǫ > 0, and suppose, aiming for a contradiction, that for some
T <∞, ∀t ≥ T , u(t, x) ≥ ǫ ∀x ∈ [0,√2t− tβ]. Let γ = 22+α ; there exists t0 ≥ T arbitrarily
large with
∫ 2Ktγ0
2tγ0
φ(r)dr ≥ 2−αt−αγ0 . By Proposition 4.4 with γ′ = β < 22+α and m = ǫ, it
follows that if t0 is sufficiently large then u(t0,
√
2t0 − tβ0 ) < ǫ, which is a contradiction.
The result follows by increasing t0 if necessary. 
We can also prove Theorem 1.4 as a consequence of Propositions 4.3 and 4.4.
Corollary 4.6. Suppose that there exist α ∈ (0, 2), r0 < ∞ and K < ∞ such that for
r ≥ r0,
∫ Kr
r φ(x)dx ≥ r−α and
∫∞
r φ(x)dx ≤ r−α/2. Then for any β < 2−α2+α and ǫ > 0, for
t sufficiently large, u(t, x) < ǫ ∀x ≥ √2t− tβ.
Proof. Since 4−α4+α <
2
2+α , we can take γ
′ ∈ (4−α4+α , 22+α). By Proposition 4.3, since γ′ >
4−α
4+α =
2− 1
2
α
2+ 1
2
α
, for t sufficiently large, u(t, x) ≥ m∗(1) ∀x ∈ [0,√2t − tγ′ ]. The result then
follows by Proposition 4.4 with m = m∗(1), since γ′ < γ := 22+α and
∫ 2Ktγ
2tγ φ(r)dr ≥
2−αt−αγ ∀t ≥ (r0/2)1/γ . 
It remains to prove Proposition 4.4.
Proof of Proposition 4.4. Let γ = 22+α . Suppose t is sufficiently large that t/4 > 2Kt
γ and
∀s ≥ t/4, u(s, x) ≥ m ∀x ∈ [0,√2s− sγ′ ]. If s ∈ [t/4, 3t/4] and y ∈ [s,√2s+ tγ ], then
φ ∗ u(s, y) ≥ m
∫ s
tγ+tγ′
φ(r)dr ≥ m
∫ 2Ktγ
2tγ
φ(r)dr,
since γ′ < γ and s > 2Ktγ . If s ∈ [t/4, 3t/4] and y ∈ [0, s] then φ ∗ u(s, y) ≥ mση, since
φ ≥ η a.e. on (−σ, σ). It follows that for t sufficiently large, if B(s) ∈ [0,√2(t − s) + tγ ]
∀s ∈ [t/4, 3t/4], then∫ t
0
φ ∗ u(t− s,B(s))ds ≥ 12tmmin
(∫ 2Ktγ
2tγ
φ(r)dr, ση
)
.
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Therefore for t sufficiently large, if
∫ 2Ktγ
2tγ φ(r)dr ≥ 2−αt−αγ then for x ∈ R, by the
Feynman-Kac formula (10) and since φ ∗ u ≥ 0,
u(t, x) ≤ etEx
[
u0(B(t))
(
e−
1
2
m2−αt1−αγ + 1∃s∈[t/4,3t/4]:B(s)/∈[0,√2(t−s)+tγ ]
)]
≤ Let− 12m2−αt1−αγPx (B(t) ≤ L)
+ LetPx
(
B(t) ≤ L,∃s ∈ [t/4, 3t/4] : B(s) /∈ [0,
√
2(t− s) + tγ ]
)
, (59)
since ‖u0‖∞ ≤ L and u0(y) = 0 ∀y ≥ L. We now want to estimate these two probabilities.
Take β < 2−α2+α . Suppose that x ∈ [
√
2t − tβ,√2t] and let x0 =
√
2t − x. Then for
y ∈ [−√2t/8, L],
Px
(
∃s ∈ [t/4, 3t/4] : B(s) /∈ [0,
√
2(t− s) + tγ ]
∣∣∣∣B(t) = y
)
= P
(
∃s ∈ [t/4, 3t/4] : ξt(s) + sty + t−st x /∈ [0,
√
2(t− s) + tγ ]
)
= P
(
∃s ∈ [t/4, 3t/4] : ξt(s) + sty − t−st x0 /∈ [−
√
2(t− s), tγ ]
)
≤ P (∃s ∈ [t/4, 3t/4] : |ξt(s)| ≥ 12tγ)
for t sufficiently large, since β < 1 and for s ∈ [0, t], sy/t ∈ [−√2t/8, L] and x0(t −
s)/t ∈ [0, tβ ] so st y − t−st x0 ∈ [−
√
2t/8 − tβ, L]. By Brownian scaling, and then since
(ξ1(s), 0 ≤ s ≤ 1) d= (B(s)− sB(1), 0 ≤ s ≤ 1), it follows that
Px
(
∃s ∈ [t/4, 3t/4] : B(s) /∈ [0,
√
2(t− s) + tγ ]
∣∣∣∣B(t) = y
)
≤ P
(
∃s ∈ [0, 1] : |ξ1(s)| ≥ 12tγ−
1
2
)
= P0
(
∃s ∈ [0, 1] : |B(s)− sB(1)| ≥ 12tγ−
1
2
)
≤ P0
(
sup
s∈[0,1]
|B(s)| ≥ 14tγ−
1
2
)
.
By the reflection principle, it follows that
Px
(
∃s ∈ [t/4, 3t/4] : B(s) /∈ [0,
√
2(t− s) + tγ ]
∣∣∣∣B(t) = y
)
≤ 4P0
(
B(1) ≥ 14tγ−
1
2
)
≤ 4 exp(−t2γ−1/32)
by (11). Therefore,
Px
(
B(t) ≤ L,∃s ∈ [t/4, 3t/4] : B(s) /∈ [0,
√
2(t− s) + tγ ]
)
≤ 4e−t2γ−1/32Px
(
B(t) ∈ [−
√
2t/8, L]
)
+ Px
(
B(t) ≤ −
√
2t/8
)
. (60)
Now by (11), since x ≥ √2t− tβ,
Px (B(t) ≤ L) ≤ exp(−(
√
2t− tβ − L)2/2t) ≤ exp(−t+
√
2tβ +
√
2L).
Also by (11),
Px
(
B(t) ≤ −
√
2t/8
)
≤ exp
(
− 12t
(
9
√
2
8 t− tβ
)2)
≤ e−5t/4
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for t sufficiently large. Therefore, substituting into (60) and then (59), for t sufficiently
large, for x ∈ [√2t− tβ,√2t], if ∫ 2Ktγ2tγ φ(r)dr ≥ 2−αt−αγ then
u(t, x) ≤ Let− 12m2−αt1−αγe−t+
√
2tβ+
√
2L + Let(4e−t
2γ−1/32e−t+
√
2tβ+
√
2L + e−5t/4)
≤ Le
√
2L
(
e
√
2tβ− 1
2
m2−αt1−αγ + 4e
√
2tβ−t2γ−1/32
)
+ Le−t/4.
Since β < 2−α2+α = 1−αγ = 2γ−1, for ǫ > 0 fixed, if t is sufficiently large and
∫ 2Ktγ
2tγ φ(r)dr ≥
2−αt−αγ then u(t, x) < ǫ ∀x ∈ [√2t− tβ,√2t]. By (28) in the proof of Theorem 1.1, for t
sufficiently large, u(t, x) < ǫ ∀x ≥ √2t. The result follows.

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