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Abstract
In this paper we determine the automorphism group of Paley’s type II Hadamard matrix.
© 2007 Published by Elsevier B.V.
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1. An overview
An automorphism of an n×m (1,−1)-matrix A is an ordered pair of monomial matrices (P,Q) such that PAQt =
A. These automorphisms form a group, denoted Aut(A), under the component-wise product: (P1,Q1)(P2,Q2) =
(P1P2,Q1Q2).
In this paper, we determine the full automorphism group of the Paley Type II Hadamard matrix. The automorphism
group of Paley’s Type I matrix was determined three decades ago by Kantor [11]. Kantor’s argument relied on deep
results in permutation group theory and used a remarkable result of Carlitz of [4]. Our argument for the Paley Type
II Hadamard involves a complicated combinatorial analysis of the Hadamard matrix, and uses the classiﬁcation of the
ﬁnite simple groups. In the next section, we will give a precise description of . The automorphism group has a simple
description as an abstract group. Let q denote an odd prime power. Let V denote the two-dimensional vector space over
the Galois ﬁeld GF(q), and let GL(2, q) denote the group of semilinear maps on V , see [15]. This group contains a
subgroup denoted GL(2, q) comprised of the GF(q) linear invertible maps on V . The center of GL(2, q) is the group
L of scalar maps x → x where  ∈ GF(q)∗. Let Q denote the subgroup of index two in L comprised of the maps of
the form x → 2x where  ∈ GF(q)∗. Since L and Q are normal in GL(2, q) (and since Q has index two in L), the
quotient group L/Q is central in GL(2, q)/Q. A straightforward calculation shows that this is the entire center.
Theorem 1.1. Let H be Paley’s type II Hadamard matrix of order 2(q + 1). Then for q > 5, Aut(H) is obtained from
GL(2, q)/Q by adjoining a normalizing element  of order 4 and identifying 2 with the generator of the center of
GL(2, q)/Q. In particular, if q = pf , where p is prime, then H has 4f q(q2 − 1) distinct automorphisms.
We remark that for q = 5, Paley’s Type II Hadamard matrix is equivalent to the Hadamard matrix of order 12 ﬁrst
described by Hadamard. So in this case (see [10]), the automorphism group is a perfect central extension of theMathieu
group M12 by the cyclic group of order two.
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This paper is organized as follows. In Section 2 we exhibit a large group  of automorphisms of the Paley Type II
Hadamard matrix. In Section 3 we show that for q > 5 the group  is the full automorphism group . This requires
a detailed combinatorial analysis of the Hadamard matrix, and uses a novel counting argument for bounding the size
of the automorphism group of any (1,−1)-matrix. The other main ingredient is a case by case discussion of the (at
least) 2-transitive actions by “small” ﬁnite groups. Hence our proof of Theorem 1.1 depends on the classiﬁcation of
the 2-transitive permutation group actions. In Section 4 we show that a Paley type II matrix and a Paley type I matrix
are equivalent if and only if they both have order equal to 12.
2. A large subgroup  of the automorphism group
In this section, we identify a large group  of automorphisms of the Paley type II Hadamard matrix. If x and y are
elements of a group G, then we use the exponential notation yx to denote the conjugate x−1yx of y by x. We will also
use the notation Sym(n) and Alt(n) to denote the symmetric group and alternating group on n objects.
2.1. Some actions of classical groups
The group GL(2, q): Let V be the two-dimensional vector space obtained by regarding the ﬁnite ﬁeld GF(q2) as
a vector space over its subﬁeld GF(q) of order q. Let GL(2, q) denote the group of invertible linear transformations
on V . This group acts transitively on the set V ∗ of non-zero elements of V : the linear transformation A ∈ GL(2, q)
moves the point x ∈ V ∗ to the point Ax.1 This is the usual action of GL(2, q) on V ∗. GL(2, q) can also act as follows
on V ∗: A moves x to det(A)Ax. Under this action AB(x) = det(AB)(AB)x = det(A)A(det(B)Bx) = A(B(x)). We
will call this the non-standard action of GL(2, q) on V ∗.
The group GL(2, q): Now ﬁx a basis {b1, b2} of V . Then any element x ∈ V may be written as (x1, x2) where
x = x1b1 + x2b2. Next write q as a prime power pf , and let  denote the map  : (x1, x2) → (xp1 , xp2 ). Since,
((x1, x2))= p(xp1 , xp2 )= ((x1, x2)) if and only if p =  for all  ∈ GF(q), this map is in GL(2, q) if and only if
f = 1. In any case, we can form the classical group GL(2, q) of semi-linear maps on V by adjoining  to GL(2, q).
To see this, observe that for some elements a11, a12, a21, a22 ∈ GF(q), the Frobenius map x → xp is
x1b1 + x2b2 → (x1b1 + x2b2)p = xp1 bp1 + xp2 bp2 = (xp1 a11 + xp2 a21)b1 + (xp1 a12 + xp2 a22)b2.
Therefore, the Frobenius map is  followed by a linear map. Since the group GL(2, q) is obtained by adjoining
the Frobenius map to GL(2, q), adjoining  to GL(2, q) gives GL(2, q). Indeed, any element of GL(2, q) may be
written uniquely in the form Ak where A ∈ GL(2, q) and k ∈ {0, 1, . . . , f − 1}.
With the above action of , each of the actions of GL(2, q) described in the previous paragraph extends to an action
of GL(2, q) on V ∗. The easiest way to see that the non-standard action extends is to recall that an action of a group G
on a set  is simply a homomorphism from G to the symmetric group, Sym(). The non-standard action corresponds
to the endomorphism  :→ Sym(V ∗) deﬁned so that for all k ∈ Z, A ∈ GL(2, q) and x ∈ V ∗,
(Ak)(x) = det(A)Ak(x).
If
A =
[
a11 a12
a21 a22
]
,
then
kA−k =
[
a
pk
11 a
pk
12
a
pk
21 a
pk
22
]
.
1 A word of caution. For group action on the rows and columns of a design we prefer to use the functional rather than exponential notation.
Under the exponential notation x	
, the group element 	 ﬁrst acts on the row indexed by x, and then the group element 
 acts on the row x	. Under
the functional notation this is equivalent to 
	(x).
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Deﬁne A(pk) to be kA−k . Then
(AkB) = (AB(pk)k+)
= det(AB(pk))AB(pk)k+
= det(A) det(B)pkAB(pk)k+
= det(A)A det(B)pkB(pk)k+
= det(A)Ak det(B)B
=(Ak)(B).
Therefore  is indeed an endomorphism into the group of permutations on V ∗. So we have two actions of GL(2, q)
on V ∗: the classical one and the non-standard one.
The group PL(2, q): Recall that L denotes the normal subgroup of GL(2, q) comprised of the scalar linear
transformations x → x where  ∈ GF(q)∗. The factor group GL(2, q)/L is another classical group often denoted
PL(2, q). The orbits of L partition V ∗ into q + 1 lines each being the intersection with V ∗ of one of the q + 1
one-dimensional subspaces of V . Let S be any complete irredundant set of representatives for the one-dimensional
vector subspaces of V . Since L is normal in GL(2, q), the actions of GL(2, q) on V ∗ mentioned above each induce
a faithful action of PL(2, q) on S. In either case, the induced action is the well known triply transitive action of
PL(2, q) of degree q + 1.
The group GL(2, q)/Q: Finally, we mention two actions which are “in between” our two actions of GL(2, q) on
V ∗ and the action of PL(2, q) on S. Let  denote any non-square in GF(q), and, as before, let Q denote the subgroup
of GL(2, q) comprised of the linear square scalar maps x → 2x where  ∈ GF(q)∗. Then because Q is normal,
we obtain two actions (which we will soon show are distinct) of the group GL(2, q)/Q on the set S ∪ S: the ﬁrst
of which we will call the classical or standard action and the other we will call the non-standard action. Note that
because Q has index two in L, each orbit {x| ∈ GF(q)} of L splits into two equal length orbits {2x| ∈ GF(q)}
and {2x| ∈ GF(q)} of Q which we will therefore call half lines. Notice that the scalar linear map which moves
x ∈ V ∗ to x acts like the ﬁxed-point-free involution which maps x ∈ S to x ∈ S. Now let GS(2, q) denote that half
of GL(2, q) comprised of the linear maps with determinants equal to a square in GF(q), and let GS(2, q) denote the
group obtained by adjoining  to GS(2, q). It is easily seen that the two actions of GL(2, q)/Q on the half lines are
the same when restricted to GS(2, q)/Q, however, ifA ∈ GL(2, q)\GS(2, q), and the coset of Q containing A moves
x to y under the classical action, then under the non-standard action, the coset of Q containing A moves x to y.
2.2. Paley’s conference matrix
Gilman [8] and Paley [13] gave a construction for a conference matrix C of order q + 1 which is symmetric if
q ≡ 1 (mod 4) and antisymmetric if q ≡ 3 (mod 4). In both cases, we may deﬁne C as follows [9]. Let det denote any
alternating bilinear form on V , and let  denote the quadratic character on GF(q). Then the matrix
C = [ det(x, y)]x,y∈S
is a Paley conference matrix of order q + 1. It is well known that the equivalence class of C is not changed if a different
set of one-dimensional vector space representatives is used in place of S or if a different alternating bilinear form is
used instead of det. Using the basis chosen in the second paragraph of Section 2.1, we may therefore write
det(x, y) = x1y2 − x2y1 =
∣∣∣∣x1 y1
x2 y2
∣∣∣∣ ,
where x = x1b1 + x2b2 and y = y1b1 + y2b2. Then for all A ∈ GL(2, q) we have
det(Ax,Ay) = det(A) det(x, y)
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and
(det(Ax, det(A)Ay)) = ((det(A))2 det(x, y)) =  det(x, y).
Therefore A induces an automorphism on C where
(x, y)
A→(Ax, det(A)Ay). (2.1)
Recall that q = pf where p is prime. Then, since
det((x), (y)) =
∣∣∣∣x
p
1 y
p
1
x
p
2 y
p
2
∣∣∣∣=
∣∣∣∣x1 y1x2 y2
∣∣∣∣
p
= (det(x, y))p
we have
(det((x), (y))) = (det(x, y)).
Therefore the map  : (x1, x2) → (xp1 , xp2 ) induces an automorphism
(x, y)
→((x), (y)) (2.2)
on C. Hence we obtain an action of GL(2, q) on C. Note that if we restrict our attention to the ﬁrst component in
the induced automorphisms then we obtain the classical action of GL(2, q) on V ∗, and if we focus on the second
component then we obtain the non-standard action.
To see which elements act trivially, we consider the expanded design
EC =
[
C −C
−C C
]
.
General theory [6, Theorem 2.6] states that Aut(C) is isomorphic to the group of pairs (P,Q) of permutation matrices
such that PECQ = EC . Moving a row in C corresponds to moving a pair of rows in EC , and negation of a row in C
corresponds to interchanging the corresponding rows of EC .
The expanded design of C may be indexed by the half lines as follows
[ det(x, y)]x,y∈S∪S .
So Q is the kernel of the action of GL(2, q) on C.
2.3. The type I Hadamard matrix
For q ≡ 3 (mod 4), Paley’s type I Hadamard matrix H1 is deﬁned to be I + C. In this case, we may write this
matrix as
[h(x, y)]x,y∈S ,
where
h(x, y) =
{
(x/y) if x/y ∈ GF(q),
(det(x, y)) if x/y /∈GF(q).
Notice that if  det(A) = 1 then Eq. (2.1) deﬁnes an action of A on H1. However, if  det(A) = −1, then A does not
induce an automorphism on H1, since when x/y ∈ GF(q), we have (Ax/ det(A)Ay) = −(x/y). So only half of
GL(2, q) (namely the subgroup GS(2, q)) acts on H1. As before the kernel is Q. Except for q = 3, 7 and 11, it
happens that GS(2, q)/Q is the full automorphism group of H1. See [6,11].
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2.4. The type II Hadamard matrix
For q ≡ 1 (mod 4), Paley’s type II Hadamard matrix H2 is deﬁned to be the matrix[
I + C −I + C
−I + C −I − C
]
.
From the previous subsection, we know that the action (2.1) may be used to deﬁne separate actions of GS(2, q) on
each of the four quadrants of the abovematrix. Hence GS(2, q) acts onH2. Moreover, ifA ∈ GL(2, q) has non-square
determinant, then the action (2.1) produces the matrix[−I + C I + C
I + C I − C
]
.
But
H2 =
[0 I
I 0
] [−I + C I + C
I + C I − C
] [
I 0
0 −I
]
.
So the linear maps A ∈ GL(2, q) with non-square determinant also induce automorphisms of H2. Moreover, since
these automorphisms move the quadrants of H2, they must be different from any automorphism induced by elements
in GS(2, q). So it is not surprising that we can make all of GL(2, q) act on H2.
We now make this more precise. We may write
H2 = [g((x, a), (y, b))](x,a),(y,b)∈S×〈−1〉,
where
g((x, a), (y, b)) =
{
(x/y)f2(a, b) if x/y ∈ GF(q),
 det(x, y)f1(a, b) if x/y /∈GF(q),
(2.3)
where f1, f2 : 〈−1〉 × 〈−1〉 → 〈−1〉 are deﬁned so that
f2(a, b) = 1 if and only if a = b = 1 (2.4)
and
f1(a, b) = −1 if and only if a = b = −1. (2.5)
We note for future reference that if we choose S = {(1, 0)} ∪ {(x, 1)|x ∈ GF(q2)}, then since q ≡ 1 (mod 4) we obtain
the matrix⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 . . . . . . 1 − 1 1 . . . . . . 1
1 1
... I + B ... −I + B
1 1
− 1 1 . . . . . . 1 − − − . . . . . . −
1 −
... I + B ... −I + B
1 −
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (2.6)
where the matrix B, called the core of the Paley conference matrix, satisﬁes the equations
BJq = 0 and BB = BB = qIq − Jq . (2.7)
Here Jq is the q × q matrix of all 1’s.
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We can deﬁne an action of GL(2, q) on (V ∗ × 〈−1〉) × (V ∗ × 〈−1〉) as follows: for A ∈ GL(2, q), and k = 0, 1,
the action is given by the permutation
((x, (−1)k), (y, b)) A→((det(A)kAx, (−1)k), (det(A)Ay,  det(A)b)), (2.8)
and for  the permutation is
((x, a), (y, b))
→(((x), a), ((y), b)). (2.9)
Note that when k=0, the action on the ﬁrst component is permutation isomorphic to the classical action of GL(2, q) on
V ∗, and, when k= 1, the action is the non-standard action. It is easily checked that this induces an action of GL(2, q)
onH2.As before it is instructive to examine the expanded design EH2 .We may index EH2 over the half lines as follows:
As before, the choice of the non-square  in GF(q) does not matter. Notice that the action of GL(2, q) on the rows
partitions the rows into two orbits {(x, 1)|x ∈ S ∪ S} and {(x,−1)|x ∈ S ∪ S}. We refer to the points in the ﬁrst orbit
as the even points and those in the second orbit as the odd points. The kernel of the action of GL(2, q) on the even
(odd) points is Q. Indeed, the action of GL(2, q)/Q on the even (odd) points is permutation isomorphic to the classical
(non-standard) action of GL(2, q)/Q on the orbits of Q in V ∗. So we obtain an embedding  of GL(2, q)/Q in the
full automorphism group  of H2. We state the following lemma for later reference.
Lemma 2.1. The full automorphism group  of H2 contains a copy  of GL(2, q)/Q. The action of  on the even
points of the expanded design EH2 is permutation isomorphic to the classical action of GL(2, q)/Q on the orbits of
Q in V ∗.
Next note that the rows (and columns) of EH2 can be partitioned uniquely into sets containing a row (column) and
its negation. Therefore  contains an element  which interchanges each row and column with its negation. Notice that
any element in the coset Q of Q in GL(2, q) acts like .
We now show that  contains an extra automorphism of order four. Indeed the element  such that
((x, (−1)k), (y, (−1))) →((kx, (−1)1+k), (1+y, (−1)1+)) (2.10)
effects a block cyclic shift of order 4. The square of thismap sends row (x, (−1)k) to row (x, (−1)k); so 2 interchanges
each row with its negation and each column with its negation. Therefore 2 = .
Let  denote the group of automorphisms of H2 obtained by adjoining the automorphism  to the subgroup
GL(2, q)/Q of  induced by the action described in Eqs. (2.8) and (2.9) of GL(2, q) on H2. We now prove the
following lemma.
Lemma 2.2. The group  acts faithfully on H2. We have
2 = , (2.11)
 = , (2.12)
and for A ∈ GL(2, q),
A =  det(A). (2.13)
In particular, the subgroups 〈〉 and  are normal in . Indeed,
/〈〉/〈〉PL(2, q), (2.14)
and  contains 4f (q − 1)q(q + 1) elements.
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Proof. The ﬁrst statement of the theorem and Eq. (2.11) have already been proved. Eq. (2.12) is clear from the deﬁni-
tions. We prove Eq. (2.13). Consider the action on the rows. Working modulo the squares in GF(q) we
ﬁnd that
(x, (−1)k) A→ (det(A)kAx, (−1)k) →(k det(A)kAx, (−1)1+k)
A−1→ (k det(A−1)1+kA−1 det(A)kAx, (−1)1+k)
≡
{
(kx, (−1)1+k) if  det(A) = +1,
(1+kx, (−1)1+k) if  det(A) = −1.
A similar calculation applies to the columns. Eqs. (2.12) and (2.13) imply that  normalizes 〈〉; so we can form the
factor group /〈〉. The ﬁrst isomorphism in Eq. (2.14) is immediate from the deﬁnitions of  and . The second
isomorphism follows from the observation that /〈〉GL(2, q)/L. Since q = pf , the group PL(2, q) has order
f (q − 1)2q(q + 1)/(q − 1) = f (q − 1)q(q + 1). Therefore there are 4f (q − 1)q(q + 1) elements in . Finally, we
note that  has index 2 in ; so  is normal in . 
2.5. Three systems of imprimitivity for 
The goal of the next section is to show that  is the entire automorphism group when q > 5: i.e.,  = . Before
passing to that section, we identify three systems of imprimitivity of . We also identify three related group actions
which are permutation isomorphic to the classical action of PL(2, q) of degree q + 1.
In this paragraph,we describe the ﬁrst systemof imprimitivity of, and show that it is in fact a systemof imprimitivity
of the entire automorphism group . It is most convenient to think of  as acting on the points of the associated group
divisible design AH2 . An incidence matrix for the associated group divisible design is obtained from the expanded
design EH2 by replacing each entry equal to −1 by zero. The point classes of the design correspond to the pairs of
rows indexed by (x, a) and (x, a) where x ∈ S and a = ±1. Let G denote the set of point classes. Since the point
classes are precisely those pairs of rows which have inner product equal to zero, the point classes are preserved by any
automorphism of H2. Therefore G is a system of imprimitivity for the action of the entire automorphism group  on
the points of AH2 .
Let FixG denote the set of elements of  which ﬁx each of the point classes (as sets). Since = 2 interchanges the
points in each point class, the subgroup FixG contains 〈〉. By inspection,
 ∩ FixG= 〈〉. (2.15)
So the factor group /〈〉 acts faithfully on G.
Write S = {x0, x1, . . . , xq}; let [2i] denote the point class {(xi, 1), (xi, 1)}, and let [2i + 1] denote the point class
{(xi,−1), (xi,−1)}. Let E= {[2i]|i = 0, 1, . . . , q} denote the set of “even” point classes and let O= {[2i + 1]| i =
0, 1, . . . , q} denote the set of “odd” point classes. So G= E ∪ O.
Now the action of GL(2, q) on G deﬁned via equations (2.8) and (2.9) has kernel equal to L. That is the subgroup
of elements in GL(2, q) which ﬁx each of the point classes as sets is L. Also, GL(2, q) maps even point classes to
even point classes. So GL(2, q)/L acts faithfully on E. Indeed, this action is permutation equivalent to the classical
action of PL(2, q) on the one-dimensional vector subspaces of V . It follows that the subgroup  of  induces a
triply transitive action on E. Speciﬁcally, the action of ′ = /〈〉 is permutation equivalent to the classical action
of PL(2, q) on the projective line with q + 1 points. The same is true for O. Moreover, since  maps O to E
and vice versa,  = 〈,〉 acts transitively on G, and O and E comprise a non-trivial system of imprimitivity for
the action of  on G. Because  is the subgroup of  which ﬁxes E as a set, we sometimes write E for .
Moreover, because 〈〉 is the subgroup of E which ﬁxes each even point class as a set, we sometimes write ′E for
E/〈〉. We use this notation when we are referring to the largest faithful action on E derived from the action of  on
the points.
We now come to the ﬁnal system of imprimitivity for . Theorem 2.2 states that 〈〉 is normal in ; therefore the
orbits {(xi, 1), (xi, 1), (xi,−1), (xi,−1)} of 〈〉 also comprise a system of imprimitivity for the action of  on the
points of AH2 . Since 〈〉 =  ∩ FixG is a subgroup of 〈〉, and since {(xi, 1), (xi, 1), (xi,−1), (xi,−1)} breaks up
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into the orbits [2i] and [2i + 1] of 〈〉, the blocks
[[i]] = {[2i], [2i + 1]} (i = 0, 1, . . . , q)
form a system of imprimitivity for the induced action of  on G. We call [[i]] a quadruple because it corresponds to
four points in the group divisible design AH2 . We let Q denote the set of quadruples.
Let FixQ denote the subgroup of elements of  which ﬁx each quadruple as a set. Since the subgroup  of  acts
triply transitively onE, since each quadruple contains a unique even point class, and sinceQ is a system of imprimitivity
for , we see that  induces a triply transitive action on Q. Moreover, since the factor group /〈〉 acts faithfully on
E, and since 〈〉 ﬁxes each quadruple as a set, we see that /〈〉/〈〉 = ′ must act faithfully on Q. Indeed, the
action induced by on Q is permutation isomorphic to the usual triply transitive action of PL(2, q) on q + 1 points,
and
 ∩ FixQ= 〈〉. (2.16)
Summarizing, we have:
Lemma 2.3.
1.  acts transitively on the set of point classes G.
2. The blocks O and E comprise a system of imprimitivity for the action of  on G.
3. The subgroup of acts triply transitively onE (andO). Indeed, the action of′E=′=/〈〉 onE is permutation
isomorphic to the triply transitive action of PL(2, q) on q + 1 points.
4. The blocks [[i]] = {[2i], [2i + 1]} where i = 0, 1, . . . , q form a system of imprimitivity for the action of. Indeed,
the action of/〈〉′ onQ is permutation isomorphic to the triply transitive action of PL(2, q) on q+1 points.
3.  is the entire automorphism group
In this section we prove that:
Theorem 3.1. For q > 5, the group  is the full automorphism group of the Paley type II Hadamard matrix.
Without loss of generality we may suppose that H2 is written in the special form given in Eq. (2.6). Before proving
Theorem 3.1, we prove three lemmas.
Recall that  acts on the set G of point classes. Let E denote the subgroup of  which ﬁxes E setwise and let FixE
denote the subgroup of E which ﬁxes each element of E. Since E ⊂ G, the group FixE contains the normal subgroup
FixG. Indeed, by Part 3 of Lemma 2.3,
E>FixEFixG〈〉. (3.1)
Let
′ = /FixG and ′E = E/FixE.
Lemma 3.2.
1. FixE= FixG= 〈〉.
2. For q > 5, ′ESym(q + 1) or Alt(q + 1).
Proof. Let D be the top half of the matrix (2.6). Index the rows and columns of D as shown below.
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Using BB = qIq − Jq , and BJq = 0, we may prove that:
• the columns of D are distinct;
• no column and its negation appears in the matrix D; and
• no column and its negation appears in the matrix (I + B| − I + B).
There is an injective homomorphism fromE to Aut(D)where :  ∈ E negates row i ofD if and only if it interchanges
the points in the ith even point class of AH2 , and  maps row i to row j if and only if  maps the ith even point class to
the jth even point class.
The ﬁrst two bullet points imply that the row operations of  ∈ E uniquely determine the column operations of .
Since any element of FixE ﬁxes the rows of D, and the group of 2q+1 possible row negations forms an elementary
abelian 2-group, the group FixE is an elementary abelian 2-group. Moreover, if  ∈ FixE ﬁxes any column, then 
either negates every row, or negates no rows. The ﬁrst two bullet points then imply that, in the ﬁrst case, = , and, in
the second case,  is the identity.
We consider what  /∈ 〈〉 does to the columns ∞+ and ∞−. There are two possibilities:
•  swaps columns ∞+ and ∞−,
•  moves columns ∞+ and ∞− to columns in the set A = {0+, 1+, (q − 1)+, 0−, 1−, (q − 1)−}.
Multiplying by  if necessary, we may suppose that  does not negate the ﬁrst row.
First suppose that  swaps ∞− and ∞+. Then must negate columns ∞+ and ∞−, negate rows 0, 1, . . . , q − 1, ﬁx
the set A of columns setwise, and, since the ﬁrst row is not negated, must negate none of the columns in A. Therefore,
since  is an automorphism, the matrix (I +B|− I +B) must contain the negation of each of its columns contradicting
the third bullet point. It follows that  cannot swap columns ∞+ and ∞−.
Next suppose that moves columns ∞− and ∞+ into A. Since  has order 2, we may suppose that  swaps columns
∞− and x ∈ A. Write column x as (1, x0, . . . , xq−1). Since row ∞ is not negated,  must only negate columns ∞−
and x before moving them. So after all the row and column negations prescribed by  are performed, but before the
columns are moved around, column ∞+ contains (1,−x0, . . . ,−xq−1) and column ∞− contains (1, x0, . . . , xq−1).
But this means that the matrix (I +B|−I +B) contains two columns (namely, (−x0, . . . ,−xq−1) and (x0, . . . , xq−1))
which are the negations of each other, contradicting the third bullet point. This completes the proof of Part 1.
Now suppose that E/FixE ⊇ Alt(E). We show that q5. Here is a general idea for obtaining bounds like this.
Given a (1,−1)-matrix K with automorphism group G we may form a new matrix M by writing down the pointwise
products of all the (ordered) pairs of distinct columns of K, and then G embeds naturally into the automorphism group
of (M| − M). In particular, if we pick two distinct columns of K, form their pointwise product, and apply to it the
row operations prescribed by any element of G, then we must obtain a column or the negation of a column of M.
So if K has k columns and we can ﬁnd a pair of columns whose pointwise product would (under an assumption for
G) be transformed into more than k(k − 1) distinct columns, then we can deduce that G is not the automorphism
group of K.
Choose a = ∞. Observe that column a+ and column ∞− are orthogonal. Hence their pointwise product contains
equally many 1’s and −1’s. Since Alt(E) is (q − 1)-transitive and E/FixE ⊇ Alt(E) permutes the rows faithfully,
we may by applying elements of E produce
(
q+1
(q+1)/2
)
distinct columns. Since the columns of D yield as pairwise
pointwise products at most 2(q + 1)(2q + 1) distinct columns, we must have
(
q+1
(q+1)/2
)
2(q + 1)(2q + 1). Since
the pointwise product of columns ∞+ and 0+ is 2, we may produce a further
(
q+1
(q−1)/2
)
additional distinct columns to
imply that
(
q+1
(q+1)/2
)
+
(
q+1
(q−1)/2
)
2(q + 1)(2q + 1). Note the improved bound is satisﬁed for q = 7, but we require
q ≡ 1 (mod 4). 
Lemma 3.3.
1. N(〈〉)/FixQSym(q + 1) or Alt(q + 1).
2. FixQ= 〈〉.
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Proof. Label the rows and columns of H2 as given in (2.6) with the indexes ∞+, 0+, 1+, . . . , (q − 1)+,∞−,
0−, 1−, . . . , (q − 1)−. Reorder the rows as indicated by the indexing to obtain the following matrix K.
Note that the rows a+, a− comprise a quadruple, so any automorphism in N(〈〉) preserves the partition of the rows
into the sets {a+, a−}.
We say that the ith pair of entries in a (1,−1)-vector (xi)i=0,1,...,2n−1 is a stutter if x2i = x2i+1 and a transition if
x2i = −x2i+1. So the ﬁrst column in the matrix K begins with a transition and ends with q stutters. Let s(a ∗ b) denote
the number of stutters in the pointwise product of the columns a and b of K. Then
s(a ∗ b) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
q + 1 if a = b,
0 if {a, b} = {c+, c−},
2 if {a, b} = {c+, d−} where c = d,
q − 1 otherwise.
So there are at most 2
(
q+1
2
)
pointwise products with exactly q − 1 stutters.
Now suppose that N(〈〉)/FixQ ⊇ Alt(Q). To prove the ﬁrst part of the lemma, it is sufﬁcient to show that q < 5.
The pointwise product of the ﬁrst two columns of K has exactly q − 1 stutters, and exactly half of these are “positive”
stutters equal to 1, 1, and half are “negative” stutters equal to −1,−1. Now any automorphism in N(〈〉) must map
the ﬁrst two columns of K to two columns of K whose product has q − 1 stutters, half of which are positive, and half
of which are negative. Since Alt(G) ⊆ N(〈〉)/FixQ acts faithfully on the quadruples and Alt(q + 1) is (q − 1)-
transitive, at least
(
q+1
2
) (
q−1
(q−1)/2
)
distinct vectors with exactly (q − 1)/2 positive stutters and exactly (q − 1)/2
negative stutters must arise as the pointwise product of two columns in K. Hence
(
q+1
2
) (
q−1
(q−1)/2
)
04
(
q+1
2
)
, and
q < 5. This completes the proof of the ﬁrst part of the lemma.
Now reorder the columns of K as indicated by the column indexing to obtain the matrix L.
(3.2)
Any automorphism  ∈ FixQ ﬁxes the row sets {a+, a−} setwise. Since s(a ∗ b) = 0 if and only if {a, b} = {c+, c−},
the automorphism must preserve the column sets {a+, a−} setwise. We now show that must in fact ﬁx each column
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set {a+, a−} setwise. Consider the matrix M below.
(3.3)
The (i, j)th (i = 0, 1, . . . , q and j = 0, 1, 2, . . . , 2q) entry of this matrix is the product of the entries (2i, j) and
(2i + 1, j) of L. Now for columns a, b of M, we have
ab =
⎧⎪⎨
⎪⎩
q + 1 if a = b,
−(q + 1) if {a, b} = {k+, k−} for some k = 0, 1, . . . , q,
± (q − 3) otherwise.
We will say a column has property Pk if it differs in row k from each column with which it has inner product equal to
q − 3. By inspection, columns k+ and k− are the only columns in M which have property Pk .
Now any  ∈ FixQ maps to an automorphism ′ of M which
• permutes the columns M as for L,
• negates no column,
• negates row j of M if and only if it negates exactly one of the rows j+ and j− ofL,
• does not permute the rows of M.
Thus it is sufﬁcient to show that any such automorphism ′ ﬁxes the set of columns {k+, k−} of M. Now if a and b are
columns of M which are mapped under  to columns c and d, then ab = cd. Moreover, a and b disagree in row i if
and only if c and d do. Therefore column a of M has property Pk if and only if column c has property Pk . Therefore
′ ﬁxes the set of columns {k+, k−} of M, and FixQ ﬁxes both the set of rows {k+, k−} of l and the set of columns
{k+, k−} of L.
Now suppose that  /∈ 〈〉. Since FixG= 〈〉,  moves at least one row. Since < acts transitively on Q, we may
suppose that rows 0+ and 0− are interchanged by . Since  ∈ FixQ leaves all rows of L ﬁxed, we may also suppose
that  does not negate row 0−. So  must negate columns 0+, 1−, 2−, . . . , q− of L and hence must negate all rows but
rows 0+ and 0−. Now before the column negations are applied rows a+ (a = 1, . . . , q) each contain q stutters and
rows a− (a = 1, . . . , q) each contain just one stutter, whereas after the column negations rows a− (a = 1, . . . , q) each
contain q stutters and rows a+ (a = 1, . . . , q) each contain just one stutter. Since row negations and column swaps
(a+, a−) cannot undo this change,  must interchange rows a+ and a− for a = 1, . . . , q. Hence  ∈ FixG= 〈〉, and
 ∈ 〈〉. Since  ∈ FixQ, the proof is complete. 
The ﬁrst two parts of the next lemma follow from parts 3 and 4 of Lemma 2.3.
Lemma 3.4.
1. The action of ′E = /〈〉 on the set of even point classes E and on the set of odd point classes O is permutation
isomorphic to the 3-transitive action of PL(2, q) on q + 1 points.
2. The action of the subgroup ′ = /〈〉 (/〈〉) of ′ on Q is permutation isomorphic to the 3-transitive action
of PL(2, q) on q + 1 points.
3. ′ acts transitively but not 2-transitively on G.
The proof of the third part relies on the classiﬁcation of 2-transitive groups. The concept of the socle has great power
in this context. LetG be any ﬁnite group. The socle ofG, denoted soc(G), is the group generated by the minimal normal
subgroups of G. The following result, which was known to Burnside, has an elegant and elementary proof.
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Theorem 3.5. Let G be a 2-transitive group of degree n. Then soc(G) is the unique minimal normal subgroup in G.
1. If soc(G) is abelian, then it is an elementary abelian p-group, and it acts regularly; so n = pm.
2. If soc(G) is non-abelian, then it is a primitive non-abelian simple group.
Based on degree alone, we can now exclude the abelian case. If soc(′) is an elementary abelian p-group, then
2(q + 1) = pd . Hence p = 2 and, since q ≡ 1 (mod 4), d = 2. Consequently, q = 1—contradicting the fact that q > 5.
Therefore, if ′ is acting 2-transitively, then soc(′) is non-abelian. Table 5.1(b) of [3] lists the 2-transitive groups
with non-abelian socle. Each entry gives a group K and its socle. In all but one exceptional case, every subgroup G of
K containing soc(K) acts 2-transitively and has soc(G) = soc(K).
The exceptional case has degree n= 28. In this case, the socle does not act 2-transitively. However, as we now show,
′ does not fall into this case. Suppose otherwise. Then ′ would be a subgroup of PL(2, 8) in its 2-transitive action
on 28 points. Under this action a 2-point stabilizer of PL(2, 8) has 16 orbits. Since, by Lemma 3.4, ′ <′ acts
3-transitively on E and on O, any 2-point stabilizer of ′ must have at most six orbits on G, and so ′ can never be a
subgroup of PL(2, 8).
Thus, if ′ acts 2-transitively, then the action of its socle is one of a short list of 2-transitive possibilities. The
particulars of the 2-transitive actions are not given in Table 5.1(b) of [3], but they are accessible to the group theory
enthusiast. The following theorem lists the possibilities for the action of soc(′) should ′ act 2-transitively.
Theorem 3.6. If ′ is a 2-transitive group then the action of soc(′) is one of the following 2-transitive group actions:
1. Alt(n) in its (n − 2)-transitive action on n points.
2. PSL(d, s) in its action on the (sd − 1)/(s − 1) projective points of the projective geometry PG(d − 1, s), s = rm,
r a prime.
3. Eight sporadic highly transitive actions.
4. Sp(2d, 2) in one of its two non-isomorphic 2-transitive actions.
5. PSU(3, s) in its 2-transitive action on the Hermitian unital, s = rm, r a prime
6. R(s) in its 2-transitive action on an S(2, s + 1, s3 + 1) Steiner system (a unital of order s), s = 32m+1.
7. Sz(s) in its 2-transitive action on an S(2, s + 1, s3 + 1) Steiner system (an inversion plane of order s = 22m+1).
8. Four sporadic 2-transitive actions.
To complete the proof of Theorem 3.3 part 3, we show that the action of soc(′) cannot be any of the actions listed
in Theorem 3.6.
Case 1: Suppose soc(′) is isomorphic to the full alternating group on 2q + 2 points. Then ′ESym(q + 1). But
this contradicts part 2 of Lemma 3.2.
Case 2: soc(′) = PSL(d, s). Let B = soc(′E)PSL(2, q). We show that B ⊆ soc(′). Since soc(′) is normal
in ′, the subgroup B ∩ soc(′) is normal in B. Since q > 5, B is a non-abelian simple group. For a proof see [14].
Consequently, B ∩ soc(′) = 1 or B. Now if B ∩ soc(′) = 1, then BB mod soc(′) ⊆ PL(d, s)/soc(′). Since
PL(d, s)/PSL(d, s) is a cyclic group, see [14], this is a contradiction. Thus soc(′) contains B which acts on both
E and O as PSL(2, q) does on the projective line with q + 1 points. Moreover, there is an identiﬁcation between the
elements of E and O so that the action of B on O is in lock step with the action of B on E.
Our treatment now divides into two cases: d = 2 and d3. We ﬁrst eliminate the case d = 2. Since PSL(2, q) is not
sharply 2-transitive, [14], there are non-identity elements of B which ﬁx two points of E and two points of O (i.e., four
points). Since only the identity of PSL(2, s) ﬁxes more than two points, this is a contradiction.
Next suppose that d3. Thus soc(′) is 2-transitive on the (sd − 1)/(s − 1) projective points of the projective
geometry PG(d − 1, s), d3. In this case, the two ﬁxed points of soc(′)	,
 are one-dimensional subspaces. So
soc(′) has a two-point stabilizer which ﬁxes the set {〈	 + 
〉| ∈ GF(s)∗} of the other (s − 1) one-dimensional
subspaces that lie in the two-dimensional space spanned by 	 and 
. Indeed, any two-point stabilizer of soc(′) has
orbits of lengths 1, 1, s−1 and s2(sd−2−1)/(s−1). Now soc(′) contains B, a copy of PSL(2, q), acting 2-transitively
on E and O. Indeed, the two-point stabilizer of an element of E and the corresponding element of O has orbits of length
1, 1, q, q. Thus we must have s − 1 = q and s2(sd−2 − 1)/(s − 1) = q, which is impossible since s does not divide
s − 1.
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Case 3: The eight sporadic, highly transitive actions: The possible degrees are 11, 12, 16, 22, 23, 24 (with 12 and 22
repeated). None of these degrees are of the form 2(q + 1) where q > 5, and q ≡ 1 (mod 4).
Case 2 rules out the 3-transitive action of PSL(2, 2m) on 2m + 1 points and so ′ is at most 2-transitive.
Case 4: soc(′)= Sp(2d, 2): According to Cameron [3, table on p. 8], the group Sp(2d, 2) has two non-isomorphic
2-transitive actions: one of degree 2d−1(2d +1) and one of degree 2d−1(2d −1). Thus if′ is Sp(2d, 2)with one of these
2-transitive actions, then, upon equating degrees, wewould require q=2d−2(2d±1)−1. Since q ≡ 1 (mod 4), wewould
require d =2 or 3. These choices for d give q =2, 4, 15 or 17. The only possible case (q =17) is eliminated because the
subgroupPGL(2, 17) of′ has order 18·17·16,which does not divide the order of Sp(6, 2)=29(22−1)(24−1)(26−1).2
Case 5: soc(′) = PSU(3, s): Here s3 is a prime power, and  is contained in PU(3, s). Let V be a three-
dimensional vector space over a ﬁeld of order s2, and let b be a non-degenerate Hermitian bilinear form on V . Let 
denote the set of isotropic one-dimensional subspaces of V . For each non-isotropic two-dimensional subspace u of V ,
deﬁne Bu to be the set of isotropic one-dimensional subspaces contained in V . Let B be the set of all such Bu. Then
D= (,B) forms a BIBD(s3 + 1, s2(s2 − s + 1), s2, s + 1, 1). It is easy to show that PU(3, s) acts 2-transitively
on this design. O’Nan [12] shows that PU(3, s) is the full automorphism group of D. By Table 5.1(b) of [3], this is
the unique (up to permutation isomorphism) 2-transitive action of PU(3, s).
We claim that when q > 5 the action of soc(′) on G is not permutation isomorphic to the action of PSU(3, s) on
the points of D. To eliminate the case s = 3, we note that ′ contains an element of order 13 which does not divide
the order 28 · 27 · 16 of PU(3, s). For s > 3, we obtain a contradiction. We have 2(q + 1) = s3 + 1. Moreover, there
would be an identiﬁcation between the elements of E∪O and the points of the designD such that any pair of elements
	, 
 ∈ E ∪ O determines a unique block B of D. Because the blocksize s + 1 is at least 4, and ′ contains an element
which interchanges E and O, we may choose a block B which contains at least two elements of E. Then, since ′ ⊆ ′
acts triply transitively on E, B must contain all q + 1 elements of E. Thus s + 1q + 1. Since 2(q + 1) = s3 + 1, we
have 2(s + 1)s3 + 1, which cannot happen if s > 3.
Case 6: soc(′) = R(s): In this case, ′ would also equal R(s). Now the stabilizer in R(s) of any three points has
order 2 whereas the pointwise stabilizer of {(x0, 1), (x0, 1), (x0,−1), (x0,−1)} in the subgroup ′ of ′ has order
q > 2. So the action of ′ is not the action of a Ree group R(s) on the Ree Unital.
Case 7: Suzuki groups: The 2-transitive actions of the Suzuki groups are ruled out because they all have odd degree.
Case 8: Four sporadic 2-transitive actions:The sporadic 2-transitive actions are PSL(2,11) on 11 points, the alternating
groups A7 on 15 points, the Higman-Sims group on 176 points, and the Conway group Co3 on 276 points. The ﬁrst
three are ruled out by their degree, and in the last case, the 2-point stabilizer has orbits of length 1, 1, 112 and 162
(see [5]).
Remark 3.7. Theorem 5.2 of [3] implies that if a group G containing a copy of PL(2, q) acts faithfully and is 3-
transitive on q+1 points, then except possibly for q=11 or 23 the groupG is isomorphic to PL(2, q) or the symmetric
group Sym(q + 1). Note the case Alt(q + 1) is ruled out because PL(2, q) contains an element which permutes the
q + 1 points cyclically. Note also that when q ≡ 1 (mod 4) the exceptions cannot arise.
Proof of Theorem 3.1. Three possibilities arise for the action by ′ on G.
1. The blocks [[0]], [[1]], . . . , [[q]] form a system of imprimitivity for the action of ′ on G. In this case, we say that
′ preserves the quadruples.
2. The blocks E and O form a system of imprimitivity for the action of ′ on G. In this case, we say that ′ preserves
parity.
3. ′ does not preserve parity or the quadruples.
We ﬁrst show that, for q > 5, Case 3 cannot occur. Then we show that in Cases 1 and 2 we have =. 3 The three
possibilities are therefore taken in reverse order.
Case 3 (′ does not preserve quadruples or parity): We ﬁrst show that (in this case) there must be a single element 
which (1) does not preserve parity, and (2) does not preserve the quadruples. Pick an element 	which does not preserve
2According to D.E. Taylor [15, p. 70], the order of Sp(2m, q) is qm2∏mi=1(q2i − 1).
3 Since  preserves both parity and the quadruples, this means that in fact for q > 5 both Cases 1 and 2 apply.
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parity. If this element does not preserve the quadruples then take  = 	, otherwise pick an element 
 which does not
preserve quadruples. If 
 does not preserve parity, then take = 
, otherwise take = 	
.
By part 4 of Lemma 2.3,  acts transitively on Q. Therefore there is an element  in  which maps the quadruple
not preserved by  to the quadruple [[0]]. So, conjugating by an element of if necessary, we may suppose that  does
not ﬁx the quadruple [[0]] = {[0], [1]}. By part 1 of Lemma 2.3, acts transitively on G. So there is an element  ∈ 
which maps the image of [0] under  back to [0]. Therefore, replacing  by  if necessary, we may suppose that  ﬁxes
[0]. Since  breaks [[0]] and ﬁxes [0],  must move [1] to [a] = [0], [1]. Since  does not preserve parity, there is a
group [b] (possibly equal to [a]) which has the same parity as [a] and which is mapped by  to a group [c] of opposite
parity. We have
[0] → [0]
[1] → [a] (a = 0, 1)
[b] → [c] (b ≡ a (mod 2), c ≡ 1 + a (mod 2)).
Since [a] /∈ [[0]], and since  preserves parity and acts 2-transitively on the quadruples, the orbit of [1] under the
stabilizer ′[0] of [0] in ′ contains every point class not equal to [0] which has the same parity as [a]. Moreover, if[c] = [1], then the orbit of [1] would also contain all the point classes not equal to [0] which have the same parity as
[c]. Since [c] and [a] have opposite parity, we see that ′[0] would act transitively on the set of point classes not equal
to [0]. Since ′ is transitive on G, this would imply that ′ acts 2-transitively on G, contradicting part 3 of Lemma 3.4.
Therefore [c] = [1]. Indeed the orbits of ′[0] must be {[0]}, A = {[1]} ∪ (E\{[0]}) and B = O\{[1]}. Notice that this
implies that ′[0],[1] ⊂ ′E.
Now by parts 3 and 4 of Lemma 2.3, the pointwise stabilizer in′ of the subset {[0], [1]} of G acts 2-transitively on
the each of the sets E\{[0]} and O\{[1]}. Therefore ′[0] is 3-transitive on A, and 2-transitive on B. Now suppose that
 ∈ ′[0] acts trivially on A. Then  must act trivially on E. However, by part 1 of Lemma 3.2, FixE = 〈〉. So  must
be the identity of ′[0]. Hence ′[0] acts faithfully on the q + 1 points of A. Thus ′[0] acts faithfully and 3-transitively
on A. By Remark 3.7, either ′[0]Sq+1 or PL(2, q). If ′[0]Sq+1, then ′[0] would be (q + 1)-transitive on A and
therefore ′[0],[1] ⊆ ′E would be q-transitive on E\{[0]}. Since ′E is transitive on E, we would have ′ESq+1. But
this contradicts part 1 of Lemma 3.2. If′[0]PL(2, q), then, since′[0] is 2-transitive on B, the socle of′[0], which is
isomorphic to PSL(2, q), is transitive on B. But |B| = q; so PSL(2, q) would contain a subgroup of index q. However,
since all maximal subgroups of PSL(2, q) have index at least q + 1 unless q = 5, 7 or 11, this cannot happen. So 
must preserve parity or preserve the quadruples.
Case 2 ( preserves parity): By part 3 of Lemma 3.4,  induces a transitive action on G. So E has index two
in . By part 1 of Lemma 3.2 and by part 1 of Lemma 3.4, we have E/〈〉 = E/FixE′E>PL(2, q) acts 3-
transitively and faithfully on E. So, by Remark 3.7, the group E/〈〉 must be isomorphic either to Sq+1 or isomorphic
to PL(2, q). Since part 2 of Lemma 3.2 implies that Sq+1 is not possible, we must have E/〈〉PL(2, q). Since
/〈〉PL(2, q), we have
|| = 2|E| = 4|E/〈〉| = 4|PL(2, q)| = ||.
So in this case, =.
Case 1 ( preserves quadruples): Since preserves the quadruples,/FixQ acts faithfully onQ. By part 2 of Lemma
3.3, FixQ= 〈〉. So /〈〉 acts faithfully on Q. By part 2 of Lemma 3.4, /〈〉 contains a copy of PL(2, q) which is
3-transitive and faithful on Q. So, by Remark 3.7, the group /〈〉 is isomorphic to Sq+1 or PL(2, q). But part 1 of
Lemma 3.3 implies that Sq+1 is not possible. So /〈〉PL(2, q). Therefore
|| = 4|PL(2, q)| = ||,
and =.
4. An application
Theorem 1.1 has an interesting application. Since the Hadamard matrix of order 12 is unique up to equivalence,
Paley’s type I Hadamard matrix for q=11 is equivalent to the Paley’s type II Hadamard matrix for q=5. Since there are
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many cases where a Paley Type I and Paley Type II Hadamard matrix have the same order, it is natural to ask whether
there are any other equivalent pairs of Type I and Type II matrices. Theorem 1.1 implies the following result.
Corollary 4.1. Paley’s type I Hadamard matrix is equivalent to a Paley type II Hadamard matrix if and only if it has
order equal to 12.
Proof. Suppose the Paley type I matrix of order q + 1 is equivalent to the Paley type II matrix of order 2(r + 1). We
may suppose that q =pf and r = sg where p and s are odd primes and f and g are positive integers. Since the matrices
must have the same orders, we have
q = 2r + 1,
and, since their automorphism groups must be isomorphic and Aut(H1) is isomorphic to PS(2, q), see [11], we have
f q(q2 − 1) = 4gr(r2 − 1).
To prove the corollary, it is sufﬁcient to show that these two equations cannot both hold for r3. The equations imply
that f (2r + 1) = g(r − 1). Now the gcd(r − 1, 2r + 1) must divide 2r + 1 − 2(r − 1) = 3; so, for some positive
integer m, we have g =m(2r + 1)/3. Hence r = sg = sm(2r+1)/3. Since s is an odd prime, m1, and 32/3 > 2, we have
rs(2r+1)/3 > 32r/3 > 2r which is impossible for r > 5. 
Note the above corollary follows also from the fact that for q > 5 the automorphism group of the Paley type II
Hadamard matrix of order 2(q+1) contains a normal subgroup of order 4, whereas for q > 11 the automorphism group
of the Paley type I Hadamard matrix of order q + 1 does not.
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