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Abstract—In this paper we present the methods of our sub-
mission to the ISIC 2018 challenge for skin lesion diagnosis
(Task 3). The dataset consists of 10000 images with seven image-
level classes to be distinguished by an automated algorithm.
We employ an ensemble of convolutional neural networks for
this task. In particular, we fine-tune pretrained state-of-the-art
deep learning models such as Densenet, SENet and ResNeXt.
We identify heavy class imbalance as a key problem for this
challenge and consider multiple balancing approaches such as
loss weighting and balanced batch sampling. Another important
feature of our pipeline is the use of a vast amount of unscaled
crops for evaluation. Last, we consider meta learning approaches
for the final predictions. Our team placed second at the challenge
while being the best approach using only publicly available data.
Index Terms—Skin Lesion Diagnosis, Ensembles, Multi-Crop,
Loss Weighting.
I. INTRODUCTION
Deep learning and in particular convolutional neural net-
works (CNNs) have become the standard approach for auto-
mated diagnosis based on medical images [1]. For the problem
of skin lesion diagnosis, a new dataset has recently been
made available to the public [2]. The dataset consists of
10000 dermoscopic images showing skin lesions which have
been diagnosed based on expert consensus, serial imaging
or histopathology. Using this dataset, the challenge ”ISIC
2018: Skin Lesion Analysis Towards Melanoma Detection”
has been proposed [3]. We participate in this challenge with
an automated method that relies on multiple state-of-the-art
CNNs, heavy data augmentation, loss weighting, extensive,
unscaled cropping and meta learning. In the following, we
describe the details of our approach. Our code is available to
the public1.
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TABLE I
CLASS DISTRIBUTION OF HAM AND ISIC. MEL REFERS TO MELANOMA,
NV REFERS TO MELANOCYTIC NEVUS, BCC REFERS TO BASAL CELL
CARCINOMA, AKIEC REFERS TO ACTINIC KERATOSIS, BKL REFERS TO
BENIGN KERATOSIS, DF REFERS TO DERMATOFIBROMA AND VASC
REFERS TO VASCULAR LESION.
MEL NV BCC AKIEC BKL DF VASC
HAM 1113 6705 514 327 1099 115 142
ISIC 1056 11861 72 2 477 7 0
II. METHODS
A. Evaluation Metric
The key metric of this challenge is a weighted accuracy
(WACC) across the seven classes. This is equivalent to the
average recall or sensitivity. Hence, the metric is defined as:
WACC =
TP
TP + FN
(1)
where TP denotes true positive cases and FN denotes
false negative cases. These can be derived from a standard
confusion matrix. We perform all preliminary evaluation and
hyperparameter tuning with this metric.
B. Dataset
The baseline dataset is the HAM10000 dataset introduced
by Tschandl et al. [2]. In the following, we refer to this dataset
as HAM. In addition, we used the public ISIC dataset which
comprises roughly 13500 images. In the following, we refer
to this dataset as ISIC. We checked all images for potential
overlap between HAM and ISIC.
The first obvious problem of these datasets is heavy class
imbalance. Table I shows the class distribution of HAM and
ISIC. Therefore, we consider countering class imbalance as a
key challenge to be addressed. Also, we have to assume that
ISIC will not be that useful as it is even more imbalanced than
HAM. For this reason, we only consider ISIC for few, high
performing models in our final ensemble.
For internal validation, we split HAM into five sets
with equal (imbalanced) class distribution for 5-fold cross-
validation. All images were separated based on lesion affil-
iation, i.e., we made sure that images from the same lesion
cannot occur both in a training and validation split. The
information for this separation was provided by the organizers.
We add the entire ISIC dataset to each training subset, if it is
used.
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C. Preprocessing
For HAM, we kept the image size of 600× 450. Note, that
histogram equalization was applied to selected images by the
dataset publishers [2]. For ISIC, we resized all images to the
size of HAM using bicubic interpolation.
During training, we applied online data augmentation to
each image. First, we applied random cropping with a fixed
size of 224 × 224. Note, that we did not use any scaling
or aspect-ratio changes which are typically used [4]. Then,
we randomly flipped images along both dimensions with a
probability of p = 0.5. Furthermore, we distorted the images
with random changes in brightness and saturation. Last, we
subtracted the per-channel training set mean from the images.
We tested random rotations, scaling, contrast, hue and
aspect-ratio changes without an improvement in performance.
D. Models
Overall, we rely on an ensemble for our final submission
which has been successful in most challenges [5]. In terms of
model choice, we first assessed the value of using pretrained
architectures. We found that fine-tuning a model trained on
ImageNet performed signficantly better than training from
scratch. Therefore, we chose to build our ensemble from
pretrained models available to the public. We use the popular
frameworks Tensorflow [6] and PyTorch [7]. In particular, we
use the Tensorflow Slim model library [8] and the PyTorch
pretrained models library [9].
The models to be included are selected based on 5-
fold cross-validation performance. We tested the Inception
[4], [10] and ResNet [11], [12] variants as a baseline first.
These included InceptionV3, InceptionResNetV2, ResNet50-
V1, ResNet50-V2 (post norm structure) and ResNet101-V2
(post norm structure). Next, we considered more recent archi-
tectures which included PolyNet [13], ResNeXt [14], Densenet
[15], SENets [16] and DualPathNet [17]. Compared to the
baseline models, the more recent architectures performed
better which is why we quickly excluded the baseline.
Thus, the models that are included in the final ensemble
are variants of Densenet, ResNeXt, PolyNet and SENets. For
most of our hyperparameter searches we used Densenet121
and assumed that the choices translate well to the other
architectures.
E. Training
We found the training strategy to be crucial as well. We
identified the most relevant hyperparameters to be the starting
learning rate, the learning rate schedule and the choice of
potential early stopping.
Especially the latter is important in terms of model training
for the final submission. Usually, the final submission model
should be trained on all available data with a fixed learning
rate schedule. During cross-validation, we performed early
stopping which means that we saved a checkpoint of the
model when the best WACC was achieved throughout the
entire training process. We compared this to the last checkpoint
being saved and noticed a significant difference in the WACC
metric. In general, this implies that our chosen learning rate
schedule is not optimal. However, we found it difficult to
obtain the optimal learning rate schedule and the difference
between the best and last model remained large. We did not
observe this difference in such strength for normal accuracy
or the area-under-curve (AUC) metric. We suspect that the
WACC is very sensitive to changes of the classes with a
small number of examples. Overall, this implies that our final
model for submission could be trained using a validation set
with early stopping instead of training a model on the entire
available dataset. As this leads to suboptimal exploitation
of the available data, we included both models from cross-
validation with early stopping (5 models) and models trained
on the entire dataset (1 model). The fully trained models are
weighted 5 times higher than individual CV models in order
to achieve a reasonable balance.
The other hyperparameter choices are more straight forward.
We tested Adam [18], Nadam [19] (Adam + Nesterov mo-
mentum) and RMSprop in terms of optimizers and noticed
only slight difference in performance with Adam generally
performing best. We chose Adam for all models. In terms of
learning rate schedule, we follow a stepwise approach. We
chose a starting learning rate of lr = 0.0005 and started
reducing it with a factor of λ = 0.2 after 50 epochs. Then,
we continued reducing it with λ every 25 epochs. We stopped
optimization after 125 epochs. In between, we saved the model
with the best WACC on the validation set, based on evaluation
every 5 epochs. We used a batch size of 40.
For the loss function we used a standard cross-entropy loss
as a basis:
L = −
C∑
c=1
pc log pˆc (2)
where p is the ground-truth label, pˆ is the softmax-
normalized model output and C the number of classes. As
the seven classes in the dataset are highly imbalanced we
considered different balancing approaches. In particular, we
explored different ways of loss balancing and also sampling
balanced batches. For loss balancing, we considered multiply-
ing each classes’ loss by its inverse normalized frequency, i.e.,
the weighting term wi is defined as
wi =
N
ni
(3)
where N is the total number of samples and ni is the
number of samples for class i. This method puts a very strong
weight on the highly underrepresented classes DF and VASC.
Moreover, we considered a less extreme approach with
wi =
N
cni
(4)
where c denotes the total number of classes. Last, we
considered sampling balanced batches by oversampling the
underrepresented classes during training. While all approaches
improved results over no balancing at all, the differences
were minor. We used the first loss balancing approach for
all cases as it performed best for most models. It should
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Fig. 1. Our evaluation strategy for the generation of the final predictions. NF denotes the number of models that were trained on the full training set. NCV
denotes the number of models from 5-Fold CV training. NV is the number examples in the validation set and NT is the number of examples in the test set.
be noted that we adjusted this method for use with HAM
and ISIC combined. As ISIC is even more imbalanced than
HAM, this balancing strategy would lead to unreasonable high
loss amplification for underrepresented classes. Therefore, we
derived the weighting from HAM only, both for training with
HAM only and with HAM and ISIC.
Besides class balancing, we also tried to incorporate the
meta information on the method of diagnosis. The organizers
provided the information whether each lesion was diagnosed
by ”single image expert consensus”, ”serial imaging showed
no change”, ”confocal microscopy with consesus dermoscopy”
or ”histopathology”. Assuming that, within a given class, the
means of diagnosis relates to the diagnostic difficulty, we
tried to incorporate this meta information into the loss by
increasing the loss for more difficult cases. Although this
approach showed slightly increased performance for some
models it appeared to be inconsistent across models and we
did not incorporate it into all models of our final ensemble.
E.g., for our reference model Densenet121 performance got
even worse.
All training is performed on NVIDIA GeForce GTX 1080
Ti graphics cards. As some of the larger models have large
memory requirements due to their feature map sizes, the
graphics cards’ memory was insufficient for our standard batch
size. For these cases, we scaled down the learning rate and
batch size by the same factor.
III. EVALUATION
Our evaluation strategy for the generation of the final
predictions is shown in Figure 1. We made use of extensive
multi-crop evaluation. The crops are unscaled and of size
224 × 224 which is identical to the size chosen for training.
We perform 36 evaluations per model which results in 36
predictions that need to be combined. For the models that do
not have a validation set, we performed averaging across the
36 predictions. For the CV models, we incorporated a meta
learning step. We constructed a flattened feature vector out of
the 36 predictions and used the results from the validation set
for training an SVM. Then, we predicted the final label of the
test set based on the 36 CNN predictions. For this last model,
we considered both random forests and SVMs with different
kernels. We found SVMs with an RBF kernel to work best.
Note, that a similar meta learning strategy was also used by
one of last year’s challenge winners [20].
As a last step, we combined the predictions from the CV
models and the fully trained models by averaging over all
models. Instead of averaging we also considered voting, i.e.,
we counted how many models predicted a certain class. We
found that averaging generally performs slightly better.
During training, we kept evaluating on the validation set
using 16 crops in order to keep the computational effort at
reasonable levels. For evaluation, we also tested increased
numbers of crops, however, after 36 crops the improvement
was negligible.
We performed model selection for our final ensemble based
on the 5-Fold CV performance with 36 crop evaluation of
each architecture. For this selection, we simply averaged the
predictions from all crops for evaluation. Then, we searched
for an optimal combination of our architectures by aver-
aging the predictions of a subset. In theory, an exhaustive
search over all possible architecture combinations could be
performed. However, this search would lead to millions of
possible combinations which takes a significant amount of
time. Instead, we first ranked all architectures by their 5-Fold
CV performance. Then, we considered combinations where
the best 15 architectures are included only. We noticed that
this approach usually leads to an optimal combination which
includes roughly 6 to 7 out of the available architectures.
IV. RESULTS
We report some preliminary results for the key parts of our
approach. The results are derived from 5-Fold CV as the offi-
cial validation set is not supposed to provide an indication of
the performance on the test set. Since we did not use a held-out
test set, we do not follow the procedure shown in Figure 1 for
the results reported in this section. Instead, we simply average
the predictions from the 36 crops and use them as the final
prediction on each fold. We summarize the mean accuracy,
mean AUC and WACC in Table II for important architecture
variations and an ensemble. In terms of models, we found that
SENet performed best as a single model. Moreover, a large
ensemble performs better than any single model approach.
Our final ensemble contains 54 models with the following
architectures: SENet154, ResNeXt101 32x4d, Densenet201,
Densenet161, Densenet169, SE-Resnet101, PolyNet.
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TABLE II
5-FOLD CV RESULTS FOR SELECTED MODELS AND TRAINING SCENARIOS.
MACC DENOTES THE MEAN ACCURACY. AUC IS THE MEAN
AREA-UNDER-CURVE VALUE. IN GENERAL, OUR PREVIOUSLY DESCRIBED
HYPERPARAMETER SELECTION IS USED. ONLY DIFFERENCES ARE
EXPLICITLY POINTED OUT. FOR RESULTS WITH SVM WE PERFORMED
ADDITIONAL 10-FOLD CROSS-VALIDATION ON EACH VALIDATION SPLIT.
FOR THE FINAL ENSEMBLE WE ONLY CONSIDERED THE WACC METRIC.
MACC MAUC WACC
Densenet121 0.823 0.967 0.795
Densenet121 with SVM 0.827 − 0.822
Densenet121 with ISIC 0.870 0.974 0.804
Densenet121 no pretraining 0.678 0.931 0.694
Densenet121 16-crop eval. 0.822 0.966 0.785
Densenet121 4-crop eval. 0.737 0.932 0.662
Densenet121 no weighting 0.883 0.976 0.757
Densenet121 batch balancing 0.797 0.965 0.789
Densenet121 diagnosis weighting 0.874 0.971 0.738
Densenet161 0.861 0.976 0.809
Densenet169 0.852 0.971 0.806
ResNet50 0.862 0.971 0.779
SE-ResNet50 0.829 0.966 0.790
SE-ResNet101 0.838 0.969 0.810
ResNeXt101 32x4d 0.836 0.970 0.808
SE-ResNeXt50 0.834 0.968 0.797
SE-ResNeXt101 0.860 0.971 0.803
DualPathNet92 0.862 0.972 0.804
SENet154 0.854 0.974 0.817
PolyNet 0.845 0.970 0.802
Ensemble − − 0.851
V. DISCUSSION AND CONLUSION
In this paper we propose an approach for automatic skin
lesion diagnosis for the ”ISIC 2018: Skin Lesion Analysis
Towards Melanoma Detection” challenge. We use a large
ensemble of state-of-the-art CNN models. One of our key
choices was to use full-sized images with unscaled, smaller
crops for training in combination with extensive unscaled
multi-crop evaluation. We combine the crops both by simple
averaging and a meta learning strategy. This allows us to
capture detailed, high-resolution features while also taking
global context into account. Moreover, the HAM dataset is
very challenging as it is highly unbalanced in terms of classes
and the evaluation metric treats all classes equally. As this
imbalance represents the real-world case where most examined
lesions are benign, this is an important issue to be addressed.
Therefore, we considered several balancing approach where
simple loss weighting with inverse, normalized class frequency
performed best. We also considered incorporating the meta
information on how difficult it was to diagnose the lesion.
We used the information by weighting the loss additionally
by factor for each type of diagnosis. However, we observed
inconsistent results across models. This indicates that our way
of using the knowledge is not optimal. Also, the assumption
that more extensive evaluation equals cases that are harder
to learn is likely oversimplified. Finally, we constructed a
large ensemble whose models were selected based on 5-Fold
CV performance for our final predictions. Regarding single
model performance, it is notable, that more recent architectures
outperformed older standard architectures. Considering that
many researches still use plain ResNets or even VGG as a
baseline we suggest that it is reasonable to move to more
recent architecture proposed for the natural image domain
(ImageNet, etc.). With the overall goal of providing the best
diagnosis we see this as an important step. For future work, our
method could be refined with a more extensive, less intuition-
driven hyperparameter search. Moreover, the combination of
local features and global context could be incorporated into a
single end-to-end trainable architecture.
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