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In Brief
In a decision task, Zhan et al. visualize
within a new information theoretic
framework the dynamic representation of
visual information in brain activity. They
demonstrate rapid reduction of
behaviorally irrelevant information in the
occipital cortex and a combination of the
features that supports distinct decisions
in the right fusiform gyrus.
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Over the past decade, extensive studies of the brain
regions that support face, object, and scene recogni-
tion suggest that these regions have a hierarchically
organized architecture that spans the occipital and
temporal lobes [1–14], where visual categorizations
unfold over the first 250 ms of processing [15–19].
This same architecture is flexibly involved in multiple
tasks that require task-specific representations—
e.g. categorizing the sameobject as ‘‘a car’’ or ‘‘a Por-
sche.’’ While we partly understand where and when
these categorizations happen in the occipito-ventral
pathway, the next challenge is to unravel how these
categorizations happen. That is, how does high-
dimensional input collapse in the occipito-ventral
pathway to become low dimensional representations
that guide behavior? To address this, we investigated
what information the brain processes in a visual
perception task and visualized thedynamic represen-
tation of this information in brain activity. To do so,we
developed stimulus information representation (SIR),
an information theoretic framework, to tease apart
stimulus information that supports behavior from
that which does not. We then tracked the dynamic
representations of both in magneto-encephalo-
graphic (MEG) activity. Using SIR, we demonstrate
that a rapid (170ms) reduction of behaviorally irrele-
vant information occurs in the occipital cortex and
that representations of the information that supports
distinctbehaviorsareconstructed in the right fusiform
gyrus (rFG). Our results thus highlight how SIR can be
used to investigate the component processes of the
brain by considering interactions between three vari-
ables (stimulus information, brain activity, behavior),
rather than just two, as is the current norm.
RESULTS
Diagnostic Features of Behavior: Identifying the
Stimulus Features that Underlie Perceptual Decisions
In this task, we used Dali’s painting SlaveMarket with Disappear-
ing Bust of Voltaire (see Figure 1A-a, Stimulus) because it con-Current Biology 29, 319–326, Jan
This is an open access article undtains a complex, ambiguous scene that observers perceive as
either ‘‘the nuns’’ or ‘‘Voltaire.’’ We used the Bubbles technique
[20] to break down the stimulus information into random samples
for each experimental trial (see Figure 1A-a, Stimulus Sampling)
to characterize the features that support each perceptual deci-
sion. We then recorded the observer’s response to each sample
(whether they perceived ‘‘the nuns,’’ ‘‘Voltaire,’’ or selected
‘‘don’t know’’) and also their dynamic brain activity (on 12,773
MEG sources, every 2 ms between 0 and 400 ms post-stimulus,
see STAR Methods). Using this approach, we identified the low-
dimensional information each participant used to support their
‘‘nuns’’ versus ‘‘Voltaire’’ decision by evaluating the relationship
between the randomly sampled information on each trial and the
corresponding observer’s decision (see Figure 1A-b). We sche-
matized the relationship between the two variables of informa-
tion sample and decision as a Venn diagram; where they inter-
sect was designated the ‘‘diagnostic features’’ that support
each observer’s decisions (Figure 1A) [21, 22]. Specifically, using
mutual information (MI [23], a nonparametricmeasure of the rela-
tionship between variables), we computed diagnostic features
separately for the behavioral contrasts <Information Samples;
‘‘the nuns,’’ versus ‘‘don’t know’’>, excluding ‘‘Voltaire’’ trials,
and <Information Samples; ‘‘Voltaire,’’ versus ‘‘don’t know’’>,
excluding ‘‘nuns’’ trials (see STAR Methods).
As shown in Figure 1A-c, all observers used the left and right
nun’s faces at higher spatial frequencies (HSF) to respond ‘‘the
nuns,’’ whereas they used the global face of Voltaire at lower
spatial frequencies (LSF) to respond ‘‘Voltaire’’ (see Figure S1-A
for each observer’s features). Since diagnostic features influ-
ence behavior, the observer’s brain must represent at a mini-
mum these features between stimulus onset and observer deci-
sion. Next, we show that the brain does indeed represent all
diagnostic features over time, as well as other features.
Sampled Information Coupled to MEG Voxel Activity:
Characterizing the Stimulus Features that Brain Activity
Represents
To show where and when each observer’s MEG activity repre-
sents stimulus features, we used MI to evaluate the single-trial
relationship <Information Samples; MEG Source Activity> inde-
pendently for each source (henceforth, MEG voxel) and time
point (see STAR Methods). The outcome is a 3D (feature-by-
voxel-by-time) MI matrix per observer in which, for each stimulus
feature represented in their brain (1st dimension), MI values indi-
cate the strength of feature representation (i.e., effect size,
FWER p < 0.05, one-tailed) over 12,773 MEG voxels (2nduary 21, 2019 ª 2018 The Authors. Published by Elsevier Ltd. 319
er the CC BY license (http://creativecommons.org/licenses/by/4.0/).
Figure 1. Diagnostic and Brain Features
(A) Diagnostic features. (a) The original stimulus (left), which was decomposed into 6 spatial frequency (SF) bands (middle, band 6 is not shown) of one octave
each for each trial, starting at 128 cycles per image. Samples were added across bands to generate one experimental stimulus (dark blue frame, right).
(b) Perceptual decisions recorded by observers, as: ‘‘the nuns,’’ ‘‘Voltaire,’’ or ‘‘don’t know.’’ The cyan intersection in the Venn diagram illustrates the relationship
between information samples (blue) and perceptual decisions (green): the diagnostic features of behavior. (c) Diagnostic feature of behavior. The cyan-framed
images show significant pixels (family-wise error rate (FWER), p < 0.001, one-tailed) in the first three SF bands that reveal features diagnostic for observers
responding ‘‘the nuns’’ (the two small faces in SF band 1) and ‘‘Voltaire’’ (the broad face in SF band 3). Color saturation indicates N, number of observers.
(B) Brain features. White frames highlight ‘‘the nuns’’ and ‘‘Voltaire’’ diagnostic and color-coded brain features represented by all observers. The magenta frames
highlight color-coded non-diagnostic brain features represented by a majority of observers (i.e., N > = 3). The magenta intersection in the Venn diagram rep-
resents the relationship between information samples (blue) and MEG voxel activity (red) whereas the white intersection represents the relationship between all
three variables, including behavior.
(C) Early representation of brain features. Common, color-coded brain regions, show the early (during the initial 20 ms of representation) topological repre-
sentation of each correspondingly colored brain feature (FWER, p < 0.05, one-tailed). Each observer contributed at least one significant voxel for each color-
coded feature. See also Figure S1 for the results of each observer.dimension), every 2ms between 0 and 400ms post-stimulus (3rd
dimension). These 3D representation matrices are unique to our
approach: they reveal the stimulus features that the brain
dynamically represents, separating out the features that are rele-
vant for the perceptual task.
First, we identified the features represented in observers’
brains (see Figure 1B for the common features represented320 Current Biology 29, 319–326, January 21, 2019cross observers and Figure S1-B for each observer’s brain fea-
tures). Comparing Figure 1B with Figure 1A reveals that some
brain features correspond to the same visual information as
the features that are diagnostic of behavior (i.e., the red and
blue nun’s faces at HSFs and the green face of Voltaire at
LSFs), whereas others do not (e.g., the brown features flanking
Voltaire’s face).
Figure 2. Nondiagnostic Feature Reduction
and Diagnostic Feature Progression
Magenta color-coded brains show voxels that
represent at least one significant (FWER p < 0.05,
one-tailed) nondiagnostic brain feature (repre-
sented with a magenta color in the Venn diagram)
in earlier [50–170 ms] and later [170–400 ms] time
windows post stimulus. White color-coded brains
show voxels that represent at least one significant
(FWER p < 0.05, one-tailed) diagnostic brain
feature (represented with a white color in the Venn
diagram) in earlier [50–170 ms] and later [170–
400 ms] time windows post stimulus. Voxel
brightness denotes the number (N) of observers for
whom these criteria held true. For all observers,
nondiagnostic features were consistently reduced
over time in the occipital cortex while diagnostic
features were sustained and progressed into the
ventral pathway. See also Figure S2B. Abbrevia-
tions: left (L); right (R).Second, we divided the brain’s features into diagnostic or non-
diagnostic for the task (see STAR Methods). The Venn diagram
of Figure 1B illustrates such division: the addition of brain mea-
sures produces a white area of intersection that represents the
diagnostic features that influence both behavioral and brain
measures; themagenta intersection designates the nondiagnos-
tic features that influence brain measures but not behavior. (see
Figure S1C and Figure S2A for a formal demonstration).
Finally, Figure 1C illustrates the expected topological rep-
resentation of brain features during the first 20 ms of
representation (see Figure S1F for each observer’s topological
representation). Color codes reveal that the observers’ brains
contral-laterally represented the diagnostic eyes of Voltaire
(see the red and blue voxels) and the brown nondiagnostic fea-
tures flanking the center of the stimulus in relation to the bilater-
ally represented LSF Voltaire face (see green voxels).
Divergence of Nondiagnostic and Diagnostic Brain
Features in the Occipito-Ventral Pathway
The color-coded brains in Figure 2 summarize the evolving rep-
resentations of the diagnostic and nondiagnostic features across
two post-stimulus time windows [50–170 ms] and [170–400 ms]
that flank the N/M170, the event-related potential 170 ms
post-stimulus commonly associated with visual categorizations
[16, 24]. A comparison of the nondiagnostic and diagnostic brain
features across the earlier and later time windows reveals a
consistent pattern. Over the first 170 ms of processing, repre-
sentation of diagnostic and nondiagnostic brain features simi-
larly involve occipital cortex (Bonferroni corrected p < 0.05,
two-tailed). They diverge afterward, and only representations
of diagnostic brain features are sustained in all occipito-ventral
regions (see STAR Methods and Figure S2B for representation
divergence in each observer).
These data suggest that a spatio-temporal junction exists be-
tween the occipital and occipito-ventral cortex around 170 ms,
after which only behaviorally relevant features flow into the tem-
poral cortex, with the processing of irrelevant features ending in
the occipital cortex. In the next two sections, we detail what hap-
pens before and after this junction.Dynamic Reduction of Nondiagnostic Brain Features in
the Occipito-Ventral Pathway
Diagnostic and nondiagnostic features travel like two wavefronts
of representation in the occipital cortex toward the occipito-
ventral junction, where they diverge 170 ms post stimulus. To
establish this finding, we used each observer’s 3D representa-
tion matrix and computed the maximum representation strength
(i.e., MI effect size) across nondiagnostic (versus diagnostic)
brain features separately for each voxel and time point (see
STAR Methods). This produced a time course of maximum
feature representation (see Figures 3A and 3B).
In Figure 3A, the representation time courses and brain
scatters illustrate the dynamic reduction of nondiagnostic
feature representations in each observer (see Video S1 for
the dynamic effects in a typical observer). Specifically, non-
diagnostic feature representations initially travel as a wave-
front that then reduces in duration as it progresses through
the occipital cortex (see Figure S3A for each observer and
Table S2 for demonstrations). Thus, the wavefront of non-
diagnostic feature representations rapidly collapses (around
170 ms) as it travels into the occipital cortex (see Figure 3A).
In contrast, identical computations applied to diagnostic fea-
tures demonstrate that the diagnostic wavefront progresses
past 170 ms and deeper into ventral and dorsal regions (see
Figures 3B and S3B for each observer and Table S2 for dem-
onstrations). We also identified the anatomical brain regions
where the two wavefronts diverge (see Figures 3C and S3C
for each observer).
Dynamic Construction of Behavior Representations in
the Right Fusiform Gyrus
Our results show that only diagnostic brain features are repre-
sented past the occipito-ventral 170 ms junction. A prevalent
hypothesis is that visual information represented early and
separately across the left and right occipital cortices [25]
later converges in the rFG to support visual cognition tasks,
such as visual decisions [26]. However, conclusive testing
of this hypothesis remains challenging for two reasons.
First, the hypothesis implies the need to characterize theCurrent Biology 29, 319–326, January 21, 2019 321
Figure 3. Dynamic Reduction of Nondiag-
nostic Brain Features in the Occipital-
Ventral Pathway.
(A and B) Dynamics of (A) nondiagnostic brain
feature reduction and (B) diagnostic brain feature
progression. For each observer, a plot shows the
curves of maximum (A) nondiagnostic and (B)
diagnostic brain feature representation (i.e., MI
effect size) for each voxel between 0 and 400ms
post stimulus, color-coded by ranked onset time
(blue, early; magenta, midway; yellow, late). In (A),
the vertical dashed lines represent the time
(170 ms) at which the brain stops representing
nondiagnostic features. Adjacent brain scatters
locate the voxels associated with each curve using
the same color code.
(C) Divergence of nondiagnostic and diagnostic
feature representations. In each panel, brain re-
gions comprise one column per observer, where
each horizontal line represents one voxel from
the region. Lines denote two voxel properties:
the color denotes representation onset, and the
length, representation duration. Adjacent white
bars show median representation duration across
all regions, organized by the y axis of MNI
Euclidean distance of each voxel to the voxel of
initial representation onset. The dashed white
horizontal line shows the nondiagnostic wavefront
extends ventrally in the LG up to the junction with
the TG and FG, and dorsally with IPL and SPL (see
regions shaded a lighter gray). The diagnostic
wavefront extends further into the ventral (i.e., FG,
ITG, MTG, and STG) and dorsal (i.e., IPL and SPL)
(see pink to yellow colors). See also Figure S3,
Video S1 and Table S2. Abbreviations: Cuneus
(CU), lingual gyrus (LG), inferior occipital cortex
(IOG), middle occipital gyrus (MOG), superior oc-
cipital gyrus (SOG), fusiform gyrus (FG), inferior
temporal gyrus (ITG), middle temporal gyrus
(MTG), superior temporal gyrus (STG), inferior pa-
rietal lobe (IPL), and superior parietal lobe (SPL).evolution of increasingly complex (e.g., lateralized to bilateral)
stimulus representations in the dynamic brain activity of this
specific region, and not others. Second, it requires demon-
strating that the representations specifically support task
behaviors.
We propose that the SIR framework can address these points
in a data-driven manner across the whole brain. We introduce
feature redundancy (RED), which quantifies the shared variability
between: < Information Samples; MEG Voxel Activity; ‘‘the
nuns,’’ ‘‘Voltaire,’’ ‘‘don’t know’’> on individual trials. It therefore
directly measures modulations of feature representations in the
brain to specifically support each perception. We computed
feature redundancy (FWER p < 0.05, one-tailed) on all 12,773
MEG voxels of each observer over an extended N/M170, 120–
220 ms post-stimulus time course [19, 24] (see STAR Methods).
If information converges on a brain region to support task
behavior, then the number of features represented in the region’s322 Current Biology 29, 319–326, January 21, 2019voxels should increase over time—an in-
crease in the complexity of the region’s
population code. For each observer, wequantified representational complexity for behavior by counting
the number of different features that each brain voxel represents
redundantly with behavior, independently in five time intervals
over the extended N/M170 time course (see STAR Methods).
As shown in Figure 4A, representational complexity does indeed
increase over time and peaks between 161–201ms, primarily in
the rFG (see Figure S4A for this increase in each observer), the
time window during which representation of perceptual decision
also peaks in brain activity (see Figures 4B and S4B for each
observer). We computed representation of perceptual decision
in brain activity as MI < MEG Voxel Activity; ‘‘the nuns,’’
‘‘Voltaire,’’ ‘‘don’t know’’>.
Figure 4C decomposes representational complexity into
the specific features that underlie each perceptual behavior
in each individual observer. In the fourth time window, voxels
at the top of the rFG represent redundant features that
are linked to the response ‘‘Voltaire’’ (primarily the green
Figure 4. Dynamic Construction of Behavior
Representations
(A) Representational complexity. Gray level voxels
in each brain schematic and in each time window
denote the median number of redundant behav-
ioral features represented across observers. Times
in brackets indicate the range of each time interval
(time started and ended). Beneath, voxels in the
rFG show that representational complexity peaks
at the top of the rFG in the fourth (183–201ms) time
window (highlighted). Voxel size denotes the
number (N) of observers who represented at least
one redundant behavioral feature on this voxel and
time window.
(B) Representation of behavior. Yellow voxels in
each time window denote the median MI between
MEG activity and the decisions ‘‘the Nuns,’’ ‘‘Vol-
taire,’’ and ‘‘don’t know’’ across observers (illus-
trated with the yellow intersection in the Venn
diagram).
(C) Feature representation for each decision in rFG.
Representational complexity was decomposed at
each rFG voxel and time window by showing fea-
tures that are redundantly represented in MEG
activity and for each behavioral decision, in each
observer (see adjacent color-coded features).
Adjacent histograms show the number of rFG
voxels representing each redundant feature. The
bottom histograms show the median number of
voxels representing each redundant feature across
observers, showing feature selectivity for each
decision (e.g., the turquoise HSF left nuns face and
the green LSF bust of Voltaire). See also Figure S4.global face in special frequency 3 [SF3], the right orange eye
in SF1, and the right red eye in SF2). Other redundant features
are primarily linked to the response ‘‘the nuns’’ (the turquoise
left face in SF1 and the blue and red faces in SF2). Note also
that the representation of ipsi-lateral information in the rFG
(e.g., the orange and red features) implies that inter-hemi-
spheric information transfer occurs from its initial contra-
lateral representation in the left occipital cortex (see Figure 1B
and [26]). Figure S4C also shows a trend for HSF features
reaching rFG voxels for perceptual behavior before LSF fea-
tures [27, 28].
Thus, by using feature redundancy and representational
complexity, we have demonstrated that rFG voxels represent
stimulus information with a selectivity and complexity that sup-
ports task-specific behaviors.CurrentDISCUSSION
In this case study, we investigated how
high-dimensional information input col-
lapses in the occipito-ventral pathway to
become low dimensional representations
that guide behavior, using a novel infor-
mation theoretic framework called SIR.
Using this framework, we identify that
high dimensional stimuli are reduced in
the occipito-temporal pathway into low
dimensional representations that cansupport subsequent perceptual decision making. To address
the where, when, and how of information processing, we tracked
dynamic feature representations in the brain and show that
behaviorally irrelevant information is rapidly reduced at the occi-
pito-ventral junction around 170 ms. We also show that rFG
representations for behavior are constructed between 161 and
201 ms post stimulus. Remarkably, we replicated all these re-
sults independently in five individual observers, as is now better
practice. Using non-parametric family-wise error rate correction,
we found spatio-temporally coincident significant effects within
all five observers. This is a stronger finding than conventional
cluster corrected group statistics, where a small subset of partic-
ipants can drive effects that can be non-significant within any in-
dividual observer. SIR enabled us to interpret the information
processing of task-related brain activity because it computesBiology 29, 319–326, January 21, 2019 323
the interactions between three variables in individual observers
(cf. the colored set intersections) rather than two of the variables
across groups of observers, as is typical in neuroscience and
neuroimaging. In doing so, SIR directly addressed the recent
argument [29, 30] that neuroscientific explanations need to
explicitly include behavior to better tease apart the component
processes of the brain.
Information Reduction in the Occipito-Ventral Pathway
We documented an information reduction process that evolves
over time from a state of many to fewer dimensions of stimulus
representation. To implement such reduction, hierarchical layers
in the occipito-ventral pathway likely communicate with each
other, using both feedforward and feedback signals, as sug-
gested by network models that resolve ambiguity between hier-
archically organized representations [31, 32]. We subscribe to
such interactive organization whereby diagnostic feature selec-
tion from the stimulus might involve memory predictions, which
propagate down the visual hierarchy and interact with the feed-
forward flow [5, 33–35]. Although we can visualize the feedfor-
ward flow of stimulus representation by coupling information
samples with subsequent brain responses, the arrow of time
prevents us from similarly visualizing the representation of top-
down predictions (although see [34, 36] for visualizations from
behavior). Nevertheless, we can document the interactive archi-
tecture by visualizing successive transformations of stimulus
representations over time.
We traced the dynamic representation of a nun’s face (the HSF
pixels representing this image feature) from occipital cortex into
the ventral pathway. It would be naive to assume that the nun’s
face is represented as such in any of these regions, but we need
a broad view of the information-processing, which this model af-
fords. To better understand representational transformations
along the visual hierarchy, we could instead sample an explicit
generative model of hierarchical visual information that hypothe-
size these transformations—with size, rotation, and illumination
invariant representations at the top of its hierarchy—to better
reflect properties of higher-level ventral pathway representa-
tions, and with Gabor-type filters at the bottom, to better model
early visual cortex representations [37]. Designing such
generative models to study multiple face (e.g., identity, gender,
age, ethnicity, and social traits), objects (e.g., superordinate
‘‘vehicle,’’ basic ‘‘car,’’ and subordinate ‘‘Beetle’’), and scenes
(e.g., superordinate ‘‘outdoor,’’ basic ‘‘city,’’ subordinate ‘‘Chi-
cago’’) categorizations remains a critical step to understand
structured sensory representations in wet and silicon brains
(cf [38–41]).
Time Course of Information Processing in the Occipito-
Ventral Pathway
The information processes at the occipito-ventral junction flank
the timing and sources of the N/M170 ERPs [42], which reflect
a network that represents and transfers features across the
two hemispheres [15]. Potentially, the N170 peak might reflect
the divergence of the two wavefronts of behaviorally relevant
and irrelevant information. Alternatively, the pre- and post-
170 ms rFG processes could reflect two stages: pre-170 ms,
rFG could buffer information arising first from the contra-lateral
visual field, followed by ipsi-lateral visual field information that324 Current Biology 29, 319–326, January 21, 2019is transferred from the left occipital hemisphere; post-170 ms,
rFG could integrate this buffered information across the two vi-
sual fields, as shown here (see also [15]). Future research should
seek to resolve and generalize these results for the overlapped
rFG representations of faces, objects, and scenes categories
[43, 44] and elucidate the role of cognitive tasks on representa-
tions in pre-frontal cortex [45–47].Relationship between Information Reduction in
Occipital Cortex and Consolidation in rFG
Our SIR results inform early versus late attentional models of in-
formation selection [48]. We identified where (in occipito-ventral
junction) and when (before 170 ms) feature reduction occurs
and also where (rFG) and when (from 170 ms) feature are
consolidated for perceptual decision. We showed that reduc-
tion involves other regions than V1-V2, though these could in-
fluence selection with gain control [49, 50]. However, reduction
is probably not as late as rFG because this region mainly rep-
resents diagnostic features. Our results therefore suggest a
mixed model of attentional selection, and SIR offers a powerful
platform to directly study such attentional mechanisms in com-
plex tasks.
To conclude, the SIR framework enables us to investigate
task-sensitive brain activity that relates information processing
in the brain to behavior. SIR enables brain processes to be iso-
lated (here, the reduction of behaviorally irrelevant information
and the construction of behavioral representations) and employs
principles that are broadly applicable across different modalities
and granularities of brain measures used in a wide range of
cognitive and systems neuroscience.STAR+METHODS
Detailed methods are provided in the online version of this paper
and include the following:
d KEY RESOURCES TABLE
d CONTACT FOR REAGENT AND RESOURCE SHARING
d EXPERIMENTAL MODEL AND SUBJECT DETAILSB Observers
d METHOD DETAILS
B Stimuli
B Task Procedure
B MEG Data Acquisition
d QUANTIFICATION AND STATISTICAL ANALYSIS
B Diagnostic Features of Behavior
B Brain Features
B Diagnostic and Nondiagnostic Brain Features
B K-means of Brain Features
B Divergence of Brain Features
B Dynamic Feature Representation in Occipital Cortex
B Feature Representation in the Brain for Behavior
d DATA AND SOFTWARE AVAILABILITYSUPPLEMENTAL INFORMATION
Supplemental Information includes four figures, three tables, and one video
and can be found with this article online at https://doi.org/10.1016/j.cub.
2018.11.049.
ACKNOWLEDGMENTS
P.G.S. received support from the Wellcome Trust (Senior Investigator Award,
UK; 107802) and the Multidisciplinary University Research Initiative/Engineer-
ing and Physical Sciences Research Council (USA, UK; 172046-01).
AUTHOR CONTRIBUTIONS
All authors participated equally to all aspects of the paper; Funding Acquisi-
tion, P.G.S.
DECLARATION OF INTERESTS
The authors declare no competing interests.
Received: September 15, 2018
Revised: October 23, 2018
Accepted: November 20, 2018
Published: January 10, 2019
REFERENCES
1. Cichy, R.M., Khosla, A., Pantazis, D., Torralba, A., and Oliva, A. (2016).
Comparison of deep neural networks to spatio-temporal cortical dy-
namics of human visual object recognition reveals hierarchical correspon-
dence. Sci. Rep. 6, 27755.
2. Grill-Spector, K., and Weiner, K.S. (2014). The functional architecture of
the ventral temporal cortex and its role in categorization. Nat. Rev.
Neurosci. 15, 536–548.
3. Van Essen, D.C., Anderson, C.H., and Felleman, D.J. (1992). Information
processing in the primate visual system: an integrated systems perspec-
tive. Science 255, 419–423.
4. Riesenhuber, M., and Poggio, T. (1999). Hierarchical models of object
recognition in cortex. Nat. Neurosci. 2, 1019–1025.
5. Friston, K. (2008). Hierarchical models in the brain. PLoS Comput. Biol. 4,
e1000211.
6. Kriegeskorte, N., Mur, M., Ruff, D.A., Kiani, R., Bodurka, J., Esteky, H.,
Tanaka, K., and Bandettini, P.A. (2008). Matching categorical object rep-
resentations in inferior temporal cortex of man and monkey. Neuron 60,
1126–1141.
7. Sigala, N., and Logothetis, N.K. (2002). Visual categorization shapes
feature selectivity in the primate temporal cortex. Nature 415, 318–320.
8. Chang, L., and Tsao, D.Y. (2017). The Code for Facial Identity in the
Primate Brain. Cell 169, 1013–1028.
9. Schwiedrzik, C.M., and Freiwald, W.A. (2017). High-Level Prediction
Signals in a Low-Level Area of the Macaque Face-Processing Hierarchy.
Neuron 96, 89–97.
10. Popivanov, I.D., Schyns, P.G., and Vogels, R. (2016). Stimulus features
coded by single neurons of a macaque body category selective patch.
Proc. Natl. Acad. Sci. USA 113, E2450–E2459.
11. DiCarlo, J.J., and Cox, D.D. (2007). Untangling invariant object recogni-
tion. Trends Cogn. Sci. 11, 333–341.
12. Kravitz, D.J., Saleem, K.S., Baker, C.I., Ungerleider, L.G., and Mishkin, M.
(2013). The ventral visual pathway: an expanded neural framework for the
processing of object quality. Trends Cogn. Sci. 17, 26–49.
13. Naselaris, T., Prenger, R.J., Kay, K.N., Oliver, M., and Gallant, J.L. (2009).
Bayesian reconstruction of natural images from human brain activity.
Neuron 63, 902–915.
14. Gu¨c¸lu¨, U., and van Gerven, M.A. (2015). Deep Neural Networks Reveal a
Gradient in the Complexity of Neural Representations across the Ventral
Stream. J. Neurosci. 35, 10005–10014.
15. Ince, R.A.A., Jaworska, K., Gross, J., Panzeri, S., van Rijsbergen, N.J.,
Rousselet, G.A., and Schyns, P.G. (2016). The Deceptively Simple N170
Reflects Network Information Processing Mechanisms Involving VisualFeature Coding and Transfer Across Hemispheres. Cereb. Cortex 26,
4123–4135.
16. Cichy, R.M., Pantazis, D., and Oliva, A. (2014). Resolving human object
recognition in space and time. Nat. Neurosci. 17, 455–462.
17. VanRullen, R., and Thorpe, S.J. (2001). The time course of visual process-
ing: from early perception to decision-making. J. Cogn. Neurosci. 13,
454–461.
18. Liu, J., Harris, A., and Kanwisher, N. (2002). Stages of processing in face
perception: an MEG study. Nat. Neurosci. 5, 910–916.
19. Schyns, P.G., Petro, L.S., and Smith, M.L. (2007). Dynamics of visual infor-
mation integration in the brain for categorizing facial expressions. Curr.
Biol. 17, 1580–1585.
20. Gosselin, F., and Schyns, P.G. (2001). Bubbles: a technique to reveal the
use of information in recognition tasks. Vision Res. 41, 2261–2271.
21. Schyns, P.G. (1998). Diagnostic recognition: task constraints, object infor-
mation, and their interactions. Cognition 67, 147–179.
22. Tversky, A. (1977). Features of Similarity. Psychol. Rev. 84, 327–352.
23. Ince, R.A., Giordano, B.L., Kayser, C., Rousselet, G.A., Gross, J., and
Schyns, P.G. (2017). A statistical framework for neuroimaging data anal-
ysis based on mutual information estimated via a gaussian copula. Hum.
Brain Mapp. 38, 1541–1573.
24. Bentin, S., Allison, T., Puce, A., Perez, E., and McCarthy, G. (1996).
Electrophysiological studies of face perception in humans. J. Cogn.
Neurosci. 8, 551–565.
25. Niemeier, M., Goltz, H.C., Kuchinad, A., Tweed, D.B., and Vilis, T. (2005). A
contralateral preference in the lateral occipital area: sensory and atten-
tional mechanisms. Cereb. Cortex 15, 325–331.
26. Ince, R.A., van Rijsbergen, N.J., Thut, G., Rousselet, G.A., Gross, J.,
Panzeri, S., and Schyns, P.G. (2015). Tracing the Flow of Perceptual
Features in an Algorithmic Brain Network. Sci. Rep. 5, 17681.
27. Schyns, P.G., Petro, L.S., and Smith, M.L. (2009). Transmission of facial
expressions of emotion co-evolved with their efficient decoding in the
brain: behavioral and brain evidence. PLoS ONE 4, e5625.
28. van Rijsbergen, N.J., and Schyns, P.G. (2009). Dynamics of trimming the
content of face representations for categorization in the brain. PLoS
Comput. Biol. 5, e1000561.
29. Krakauer, J.W., Ghazanfar, A.A., Gomez-Marin, A., MacIver, M.A., and
Poeppel, D. (2017). Neuroscience Needs Behavior: Correcting a
Reductionist Bias. Neuron 93, 480–490.
30. de-Wit, L., Alexander, D., Ekroll, V., and Wagemans, J. (2016). Is neuroi-
maging measuring information in the brain? Psychon. Bull. Rev. 23,
1415–1428.
31. Lee, T.S., and Mumford, D. (2003). Hierarchical Bayesian inference in the
visual cortex. J. Opt. Soc. Am. A Opt. Image Sci. Vis. 20, 1434–1448.
32. Mcclelland, J.L., and Rumelhart, D.E. (1981). An Interactive Activation
Model of Context Effects in Letter Perception 0.1. An Account of Basic
Findings. Psychol. Rev. 88, 375–407.
33. Bar, M. (2007). The proactive brain: using analogies and associations to
generate predictions. Trends Cogn. Sci. 11, 280–289.
34. Smith, M.L., Gosselin, F., and Schyns, P.G. (2012). Measuring internal rep-
resentations from behavioral and brain data. Curr. Biol. 22, 191–196.
35. Slotnick, S.D., and Schacter, D.L. (2004). A sensory signature that distin-
guishes true from false memories. Nat. Neurosci. 7, 664–672.
36. Jack, R.E., and Schyns, P.G. (2017). Toward a Social Psychophysics of
Face Communication. Annu. Rev. Psychol. 68, 269–297.
37. Kay, K.N., Naselaris, T., Prenger, R.J., and Gallant, J.L. (2008). Identifying
natural images from human brain activity. Nature 452, 352–355.
38. Zhan, J., Garrod, O.G., Van Rijsbergen, N., and Schyns, P.G. (2017).
Efficient information contents flow down frommemory to predict the iden-
tity of faces. bioRxiv. https://doi.org/10.1101/125591.
39. Olman, C., and Kersten, D. (2004). Classification objects, ideal observers &
generative models. Cogn. Sci. 28, 227–239.Current Biology 29, 319–326, January 21, 2019 325
40. Ponsot, E., Burred, J.J., Belin, P., and Aucouturier, J.J. (2018). Cracking
the social code of speech prosody using reverse correlation. Proc. Natl.
Acad. Sci. USA 115, 3972–3977.
41. Zhu, S.C., and M., D.. (2007). A stochastic grammar of images.
Foundations and Trends in Computer Graphics and Vision 2, 259–362.
42. Horovitz, S.G., Rossion, B., Skudlarski, P., and Gore, J.C. (2004).
Parametric design and correlational analyses help integrating fMRI and
electrophysiological data during face processing. Neuroimage 22, 1587–
1595.
43. Grill-Spector, K. (2003). The neural basis of object perception. Curr. Opin.
Neurobiol. 13, 159–166.
44. Gauthier, I., Tarr, M.J., Anderson, A.W., Skudlarski, P., and Gore, J.C.
(1999). Activation of the middle fusiform ‘face area’ increases with exper-
tise in recognizing novel objects. Nat. Neurosci. 2, 568–573.
45. Lauwereyns, J., Sakagami, M., Tsutsui, K., Kobayashi, S., Koizumi, M.,
and Hikosaka, O. (2001). Responses to task-irrelevant visual features by
primate prefrontal neurons. J. Neurophysiol. 86, 2001–2010.
46. Constantinidis, C., Franowicz, M.N., and Goldman-Rakic, P.S. (2001). The
sensory nature of mnemonic representation in the primate prefrontal cor-
tex. Nat. Neurosci. 4, 311–316.
47. Donahue, C.H., and Lee, D. (2015). Dynamic routing of task-relevant sig-
nals for decision making in dorsolateral prefrontal cortex. Nat. Neurosci.
18, 295–301.
48. Driver, J. (2001). A selective review of selective attention research from the
past century. Br. J. Psychol. 92, 53–78.
49. Schwartz, O., and Simoncelli, E.P. (2001). Natural signal statistics and
sensory gain control. Nat. Neurosci. 4, 819–825.326 Current Biology 29, 319–326, January 21, 201950. Hillyard, S.A., Vogel, E.K., and Luck, S.J. (1998). Sensory gain control
(amplification) as a mechanism of selective attention: electrophysiological
and neuroimaging evidence. Philos. Trans. R. Soc. Lond. B Biol. Sci. 353,
1257–1270.
51. Bonnar, L., Gosselin, F., and Schyns, P.G. (2002). Understanding Dali’s
Slave market with the disappearing bust of Voltaire: a case study in the
scale information driving perception. Perception 31, 683–691.
52. Sowden, P.T., and Schyns, P.G. (2006). Channel surfing in the visual brain.
Trends Cogn. Sci. 10, 538–545.
53. Schyns, P.G., Jentzsch, I., Johnson, M., Schweinberger, S.R., and
Gosselin, F. (2003). A principled method for determining the functionality
of brain responses. Neuroreport 14, 1665–1669.
54. Oostenveld, R., Fries, P., Maris, E., and Schoffelen, J.M. (2011). FieldTrip:
Open source software for advanced analysis of MEG, EEG, and invasive
electrophysiological data. Comput. Intell. Neurosci. 2011, 156869.
55. Gross, J., Baillet, S., Barnes, G.R., Henson, R.N., Hillebrand, A., Jensen,
O., Jerbi, K., Litvak, V., Maess, B., Oostenveld, R., et al. (2013). Good
practice for conducting and reporting MEG research. Neuroimage 65,
349–363.
56. VanVeen, B.D., vanDrongelen, W., Yuchtman, M., and Suzuki, A. (1997).
Localization of brain electrical activity via linearly constrained minimum
variance spatial filtering. Ieee T Biol.-. Med Eng 44, 867–880.
57. Nichols, T.E., and Holmes, A.P. (2002). Nonparametric permutation tests
for functional neuroimaging: a primer with examples. Hum. Brain Mapp.
15, 1–25.
58. Lee, D.D., and Seung, H.S. (1999). Learning the parts of objects by non-
negative matrix factorization. Nature 401, 788–791.
STAR+METHODSKEY RESOURCES TABLEREAGENT or RESOURCE SOURCE IDENTIFIER
Deposited Data
Raw and analyzed data This paper https://doi.org/10.17632/pjnkwwzn9x.1
Stimuli This paper Available upon request
Software and Algorithms
MATLAB R2015b Mathworks RRID:SCR_001622
FieldTrip http://www.fieldtriptoolbox.org/ RRID:SCR_004849
Custom Code (experiment, analyses, visualization) This paper Available upon requestCONTACT FOR REAGENT AND RESOURCE SHARING
Further information and requests for resources should be directed to and will be fulfilled by the Lead Contact, Philippe G. Schyns
(philippe.schyns@glasgow.ac.uk).
EXPERIMENTAL MODEL AND SUBJECT DETAILS
Observers
Five right-handed observers with normal (or corrected to normal) vision participated in the experiment. We obtained informed con-
sent from all observers and ethical approval from the University of Glasgow Faculty of Information andMathematical Sciences Ethics
Committee.
METHOD DETAILS
Stimuli
We cropped a copy of Dali’s SlaveMarket with the Disappearing Bust of Voltaire to retain the ambiguous part of this image that shows
the bust of Voltaire and the two nuns. The cropped image size was 2563 256 pixels, presented at 5.72 3 5.72 of visual angle on a
projector screen. On each trial, we sampled information from the cropped image using bubble masks made of randomly placed
Gaussian apertures to create a different sparse stimulus. We explain the sampling procedure below (see also Figure 1A-a, Stimulus
Sampling). Note that the information supporting perception of ‘‘the nuns’’ and ‘‘Voltaire’’ is separated (i.e., multiplexed [51]) across
the spatial frequencies of the stimulus which impact the spatial frequency channels of the visual system (for a review [52],). Conse-
quently, to tap into the information supporting each perception, we decomposed the image into six independent spatial frequency
(SF) bands of one octave each, with cut-offs at 128 (22.4), 64 (11.2), 32(5.6), 16 (2.8), 8 (1.4), 4 (0.7) cycles per image (c/deg of visual
angle), respectively. For each of the first five SF bands, a bubble mask was generated from a number of randomly located Gaussian
apertures (the bubbles), with standard deviations of 0.13, 0.27, 0.54, 1.08, and 2.15 deg of visual angle, respectively. We sampled the
image content of each SF band by multiplying the bubble masks and underlying grayscale pixels at that SF band, summed the re-
sulting pixel values across SF bands, and added the constant 6th SF band to generate the actual stimulus image. The total number of
60 Gaussian apertures on each trial remained constant throughout the task, ensuring that equivalent amounts of visual information
were presented for each trial, at a level found previously to maintain ‘‘don’t know’’ responses at 25% of the total response number
[53]. Since the 6th underlying SF image was constant across trials, we performed all analyses on the 5 bubble masks controlling vis-
ibility, but reported only the first three because they represented most of the information required for perceptual decisions. For anal-
ysis, we down-sampled (bilinear interpolation) the bubble masks to a resolution of 64 3 64 pixels to speed up computation.
Task Procedure
We familiarized each observer with the two possible perceptions of the same stimulus. Each trial started with a fixation cross dis-
played for 500 ms at the center of the screen, immediately followed by a stimulus generated as explained above that remained until
response. We instructed observers to maintain fixation during each trial, and to respond by pressing one of three keys ascribed to
each response choice—i.e., ‘‘the nuns,’’ ‘‘Voltaire,’’ or ‘‘don’t know.’’ Each stimulus remained on the screen until response. Stimuli
were presented in runs of 150 trials, with randomized inter-trial intervals of 1.5–3.5 s (mean 2 s). Observers performed 4–5 runs in a
single day session with short breaks between runs. Observers completed the experiment over 4–5 days.Current Biology 29, 319–326.e1–e4, January 21, 2019 e1
MEG Data Acquisition
Wemeasured the observers’ MEG activity with a 248-magnetometer whole-head system (MAGNES 3600WH, 4-D Neuroimaging) at
a 508 Hz sampling rate. We performed analysis with the FieldTrip toolbox [54] and in-house MATLAB code, according to recommen-
ded guidelines [55]. For each observer, we discarded runs based on outlying gradiometer positions in head-space coordinates. That
is, we computed theMahalanobis distance of each sensor position on each run from the distribution of positions of that sensor across
all other runs. Runs with high average Malahanobis distance were considered outliers and removed. The distances were then
computed again and the selection procedure was repeated until there were no outlier runs (Mahalonobis distances > 20). We
high-passed filtered data at 1 Hz (4th order two-pass Butterworth IIR filter), filtered for line noise (notch filter in frequency space)
and de-noised via a PCA projection of the reference channels. We identified noisy channels, jumps and other signal artifacts using
a combination of automated techniques and visual inspection. We then epoched the resulting dataset (mean trials per observer 3396,
range 2885–4154, see Table S1) into trial windows (0.8 s to 0.8 s around stimulus onset) and decomposed using ICA, separately
for each observer. We identified and projected out of the data the ICA sources corresponding to artifacts (eyemovements, heartbeat;
3 to 4 components per observer).
We then low-pass filtered the data to 40Hz (3rd order Butterworth IIR filter), specified our interest time period 0-400ms post stim-
ulus, and performed the Linearly Constrained Minimum Variance Beamforming analysis [56] to obtain the source representation of
the MEG data on a 6mm uniform grid warped to standardized MNI coordinate space. We low-pass filtered the resulting single trial
voxel time courses with a cut-off of 25Hz (3rd order Butterworth IIR filter, two-pass). In the following analysis, based on the obtained
single trial voxel activity time courses (12,773 MEG voxels, every 2ms between 0 - 400ms post stimulus), we analyzed the dynamic
representation of features in the brain for perceptual decisions.
The following sections detail each step of the information processing pipeline.
QUANTIFICATION AND STATISTICAL ANALYSIS
Diagnostic Features of Behavior
To compute the diagnostic features of perceptual decisions, we quantified the statistical dependence between the pair < Information
Samples; Perceptual Decision > usingMutual Information (MI [23]. We usedMI because it non-parametrically quantifies the common
variations between information and decisions to reveal the features that support decision. On each trial, 5 real-valued Gaussian bub-
ble masksmultiply the visual information represented in 5 SF bands (see Figure 1A-a, Stimulus Sampling, for an illustration). Thus, on
a given trial, a real value represents the visibility of that pixel under aGaussian bubble, with 1 indicating full visibility and 0 indicating no
visibility. For each pixel of the bubblemask, we converted its randomdistribution of real values across trials into 2 bins—values below
0.2 were ascribed to the ‘‘no to low visibility’’ bin and values above 0.2 to the ‘‘low to full visibility’’ bin. We then usedMI to quantify the
statistical dependence between the binarized pixel visibility values and the corresponding observer responses, grouping ‘‘the nuns’’
versus ‘‘don’t know’’ responses together in one computation (i.e., < Information Samples; ‘‘the nuns,’’ ‘‘don’t know’’>) and the ‘‘Vol-
taire’’ versus ‘‘don’t know’’ responses in the other (i.e., < Information Samples; ‘‘Voltaire,’’ ‘‘don’t know’’>). These computations re-
sulted in two MI perceptual decision pixel images per observer (see Figure S1-A). We used the method of maximum statistics [57] to
determine the statistical significance of MI pixels and correct for multiple comparisons. Specifically, for each of 10,000 permutations,
we randomly shuffled the observer’s choice responses across trials, repeated the computation of MI for each pixel as explained and
extracted the maximum MI across all pixels over the 5 SF bands. We used the 99.9th percentile of the distribution of maxes across
10,000 permutations to determine the above-chance significance of each MI pixel (FWER p < 0.001, one-tailed). Across observers,
we reported the diagnostic pixels with significant MI in the first 3 SF bands that illustrate the consistency of the main diagnostic fea-
tures underlying perceptual decision behaviors (see Figure 1A-c, Diagnostic Features of Behavior).
Brain Features
In each observer, we measured single-trial MEG activity with the bivariate of amplitude and instantaneous MEG gradient on 12,773
sources, every 2ms between 0 and 400mspost stimulus. A high-dimensional 12,7733 200 voxel-by-timematrix therefore structures
the MEG data. For each observer, we aimed to quantify the features of the stimulus that each cell of this matrix represents, if any. We
proceeded in three steps. We now detail the computations involved in each step. For MI calculations, we used throughout the
Gaussian-Copula Mutual Information estimator [23]. Note that we report only the 5,869 cortical voxels in our figures.
Step 1: Computation of the Relationship < Information Samples; MEG Activity >
Weaim to identify, in each observer, the features represented in each cell of the full voxel-by-timematrix ofMEGactivity. However, it is
computationally impractical to directly compute the features from the single-trial relationship < Information Samples; MEG Voxel Ac-
tivity > , due to the enormous dimensionality of the space—643 643 5SF bands pixels x 12,773 voxels x 200 time points. Instead, we
used themethod reported in [26], which computes the relationship over themore computationally tractable matrix of 60 Independent
Component Analysis (ICA) sources representing MEG activity over 75 time points that span 0 to 600 ms post stimulus every 8 ms.
Step 2: Computation of Brain Features
For each observer, the reducedmatrix computed above (i.e., 60 ICA sources x 75 time points) comprisedMI images in each cell, for a
total of 4,500 MEG-pixel information images across 5 SF bands. We vectorized each (64 3 64 3 5 = 200,480) MEG MI image as a
20,480-dimensional vector. We applied Non-negative Matrix Factorization (NMF [58],) to the set of 4,500 vectorized MEGMI images
to characterize the main NMF features of the stimulus that modulate MEG source activity, resulting in 21–25 components pere2 Current Biology 29, 319–326.e1–e4, January 21, 2019
observer. We thresholded these NMF features by setting to zero the pixels with low MI values (< 15% of the maximum pixel value
across SFs). We then normalized the NMF features (L2-norm). Henceforth, we call ‘‘brain features’’ the normalized NMF features
of each observer that modulate the MEG activity of their brain.
Step 3: Computation of the Relationship < Brain Feature; MEG Voxel Activity > in the Full Voxel-by-Time MEG Activity
Matrix
Weused thebrain features computedabove from the reducedmatrix of ICAMEGsources toquantify their representation into eachcell
of the full voxel-by-timematrix. To this aim, first we computed the visibility of each brain feature into the information samples (i.e., bub-
blemask) presented as stimulus on each trial. That is, we spatially filtered (i.e., dot product) the bubblemask for that trial with the brain
feature computed above, thereby producing a scalar value indicating the visibility of this feature on this trial. We call these real values
‘‘brain feature coefficients.’’ Next, for each brain feature, and for each cell of the full voxel-by-time MEG activity matrix, with MI we
quantified the relationship < Brain Feature Coefficient; MEG Voxel Activity > . This produced for each observer, a 3D feature-by-
voxel-by-time MI matrix. We determined the statistical significance for each cell using a permutation approach and the method of
maximum statistic to address multiple comparisons [57]. Specifically, for each of 200 permutations, we randomly shuffled the brain
feature coefficients valuesacross trials and recalculated theMIof thesingle trial relationship<RandomizedBrainFeatureCoefficients;
MEGVoxel Activity > .We then computed themaximumof the resulting 3DMImatrix for eachpermutation andused the 95th percentile
of this maximum value across permutations as the statistical threshold (i.e., FWER p < 0.05, one-tailed). In the remaining analyses, we
used the thresholded 3D feature-by-voxel-by-time MI matrix of each observer (called ‘‘representation matrix’’ in the main text).
Diagnostic and Nondiagnostic Brain Features
For each observer, we determined the diagnostic versus nondiagnostic status of their brain features as follows. Using only the trials
associated with ‘‘the nuns’’ versus ‘‘don’t know’’ responses, we computed the single-trial MI relationship < Brain Feature Coefficient;
‘‘the nuns,’’ ‘‘don’t know’’>. We computed independently the single-trial MI relationship < Brain Feature Coefficient; ‘‘Voltaire,’’
‘‘don’t know’’>, using these trials. In both cases, a strong relationship (i.e., MI above 75th percentile of the distribution of MI across
all brain features) would classify this brain feature as diagnostic—i.e., of ‘‘the nuns’’ or of ‘‘Voltaire.’’ Finally, we computed the single-
trial MI relationship < Brain Feature Coefficient; ‘‘the nuns,’’ ‘‘Voltaire,’’ ‘‘don’t know’’>. A weak relationship (MI below 25th percentile
of the MI distribution) would classify this brain feature as nondiagnostic of perceptual decisions (see Figure S1-B for the perception-
specific brain features and nondiagnostic features of each observer).
K-means of Brain Features
Observers’ brains represented similar brain features in the task (see Figure S1B). This warranted their projection onto a common
feature basis for group-level visualization. To this aim, we applied k-means clustering by setting k, the number of clusters, to 25,
to align the number of means to the maximum number of NNMF brain features computed in any observer. We pooled the normalized
NNMFbrain features of all observers, resulting in a 1153 20480matrix (115NNMF components in total for 5 observers and 64 pixels *
64 pixels * 5 SFs weights). We applied k-means (cosine similarity, 1000 repetitions) to this matrix. It is important to emphasize that we
performed all analyses on the specific brain features of each observer. We only indexed these individual features onto the common
k-mean feature basis and corresponding color codes to report group results (e.g., in Figure 1 and 4).
Divergence of Brain Features
For each observer, we used their full 3D un-thresholded 3D representation matrix. For each of the 5,869 cortical voxels, we extracted
the max MI across all diagnostic (versus nondiagnostic) features in 10 ms time windows between 0 and 400 ms post stimulus. This
resulted in one 2D matrix (5869 voxels by 40 time windows) of diagnostic feature representation and another of nondiagnostric
feature representation. In each time window, we computed the similarity between diagnostic and nondiagnostic representations
with the de-meaned dot-product between the two 5,869 dimensional vectors. To establish statistical significance, we bootstrapped
a null distribution as follows. On each iteration (N = 1000), we randomly shuffled the values across the dimensions of the two 5,869
dimensional vectors and calculated their de-meaned dot product. We used the percentile 0.625 and 99.9375 of the chance distribu-
tion as the upper and lower boundaries for the chance-level similarity (Bonferroni corrected, p < 0.05, 2-tailed). We performed the
same analysis at the group level, by pooling all participant’s data together to form a larger 2D matrix (29345 voxels by 40 time win-
dows). We found diagnostic and nondiagnostic brain features diverge around 170 ms post stimulus (see Figure S2-B).
On this basis, we defined an earlier ([50-170 ms] post stimulus) and a later time window ([170-400 ms] post stimulus) and summa-
rized the representation of brain features in each. A voxel would represent diagnostic (versus nondiagnostic) brain features if it has
significant MI (FWER p < 0.05, one-tailed) for at least one diagnostic (versus nondiagnostic) brain feature in this time window. For
each voxel, we then counted the number of observers satisfying these criteria and reported the distributions for diagnostic (white
schematic brains in Figure 2) and nondiagnostic (magenta schematic brains in Figure 2) brain features in each time window.
Dynamic Feature Representation in Occipital Cortex
For each observer, we proceeded in two steps:
Step 1: Dynamics of brain feature representation between 0 and 400ms post stimulus
For each observer, we used their representationmatrix and selected the voxels with significantMI for at least one nondiagnostic brain
feature in the 0 to 400ms time window (henceforth, ‘‘nondiagnostic voxels’’). For each nondiagnostic voxel, at each time point, weCurrent Biology 29, 319–326.e1–e4, January 21, 2019 e3
extracted the maximum MI over all nondiagnostic brain features to plot the maximum representation curve of this voxel (Figure 3A
shows the representation curves of all nondiagnostic voxels). The curve of each voxel had an onset (the first time point at which
maximumMI was significant) and an offset (the last time point of significance) that we computed; representation duration on a voxel
was therefore computed as offset - onset. Finally, we computed the Euclidean distance (in the common MNI space) of each voxel in
relation to the voxel with the earliest onset. We repeated these computations separately for diagnostic brain features.
For nondiagnostic voxels (versus diagnostic voxels), we fitted a robust linear regression line between their onset times and
Euclidean distances from the voxel of initial onset. We computed another robust linear regression between their representation dura-
tion and Euclidean distances (see Figure S3 for individual results). Table S2 details the statistics of the robust linear regressions. We
excluded outlier voxels for these analyses—i.e., voxels with > 3 standard deviations from the median onset of all voxels, computed
separately using nondiagnostic and diagnostic voxel onset distributions, see Table S3 for percentage of voxels exclusion.
Step 2: Spatial-temporal junction of divergence between nondiagnostic and diagnostic feature representations
We selected the voxels representing nondiagnostic features that were furthest in the brain–i.e., with Euclidean distances > 75th
percentile of distances of all nondiagnostic voxels. These voxels represented the spatial marker of the junction. We defined the latest
representation offsets of these voxels as the temporal marker of the junction (see Figure 3A the vertical dash line on the represen-
tation curves). To identify the brain regions (based on the ‘‘Talairach Demon Atlas’’ warped into MNI space) involved in the junction,
we grouped nondiagnostic voxels of each observer according to their location in the cuneus (CU), lingual gyrus (LG), inferior occipital
cortex (IOG), middle occipital gyrus (MOG), superior occipital gyrus (SOG), fusiform gyrus voxels locates quite close to LG (LG/FG,
see Figure S3-D for location), fusiform gyrus (FG), inferior temporal gyrus (ITG), middle temporal gyrus (MTG), superior temporal gyrus
(STG), inferior parietal lobe (IPL), and superior parietal lobe (SPL). In each anatomical region, we then checked the Euclidean distance
(see step 1) of all nondiagnostic and diagnostic voxels (see Figure 3C and Figure S3-C for individual results).
Feature Representation in the Brain for Behavior
For each observer, we proceeded in three steps:
Step 1: Redundancy computation: < Brain Feature Coefficients; MEG Voxel Activity; Perceptual Decision >
For each observer, we computed information theoretic redundancy, from co-information [23], the triple relationship between < Brain
Feature Coefficients; MEG Voxel Activity; ‘‘the nuns,‘‘ ‘‘Voltaire,’’ ‘‘don’t know’’>:
RED=MIðFeature;Perceptual DecisionÞ+MIðFeature;MEG Voxel ActivityÞ
MIðFeature;MEG Voxel Activity; Perceptual DecisionÞ (1)
(1) is equivalent to the set theoretic intersection of three variable entropies, or alternatively the intersection of any two mutual in-
formation [23]. We applied Equation (1) for each combination of diagnostic brain feature, brain voxel, and every 2 ms between 0 and
400 ms post stimulus. This computation produced a 3D redundancy matrix (feature3 voxel3 time point). We established statistical
significance for each cell by recomputing redundancy with shuffled decision responses across trials (repeated 200 times), and used
the 95th percentile of 200 maximum values (each taken across of the entire 3D redundancy matrix per permutation) as statistical
threshold (i.e., FWER, p < 0.05, one-tailed)
Step 2: Representational complexity computation
We constructed 5 evenly distributed time windows per observer between 120 and 220 ms. This specific time interval encompasses
the M/N170 time course. In each time window, for each of the 12,773 brain voxels, we calculated the median number of different
redundant features it significantly represented across five observers (see gray level scatters in Figure S4-A).
Step 3: Representation of behavior in the brain
For each voxel, we also computed MI < MEG Voxel activity, ‘‘the nuns,’’ ‘‘Voltaire,’’ ‘‘don’t know’’ > , resulting in a 2D voxel by time
matrix. To establish statistical significance, we extracted the maximum MI across the matrix recomputed, shuffling decision re-
sponses across trials in each cell (repeated 200 times). We used the 95th percentile of this maximum distribution as statistical
threshold (i.e., FWER, p < 0.05, one-tailed). In each time window (see Step 2), for each brain voxel we calculated the median MI value
(see orange scatters in Figure S4-B).
Step 4: Decision-specific feature representations
We uncovered the perception-specific redundant features of each observer by computing information theoretic redundancy be-
tween < Brain Feature Coefficients; MEG Voxel Activity; ‘‘the nuns,‘‘ ‘‘don’t know’’>, and between < Brain Feature Coefficients;
MEG Voxel Activity; ‘‘Voltaire,‘‘ ‘‘don’t know’’>, separately. We used the permutation test described in Step 1 above to threshold
redundancy values and obtain the features represented on rFG voxels for each perceptual decision behavior (see color-coded scat-
ters in Figure S4-C for each observer).
DATA AND SOFTWARE AVAILABILITY
The raw data and analyzed data reported in this study are deposited in Mendeley Data: https://doi.org/10.17632/pjnkwwzn9x.1. The
custom code (experiment, analyses, visualization) are available by request to the Lead Contact.e4 Current Biology 29, 319–326.e1–e4, January 21, 2019
