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Ak vektor f spíná v bode (J , L. podmienku správa, potom je 
tento bod správa lokálně pravidelný* 
Podobná je, tzv. veta "Rosenblatt-Nogumova o lokálněj jednoznačnosti 
správa bodu (j , \ )• 
Znie takto: 
Ak vektor f je v obore d spojitý a ak (pri připadne zmenšených 
číslach* a a zložkách vektora b) platí pre každé dva body (x, y-^), (x, y 
£ d nerovnost 
(x-J) J f(x, y x ) - f(x, y 2 ) | = max | y1± - y 2 i | 1 
i = l , . . . n 
potom je bod ( j ,1^) správa lokálně pravidelný. 
14• Systémy linearnych diferančiálnych rovnic 
72 • Z á k l a d n é p o j m y a o z n a č e n i a 
- V číalšom sa budeme 'zaoberať systémami lineárnych d. rovnic, t . j . 
systémami tvaru . 
y{ = a n y x + . . . . + a l n y n + a 1 Q > 
(A) 
y n = a n l y l + •••• + ann y n + ano 
kde n ^ 1 a a\\t ••••'» a n 0 S l* funkciami nezávisle premennaj x. definova­
nými v nejakom intervale j . 
Miesto názvu systém lineárnych d. rovnic budeme spravidla používať 
stručnéjšie pomenovanie linearny systém. Funkcie •••• a n o sa nazývájú 
koeficienty lineárneho systému. Ak sa koeficienty &IQ» a n Q identicky 
rovnajú nule, nazývá sa lineárny systém homogénny; v opačnom případe nehomo-
génny« ktorý dostaneme,, ak koeficienty aiQt ••• ® n o nahradíme nulami; na­
opak existuje nekonečné mnoho lineárnych systémov, ku ktorým patří ten istý 
homogénny systém. 
Ak označíme písmenom Á štvorcovu maticu rádu n, ktorej členy sú 
koeficienty systému (A), teda A = (a^j) ( i , j = 1,•••, n) a znakom aQ 
stípcový vektor o zložkách â Q» • • • » ano» m6žeme systém (A) písať v tvare 
y ' = Ay + aQ (A) 
ktorý je východiskom dalšej teorie. 
- 151 
73. V člalšom budeme předpokládat?, že i n t e r v a l j je kompaktný, j ~ 
= [ a, b] a 2a koeficienty systému (A) sú spojitými funkciami nezávisle pre-
mennej x. 
Potom pravé strany rovnic systému (A) aú spojitými funkciami pre-
menných x, y-p • ••» y n v (n + 1)- rozměrnom nekonečnom inter v a l e : 
(d =) x £ [a, b] - o» < y£<oo ( i = i , - ... a l oj 
a vyhovujú v nom L. podmienke, nakolko majů všade- ohraničené parciálně d e r i -
vácie podl'a jednotlivých premenných y. Podl'a existenčnej teorémy préchádza 
teda každým bodom (| j t p ••• T R) 6 d právě jedno riešenie systému (A), 
definované v celom intervale [ a , b] • Tento výsledek mdžeme vyjadriť tiež tým, 
že existuje právě jeden vektor y,- ktorého zložky sú funkciami definovanými . 
v intervale Ca, b J, ktorý sa v Tubovol'ne čanom čísle tohto i n t e r v a l u stotož-
ni s TubovoTne daným vektorom a okrem toho sa transformuje linearnou substittí-
ciou o matici A a transforméciou a vo vektor yí 
74. H o m o g e n n ě l i n e á r n ě s y s t é m y 
V nasledujúcich odsekoch (až po ods. 77 včítane) budeme študovať l i ­
neárně systémy homogenně. 
Uvažujme o homogénnom linearnom systéme 
y' = Ay (A) 
Predovšetkým s i všimnime, že vektor 0 je jediné riešenie linearneho 
systému (A), definované v [a, b j . préchádza jilce 1'ubovol'ným bodora (c, O,...,o) 
kde c£ Qa, b j • Vyplývá to z toho, že vektor, ktorého'zložky sa identicky 
rovnajú" nule, je riešením systému (A) préchádzajúcim bodom (c, O, ...,0) 
a riešenie je (podia predchádzajúceho) jediné. 
Majme teraz rubovoTný počet napr. j (= 1) riešení systému (A) de­
finovaných v intervale Ca, b j . Stanovme TubovoTne i c h poradie a označme pří­
slušné (stípcové) vektory so zretelom na poradie y 1 y^. 
Jednotlivé zložky vektora y^ budeme značiť y^, y^. Označme Sá­
l e j synbolom maticu typu n / j , ktorej prvkom v (1 =) oC m (= n)- tom r i a d -
ku a v (1 =) p (= j)-tom stípci je - té zložka vektora y^ , takže 
Y j = ( yl» y j > 
Přetože každý vektor y± vyhovuje systému (A), platí: 
Y j = ( yl» •'•» y j J = ^ A y l A y J J s A ( y l » * " ' y j * s A Y j 
takže je 
1i . AY 
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Nech c značí lubovoTný vektor o j konštantných zložkách. Z před-
chádzajúcej rovnosti vyplývá 
a odtiaT vidíme, že je 
(Y.c) = A(Y<c) 
takže vektor YjC je rieSenim systému ( A ) . Tento výsledok mÓŽeme vyjadriť 
tým, že každá lineárna kombinácia s konstantními koeficientami lubovolného poč­
tu riešenl lineárneho homogénneho systému ( A ) je opfiť jeho riešením. 
Nech A značí parameter nezávislý od premenných x, y^, • yn» 
Pretože vektory y-̂ ,..«, y^ sú riešeniami systému ( A ) , p l a t i a rov­
nosti ( ( A - A EJy-p ..., ( A - A E)yp = (y{ - A y-^ - - ^ y j - A y j ) = ( A - A E) 
(y-j_, . . . , y j ) , takže platí 
(y{ - A y x, •••,yj - A y j ) = ( A - A E ) Y ^ ( l ) 
E značí přitom jednotkoví! maticu n-tého rádu, ktorej prvky označíme Č 
takže 
= 0 P r e ^ * Z3 » . 6*CdC = 1 ( ̂  , /3 = 1, •.., n) 
LubovoTný minor i-tého rádu ( I s i s min ( n . j ) j v matici na Tavej straně rov­
nice (1) utvořený z prvkov v riadkoch o indexoch aC^ < ••. < ̂  a v stíp 
coch o indexoch (i ̂  < .... < ̂  j e , ako ukazuje pravé strana, súčin matic 
( a*oC x " ^ eoC x •••» ' ^ c C i ) W a y . p 1 9 y ±1 Pričom napr• 
značí vektor v *C^-tom riadku matice A a podobné eaC \ vektor v cL ̂ -tom 
riadku matice E. Odt i a l vyplývá vzorec: 
y * i P 1 Z5 1 
- A y * i z3! z3! - * y J t 
E a °*i ^í" * ť 8 ^ <r1- r t 
8 ^ ft - * r i * 4 z»i - *ÍÍÍ A 
r x <v y i " i P 
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v ktoroa sa súčtové znamienko vztTahuje na všstky kombinácie bez opakovahia 
j - t e j triedy Čísel 1, n : T\ < *Tf v r o z v o j i determinantu rá 
1'avej straně t e j t a rovnosti podia celách nezáporných mocnin parametra A je 
.při (-A) 1" 1 koeficient) ktorý je súčtom determinantov, ktoré dostaneme, ak 
v tom determinante podržíme vždy z jedného stípca prvé Cleny z ostatných 
stlpoov koeficienty p r i - A druhých Slenov dvojčlenov, ktoré eú prvkami toho 
determinantu* Odtial' vidíme, že tento koeficient je derivécicxprdeterminantu 
utvořeného'z prvkov v riadkoch o indexoch < ... < a stípcoch o 
lndexoch aC^ < ... < i matice ly Podobné určíme koeficient p r i 
(- A v r o z v o j i výrazu na právej straně predtým uvedenej rovnosti a po­
rovnáním koeficientov dostáváme vzťah 
Ti Pi' •• • » ^ P 
Z tohto vzorca vidíme,že derivácia každého mlnoru i-tého rádu matice 
Yj je lineárnou kombináciou minorov i-tého rádu utvořených z týchže stípcov ma­
tice Yj ako ten minor .Koeficienty týchto. lineárnych kombinécií sú lineárně funk-
cie s konStantnými koeficientami prvkov matice A obsiahnutých v riadkoch o 
rovnakých indexoch, ako majů riadky toho minoru. Odtial* vyplývá poznátok, že 
vSetky minory Tubovolného i-tého rádu matice Y^ 11 = i = min (n, j)} sú 
riešením istého homogénneho linearneho.systému, ktorého koeficienty sú l i n e ­
árně funkcie s konstantními koeficientami koeficientov lineárneho systému (A). 
Napokon možno Tahko bližáie popísat t i e t o lineárně funkcie. Za tým ú-
čelom uvažujme o koeficiente minoru utvořeného z prvkov v IT\< ••• < T^-tom 
P \ < • •• < ft j-tom stípci matice ly Ktorý je daný súčtom riadku a v 
determinantov napínaných v zátvorke na právej straně vzorca (2); označme ho a XT) 
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Predovšetkým vidíme, že ak sú medzi číslami kombinácie 3~i < •••• <T± 
9spon dve čísla* r6zne od každého čísla kombinácie eC^< ••• < c G j i potom j e 
hodnota každého determinantu v t e j zátvorke nula alebo potom aspoň v jednom j e ­
ho stípci sú samé nuly. V tomto případe je teda a ( j * ) = °» 
Ak jé medzi číslami kombinácie < •••< ^ právě jedno číslo 
]f(U, rózne od každého čísla kombinácie oC^ < ... < cC ̂ t potom právě jedno 
číslo t e j t o kombinácie cC$ chyba v predchádzajúcej, takže obidve kombinácie 
^ 1 * * ° V i < < < «*! a 2Ti < • • • <r(u..\ < 7£c +!<•• 
. . . < T̂̂  sú rovnaké. Každý determinant v t e j zátvorke, s případnou výnimkou 
- tého, má hodnotu nul a , pretože v jeho fc> -tom stípci sú samé nuly. V 
-tom determinante sa všetky čísla fc^ , ~ .... f , , c 
^ rovnajú nule, pretože obidva indexy týchtb symbolov sú rčz-
ne. Hodnota -teho determinantu j e teda ( - l ) c a^c^ í̂ *.- » lebo subdeter-
minant prvku a^, y má v hlavněj uhlopriečke samé 1 a všade inde nuly, 
lebo kombinácie cC 1 < ... < cC^ _ i ̂  + i < •••• ^ ^ a < ••• 
••<ťp,-l ^ < < 3̂  i S l i r o v n a k é » Vychádza teda 
Ak konečné j e kombinácia 7^1 ^ ••• < tá'istá ako ^ ••• 
• • • £ cC^, potom j e zře jme a ^ ^ / j ? a oC e£ +••• + a ©e. oč̂  
Vidíme teda, že k o e f i c i e n t y homogénneho lineárneho systému, k t o -
rému vyhovujú minory i-tého rádu matice Y^, sú buď nuly, alebo prvky mati­
ce A s vhodným znamienkom alebo konečné súčty i-prvkov h l a v n e j uhloprieč-
ky matice A* 
Všimnime s i najma1, že v případe j = n máme vzorec 
I T „ f • («u + . . . • »Dal I I n I (3) 
takže determinant matice 1'ubovol'ných n riešení homogénneho lineárneho systé­
mu (A) vyhovuje d. r o v n i c i ( 3 ) . Jeho hodnota v l'ubovol'nom čísle x£ [a, b ] 
je teda daná vzorcom: 
x 
f ( a n + ... + a n n ) dt 
I Y R(x) 1 = I řn(c) I £ C (4) 
pričom c j e lubovolné číslo v i n t e r v a l e [ a , b j • 
2 toho, že všetky minory 1'ubovol'ného i~tého rádu matice Y. (1 = 
= i = min (n,j,)ysú riešením istého homogénneho lineárneho systému so spojitý­
mi k o e f i c i e n t a m i v i n t e r v a l e [a, bj,vyplývá, Že hodnost? matice Y j j e tá i s t a \ . 
vo všetkých číslach i n t e r v a l u [ a , b j • Vskutku, nech cé[a, b] značí lubovolné 
číslo a nech h (= min (n,j)) j e hodnosť matice Y^ v čísle c. Potom 
je hodnota aspoň jedného minoru h-tého rádu matice Y^ v čísle c r6zna od 
nuly, n a p r o t i tomu všetky minory rádu h +l-tého, ak vóbec také existujú, majů 
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v c hodnotu 0. Pretože všetky minory h + 1-tého rádu sú riešením istého homo-
génneho lineárneho systému so spojitými k o e f i c i e n t a m i v i n t e r v a l e [ a , b] a 
y čísle c majů hodnoty O, sa v i n t e r v a l e £a, b j i d e n t i c k y rovnajú nule. 
Podobné usudzujeme, že všetky minory rádu h-tého matice Y j nemajií v žiad-
nom čísle i n t e r v a l u [ a , b j hodnoty samé nuly, pretože i c h nemajú v čísle c# 
Tým j e tvrdenie dokázané* 
Vzhl'adom na tento výsledok budeme stručné hovoriť o hodnosti matice 
Y j bez ohl'adu na hodnoty nezávisle premennej'. 
Speciálně s i všimnime, l e determinant matice .1'ubovoTných n riešení 
l Y n |je všade v i n t e r v a l e [ a , b j rfizny od nuly, ak má tuto vlastnosť v jednom 
čísle i n t e r v a l u [ a , b j a je i d e n t i c k y n u l a , ak j e nula v jednom Čísle tohto 
i n t e r v a l u . 
75* L i n e á r n ě r e l á c i e m e d z i r i e š e n i a -
m i 
Lubovolné riešenia y^, •••, y j ( j = 1) systému (A) definované 
v i n t e r v a l e L a , b ] sa nazývájú vzé.iomne lineárně nezávislé, stručné nezávislé, 
ak matica (y^, ..., y j ) mé hodnosť j . V opačnom případe, ak teda hodnosť 
t e j matice j e menšia než j , nazývajú sa vzéjomne lineárně závislé, stručnei 
závislé. 
7 t e j t o definície vyplývá najma, že každý systém nezávislých riešení 
i c h obsahuje n a j v i a c n. Lehko zistíme, že e x i s t u j i ! systémy riešení, ktoré 
skutočne tento maximálny počet nezávislých riešení n obsahujú. 
Vskutku, podTa existenčněj teorémy existujú riešenia z^, Zg, z n , 
ktoré sa v l'ubovol'ne danom čísle c £ [ a , b ] stotožnujú s vektormi e^,... 
...., e n vytvárajúcimi jednotkovú maticu E; t i e t o riešenia sú nezávislé, l e -
bo i c h determinant f z ^ , ••«, z n | = 1 j e (v čísle c a teda) všade v i n t e r v a ­
l e Ca, b j rSzny od nuly. Každý systém, ktorý sa skládá z n nezávislých 
riešení systému (A) definovaných v i n t e r v a l e [ a , b j , nazývá sa fundamentál-
nym systémom riešení. 
í)alej s i všimnime, že ak sú y^, • • • , y j ( j - 1) 1'ubovol'né nezávislé 
riešenia a c^, ...,Cj nezávislé konštantné vektory o j zložkéch, potom . 
tiež riešenia YjC^,... r Y j c j sú nezávislé. 
, rskutku, z r o v n o s t i 
( Y j cl» •••» Y j C J . } = Y j ( cl» •••• C j ) 
vyplývá, že každý minor j-teho rádu matice na Tavej straně tohto vzor ca j e 
súčinom rovnoTahlého minoru matice Y 1 a determinantu |c^, •••» Cj ,| ktorý 
je rfizny od nuly, lebo vektory c^ f •.., c ̂ sú nezávislé. Přitom však Yj 
značí op§ť maticu {y-±9 •, y^) • Vidíme, že ak je y ^ t ^ ^ a ^ 1 , U D O V o l , n t f funda-
mentálny systém riešení lineárneho systému (A) a c^, c n sú nezávislé 
konstantní vektory o n zložkách, potom tiež ^ nc^» •••r ^ n c n «3e fundamen-
tálnym systémom riešení systému (A). 
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Uvažujme teraz o lubovoTnom systéme závislých rieSení linearněho sys­
tému (A), y^, y^ ( j = 1). Maticu (y^, . . . ř y j ) označme opfiť 
Predovšetkým ukážene, že existuje konstantní nenulový vektor C o j 
zložkéch, t e j v l a s t n o s t i , že Je 
i a c = o 
Vskutku, nech c t [ a , b] Je TubovoTné číslo. Vektory y^(c),..., 
y j f c ) sú zřejmé závislé a teda existuje konš tan triy" nenulový vektor o j 
zložkách C taký, že platí 
^ ( T O , yj(c)) C = O 
Vektor YJC je podia predchádzajúceho riešením systému (A), ktoré-
.ho hodnoty jeho zložiek v čísle c sil samé nuly* Z toho usudzujeme, že ten 
vektor je identicky O, takže platí naše tvrdenie* Třeba připomenut?, že ex i s -
tencia konštantného nenulového vektora C s tou vlastnosťou charakterizuje 
závislé rieSenia. 
Nech ( l a ) h ( < j ) je hodnost matice Y j . Potom po případneJ zmene 
označenia sii vektory y ^ t . . , y h nezávislé, avšak vektory y^, y h, y ^ 
kde eC s h+1, j sú závislé. Teda e x i s t u j e kondtantný nenulový vektor o 
h+1 zložkách c ^ taký, že 
Odtial' vyplývá vzťah 
(ylt ••«. y h) Coc » o 
kde b ^ je vektor, ktorý sa skládá z prvých h zložiek vektora c ^ a c^' 
je posledná zložka vektora • Zřejmé je coC ^ 0, pretože v opačnom pří­
pade je vektor b^c nenulový a spíná rovnicu ( y ^ . . . , y^) b ^ =0, čo je 
nemožné. Z predchádzajúceho vzorca teda vyplývá 
1 
Tým sme došli k výsledku, že v každom systéme závislých riešení, po-
kial ' nie sú všetky nulové, je určitý počet rieSení nezávislých a, všetky ostat­
ně riešenia systému sú ic h lineárnymi kombináciaml s konStantnými ko e f i c i e n -
tami. Nezávislé riešenia sa vyznáSujú tým, že ich počet sa rovná hodnosti ma­
t i c e daného systému rieSení. 
D6sledkom t e j t o vety j e , že každé riešenie linearneho systému je l i ­
near nou kombináciou s konStantnými koeficientami riešení lubovolného fundamen­
tálního systému. Vskutku, nech z^, z Q je lubovolný fundamentálny systém 
riešfní a y 1'ubovolné riešenie lineárneho systému (A)* 
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Potom zřejmé riešenia • z^, • • • l z ( 1 , y aú závislé a z predchádzajúcej 
vety vyplývá, Se riefienie y je linearnou kombinéciou s konštantnými k o e f i -
cientami riešenla z^.,...., z Q* 
PředpokladeJme, že požneme nějaký fundamentálny systém rieteení l i n e -
érneho systému (A), z^, • z Q . Je otázka, ako vypočítáme to riešenie l i n e -
érneho systému (A), y, ktoré prechódza daným bodom ( j , ̂  i» •i^ n ) • Oznam­
me \ vektor o zložkéch J ^ , * * * , \ n a znakmi j= Q vektory, kto-
rých zložky sú hodnoty zložiek vektorov z^, ...r z v čisle } • Podia pred-
chádzajúceho výsledku je riešenie y lineérnou kombináciou s konštantnými ko-
eficientami rieěení fundamentálneho systému, takže máme: 
y = ( z l f z n)C 
kde C je vhodný konštantný vektor. Z toho, že vektor y sa v číslejč[a,b} 
stotožňuje s vektorom ^ usudzujeme, že platí rovnica 
\ = ( í l t Sa) • c 
Pretože matica ( Š^f • J N ) má hodnost n, vidíme, že touto rov-
nicou je vektor C jednoznačné určený, a to 
Máme teda výsledok, že* riešenie y je dané vzorcom 
y = ( z l t z n) (Jlt Í Q ) 1 ^ 
Vidíme, že ak poznáme nějaký fundamentálny systém riešenl lineérnehQ 
systému (A), potom k výpočtu riešenia, ktoré přechádza daným bodom, stačia 
racionálně opergcie, a to rozriešenie systému n nezávislých llneérnych rov­
nic o h neznámých (zložkách yektora C). 
Třeba prlpomenúť, že množina všetkých riešení lienárneho systému (A) 
definovaných v intervale [ a , b j sa nazývá všeobecné riešenie systému (A) a 
každé jednotlivé riešenie z^tejto množiny sa nazývá partikulárně riešenie. Z 
predchádzajúcich úvah vidíme, že všeobecné riešenie systému (A) je množina 
všetkých lineárnych kombinaci! 8 konštantnými koeficientami riešení 1'ubovolné­
ho fundamentalneho systému a ak je známy nějaký fundamentálny systém riešení, 
•vypočítá ~ sa partikulárně riešenie prechédzajilce daným bodom racionálními 
operaciami. 
76. K tomu, aby sme vypočítali nějaký fundamentálny systém riešení sys­
tému (A), nemáme všeobecné iných metod, než metody popísané v d&kazoch e x i s ­
tenčních teorém o riešeniach systémov d. rovnic. Ak však poznáme (1 =) j ( < n) 
nezávislých riešení systému (A), potom i c h móžeme použiť na ulahčenie výpoč­
tu áalších n - J riešenl systému, ktoré by aspoň vo vhodnom intervale [«c , / 0 
£[a, bj tvořili spolu s týmito j riešeniami n nezávislých riešení, při­
padne fundamentálny systém* ' * 
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Vskutku předpokládáJme, že poznáme j nezávislých riešenl systému (A)r 
y ^ i •••» yj» fcd® Je1 - j < n. Pretože t i e t o riešenia sú nezávisle, má aspoň 
jeden minor i c h matice utvořený z riadkov o istých indexoch < ••• < aCj 
v každom čísle istého i n t e r v a l u [eC, (3] c: [ a , b] hodnotu rĎznu od nuly. Nech 
Pl< •••• </3 n_j značia zvyšujúce riadkové indexy t e j t o matice a d a l e j 
označme 
kde napr. e £ značí |9 ̂ -tý jednotkový vektor , t . j . v e k t o r , ktorého všet-
ky zložky sú nuly okrem /3 ̂ t e j , ktorá je 1. Matica B mé zřejmé v každom čís­
l e intervalu[oC , |3J hodnosť n a teda k nej e x i s t u j e inverzná matica B" 1. 
Ďalej vidíme, že platí ro v n i c a 
3' = ( y { , y'y 0, 0) ={Ay 1, Ay j , O, 0) = 
= A ( y l t y j , 0, 0) 
takže j e 
B' = A f y l f yy 0, ..., 0) 
Nech y je lubovoTné riešenie systému (A) definované v i n t e r v a l e 
> £ J 8 z vektor definovaný v tom istom i n t e r v a l e rovnicou * 
y = Bz 
Vidíme, že p l a t i a vzorce 
ABz = Ay = y'= B*z + Bz' = Aíy^ y j , 0, 0) z + Bz' 
OdtiaT usudzujeme, že vektor z j e riešením lineárneho systému 
z' = B^A (0, O, e A , e ) z (5) 
P l * n - j 
Naopak, každé riešenie tohto lineárneho systému definované v i n t e r v a -
l e 1 sa transformuje uvedenou lineérnou substitúciou v určité riešenie 
lineárneho systému (A), definované v i n t e r v a l e ícC , (5] • 
Matica k o e f i c i e n t o v systému (A) má zřejmé v prvých j stípcoch sa­
mé nuly a o statné štipce sú stípcami matice B~^A o indexoch (i n _ j 
Nech u j e vektor o j zložkách, ktoré sa rovnajú prvým j zložkám 
vektora z a v' vektor o n-j zložkách, ktoré sa rovnajú n - j posledným; 
nech d a l e j U j e matica typu J/'(n - j ) , zložená z prvkov v prvých j r i a d -
koch matice B~^A a stípcoch o indexoch /3 n_ j a štvorcová matica 
rádu n - j zložená z prvkov v posledných n - j riadkoch matice B~^A a 
stípcoch s indexmi /5^ f (3 n _ j . Prvky matic U a V sú teda spojitými 
funkciami v i n t e r v a l e ít&9 /3j . Vidíme, že systém (5) je tv a r u 
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u = U v, v = V v 
takže vektor v je rieěením systému n-j homogénnych lineérnych rovnic s ma-
ticou koeficientov V definovaných v intervale i^C , /3 J a zložky vektora u 
dostaneme kvadraturami jednotlivých zložiek vektora U v, ktoré aú spojitými 
funkciami v tom istom intervale í , ()] • 
Nech teda v^, • v n - j ^e 1'ubo volný fundamentélny systém riešeni 
tohto lineérneho systému a u^,,..ř u n _ j 1'ubovolné vektory, ktoré dostaneme 
kvadraturami vektorov Uv^, ..., U v n _ j . Potom zřejmé vektory 
z l = 
sii riešeniami systému (5) a teda vektory Bz^, B z n _ j svS riešeniami sys­
tému (A), definovanými v in t e r v a l e ] / ^ , pl . Ďalej platí 
(yX».«V y j , B z l t . , , ř . 3 z n _ j ) = (Be 1, B e ^ , B z l t B z n - J ) = 
a odtial' usudzujeme, že riešenia systému (A) y^ » •••» ty Bz^, B z n _ j 
aú nezávislé v intervale £«ť,ft], lebo matica B má v každom čísle in t e r v a l u 
[oC , (i] hodnosť n a podobné matica (e^, e j , z^, z n.j)» ktorej 
determinant je | v^ f v n _ j | • 
Tým sme došli k výsledku, že ak poznáme (1 =) j (< n) nezávislých 
riešeni systému (A), definovaných v intervale £a, b] , potom k výpočtu n 
nezávislých riešeni systému (A) definovaných vo vhodnom intervale [<sC , /3j C 
[a, bj stačí výpočet fundamentálneho systému riešeni určitého lineárneho sys­
tému o n - j rovniciach a ( n - j ) . j kvadratur. 
Ak má aspoň jeden minor j-tého rádu matice (ŷ » •••> y j ) v každom 
čísle i n t e r v a l u [ a , b j hodnotu rfiznu od nuly, potom predchádzajúce úvahy mfi-
feme aplikovat v tom zmysle, že i n t e r v a l [oC, p] je [a, bj • Vidíme teda, 
že ak je známe (1 =) j (< n) nezávislých riešeni systému (A) definovaných 
v intervale Ca, bj a ak má aspoň jeden minor j-tého rádu matice týchto r i e ­
šeni v každom čísle intervalu L a , b] hodnotu rfiznu od nuly, potom pre výpočet 
fundamentálneho systému riešeni systému (A) stačí výpočet fundamentálneho 
systému riešeni určitého lineérneho systému o n-j rovniciach a ( n - j ) . j kva­
dratur. 
77« K v a d r a t i c k é r e l á c i e m e d z i r i e š e ­
n i a m i 
V t e o r i i závislosti riešeni lineérnych systémov, ktorú sme právě štu­
doval i , popisuji! sa v l a s t n o s t i lineárnych kombinácií s konštantnými koefic i e n t a -
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mi niekolkých riešení lineárneho systému* Všimnime s i teraz kvadratické relácie 
s .konstantními koeficient ami medzi riešeniami dvoch homogénjnych lineárnych sys-
témov. 
Za tým účelom poznamenejme najprv toto:* 
Nech 
je 1'ubovol'né bilineérna forma o konstantních koeficientoch ^ (oC,/3= 1,. 
• '., n) a 2 n proměnných y^, • y n, z^, • zn» Označme písmenom C tiež 
maticu j e j koeficientov a y, z vektory, ktorých zložky sú 1'ubovol'né hodno­
ty proměnných y^ ,•••> y n, z^, • zR« Potom hodnotu ^ formy C pre t i e t o 
hodnoty pramenných m62eme vyjadriť vzorcom 
f'« / c i (6) 
zaměňujúc k v d l i jednoduchosti- číslo s vektorom o jedinéj zložke f • 
Nech teda v áalšom C značí 1'ubovolnú bilineárnu formu s konstantními 
koeficientami. Uvažujme dva homogenně lineárně systémy 
(A) y'= Ay, z' = Bz (B) 
a nech y, z sú nějaké ich rieěenia definované v intervale [ a , b j • Hodnota 
^ formy C pre zložky týchto riešenl je dané vzorcom tvaru (6). Ak berieme 
do úvahy rovnice (A) a (B), o d t i a l vyplývá: 
y = y C z + y C z = y A C z + y C B z = 
= y* (A* C + C B)z, 
takže máme 
f ' = y* (A* C + CB) z 
Od t i a l vidíme, že ak je medzi maticemi koeficientov obidvoch lineárnych systé-
mov (A\ (B) vztfah 
A* C • CB « O (7) 
potom je medzi každými dvoma i c h riešeniami y, z kvadratické relácla 
y* C z « konSt. (8) 
V tom případe, ak platí vzťah (7), nazývá sa systém (B) adjungovaný  
k systému A vzhladom na maticu C. 
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Z te j t o d e f i n l c i e predovšetkým vidíme, že ak je systém (B) adjungova-
ny* k systému (A) vzhl'adom na maticu (C)> potom je systém (A) ad Jung o váný 
k systému (B) vzhl'adom na maticu C • Ďalej je zřejmé, Se ak je matica C 
symetrické a ak je vzhl'adom na nu jeden lineérny systém adjungovany* k druhé­
mu, potom je tiež tento adjungovany" vzhl'adom na nu k prvému. V tomto případe 
je teda vlastnost adjunkcie jedného lineérneho systému k druhému symetrická 
a hovorlire, že lineárně systémy (A), (B) sú vzhl'adom na maticu C adjungo-
vané. 
Důležitý zvlčštny případ je ten, kedy lineárny systém (A) je ad­
jungovany sám k sebe vzhl'adom na (syme tričku) maticu C. To je v tedy a len vte-
dy, ak jeho matica koeficientov A súvisí s maticou C vzťahom 
A* C + C A = 0 
X 
V tom případe je teda medzi každými dvoma riešeniami systému (A), 
y^, "32 kvadratické relácia a konštantnými koeficientami 
n 
kde Vii* •••» yni s u zložkami vektora y^ a ŷ 2» **** ?n2 8T* zl°^ky vektora 
y 2-
Všimnime s i ešte zvláštny případ, ked matica C je regularna. Zo 
vzorca (7) usudzujeme, že ak je matica C regulárna, je systém (B) vzhl'a­
dom na hu adjungovany k systému (A) vtedy a len vtedy, ak matica B k o e f i ­
cientov systému (B) je daná vzorcom 
B * - C"1 A* C (9) 
* 
V tomto případe je teda matica B podobná s maticou - A • Ak je 
naopak matica B podobná s maticou - A* v tom zmysle, že existuje mática 
Sísel C, ktorá spina identicky rovnicu (9)» potom je systém (B) adjungo­
vany k systému (A) vzhl'adom na maticu C. 
Vzhl'adom na jednotkoví! maticu E sú systémy (A) a (B) adjungová­
né vtedy a l e n vtedy, ak matice i c h koeficientov A, B spínajú vzťah 
takže systémy sú tvaru 
" a n l 2 n *1 - «ir * i + ••• • a i n y n ' 21 s " a l l * l " " ' 
(A) « ó 
*n ' " n i * ! + + «Wn' z ň a " a l n z l " ••- ann*n 
(B) 
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V tomto případe *e teda medzi každými dvoma riešeniami y, z obidvoch systémov 
kvadratická r e l ^ - s 
y l z l + ••• + y n z n = konšt., 
kde y^, • y n , Zj_t •••» z Q sú zložkami vektor o v y a z. 
Napokon třeba připomenut, že vzhl'adom na maticu E j e systém (A) 
adjungovaný sám k sebe vtedy a l e n vtedy, ak matica jeho k o e f i c i e n t o v A spí­
ná r o v n i c u 
A = - A* 
t. j . j e polosymetrická.V tom případe je medzi zložkami každého riešenia y 
systému (A) splněná kvadratické relácia 
2 2 y£ + ... + y n = konšt. 
D61ežitým výsledkom t e o r i e adjtngováných systémov j e t o , že znalost? 
fundamentálněho systému riešenl nějakého lineárneho systému umožňuje výpočet 
fundamentálněho systému riešenl každého lineárneho systému, ktorý je k tomuto 
systému adjungovaný vzhl'adom na nejakú regulárnu maticu, a to "en racionálnymi 
operáciami. 
Vskutku předpokládájme, že matica C j e regulárn© a lineárny systém 
(B) j e adjungovaný k systému (A) vzhl'adom na maticu C. Ďalej předpokládáj-
me, že poznáme nějaký fundamentálny systém riešenl systému (A), y^, y Q . 
Cznačme písmenom Y maticu tohto fundamentélneho systému* Potom medzi každým 
riešením y^ a každým riešením z systému (B) definovaným v i n t e r v a l e 
£a, bj platí vztah ( 8 ) , takže máme 
z C y± = k ± 
kde k^ značí vhodnii konstantu ( i = 1, n ) . 
OdtiaT vyplývaje vzorce 
z C Y = z C ( y x , y n ) = k 
kde k značí riadkový vektor o zložkách k^, k n« 
Vidíme, že platí 
z C Y = k (10) 
a teda tiež 
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Vidíme teda,že každé ri e S e n i e z systému (B) definované v i n t e r v a l e 
L a , b J je dané vzorcom (11), pričora k značí vhodný konštantný vektor. Na­
opak, ak zvolíme konštantný" vektor k akokoTvek, potom vektor z daný pravou 
stranou vzorca (11) j e zrejme definovaný v i n t e r v a l e £a, bJ a j e riešením 
systému (B), lebo zo vzorca (11) vyplývá vzťah (10) a o d t i a l ' rovnice 
• z*C Y + « * C * Y ' - «*' C*Y + s*C*AY - z * C * Y = z * B * C * Y = 
= (z ** - z* B *) C *Y = O 
takže je 
«*'« z * B * 
a vektor z je skut oč ne riešením systému (B). Ak zvolíme teda 1'ubovol'ne n 
nezávislých konětantných vektorov k^, k Q, sií vektory 
O"1 Y*" 1 kj, c " 1 Y* " X k n 
definované v i n t e r v a l e f a , bJ a sú riešeniami systému (B). Okrům toho aú 
-1 *~1 
nezávislé lebo matica z nich utvorend je súčinom regulárnych matic C- , Y , 
(k^, k n ) • 
Tým 3me došli k výsledku, že ak lineérny systém (B) j e adJungováný 
k systému (A) vzhladom na nejakií regulérnu maticu C a ak poznáme nějaký fun« 
damentálny systém riešení linearneho systému (A) a zvolíme n nezávislých 
konštantných vektorov k 2» » kn» P o t o n i vektory 
C ^ Y * " 1 ^ , , C ^ Y * " 1 k n 
kde Y je združenou maticou s maticou daného fundamentálneho systému, tvo-
r i a fundamentálny systém riešení systému (B). 
78. L i n e á r n ě s y s t é m y s k o n š t a n t n ý m i 
k o e f i c i e n t a m i 
1. K integrácii systémov lineárnych d. rovnic 8 konštantnými k o e f i c i ­
entami sa obyčajne používá klasická Weierstrassova metoda, ktorá spočívá na r e ­
du k c i ! matice k o e f i c i e n t o v systému na kanonický t v a r . Tento spSsob umožňuje n a j ­
ma* poznanie funkčněj s t r u k t u r y hladaných integrálov. P r i numerických výpočtoch 
sa táto «Btóda s p r a v i d l a kombinuje s metodou neurčitých k o e f i c i e n t o v za tfčelom 
Tahšieho d o c i e l e n i a numerickej náplně příslušných vzorcov. Podstatné iná je me­
toda P e a n o - B a k e r . o v a , založená na postupných kvadraturách, 
ktorá vedle k vyjadreniu integrálov daného systému hodnotou exponenciálněj funk-
c i e matice k o e f i c i e n t o v tohto systému a počiatočnými podmienkami. 
Našou úlohou bude vyložiť integračnú metodu založenu na '.Y e y r o -
v e j t e o r i i matic. Táto metoda sa vyznačuje tým, že vedie k přenladným ex-
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plicitným vzDrcom pre integrály vyjadrujiice algebraickú povahu problému* Nižšie 
popísanii metodu možno previesť i na r i e S e n i e iných problémov, napr* na riešenie 
analogického problému pre diferenčné rovnice* 
V prehTade uvedieme výsledky Ifeyrovej t e o r i e * pokial' sii potřebné v 3 a l -
šom výklade* 
Nech A Je 1'ubovol'ná átvorcová matica (1 =) n-tého rádu v tělese kom­
plexních čísel. N u l i t o u matice A rozumieme r o z d i e l čísla n a hodnosti ma­
t i c e A. C h a r a k t e r i s t i c k o u rovnicou matice A rozumieme algebraickú r o v n i c u , 
ktorá vznikne anulováním determinantu I A -A 3 I ; přitom A značí premennú a 
E jednotkoví! maticu n-tého rádu. Kořene charakteristickéj rovnice sa nazýva­
jí! ko rerun i matice A* 
« 
Nech a je lubovol'ny* kořeň matice A a oC (=1) Jeho násobnost?* 
Uvažujme o postupnosti matic: 
(E-) (A- aE)°, (A-aE) 1, (A-aE) 2, (A-aE) r,. ( A - a E ) r + 1 , ... 
a označme i c h n u l i t y : 
(0=) v o , * l f » 2 , v p , » r + 1 , . . . 
T i e t o n u l i t y spočiatku rastů, až p r i určitéj mocnině (A - a E ) r do-
siahnu hodnotu oC a potom všetky áalšie sa rovnajú (4* ; p l a t i a teda vzťahy: 
(0=) V 0 < V x < ^ 2 < . . . . < » p = * r + 1 = . . . . ( = *C) 
Čísla 
* 1 S *!• **2- V 2 * V l . • — • <S » * r - V r-1 
sii t z v * charakteristické čísla matice A příslušné ku kořenu a. Vyznačuji! 
sa tým,, že nerastú, takže p l a t i a nerovnosti: 
^ > c C > c C > > cc 
1 2 3 r 
fialej e x i s t u j e tzv* normálna silstava vektorov, prisluSná ku kořenu, a 
ktorá sa skládá z p + ^ r _ i + •••• + <ť\ s «C nezávislých vektorov o n 
zložkách* Takáto sústava je charakterizovaná týmito vlastnosťami: 
1* 'Jej vektory sii rozložené do r skupin a systém týchto skupin a 
tiež systém vektorov v každej skupině sii usporiadané; 
2* P -tá skupina obsahuje *̂  r->>+1 V E ^ T O R O V A • •••• 
- StV 
3* maticou A- a E sa transformuje 6" -tý v e i t o r a ^ v p -
t e j skupině bud v 6* - tý vektor, a j a + i <T v naaledujúcej skupině, alebo 
vo vektor nulový, podia toho, či j e p » r - 1, alebo p * r (p « 1, ••*, r ; 
1 *^P- JD +i)* 
Normálnu sústavu vektorov prísluSnii ku koreňu mdžeme teda vyjadriť 
schémou: 
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all» *'•» al,<*r 
a 2 1 , a2,*cTi
 a2,«c r + 1» •••» a 2 , o ú r - 1 ( 1 ) 





 ar» o C r - 1
 ar» c C ^ + P •••» a r e c p _ 2 ' 
•••» a r » c c 1 
a vzorcam! 
VA - aE)a^£. = a p+1,6" P r e 1 =.P - r - 1, o = } , ..., °C r_ p + 1 
= 0 pre P = r (2) 
Třeba pripomenúf, že vektory, ktoré tv o r i a p -tú skupinu, 1 = p = r , 
transformujú áa maticou (A - aE)r"-^v( ne závislé) vektory r - t e j skupiny a mati-
coi (A - a E ) r " ^ > + 1 v v o vektor nulový. Toto používáme na určenie normálnej sú-
stavy vektorov v konkrétných prípadoch. 
Zn vektory prvej skupiny zvolíme Tubovolné nezávislé vektory a ^ , •• 
• • • i ai i aC » ktoré sa maticou (A - a E ) 1 " 1 transformujú vo vektory nezávislé 
r 
a maticou (A - aE) vo vektor nulový. Ak svi už určené vektory a p -p ... 
, 1 = p = r - 1, dostaneme vektory a D , . . . , . a 0 v J° *S«-p+1 ^ + J - » A ir 
^ p 1 p o d l a v z o r c o V Í a p + l , ff* = ( A ~ a E ) a p<y •••» o Cr-p+l a v 
případe ^ r - p > <<* r-p+1 d a l e J t^ m» ž e z a v e k t o r y a p + i , oC*r ^ + 1 
• ••• a/% .̂  >y zvolíme Tubovolné, od vektorov a,*.., nezávislé vek-
tory, ktoré es maticou (A - aE) r transformu.lú vo vektory nezávislé a 
maticou (A - a E ) r " ^ vo vektor nulový, 
Ak ku každému kořenu matice A přiřadíme príslušnú normálnu sústavu 
vektorov, dostaneme právě n (= súčtu násobností jednotlivých korenov) vekto­
rov. Tieto vektory sú nezávislé a tvoria tzv. normálnu sústavu vektorov prí­
slušnú k matici A. 
Ak matica A je reálna, potom ku každému reálnému kořenu matice A 
existuje příslušná ncrmálna sústava reálných vektorov. Ku každým dvom komplexní 
rdruženým korenom matice A existujú příslušné, normálně sústavy vektorov, kto­
ré sú komplexně združeré; z každéj sústavy dostaneme druhů tým, že j e j vektory 
nahradíme komplexně zdraženými vektormi. . 
3. Nech je daný systém n (= 1) d. rovnic lineárnych s konštantnými 
koeficientami: 
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* i = a n y i + •• • • + W n 
(A) 
*n * ^1*1 + ' * ' + W n 
Vo vektorovom označení ho mfižeme vyjadriť vzorcom: 
y ' = Ay (A) 
v ktorom A značí maticu ( a ^ ) . Nezávisle přemenná nech Je x . 
Nech a je «C -násobným koreňom matice (A) s charakter is t ickými 
člslarai = <̂ 2 * • • • • = a nech vektory (1) tvoria k nemu p ř í ­
slušní! normálnu sústavu vektorov. Potom vektory ypfr (p 3 1> •••» r;6"= 1, 
. . , ^ r - p + i ^ v P°2te eC , definované vzorcom: 
(a/>6- + I 7 a P * l . + - + 7^77 a r<T> 
sú nezávislé a každý z nich Je integrálom systému (A). 
Vskutku, každý m i n o r s - tého rádu matice (typu n jeL ) • 
( y r l i •••» ^r2, • ' •» ^12» "*• ' y r « £ ^ 
v 1'ubovoTnom Čísle x sa rovná, ako Je zřejmé, súčinu č í s l a exp oč a x a 
rovnoTahlého minoru matice 
( a p l , . . . . a l x ; a r 2 a 1 2 ; * r i £ ^ ) 
Z toho usudzujeme, že vektory yp^ sú nezávis lé . 
ĎaleJ p l a t í rovnica pře 1 * p = r , 6""= 1, . ° ^ T _ p +^ 
T'P k r " P k-1 
y/><r = a e Z , 7̂ aj3 + k , ^ + e 2. 7^37 V + k . ť f 
K =0 k=l 
kle v případe p ~ r značí druhý výraz na právej s t raně vektor nulový. Odtial 
v rplývaJú" vzhTadom na vzorce (2) vztahy: 
r -p fc p-p+1 k - 1 
y ' = a e a x / , — a n ^- + e a x T (A -
J°6- ^ k! P + k »* ( k - i ) ! 
k=0 k=l 
r - p 





Z nich vidíme, že vektor 6~ J e integrálom systému (A). 
Nech a, b,..., f sú jednotlivé kořene matice A a 0 , 
ich násobnosti. Ak ku každému koreňu přiřadíme podia vzorcov (3) sústavu i n -
tegrálov systému (A), dostaneme právě + + ••• n integrálov systé­
mu A. Tie to integrály sú nezávislé, lebo determinant i c h matice v lubovolnom 
čísle x 8a rovná súSinu čísla exp(<£a + /3 b + + if f ( x a determinantu 
normálněj sústavy vektorov, příslušnéj k matici A, takže je rdzny od nuly* 
Tým je určeny" fundamentélny systém integrálov systému (A). 
Všimnime s i najma* případ, kedy máti ca (A) a tiež nezávisle premenná 
x sú reálné. Potom ku každému reálnému koreňu matice A existuje příslušná 
normálna sústava vektorov reálných a k nemu podia vzorcov (3) priradené i n t e ­
grály systému (A) sú tiež reálné. K dvom komplexně zdrúženým koreňom a = 
= a 1 + i a2> I = a^ - i ag matice A existujú příslušné normálně sústavy 
vektorov komplexně združených Sj»^ = a p g * ^ + i apc 2» * p ť s ^jaff" 1 " 
- i a ^ 2 a k n i m Podia vzorcov (3) priradené integrály y^g- i y j o s y s " 
tému A sú komplexně združené. Vektory y p 1 = ^pc + * p S" ^ : 2» yp6" 2* 
= ( y 0 — : 2 i» vyjádřené vzorcami: y o po 
T'P k x 
P6- 1 s e S l X Z — ( C 0 8 a 2 x a f+k, 1 " S i n a 2 x V +k,6-2 ) 
(4) 
k=0 
r-P Y k 
a l x r> — 
*f> C 2 = 6 2-i k! ( 8 i n a 2 x *p +k,5l + c o s a 2 x ap *k,6'2 ) 
k=0 
sú reálné, nezávislé a sú zrejme integrálmi systému (A). Vidíme, že ak mati-
ca A je reálna, existuje fundamentélny systém integrálov systému (A), ktoré 
sú tvaru (3) alebo vždy po dvoch tvaru (4). Třeba připomenutí, že vzorce (3) 
a (4) vyjadrujú integrály systému (A) zrejme i pře komplexné hodnoty premen-
ne j x. 
4. Příklad. Uvažujme lineárny systém 
y{ = - y 2 + y 3 
y2 s " 2 y l + y2 + y3 " y4 ( A ) 
y3 = 2 y l " y2 " y3 + y4 
y'A = 2 y 2 - 2y 3 
Matica koeficientov je 
- 168 
a J e j charakteristická rovnica 
[A - A E | = 
-A - 1 
- 2 - 1 - A 
2 - 1 
- 1 
- 1 - A i 
- 2 - A 
= A * =0 
Vidíme, že matica A - A E má len Stvořnásobný kořeň O. 
Utvoříme postupnost mocnin matice 
A° = 



























a vidíme, že ic h hodnosti s\i 
4, 2, 1, O, ... 
a teda i c h n u l i t y 
O, 2, 3, 4, ... 
Vychádza teda, že ku kořenu O prináležia t r i charakteristické čísla: 
* 1 • 2, oC 2 = 1, ^ 3 = 1 
takže příslušná normálna sústava vektorov má tvar: 
all» 
a21* 
a 31, a32 
Aby sme určili vektor a ^ , stačí z v o l i t Tubovolny* vektor, ktory" sa 
transformuje maticou A? vo vektor O a maticou A 2 vo vektor nenulový, te­
da napr • 
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au * 
Vektor a 2 1 j e potom A a-,1f takže 11 
l21 
vektor j e A a 0 1 , takže 21' 
a 31 
Zostéva urfiiť vektor a ^ 2 tak, aby Aa^ 2 
nezávislé; takým vektorom j e napr.: 
= O a aby vektory a ^ , a ^ 2 b o l i 
'32 
Tým máme určenu normálnu sdstavu vektorov, ktorá patří k m a t i c i Á: 
a mdžeme hned napísať fundamentálny systém riešení daného lineárneho systému 
(A) 
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/ 4 \ 
0 
0 
r31 y32 = 
Vidíme, že všeobecné riešenie systému (A) Je dané vzoreami: 
y l a c l ( 1 + 2 x * + 2 C 2 X + c 3 + c4 
y 2 = . -2CjX - C 2  
y 3 * 2C xx + C 2 + Ci 
-4CjaT - 4C 2x - 2C 3 
v ktorých C^, C 2, C^, znaSia l'ubovolné konstanty, 
79* N e h o m o g e n n ě l i n e á r n ě s y s t é m y 
Nech 
y = Ay + a (A) 
je Tubovol'ny' lineárny systém, ktorého koeficienty sú spojitými funkciami v i n ­
tervale j = C a» D J • A k o s m e u í spomenuli v ods. 72, patří k nemu právě jeden 
lineárny systém homogénny 
y - Ay (A) 
Mech y a y Q sii 1'ubovotné dve rieSenia systému (A) definované v 
intervale j . Potom i c h r o z d i e l y - y 0 vyhovuje zrejme systémům (A), t . j . je 
( y - y 0 X ' = A(y - y 0) 
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Nech Y Je HubovoVný fundamental^ systém riešení systému (A) d e f i ­
novaný* v intervale J. Potom podTa ods. 75 existuje konštantný vektor c t a ­
ký, že platí 
y - y 0 « Yc 
t . j . 
y * y 0 + *c (1) 
Naopak, 1'ahko sa přesvědčíme o tom, že ak konstantní vektor c je 
akykol'vek,vektor y daný vzorcom (1) je rlešením systému (Á), ak y Q je 
riešením systému (Á) a Y je fundamentalnym systémom riešení systému (A). 
Tým sme došli k tomuto výsledku: 
Všetky rieěenia y systému (A) dostaneme z jedného z nich y Q a 
z Iubovol*ného fundamentélneho systému riešení Y, příslušného homogénneho sys­
tému (Á), podia vzorca (1), kde c je nějaký konštantný vektor. 
80* P i e š e n i e n e h o m o g é n n e h o s y s t é m u (A) 
a) Variéciou konstant. 
Nech z = Zc je všeobecným riešením homogénneho systému 
z' = Az 
Utvořme s i vektor y = Zc(x), kde c = c(x) je vektor, ktorého zložky BÚ 
funkciami premennej x, ktoré majů derivéciu v j . 
Néjdime podmienku, ktorú musí spíňať vektor c ( x ) , aby Zc(x) bolo 
riešením systému (A). 
Musí platiť 
Z'c(x) + Zc'(x) = AZc(x) + a 
NakoTko platí 
Z' • AZ 
Je 
AZc(x) + Zc'(x) = AZc(x) + a 
t . j . 
Zc (x) = a 
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t . j . 
c'(x) = Z^a 
x 
c(x) = / Z"1^) a(t)dt + k Q 
f 
kde k Q značí l'ubovol'ny" konstantní vektor* 
Teda 
y(x) = 7(x) I J Z - 1 ( t ) a(t) dt • k Q J 
je rlešením systému (A")• • 
Nech k Q = O, potom máme partikulárně rieSenie systému (A): 
x 
y 0(x) = Z(x) / Z - 1 ( t ) a(t) dt 
J 
Všeobecné rieSenie systému (A) Je teda 
x 
y(x) * Z(x)k + Z(x) / Z" X(t) a(t) dt 
Í 
t . j , 
Z(x) I / Z - 1 ( t ) a (t) dt + k j y(») 
I 
kde k značí Tubovolny* konstantní vektor* 
b) Pomocou adjungovaného lineárneho systému* 
Nech C a ( c ^ / j ) Je regularna matica n-tého rádu. 
n 
Utvořme hodnotu "f bilineárnej formy y"1, c ^ - y ^ 2 z n e" 
=1 
jakého rieSenia y nehomogénneho systému (A) a rieSenia z systému 
z'= Bz (B) 
Dostaneme 
f «y C t (2) 
a dalej 
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tf* = y*Cz + y*Cz' = ( y * A * + a*) Cz + y*CBz 
f% = y * ( A * C + C B ) z + a*Cz (3) 
Předpokládá jme, že matica B je adjungovaná k A vzhl'adom na C, 
takze 
A*C + CB = O 
t 
ZvoTme Tubovol'ny* fundamentélny systém rieáení systému (B), Z = (z^,. . 
z n) a označme symbolom ^ hodnotu bilineárnej formy (2) pře z = z ^ 
a symbolom f riadkový vektor o zložkéch T\* •••» fn* Potom máme 
f = ( 2Ti» •••» f n ) =y cz 
takže 
y * = f Z"1 C"1 (4) 
Zo vzorca (3) súčasne vyplivá 
x 
f (x) = / a*(t) C Z(t) dt + k * 
i 
kde k je konstantní vektor. Z tohto vzorca a zo (4) máme 




y(x) » C " X z ' ^ i x ) | / Z*(t) C * a ( t ) dt • k j 
Ak C = E vychádza 
y(x) = Z*" X(x) | / Z*(t) a(t) dt • k J 
