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English summary
Offshore wind energy is regarded as one of the main ingredients of a sustainable energy system.
A popular scenario for 2050 describes a stunning fleet of twenty-five thousand wind turbines
that is to be installed in the North Sea. Obviously, the realisation of such a grand vision requires
realistic estimates of the expected energy production, optimal wind farm layouts, and lifetime
of various turbine designs. A wide range of computer models is used to simulate, for example,
the interaction between the wind and the turbines. As inputs, they require (climatological)
information about the wind field.
An inherent property of model simulations and associated predictions is that they come with
uncertainties. There is always a chance that reality will deviate from the anticipated course.
Since offshore wind projects require large investments, these uncertainties naturally transform
into financial risks. Therefore, a growing interest emerges in uncertainty quantification and
reduction.
This thesis addresses uncertainties that originate from the representation of the offshore wind
field in the aforementioned engineering models. This goal is partly achieved through cross-
validation between available obser vations, output from meteorological models, and combined
products of obser vations and meteorological model simulations that are known as reanalysis
datasets. Additionally, the thesis reflects on the impact of (over)simplifications that are com-
monly used to reduce computational demands.
Standard inflow specifications for engineering models have been built around highly idealized
descriptions of the wind, such as the Weibull distribution, the logarithmic wind profile, and
the ‘wind rose’. With the growth of individual wind turbines, offshore wind projects, and the
corresponding investments, these simplified descriptions are becoming inadequate. Moreover,
contemporary design standards consider conditions of extreme winds, extreme shear, wind
gusts, etcetera in an abstract statistical fashion that does not reflect the physical nature of these
events. Chapter 1 further elaborates on the different models, data sources, assumptions and
simplifications, and uncertainties.
The concept of anomalous wind events, introduced in chapter 2, provides a framework to
define, identify and characterize wind events or conditions that are exceptional and are there-
fore usually not or poorly represented. Four years of measurement data up to 300 m height
from a prospective wind farm site at the North Sea (met mast IJmuiden; MMIJ) are used to
identify and characterize several such events. Low-level jets, wind speed maxima near the sur-
face, stand out as an important phenomenon and also as an illustrative example. They occur
predominantly in spring and early summer, with wind directions typically oriented parallel to
the coast.
Other anomalous events are rapid fluctuations in wind speed or direction called wind ramps,
and strong changes in wind speed or direction with height, called (extreme/anomalous) wind
shear and wind veer. While these are not new, the chapter reflects on the way in which they
are typically measured. Alternative methods are proposed and a first step is made towards a
more in-depth characterization. Not surprisingly, atmospheric density stratification appears to
be a relevant parameter.
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Chapter 3 presents an evaluation of three mainstream meteorological models. These mod-
els are not only used for weather forecasts and, in extension, power forecasts; they are also
used to construct climatological datasets that provide inflow fields for engineering models. The
observations from met mast IJmuiden provide a unique dataset to evaluate not only the wind
speed near the surface, but also the representation of the vertical structure of the atmospheric
boundary layer.
An innovative case-selection strategy is employed to select 30 days that span a wide range of
weather conditions. It is shown that in terms of wind speed, this set is already quite repres-
entative for the climatology at the site. Most importantly, the evaluation demonstrates that the
performance of the three models is quite comparable, with a typical bias smaller than 0.5 m/s
and a root mean square error up to 2 m/s. The difference in model performance between the
30 cases is substantially larger, and it is concluded that stably stratified conditions still provide
the largest challenge for weather models, especially concerning the vertical structure of the
atmosphere.
A further characterization of low-level jets is presented in chapter 4. Additional observations
and ERA5 reanalysis data are included to generalize the results for a larger area. Some key
strengths and weaknesses of both types of datasets are identified along the way, and methods to
overcome these limitations are demonstrated. Importantly, it is found that jet detection is very
sensitive to the obser vation heights. This considerably influences the resulting climatology.
Low-level jets in the ERA5 reanalysis data appear ‘smeared out’ and vertically displaced.
While the reanalysis data thus suffer from model deficiencies, the obser vations are mainly lim-
ited by their spatial and temporal extent. Even a four-year obser vation dataset still provides an
erratic climatology of low-level jets, due to inter-annual variability. A smoother signal, more
representative of the long-term climatology, is derived by combining the two data sources.
To better understand the climatology of low-level jets so obtained, a synthesis of the relevant
literature on (coastal) atmospheric dynamics is provided in chapter 5. While there are several
mechanisms that can produce jet-shaped profiles, most studies relate coastal jets to the thermal
contrast between land and sea. As such, the coastal jet is closely related to the formation of
the sea breeze, thermal lows, and the process of geostrophic adjustment. Other mechanisms
include orographic effects, and an inertial oscillation similar to the forcing responsible for the
well-described nocturnal jet over land.
Hypotheses taken from this literature sur vey are evaluated on the ERA5 reanalysis data. It turns
out that indeed, the thermal contrast between land and sea provides an important mechanism
for the formation of coastal low-level jets over the North Sea. Additionally, evidence is presen-
ted for contributions of inertial and orographic effects. While chapter 5 focuses on low-level
jets, it also ser ves to illustrate the complexity of meteorological processes in coastal areas.
In the meantime, the weather models evaluated in chapter 3 have all been used to construct
reanalysis datasets. Chapter 6 presents an evaluation of these reanalysis data, focusing on
the representation of wind speed and direction in general, but also on the representation of
anomalous events. The state-of-the-art is that the Dutch Offshore Wind Atlas ( DOWA) provides
the best representation of the North Sea wind climate, with a typical root mean square error
of 1.5 m/s and almost unbiased wind speed. The downscaling strategy employed in the New
European Wind Atlas ( N EWA) proved less fruitful, at least for the evaluated measurement site.
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Wind direction is still not adequately represented in all datasets, and the error generally in-
creases with height. Anomalous events are typically under-represented in the ERA5 data. The
other reanalysis datasets perform better in a climatological sense, but the one-to-one corres-
pondencewith observations is still not superb, and is probably aggravated by the double-penalty
problem.
The question of how to deal with anomalous events in practice is addressed in the general
discussion in chapter 7, where a number of trends are identified that point to a much more
data-driven approach for future wind farm/turbine simulations and towards more sophisticated
models that can represent much more details of the flow. For this approach to become the new
standard, a thorough evaluation of the relevant models and datasets is required. This thesis
partly fills that void by presenting an evaluation at the top of the envisioned model chain,
employing innovative methods to evaluate beyond standard summary statistics.
In terms of increased understanding, this thesis contributes by illustrating the complexity of the
North Sea wind field. Compared to other ‘low-level jet hotspots’, the situation over the North
Sea is not as clear-cut: the thermal forcing is less strong due to the relatively high latitude,
and the area is characterized by complex interactions between the various surrounding coast-
lines. It is argued that wind energy applications should properly account for these thermal and
orographic effects in order to reduce uncertainties due to idealized inflow fields.
xiii
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Nederlandse samenvatting
Wind op zee als bron van hernieuwbare energie wordt gezien als belangrijk onderdeel van een
toekomstig, duurzaam energiesysteem. Een populaire visie voor 2050 schetst een beeld van de
Noordzee als centrale spil in de energievoorziening van de omliggende landen. Daartoe zouden
maar liefst vijfentwintigduizend windturbines moeten worden geïnstalleerd. Zo’n omvang-
rijke onderneming vereist een realistische inschatting van de te ver wachten energieopbrengst,
de meest gunstige inrichting van de windparken, de levensduur van de turbines en alle bijbe-
horende kosten en opbrengsten. Die inschattingen leunen zwaar op geavanceerde modelsimu-
laties, waarin de interactie tussen de wind en de turbines wordt nagebootst.
Zelfs het meest gedetailleerde model is echter slechts een benadering van de werkelijkheid.
Bovendien, al zou zo’n model de interactie tussen de wind en de turbines perfect kunnen be-
schijven, dan is er altijd nog de onzekerheid die voortkomt uit de input: een klimatologische
beschrijving van het windveld zelf. Deze onzekerheden brengen risico’s met zich mee die niet
kunnen worden verwaarloosd, gezien de grote investeringen die nodig zijn voor ‘wind op zee’.
Daarom is er een toenemende behoefte om niet alleen de modellen te verbeteren, maar vooral
ook informatie toe te voegen over de (on)zekerheid van de simulaties.
Dit proefschrift voorziet in die behoefte door het onderzoeken van onzekerheden die voortko-
men uit de (klimatologische) beschrijving van het windveld (de input). Aan de ene kant is de
kennis over wind op zee beperkt omdat metingen niet altijd en overal beschikbaar zijn. Om
de gaten op te vullen worden weermodellen gebruikt, maar ook die berusten op aannames en
versimpelingen1. Daarom bestaat een groot deel van dit proefschrift uit vergelijkingen tussen
beschikbare observaties, uitvoer van weermodellen en afgeleide klimatologische datasets.
Er is echter nog een bron van onzekerheid die samenhangt met de beschrijving van het wind-
veld. In de praktijk wordt namelijk vaak een sterk versimpelde vorm van het windveld gebruikt.
Zo wordt bijvoorbeeld aangenomen dat het windveld zich conformeert aan geïdealiseerde be-
schrijvingen, zoals het logaritmisch windprofiel dat de verandering van de wind met de hoogte
dicteert. Ook wordt aangenomen dat het vóórkomen van die profielen goed beschreven kan
worden met een statistische verdeling (de zogenaamde Weibull-verdeling). Het gebruikt daar-
van heeft deels een historische oorsprong, omdat primitieve modellen niet toegerust waren
voor een realistischere weergave van het windveld. Tegenwoordig dient het echter vooral nog
om het aantal simulaties terug te dringen dat nodig is voor een volledige doorrekening van de
klimatologie. Hoofdstuk 1 gaat dieper in op deze aannames en de verschillende modellen.
Om na te gaan of die veelgebruikte aannames nog steeds acceptabel zijn of, anders gezegd,
wat voor onzekerheid ze met zich meebrengen, wordt in hoofdstuk 2 het concept ‘afwijkende
windverschijnselen’ geïntroduceerd. Aan de hand van een vierjarige dataset van meetmast IJ-
muiden, bestaande uit observaties tot op driehonderd meter hoogte, wordt een aantal van dit
soort abnormale gevallen in kaart gebracht voor de Noordzee. Hierbij valt met name het grote
aantal ‘low-level jets’ op. Die situaties worden gekenmerkt doordat de windsnelheid afneemt
1Weermodellen zijn in principe vergelijkbaar met ‘windparkmodellen’, maar ze worden gebruikt op veel grotere
tijd- en ruimteschalen en kunnen daardoor veel minder details (zoals windturbines) meenemen. Om verwarring te
voorkomen zal ik hetwoord ‘model’ alleen gebruiken voor de kleinschaligemodellen die voorwindparken of individuele
turbines worden gebruikt en het woord ‘weermodel’ voor, nouja, weermodellen.
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met de hoogte, nadat het nabij het opper vlak een maximum bereikt heeft. Zulke omstandig-
heden komen regelmatig voor, met name in het voorjaar, en kunnen een aanzienlijke invloed
hebben op zowel de belasting als de opbrengst van windturbines.
Andere afwijkende verschijnselen zijn snelle veranderingen in de windsnelheid of -richting in
de tijd, of sterke veranderingen van de wind met de hoogte. De manier waarop deze extremen
tot nu toe worden beschreven in verschillende standaarden is onrealistisch. Met nieuwe metho-
des om afwijkende omstandigheden in kaart te brengen zet dit proefschrift een belangrijke stap
in de richting van een meer fysische benadering. Niet geheel verrassend blijken omstandighe-
den waarbij de opbouw van de atmosfeer nabij het opper vlak zeer gelaagd is een bepalende rol
te spelen bij het vóórkomen van sterke windschering en draaing van de wind met de hoogte.
Hoofdstuk 3 bestaat uit een beoordeling van drie verschillende weermodellen. Deze modellen
worden gebruikt voor het voorspellen van de wind en, in het verlengde daar van, de energie-
opbrengst, maar ook bijvoorbeeld voor het samenstellen van windatlassen. De metingen van
meetmast IJmuiden vormen een unieke dataset om te onderzoeken hoe goed de weermodellen
de wind, maar bovendien ook de verticale opbouw van de atmosfeer nabij het opper vlak weer-
geven voor het Noordzeegebied. De modelevaluatie is gebaseerd op 30 verschillende dagen,
gekozen aan de hand van een vernieuwende methode. Zodoende komen vele weersomstandig-
heden aan bod die, in ieder geval qua windsnelheid, een redelijk compleet beeld geven van de
klimatologie.
De studie laat zien dat het gedrag van de drie modellen onderling erg vergelijkbaar is. Gemid-
deld wijken de modellen minder dan 0.5m/s af van de obser vaties; een typische fout is 2 m/s. Er
zijn echter aanzienlijke verschillen tussen de uiteenlopende weersomstandigheden. Met name
de momenten waarin de opbouw van de atmosfeer zeer gelaagd is vormen (nog steeds) een
uitdaging voor de weermodellen. Juist deze omstandigheden zijn van groot belang voor wind-
energietoepassingen.
Hoofdstuk 4 gaat verder in op het verschijnsel van low-level jets, ofwel: laaggelegen wind-
maxima. Aanvullende waarnemingen van zogenaamde (wind)lidars en de klimatologische da-
taset ERA5 breiden de resultaten van hoofdstuk 2 uit voor een groter gebied. Beide datasets
hebben sterke en zwakkere kanten en ik laat een aantal manieren zien om daarmee om te gaan.
Een belangrijk resultaat is dat de detectie van windmaxima, en daarmee de klimatologie, erg
sterk afhangt van de hoogte tot waarop gemeten wordt. In ERA5 lijken de windmaxima te zijn
‘uitgesmeerd’ en liggen ze hoger boven het opper vlak.
De klimatologische dataset ERA5 is een combinatie van obser vaties en modelsimulaties; gebre-
ken komen vooral voort uit de beperkingen van het weermodel. De (onafhankelijke) obser vaties
zijn juist met name beperkt in hun ruimtelijke dekking en tijdspanne. Zelfs een dataset van vier
jaar levert nog steeds een grillige klimatologie op van windmaxima, doordat het vóórkomen van
windmaxima sterk kan variëren van jaar tot jaar. Door de twee gegevensbronnen te combineren
blijkt het mogelijk een eenduidigere, representatievere klimatologie af te leiden.
Om beter te begrijpen hoe die laaggelegen windmaxima ontstaan geeft hoofdstuk 5 een over-
zicht van de relevante literatuur. Hoewel er verschillende mechanismen bestaan die tot een
windmaximum kunnen leiden, koppelen de meeste studies het verschijnsel aan het tempera-
tuurcontrast tussen land en zee dat ontstaat op zonnige dagen wanneer de zee nog relatief koud
is. Daarmee is het windmaximum sterk gerelateerd aan de zeewind, zogenaamde thermische
lagedrukgebieden en een proces dat bekend staat als ‘geostrofe aanpassing’. Andere mecha-
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nismen die windmaxima kunnen vormen hebben te maken met het reliëf of met zogenaamde
inertiaaloscillaties. Die laatste worden ook vaak gekoppeld aan het ‘nachtelijk windmaximum’
boven land.
Vervolgens heb ik een aantal hypotheses geformuleerd om, aan de hand van de ERA5 data, te
testen welkemechanismen verantwoordelijk kunnen zijn voor de windmaxima op de Noordzee.
Het blijkt dat ‘het zeewindmechanisme’ inderdaad een belangrijke rol speelt. Daarnaast is er
ook bewijs te vinden voor invloeden van het reliëf en inertiaaloscillaties. Hoewel hoofdstuk 5
in principe is toegespitst op het verschijnsel van windmaxima, dient het ook ter illustratie van
de complexiteit van meteorologische processen in kustgebieden.
In de tussentijd zijn alle modellen uit hoofdstuk 3 gebruikt om klimatologische datasets (waar-
onder ERA5) samen te stellen. Hoofdstuk 6 bestaat uit een beoordeling van deze drie datasets
op basis van vier jaar aan data, in plaats van de 30 dagen in hoofdstuk 3. De nieuwe windatlas
van het KNMI (DOWA) blijkt uitzonderlijk goed, met een typische fout van 1.5m/s en bijna
geen systematische afwijking in de windsnelheid. De modelleerstrategie die gebruikt is voor
nieuwe Europese windatlas (NEWA) blijkt minder succesvol, in ieder geval in vergelijking met
de metingen van meetmast IJmuiden.
Alle datasets hebben echter nog steeds grote moeite met de representatie van windrichting.
Over het algemeen neemt de fout toe met de hoogte. Bovendien legt hoofdstuk 6 extra na-
druk op afwijkende gevallen. In ERA5 worden die over het algemeen onderschat. De andere
klimatologische datasets doen het beter, hoewel de timing niet altijd overeenkomt met de waar-
nemingen.
In de algemene discussie in hoofdstuk 7 ga ik in op de vraag hoe om te gaan met afwijkende
gevallen in windenergietoepassingen waarbij een volledige afspiegeling van de klimatologie
belangrijk is. Verschillende ontwikkelingen duiden op een nieuwe status quo waarin data en
kennis van de onzekerheid een veel grotere rol spelen bij het selecteren van de benodigde si-
mulaties. De beoogde modelketen begint bij klimatologische datasets die steeds verder worden
verfijnd. Dit proefschrift draagt bij aan de ver wezenlijking van die visie, door uitgebreide en
vernieuwende validatie van die klimatologische datasets, met uitgebreide aandacht voor afwij-
kende gevallen.
Qua begrip draagt het proefschrift bij doordat het de complexiteit van wind op zee toelicht.
De situatie op de Noordzee is niet zo eenduidig als sommige andere kustgebieden waar veel
windmaxima voorkomen: de temperatuurcontrasten zijn minder sterk en de interactie tussen
de verschillende kustlijnenmaakt dat de stroming vrij complex is. Ik pleit voor een betere repre-
sentatie van de effecten van het temperatuurcontrast en het reliëf in windenergietoepassingen.
Daardoor kunnen onzekerheden worden teruggedrongen die voortkomen uit een versimpelde
weergave van de meteorologie.
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Preface
Up-to-date weather forecasts do not exist. Weather models depart from the most recent known
state of the atmosphere. New observations keep coming in as the simulation progresses and
consequently, any forecast is outdated before it completes.
A similar paradox presents itself to researchers in a rapidly evolving field such as energy met-
eorology. Ideally, new studies depart from and build upon the existing knowledge or prevailing
theory; presumably, the scientist is aware of all the relevant previous work or at least of a syn-
thesis thereof. In practice, the academic literature is so vast and so rapidly expanding that it is
virtually impossible to keep up. Moreover, the researcher’s perspective is largely determined
by prior knowledge and experience, which continually evolves as (s)he spends more time on
this planet; even in the process of writing itself. Thus, any research paper is outdated before
it’s even published…
The research described in this thesis crosses the borders between meteorology and wind energy
engineering, and has been conducted and written from the perspective of a young graduate
student in atmospheric sciences. Had an engineer written this thesis, it would have been com-
pletely different. Indeed, had I started this project knowing what I know now, it wouldn’t be
the same. And you as a reader, I’m sure you would bring yet other insights to the table.
The main body of this little book consists of academic journal publications – brief updates from
my perspective on the subject matter. In a way, science journals are like the Twitter-feeds of
academic in-crowds; publications are nothing but a quick update on researchers’ latest insights
for potentially interested colleagues. From time to time, these findings are collected and sum-
marized in comprehensive review papers or scientific monographs – to stick with online vocab-
ulary: Wikipedia gets updated. But even these texts are nothing but snapshots. Knowledge and
understanding evolve in both individuals and the scientific community as a whole.
Online ser vices such as Twitter and Wikipedia offer a suitable format for a continuous flow of
information. Additionally, these platforms are very accessible for a broad audience. In a time
when scepticism towards academia is voiced louder than ever, I think the academic publishing
institutions can take inspiration from these popular online platforms. The accessibility of sci-
ence in the broadest sense should have top priority among publishers. Visual elements play an
important role in the communication of science. Consequently, I have rendered my figures in
an unorthodox style that carries the suggestion of a hand-drawn sketch. I expect to encounter
some resistance to this format. Indeed, I myself have experienced some hesitation as well. But
over the years I’ve grown more and more fond of these figures, and I’ve gathered my thoughts
on their use. At this point, it seems appropriate to briefly explain my motivation.
Most people will agree that these figures are visually attractive; they make the thesis pleasant
to read, and accessible to a broad audience. More importantly, however, they convey a sense of
uncertainty which, in my opinion, is more than justified: at various places I demonstrate that
the results shown are sensitive to subjective choices in the data collection or analysis. Besides,
although the lines are a bit wiggly, the precision that is lost is actually very small. I would even
go so far as to turn the argument around and say that a very rigid figure style conveys a notion
of precision that is often unjustified. Finally, this style reminds the reader that the figures were
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made by a human being. If practising research is fundamentally subjective, I think it’s better to
make that perspective explicit.
Consequently, the last point I want to make is about the motivation for this study. As Yuval Har-
ari put it, “most scientific studies are funded because somebody believes they can help attain some
political, economic, or religious goal.” This bold statement seems to apply well to the present
work: through the Topsector Knowledge and Innovation (T K I) offshore wind program, the
Dutch government strategically invests in research (a.o.) that is expected to accelerate the en-
ergy transition. The ultimate goal of this particular project is to make offshore wind projects
more cost-effective. My personal motivation is first and foremost that I want my work to con-
tribute. A P hD in the renewable energy sector seemed to accommodate this wish. This does not,
however, imply that I am biased. The discussion on the pros and cons of an energy transition
is one I would gladly have over a beer, but as far as this thesis is concerned, I just hope that my
findings support better decision making.
To wrap up, I want to stress that by walking the beaten track, we actively take part in main-
taining the status quo. But the rules of academic practice are not set in stone, and continuous
reflection (and perhaps some rebellion) is essential to move for ward. With that in mind, I wish
you a pleasant read, and I hope you’ll be inspired.
xx
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General introduction
For the twenty-first century a far bigger goal is needed: meeting the human
rights of every person within the means of our life-giving planet.
- Kate Raworth, author of Doughnut Economics
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This thesis is part of a larger project which aims to identify, quantify, and,
where possible, reduce uncertainties that hamper offshore wind farm devel-
opment. One important source of uncertainty is the prescription of inflow
fields for engineering models that are used to estimate turbine lifetime and
annual energy production. Those uncertainties are addressed in this thesis.
In the general introduction, I first describe the broader context of sustain-
ability and renewable energy within which the current endeavour is rooted.
After a historical note on recent developments in the field of wind energy, I
provide a brief introduction to wind energy meteorology. This provides the
basis for an examination of the aforementioned uncertainties and a formula-
tion of the general problem statement that is to be addressed in subsequent
chapters.
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General introduction
1.1 A quest for sustainability
The turn of the millennium has seen an increasing quest for sustainable alternatives to wasteful
products and detrimental human activities. The motivation for this endeavour is nicely synthes-
ized in figure 1.1: humanity is faced with the challenge of meeting the basic needs of a growing
world population, while preser ving the thriving ecosystems that provide for these basic needs
in the first place. Structural exceedance of the planetary boundaries that constitute the envir-
onmental ceiling in figure 1.1 destabilizes the earth’s ecosystems, possibly beyond repair, and is
therefore unsustainable. For example, agricultural activities supply food and resources, but ex-
cessive exploitation of arable soil may cause land degradation. The initial boost in productivity
pales into insignificance when compared to the hazardous infertility in the long run. Similar
feedbacks apply to various aspects of our energy system.
Following the introduction of the planetary boundaries concept (Rockström et al., 2009), re-
search has focused on identifying and redefining these boundaries, assessing current status,
projecting this framework onto more regional scales, and developing techniques and policies
to help achieve that ultimate objective (Dearing et al., 2014; Steffen et al., 2015; Dorninger et al.,
2017; Butz et al., 2018; O’Neill et al., 2018). Alarmingly, multiple boundaries ( biosphere in-
tegrity, climate change, biogeochemical flows, and land-system change) are already exceeded
today (Steffen et al., 2015).
An important notion is that these planetary boundaries should not be viewed in isolation as
in fact, they are tightly linked (Rockström et al., 2009). For example, traditional combustion
of fossil fuels increases atmospheric CO2 levels, leading to global warming and ocean acidific-
ation – and associated climate change and biodiversity loss. By-products of fuel combustion,
Figure 1.1: Basic human needs and planetary boundaries. Source: Raworth, A Safe and Just Space for Humanity. Oxfam discussion
paper, February 2012.
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especially in traffic, cause air pollution exactly in those places where most people suffer from
it. Concerning the social foundations on the inside of the doughnut, (access to) natural fuel
reser ves have long been a source of political conflict and social inequality.
Renewable energy sources are envisioned to mitigate (some of ) the adverse effects of tradi-
tional fossil fuels. Yet, while environmental concerns provide an important incentive for the
energy transition today, it is worth noting that the Dutch electricity sector has undergone con-
tinuous change since the 1960s, and has been influenced by various technological and political
developments (Verbong and Geels, 2007).
1.2 Tapping from earth’s energy cycle
Every second, the earth intercepts about 1.7 × 1017 J of solar energy, roughly the equivalent
of a Tsar Bomba – the largest nuclear weapon ever tested. Some of this radiation (∼30 %)
is immediately reflected back into space, but most of it is absorbed. The earth in turn also
emits radiation. In fact, the outgoing energy at the top of the atmosphere must balance the
incoming energy, or other wise the planet would heat up quickly. Yet, before taking off to space
again, the incoming solar radiation runs through a cascade of energy conversions and transport
mechanisms.
Absorbed solar radiation is quickly converted to thermal energy, most of which is used to heat
the adjacent air, or evaporate water into it. This heating and evaporation is not distributed
uniformly over the globe. There are differences between day and night, summer and winter,
pole and equator, ocean and land, clear and cloudy skies, mountains and valleys, urban and
rural areas, and so on. Consequently, density and pressure gradients are created, resulting in
the flow of air, which acts to dissolve the very gradients that drive it. If the sun were to shut
down at once, the kinetic energy of the wind would cascade down to smaller scales, eventually
dissipating into the molecular scales where the aggregated motion of molecules is no longer
described as wind but rather as thermal energy. Back to the start, but with the important
difference that the energy is now distributed uniformly over the globe1.
Recognizing the enormous amount of energy that is continuously pumped through our atmo-
sphere, people set out to har vest some of this high-grade wind (and solar) energy to put it to
use. On average, the entire human population consumes approximately 1.7 × 1013 J of energy
per second, i.e. one ten-thousandth of all solar energy we receive. This puts the potential of
wind and solar energy in perspective.
It is important to realise that energy ‘consumption’ does not actually decrease the total amount
of energy. The energy is just converted to different forms, and in the process it becomes more
dispersed and therefore less useful. A light bulb converts electric energy to light and heat, both
of which quickly radiate away. Similarly, combustion releases energy stored in chemical bonds
in the form of heat, which quickly dissipates. The fuel seems to disappear, but in fact it just
transforms from a dense material into volatile gases that quickly find their way into the open
sky2.
1 For simplicity, I have left out other conversions, such as those related to clouds and rain.
2 An alternative quantity that can be consumed is exergy. Exergy is the maximum amount of energy in a system
that can be ‘put to work’.
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Figure 1.2: Evolution of wind turbine sizes and capacity since the 19th century. Source: Liebreich, M. “Breaking Clean”.
Bloomberg New Energy Finance Future of Energy Summit, London, 2017. Presentation available at https://about.bnef.com/blog/
michael-liebreich-state-industry-keynote-bnef-emea-summit-2017/, accessed 6 June, 2019.
Thus, har vesting wind energy is nothing more than tapping into the natural flow of energy and
diverting it through our devices, just like a water wheel extracts momentum from the downhill
stream of water.
1.3 The evolution of turbinus ventus
Intriguing historical accounts of the origin of wind turbines can be found in Fleming and Probert
(1984) and Dodge (2015). A review more focused on technological development can be found
in Ackermann and Söder (2002). Trends in offshore wind power development are described
in Snyder and Kaiser (2009), Rodrigues et al. (2015), and Vieira et al. (2019). A more technical
review of its current status and challenges in Colmenar-Santos et al. (2016). An illustration
of the recent evolution of wind turbines is shown in figure 1.2. What follows is a very brief
summary to put the current endeavour in perspective.
Most likely, the first windmills appeared around 200 BC in Persia, but since then it took another
fourteen centuries before records appeared of windmills in Western Europe and China around
the 12th century AD. During the late medieval period windmills became widespread in Western
Europe, culminating in the traditional Dutch windmills that were used to drain the Beemster
Polder in the early 17th century. Shortly after, wind turbines were introduced in North America
and in 1759 John Smeaton laid the scientific foundation for today’s aerodynamic theory of wind
turbines. In the centuries that followed, however, the number of traditional windmills declined
due to the introduction of coal-fired steam engines, while smaller turbines with many (steel)
blades appeared in the USA and Australia.
The twentieth century saw the emergence and advance of electricity-generating wind turbines,
but progress was intermittent due to war, fluctuating oil, coal and gas prices, and the advent of
nuclear energy. In the 1970s, concerns about the safety of nuclear energy and two subsequent
oil crises gave rise to the first large-scale penetration of wind energy. In the last decades of
the twentieth century the development of modern wind turbines continued. The now familiar
three-blade design became popular, turbines increased in size and power, and costs decreased
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– although government funding schemes were still needed to make wind energy competitive
with traditional fuels.
In 1991 the world’s first offshore wind farm, Vindeby, was installed. After a decade of building
up experience, larger projects were undertaken in the 21st century. Offshore wind energy has
many benefits compared to onshore, such as (generally) higher wind resources, more available
space and less visual and acoustic impact, but it also comes with challenges such as the more
difficult construction at sea and connection to the mainland. Still, the offshore wind turbine
fleet has seen a steady increase and in 2018, the first offshore wind farms without subsidy were
announced.
Over the past decades, wind energy has evolved very rapidly (figure 1.2). Turbines have grown,
offshore wind farms have expanded, investments have risen, experience has been gained, tech-
nology has improved, and scientific underpinning has advanced. This trend is expected to con-
tinue, with even some serious exploratory studies seeking to provide the whole of Europe with
offshore wind energy (Hajer and Pelzer, 2018; Sørensen and Larsen, 2018). These developments
provide two important motivations for the present study:
1. Because investments have grown so large, a very small accuracy gain in estimates of
power production, turbine lifetime, etc., can substantially reduce the total costs and fin-
ancial risks of offshore wind projects.
2. Assumptions and simplifications that were previously justified may no longer be valid
and need to be revisited.
Some of these assumptions are discussed in the next section.
1.4 A brief introduction to wind energy meteorology
The objective of this thesis in the broadest sense is to address uncertainties that enter (offshore)
wind power projects through imperfect knowledge or representation of the ‘external condi-
tions’, that is, predominantly the wind field3. Further specification of this objective requires
an answer to the questions of where and how meteorological expertise finds its way into en-
ergy applications. Therefore, this section is concerned with a brief introduction to wind energy
meteorology. I’ll first introduce five ‘branches’ of wind energy meteorology. After a brief note
on engineering models used for these applications, I’ll describe the sources of their input data:
meteorological obser vations and models. All this is necessary to finally come to a discussion of
the uncertainty from external conditions. This will then naturally lead to the problem statement
in the next section.
1.4.1 Five intertwined branches
Wind energy meteorology is a rapidly evolving branch of science, and an account of its status
quo at any given moment is outdated as soon as written down. Below, I describe five ‘branches’
of energy meteorology which, in my opinion, are useful in a discussion of the subject. How-
ever, this distinction is rather subjective and the boundaries between these subdomains are not
3Another factor that is frequently referred to as external condition is the wave field. While there is obviously a
connection between the two, this thesis focuses only on wind.
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clearly defined; it’s rather a continuum. Advances in computer power and progress in engin-
eering may render some boundaries redundant within the next decade.
Forecasting is perhaps the most visible and broadly recognized occupation of (some) meteor-
ologists, and it certainly also has its applications in wind power (Jung and Broadwater, 2014).
Weather forecasts are important during construction and maintenance of offshore wind farms,
for these activities require prolonged periods of calm weather (so-called weather windows).
Moreover, in the abiding absence of efficient energy storage solutions, successful exploitation
of existing wind power plants relies on accurate power predictions. Grid operators are faced
with the challenge of balancing power supply and demand. Underestimated production may
necessitate grid curtailment (some turbines have to be shut down to prevent overload), while a
power shortage due to overestimation must be compensated by ( high-tariff ) back-up generators.
Resource assessment. A good characterization of a potential wind energy site is very im-
portant for the viability of such a project. Knowledge of the wind climate can provide an answer
to questions such as: What is the expected annual energy production? and Which turbines are
most suitable for this location? The process of estimating site parameters is known as resource
assessment. The wind climate comprises the long-term characteristics of the wind field, and
since year-to-year variability can be substantial, it requires exceedingly long data records. A
complete site description includes information on wind speed and direction, turbulence, and
atmospheric stability. Turbulence is the term used for small or rapid fluctuations in space and
time, which are the result of whirls or eddies. Atmospheric stability is a related concept. In an
unstable atmosphere, turbulent mixing is enhanced by buoyancy effects, similar to boiling wa-
ter or a lava-lamp. In a stable atmosphere, density stratification suppresses turbulent mixing,
just like oil and water always tend to return to a layered configuration after being stirred up.
Load assessment. Design and certification of wind turbines is based on the expected (wind)
loads on the structure. The I EC guidelines (I EC, 2005, 2009; Burton et al., 2011) distinguish two
types of structural loads: ultimate loads due to extreme events leading to instant failure, and
fatigue loads due to smaller but repetitive impacts on the structure, adding up over the lifetime
of a turbine and eventually leading to cracks and other forms of damage. Several load cases are
defined for both types of loads. Each load case describes a wind inflow and a certain turbine
state (e.g. in operation, stalled, …). The wind inflow is described in terms of wind speed, wind
shear, wind veer, and turbulence intensity. For some special cases, an (extreme) wind gust is
prescribed.
Wind farm optimization. When multiple turbines are placed in a grid configuration, they
influence each other by reducing the wind speed in their wakes. Since the distance to the ‘next’
turbine is dependent on the wind direction, a suitable wind farm layout for a given wind climate
can substantially reduce wake losses. The exercise of finding the layout with minimal wake loss
is often called wind farm optimization. In addition to information on wind speed and turbulence
intensity (or atmospheric stability), which both influence the length of the wakes, wind farm
optimization also accounts for wind direction.
Feedbacks on the atmosphere. An important, but often overlooked aspect of large-scale
wind power implementation is that it may also feed back on the wind field itself, either directly
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Figure 1.3: Illustration of the different levels of detail and scales of engineering models used for wind energy applications. Source: He-
witt et al. (2018).
or indirectly (Miller et al., 2011; Vautard et al., 2014). Recent studies have focused on wake
effects influencing downstream wind farms (Nygaard, 2014; Lundquist et al., 2019). The Dutch
national weather ser vice is currently implementing a wind farm parametrization to account for
the effects of wind farms in their weather model4.
1.4.2 Engineering models: from power formula to digital twins
All the applications listed above rely on models to convert wind information to power, structural
loads, optimal wind farm lay-out, or vice versa. To this end, a suite of engineering models has
been, and is being, developed, ranging from simple and idealized models to very complex and
computationally expensive simulations (figure 1.3). An over view of various methods to describe
or model the interaction between the wind and the turbines is given in Sanderse et al. (2011),
and a worthwhile future perspective in Hewitt et al. (2018). Since this thesis is not concerned
with the details of these methods, but rather with the specification of their inflow fields, an
elementary introduction suffices.
The simplest approach to convert wind data to power is perhaps the traditional power formula:
P = 1/2piρR2v3cp
where P is the power, ρ is the air density, R is the rotor radius, v is the wind speed and cp is
a power coefficient. This equation multiplies the kinetic energy of the wind per unit volume,
E = 1/2ρv2, with the volume of air that passes through the rotor per unit time, piR2v/t (note
thatE = Pt). The power coefficient accounts for the efficiency with which the turbine converts
the kinetic energy of the wind to electricity. This formula can be used to construct a simple
power curve, which shows the generated power as a function of wind speed (figure 1.4)5. Notice
4“The main innovations in the [ DOWA] project are (…) to include wind farm (cluster) wake effects in mesoscale
weather model HARMON I E.” https://www.knmi.nl/research/observations-data-technology/projects/
dowa, accessed 8 July, 2019
5In practice, an empirical power cur ve is often preferred over this theoretical version.
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that the power formula assumes that the wind speed is constant in space and time, the density
is uniform, and it only accounts for power, not loads.
At the other end of the spectrum, sophisticated CF D (computational fluid dynamics) models
explicitly simulate the interaction between the wind and the wind turbine. In addition to power
yields, these models can compute the structural loads on various components of the turbines.
While these models could in principle account for a wide range of natural variability in the
inflow fields, such simulations are severely limited by computational constraints. Therefore,
the number of simulations must be reduced to obtain an acceptable balance between accuracy
and efficiency.
Figure 1.3 shows that there is a two-way interaction between large-scale models with little de-
tail and small-scale models with high levels of detail. The most obvious direction is wind input
propagating down the model cascade. The way up requires some additional explanation. By
learning from the interaction between the wind and turbines in the detailed simulations, simpli-
fied models can be derived that emulate the basic features of this interaction. These emulators
can then be used in the larger-scale models as ‘parametrizations’: models embedded in other
models to account for the effects of unresolved processes. Wake models are a great example.
Wind farm simulations need to be repeated many times for various grid configurations, and
therefore high-resolution simulations are out of the question. Simpler representations of the
wake can be validated and tuned with high-resolution simulations, though. Englberger and
Dörnbrack (2018), for example, designed a cheap method to derive realistic turbulent inflow
fields, from a small number of expensive simulations. Kanev et al. (2018) combine a database
of structural loads obtained from a relatively limited number of expensive simulations with a
cheaper model for wind farm optimization.
Figure 1.4: Example power cur ve, showing the power generated by a wind turbine as function of the wind speed.
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1.4.3 Meteorological data sources: from local observations to global
simulations (and back)
The engineering models discussed so far take the wind, or an abstraction of it, as inflow con-
dition, and so far I’ve assumed that this knowledge is simply available. To fully appreciate the
source of this information, I shortly discuss atmospheric obser vations. Thereafter, I describe
the some important aspects of meteorological models and their applications.
The art of obser vation. Intuitively, the most reliable way to characterize the wind climate at
a given site is to go out there and measure it, but often this is easier said than done. Measuring
at sea, for example, is quite challenging and expensive, especially when the measurements are
to be taken at the hub height of potential wind turbines (nowadays typically above 100 m). Tra-
ditional wind measurements are influenced by the mast on which the instruments are mounted;
newer measurements techniques based on lidar can replace obser vations of wind speed and dir-
ection, but when it comes to turbulence, this technique is still in its infancy. After dealing with
all these challenges, a measurement is still only valid for a single location. Moreover, the wind
climate comprises the long-term characteristics of the wind fields, so ideally, the measurements
should be carried out over extended periods of time. Traditionally, a period of 30 years has been
agreed upon as a standard for reliable characterization of the (wind) climate. This is impractical,
to say the least.
The art of modelling. Weather models may be used for forecasting, but they can also be
used to fill in the gaps between sparse obser vations. Today’s weather forecasts are produced
using sophisticated computer codes which are the product of a fascinating scientific success
story (Bauer et al., 2015). On a fundamental level, these codes, or numerical weather prediction
models, implement the equations governing fluid flow on a rotating sphere. Basically, they di-
vide the atmosphere into a large number of grid cells or grid boxes. By comparing the wind,
temperature, pressure and humidity between adjacent grid cells, they can predict how these
quantities will evolve in the near future. Adding more boxes generally results in a higher ac-
curacy, but it also requires more computations. Some processes that cannot be represented
explicitly, such as turbulence and microphysics, are accounted for through parametrizations.
Data assimilation. Initialization of a weather model requires information about the present
wind, temperature, pressure and humidity in each grid cell. This poses a challenge, because
such a dense measurement grid simply does not exist. Only adjusting the grid boxes for which
obser vations are available, or interpolating between these measurements is not an option, be-
cause that would violate the laws of physics (e.g. increasing the wind speed in one box without
decreasing it somewhere else is equivalent to adding excess energy to the atmosphere). There-
fore, modellers use a ‘trick’ to get the model as close as possible to all the available obser vations,
while maintaining physical consistency. Simply put, they run yesterday’s forecast several times
in hindsight, compare the outcome with the obser vations, and choose the best match for the
current state of the atmosphere. This trick is called data assimilation and there are several soph-
isticated mathematical techniques to carry it out reliably. The initial state of the model thus
obtained is called the operational analysis. Together, data-assimilation and the actual forecast
form a very demanding task (according to Bauer et al. 2015 it is similar to simulating the human
brain) which is carried out several times per day on some of the worlds largest supercomputers.
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From forecast to reanalysis. As outlined above, data-assimilation is a useful technique to
infer the state of the atmosphere at locations where no measurements are available. Thus, an
archive of historical operational analyses constitutes the best-guessed state of the atmosphere as
it evolved over time. These archives can be used to extract site parameters at locations where
measurements are not available. Since weather models and data-assimilation techniques are
continuously developed and improved, the operational archive is quite inconsistent. Therefore,
several institutes have used recent model versions to construct a consistent ‘archive’ in retro-
spect. This procedure is called reanalysis. The ERA-interim dataset (Dee et al., 2011), developed
by the European Centre for Medium-range Weather Forecasts ( ECMW F), represented the state-
of-the-art for many years, and has been widely used in wind energy applications. Its successor,
ERA5 (Olauson, 2018), became available in the midst of this research project.
The weather model cascade. Similar to figure 1.3, there is a two-way interaction between
coarse, large-scale weather models and detailed, small-scale simulations. ECMW F nowadays
produces global forecasts on a horizontal grid cell size of approximately 15 km. For ERA-interim,
the horizontal grid spacing was about 80 km. Enhanced computer power enabled an increase
in resolution to about 30 km for ERA5, but still, this is too large to represent some small-scale
features ( let alone turbulent fluctuations). Therefore, (national) weather ser vices run similar
models with smaller domains, enabling finer grids and a more detailed representation of the
flow. Traditionally, the models used for this first refinement step are called limited-area models
or mesoscale models. These go up to a horizontal grid spacing of about 1 km. Further refinement
can be achieved with large-eddy simulation ( LES) models, which resolve most of the turbulence
explicitly. The model domains that are feasible with LES are large enough to simulate a wind
farm, but way too small for a comprehensive wind atlas. The engineering models discussed pre-
viously can be interpreted as an extension of the meteorological model chain, and LES is at the
interface. Currently, wind turbine parametrizations are also finding their way into mesoscale
weather models (Fitch et al., 2012; Volker et al., 2015).
1.4.4 Introducing uncertainty
There are two main sources of uncertainty concerning the prescription of wind fields in wind
energy applications: (1) uncertainties in the data sources themselves and (2) uncertainties that
are introduced by the way in which these data are summarized, represented, extrapolated, or
otherwise employed.
Both obser vations and model data have their limitations. A well-known uncertainty is the ac-
curacy of measurement instruments. More difficult to estimate is the uncertainty due to the
representativeness of a measurement, which is inherently valid at a single point (or a bounded
volume in the case of lidar, for example). Model data suffer from inaccuracies due to the limited
grid resolution, and the imperfect representation of physical processes. The non-linear beha-
viour of the atmosphere also sets a fundamental limit on our knowledge of the exact state of the
atmosphere at any given place and time (Lorenz, 1963). Quantification of these uncertainties
is a never-ending exercise, as meteorological models and measurement methods continuously
evolve and improve.
The second type of uncertainty is related to the way in which the meteorological data is em-
ployed. Working with raw, multidimensional data is often impractical or undesirable. In re-
source assessment, quick comparison between different sites is easiest if the wind climate can
11
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Figure 1.5: Illustration of summary statistics. A full rendering of the time/height variability of four years of wind speed observations
is shown in Panel B. Panel A shows the mean wind speed profile that is obtained by taking the time-average of B. Two commonly used
wind profile functions are fitted to the mean profile. Panel D is a time series of wind speed obser vations at a single height (115 m,
approximately hub-height). Panel C is a histogram of those wind speed obser vations. A Weibull distribution is fitted to the data.
be described in terms of one or maybe a few summary statistics. This is illustrated in figure 1.5.
Four years of wind speed obser vations up to a height of 315 m are plotted in panel B. Although
very condensed, this figure encapsulates a full four-year climatology of wind speed. How-
ever, it is not easy to process this information. There are two straightfor ward ways to simplify
the data. The first is time averaging. Panel A shows the mean wind speed obser vations at
each measurement height. The average wind profile can reasonably be described by two com-
mon parametrizations that are often used in practice. The first is the empirical wind profile
power-law, u(z) = uref (z/zref )α, and the second is the (neutral) logarithmic wind profile,
u(z) = u∗/κ ln(z/z0), which is founded on physical considerations. Both parametrizations are
based on the premise that the variation of the wind speed with height follows a characteristic
shape that can be described by a simple mathematical function: the wind speed (u) increases
monotonically with height (z), more strongly so near the surface and approaching an asymp-
totic limit aloft. The rate with which the wind shear decreases is dictated by the empirical
shear exponent (α) in the power-law, and by the surface roughness (z0) in the logarithmic wind
profile. The asymptotic limit scales with reference wind speed uref , or with u∗, the friction
velocity. κ is the Von Karman constant.
The other simplification is to take advantage of the high degree of correlation in the vertical
direction, and consider only a single measurement height. The resulting time-series though,
visualized in figure 1.5D, is still quite incomprehensible. Further simplification is achieved by
rendering the data in the form of a histogram (figure 1.5C). It turns out that the shape of this
histogram can be described quite well by the two-parameter Weibull distribution, which is
characterized by a scale parameter and a shape parameter. Together with the characteristic
surface roughness length of the logarithmic wind profile, or a typical shear exponent of the
wind profile power-law, the two parameters of the Weibull distribution basically encapsulate
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the entire variability of the wind field at a given site. Therefore, they have become ubiquitous
in resource assessment studies.
The summary statistics described above can in principle be converted to the real quantities of
interest, such as expected annual energy production or estimated turbine lifetime. This is where
the engineering models come in. The simplest estimate of annual energy production is obtained
by combining the Weibull distribution with the power cur ve illustrated in figure 1.4. This is very
efficient, but any information on the vertical structure of the wind speed profile is discarded in
the process. This was acceptable for early wind turbines, but with modern turbines reaching
rotor diameters of over 100 m this simplification is no longer appropriate. Figure 1.5A shows
that the difference over a typical rotor span of 100 m on average may exceed 2 m s−1 , which can
make a big difference in the total energy production (see figure 1.4; the impact is large in the
steep part of the power cur ve) and also enhances the structural loads.
More accurate load (and power) assessment thus requires detailed inflow fields including wind
shear and also turbulence. To still exploit the efficiency of the Weibull distribution for time
extrapolation, the fatigue load cases combine each wind speed bin of the histogram in fig-
ure 1.5C with a wind profile parametrization and additionally a mathematical description of
turbulence. Illustrated in figure 1.6, this procedure represents a substantial improvement over
the assumption of a uniform wind field, but the variability is still restricted to the fixed form of
the parametrizations employed. Consequently, the use of idealized inflow fields is an important
source of uncertainty.
Wind farm optimization encounters a similar conflict between efficiency and accuracy. Because
wind direction is very important for wake effects, the Weibull distribution is replaced by a joint
probability of wind speed and direction, frequently referred to as ‘the wind rose’. Often, the
wind rose only includes data at a single height. Depending on the complexity of the engineering
models employed (e.g. two- or three-dimensional), additional information can be re-introduced
using idealized descriptions. Again, by using the wind rose probability distribution for time
extrapolation, some of the variability hidden in the distribution is inevitably lost. The question
is thus, how much information is discarded, and is this (still) acceptable?
Figure 1.6: Conceptual illustration of the inflow prescription for fatigue load cases. One load simulation is performed for each 2 m s−1
bin of the Weibull distribution. Parametrizations are used to account for vertical wind shear and turbulence.
13
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1.5 Problem statement: the limitations of a spherical cow
A biologist, a chemist, and a physicist are taking a walk through the country
when they come upon a cow. The biologist thinks for a second and then
declares, ``I know what that is. That's Bos taurus.'' The chemist looks for a
second and then says, ``It's just a carbon-based life form, approximately 75%
water, and the remaining 25% trace elements.'' The physicist stares blankly for
a second and then says, ``Well.... I guess we could approximate it as a sphere.''
Uncertainties in external conditions enter energy applications through imperfect knowledge
of the (wind) climate, and through the way in which the available information is processed.
Observations are limited in space and time, and simple methods or sophisticated models are
relied upon to infer the wind climate based on the available information. But also sophisticated
models are limited in their grid resolution and their representation of physical processes, and
even if a very accurate record of the past thirty years exists, one can only assume that the next
thirty years will be more or less similar. This last assumption is equivalent to postulating that
the wind climate does not change, which, in face of global warming, has become a topic of
renewed scientific debate (e.g. Pryor and Barthelmie, 2010, and citing articles).
Summary statistics and idealized parametrizations facilitate spatial comparison for wind re-
source assessment and computational savings for load simulations, among others. Yet, whilst
idealized descriptions adequately capture the average wind conditions, their application to in-
stantaneous wind fields may introduce uncertainties because of oversimplification. This is il-
lustrated in figure 1.7, which clearly shows that some obser ved wind profiles do not follow the
typical shape that is dictated by the logarithmic wind profile. And indeed, some of the under-
lying assumptions are violated in practice. For example, the logarithmic wind profile assumes
that the surface is horizontally homogeneous, but this is clearly not the case near the coasts.
The logarithmic approach also assumes that the turbulent stress is independent of height, which
may be valid in a shallow layer near the surface, but does certainly not hold above, say, 100 m.
Figure 1.7: A. Mean wind profile over four years of obser vations at an offshore site. Black dots are obser vations, full and dashed lines
are two common parametrizations. B. A selection of instantaneous wind profiles from the same dataset.
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Furthermore, it assumes stationary conditions, which is also not justified in the vicinity of a
(coastal) discontinuity. And finally, the (neutral) logarithmic wind profile as presented in the
previous section neglects atmospheric stability, which can vary substantially in practice.
The objective of this thesis is to illuminate both sources of uncertainties: the (in)accuracy of
model performance, the impact of space and time limitations in obser vations, and the frequency
and severity with which common assumptions are violated. This will enable researchers and
industrial users to evaluate whether their methods are still acceptable, and provide guidance to
account for, or even reduce these uncertainties.
Part of this objective is achieved through cross-validation between models and obser vations.
The other part is achieved trough the concept of anomalous wind events, which I introduce in
chapter 2. Anomalous events is a term I invented to account for those conditions that fall outside
the range of variability normally considered, or for which common assumptions are violated.
The academic literature and wind atlases are flooded with Weibull parameters and logarithmic
wind profiles. Contemporary practice provides a climatology of ‘regular’ wind conditions. In
contrast, this thesis focuses on the not normal phenomena: a climatology of anomalous events.
The overall objective inspires a number of specific research questions that will be addressed in
the subsequent chapters:
1. What is the impact of space and time limitations on the representativeness of obser va-
tions?
2. What is the typical performance of weather models and reanalysis datasets?
3. Which anomalous wind events can we define and how can we identify and characterize
them?
4. How well are these anomalous events represented in reanalysis data?
5. What are the mechanisms that govern wind in coastal areas and specifically, anomalous
events?
6. How can anomalous events be accounted for in wind energy applications?
It is nearly impossible to compile a complete list of anomalous events, because there will always
be assumptions that can be violated. In fact, most of the thesis focuses on a single phenomenon:
the low-level jet. This might be the most relevant and appealing event, but for that reason it is
also a perfect exemplar. In a sense, this thesis can be seen as a framework, or methodology, to
deal with anomalous events in practice. Moreover, it is a perspective, an unorthodox view that
hopefully inspires some critical reflection on the ‘external’ conditions that are often taken for
granted. And finally, it is an invitation to appreciate the richness and complexity of wind in
coastal areas, and how far we’ve come to understand and exploit it.
1.6 Outline of the thesis
The contents of the following chapters are schematically illustrated in figure 1.8. The research
data primarily concern the (Southern) North Sea, although the methods employed and the
mechanisms discussed are of course universally applicable. The thesis follows a clear chro-
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nological structure that is intertwined with the rapid developments in the field of wind energy.
During the research, several datasets were released, and then used in later stages of the research.
In chapter 2, I further introduce the concept of anomalous events. I consider how these events
can best be defined, and continue to characterize them. In retrospect, some of these events
are better described as extreme rather than anomalous, but that does not make their charac-
terization less valuable. This chapter is based on the met mast IJmuiden (MMIJ) dataset, which
already made its first appearance in figure 1.5. Its location with respect to the Dutch coast and
its temporal coverage are illustrated in figure 1.8.
The MMIJ dataset is used again in chapter 3, but the focus is quite different. In this chapter, I
evaluate the performance of three numerical weather prediction models: I FS, HARMON I E, and
W RF. Each of these models is linked to the production of a brand new reanalysis dataset, but
these were not yet available at the time. Thus, chapter 3 can be seen as a first acquaintance
with these models. Alongside the model validation, some useful methods for case selection and
performance evaluation are introduced in this chapter.
Having assessed the ‘general’ performance of these three models, the next interesting question
is whether they are able to truthfully represent the anomalous events introduced in chapter 2.
In the meantime, the ERA5 reanalysis dataset ( based on the I FS) had become available, as well
as additional measurements from various locations (as shown in figure 1.8). This provided a
perfect opportunity to extend the results from chapter 2 in a spatial sense. One of the most
interesting results from chapter 2 is the abundance of low-level jets at the MMIJ location. To
maintain a clear focus, low-level jets are the only anomalous event considered in chapter 4.
However, a similar approach can be pursued for the other events. In that sense, chapter 4 can
be seen as a methodology to develop a true spatial climatology of anomalous wind events.
So far, all chapters focussed on obtaining a validated climatological characterization of wind
in general and anomalous wind events in particular, but the mechanisms that govern these
events were not discussed in detail. This question is addressed in chapter 5, where I present a
literature sur vey of relevant physical mechanisms that govern wind in coastal areas. Again, the
main focus is on low-level jets, but the discussion is very relevant for, if not tightly linked to,
other (anomalous) events. In the second part of chapter 5, I try to attribute the low-level jets
identified in the ERA5 data in chapter 4 to a physical governing mechanism.
As mentioned above, new data was released as I was writing the chapters of this thesis. These
new datasets provide many opportunities to build upon the previous chapters. Moreover, in
those chapters I have zoomed in on low-level jets to maintain a clear focus, but a similar path
can be followed to construct or extend the climatologies of other anomalous events. Chapter 6
incorporates many results to evaluate the representation of wind and anomalous wind events
in all three reanalysis datasets. For brevity, only MMIJ data are used. Chapter 4 shows that this
is by far the most suitable dataset for model evaluation.
The general introduction featured a description of contemporary strategies to estimate, among
others, annual energy production and structural loads. In the general discussion in chapter 7,
finally, I will come back to the start, and address the question How may the lessons from this
thesis contribute to the development of next-generation load- and power assessment procedures?
To answer this question, I will draw upon the lessons learned from the previous chapters, but
also from other contributions to the scientific literature, popular science, real-world examples,
documentaries, and of course, imagination.
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chapter 2
An observational climatology of anomal-
ous wind events over the North Sea
Three statisticians go hunting for deer. They spot one off in the distance.
The first one shoots about a metre too high, the second one, about a metre
too low, the third one yells, 'We got it!'
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Chapter 2
In this chapter, the concept of anomalous wind events is introduced. In-
flow fields for wind energy engineering models are often highly idealized.
While summary statistics and standardized wind profiles provide a reason-
able climatology of regular wind conditions, they introduce uncertainties
with respect to less common or atypical wind fields. Within the framework
of anomalous events, these wind fields are systematically identified, charac-
terized and eventually understood.
Four years of high-quality obser vations, gathered up to 300 m, are analysed
to investigate the wind climate at “met mast IJmuiden”. Six anomalous wind
events are identified and described: low-level jets, extreme wind speeds,
shear, veer, turbulence and wind ramps. In addition, typical weather condi-
tions that favour their formation are identified. This provides the first clues
towards increased understanding of these phenomena.
This chapter is published as:
Peter C. Kalverla, Gert-Jan Steeneveld, Reinder J. Ronda and Albert. A. M. Holtslag (2017).
An obser vational climatology of anomalous wind events at offshore meteomast IJmuiden ( North
Sea). Journal of Wind Engineering and Industrial Aerodynamics, 165:86–99.
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2.1 Introduction
Wind energy has been established as an outstanding resource of renewable energy, with over
433GW of installed capacity worldwide by the end of 2015 (REN21, 2016). Onshore wind
power has now become cost-competitive with traditional sources, and offshore wind power
follows this track. Offshore wind farms have the advantages of stronger and steadier winds
than onshore, more available space, less visual distortion, and less noise pollution, among oth-
ers. The worldwide installed offshore wind power was estimated at 12 GW by the end of 2015
(REN21, 2016), with the largest share in Europewith 7.5 GW divided over 76 offshore wind farms
(Rodrigues et al., 2015). A further increase to 40GW is imperative to reach the EuropeanUnion’s
target of 20 % renewable energy by 2020 and follow-up targets thereafter (EW EA, 2013). Despite
recent advances and numerous assets of offshore wind, continued growth is still hampered by
relatively high installation and maintenance costs and uncertainties in average wind on short
and longer time scales (Breton and Moe, 2009; EWEA, 2013; Burton et al., 2011; Rodrigues et al.,
2015; Carroll et al., 2016; Kuik et al., 2016; Mérigaud and Ringwood, 2016). Maintenance of off-
shore wind turbines is carried out with large, expensive crane vessels that can only be put to
sea in favourable weather concerning wind and significant wave height. This can lead to long
waiting times and extended periods of power loss (Martini et al., 2017). It is thus of utmost
importance that turbine failure and maintenance are minimized, which is challenging since
the offshore environment is more demanding than its onshore counterpart due to the stronger
winds, additional wave and current loads, and corrosion by salty water.
To minimize turbine failure, prototype turbines are extensively tested with simulation software,
in which the wind field is ‘translated’ to actual forces on the wind turbine (Burton et al., 2011;
Vorpahl et al., 2013). Obviously, the input wind field determines the resulting load assessment,
but contemporary guidelines (IEC, 2005, 2009; Burton et al., 2011) still rely on idealized extra-
polation methods. Figure 2.1a conceptually illustrates this approach. A frequency distribution
of wind speed at one height is combined with a wind profile parametrization (e.g. power law,
logarithmic wind profile) to obtain a suite of ‘representative’ wind profiles. Subsequently, the
estimated loads resulting from these profiles are extrapolated to the turbine lifetime (∼20 yr)
using the frequency distribution. Many authors have argued that these methods cannot ad-
equately capture all variability that is obser ved in the field (Lange et al., 2004; Gryning et al.,
2007; Kettle, 2014; Nunalee and Basu, 2014; Optis et al., 2014). For example, they cannot account
for atmospheric stability, vertical variations of wind direction, or low-level jets. Therefore, the
current methodology leads to substantial uncertainty in the estimated loads.
Apart from the regular wind conditions, the I EC also specifies load cases to account for ultimate
loads resulting from extreme wind speeds, extreme gusts, and extreme shear (IEC, 2005; Burton
et al., 2011). These wind events are described in a rather idealized fashion, e.g. extreme shear
is simulated with a mathematical function that tilts the wind profile with a fixed factor. This
approach is physically unrealistic and therefore leads to additional uncertainties in the load
estimates. Finally, although the current methodology does account for short-term wind fluc-
tuations, it does not consider temporal transitions in the mean wind profile. In the context of
power forecasting, these so-called ‘wind ramps’ have received considerable attention recently
(Gallego et al., 2014; Gallego-Castillo et al., 2015; Kiviluoma et al., 2016), but to our knowledge
wind ramps in relation to wind farm site- or load assessment have not been assessed so far.
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Figure 2.1: Conceptual figure to illustrate the contemporary guidelines for wind representation. A probability distribution of wind
speeds is sampled and for each sample a simple profile parametrization is used to extrapolate the wind speed to other altitudes.
Thus, the realism of the wind climate as represented in load assessment studies is open for fur-
ther improvement, at least for a number of conditions that are currently un- or ill-defined. In
this paper, we use a unique obser vational dataset obtained with a tall tower and lidar obser-
vations up to 300 m height, situated 85 km off the Dutch coast, to investigate the wind climate
at the North Sea and obtain a reference climatology of these ‘anomalous wind events’ (AW Es,
particularly: low-level jets, extreme wind speed, shear, gusts and ramps)1. Accordingly, we
formulated the following research questions:
1. What are typical values and temporal characteristics of low-level jets, extreme wind
speed, shear, gusts and ramps?
2. How are wind, wave and other weather conditions related to these anomalous wind
events?
3. Can we identify temporal overlap between the anomalous wind events?
The first question deals with objectively defining each of the anomalous wind events, and is in
fact one of the unique aspects of this study, enabling straightfor ward comparison with other
datasets, and model validation. The typical conditions of question 2 will help us to characterize
the AW Es. An analysis of potential temporal overlap between events is included in order to
obtain reliable statistics considering that multiple extremes may occur simultaneously. The
resulting climatology of anomalous wind events characterizes the wind variability at the site,
and is particularly well-suited as a reference for future studies. As such, this may ser ve as a
first step towards more accurate description of the anomalous wind events in load assessment
studies.
1Although it would be possible to define more events, such as thunderstorm downbursts and waterspouts, these are
very hard to measure and are therefore not part of this study. A useful reference on the latter may be found in Dotzek
et al. (2010).
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2.2 Background
This section provides a brief over view of each of the identified anomalous wind events.
Low-level jets. A low-level jet ( LLJ) is a maximum in the vertical wind speed profile, rel-
atively close to the surface (Baas et al., 2009; Nunalee and Basu, 2014). When located in the
rotor plane, the increased wind speed might boost the power production, but can also lead to
enhanced wind loads on the turbines. E.g. Gutierrez et al. (2016) used high frequency tower
obser vations up to 200 m and found that the enhanced wind shear during LLJs leads to higher
structural loads on turbines. Park et al. (2014) performed a similar study using wind input from
large-eddy simulations and found comparable results. Therefore, accurate LLJ representation
is critical in atmospheric models, in load assessment models, and in site assessment studies.
Mirocha et al. (2016) recently evaluated the representation of LLJs in the weather research and
forecasting model (W RF, Skamarock and Klemp, 2008) and found that “The considerable root
mean square error and bias values, even among the ‘best’ performing simulations, underscore
the need for improved simulation capabilities for the prediction of near-surface winds during
LLJ conditions.”
Several physical mechanisms for the LLJ have been hypothesized (Stull, 1988; Stensrud, 1996).
Over land, LLJs can be explained by the evening transitions, when turbulent mixing decays
(Baas et al., 2009; Van de Wiel et al., 2010). The reduced friction leads to acceleration of the wind
at the top of the ‘decoupled’ layer. This jet follows an inertial oscillation with a period equal to
the Coriolis period at a given latitude (∼15 h for the Southern North Sea). A jet formed over land
and subsequently advected offshore, may well be able to persist there. Alternatively, a similar
mechanism can occur when warm air mass is advected over a cold (sea) surface (Smedman et al.,
1989; Dörenkämper et al., 2015). The bottom cooling leads to a stably stratified layer which can
also ‘decouple’ from the flow aloft. Other authors have linked low-level jets to baroclinity and
strong horizontal temperature gradients (Zemba and Friehe, 1987; Burk and Thompson, 1996;
Andreas et al., 2000). These jets have a direction more or less parallel to the coast (Stensrud,
1996). Finally, downward mixing of higher wind speeds aloft may lead to short-lived jet-like
structures.
Extreme wind speeds. Extreme wind speeds are often studied in a statistical sense, e.g. tur-
bine load assessment typically considers the estimated 50-year wind extreme (Burton et al.,
2011). For class I turbines, the reference 50-year 10-minute-averaged wind extreme is set to
50 m s−1 (I EC, 2005). A comprehensive over view of statistical extreme value theory application
to wind speeds is given in Palutikof et al. (1999). An often encountered challenge is that datasets
are too short, since extreme value theory typically selects only one event per year. Therefore,
Palutikof et al. (1999) discuss several methods to make optimal use of the available data. At the
North Sea, wind extremes are always associated with extratropical cyclones. An interesting
meteorological treatment of many storm events is given in Lamb and Frydendahl (1991). Re-
cently, Christakos et al. (2016) presented a detailed investigation of cyclone Xaver that passed
over the North Sea in December 2013. W RF was used to study the wind power density, and was
found to perform rather well. Wind speeds exceeded 25 m s−1 for 30 hours during this extreme
event. At the same time, wind power generation reached a new record due to the strong winds
associated with the cyclone just before and after this peak wind speed.
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Wind shear and veer. (Vertical) shear is represented by the change of wind with height.
Naturally, the flow must adjust to vanishing wind at the bottom boundary, and therefore most
shear is obser ved close to the surface, where it can lead to considerable differential loading on
wind turbines (Burton et al., 2011). It is thus important to correctly account for wind shear in
offshore wind systems.
Shear is sometimes expressed as a ratio of the wind speed between two altitudes. Alternatively,
a power-law of the form u/uref = (z/zref )x is sometimes used to describe the relation between
wind speed and altitude (Farrugia, 2003; Storm and Basu, 2010). In that case, the exponent x
determines the steepness of the wind profile. In the I EC guidelines x is fixed at a value of 0.14
for offshore conditions, but in fact x encompasses information about atmospheric stability and
flow characteristics and may thus assume a range of values (Ir win, 1979). Obviously, neither
of these methods is applicable to the previously described low-level jets. Additionally, both are
unable to represent directional changes.
Since wind is a vector, we can distinguish between speed shear and direction shear. Speed shear
is the change in wind vector magnitude with height. The change of wind direction with height
is called wind veer. Veering with height can occur due to different mechanisms (Brown et al.,
2005). Under idealized conditions, Ekman theory predicts 45° wind veering in the atmospheric
boundary layer, which in reality reduces to 15–40° depending on stability. Additionally, ho-
rizontal temperature gradients lead to a thermal wind that veers ( backs) with height if warm
(cold) air is advected. The strongest veering is to be expected when the two processes act to-
gether. Finally, mesoscale phenomena like the sea breeze may lead to additional rotation of the
wind vector with height.
Over 25 years ago, Hollingsworth (1994) already identified serious deficiencies in the ECMW F
model representation of backing winds with height during periods of cold air advection. Ten
years later, Brown et al. (2005) evaluated the representation of wind turning in the ERA interim
dataset, and found that the model performance is still quite poor, with biases up to 30° under
strong baroclinic conditions. They found similar results for higher resolution ECMW F forecasts
and for the MetOffice model.
Turbulence and wind gusts. Turbulence is an important atmospheric process character-
ized by chaotic motions on relatively short length and time scales, covering the range between
viscous processes on the molecular scale and the mean flow on the scales of the atmospheric
boundary layer (Stull, 1988). It is the main driver for transport of heat, moisture and momentum,
and as such turbulence governs the environment in which turbines have to operate. This is rel-
evant for wind energy because the rapid motions lead to differential loads on the turbine, and
to power fluctuations. Turbulence is responsible for wind gusts that are superimposed on the
mean wind. Therefore, studies focusing on wind energy often report the so-called turbulence
intensity, i.e. the standard deviation of the wind speed, normalized by the mean wind speed.
Similarly, gust factors can be computed as the ratio of the maximum wind speed to the mean
wind. Usually, the gust factor and turbulence intensity are closely related (Bardal and Sætran,
2016).
Wind ramps. Wind ramps are rapid changes in the wind speed or direction in time (within
one to several hours). In that sense, they are different from the previously discussed AW Es that
were all treated as instantaneous profiles. Sudden fluctuations in the wind speed can result
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in power fluctuations, especially in the case of large wind farms. Therefore, wind ramps have
received considerable attention in the field of forecasting lately (Gallego et al., 2014; Gallego-
Castillo et al., 2015; Kiviluoma et al., 2016). Sudden changes in wind direction require adjust-
ment of the rotor orientation. Wind ramps can be governed by different mechanisms, e.g. the
passage of fronts, formation of thunderstorms due to moist convection, perturbations in stabil-
ity leading to downward momentum mixing, or the onset of local circulations like a sea breeze.
Since these processes act on various time scales and produce wind fluctuations of different mag-
nitude, many different ramp criteria have been defined (see Gallego-Castillo et al., 2015). The
time scales range from 5 minutes to 6 hours, and the power fluctuations vary between 10 %
and 75 %, expressed as percentage of the rated power that was considered in each case study.
Gallego-Castillo et al. (2015) encourage that further research is conducted to explain ramp oc-
currence and its representation in numerical weather prediction models. In this context, it is
most relevant to report temporal wind variations in our climatology.
2.3 Methodology
2.3.1 Description of the dataset
The obser vations for this study have been gathered at the meteorological mast IJmuiden (MMIJ;
Werkhoven and Verhoef, 2012), situated in the North Sea approximately 85 km off the Dutch
coast (52.85°N, 3.44°E, figure 2.2). The water depth at the site is about 28 m. In the four-year
period from 2012 to 2015, a 90 m mast has been maintained and equipped with several instru-
ments. On the platform (21 m) and the top of the mast (90 m), standard meteorological quantities
pressure, temperature and relative humidity were obser ved (Vaisala PT B210 and HMP155). At
27 and 58 m, three booms with Thies first class cup anemometers and wind vanes were moun-
ted to the tower. Moreover, three Metek USA-1 sonic anemometers and three more wind vanes
were mounted at 85 m. Two additional cup anemometers were mounted at the top of the tower
(92 m). A Zephir 300 continuous-wave lidar recorded wind speed and direction at 25 m inter vals
between 90 and 315 m. Finally, a Triaxis wave buoy recorded wave and current characteristics,
as well as water temperature and sea level pressure. Compared to other masts at the North and
Baltic Seas, MMIJ stands out because of its measurement height (up to 315 m), its distance to
shore, and because it has three booms at each measurement altitude, allowing for the elimina-
tion of mast disturbances. For comparison, the Høvsøre tower (Peña et al., 2015) is located at
the coastline and is 116 m tall. In addition, the widely used F I NO-1,2,3 towers reach up to a
height of 100 m. Moreover, F I NO-1 and -2 are situated closer to the coast (40 km) and in the
vicinity of wind farms. Therefore MMIJ offers the opportunity to investigate undisturbed wind
patterns for higher altitudes than before.
Data post-processing has been performed by the Energy Centre of the Netherlands ( ECN) be-
fore uploading to http://www.meteomastijmuiden.nl/data/. All data are provided as 10-
minute averages, standard deviations, and min/max values, except for the buoy data, which are
available at hourly inter vals. Care was taken to minimize the effects of tower distortion, using
the differences between sensors at the different booms. This procedure is outlined in the instru-
mentation report (Werkhoven and Verhoef, 2012). Using the one level of overlap between the
lidar and cup-anemometer measurements (90 m), ECN also performed a validation of the lidar
data (Maureira Poveda and Wouters, 2015). Good agreement was found between mean wind
speed and direction (mean bias of 1 %). However, lidar-based turbulence intensities appear to be
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Figure 2.2: A: Map of northwest Europe, with the location of the IJmuiden meteomast indicated. Source: ETOPO. B: a photograph
of the measurement site, with brief annotations explaining the instrumentation. P, T and RH are pressure, temperature and relative
humidity, respectively. SLP and SST are sea-level pressure and sea-surface temperature.
largely overestimated at lowwind speeds. Peña et al. (2009) also evaluated a Zephir lidar against
obser vation from cup anemometers, and conversely, they find an underestimation of turbulence
intensity, which they attribute to attenuation of standard deviation obser vations from the lidar.
They also explain that the Zephir lidar relies on a thermal wind sensor to determine the sign
of the wind direction. This sometimes leads to an 180° error in the wind direction. For the two
years of data that were analysed by ECN, this occured for 3.6 % of the records (Maureira Poveda
and Wouters, 2015). Indeed, several instances of this 180° deviation were present in the lidar
data, as well as some spikes in wind speed. These records were carefully removed from the
dataset (∼4 %).
Several instruments were subject to technical problems during extended periods of time. The
wave buoy has been offline between February 2013 and April, 2014. In April, 2015, most instru-
ments mounted to the mast were disconnected. The 85 m booms did not record from January to
mid-August, 2013. To obtain wind profiles that are more or less uniformly spaced, we averaged
the 85, 90, and 92 m measurements. Performing these adjustments resulted in a data coverage
of 84 % concerning all wind obser vations. Considering hub-height wind speed, data availabil-
ity appears to be 95 %, but with fewer measurements in spring. Still, this is a satisfactory data
availability for our research purpose, especially considering the remote location of the tower.
Because much of the buoy data from MMIJ was missing, we used observations from a nearby
oil rig, K13-a, for the classification of waves (see figure 2.2). This station is part of the Dutch
network of automated weather stations. Sea state obser vations from K13-a are publicly avail-
able via the Dutch ‘Rijkswaterstaat’ via live.waterbase.nl. For the episodes with joint data
availability, a significant correlation (r2=0.95) was found between K13-a and MMIJ for signific-
ant wave height and period. Because of the superior data availability and long standing record,
we decided to use K13-a wave data rather than MMIJ obser vations. Unfortunately, sea surface
temperature was not available at K13-a.
Note that Holtslag et al. (2015) used one year of the MMIJ dataset (2012) to validate Monin-
Obukhov similarity theory for this offshore site and later to assess wind turbine fatigue loads
resulting from the joint probability of stability and wind speed (Holtslag et al., 2016). We extend
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their work by including all four years of observations, and moreover, we focus on anomalous
wind events that are typically not well described by Monin-Obukhov similarity theory.
2.3.2 Definition of anomalous wind events
In this section we objectively define the criteria for the anomalous wind events as introduced in
the previous section. To identify low-level jets, the criterion by Baas et al. (2009) is often used
nowadays. They define a LLJ as the lowest maximum that is at least 2 m s−1 and 25 % stronger
(=20 % fall-off ) than the subsequent minimum. Earlier studies have used slightly different fall-
off criteria, and the choice for any criterion is quite arbitrary. We decided to use Baas’ absolute
fall-off criterion of 2 m s−1, but to perform additional sensitivity analysis to the effects of using
a 0.5m s−1 higher and lower threshold.
To quantify extreme wind speed, we first apply statistical extreme value analysis to the 115 m
wind speed, which corresponds to the hub height of the Leanwind 8 MW reference wind turbine
(Desmond et al., 2016). As the dataset is rather short for such a procedure, we apply the method
of independent storms, as outlined in Palutikof et al. (1999). In this approach, independent
storms are separated by periods of low winds (so-called lulls). This guarantees independence
of the data, while at the same time allowing for several extreme events per year. The wind
speed maxima x of the independent storms are then sampled, sorted, and plotting positions are
calculated according to
F (xm) =
m− 0.44
N + 12
(2.1)
where m is the sorted index and N is the total number of events. Following Harris (1999), we
can then calculate the (Gumbel) reduced variate as
y = − ln (−r ln (F (xm))) (2.2)
where r is the average amount of storms per year. Cook (1985) found that a reliable estimate of
the 50-year wind extreme is made for r = 10, leading us to define a lull threshold of 21.3m s−1.
To calculate the standard error of the estimate, we used a Monte Carlo method in which we
repeatedly drew random samples from the extreme value distribution defined by the paramet-
ers that we first identified. Subsequently, these samples were fed back to the extreme value
algorithm to obtain a realistic range of values for the two parameters.
For analyzing wind shear and veer, we assume that the turbine always aligns the rotor axis with
the mean wind speed at hub height. Accordingly, we can split the windmeasurements, and thus
the shear, in streamwise (or: longitudinal) and spanwise (or: lateral/normal) components, the
latter resulting from changes in wind direction. Note that it is not possible to directly convert
between veering angle and normal wind shear, since the same wind shear vector will have a
different veering angle for different wind speeds. We prefer this method, in which we express
the directional shear in a normal wind component rather than an angle, because in this way the
amount of shear can be compared without considering the absolute wind speed, and moreover,
because it is more readily translated to forces on the turbine. Figure 2.3 clearly illustrates that for
a veering wind profile, the normal wind component is positive below hub height and negative
above, which seems consistent with the clockwise rotation of the rotor. Because the vertical
extent of MMIJ is not a universal property, we will calculate and report the accumulated shear
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Figure 2.3: A. Hodograph of a typical Ekman wind profile that veers with height in the boundary layer. The rotated coordinate system
is defined by s, aligned with the wind at hub height and n, perpendicular to s and positive to the left. B. Typical vertical profiles of the
rotated wind components. The shading represents three layers spanning most of the rotor plane (see section 2.3).
in six layers of equal depth (50 m) as:
Ss =
1
50
50∑
z=1
|sz − sz−1|∆z (2.3)
Sn =
1
50
50∑
z=1
|nz − nz−1|∆z (2.4)
where s and n denote the stream-wise ( longitudinal) and normal (span-wise/lateral) compon-
ents of the wind vector, respectively, as in a natural coordinate system. Because the bound-
aries of these six layers do not coincide with the obser vation heights, we linearly interpolated
between the wind obser vations (assuming that the wind vanishes at the surface). This appeared
to be the best method, considering that for most wind profiles, the layer where a logarithmic
wind profile would be appropriate was below the lowest measurement height. Additionally, a
logarithmic wind profile is not suitable for anomalous events like LLJs. Using polynomial in-
terpolation we found that more artefacts were introduced than realism was gained. Taking the
magnitude of the vertical differences in s and n in equation (2.3) ensures that ‘negative shear’
is also accumulated. This is relevant, because other wise the accumulated shear might equal
zero if, for example, a low-level jet would occur in the middle of a layer. To the authors’ best
knowledge this approach has not been reported elsewhere so far.
For the classification of extreme turbulence and associated wind gusts, we use the turbulence
intensity, TI = σu/u, as is common practice in the wind energy sector. In a preliminary study
we found a very strong relation between TI and gust factor, similar to Wieringa (1973) and
Burton et al. (2011). Therefore, and in the absence of higher frequency data that would provide
us with more specific information on gusts, we decided to focus only on levels of turbulence as
a proxy for wind gusts. Because the lidar values of the variance are not very reliable, we only
use the data from the cup anemometers and the sonic. To investigate the impact of dividing by
the mean wind speed in the definition of TI , we will also discuss the results if only the standard
deviation of the wind, σu, would be used.
Previous studies that focused on identifying (power) ramps used thresholds ranging from 10% to
75% of the rated power of a wind farm that should be exceeded within a specified time frame of
5 min to 6 h (Gallego-Castillo et al., 2015). Note that these studies used time series of produced
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wind power rather than time series of wind speed itself, because their focus was on evaluating
power forecasts. The diversity in ramp definitions demonstrates that there is no general con-
sensus on the relevance of certain power fluctuations. Alternatively, we focus on fluctuations of
the wind itself. Additionally, we do not choose arbitrary fixed thresholds, because in the context
of a climatological paper, it makes more sense to convert the criterion again. We evaluate the
difference between two consecutive wind profiles and analyse the 5- and 95-percentiles. This
yields the 10-minute ramp for each obser vation height. We take the maximum ramp for each
record and use the 95-percentile as threshold for classification as extreme ramp event. Sim-
ilarly, we define the 30- and 60-minute ramps by taking the difference between obser vations
separated by 30 and 60 minutes of time, respectively. We perform the analysis for both wind
speed and direction.
2.3.3 Weather conditions
Having defined the anomalous wind events, our objective is to assess their temporal variabil-
ity and to relate them to other weather variables. This is important to help us understand the
mechanisms that control these events. Additionally, if it is possible to relate anomalous wind
events to typical weather patterns, this provides very valuable information, for example in fore-
casting, where the exact manifestation of anomalous wind events may not be predicted, but can
be estimated based on other ( better-represented or larger-scale) parameters. Likewise, it may
provide a starting point for ‘smart sampling’ methods, where one wants to represent most of
the variability with as few as possible simulations.
The analysis pointed out that the following five variables (in addition to seasonality) provide
valuable information about the typical conditions for each AW E: wind direction, mean wind
speed, pressure, stability and wave characteristics. The other parameters in the dataset added
little value to the analysis and are therefore not discussed. We use the pressure obser ved at 21 m
because data availability is higher than for sea-level pressure that was measured with the wave
buoy. Stability is determined by evaluating the bulk Richardson number between the tower top
and the platform:
RiB =
g
θv
∆θv
∆zθ(
∆u
∆zu
)2
+
(
∆v
∆zv
)2 (2.5)
where g is the gravitational constant, and θv is the virtual potential temperature. The sign of
RiB depends on the density stratification: if density increases with height (virtual potential
temperature decreases), the buoyancy term (numerator) is negative and the atmosphere is said
to be unstably stratified, and turbulence will be enhanced. If the density decreases with height,
RiB is positive and turbulence is suppressed by buoyancy. The shear term (denominator) is by
definition positive as it will always lead to dissipative mixing. If RiB is close to zero, the atmo-
sphere is said to be neutrally stratified. We refrain from defining a range of neutral stability,
because this bulk layer is relatively thick and elevated, and typical surface-layer characteristics
are hence not applicable. It would also be possible to evaluate RiB between the platform and the
sea surface, which may be more appropriate to reflect surface layer properties. Unfortunately,
missing buoy data prevented us from doing so. However, for the period where both layers are
available, we find that they agree very well. Additionally, we estimated the Obukhov length
L with an iterative procedure explained in Van Wijk et al. (1990). The results were qualitat-
ively similar to the climatology of the bulk Richardson number, but we prefer the latter because
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Monin-Obukhov similarity theory is only valid in the surface-layer (which can be very shallow
offshore), and moreover, because we are especially interested in the conditions for which this
theory is not applicable (e.g. low-level jets).
The wave characteristics will be summarized in the Charnock parameter as defined by Donkers
et al. (2011):
α =
H
T
√
gd
(2.6)
where H is the wave height, T is the wave period, g is the gravitational constant and d is the
water depth. The parameter thus encompasses information about wave height as well as wave
steepness. The value of the Charnock parameter represents the strength of the coupling rela-
tion between wind profile shape and wave height. As such, it is used to correct the logarithmic
wind profile for roughness over sea. A high value of the Charnock parameter implies a strong
coupling, i.e. a direct interaction or equilibrium between wind and waves. Lower values in-
dicate that the wave field is dominated by older waves or swell, and accordingly the surface is
smoother.
To analyse the anomalous winds in relation to these conditions, we will consider a batch of
relevant events and classify them in a boolean framework. For LLJs this is straightfor ward, as
we used a fixed threshold which must be exceeded. Having no physical considerations at hand
that lead to a natural choice of threshold values, we used a different criterion for all other AW Es.
Instead of analysing how often a certain threshold is exceeded, we will report the threshold
that is exceeded exactly 5 % of the time (i.e. the 95-percentile). This threshold yields a suitable
balance between the ‘extremeness’ of the events, and the amount of obser vations needed for a
climatological analysis.
For extreme wind speed, we will find exactly twelve quantile values, one for each altitude. How-
ever, for our boolean framework we need a criterion that allows us to classify the entire wind
profile as one extreme wind event, rather than identifying extreme events for each measure-
ment height. Therefore, we will use the maximum wind speed in each record. For wind shear
and veer, we will use the three layers between 50–200 m that span most of the rotor plane of
a current-day wind turbine. We exclude the lowest layer (0–50 m) as it would dominate the
complete climatology. For turbulence we take the maximum of the profile, and for wind ramps
we use the 115 m wind as it is close to the hub height of current-day wind turbines.
The relation between the occurrence of each AW E and each of the external conditions was
studied by dividing the external condition into bins and counting the number of AW Es in each
bin. In an absolute sense, these counts often resemble the distribution of the underlying external
condition. In a relative sense, i.e. the counts of AW Es for each bin divided by the total number
of obser vations in that bin, some distinctive patterns are revealed (see section 2.4).
2.4 Results
2.4.1 Background meteorological conditions
Before we proceed with the classification of anomalous wind events, it is important to under-
stand the meteorological background on which the AW E climatology is projected. The mean
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wind speed at hub height (115m) over all seasons amounts to 10.2m s−1. The 2-parameter
Weibull distribution, that was fitted to the data using a maximum likelihood function, provides
a reasonable fit to the measurements (figure 2.4A). Its shape and scale parameters amount to
2.17 and 11.49 m s−1, respectively. The wind climate is dominated by the frequent passage of
mid-latitude cyclones, resulting in relatively strong winds from the southwest (figure 2.4B). The
mean wind profile, obtained by time-averaging of the wind speed obser vations at all altitudes
demonstrates that most wind shear is confined to the lowest layer, even below the lowest ob-
ser vation height (figure 2.4C). In winter, the mean wind profile is about 5 m s−1 stronger than in
summer and more wind shear is present in the rotor layer of the wind turbines. figure 2.4 also
illustrates Weibull-weighed mean wind profiles obtained by extrapolation of the 115m wind
using the power law u/uref = (z/zref )x (with fixed exponent of x = 0.14) and a neutral log-
arithmic wind profile u = uref ln(z/z0)/ ln(zref/z0) with z0 = 0.0002 m (see Holtslag, 1984;
Foken, 2006; Burton et al., 2011). A few points were added in the lowest layer to compare the be-
haviour of the two surface-layer parametrizations. It appears that the power law overestimates
the amount of wind shear throughout the wind profile. The logarithmic wind profile performs
better.
The bulk Richardson number is positive for 41 % of the available obser vations, and negative for
the remaining 59 %, i.e. a 2:3 ratio (figure 2.4D). Even though more obser vations are missing in
spring relative to other seasons, this appears to be a robust figure. If we first calculate monthly
means (as such ruling out seasonal variability in the average), the total time fraction of stable
and unstable conditions remains nearly unchanged. The magnitude of RiB is inversely propor-
tional to the bulk wind shear, which leads to high absolute values during calm conditions. For
the unstable regime, the magnitude of RiB is somewhat higher because the boundary layer is
typically well-mixed and hence there is less wind shear than under stable conditions.
Stability over the North Sea has previously been studied by Van Wijk et al. (1990) and Coel-
ingh et al. (1992, 1996). They used seawater temperature obser vations from ships, and wind and
air temperature obser vations from various stations, among which also the K13-a oil rig. They
estimated the Obukhov length (see Van Wijk et al., 1990), and found predominantly unstable
conditions (48–64 % versus 23–36 % stable). Additionally, a range of neutral stability was iden-
tified. As already mentioned, we refrained from defining a range of neutral stability profiles for
RiB , since the thresholds would be too arbitrary. However, the distribution of RiB (absolute
values are higher on the unstable side of the figure) indicates that more stable than unstable
profiles would be classified as neutral. Hence our findings correspond quite well to previous
results. This provides confidence that RiB in the 21–90 m bulk layer is a suitable proxy for
stability.
RiB exhibits a pronounced annual cycle with more stable conditions in spring and summer and
unstable conditions in autumn and winter (figure 2.4E). Spring and summer are characterised
by an evident diurnal cycle, with more neutral conditions in the afternoon. In September after-
noons the Richardson number is substantially lower than the rest of the day, while in winter
the diurnal pattern is almost absent. The seasonal cycle can be related to sea surface temper-
ature, which drops to 7 ◦C in spring leading to cooling at the bottom boundary and increases
to 17 ◦C in autumn. In contrast, there is no straightfor ward explanation as to why we obser ve
a diurnal cycle, since the thermal inertia of the sea is too large to follow the diurnal cycle of
solar radiation. A plausible explanation seems to be the advection of onshore boundary-layer
structures. Dörenkämper et al. (2015) have shown that coastal structures can still be obser ved
over 100 km off the coast under stable conditions, because of limited vertical mixing.
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Figure 2.4: A: 2-parameter Weibull fit to the 115 m wind speed frequency distribution. B. Wind rose of 115m wind speed and direction
in the boundary layer. C: Mean wind profile from obser vations, and by using two Weibull-weighed extrapolation methods (see text). D:
Histogram of RiB evaluated between the top of the mast and the platform. The range was limited to 0.6. E: Median of bulk Richardson
numbers grouped by hour of day and month of year. The colour map was constructed such, that positive values are green and negative
values are blue, and their gradients are optimized for their respective ranges. F: Histogram representing the distribution of the Charnock
parameter.
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The obser ved Charnock parameter varies around a mean value of 0.017 (figure 2.4F), with higher
values in winter than in summer, but no clear diurnal variability (not shown). This value is quite
high compared to previous studies (e.g. Garratt, 1977; Fairall et al., 2003)), but within the range
reported by Smith (1988). Oost et al. (2001) studied the Charnock parameter for a near-coastal
site in the North Sea, and estimating from their Figure 1, they find an average value of 0.018
(ln(α) = −4). In our study, the Charnock parameter has a high linear correlation (0.87) with
the 115 m wind speed. This indicates that for stronger winds, the wave field is mostly ‘wind-
dominated’, whereas for smaller wind speeds, swell is relatively more important.
2.4.2 Characterization of anomalous wind events
Low-level jets for which the fall-off exceeds 2 m s−1 are obser ved 4.6 % of the time, but this figure
changes to 6.9 or 3.1 % when the threshold is increased or decreased by 0.5 m s−1 , respectively.
It is noteworthy that most LLJs are obser ved at or around 100 m altitude, i.e. exactly in the rotor
plane (not shown). This is lower than onshore, where they are typically obser ved around 250 m
(Baas et al., 2009), and underpins their importance for offshore energy purposes. Kettle (2014)
already found similar characteristics for the F I NO-1 tower in the German Bight, but because of
the mast’s limited height, he was unable to identify the full spectrum of jets.
LLJs occur mostly in spring and summer (figure 2.5A). Their temporal distribution closely fol-
lows that of stability (compare figure 2.4D and 2.5A). In an absolute sense, there are approxim-
ately as many jets from the N N E as from the SW, but since the southwesterly winds are more
abundant in the total dataset, the relative occurrence of LLJs is highest for north-northeasterly
winds (figure 2.6B). Jets mostly occur in episodes of relatively high pressure and moderate
winds, but some were obser ved during very low pressure (figure 2.6C). LLJs are usually as-
sociated with low values of the Charnock parameter, pointing to low wind-wave coupling or
‘decoupled’ conditions (figure 2.6F). In the light of these characteristics, it seems that multiple
mechanisms can lead to wind profiles that are classified as LLJs. Most characteristics support
the hypothesis that LLJs form under relatively calm, high pressure situations, when warm con-
tinental ( N N E) air is advected over a cold ocean (spring/summer) leading to stable stratification
(RiB > 0) and decoupling of the surface layer ( low Charnock parameter). Other jets, associ-
ated with somewhat stronger southwesterly winds and low-pressure situations may be related
to the passage of fronts or squall lines. This is potentially much more damaging, but needs to
be further investigated. There are few obser vations that support the baroclinity mechanism,
since the jet direction would be parallel to the horizontal temperature gradient, which would
be a meridional wind in the case of the Southern North Sea.
The hub-height 50-year wind extreme is estimated at 42.7 ± 2.4 m s−1 (figure 2.5B). This is evid-
ently lower than that specified in the I EC guidelines for a class I turbine (reference mean wind
speed at hub height is 50 m s−1 ). The wind extreme decreases near the surface, but remains
more or less constant with height above the tower. Assuming that for strong wind conditions
the atmosphere can be described by a neutral logarithmic wind profile, and that there is a strong
interaction between wind and waves (see section 2.4.1), we find that the following expression
u(z) =
u∗
κ
ln
(
gz
αu2∗
)
(2.7)
with u∗ the friction velocity, κ = 0.4 the von Karman constant, g = 9.81 m s−2 the gravitational
constant and α the Charnock parameter (for which we take a high value of 0.035, consistent
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Figure 2.5: A: Temporal distribution of low-level jet profiles. B: Gumbel plot for extreme value analysis. Return times are indicated on
the upper x-axis. C: Box plots for wind shear and veer distribution over six layers of equal depth. D: Cumulative probability of wind
ramps on various time scales. The 5- and 95-percentiles are indicated with dotted horizontal lines. E: Wind ramp magnitude versus time
lag for different cumulative probabilities. F: Cumulative probability for wind direction ramps.
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with high wind speed obser vations) provides a reasonable fit to our extreme wind profile with
u∗ = 1.7 m s−1.
The 95-percentile of wind speed increases with obser vation height and is around 19 m s−1 at hub
height (115 m). Recall that we focus on this 95-percentile because we want to derive general
characteristics of the episodes with the highest winds. Using higher quantiles, some general-
ity might be lost because of insufficient data for a representative sample. Extreme wind speeds
usually have a southeasterly direction and are predominantly obser ved under low-pressure situ-
ations in winter months. These characteristics support the hypothesis that the strongest winds
are associated with low-pressure systems. The Richardson number is always near-neutral in
these conditions because the lower atmosphere is typically well-mixed due to the strong wind-
induced turbulence. Also, there is a strong interaction between wind and waves, characterized
by a large value of the Charnock parameter.
The strongest shear is confined to the lowest layer (figure 2.5C). Above 150 m, the lateral shear
component may become larger than the longitudinal shear. 70 % of the wind profiles veer with
height (not shown) and on average, these profiles have a larger lateral component than the other
30 % of the data. This may be compensated by the fact that rotor blades are moving along with
the lateral wind component in veering conditions, whereas they rotate opposite to the lateral
wind in backing conditions.
Over the rotor plane, the 95-percentile of the longitudinal shear amounts to 0.032 s−1. Over
a 150-m layer, this constitutes a change of 4.8 m s−1. Extreme shear is often obser ved under
southwesterly and, to a lesser extent, northeasterly winds (figure 2.6). It peaks in April/May
and December/January and is usually associated with a slightly stable stratification. The prob-
ability of extreme shear is higher under stronger winds and lower pressure. The Charnock
parameter is typically quite high (> 0.03), although some extreme shear was also obser ved for
very low Charnock parameters. From this climatology we infer that extreme shear is mostly
associated with strong SW winds and stable stratification. To understand this, we first note that
the absolute value of the Richardson number is by definition small for strong shear. However,
as extreme shear is obser ved more frequently for positive (stable) Richardson numbers than for
negative values, it appears that the turbulence-suppressing buoyancy effects allow the stratific-
ation to be maintained even under high shear conditions. Conversely, for unstable conditions
buoyancy acts to enhance the turbulent mixing and hence the wind speed gradient is smeared
out. Additionally, the conditions with N E winds leading to LLJs seems to be favourable for ex-
treme shear as well, although we cannot (yet) conclude whether this shear is indeed associated
with low-level jets. This will be further explored in section 2.4.3.
The 95-percentile of veer over the rotor plane amounts to 0.017 s−1, adding up to 2.6 m s−1
difference between the top and bottom of the rotor. Inspection of these extreme veer profiles
demonstrated that, although veering with height is usually much stronger than backing with
height, both cases contribute to the extreme conditions. The climatology of extreme wind veer
is quite similar to extreme shear, although the annual cycle is even less distinctive (figure 2.6A).
The fact that most veer is obser ved in stable conditions is in accordance with Van Ulden and
Holtslag (1985).
Figure 2.6 shows the temporal distribution of turbulence intensity, and its relation to external
variables. Most notably, it appears that TI is highest for (very) low wind speeds, which is a
direct result of the fact that TI is by definition inversely proportional to mean wind speed. Es-
sentially, the other figures are just a reflection of this feature. The 95-percentile of TI amounts
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to 0.13, and the extremes occur under northerly or southeasterly winds, and somewhat more
in autumn and winter. Since wind speeds are low, the Richardson number is typically far from
neutral. It is predominantly negative (which is consistent with the seasonality, i.e. unstable
conditions in autumn and winter), although high values of TI are also observed under stable
conditions, as long as the winds are weak. High TI is abundant for high pressure situations and
the Charnock parameter is typically low. If, for a brief moment, we put aside our focus on ex-
tremes, we can compare the TI climatology with previous work. Hansen et al. (2012) evaluated
turbulence intensity for a coastal site in Denmark and found that turbulence is highest for low
wind speeds and unstable conditions. This is in line with the findings of Westerhellweg et al.
(2010), who analysed the characteristics of TI as obser ved at the different F I NO towers and
with Kettle (2014), who focused on F I NO-1. It is thus not surprising that we find the extremes
for these low wind, unstable conditions. But although our findings make sense from a physical
perspective, it is questionable whether these situations with extreme turbulence intensity are
indeed the most penalizing conditions for wind turbines. Therefore, we also analysed the cli-
matology of extreme standard deviations of the winds. The result is exactly opposite, i.e. the
largest standard deviations are found under the strongest winds and the climatology now re-
sembles that of extreme mean wind speeds. The 95-percentile of σu amounts to 1.30m s−1 and
high σu typically occurs in winter under strong southwesterly winds. With different proxies
leading to different climatologies, we are left to conclude that based on the 10-minute means, we
cannot identify typical conditions for extreme turbulence and wind gusts in a similar manner
as the previously discussed AW Es.
The cumulative probability of wind speed ramp events on different timescales is given in fig-
ure 2.5D. A typical 10-minute ramp-up event (95-percentile) appears to be characterized by a
wind speed change of 0.9 m s−1. The ramp distribution appears to be very symmetric, such
that typical ramps-downs (the 5-percentile) are of comparable magnitude with the ramp-ups.
Organizing the percentile values against time inter vals summarizes the expected wind ramps
(figure 2.5E), which can be used as a reference for future wind climatologies and ramp studies.
The ramp magnitude turns out to be well-described by a square function of the form y = a
√
x,
with a =(1.5, 1.2, 1.1, 0.9, 0.7, and 0.5) for percentiles (0.99, 0.98, 0.97, 0.95, 0.9, and 0.85). Al-
though changes in the order of 1–2m s−1 seem rather minimal, the actual power production is
proportional to the wind speed cubed. For the LEAN W I N D reference wind turbine (Desmond
et al., 2016) with a rated power of 8 MW at a wind speed of 12.5 m s−1, a typical 1-hour ramp at
MMIJ of −2m s−1 (from 12.5–10.5 m s−1) leads to a power reduction of 25 % of the rated power,
which is a serious ramp event (Truewind, 2008; Gallego-Castillo et al., 2015). However, if a sim-
ilar ramp occurred at a wind speed well above the rated power, the power would not decrease
at all. From this, it is apparent that the actual ramp impact is dependent on the wind speed
at which it occurs. Therefore, figure 2.7 shows the typical ramps that can be expected, given
a certain wind speed and time lag. Different rows give three different probabilities. Not sur-
prisingly, strong ramp-downs are more probable for very high wind speeds and vice versa. The
range between 5 and 20 m s−1 is most relevant for most contemporary wind turbines. Especially
the 1-percentile plot for extreme ramp-downs is important, because for this ramp probability
the wind speed change is very much dependent on wind speed, as can be seen from the sloping
contour lines.
There is no clear seasonality for wind ramps (figure 2.6). Ramp-downs exhibit a slight preference
for southwesterly winds, while ramp-ups are equally probable for any wind direction except for
easterly winds, for which they occur somewhat less. The strongest ramps are typically obser ved
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Figure 2.6: The relative occurrence of AW Es given A: month of year, B: wind direction, C: stability, D: wind speed, E: pressure, F:
Charnock parameter. Except for LLJ, all anomalous events are defined by exceedance of the 95-percentile. wspd denotes wind speed.
under relatively strong winds and low pressure, although some are also obser ved at lower wind
speeds. Ramps are slightly more frequent if RiB > 0. Unfortunately, this climatology does not
reveal important clues as to the governing mechanisms for wind ramps.
For changes in wind direction (figure 2.6F), the 95-percentile amounts to 10, 17, 26, and 54° for
time shifts of 10, 30, 60, and 180 min, respectively. However, this distribution is asymmetric,
and the probability of direction ramps backing in time is a bit smaller; the 5-percentile amounts
to 9, 15, 23, 36, and 48°, for the same times shifts, respectively. Large direction ramps are more
probable for northerly and southeasterly winds (not shown), but more importantly, the largest
direction changes occur under very weak wind conditions and are therefore probably not rel-
evant. Figure 2.8 shows the expected direction changes with specified probability, given a wind
speed and time lag. Under stronger wind speeds, wind veering is more probable than wind
backing in time. A plausible mechanism associated with these ramps is the passage of cold
fronts (Wallace and Hobbs, 2006). The fact that strong direction ramps are more probable for
northerly and southeasterly winds, in combination with the notion that the strongest shifts oc-
cur under weak winds, suggests that these shifts are related to local circulations in the absence
of strong synoptic forces, such as the sea breeze (Zack, 2007).
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Figure 2.7: Expected wind speed ramp event with given probability (panel title), given a wind speed and time lag. Dashed contours
indicate negative values; the colour bar shows ramp magnitude only.
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Figure 2.8: Expected wind direction ramp event with given probability (panel title), given a wind speed and time lag. Dashed contours
indicate negative values; the colour bar shows ramp magnitude only.
39
2
Chapter 2
Figure 2.9: Venn diagram showing relations between anomalous wind events. A: Low-level jets, extreme shear profiles and extreme
veer profiles. B: Extreme wind speeds, extreme shear and extreme veer profiles. Numbers are in percent of total data.
2.4.3 (In)dependence of wind events
We have seen that the conditions for which various anomalous wind events occur are sometimes
similar, and it is possible that they overlap in time, e.g. strong shear might be associated with
low-level jets. Therefore, we analyse in this section the concurrence between the various wind
events.
We study the overlap of events using Venn diagrams representing the 95-percentiles of each
time series (figure 2.9). Diagram A illustrates that, although part of the LLJs is associated with
extreme shear, still most extremes are independent. Likewise, there is some relation between
extreme shear and extreme veer, but they do not always coincide. Even though LLJs are typically
characterized by changes in wind direction (Baas et al., 2009), the dependence between LLJs
and wind veering is only small. In our analysis the veer is expressed as normal ( lateral) wind
component that scales with the magnitude of the wind. Therefore, most veer is related to strong
winds, whereas LLJs typically occur under moderate winds. The amount of shear averaged over
all low-level jet profiles is 0.025 s−1 over the layer 50–150 m, which is indeed lower than the
extreme shear profiles.
Diagram B illustrates that extreme shear and veer regularly coincide with extreme wind speeds.
Stability may explain why approximately half of the extreme wind profiles does not overlap
with shear and veer: for strong winds and stable conditions, the buoyancy force acts to main-
tain the stratification, whereas under unstable conditions the shear-induced turbulence is only
reinforced by buoyancy forces, leading to well-mixed boundary layers without much shear or
veer in the mixed layer. The median of RiB is 0.017 for all extreme wind speeds, but 0.028 for
extreme winds that coincide with extreme shear.
In a similar manner, we found that LLJs and extreme wind speeds never coincide, but wind
ramps sometimes coincide with LLJs and sometimes with extreme wind speeds (not shown).
Little overlap between σu and turbulence intensity appears, as noted before. While the former
often coincides with extreme wind speeds, neither of these proxies overlap with extreme shear
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profiles. Again, this can be explained by the fact that extreme shear is mostly obser ved under
stable conditions, where buoyancy acts to suppress turbulent mixing. The fact that both turbu-
lence proxies give the same result in this case, supports that under stably stratified conditions,
even under relatively strong wind shear, turbulence is weak.
2.5 Discussion
We have found that low-level jets occur up to 12 % of the time at the North Sea, exactly in the
rotor plane of contemporary wind turbines. Traditional wind profile parametrizations, such as
the logarithmic wind profile and the power-law approach, are unsuitable to describe these wind
profiles and therefore a reference climatology (figure 2.1) is incomplete and biased. Instead,
one must separately account for LLJs, and these records should be removed from the dataset
before deriving wind speed distribution parameters that can be used in conjunction with profile
parametrizations.
Our findings suggest that the formation of LLJs is most frequent under stable stratification in
spring and when the wind is directed offshore, similarly as found over the Baltic Sea (Dören-
kämper et al., 2015). It would be worthwhile to evaluate their representation in mesoscale
models, to assess the spatial characteristics and physical mechanisms governing these jets and
their relation to low-level jets that formed onshore.
Stability also plays a key role in distinguishing between extreme wind speed profiles and ex-
treme shear profiles. The strongest wind speeds typically occur in winter, when the sea is
relatively warm with respect to the overlying or advected air. This leads to unstable stratifica-
tion, where buoyancy forces act to enhance turbulent mixing, ultimately resulting in well-mixed
profiles. In contrast, one finds the highest wind shear under stable conditions, when buoyancy
suppresses turbulent mixing.
Traditionally, shear is thought to be a turbulence-producing process; e.g. Moeng and Sullivan
(1994) systematically studied the differences between buoyancy- and shear-driven boundary
layers for unstable conditions, and found strong wind streaks in the shear-driven boundary
layer, together with a high vertical momentum flux (u′w′). Our results suggest that offshore,
stratification is the dominant mechanism for the manifestation of shear, rather than vice versa.
We therefore suggest that more systematic modelling studies are conducted to further under-
stand this subtle balance.
We found that different proxies for turbulence intensity lead to different climatologies, illus-
trating that more detailed, higher frequency data is essential for an accurate description and
classification of turbulence. Our analysis was limited by the instrumentation of the mast and
the 10-minute inter vals at which the data were available. Obser vations closer to the surface and
flux data from sonic anemometers would greatly enhance the possibilities to relate this data-
set to other datasets as well as to evaluate it with classical boundary layer theory. For future
studies it is imperative that measurements are taken closer to the surface, and include typical
boundary-layer parameters such as shear stress and higher-order moments.
We have assessed the sensitivity of the climatology to the thresholds used. For low-level jets, the
sensitivity was reported to be within 2–3 %. If, for the other AW Es, the 93- or 97-percentiles are
used rather than the 95-percentile, the absolute quantile values may show non-negligible differ-
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ences, but the patterns that were discovered in the external conditions remain nearly identical.
This small sensitivity underlines the robustness of the current findings.
Analysing accumulated shear over different layers allowed us to include LLJs, which would
not have been possible in traditional methods that would quantify shear as the ratio of wind
speeds at two heights, or with a power law. By treating the occurrence of anomalous events in
a boolean framework we were able to present a novel and consistent climatology of anomalous
wind events.
Finally, it is worthwhile to consider the impact of anomalous wind events on turbine loads and
power production. Low-level jets, lateral wind shear, and wind ramps are not considered in the
contemporary load assessment guidelines. Extreme wind speed and turbulence are considered,
but in a very artificial manner. The way in which we treated these anomalous wind events fits
very well with the load assessment procedure: there are load cases for normal conditions and
load cases for the extremes. It would be very informative to set up additional load cases for
low-level jets, wind profiles with directional shear and load cases with transient mean wind
profiles (wind ramps). Our obser vational study can be used as a basis for these load cases, but
an approach in which meteorological models are coupled to the load assessment procedure is
even better. A proof of concept on this methodology has already been published by Park et al.
(2014).
2.6 Conclusions
We have analysed obser vations up to 300 m from met mast IJmuiden (MMIJ), situated in the
North Sea 85 km off the Dutch coast. Six types of ‘anomalous wind events’ (AW Es) were defined
to characterize certain extremes in the wind climate: low-level jets, extreme shear, both in wind
speed and direction, extreme turbulence and gusts, and wind ramps (sudden transitions). This
list covers the most important phenomena for wind industry, but it is certainly not exhaustive.
Other AW Es can be defined and analysed following a similar methodology.
Our first objective was to objectively define the anomalous wind events, and to describe them in
terms of typical values. We found that 4.6 % of the profiles should be classified as low-level jets,
but with a distinct seasonal variability (up to 12 % in July) related to sea-surface temperature.
The 50-year wind extreme at hub height was found to be 42.7± 2.4 m s−1 . For the classification
of wind ramps we introduced several new figures that provide a comprehensive over view of
wind ramps on different time scales and for different wind regimes.
To assess the temporal variability of anomalous wind events as well as their relation to other
weather conditions, we took the values that are exceeded exactly 5 % of the time. We found
different weather regimes that are favourable for the formation of AW Es. This provided clues
as to the underlying mechanisms, but in-depth case studies will be required to draw solid con-
clusions. Stability seems to play a very important role in the manifestation of several AW Es.
Overlap between the various AW Es was assessed with the use of Venn diagrams. Although
some extremes coincide, most AW Es are independent of each other.
This reference climatology will act as the point of departure for case studies with meteorological
models to enhance mechanistic understanding of the presented AW Es.
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Evaluation of the IFS, WRF, and HARMONIE
weather models with observations over
the North Sea
Although modelling is a central component of modern science, scientific models
at best are approximations of the objects and systems that they represent -
they are not exact replicas. Thus, scientists constantly are working to
improve and refine models.
- Kara Rogers, Encyclopaedia Brittanica
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Much of our knowledge about the wind climate is obtained through weather
models. They are not only used to produce forecasts, but also to investigate
flow patterns, to reconstruct long-term climatologies, and to provide inflow
fields for wind energy engineering models.
In this chapter, the obser vations from met mast IJmuiden are used again, but
now to assess the performance of three commonly used weather models. All
models appear to be very ‘case-sensitive’, with better performance for strong
wind regimes and well-mixed wind and potential temperature profiles. Con-
ditions characterized by moderate wind speeds combined with stable strat-
ification lead to the largest misrepresentations. Thus, the conditions asso-
ciated with anomalous events in chapter 2 are found worst represented by
weather models.
A secondary objective of this chapter is to demonstrate a new case selection
strategy, which is inspired by the idea that the large-scale circulation de-
termines to a large extent the local manifestation of the flow. This strategy
is shown to provide a good representation of the local climatology and may
inspire future downscaling applications, such as discussed in chapter 7.
This chapter is published as:
Peter C. Kalverla, Gert-Jan Steeneveld, Reinder J. Ronda and Albert. A. M. Holtslag (2019).
Evaluation of three mainstream numerical weather prediction models with obser vations from
meteorological mast IJmuiden at the North Sea. Wind Energy, 22(1):34–48.
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3.1 Introduction
Flowmodelling is an integral activity in the development of wind energy systems. Applications
range from resource assessment (Rodrigues et al., 2015; Archer and Jacobson, 2005) to load
calculations (Park et al., 2014; O’Brien et al., 2017; Schulz et al., 2017) and fromwake simulations
(Sanderse et al., 2011; Mehta et al., 2014; Dörenkämper et al., 2015) to power forecasting (Foley
et al., 2012; Jung and Broadwater, 2014). A comprehensive review of flow modelling in the wind
energy sector was recently published by Sanz Rodrigo et al. (2017b). In that study, the authors
distinguish between meso- and microscale models.
Mesoscale models typically use a grid spacing of a few kilometres and support domains that
are large enough to incorporate large-scale weather patterns such as low-pressure systems,
fine enough to resolve regional circulation patterns such as the sea breeze, but too coarse to
resolve turbulence and its interaction with wind turbines (Talbot et al., 2012). These models
are typically used to refine the results of global modelling products, which are run on coarser
grids, for a limited area. Important applications of mesoscale models in the wind energy sector
are in forecasting and resource assessment (Rodrigues et al., 2015; Foley et al., 2012). Currently
(01-2018), several institutes are working on the production of a New European Wind Atlas
(Petersen et al., 2013) based on mesoscale model results. At the same time, these models are
further developed, e.g. in the context of the Wind Forecast Improvement Project 2 (WFIP2;
McCaa et al., 2017).
Microscale models use finer grids in order to resolve turbulence and interactions with wind tur-
bines, but their domains are too small to incorporate regional or large-scale circulation patterns.
These models typically use idealized, stationary forcing, which poses limitations when dealing
with transient phenomena such as fronts (Muñoz-Esparza et al., 2014). Coupling betweenmeso-
and microscale models is an active research field (Talbot et al., 2012; Sanz Rodrigo et al., 2017b;
Muñoz-Esparza et al., 2014; Mirocha et al., 2014; Sanz Rodrigo et al., 2017a) that is expected to
substantially reduce uncertainties originating from the use of idealized inflow fields.
For a successful downscaling procedure and other applications, it is first and foremost import-
ant that all models are thoroughly validated. Since model performance varies with location
(orography, land use), atmospheric conditions, and quantity of interest, and the models them-
selves are continuously improved, evaluation is an ongoing activity. For example, a downscal-
ing product for resource assessment from 2012 was based on a 45 km grid (Petersen and Troen,
2012), whereas the New EuropeanWind Atlas (Petersen et al., 2013) will be based on a 3 km grid.
The growing interest in offshore wind farm development also calls for model evaluation that
focuses on offshore conditions, which have received considerably less attention than onshore
conditions in the past due to a lack of observations.
In this study, we use a unique dataset that was obtained over a four-year period between 2012-
2015 to evaluate the performance of three mainstream numerical weather prediction models.
“Met mast IJmuiden” (MMIJ) was installed in the North Sea between the Netherlands and the
U K (figure 3.1). The exceptional distance to shore (85 km), length (4 yr) and obser vation height
(90m mast, remote sensing up to 315m) make the dataset well-suited for an evaluation tailored
to wind energy purposes at the Southern North Sea. The models included in this study are:
1. The Integrated Forecasting System ( I FS), the global operational weather model of the
European Centre for Medium-range Weather Forecasts (ECMWF)
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Figure 3.1: A. Map showing the location of the met mast and available automated weather stations (white dots) in the North Sea.
B. A photograph of the mast with annotations of the instrumentation. P, T and RH are pressure, temperature and relative humidity,
respectively. SLP and SST are sea-level pressure and sea-surface temperature.
2. HARMONIE-AROME, a short-range regional weather forecasting model developed and
used operationally by a consortium of European weather institutes, and
3. The Weather Research and Forecasting (W RF) model, a community model maintained by
the US National Center for Atmospheric Research (NCAR).
The results presented in this paper are inspired by the following research question: “What is
the typical model performance concerning (the vertical structure of ) wind, temperature, and
humidity and to what extend does this performance depend on the model and on atmospheric
conditions?” A wide variety of cases is analysed, each characterized by a unique combination
of wind speed, direction and large-scale atmospheric stability. This characterization provides
an interesting perspective on the results.
More details on the models and obser vations are given in sections 3.2.1 and 3.2.2. Subsequently,
we explain the case selection procedure and the statistics used (sections 3.2.3 and 3.2.4). The
results are presented and discussed in section 3.3. The paper concludes with a summary and
conclusions section 3.4.
3.2 Methodology
3.2.1 Description of the models
We use three mainstream weather models ( I FS, HARMON I E and W RF) that are all widely used
for wind energy purposes, but have a different focus.
The I FS is a global model that provides forecasts of up to 15 d ahead of time on a grid of approx-
imately 16 km horizontal spacing (at the time of the MMIJ observations). It is is a hydrostatic
model, which means that vertical motions are not prognostically resolved. Instead, a sub-grid
parametrization is used to represent the effect of the unresolved convection. This approach
is acceptable for relatively coarse grids, but becomes invalid for finer grids where convection
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(strong up- and downdraughts such as in thunderstorms), local circulations, and turbulence
start to be resolved. The latest operational analysis, which constitutes the best known state
of the atmosphere at that time, is used as initial field. During the MMIJ obser vation period,
the model received some updates, most notably a change from 91 to 137 vertical levels in June
of 2013. Also, a change in the formulation of turbulent mixing in stable conditions was made
in November of 2013 (Riddaway, 2014). Appendix 3.B shows which cases are before and after
these changes. Further documentation of the I FS can be found on the ECMW F website1.
HARMON I E is a limited-area model that produces short-range forecasts of up to 48 h ahead of
time for the region of Northwest Europe at a horizontal grid spacing of 2.5 km. It uses 65 vertical
levels with the model top at 10 hPa (for comparison: the I FS model top is at 0.01 hPa). Initial
and lateral boundary conditions are taken from the I FS; however, additional regional obser va-
tions from satellites, stations, buoys, ships and aircrafts are assimilated into the initial condition
before the forecast is started. In contrast to the I FS, HARMON I E is a non-hydrostatic model
and it is assumed that deep convection reaching far above the boundary layer is completely
resolved. However, the model still includes a sub-grid parametrization for shallow convection
at boundary-layer scales. An extensive description of the HARMON I E model can be found in
Bengtsson et al. (2017). For the studied period, the model version was 36.
The Weather Research and Forecasting (W RF) model, specifically the Advanced Research W RF
(ARW) version 3.9 (Skamarock and Klemp, 2008), is a very flexible model which, in addition to
forecasting and downscaling, is well-suited for case studies, sensitivity analysis, and for devel-
oping and testing new physical parametrizations. W RF is also popular among researchers and
industrial users because of its flexibility and the fact that it is completely open source. W RF is
a non-hydrostatic model which we force with initial and lateral boundary conditions from the
I FS. However, where HARMON I E used the I FS forecasts as lateral boundaries (and assimilates
additional obser vations), we use the subsequent operational analyses instead (and did not use
data assimilation). For our reference simulations, we used 3 km horizontal grid spacing and
91 vertical levels up to 50 hPa (corresponding to the lowest levels in the 137 level formulation
of I FS). In W RF, many sub-grid parametrizations are available. We used a scale-adaptive con-
vection parametrization (Grell and Freitas, 2014) which gradually deactivates as grid spacing is
refined. This scheme was found to perform well for resolutions up to 3 km (Fowler et al., 2016).
Further details of the W RF configuration can be found in appendix 3.A.
It is clear that the model set-up for each model is different. The W RF simulations were per-
formed in-house, with a set-up that is very suitable for case studies. The I FS and HARMON I E
data were taken from the operational archives of ECMW F and K NMI ( Dutch national weather
ser vice), respectively, and as such represent the operational model set-up at the time of the
MMIJ obser vations. Consequently, we evaluate the performance of each model in its typical
set-up, as if it were to be used straight away. However, to bridge the gap between the hori-
zontal grid spacing, we performed an additional set of W RF simulations at a resolution (and
vertical grid spacing) comparable to the I FS. These simulations will be referred to as ‘W RF-
coarse’. Additional sensitivity runs with W RF-coarse were performed concerning the strength
of the turbulent mixing in stable conditions, the impact of prognostics sea-surface temperature,
and the impact of momentum entrainment at the boundary-layer top.
1 https://www.ecmwf.int/en/forecasts/documentation-and-support/changes-ecmwf-model/
ifs-documentation
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3.2.2 Observations and model data
The IJmuiden dataset is described in detail by Werkhoven and Verhoef (2012) and was pre-
viously analysed by Kalverla et al. (2017) and Holtslag et al. (2015). It is a four-year dataset
(2012–2015) with wind obser vations from vanes and cup anemometers at 27, 58, and 92 m,
from sonic anemometers at 85 m, and from a Zephir lidar between 90 and 315 m at 25 m in-
ter vals. All instruments have an uncertainty in the order of 1–2 % and they correlate very well
(R2 = 0.99 Maureira Poveda and Wouters, 2015). Additionally, pressure, temperature and hu-
midity were obser ved at 21 m (platform) and 90 m (tower top). All data is freely available from
http://www.meteomastijmuiden.nl/data/. For more details we refer to Kalverla et al.
(2017). In a preliminary study we found that the model performance in terms of wind speed
and direction at this location is very similar to routine wind obser vations at other locations at
the North Sea (also indicated in Fig 1). However, the obser vation height in combination with
the distance to shore and the high quality of the MMIJ data is quite unique and therefore we
focus on MMIJ in the presentation of the results.
The obser vations are available as 10-minute averages, whereas the model data from I FS and
HARMON I E were available as hourly instantaneous model fields. W RF data for the MMIJ loc-
ation was available at each time step, but for consistency in the comparison we used hourly
instantaneous fields as well. These data were aligned with the corresponding obser vational
data (i.e. the 10-minute average closest to the full hour). This approach was validated using the
W RF dataset. By using the high-frequency output and trying various combinations of averaging
and interpolation, it was found that this approach leads to the smallest ‘artificial’ model error
statistics. Note that the instantaneous model values can be interpreted as spatial analogues of
the corresponding time-averaged obser vations, although the exact analogy is dependent on the
mean wind speed (e.g. at a mean wind speed of 10 m/s, a grid cell of 3 km would represent the
average wind over an inter val of 300 s).
Model data from the nearest neighbouring grid cells were linearly interpolated between the ori-
ginal model levels to match the MMIJ obser vation levels. All models were initialized at 12 UTC
the day before the selected case date and forecast time series from 12–36 h ahead were used
for validation. This is a relevant time scale for power forecasts (e.g. for power trading) and
moreover, for this relatively short forecast horizon the effect of non-linearities in the model
equations (the butterfly effect) is still small. As such, varying model performance will mainly
be due to the (in)ability of the models to accurately capture the various atmospheric conditions.
3.2.3 Case selection: the uvs · t2 method
The W RF simulations are run in house on a rather large domain, which limits the number of
cases. Since we expect that the model performance will be different for different weather situ-
ations, we use a clustering algorithm to objectively select a wide variety of weather types. From
previous experience (Kalverla et al., 2017), we know that wind speed, direction and atmospheric
stability are useful parameters to distinguish between various wind regimes. However, these
parameters can vary substantially in time or space within one case. In an intermittent turbu-
lence regime, for example, there is no single characteristic Obukhov length to characterize the
stability of the flow. This is because the Obukhov length is a very sensitive, internal parameter,
based on local fluxes or gradients that are the result of (rather than the precondition for) the
occurrence of boundary-layer processes.
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To avoid this issue, the case selection can be based on larger-scale, external variables instead.
The idea is that the obser ved conditions (e.g. intermittent turbulence) are the manifestation
of the external forcing: an airmass driven over a water surface by an ambient pressure field.
It follows that for similar characteristics of the airmass, water surface and pressure field, we
expect similar flow regimes. This rationale is common in meteorological (downscaling) studies
(P hilipp et al., 2010). However, existing classifications are not optimized for the current applic-
ation. First of all, the correlation with local obser vations is not always clear. For example, the
Großwetterlagen classification (Hess and Brezowsky, 1969) is not suitable because there can be
many wind directions over the North Sea within one weather type. Moreover, existing classi-
fications do not usually account for stability, while we know it can make a large difference for
the manifestation of the wind field. Therefore, we introduce a new clustering algorithm that
better suits our needs.
We find that a suitable balance between large-scale weather-type and the local flow is achieved
if wind speed and direction are characterized in terms of the geostrophic wind components u
and v. Following Jones et al. (2013), we use the south-north pressure difference over 10° centred
over the area of interest to calculate the west-east (u) wind component and vice-versa for v.
To account for large-scale density stratification s, we use the difference between the potential
temperature at the 850 hPa level and the sea-surface temperature (SST). Here, the 850 hPa po-
tential temperature comprises information about the air mass while the SST encompasses the
characteristics of the water surface. The difference between the two was found to be a more
robust clustering parameter than each of them separately ( based on the criteria presented in
section 3.3.1).
Daily averages of large-scale u, v and s are derived from ERA-interim (Dee et al., 2011) mean
sea-level pressure, SST and 850 hPa potential temperature fields in the 2012–2015 MMIJ obser-
vation period. To improve the characterization of the airmass, the history of the flow is also
relevant (P hilipp et al., 2010). Therefore, we additionally include the previous day to obtain
a six-parameter dataset ( hence the subscript in uvs · t2). We use a hierarchical clustering al-
gorithm that iteratively (1) splits the largest cluster ( judged by average cluster radius) along
a plane perpendicular to its principle component, (2) computes new cluster centres, and (3)
reassigns all points to the closest cluster centre (Eggels et al., 2018).
Once the algorithm has identified 30 clusters, we select the cases that are closest to the cluster
centres. The number 30 is similar to other weather classification such as the Lamb Weather
Types (Jones et al., 2013) and Großwetterlagen (Hess and Brezowsky, 1969), and is aimed at
selecting a wide range of characteristic weather conditions rather than exactly representing
the climatology. Nevertheless, we perform several checks to verify the representativeness of
our cases, which will be further discussed in section 3.3.1. For HARMON I E, model data for six
of these cases were unavailable. Therefore, the second closest (to the cluster centre) dates from
these clusters were used instead (see appendix B).
3.2.4 Statistical analysis: error diagrams
The difference between model predictions pi and observations oi is defined as ei = pi − oi for
each record i. A visualization in the form of a histogram or box plot (figure 3.2A) immediately
provides insight into the nature of the errors. If the errors follow a normal distribution (which
is a reasonable first approximation for our data), the complete set can be characterized by a
mean error or bias, µ, and a standard deviation of the error, σ. It can be shown (e.g. Murphy,
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Figure 3.2: Various representations of a conceptual error distribution ( left). In the box plot visualization, the middle vertical bar shows
the median, the width of the box represents the interquartile-range ( IQR), the whiskers, located 1.5 IQR outside Q1 and Q3, delimit the
total range, and circles denote outliers. The histogram visualization closely resembles the Gaussian probability distribution function
characterized by mean µ and standard deviation σ. These can be used to visualize many cases in an error diagram (right).
1988) that these two fundamental properties are directly related to a third commonly used error
statistic, the Root Mean Square Error ( RMSE) as:
RMSE2 = µ2 + σ2 (3.1)
We can use this property to concisely visualize model performance for many cases in a single
diagram by plotting systematic errors µ and random errors σ on the x- and y-axes, respectively
(figure 3.2B). Interestingly, the distance to the origin in such diagrams represents the root mean
square error, by virtue of Pythagoras’ theorem. For convenience, we will refer to this type of
figure as error diagrams in the remainder of this paper.
3.3 Results and discussion
In this section the results are presented and discussed, including cross-comparison with ex-
isting studies. The results will be presented in the following order. Section 3.3.1 deals with
the case selection. The overall results of the model validation are presented in section 3.3.2.
Special attention is paid to the role of resolution in section 3.3.3 and to the representation of
vertical gradients in section 3.3.4. Finally, the results are related to large-scale characteristics
in section 3.3.5.
3.3.1 Case selection
We start with an inspection of the selected cases. A summary of each case is available in ap-
pendix 3.B. Figure 3.3 shows all 30 cases on a v versus u diagram. We can see that the strongest
winds come from the southwest, which corresponds to the typical climatology of the North Sea.
Obser ved static stability at MMIJ varies within each case, but the relative occurrence of stable
stratification is consistently larger for cases with a stronger large-scale density stratification
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Figure 3.3: Illustration of the clustering results. For each of the selected cases, the x- and y-axes show the u and v pressure gradients,
respectively. The colour bar indicates the large-scale stability.
(the latter is indicated by the colour bar). The Weibull shape and scale parameters for both the
full dataset (2.11 and 11.80 m s−1) and the subset of 30 cases (2.23 and 11.87 m s−1) turn out to
be very similar. We have further checked that the cases adequately sample the annual cycle of
sea-surface temperature: the cases are equally distributed over the year. Surface pressure charts
(see Appendix B) indicate that we have sampled a broad range of synoptic circulation types and
moreover, the surface pressure chart for each case does not deviate too much from the average
surface pressure chart for its cluster. The correlation between the large-scale u and v and the
IJmuiden obser vations is ∼0.9, demonstrating that these clustering variables are indeed a very
suitable ‘golden mean’ between large-scale circulation and local conditions.
To assess the uncertainty in the computed error metrics due to the case selection, we down-
loaded additional I FS forecasts for the full MMIJ period, and calculated error statistics for a
varying number of cases. The most important results are plotted in figure 3.4. The full lines in-
dicate the algorithm used in the uvs · t2 selection (pca-partitioning), while the shading is based
on a k-means algorithm (using the same input variables). The latter involves a random initial-
ization step allowing us to estimate to some degree the uncertainty in the estimate. The figure
demonstrates that this uncertainty is relatively small for most standard deviations, but can be
relatively large with respect to the mean bias since the bias is often very small. For wind speed
and potential temperature, the uncertainty has more or less converged at 30 cases, while for
mixing ratio, the pca-partitioning deviates from the k-means uncertainty bands. With respect
to the representation of vertical gradients, the uncertainty is larger and especially the standard
deviation converges slowly.
Summarizing, we have sampled a variety of cases that allows us to investigate model perform-
ance under a wide range of forcing conditions. Care should be taken to generalize these results
quantitatively, because the uncertainty due to the limited amount of cases cannot always be
neglected. However, the quick convergence of the error statistics is promising and suggests
that this method could be extended to downscaling climatologies as well. Perhaps our choice of
large‐scale variables could be combined with the subset selection strategy of Rife et al. (2013),
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Figure 3.4: Uncertainty in selected error metrics as a function of the number of clusters. A: 115m wind speed, B: 90m potential
temperature, C: 90 m mixing ratio, and D: Vertical difference in virtual potential temperature between 315 and 90 m.
who demonstrate that it is possible to obtain a fully representative subset of a climatology using
180 days.
3.3.2 Overall performance
Figure 3.5 shows the error distribution of wind speed, wind direction, potential temperature
and mixing ratio at different altitudes for each model. Means and standard deviations of these
distributions are listed in table 3.1. These results are weighed for the cluster size (see Appendix
B). Note that the box plots are quite symmetric, which supports the assumption that the errors
approximately follow a normal distribution.
Typical wind speed biases are within ±0.5m s−1 and σ below 2m s−1. On average, all models
slightly underestimate the wind speed. The I FS is virtually unbiased at 315 m but underestimates
winds closer to the surface. HARMON I E has the smallest wind speed bias, but shows a larger
spread than the other models. These findings are in line with previous results. The ECMW F
publishes standard validation metrics on their website, demonstrating that the mean bias and
standard deviation of the errors in 10 m wind speed over Europe at forecast hour 60 are within
0.5 and 2.0m s−1(see Haiden et al., 2014, figure 27). For the I FS ensemble system, the RMSE
for short-range wind speed forecasts over land is reported to be around 2 m s−1 (Pinson and
Hagedorn, 2012). For (earlier versions of ) W RF, Hahmann et al. (2015) find small systematic
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Figure 3.5: Box plots of the error distribution for wind speed, direction, temperature and humidity for all models at different heights.
Lead time 12–36 h. See figure 3.2 for the definition of the box plot. Outliers not shown.
errors (0.09m s−1) in 100 m wind speed predictions at the F I NO-1 mast, and Krogsæter and
Reuder (2015) find Mean Absolute Errors of about 2 m s−1. Similar errors are reported in Draxl
et al. (2014), who find a wind speed bias ranging from −0.33 to 0.68m s−1 and RMSE ranging
from 1.95 to 2.69m s−1 and attribute the diverging results to differences in boundary-layer
parametrizations and atmospheric stability. Car valho et al. (2014) report wind speed biases
larger than 0.5m s−1 and σ roughly between 1.5 and 2.5m s−1. While Car valho et al. attribute
the positive bias they find to an excessively smooth sea surface, Hahmann et al. (2015) and
Draxl et al. (2014) find their results to be sensitive to the boundary-layer parametrization used.
Given this sensitivity, recent changes in the W RF model and the MY N N boundary-layer scheme
might well explain the minor differences we see with our results. The smaller wind speed bias
in the HARMON I E simulations might be the result of the additional data assimilation, although
we were not able to run additional experiments to verify this hypothesis. With respect to the
modifications to the I FS of November 2013 (Riddaway, 2014), it is worth mentioning that in
our results, there is no marked improvement in the representation of surface winds. Obser ved
differences are generally small, not consistent with height, and may be related to the frequency
of stable conditions or other factors rather than the modifications to the I FS.
In all models, the wind direction is veered (turned clockwise) with respect to the obser vations
by up to 10° on average (table 3.1). Performance is better near the surface than at 315 m. At
27 m, HARMON I E and W RF represent the wind direction better than the I FS, but at the other
altitudes performance is similar. The misrepresentation of surface winds has previously been
attributed to excessive mixing under stable conditions and the recent modifications to the I FS are
expected to improve this deficiency (Riddaway, 2014). The ECMW F website reports a decrease
in the systematic wind direction error near the surface over land since then (< 5° after 60 hours).
Also in our results, there seems to be an improvement, but we cannot conclude that this is due
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Table 3.1: Mean error (µ) and centred root mean square error (σ) for each model for different variables: wind speed v (m s−1) and
direction d (°), (virtual) potential temperature θ(v) (K), and mixing ratio r (g kg
−1); subscripts are altitudes. ∆ indicates difference
between 315 and 27 m for wind and between 90 and 21 m for θv . Bold numbers emphasize best scores.
Model IFS HARMONIE WRF WRF-coarse
Variable µ σ µ σ µ σ µ σ
v27 -0.48 1.26 0.19 1.87 -0.25 1.77 -0.24 1.95
v115 -0.48 1.59 0.02 2.17 -0.49 1.93 -0.51 2.13
v215 -0.33 1.61 -0.02 2.23 -0.47 2.02 -0.60 2.17
v315 -0.12 1.59 0.05 2.27 -0.33 2.05 -0.50 2.19
d27 5.97 20.22 1.49 25.77 2.07 23.71 3.12 26.66
d115 8.60 22.24 5.74 25.48 6.52 24.42 6.83 26.41
d215 9.74 23.57 8.41 27.68 8.67 26.71 9.01 27.14
d315 1.02 24.40 9.00 26.77 10.27 28.19 9.02 29.93
θ21 1.00 0.94 -0.43 0.58 -0.19 0.75 -0.10 0.87
θ90 1.03 1.06 -0.54 0.95 -0.17 0.83 -0.03 1.03
r21 -0.12 0.40 -0.27 0.51 -0.01 0.48 -0.01 0.45
r90 -0.14 0.61 -0.24 0.60 -0.03 0.64 -0.02 0.62
θv,21 0.99 0.94 -0.48 0.57 -0.20 0.75 -0.10 0.89
θv,90 1.01 1.04 -0.58 0.97 -0.18 0.80 -0.04 0.99
∆v 0.37 1.35 -0.06 1.72 0.07 1.76 -0.13 1.82
∆d 5.69 14.12 7.87 20.87 7.30 17.40 6.30 13.56
∆θv 0.03 0.58 -0.10 0.70 0.02 0.62 0.07 0.57
to the modifications, because the frequency and intensity of stable stratification is generally
lower for the cases after November 2013.
The I FS shows a warm bias of roughly 1 K and also a large spread (σ ≈ 1 K). Oppositely, W RF
and HARMON I E underestimate the temperature (at 21 m by 0.19 and 0.43 K, respectively) and
show a smaller spread. Draxl et al. (2014) also evaluated temperature at 2 and 100 m from W RF
simulations and found a positive bias at 2 m and either a positive or negative bias at 100 m
depending on the boundary-layer parametrization. They report typical RMSE scores of about
1.3 K. Thus, our findings show improved performance. The most important difference is that
Draxl et al. (2014) only used data from October 2009. The high-resolution verification chart of
2 m temperature at the ECMW F website shows that the bias is consistently within −0.5 and
0.5 K, which is substantially smaller than our results. This is an average over a large area and
based on synop obser vations on land, so it might not be directly comparable. Nevertheless, we
expected that offshore performance would be relatively well-represented, because the surface is
much more homogeneous. Mixing ratio is best represented by W RF. Both I FS and HARMON I E
results show a dry bias, approximately 0.1 and 0.2 g kg−1, respectively. Standard deviation
amounts to about 0.5 g kg−1 for all models.
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3.3.3 Role of model resolution
Since we include model results from both the relatively coarse grid of the I FS and the refined
grids of HARMON I E and W RF, the question arises whether differences in results can be attrib-
uted to differences in model resolution, and whether a higher resolution contributes to an im-
proved forecast (as is often assumed). Theoretically, we would expect that the higher-resolution
models are able to incorporate local features that are not resolved by the I FS. Also, a coarser
resolution would effectively smooth the time-series at a given location as it can only represent
the grid-cell average. Indeed, table 3.1 shows that the I FS has the lowest standard deviation of
the error for most variables, which is consistent with a smoother signal.
However, there are many other differences between the three models, so in order to isolate
the effect of increased resolution we performed additional W RF simulations on a resolution of
16 km, comparable to the I FS. Some of these additional results are included in the right subplots
of figure 3.5. It turns out that the change in resolution has only a small impact on these results.
For most variables, the spread of the errors is larger for the coarser resolution runs, instead of
smaller. Thus, the difference in model resolution does not seem to be responsible for differences
between model results in this study and increased resolution does not necessarily lead to better
results.
3.3.4 Boundary-layer structure
In the previous sections we evaluated the model performance at individual altitudes. For wind
energy purposes it is especially important that the models adequately reproduce the vertical
boundary-layer structure as well. Misrepresentation of wind shear or density stratification can
have adverse effect on turbine loads (Park et al., 2014) and power yield (Dörenkämper et al.,
2015). Besides, the gradients of wind and temperature are intimately linked through the process
of turbulent mixing. Table 3.1 also lists statistics of vertical gradients, but in this case scatter
plots are helpful to further understand the model performance (figure 3.6).
We first discuss the temperature stratification, which was calculated between the top of the mast
(90 m) and the platform (21 m). While neutral conditions represent most of the data, most scatter
occurs for stable conditions. In the I FS results, we obser ve two different types of behaviour: in
one branch, the strong stable stratification is well represented, whereas in the other branch, the
stratification is underestimated. The HARMON I E results also show a small branch in which
the stratification is not captured by the model, while W RF shows a more continuous behaviour
where intermediate to strong stratification is generally underestimated.
The difference in wind direction with height (calculated between 315 and 27 m) is not well
represented by either of the models. Mostly, the models do not capture any wind veer at all,
irrespective of the obser ved wind veer. If they do represent wind veer, it is often far outside the
range of obser ved veer. As indicated by the colour scale, this is usually associated with stable
conditions.
Modelledwind shear over the same layer correlates reasonablywith the observations, withmost
scatter during stable conditions. The bottom-left quadrant in these figures indicate negative
shear that is captured by the model. This is a characteristic feature of low-level jets, which are
always associated with stable conditions.
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Figure 3.6: Modelled versus obser ved: virtual potential temperature difference between 90 and 21 m ( left), wind direction difference
between 315 and 27 m (middle) and wind speed difference between 315 and 315 m (right) for the I FS (top), W RF (middle) and HARMON I E
( bottom). Red and blue are used respectively for stable and unstable obser ved stratification (the colour scale is not linear).
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The misrepresentation of stable boundary layers has received considerable attention in the past.
For example, Brown et al. (2005) evaluated the representation of wind veer over sea in the
I FS model and found a significant underestimation of wind turning across the boundary layer.
The largest misrepresentation occurred for stable conditions or cases with strong baroclinity
( horizontal temperature contrasts). Svensson and Holtslag (2009) related this issue to excessive
mixing under stable conditions. This excessive mixing, which was also reported by Holtslag
et al. (2013), inspired Sandu et al. (2013) to make the aforementioned modifications to the I FS
in November 2013, which were expected to improve the representation of wind under stable
conditions (Riddaway, 2014). In our results, we do not see a clear difference in the representation
of vertical gradients for the cases before and after November 2013. However, the frequency and
strength of stable stratification was considerably lower in the cases after this update, so we
cannot conclude whether the representation of (very) stable conditions improved or not based
on our results. With respect to the other modification, the addition of vertical levels in June
2013, there is one case with very stable stratification after this date ( but before November 2013),
which is reasonably well represented. Obviously, this is not enough to be conclusive, but it
supports the hypothesis that the diverging model behaviour that we noticed in the scatter plot
of temperature stratification, is related to modifications to the model.
3.3.5 A case against the average
So far we have focused on overall error distributions and obtained an impression of average
model performance. However, if we focus on individual cases, we find substantial variability in
model performance. To gain insight in the variability between individual cases, we will inspect
error diagrams of 115 m (∼ hub height) wind and 90 m potential temperature and humidity
(figure 3.7). Recall that the absolute distance to the origin represents the overall RMSE.
For hub-height wind speed (figure 3.7A), most cases cluster in an area with a mean bias between
−1.5 and 1 m s−1 and σ of about 1.5 m s−1. Again, we find a tendency to underestimate wind
speeds on average. Exceptionally poor performance is found for cases 5 (W RF); 6 ( I FS); 2, 9, and
21 ( HARMON I E); 24 (W RF and HARMON I E); and 18 (all models). These are almost exclusively
spring and summer cases, in which the sea water is relatively cold and stable conditions occur
frequently. For wind direction (figure 3.7C), two-thirds of the cases are clustered within 15°
on both axes, without obvious differences between models. Cases 5 and 18, which are among
the worst represented cases, are both characterized by weak-wind regimes, for which wind
direction is usually less well defined. Nevertheless, the positive direction bias (modelled wind
direction is veered w.r.t. the obser vations) is clearly present for almost all individual cases.
For temperature (figure 3.7B) we find a remarkable difference between the models. The cold
bias of about −0.5 K in W RF and HARMON I E is clearly evident for all cases, and very well-
defined. In contrast, the I FS bias is very “case-sensitive”: it varies between −1 and 3 K. Cases
5 and 18, which we already highlighted for poorly representing wind speed are also outliers in
the temperature plot. These cases share a characteristic large-scale stable stratification (θ850 −
SST > 10 K). Errors in humidity are quite concentrated (figure 3.7D), but remarkably, all cases
that have a larger variability also have a negative bias. This points to an underlying process
that creates variability in moisture and the misrepresentation of which is associated with too
dry boundary layers. Examples of such processes are frontal passages, precipitation, or dry-air
entrainment at the boundary-layer top.
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Figure 3.7: Error diagrams of 115m wind speed and direction (A, C), and 90m potential temperature and mixing ratio (B, D) at met
mast IJmuiden for the IFS, HARMONIE and WRF models for lead times up to 36 h. See section 3.2.4 for an explanation of the error
diagrams.
Figure 3.8: Like figure 3.7, but for 90 − 21 m virtual potential temperature (A), and 315− 27 m wind speed ( B) and wind direction (C)
differences.
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Figure 3.9: Error distributions of 90 − 21 m virtual potential temperature (A), and 315 − 27 m wind speed (B) and direction (C)
differences for W RF, sorted by increasing large-scale stability (θ850 − SST ).
A similar figure for the vertical difference in virtual potential temperature (figure 3.8A) indicates
that all models typically perform very well (see also table 3.1), but a few cases are actually
responsible for almost all of the overall error. Cases 2, 4, 5, 6, and 18 perform particularly
poorly. Exactly these cases also underestimate the wind speed gradient (figure 3.8B) and have a
large positive bias and spread in the wind direction gradient (i.e. too little backing or too much
veering with height; figure 3.8C). These cases are characterized by (strong) stable stratification,
or weak winds, or both.
The role of stability becomes especially clear from figure 3.9, where we sorted the box plots by
the characteristic large-scale stability for that case. The representation of vertical boundary-
layer structure is especially poor if the large-scale stability is strong, i.e. when relatively warm
air mass is advected over a cold sea surface. This is indisputable for the vertical differences
shown, but also apparent for 90 m potential temperature and 115 m wind direction (not shown).
For 115 m wind speed and 90 m mixing ratio, the difference in model performance between
stable and unstable conditions is less pronounced. Similar results are found for the other two
models. It is worth noting that within each case, we find a both stable and unstable conditions
locally ( based on the temperature gradient near the surface). However, stable conditions are
much more frequent in the cases characterized by a strong large-scale stratification.
3.4 Summary and conclusions
We have presented an evaluation of three mainstream meteorological models against unique
obser vations up to 315 m at the North Sea. The integrated forecasting system ( I FS) is the op-
erational global weather model of ECMW F, HARMON I E is the operational limited-area model
used by a number of European weather agencies, and W RF-ARW is a community research
model. These models are used in wind energy systems for forecasting, resource assessment,
and increasingly to provide input for microscale simulations of wind-turbine interactions. The
obser vations from met mast IJmuiden provide a unique opportunity to validate these models at
a far (85 km) offshore location up to 315 m.
61
3
Chapter 3
Our results show that there is substantial variability in model performance. Both WRF and the
IFS consistently underestimate the wind speed by about 0.5m s−1. The spread of the errors,
expressed as standard deviation of the error distribution, is below 2 m s−1. HARMONIE has
a smaller wind speed bias than the other models, which may be due to the additional data-
assimilation used in this model. The spread in the errors is smallest for the I FS, and we have
shown that this is not due to the coarser grid.
Wind direction is found to be biased by up to 10°, i.e. the model winds are slightly veered (turned
clockwise) with respect to the observations. One might argue that a wind direction mismatch
of < 10° is not particularly harmful. However, as Gaumond et al. (2014) point out, the wake
losses are very sensitive to wind direction due to the typical offshore wind farm layouts with
close turbine distances for certain directions. Furthermore, both W RF and HARMON I E show a
consistent temperature bias of about −0.5 K, while the I FS shows a positive bias of about 1 K.
Additionally, we find that the model results are very “case-sensitive”. All models struggle with
the representation of stable conditions, leading to unrealistic boundary-layer structures. This is
especially important because both power production (through enhanced wake losses) and tur-
bine loads (through enhanced wind shear) are affected. Recently, Baas et al. (2016) and Kalverla
et al. (2017) reported that over sea, strong wind shear can be maintained even under moderate
to strong wind conditions if the density stratification is strong enough.
Our case selection strategy, based on the clustering of relevant large-scale variables, was not
only able to select a wide range of circulation patterns, but also provided a reasonable repres-
entation of the underlying climatology. However, with the limited number of 30 cases included
in this study, one should be careful to generalize the overall model scores presented in this
study. This is especially true because the results in section 3.3.5 illustrate that the overall model
performance as listed in table 3.1 cannot always be projected on individual cases.
Finally, our results suggest that the large-scale stability, expressed as the difference between
the potential temperature at 850 hPa and the sea-surface temperature, can be used to make an
a-priori estimate of the accuracy of model results. Since the large-scale stratification is easily
determined, and also more robust and generic than the local stability, it could ser ve as guidance
during the interpretation of model results.
3.A WRF set-up
We used W RF V3.9 (Skamarock and Klemp, 2008). The W RF settings were chosen such that they
represent the latest trends and developments in mesoscale modelling. Most of the parametriza-
tion schemes have undergone active development in recent years. Settings are roughly similar
to the NOAA high-resolution rapid-refresh model and the NCAR 3 km ensemble (Benjamin
et al., 2016). The following physics options were used:
• MY N N2.5 with mass-flux (stem) and updated length scale; tke-advection on
• MYNN surface layer
• RRTMG for both short- and long-wave radiation
• Thompson microphysics
• Grell-Freitas scale-adaptive convection
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Figure 3.B.1: Synoptic charts of sea-level pressure (contours) and sea-surface temperature (shading) for each case. Numbering 0–29 is
from left to right and top to bottom.
• Noah land surface
The single domain consisted of 600 by 600 grid cells of each 3 km × 3 km centred around the
IJmuiden mast using a Lambert projection with true latitudes at 45 and 55°. In the vertical
we used the ECMW F L137 formulation up to 50 hPa (91 levels in total). Additional sensitivity
tests on a coarser resolution used the ECMW F L91 formulation for cases before 2013/06/25 to
maximize the similarity to the IFS simulations. Simulations were run with a time step of 10 s.
3.B Selected cases
Table 3.B.1 lists details of the selected cases. Synoptic charts for these dates are shown in
figure 3.B.1.
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Table 3.B.1: All cases, sorted by month, with their average large-scale wind speed, direction and stability and number of days in the
corresponding cluster. *Before update IFS of June 2013; **Before update IFS of November 2013. Bold numbers are second choice cases,
because HARMON I E data was missing for the first choice (i.e. closest to cluster centers).
# Date Wind speed (hPa/10°) Wind direction (°) Stability (K) N
29* 2013-01-05 11.5 289.5 16.5 12
14 2014-01-09 18.0 264.4 5.2 37
20* 2013-02-28 7.9 20.0 13.5 53
12 2014-02-25 25.5 205.4 6.7 33
25* 2013-03-23 27.5 121.9 5.1 3
28 2015-03-10 12.7 284.8 9.0 24
0* 2013-04-01 11.7 86.3 1.2 58
6* 2013-04-16 20.3 230.6 11.1 54
18* 2013-04-25 5.5 236.4 15.0 35
21 2015-04-01 29.4 303.5 1.4 16
19 2014-06-22 6.6 345.0 4.4 60
9 2014-06-30 7.6 331.4 1.7 75
5** 2013-07-23 4.0 125.4 12.7 68
10 2014-07-31 7.7 263.1 4.6 94
4 2015-07-11 6.2 238.0 10.0 106
2* 2012-08-14 10.8 157.4 7.8 65
7** 2013-08-13 15.0 315.6 1.3 55
24* 2012-09-26 10.0 179.3 1.3 25
8* 2012-09-29 16.7 278.9 0.2 54
1 2014-09-12 7.4 62.6 5.9 94
16 2014-09-26 15.6 275.0 7.2 33
3 2015-09-22 7.7 261.6 1.4 106
13 2014-10-17 9.1 220.2 5.2 95
15 2014-10-26 22.9 242.1 6.9 51
23 2015-10-30 19.5 181.4 10.9 28
17 2013-11-28 13.9 318.9 8.8 14
26 2014-11-17 12.8 127.0 1.0 29
22 2015-11-19 29.0 280.1 1.9 17
11 2013-12-20 24.6 249.5 2.7 41
27 2014-12-17 20.6 262.9 5.6 25
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Low-level jets over the North Sea in
ERA5 and observations: together they
do better
You can own the earth, and still; all you'll own is earth until... you can paint
with all the colours of the wind
- Stephen Schwartz (from Pocahontas)
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In chapter 2, low-level jets stood out as an important anomalous event. How-
ever, only the measurements from met mast IJmuiden were used. In chapter
3, the performance of three weather models was evaluated, among which
the ECMWF integrated forecast system (IFS). However, low-level jets were
not explicitly considered there.
This chapter addresses both limitations. ERA5, a state-of-the art reanalysis
dataset based on the I FS is combined with additional lidar obser vations from
ten offshore platforms to investigate low-level jet characteristics over the
Dutch North Sea. The objective of this study is to combine the best of two
worlds: (1) ERA5 data with a large spatio-temporal extent but inherent ac-
curacy limitations due to a relatively coarse grid and an incomplete repres-
entation of physical processes and (2) obser vations that provide more reli-
able estimates of the measured quantity but are limited in both space and
time. We demonstrate the effect of time and range limitations on the recon-
structed wind climate, with special attention paid to the impact on low-level
jets. Various methods to overcome these limitations are discussed as well.
This chapter is published as:
Peter C. Kalverla, James B. Duncan Jr., Gert-Jan Steeneveld, and Albert. A. M. Holtslag (2019).
Low-level jets over the North Sea based on ERA5 and obser vations: together they do better.
Wind Energy Science, 4(2):193–209.
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4.1 Introduction
On average, wind speed increases with height above the surface and the rate of increase can
be described using simple formulas (e.g. power-law or logarithmic profile, see Sedefian, 1980).
Due to their simplicity and ease of use, these wind profile parametrizations have been widely
adopted in the wind energy community. However, in some situations these formulas cannot
adequately capture the obser ved wind profile. During these situations, application of a sim-
plified wind profile parametrization can introduce error or ‘uncertainty’ into the reconstructed
wind climatology. This is clearly the case for low-level jets, for which wind speed reaches a
maximum not far (i.e. roughly less than 500 m) from the surface (figure 4.1A). Wind shear and
turbulence intensity associated with low-level jets also differ substantially from that assumed
under ‘standard’ conditions.
Low-level jets modify wind power performance and loading by impacting wake recovery rates
and vertical profiles of wind speed, direction and turbulence (Wharton and Lundquist, 2012;
Bhaganagar and Debnath, 2014; Park et al., 2014; Gutierrez et al., 2017). Thus, for a complete as-
sessment of loads and power, it is important to have a broad understanding of the site-specific
low-level jet characteristics: how often do they occur, under which circumstances, at what
height and with what strength, and what mechanisms are responsible for their formation? A
large body of literature exists on low-level jets, the majority focusing on the onshore phe-
nomenon. We refer to Rife et al. (2010) for a global climatology and to Shapiro et al. (2016) for
a synthesis of the underlying mechanisms. In coastal areas, the occurrence of low-level jets
has been attributed to the thermal contrast and differences in surface roughness between land
and sea (e.g. Mahrt et al., 2014; Nunalee and Basu, 2014). Dörenkämper et al. (2015) linked the
occurrence of coastal jets to their onshore counterpart. In certain areas, other mechanisms like
orographic forcing may play an important role (e.g. Moore and Renfrew, 2005). Concerning
Figure 4.1: A. Example low-level jet profile as compared to the ‘standard’ logarithmic wind profile. B. Preliminary spatial distribution of
annual low-level jet occurrence based on ten years of ERA5 data up to 500 m. Overlaid are the location of the ten measurement platforms
used in this analysis: Met Mast IJmuiden (MMIJ), Hollandse Kust Noord A ( H K NA) and B ( H K N B), Hollandse Kust Zuid A ( H KZA) and
B ( H KZB), Lichteiland Goeree ( LEG), Borssele Wind Farm Lots 1 ( BW F1) and 2 ( BW F2), Europlatform ( EP L) and K13. Colour coding is
consistent across all figures in this chapter.
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the spatial and temporal variability of the coastal jets we refer to Ranjha et al. (2013) and Lima
et al. (2018), who presented global maps based on reanalysis data. Their analyses highlight a
number of large-scale global ‘hotspots’ that, in effect, overshadow more regional phenomena.
Consequently, a systematic long-term characterization of coastal jets is lacking for the North
Sea.
In a previous publication (Kalverla et al., 2017), we reported on low-level jet characteristics at a
prospective wind power site 85 km off the Dutch coast (MMIJ, aka “IJmuiden ver”), using four
years of mast and liar obser vations. The climatology consisted of: the diurnal and seasonal
variability in low-level jet occurrence, jet speed, jet height, jet direction, etcetera. Inherently,
this low-level jet climatology is only valid for the single observation site examined. In order to
generalize the results from this study, and to improve our overall understanding of low-level
jets across the North Sea, we now present a spatial climatology of low-level jets based on ERA5
(section 4.2; C3S, 2017) reanalysis data and an extended set of observations.
Preliminary results based on ten years of data in the lower 500 m of the atmosphere (figure 4.1B)
shows that ERA5 provides interesting information about the spatial distribution of low-level
jets. However, without obser vational support this information is of little value. Therefore,
we incorporate additional lidar observations to provide this support, but knowledge gained of
the Dutch offshore wind climate from these measurements is inhibited by the relatively short
duration of measurement collection (i.e. typically ∼1 yr) and the limited vertical measurement
range (i.e. typically less than 300m; see appendix A for details onmeasurement time and range).
Consequently, the aim of this study appears twofold: (1) obser vations will be used to validate
the ERA5 climatology of wind and low-level jets and (2) ERA5 will be leveraged to infer long-
term low-level jet characteristics based on a limited set of observations. Absolute agreement
in low-level jet characteristics between the two data sources would enable perfect execution
of these objectives; however, that is unlikely. Therefore, we formulated the following research
question to ser ve/blend both perspectives:
How can observations and reanalysis data be combined to obtain a spatial climatology of low-level
jets that is both rich (in its spatial and temporal extent) and reliable (in terms of its correspondence
with available in-situ observations)?
The paper is structured as follows. A brief description of the data and an elementary evalu-
ation of wind speed itself is provided to illustrate how both datasets are biased. Thereafter,
low-level jet representation within both datasets is discussed, starting with jet detection and
morphology (e.g. jet height). A common thread throughout the paper is how these character-
istics are impacted by time and (vertical measurement) range limitations. Using the seasonal
cycle of low-level jets as an illustrative example, we experiment with various methods to post-
process the ERA5 data and extend the obser vations based on identified correspondence and/or
differences. This exercise is repeated for the diurnal cycle, atmospheric stability and various
circulation patterns. Finally, all of these characteristics are combined to demonstrate that the
‘true’ low-level jet rate can be reconstructed with reasonable accuracy if sufficient obser vations
are available. The paper ends with a comprehensive discussion of the implications and future
research directions.
The focus of this paper is to obtain a reliable spatial representation of the low-level jets. This
provides clues as to the physical mechanisms that govern them, but a detailed treatment of
these processes is outside the scope of the current work.
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Figure 4.2: A. Time-height plots of wind speed for each platform, illustrating the data collection periods, temporal overlap between
platforms and episodes of missing data. B. Site-specific measurement heights. Reference elevation for the ERA5 data have been included
for comparison. The colour coding in A highlights episodes of high (yellow/green) and low ( blue) wind speed.
To facilitate transparency and reproducibility, a series of Jupyter notebooks is available as sup-
plementary material to Kalverla et al. (2019a). Consequently, some technical details are left out
of the main text, that is intended as a pleasant and coherent treatise of the most important
results.
4.2 A brief description of both datasets and their short-
comings
Obser vations are available from seven sites (figure 4.1B). Three of these sites had two lidars
operating simultaneously and one site (MMIJ) also featured a 90 m met mast. The temporal span
of measurements ranges from six months to over four years (figure 4.2A). Some of the lidars
were placed in the vicinity of existing wind farms, and are appropriately filtered to remove any
potential wind farm wake effects. More information on quality control and post-processing of
the lidar data can be found in appendix A. The obser vations are available as 10-minute averages,
but to facilitate comparison with ERA5, the data were converted to hourly averages.
ERA5 (C3S, 2017) is the latest reanalysis dataset from the European Centre for Medium-range
Weather Forecasts ( ECMW F). Re(trospective) analysis is the procedure of fitting a state-of-the-
art weather model to historical measurements (e.g. satellites, weather stations, etc.) to obtain a
long-term dataset that is both spatially and physically consistent and depicts the state of the at-
mosphere as it evolved through time. ERA5 is the successor of ERA-interim, and similarly ERA5
is expected to be widely used for wind resource assessment studies (Olauson, 2018). Compared
to its predecessor, ERA5 has a finer horizontal grid of about 30 km and also enhanced vertical
resolution (for this study, data was retrieved on a 0.3° by 0.3° latitude/longitude grid). ERA5 is
based on a newer model version and moreover, provides output at hourly inter vals, enabling a
comprehensive analysis of sporadic features such as low-level jets. ERA5 data from the North
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Sea domain between 2008 and (end of ) 2017 in the lowest 500 m demonstrates the ability of the
model to resolve low-level jets (figure 4.1B).
Before analysing the morphology of these jets, we illustrate the limitations of both datasets
concerning the representation of wind speed. Figure 4.3A shows averaged wind profiles for
the grid points closest to each of the measurement locations (we verified that this approach
is comparable to spatial interpolation between multiple neighbouring grid points). The full
lines represent all ten years of ERA5 data1 , whereas the dashed lines indicate averaged wind
profiles derived from data subsets, which only incorporate ERA5 data when obser vations are
available. The full lines are all quite close together, while the data subsets exhibit a much larger
spread. Variability between the full lines can be related to physical differences between sites
(e.g. distance to coast). Dissimilarity between the ERA5 ten-year datasets and the ERA5 data
subsets indicates that, due to the limited time extent of the obser vations, the data subsets are not
representative of the site climatology. For some sites, this representativity bias reaches up to al-
most 2 m s−1 , and even for MMIJ, wherein measurements occurred for the longest period, it still
amounts to ∼0.5 m s−1 . The primary reason for this bias at MMIJ is that the data contain more
winter than summer months, and the wind is generally stronger in winter. Because the MMIJ
dataset spans more than four years, some of it can be discarded in order to ensure an equal rep-
resentation of the seasons within the data. However, at the other stations, the temporal period
of obser vation is limited, and using a similar seasonality filter would result in almost half of the
data being removed, which is not desirable. Worse still, H K N obser vations do not encompass a
complete year, and even if they did, inter-annual variability can be substantial. Available obser-
vations therefore cannot be used to derive the long-term wind climatology directly. However,
by correlating a short-term dataset with long-term obser vations at a nearby site, the long-term
wind characteristics at the target site can be inferred with reasonable accuracy. This procedure
is known as measure-correlate-predict (MCP, see Carta et al., 2013). While not discussed here,
application of similar techniques to the low-level jet phenomena will be examined later in this
document.
ERA5 also demonstrates bias in its representation of site winds. An error diagram of the wind
speed in ERA5 (subsets) versus obser vations is provided in figure 4.3C. In this diagram (co-
opted from Kalverla et al., 2019b), the mean error ( BIAS) is plotted on the x-axis, the standard
deviation of the error distribution (ST DE) is plotted on the y-axis and, by virtue of the relation
BIAS2 + ST DE2 = RMSE2, the distance to the origin represents the root mean square error
( RMSE). Wind speed data from all obser vation levels were aggregated in this figure to evaluate
the overall performance of ERA5 at each measurement site. For example, the H KZ lidars show
a strong bias (i.e. systematic error), but have a relatively small standard deviation (i.e. ran-
dom error). ERA5 site-specific RMSE values, ranging from 1.25 to 1.5 m s−1 , can be caused by
multiple model aspects such as the limited grid resolution and the incomplete representation
of physical processes. Uncertainties in the obser vations can also contribute to overall error
statistics. Based on the manufacturer information and previous validation (Maureira Poveda
and Wouters, 2015), the uncertainty in the obser vations can only account for about 2 % of the
errors. Finally, displacement in space or time, as well as discrepancies between point-based
measurements and modelled control-volumes can contribute to errors, although we did our
best to minimize these effects, e.g. by using appropriate time-averaging of the obser vations
(see supplement of Kalverla et al., 2019a).
1 Some lines are exactly on top of each other because they are in the same grid point. Both are plotted, though, to
preser ve colour coding
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Figure 4.3: A. Averaged wind speed profiles for each measurement location, based on ten years of ERA5 data (full lines) and data subsets
(dashed lines). B. Mean (full lines) and standard deviation (dashed lines) of the error between ERA5 (subsets) and the obser vations, for
each measurement site, as function of the time of the day. C. Error diagram of wind speed in ERA5 (subsets) versus obser vations for all
lidar datasets. Colour coding is the same in all subplots, so C can ser ve as legend.
The obser ved biases exhibit a strong diurnal variation. During the night (figure 4.3B), the bias is
roughly between 0 and −0.5 m s−1, depending on the location. However, at 10 UTC, there is a
sharp decrease in the bias of ∼− 0.5 m s−1 for most stations. The reason for this discontinuity
can be found in the I FS ( Integrated Forecasting System) documentation (ECMW F, 2016). ERA5
is produced with a 4D-VAR data-assimilation algorithm that uses two twelve-hourly windows
running between 9–21 and 21–9 UTC. This means that all hourly fields up to the 9 UTC analysis
are based on the nighttime obser vations, while data from 10 UTC onwards are based on the
daytime obser vations. We hypothesize that the impact of the data-assimilation is magnified
during the nighttime, because nighttime boundary layers are generally shallower; the difficulty
of appropriately assimilating obser vational data within the (stable) boundary layer is discussed
in Reen and Stauffer (2010) and Tran et al. (2018). Discontinuity in the diurnal cycle is present
at each model level up to 300 m, irrespective of the season and platform; however, it seems to
be slightly stronger for those stations closer to the coast.
4.3 Jet detection: a precarious procedure
Low-level jets are identified by seeking local maxima in the wind profiles. Having identified
a local maximum, the jet strength, height and fall-off are analysed. Fall-off, as indicated in
figure 4.1A, is defined as the difference between the maximum and the subsequent (moving up-
wards) local minimum or, if no local minimum is present, the top of the wind profile. Most res-
ults in this study are based on an absolute fall-off threshold of 2 m s−1. Figure 4.4 demonstrates
how this threshold influences the low-level jet detection rate, and further how the detection of
low-level jets is influenced by both time and (vertical measurement) range limitations. The fig-
ure consists of five scatter plots, each depicting the fall-off versus the jet height for each wind
profile that was detected with a local maximum. The differences between the panels are the
underlying data analysed - i.e. obser vations and varying subsets of ERA5 data.
The first panel (figure 4.4A) is based on ten years of ERA5 data and the model levels contained
within the lower 500 m of the atmosphere. The two dashed lines represent limiting factors: (1)
the fall-off threshold of 2 m s−1 ( horizontal dashed line) and (2) limitations due to obser vation
height (vertical dashed line). The model data extend up to 500 m, but the obser vations reach only
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Figure 4.4: Scatter plots of fall-off versus jet height for various representations of model data, and obser vations. In A and B, the jet
height is represented by discrete model levels. Since these are specified in terms of pressure rather than height, they can exhibit small
height variations in time. In C, D and E, jet height is represented by fixed measurement heights, and to improve readability of the graph
we added small random perturbations to these heights. See text for further explanation of the figure.
up to about 300 m (depending on the platform). All platforms are overlaid (shorter datasets on
top). Only points above the horizontal dashed line are included in the low-level jet climatology
that is presented in the next sections. The numbers in the top left corner of each panel give the
number of jets above the fall-off threshold and the total number of jets plotted.
Figure 4.4B-D are based on subsets of the ERA5 dataset. In panel B, ERA5 data is incorpor-
ated only if obser vations are available; as expected, this substantially limits the total number of
low-level jets (85 % reduction). In panel C, we have retained all ten years of data, but only at ob-
ser vation heights (i.e. data above 300 m were discarded and the remaining data were vertically
interpolated – using a cubic spline – between the remaining model levels to obtain the ERA5
wind speeds at the exact obser vation height). The effect of this step is that 93 % of the mean-
ingful jet events (i.e. those exceeding the fall-off threshold) vanish, and not just those above
300 m. In order to classify a wind profile as a jet, fall-off above must be properly resolved. This
explains why a jet at 100 m can also vanish from the climatology if data from above 300 m are
removed. The pronounced impact of this vertical range limitation on the ERA5 data raises the
question whether the observed low-level jet climatology would be much different if we could
obser ve higher-altitude winds. Increased measurement range might reveal not only low-level
jets above hub-height, but also new low-level jets at hub-height that are currently not identified
as such.
Height and time limitations are combined in panel D in order to develop an ERA5 dataset that
is fair to compare with obser vations (panel E). Judging from the figure, it seems that ERA5 does
not perform well. Much fewer jets are found above the fall-off threshold in the ERA5 data as
compared to the obser vations. Indeed, a more quantitative comparison in the form of a con-
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Figure 4.5: Kernel density estimates of the probability distribution of jet strength (A) and jet height (B) for various representations of
the ERA5 data (full lines) and the observations (dashed lines), aggregated over all stations.
tingency table, based on one-to-one (1:1) jet correspondence between the two datasets, shows
a very low critical success index (∼0.2) and probability of detection (∼0.2, see supplement of
Kalverla et al., 2019a). In other words, only 20 % of low-level jets are correctly represented by
ERA5. Does that imply that ERA5 is useless? No! Figure 4.4A indicates that potentially relevant
information was filtered out. Even though the fall-off is typically much smaller (to the extent
that it falls below the fall-off threshold), the height distribution of the ERA5 jets seems similar
to the observations (also see section 4.4). Perhaps the ERA5 jets appear vertically displaced or
just not strong enough? This would not come as a surprise: weather models have long been
known to generate excessive vertical mixing under stable conditions, effectively ‘smearing out’
low-level jets (Holtslag et al., 2013). If the height thresholds for the ERA5 data is modified to
500m, the 1:1 correspondence is still quite poor (critical success index ∼0.2; probability of de-
tection∼0.5), but despite an inability to accurately denote total number of low-level jets, other
characteristics appear to be captured quite well – e.g. the average monthly low-level jet rate.
Therefore, the remainder of this paper is devoted to the analysis of such low-level jet charac-
teristics and methods to consolidate ERA5 and measurement data.
4.4 Vertical range affects perceived jet morpholog y
Jet height and jet strength are of paramount importance for wind energy applications. Small
variations in height can result in either symmetric or asymmetric loads on the turbine, and typ-
ical strengths in the rated part of the power curve are probably less critical than typical strengths
in the cubic part. It turns out, though, that the concepts of ‘typical’ height and strength are not
self-evident.
Figure 4.5 displays probability distributions of jet strengths (panel A) and jet heights (panel B)
for various representations of the ERA5 data and observations2. It shows that the jet height and
2Obviously, it is physically impossible to have a jet strength or height below zero. This is an artefact of the visual-
ization - it has a smoothing effect. We experimented with other visualizations (smaller bandwidth, or histograms), but
found that this visualization best represented the underlying data.
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strength distributions are sensitive to the range limitation. The median obser ved jet strength is
about 8m s−1. This is quite well reflected in the ERA5 data if we consider all levels up to 500 m,
but after imposing the range limitation, the jet strength is underestimated by about 3 m s−1. The
obser ved median jet height is around 80 m. The ERA5 jet height distribution is broader with
greater jet heights for the data up to 500 m, while it is narrower with lower jet heights for the
range-limited data. To obtain a robust result, this figure is based on the aggregated data from all
platforms. Separate figures for each individual platform show similar characteristics, although
the jets near the coast seem to be somewhat closer to the surface than jets further offshore (not
shown).
Three different representations of the obser vations are included in figure 4.5. The first one is
based on the ten-minute data. The second is based solely on the data of each full hour; in other
words, we discarded five-sixth of the data. With this strategy, (small) discrepancies in low-level
jet timing can have a disproportionate impact on the results. A more permissive evaluation (the
third representation) is based on hourly averages obtained with a sliding window, where each
full hour is an average including the ten-minute data from the preceding two and the following
three time stamps. This last version of the obser vations is used throughout the remainder of
the paper. This figure demonstrates that the differences between various resampling methods
in terms of jet height and jet strength are small.
4.5 Datasets agree: most jets in spring and summer
Figure 4.6 displays the seasonal cycle of low-level jets and, in a similar fashion as figure 4.4, how
this cycle is subject to time and range limitations. Over ten years’ time and 500 m (panel A), the
seasonal cycle is smooth and differences between the individual platforms are small. Ideally, we
would compare this to ten years of obser vations up to 500 m, but since those data are not avail-
able we take spatial and temporal subsets of the ERA5 data instead. By investigating how this
affects the seasonal cycle, we identify methods to extend upon the limited obser vations. Over
the shorter measurement periods (panel B) the seasonal cycle appears much more erratic than
the 10-year climatology. Some years are not very representative, and some datasets do not even
cover a complete cycle. As we will see later on, a favourable weather pattern for low-level jets
is a weak large-scale forcing typically associated with high-pressure systems. Such ‘blocked’
weather patterns can last for several weeks, and their occurrence can thus cause large differ-
ences in monthly low-level jet rates. In other words, the seasonal cycle based on only one or
a few years is very sensitive to inter-annual variability. Upon vertical subsetting/interpolation
to measurement heights (panel C) the seasonal cycle is still visible, albeit with a much smaller
amplitude. The combined effect (panel D) leads to a very uninformative climatology, because
the monthly low-level jet rates are all (close to) zero except for some unrepresentative spikes.
Based on panel B, we expect that the obser vations are similarly affected by the limited time
window of the obser vations. Indeed, panel E shows an erratic seasonal cycle with an amplitude
somewhere between panels B and D.
Thus, both datasets agree on the presence of an annual cycle, but the amplitude differs between
(various representations of ) ERA5 and the obser vations. Moreover, the obser vation periods are
too short to obtain a reliable climatology. To distil a more robust signal from the obser vations,
we combined the data from all sites before computing the monthly means, and smoothed the
resulting signal with a moving average of three months. The result is the dashed black line
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Figure 4.6: Seasonal cycle for various representations of model data, and observations. Shading is the sensitivity to±0.5m s−1 for the
LLJ fall-off threshold. The dashed lines represents an aggregated seasonal cycle of all platforms, smoothed with a rolling average of 3
months (2 at the edges) and scaled with the ratio of the mean jet frequency in the respective representations of ERA5 and the mean jet
frequency in the obser vations.
in panel E. We then repeated these steps for the ERA5 data (panels A-D), but before plotting
these lines, we scaled them with the obser vations, using a fixed scaling factor that is simply
the ratio between the mean low-level jet rate in the respective representation of ERA5 (panel
A-D) and the mean of the obser vations (panel E). The result is promising: the seasonal cycle
is similar for all datasets, peaking at about 5% in June. The crude manipulation of the data
leads to a large error margin, though, and we wonder whether we can find a more sophisticated
approach to achieve a similar result. Furthermore, because valuable information is lost if we
discard the ERA5 data above obser vation heights, we will continue to work with the ERA5 data
up to 500m in the remainder of this paper.
4.6 Simple scalings for the seasonal cycle
In the previous section we learned that ten years of ERA5 data lead to a smooth seasonal cycle,
but shorter observation periods lead to an erratic seasonal cycle because the months in the sub-
set are not representative of the long-term monthly means. We also saw that upon aggregation
and smoothing, both ERA5 and obser vations show similar seasonal cycles that differ mostly in
their amplitudes. In this section we seek to combine the information from both data sources to
reconstruct the ‘true’ seasonal cycle of low-level jets over the North Sea. We considered two
different approaches.
The first method applies a correction to the obser vations, based on information about their rep-
resentativity. For each month and each platform, we calculated the ratio between the low-level
jet occurrence in the full- and subsets of the ERA5 data. Months for which this factor is much
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smaller (or larger) than 1 are characterized by above(below)-average low-level jet occurrence.
We then applied these ratios as correction factors to the observed monthly means to adjust the
outliers and obtain a more representative seasonal cycle. However, this method did not lead to
satisfactory results, because the correction factors were not robust: if only one year of data was
available, and a month was very unrepresentative, the correction factor would become very
high/low and the adjustment would overcompensate. Consequently, the reconstructed long-
term seasonal cycles still appeared erratic and were deemed unreliable (this result is therefore
not shown here, but is available as supplement 4/6 in Kalverla et al. 2019a). For MMIJ the meas-
urement period spanned more than four years and consequently, the monthly low-level jet
occurrence already started converging to the climatological seasonal cycle. For this platform,
the correction factors were closer to 1 and we obtained a reasonably smooth seasonal cycle.
This emphasizes that for this correction method, at least several years of measurement data are
required obtain a reliable estimate of the long-term low-level jet climatology.
Whereas the first method was aimed at correcting the obser vations (using ERA5 as a ‘vehicle’
to assess their representativity), with the second method we aim to correct the long-term ERA5
data based on prior evaluation of its performance during the short-term period for which we
have obser vations. This can be readily understood from figure 4.6. We compare panels B and
E, and seek a fixed scaling factor that minimizes the difference between each pair of monthly
observed and simulated LLJ frequencies. Denoting the monthly mean low-level jet frequency
in ERA5 and collocated obser vations with x and y, respectively, an optimized scaling factor can
be found by solving for a in y = ax (using linear least squares regression). We do this for each
platform individually, and also for their combined signal.
The results are illustrated in figure 4.7A. The lighter colours represent the individual platforms,
while the black line and scatter points represent the combined monthly means. The overall
fit, based on all available data, has slope 0.44, but there are substantial differences between
the individual platforms, with slopes between 0.15 and 0.73 and relatively large scatter. The
difference between platforms could be random, due to the limited availability of measurement
data, or systematic, in which case different sites need different scaling parameters. If the differ-
ence is random, the global optimum indicated by the black line in figure 4.7A could do justice
to all individual platforms, because it incorporates a much larger body of measurement data
than any single-site regression. Applying this factor of 0.44 to the full ERA5 data provides us
with a smooth seasonal cycle with reduced amplitude (similar to the black dashed line in (fig-
ure 4.6A), but this time based on an optimized scaling factor). In other words, the seasonal cycle
of low-level jets based on ERA5 data up to 500 m overestimates the obser ved cycle ( based on
measurement up to 300 m) by a factor of ∼2. However, as shown in figure 4.7B, there seems to
be a spatial dependence in the scaling factors with larger slopes away from the coast, implying
that the different sites need different scaling parameters. In order to cross-validate the single-
platform regressions, we need to split the measurement data in train and test datasets, but this
poses a challenge. Like before, the data record at MMIJ is long enough to obtain a reasonable
prediction of the test data, but some of the other data records are very short and splitting them
would leave e.g. only three months of training data, which obviously leads to very poor stat-
istics, especially since there are hardly any low-level jets in winter. Without cross-validation
more data is available for regression, but this introduces the risk of over-fitting and therefore
quantitative evaluation will be biased. Qualitatively, the resulting seasonal cycles still appear
erratic (see supplement 4/6 of Kalverla et al., 2019a)).
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Figure 4.7: A. Illustration of linear regression between monthly low-level jet rates in the ERA5 data (subset, up to 500m) and the
obser vations. Black line and scatter points represent aggregated data of all platforms, while the other colours correspond to fits for
individual platforms. Dashed black line indicates a 1:1 correspondence. B. Spatial distribution of the obtained fit parameters for each
individual platform. Like the colour coding, marker size is scaled with the slope of the regression.
Thus, despite similarities between the datasets, it is not straightfor ward to either correct the
observations using ERA5 representativity factors, or to correct the ERA5 data using a scaling
factor derived from collocated observations. In this section, we used the seasonal cycle to obtain
aggregated low-level jet characteristics (i.e. monthly means), but perhaps we can identify other
characteristics that lead to better results.
4.7 Other jet characteristics and their scaling potential
4.7.1 Diurnal cycle and stability
After analysing the seasonal cycle of low-level jets in-depth, we now briefly consider some other
variables that describe relevant characteristics of the low-level jet climatology, starting with the
diurnal cycle. Figures figure 4.8A-C are again similar to figure 4.6, now only including the ERA5
data up to 500m. From the observations, it appears that the low-level jets occur throughout the
day, but with a small dip around 11 UTC. Panels B and C, based on short temporal subsets,
are so erratic that it is difficult to distinguish this diurnal cycle by eye. After aggregating all
platforms and smoothing the data ( black dashed lines), we find that the obser vations and ERA5
agree on the general shape, but again we needed to scale the ERA5 signals because they differed
in magnitude: the diurnal cycle in ERA5 is much more pronounced. At this point, we think it is
good to stress that several mechanisms can lead to low-level jets in coastal areas (see sections 4.1
and 4.9), and the resulting diurnal signature should not be confused with that of the typical
onshore nocturnal jet that is often found over land. As in the previous section, we performed
linear regression to identify optimal scaling parameters for the dashed black lines in panels A
and B. The difference with the previous section is that the regression is now based on pairs of
hourly instead of monthly obser ved and simulated low-level jet frequencies. The scatter in this
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Figure 4.8: Average low-level jet rate for each hour of the day (A, B, C) and as function of the Bulk Richardson number (D, E, F), for
the full (ten years) of ERA5 data up to 500m (A, D), a subset of this data collocated with the observations (B, E), and the observed data
(C, F). As in figure 4.6, the black dashed lines represented a scaled and smoothed aggregated signal based on all platforms.
data is larger than for the seasonal cycle, but the spatial distribution of the fitting parameters is
similar (not shown).
The second row in figure 4.8 shows the relation between low-level jet occurrence and atmo-
spheric stability (expressed by the bulk Richardson number based on the ERA5 surface data:
two-metre temperature, skin temperature, and ten-metre wind). Scatter points represent mean
aggregated low-level jet frequencies over 50 stability bins. Both ERA5 and the observations
agree that low-level jets are typically associated with stable stratification, although for some
platforms in panel D and E, there seems to be a substantial number of jets for unstable con-
ditions as well. In the subsets (panel E) this distinctive behaviour is not as clear, and in the
observations it seems mostly absent. Without going into detail, we note that low-level jets can
be formed by different mechanisms, and it is possible that ERA5 represents one mechanism
better than another, or perhaps one mechanism is actually over-represented. Also note that in
panels E and F there are (positive) values of the Richardson number for which no low-level jets
are observed. In panel D, this is not the case, which indicates that the measurement periods are
too short to adequately sample the full range of stability conditions. Finally, we note that in
panel D, the low-level jet rate seems to decrease again for very stable situations. This could be
an artefact of the bulk Richardson number, or a physical limit: a stable atmosphere leads to a
low-level jet, but the low-level jet produces wind shear and consequently, the bulk Richardson
number decreases. The fact that this behaviour is not reflected in the obser vations suggests
that the true stability (that would have been observed) was actually smaller than what ERA5
predicted. Again, we tried to scale the amplitude of the stability signature by performing linear
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regression between pairs of low-level jet frequencies in ERA5 and observations (now based on
stability bins instead of monthly or hourly groupings). The slopes are larger than those based on
the seasonal and diurnal cycle (∼1.0), but qualitatively they seem to be less robust (not shown).
4.7.2 Weather types and the spatial distribution of low-level jets
We also investigated the relation between low-level jet frequency and typical circulation pat-
terns. We used Lamb Weather Types (LWT; Jones et al., 2013) to perform this analysis. To
derive these weather types we used the ERA5 mean sea level pressure on a 5° latitude/longit-
ude grid of 16 points as laid out in the appendix of Jones et al. (2013), but centred over the
area of interest. The method distinguishes three main groups: those with a dominant cyclonic
(anticlockwise, low-pressure area) circulation, those with a dominant anticyclonic (clockwise,
high-pressure area) circulation, and those with a ‘pure directional’ flow. These three groups are
further subdivided based on the main direction of the flow over the North Sea (north, north-
east, east, etc.). If there is no dominant direction, the LWT is ‘pure (anti)cyclonic’. Pressure
fields characterized by the absence of a dominant forcing are ‘undefined’. In total this yields 27
different circulation patterns. We computed average low-level jet rates for each group.
To illustrate the association between the circulation type and the low-level jet occurrence, fig-
ure 4.9 shows the average low-level jet rate per weather type in the North Sea domain, based on
ten years of ERA5 data up to 500 m. The streamlines show the dominant flow pattern for each
weather type: the columns represent different wind directions over the North Sea, while the
full rows represent different rotation types. In the first full row, the rotation is predominantly
clockwise, in the bottom full row, the rotation is mostly anticlockwise, and the middle full row is
characterized by the absence of rotation. Notice how the same wind direction can be associated
with different large-scale flows – and how this can impact the low-level jet rate. Like before,
we will not go in-depth on each individual feature in this figure, but we will focus on overall
characteristics. In general, we see that low-level jets concentrate along the coastlines. This ex-
tends and refines the global findings of Ranjha et al. (2013) and Lima et al. (2018) for the North
Sea domain. Low-level jets are much more dominant for certain Lamb Weather Types. Most
notably, the ‘undefined’ weather type often gives rise to the formation of jets. This makes sense,
as low-level jets are subtle phenomena, and the absence of a strong large-scale flow eases their
development. Furthermore, we observe that low-level jets occur frequently during large-scale
flows with a pronounced easterly component. Note that easterly flows bring in continental air,
while westerly flows originate from the Atlantic. Low-level jets are uncommon for westerly
flows. Closer inspection reveals that the differences in spatial distribution of the low-level jets
(e.g. comparing the Dutch and Nor wegian coastlines) seems to be related to whether the large-
scale flow is directed offshore. The British isles are different in this respect, since for westerly
flows we do not obser ve an increased low-level jet rate off the eastern coast of the U K.
Like with the previous characteristics, we performed linear regression between ERA5 and ob-
served low-level jet frequency, this time aggregated over the various Lamb weather types. We
found similar patterns in ERA5 and the obser vations (not shown), but the spatial distribution of
the scaling parameters is different. Most slopes are around 0.4, but LEG stands out with a slope
of 0.65. This is not a huge difference, but it implies that our earlier hypothesis – that the slope
increases with distance to coast – does not hold for all predictors. Indeed, one could argue that
with Lamb weather types as predictor, the scaling parameters are spatially more robust. Thus,
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while we believe that the spatial distribution in figure 4.9 is actually meaningful, the absolute
low-level jet rate (as indicated by the colour bar) is still off by a factor of ∼2.
4.8 Combining multiple predictors to extend observations
So far, we have tried to scale the low-level jet climatology with simple linear factors applied
to individual characteristics (e.g. seasonal cycle). Perhaps, we can find a more sophisticated
transformation function by combining multiple predictors? In this section we use the MMIJ
data to illustrate how this could be applied in practice. In contrast to the previous sections,
which focused on aggregated low-level jet frequencies, here we consider individual wind pro-
files. The procedure resembles the Model Output Statistics (MOS) forecasts that are widely used
for weather forecasts (e.g. Glahn and Lowry, 1972; Carter et al., 1989; Wilks, 2006, chapter 6.5.2)
and is similar to the Measure-Correlate-Predict methods mentioned in section 4.2 (Carta et al.,
2013). We use a machine learning package to perform this task and for readability, we will not
highlight all the technical details here. However, Jupyter notebooks are available as supplement
to Kalverla et al. (2019a) to facilitate reproducibility.
The general idea is illustrated in figure 4.10A: we have a short time series with obser vations and
a long reanalysis dataset. Based on the overlapping part of the data, we determine the optimal
parameters of a statistical model (depicted by the red box). We then use this model to predict the
value of the obser vations, given the available long-term reanalysis data. In the illustration, it
seems as though one reanalysis variable is used for this purpose, but in fact, we can use as many
variables as we want. In our case, the variable we want to predict is the probability that a low-
level jet will be obser ved, given various predictor variables from the ERA5 data. Because this is
a binary outcome (a jet either occurs, or not), our model of choice is a logistic regression model,
which predicts the probability of a positive outcome as function of one or several predictor
variables. The general form of this model is
p =
1
1 + e−(β0+β1x1+β2x2+...)
where βi are the coefficients of the corresponding predictor variables xi. In a short exploratory
phase, we experimented with various combinations of predictor variables. We found the best
performance for a small set of predictor variables consisting of: time of the year, atmospheric
stability, and Lamb weather type. This makes sense, as together these variables encompass in-
formation about wind speed, direction and history of the flow, as well as the probability of stable
stratification and baroclinic conditions. Indeed, each of these variables alone already provided
valuable information in the previous sections. For optimal performance, these variables were
preprocessed as follows: to truthfully represent its cyclic nature, date was encoded by split-
ting the day of year in a sine and cosine contribution. The Lamb weather type is a categorical
variable, and to make it suitable for regression it was encoded by converting it to the binary
representation of the numbers up to 27 (the total number of weather types) and treating each
digit as an individual binary variable. Stability was represented by the difference between the
two-metre temperature and sea-surface temperature, which provided better results than the
bulk Richardson number. We also experimented with various training algorithms to determine
the coefficients βi of the logistic model (intermediate results can be found in the supplement of
Kalverla et al. 2019a). In the end, we settled on a stochastic gradient descend algorithm.
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Figure 4.10: A. Illustration of the MCP/MOS/ML procedure in which a (logistic) model is trained with observation data and then used
to predict long-term characteristics. B. Illustration of the MMIJ seasonal cycle of low-level jets based on: two years of observed data
(train), two years of predicted (pred) and observed data (test), four years of observed data (train) and ten years of predicted data (pred).
First, we took only half of the MMIJ dataset (a bit more than two years) to train the model (in
other words: we fitted the parameters of our logistic regression model to the first half of the
data). The light blue line in figure 4.10B shows the seasonal cycle of low-level jets in those first
two years of obser vations. Note that this seasonal cycle is very erratic. This can be expected
for such a short period, but the question is whether the additional information contained in
the predictor variables enables us to predict the other two years, despite the unrepresentative
training data. Thus, in the next step, we used our trained model to predict the other half of the
dataset. In fact, the model predicts the probability that a low-level jet occurs. An individual
jet is predicted only if the probability is higher than 50 %, but this happens only occasionally.
Therefore, rather than predicting individual jet events, we used the predicted probabilities dir-
ectly and computed the monthly mean predicted probability (figure 4.10B, orange line). To
evaluate the performance, we compared the predicted seasonal cycle with that based on the
true obser vations during the second part of the dataset (figure 4.10B, light green line). The true
seasonal cycle was indeed smoother than in the first two years, but it peaked a bit higher and
earlier than predicted. To quantify this result, we computed the root mean square error between
the monthly means of the predicted and test-data, and found it to be about 1 p.p.. This result
confirms that the model generalizes well to new input data.
We then used the full MMIJ dataset to train the same model. With twice as much training data
as before, we are confident that the model will achieve at least similar performance and thus
predict the seasonal cycle to within 1 p.p. RMSE ( but probably better). The obser ved seasonal
cycle averaged over these four years of training data (figure 4.10B, red line) is still clearly af-
fected by the unrepresentative months in the first half of the dataset. Apparently, four years of
data is still not enough for the climatology to converge. Therefore, in the final step, we used
the trained model to predict the 10-year seasonal cycle. The result (figure 4.10B, purple line)
is a smooth seasonal cycle which peaks in May at about 9 %. This is our best estimate of the
low-level jet seasonal cycle, based on the coalescence of reliable measurements and extensive
reanalysis data. Compared to the results presented in section 4.6, we can conclude that we have
adjusted the erratic nature of the short-term obser vations (figure 4.6E), resulting in a seasonal
cycle similar to that shown in figure 4.6A, but with reduced amplitude. Compared to this final
result, the crude amplitude adjustment with which we started in section 4.6 now appears far
too strong.
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The results presented in this section are intended as proof of principle, and for the purpose of
illustration we tried to keep it conceptually simple. With respect to the selection of predictor
variables, choice of model, and method of cross-validation, we realize that the possibilities are
endless. The availability of sufficient measurement data is key to an exhaustive follow-up study.
4.9 Discussion
This paper has demonstrated our efforts to infer reliable low-level jet characteristics by combin-
ing obser vations and reanalysis data. We have deliberately chosen to illustrate how the results
are impacted by limitations of the data and choices in the analysis. In this section we summarize
our work, discuss the implications and offer an outlook to future research directions.
We started with a general validation of the ERA5 data for the obser ved wind speed at measure-
ment locations at the North Sea. We found that the overall root mean square error is between
1.25 and 1.5 m s−1. The bias shows a clear discontinuity at 10 UTC, which is related to the data
assimilation strategy that was used to produce ERA5. Users of the ERA5 data should consider
a suitable bias correction (e.g. Staffell and Pfenninger, 2016), but we strongly suggest that fu-
ture reanalysis products use sliding or at least partly overlapping obser vation windows. We
also demonstrated that the obser vations alone can neither be relied upon, because the limited
temporal extent of the measurement data leads to biased climatologies. Thus, in the remainder
of the paper we focused on finding a suitable way to combine the two datasets. A procedure
similar to measure-correlate-predict methods but tailored to low-level jets instead.
Low-level jet detection is very sensitive to the vertical extent of the data, and this has important
implications for the interpretation of all results. Typical jet characteristics like jet height and
jet strength cannot be reliably inferred from range-limited obser vations. With this restriction
in mind, we can say that many of the obser ved jets occurred at heights fully or partly in the
range spanned by contemporary wind turbine blades. Moreover, typical obser ved jet strength
is about 8 m s−1, which is in the cubic part of the power cur ves of these turbines. We therefore
expect that the low-level jet impact on loads and power can be substantial. ERA5 is not able to
reliably reproduce these characteristics. There are some indications that the jets are ‘smeared
out’: they appear higher and weaker than obser ved. Given this vertical displacement, a fair
comparison between ERA5 and the obser vations is difficult. Considering the lower 300 m only,
ERA5 drastically underestimates the amount of jets, but including heights up to 500 m, ERA5
shows more low-level jets than obser ved. We decided to include the data up to 500 m because
it gives a stronger climatological signature.
Even though 1:1 correspondence between ERA5 and the obser vations is poor, both datasets
agree on the following climatological characteristics: most jets occur in spring and summer; the
diurnal cycle is weak, only around noon the chances for low-level jets are slightly lower; low-
level jets are typically associated with stably stratified conditions; the absence of a strong large-
scale forcing, or flow regimes with a pronounced easterly or offshore component are favourable
for their formation. From the ERA5 data, we learned that low-level jets concentrate along the
coasts. We then compared the frequency of low-level jets between ERA5 and the obser vations.
In the most general terms, we can state that the mean low-level jet rates based on ERA5 up to
500 m typically overestimate the amount of low-level jets that would have been obser ved with
lidars up to 300 m by a factor ∼2. To improve upon this result we then illustrated how a logistic
regression model was able to predict the seasonal cycle of low-level jets at MMIJ to within
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1 p.p. RMSE. This is a promising result, and we expect that our results can still be improved
upon. Longer measurement datasets would form a major contribution to further advancement
as well.
The characteristics identified in this paper provide some clues as to the processes that govern
these jets. The academic literature recognizes two dominant formation mechanisms, both of
which are supported by our results. The first is frictional decoupling (Blackadar, 1957; Van de
Wiel et al., 2010). This theory describes a perturbed system attempting to re-establish equilib-
rium. As the accelerating wind field in the lower atmosphere is deflected by the Coriolis effect,
it moves around its new equilibrium in a circular fashion. Over land, frictional decoupling has
been linked to the decay of turbulent mixing around sunset and it has been suggested that a
similar situation applies in coastal areas upon the abrupt surface (temperature and roughness)
transition (Smedman et al., 1993). This mechanism is supported by our results, which show
that low-level jets are frequent for winds directed offshore and in stable conditions. The second
mechanism relates low-level jets to horizontal temperature gradients ( baroclinity, see Holton,
1967). According to this theory, the tilt of isobaric surfaces leads to a thermal wind component
that under certain conditions can manifest as a low-level jet. This mechanism has been coupled
to low-level jets over gently sloping terrain, but equally applies to coastal areas where large
horizontal temperature differences can occur due to differential heating between the land and
sea surface (Mahrt et al., 2014). The fact that most low-level jets occur in spring and summer
supports a baroclinic contribution, and possibly an interplay with the evolution of sea breezes,
which show a similar seasonal cycle (e.g. Steele et al., 2015). In the end, we expect that both
processes are likely to contribute to the low-level jet climatology. Finally, we note that we
also spotted a low-level jet with a clear frontal structure in the ERA5 data. It is unlikely that
such events contribute significantly to the low-level jet climatology, but the characteristics of
such jets may be very different and potentially much more harmful for (offshore) wind tur-
bines. Other causes have been described in literature, such as orographic blocking. We don’t
expect this plays a major role along the Dutch coast, but for some of the low-level jets that are
present in ERA5 along the British and especially the Nor wegian coast it may play an important
role (Christakos et al., 2014). A more detailed investigation of the ERA5 data may allow us to
separate these mechanisms. This is an interesting direction for further research.
With respect to future work, it would also be interesting to look at other datasets. In this paper,
we have used ERA5 data to analyse the spatial characteristics of low-level jets directly. However,
ERA5 is currently being used to develop higher resolution, down-scaled reanalysis datasets (e.g.
the New European Wind Atlas (Petersen et al., 2013) and the Dutch Offshore Wind Atlas), and
it would be worthwhile to see if they improve upon ERA5. Another interesting alternative is
COSMO-REA6 (Bollmeyer et al., 2015), which is down-scaled from ERA-interim, but with its
resolution of 6 km it might outperform ERA5. The current paper can ser ve as a guideline for
the investigation of other reanalysis datasets.
Finally, a note on dealing with low-level jets in practice. It would be worthwhile to include a
low-level jet case as standard inflow field for wake and load simulations. Recent papers have
developed affordable methods to provide realistic inflow fields (Gebraad et al., 2014; Englberger
and Dörnbrack, 2018). Expensive CF D simulations have been used to derive parametrizations to
generate realistic inflow fields for wind farm simulations. The second cited paper also includes
low-level jet profiles in the early morning. These profiles can be compared with the morphology
and frequency distributions detailed in the current manuscript to optimize yield and lifetime.
Since the presence of the coastline turns out to have an important effect on the formation of
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low-level jets, it would be interesting to perform an additional precursor LES simulation for
such a heterogeneous terrain. This could also shed light on the mechanisms involved in jet
formation.
4.A Lidar observations
Vertically pointing lidar provides efficient and non-intrusive measurement of boundary-layer
winds. Compared to traditional meteorological masts, lidar typically expands the height and
vertical sampling frequency of offshore wind measurements. Lidar data from seven meas-
urement sites were used in this study to analyse North Sea LLJ spatio-temporal behaviour.
Lidar type used included the WINDCUBE v2 pulsed lidar (only at LEG) and the Zephir 300s
continuous-wave (CW) lidar (all other platforms). The lidar were typically platform moun-
ted, except within the Borssele wind farm and Hollandse Kust wind zones (Noord and Zuid)
where the lidar was instrumented atop a floating metocean buoy. At these locations, two lidar-
equipped metocean buoys were positioned simultaneously.
CW and pulsed wind lidar are coherent systems, meaning they both analyse Doppler shift fre-
quencies to determine an estimate of the radial wind speed (Peña et al., 2015). However, ra-
dial velocity and vertical wind profile extraction techniques differ between the two lidar types.
Whereas pulsed wind lidar use range gates to near-simultaneously extract radial velocity es-
timates at multiple points in space, CW wind lidar can only extract a radial velocity estimate
at the beam focus length. This beam focus length must be modified in time in order to measure
the wind field at varying elevation levels. The radial wind speed is defined as the motion of the
wind towards or away from the remote sensing system, and therefore unless the wind is moving
along one of these radials, then the wind speed will not be fully resolved. Consequently, CW
and pulsed wind lidar use varying adaptations of conical scanning techniques (Banakh et al.,
1995) to resolve the horizontal wind field at varying elevation levels. For brevity, these differ-
ences are not detailed here. However, because of these differences, the vertical wind profile was
resolved at 17 s intervals for the CW wind lidar and at 4 s intervals for the pulsed wind lidar.
These wind profiles are then analysed by the lidar software and output as a ten-minute average
vertical wind profile. A summary of the lidar measurement heights and data collection periods
for all sites is provided in figure 4.2.
Data quality control is imperative to ensure an accurate depiction of the offshore LLJ. Imple-
mentation of data quality control varied depending upon the lidar type (i.e. ZephIR 300s versus
WINDCUBE v2), albeit considerations were made to ensure that data quality control was em-
ployed relatively uniformly betweenmeasurement sites. Wind lidar data from both the Borssele
wind farm and Hollandse Kust (Noord and Zuid) wind zones have additionally had quality con-
trol measures implemented by Fugro Oceanor. An over view of these quality control procedures
can be found online (https://offshorewind.rvo.nl). The data quality control procedures
implemented are as follows. First, plausible value checks were implemented on the wind data.
Any ten-minute obser vation that met the following criteria was removed from the data record:
1. The mean wind speed was either greater than the period maximum wind speed or less
than the period minimum wind speed.
2. The mean wind speed was less than 0.05m s−1.
3. Turbulence intensity (TI) for the period fell below 0.10 % (i.e. 0.001).
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4. At the measurement height, the value of TI was 10 standard deviations (σTI ) greater
than the mean (µTI ) TI value (i.e. TI ≥ µTI + 10σTI ); µTI and σTI were defined
as the height-respective value for the entire data collection period. Because TI typically
decreases withmeanwind speed, this threshold was only imposed if the ten-minute mean
wind speed exceeded 4m s−1.
Specific quality control measures were also applied to the lidar wind data. Any ten-minute
obser vation that satisfied the following criteria were removed from the data record:
1. A lidar error code (e.g. 9998 or 9999) was reported.
2. The carrier-to-noise ratio (CN R) was less than −22 (the value of CN R provides a measure
of signal strength [i.e. quality]). CN R was only outputted by the W I N DCU BE v2 wind
lidar.
3. Backscatter magnitude was less than 1 × 10−5 or greater than 100 – backscatter ser ved
as a proxy for CN R for data reported by the ZephI R 300s lidar.
Prior analyses (e.g. Maureira Poveda and Wouters, 2015) demonstrate that the ZephI R 300s
lidar can incorrectly measure wind direction by 180°. Analyses of wind data at MMIJ from 1
January 2012 through 1 January 2014 indicated that approximately 3.6 % of the measured wind
data exhibited this flow reversal. Although mitigation (i.e. removal) of this data is possible,
it requires independent wind direction measurements from a collocated meteorological mast.
Because mast data was not available at each site, these wind direction errors were not removed.
However, ZephI R 300s lidar wind direction errors did not appear to impact the measured wind
speed, which is the main focus of this paper. In order to account for the wake effect of neigh-
bouring wind farms on wind speed measurements, wind direction sectors were filtered and
corresponding data (wind speed and direction) were removed. A generous estimate of 20 km
was used to denote the maximum wind farm wake length.
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Understanding the physics of coastal winds
and low-level jets
What is here said, is to be understood of the Sea Winds, at some distance from
the Land; for upon and near the shores, the Land and Sea Brizes are almost
every where sensible; and the great Variety which happens in their Periods,
Force and Direction, from the situation of the Mountains, Vallies and Woods,
and from the various texture of the Soil, more or less capable of retaining
and reflecting Heat, and of exhaling or condensing Vapours is such, that it
were an endless task, to endeavour to account for them.
- Edmond Halley FRS, 1686
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Low-level jets have become the protagonists of this dissertation. They are
perfect examples of anomalous wind events, their representation in weather
models remains challenging, and they occur frequently enough to leave their
mark on offshore wind projects. Moreover, as I’ll show in this chapter, low-
level jets are also intriguing from a physical point of view. An attempt to
explain them with simple physical reasoning has grown out to be more of a
tribute to mesoscale meteorology. The specific question I originally set out
to address in this chapter waswhich mechanisms are responsible for the form-
ation of low-level jets in the coastal areas along the North Sea? But in pursuing
this objective it seems I’ve opened Pandora’s box, or Aeolus’ bag of winds.
Consequently, this chapter now deals with a wide range of meteorological
theories.
The chapter consists of two parts. The first part consists of a literature sur vey
of meteorological processes in coastal areas and low-level jets. By combining
theory that was until now quite scattered across the academic literature, a
consistent theory on coastal jet mechanisms emerges. In the second part of
the chapter, this theory is projected onto the ERA5 reanalysis data.
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5.1 Introduction
Over three centuries ago, Edmond Halley was working on his general circulation theory that
should explain the notorious equatorial trade winds and monsoons. In defining the scope of
his paper, he decided to add the little disclaimer that is quoted at the beginning of this chapter.
The casual clause that could equivalently be translated as “near-shore processes are way too
complicated and are therefore not considered” bears witness to some great physical insights,
such as the importance of coastal morphology, surface heat capacity, and surface conductivity
for the manifestation of the sea breeze. Considering the narrow view that standard texts on
offshore wind energy take on the coastal environment today, Halley’s statement “that it were
an endless task, to endeavour to account for them” still appears to be valid. Indeed, while
substantial progress has been made since Halley’s days, the complexity of coastal processes can
still be daunting at times.
This chapter is dedicated to understanding the coastal low-level jets over the North Sea that
have been identified and characterized in chapters 2 and 4. In order to account for these events
in (wind-energy) applications, and to better appreciate and eventually improve the model per-
formance, it is imperative to understand the mechanisms that lead to these jets. It turns out
that a comprehensive explanation involves a breadth of meteorological processes that stretches
far beyond the scope of low-level jets alone. In fact, it starts where Halley left us: with the sea
breeze.
The first part of the chapter is dedicated to a sur vey of relevant literature. Section 5.2 will present
an over view of the sea breeze and its relation to coastal jets. Against this background, I will
highlight various mechanisms that may (also) be associated with low-level jets in section 5.3,
and I will discuss how these theories can be projected upon, or reconciled with coastal flows
and the theory of the sea breeze. In the second part of the chapter (section 5.4), ERA5 data will
be used to investigate the formation mechanisms of low-level jets over the North Sea.
5.2 The kinship between sea breezes coastal jets
The sea breeze is extensively described in the academic literature, and a comprehensive over-
view of many important contributions may be found in Miller et al. (2003). The classical text-
book illustration is sketched in Figure 5.1A and the corresponding idealized description is
roughly as follows:
On a brilliant day in spring or early summer, when the sea is still relatively cold but the sun is
fiercely shining down on land and water alike, a temperature contrast develops between the adja-
cent surfaces due to their different capacity to absorb all that heat. While little still is happening in
the offshore environment, the land surface passes its excess energy on to the overlying air, causing
it to heat and expand, pushing up against the air still further aloft and to the sides. The situation
so provoked is not particularly stable: cold marine air is heavy compared to the adjacent air over
land, and the expansion of that heated air has caused an drop in surface pressure over land. Con-
sequently, the cold marine air near the surface slides under the warmer and lighter air over land
and the air aloft starts flowing out to sea. As this process continues for a while, the rotation of the
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Figure 5.1: A. Idealized illustration of the sea breeze circulation with warm air over land and cold air over sea. Wind vectors are plotted
at the coastline, along with a vertical wind profile of the cross-shore wind component. B. Hypothetical equilibrium state corresponding
to the traditional sea breeze situation as sketched in A.
earth apparently1 causes the wind to turn towards the right until the surface wind blows parallel
to the coast with the land to its left, and vice versa higher up.
A very relevant climatology of sea breezes along the coasts of the North Sea is available in
Steele et al. (2015). Their seasonal cycle bears a striking resemblance to the seasonal cycle of
low-level jets identified in chapters 2 and 4. Most sea breezes form in spring and (early) summer,
because the temperature contrast between land and sea reaches the largest values in this period.
Additionally, notice the jet-shaped character of the cross-shore wind component in figure 5.1A,
which must vanish near the surface due to the effect of friction. The question thus arises how
to distinguish between the two phenomena, and the simple answer is that I will not make a
distinction at all. Both the sea breeze and the low-level jet are often treated in isolation, and for
some reason the concurrence and shared origin of the two phenomena is often not explicitly
discussed, leaving room for ambiguity.
The ultimate driver of the sea breeze is the thermal contrast between land and sea. The low-
pressure area that develops over land is (sometimes) referred to as a thermal low, or heat low
(Hoinka and Castro, 2003). Thermal lows have been associated with many low-level jet ‘hot-
spots’ along coastal areas across the globe (Ranjha et al., 2013). In arid coastal areas, they may
be a semi-permanent feature during the summer season. Their diurnal evolution and associ-
ation with the sea breeze and (coastal) low-level jets is illustrated very clearly in Rácz and Smith
(1999). The sea breeze may be interpreted as the initial response to the temperature gradient,
the shore-parallel low-level jet as its equilibrium state after adjustment. This adjustment will
be illustrated more clearly in the remainder of this section. An important nuance is that the
thermal contrast is not the only mechanism that may lead to coastal jets. Other mechanisms
are discussed in section 5.3.
5.2.1 On the evolution of the sea breeze
While figure 5.1A captures the dominant forcing mechanism of the sea-breeze, it is far from
complete and arguably incorrect. For example, the sea breeze is hardly a stationary circulation.
It is well-known that after the onset of the sea breeze, the Coriolis effect will cause it to turn in
a clockwise direction in the Northern hemisphere ( historically, the wind was sometimes said to
‘turn with the sun’). Theoretically, rotation will continue until the sea breeze blows parallel to
1from an earthly obser ver’s perspective
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the coast. At that point, the Coriolis force is balanced by the pressure gradient. This theoretical
equilibrium state is called geostrophic balance.
A hypothetical balanced state consistent with figure 5.1A might look something like figure 5.1B:
the cold marine air has moved towards the land, where it has slid under the continental air. The
warmer air aloft has replaced some of the sinking marine air over sea. The cold air, which had
initially started moving towards the land has been deflected 90° to the right and blows parallel
to the coast, coming towards the reader in figure 5.1B. The warm air has also been deflected,
but now blows parallel to the coast, away from the reader, since it initially started moving
in the opposite direction. The wind now blows parallel to the isobars with the high pressure
on its right. This figure is already more consistent with the theory on coastal low-level jets,
and it is worthwhile to point out some features of (the adjustment towards) this hypothetical
equilibrium state.
The rate with which the sea breeze turns is dictated by the Coriolis parameter, a function of
latitude proportional to the earth’s rotation. Together, the rate of the diurnal forcing and the
rate of the Coriolis deflection determine the atmospheric response. Van Delden (1992) explains
that a relatively abrupt forcing is followed by an oscillatory response, whereas a gradual forcing,
such as that associated with the sea breeze, induces a relatively steady adjustment towards the
new equilibrium. Rotunno (1983) adds that if the Coriolis frequency exceeds the frequency of
the diurnal forcing, the resulting circulation will be confined to its neighbourhood, which is the
case in midlatitudes. In the tropics, by contrast, the sea breeze may penetrate far inland (and
offshore).
Rotunno derived an idealized expression for the horizontal extent/radius (Lh) of the sea breeze
in mid-latitudes, which reads:
Lh =
NH√
f2 − ω2 (5.1)
whereN is the Brunt-Väisälä frequency (a measure for atmospheric density stratification), H is
the depth over which the air is heated, and f andω are the Coriolis parameter and the frequency
of the diurnal forcing, respectively. For a temperature difference of 6.5 K over a layer of 1000 m
(i.e. typical tropospheric lapse rate) at 52° latitude, Lh = 164 km (using a reference temperature
of 300 K to compute N ).
Interestingly, as ω vanishes, Rotunno’s length scale reduces to the Rossby radius of deformation
(Ro), defined as:
Ro =
NH
f
=
√
gH∆θ/θ0
f
(5.2)
where g is the acceleration due to gravity, ∆θ is the temperature difference between the two
fluids and θ0 is the background temperature. The internal and external Rossby radii, respect-
ively, express the same concept for a continuously stratified fluid as opposed to a fluid with
an abrupt density interface. The Rossby radius for the same fluid layer as described above is
127 km. Thus, the periodic nature of the diurnal forcing enhances the horizontal extent of the
sea breeze.
The Rossby radius was first derived by Rossby (1937a,b), who described how the atmosphere
(or ocean, or any other fluid under the influence of rotation) responds to a perturbation, in this
case a horizontal temperature (or: density) gradient. This process is now generally known as
geostrophic adjustment. While it seems to apply very well to the formation of sea breezes and
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Figure 5.2: A. Zonal cross section at 52°N, illustrating the positioning of the North Sea with the Atlantic ocean to the west and the
Eurasian continent to the east. The colours indicate a hypothetical large-scale temperature gradient with relatively warmer air over the
continent than over the ocean. B. Enlarged view of the North Sea positioned between the Netherlands and the U K. Here, the colours
suggest that the land on both sides has been heated by convection during the daytime, leading to an enhanced local baroclinity. Compare
to figure 5.1B for an illustration of the corresponding local wind field.
their evolution as outlined above, the situation is not completely analogous2. Rossby assumed,
for example, that the perturbation occurred instantaneously, whereas the forcing of the sea
breeze is rather gradual. This difference is reflected in the equations above.
5.2.2 Baroclinity and thermal wind
Given that the forcing is relatively slow compared to the atmospheric response, a more realistic
sketch of the situation is given in figure 5.2, which depicts a gradual horizontal temperature
gradient across the coastlines. After several subsequent days of heating, a large-scale temper-
ature gradient may also build up between the main continent of Europe and the Atlantic Ocean
to the west (Miralles et al., 2014). The situation in which the sea breeze is embedded in a large-
scale temperature gradient is described in (Drobinski et al., 2011). Notice how the sea breezes on
the Dutch and U K coasts might amplify each other by sharing the localized high-pressure area
over the North Sea, and how the sea breeze on the east coast of the U K opposes the large-scale
temperature contrast, while the Dutch sea breeze reinforces it.
Following the AMS glossary, an atmosphere “in which the geostrophic wind varies with height
and is related to the horizontal temperature gradient via the thermal wind equation” is called a
2As with the definition of the sea breeze, there is some controversy about stretching the term geostrophic adjustment
beyond its original meaning; see e.g. P lougonven and Zhang (2014).
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baroclinic atmosphere3. This thermal wind relation expresses the difference in the geostrophic
wind over a layer (v1 at the top, v0 at the bottom):
vT = v1 − v0 = R
f
ln
(
p0
p1
)
∆θ
∆x
(5.3)
where R is the gas constant for dry air, p1 and p0 are the pressure at the top and the bottom
of the layer of air, θ is the potential temperature and x is the distance in the direction of the
temperature gradient ( I used v and x for analogy with previous and subsequent illustrations).
Thus, the thermal wind ‘blows’ parallel to the isotherms with the warmer air to its right. If
this situation applies to a low-level jet, some authors refer to it as a baroclinic mechanism (e.g.
Mahrt et al., 2014; Shapiro et al., 2016).
It is possible to estimate the theoretical sea breeze and corresponding low-level jet charac-
teristics that can be explained by thermal wind arguments by plugging in some numbers to
equation (5.3). It is not immediately obvious which value to use for the temperature gradient,
but a good approximation may be obtained by setting ∆x equal to the Rossby radius given by
equation (5.2). Interestingly, the thermal wind thus becomes independent of latitude. Taking
the layer between 1013 and 900 hPa, which is approximately 1000 m deep, the same temperature
difference as before (6.5 K against a background temperature of 300 K) yields a thermal wind of4
∼15 m s−1. If this temperature difference is equally split between the near-surface flow and the
flow aloft, the wind near the surface would be 7.5 m s−1 towards the south, and the wind speed
would gradually decrease, reverse and reach 7.5 m s−1 towards the north aloft. In practice, this
is not achieved because friction plays a role near the surface, the temperature gradient develops
gradually, and the response might not be symmetric. For the sea breeze, the so-called ‘return
current’ (Tijm et al., 1999) is typically much weaker and deeper than the surface gravity current.
However, this back-of-the-envelope estimate shows that adjustment of the sea breeze towards
thermal wind balance is a good candidate to explain coastal low-level jets.
5.2.3 Interaction with background wind
The idealized picture of the sea breeze and its transition into an along-shore coastal jet is still
highly idealized. Especially the presence of an ambient or ‘background’ wind may substantially
alter the manifestation of the sea breeze. A moderate background wind can amplify or weaken
the process depending on its predominant direction. The interaction between the sea breeze
and the prevailing wind has been very neatly described in Adams (1997). He distinguishes
between four sea breeze ‘types’, but even within these types he adds some nuances. To guide
the interpretation, figure 5.3 shows the superposition of the sea breeze and 4 extremes of the
background wind. These wind vectors are the equilibrium winds, and the sea breeze will first
develop in an onshore direction before it turns towards the south by virtue of the Coriolis effect.
If the prevailing wind is directed offshore as in figure 5.3A, the onshore flow that marks the
establishment of the sea breeze must first overcome the background wind. This favours the
formation of a strong temperature contrast. The combined wind vector (as will be obser ved)
thus first diminishes, then reverses, and finally turns towards the south. An onshore back-
ground wind as in figure 5.3B has the opposite effect. The synoptic onshore wind impedes
3Wallace and Hobbs (2006) refer to the specific configuration discussed here as an ‘equivalent barotropic flow’,
because in this case, the pressure and temperature gradients are exactly aligned and therefore surfaces of constant
density don’t intersect with surfaces of constant pressure, which is the formal definition of baroclinity.
4Alternatively, taking Rotunno’s length scale yields a wind shear of 11–12 m s−1.
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Figure 5.3: Illustration of the superposition of background geostrophic wind (green) with diurnally varying thermal forcing (red) for
four different background wind configurations: easterly (A), westerly ( B), northerly (C) and southerly ( D). Land is on the right, sea on
the left. Panel titles refer to the classification of Adams (1997), although he describes that the corkscrew and backdoor types usually
also have an offshore component. In C and D, exaggerated surface wind vectors are drawn to illustrate the divergence and convergence
associated with the synoptic surface pressure field.
the development of a strong thermal contrast, and if a sea breeze does develop, it is also much
harder to recognize. Following the schematic picture in panel B, it might initially amplify the
background wind, and the combined wind vector will eventually veer towards the south. Some
authors (e.g. Miller et al., 2003; Steele et al., 2015) disregard this possibility altogether, stating
that the sea breeze generally forms against a modest background wind directed offshore.
An along-shore background wind does not seem to interfere with the onset of the sea breeze
at first sight. However, Adams (1997) notes that a synoptic high-pressure area over sea favours
the formation of the sea breeze circulation, for air from aloft can easily sink into the surface
divergence zone offshore. Therefore, the situation sketched in figure 5.3C leads to the strongest
sea breezes, especially if the prevailing wind also has an offshore component. The development
of this sea breeze is characterized by a backing of the obser ved wind in time, followed by wind
veer as the new wind vector adjusts towards the equilibrium. Notice that aloft, the superposition
of the prevailing wind and the sea breeze’s return current is opposite, which leads to a very
characteristic low-level jet-shaped wind profile with a pronounced fall-off, but not necessarily
a reversal of the wind direction. This is also recognized by Steele et al. (2015), who note that
coastal jets are typically associated with corkscrew sea breezes, although it does not become
clear from the text how they distinguish between sea breezes with or without a coastal jet.
Finally, in the situation sketched in figure 5.3D, the surface convergence offshore impedes the
development of a circulation, and therefore this situation requires a very strong temperature
contrast and a weak synoptic flow. If it forms, the evolution of the sea breeze is much more
unsteady (Adams, 1997).
The inclusion of a background wind already provides a much more nuanced perspective on the
sea breeze. Additionally, the characteristics of the coast, whether it is straight, or convex, or
concave, the presence of mountains, cities, estuaries, or whatsoever – all these features leave
their mark on the eventual manifestation of the flow (Miller et al., 2003, section 3.1.3). Such
effects, however, are beyond the scope of this chapter. The subsequent sections first and fore-
most require an appreciation of the role of thermal effects in coastal flows, which has now been
covered sufficiently in-depth.
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5.3 A survey of explicit low-level jet studies
While the thermal argumentation presented in the previous section is often used to explain
coastal jets, it is not the only mechanism that can create jet-shaped profiles. Since the morpho-
logical definition employed in this thesis does not distinguish different low-level jet mechan-
isms, these processes cannot be readily discarded. Furthermore, several studies have found an
interplay between various jet formation mechanisms, which calls for a brief sur vey of previous
low-level jet studies.
5.3.1 Blackadar’s inertial oscillation
Much previous research on (onshore) low-level jets can be traced back to two main theories.
The first is the inertial oscillation, proposed by Blackadar in 1957. This theory describes how
the wind field responds to a change in environmental conditions. In principle, any change in
environmental conditions might trigger inertial oscillations, but the characteristic (nocturnal)
low-level jet over land is usually attributed to the decay of turbulence and the formation of a
stable boundary layer after sunset. This relatively abrupt change in turbulent mixing upsets
the three-way force balance between the pressure gradient, Coriolis effect, and friction. In
the subsequent adjustment process the accelerating flow is modulated by the Coriolis effect
to establish a rotation around the new equilibrium (figure 5.4A). Detailed explanations of this
process may be found in Van de Wiel et al. (2010); Schröter et al. (2013).
Because the (change in) frictional drag affects mostly the surface layer, the inertial oscillation
is confined to the lower layers of the atmosphere, and the corresponding wind speed maximum
that occurs when the ageostrophic wind overshoots the equilibrium value is recognized as a
low-level jet. The development of a stable boundary layer near the surface is important for
an inertial oscillation to persist, because the negative buoyancy inhibits mechanical turbulence
which could other wise destroy the low-level jet. For this reason, the onshore nocturnal jet is
often obser ved during cold nights with clear skies.
Figure 5.4: Conceptual illustration of the adaptation of a wind vector to a new equilibrium with less frictional drag. The adaptation is in
the form of a damped inertial oscillation. Simplified momentum equations with linear damping where used to construct this figure, which
is intended for illustrative purposes only. The exact trajectory is very sensitive to the damping coefficients. B. Conceptual illustration
of baroclinity introduced by sloping terrain (exaggerated). The horizontal temperature difference introduces a pressure gradient force
between point A and B. This pattern reverses when the air is heated from below.
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At 52° latitude, the period of an inertial oscillation is∼15 h. An interesting aspect of this mech-
anism is that the low-level jet only appears during a certain phase in the oscillation. If the
low-level jets identified in previous chapters are in fact governed by inertial oscillations, this
would imply that only half of the process was captured and characterized. Although this lim-
itation might affect some of the low-level jet statistics presented in this and previous chapters,
it should not impede our understanding, which is the main focus of the current disquisition.
Baas et al. (2009) provide a climatology of inertial low-level jets over Cabauw, a flat grassland
site in the Netherlands approximately 50 km inland. They report very similar characteristics
to those identified in chapter 2 for offshore site IJmuiden: typically occurs in spring/summer,
mostly for easterly and southwesterly wind directions. The modal jet height is 140 m above
ground-level and the typical strength is 6–10m s−1. The theory has also been used to explain a
low-level jet that is frequently found over the Great Plains and may reach wind speeds of over
20m s−1. Baas suggest that this difference in low-level jet strength might be explained by the
intensity of turbulent mixing during the day. Since the Great P lains are generally much dryer
than the Netherlands, the sensible heat flux is larger, leading to more momentum entrainment
and a larger ageostrophic wind – which translates into a larger oscillation after sunset (also see
Fast and McCorcle, 1990).
A similar frictional decoupling may occur when an airmass is advected from land to sea (e.g.
Garratt and Ryan, 1989). Especially in the situation where the land is heated during the day-
time, but the sea is still cold in spring and early summer, the airmass will experience an abrupt
change in surface roughness and stability. Cooling from below creates a stably stratified in-
ternal boundary-layer (Garratt, 1990). Högström and Smedman-Högström (1984); Smedman
et al. (1993, e.g.) argue in favour of a frictional decoupling mechanisms to explain the occur-
rence of a low-level jet over the Baltic Sea. Angevine et al. (2006) find a strong low-level jet
directed offshore at the northeast coast of the US, and speculate that it is formed by an inertial
oscillation triggered by the collapse of the sea breeze circulation. Mahrt et al. (2014) considers
both thermal and inertial arguments to explain this jet, but his study is inconclusive. Dören-
kämper et al. (2015) illustrates a jet event in the Baltic Sea that forms in concert with an onshore
inertial oscillation.
5.3.2 Holton’s baroclinic mode
Just like differential heating between the land and sea, the diurnal heating cycle over a gentle
slope introduces a temperature (or: density) gradient on a horizontal plane (figure 5.4B). Holton
(1967) was the first to capture this effect in a conceptual model, with which he also attempted
to explain the low-level jet over the Great P lains, for this area is characterized by a gentle,
but widespread slope towards the east. Notice the analogy to the coastal situation: during
the daytime, the baroclinic pressure gradient forces the air to flow uphill. However, as this
forcing acts relatively slowly, the Coriolis effect deflects the uphill flow towards the north (in
the illustration). By the time the new equilibrium is reached, however, the sun will have set,
causing the wind to turn further, downhill. The oscillation is completed as the Coriolis effect
finally deflects the flow further towards the south.
Interestingly, Shapiro et al. (2016, a.o.) argue that neither frictional decoupling nor baroclinity
alone can explain all characteristics of the Great P lains low-level jet. They note: “the phase
of the oscillations was not captured correctly, and the wind profiles were not as jet-like as in
obser ved low-level jets.” They derive a set of equations that couples both mechanisms. Their
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solutions reproducemost features of the observed low-level jets at least qualitatively. Moreover,
a detailed sensitivity analysis revealed that inertial oscillations produce the strongest jets, but
are reinforced by baroclinic contributions. A similar situation may very well apply to coastal
low-level jets, for the conditions that favour baroclinity (cold sea surface, heated overland air)
also favour the formation of internal boundary layers and inertial oscillations.
Shapiro et al. (2016) considered only cases with a large-scale southerly wind. Although this
is the most frequent phenomenon, northerly low-level jets have also been observed. Gebauer
et al. (2017) repeated the analysis with a reversed free-atmosphere wind. As expected, each
individual mechanism behaved similarly, although the jet timing for the baroclinic mechanism
was completely opposite. Consequently, the combined effect of the two mechanisms resulted
in much weaker low-level jets than for the southerly case, and the jet occurred at much higher
altitudes. This result emphasizes that the interplay between the local baroclinity and the large-
scale wind is crucial for the eventual manifestation of the wind field, similar as shown for the
coastal situation in figure 5.3.
Asmentioned before, low-level jets are sometimesmentioned as a collateral feature in papers on
sea breezes or thermal lows. A number of studies, however, focus explicitly on low-level jets and
explain them in terms of Holton’s baroclinic formation mechanism. Zemba and Friehe (1987)
report on a thermally forced low-level jet along the California coast. Burk and Thompson (1996)
extensively describe the characteristics of this jet, and Parish (2000) similarly concludes that this
jet “is consistent with the geostrophic adjustment of thermally direct circulation forced by the
horizontal temperature contrast between land and ocean”. Colle and Novak (2010) describe a
coastal low-level jet at the east coast of the United States, and find qualitative agreement with
Burk and Thompson’s findings. Mahrt et al. (2014) seem to suggest that both inertial effects and
a baroclinic mode may contribute to the low-level jet along the northeast US coast.
5.3.3 Orographic effects
The presence of complex terrain has many effects on the flow that may or may not be recog-
nized as low-level jets. Stull (2000), for example, describes a number of important mountain
winds such as the Bora and Fohn, which may be interpreted as low-level jets, at least by the
morphological definition adopted in this thesis. These winds form when air is forced over a
mountain (range). Alternatively, the mountains may block the flow, causing accumulation of
air and a pressure gradient force opposing the large-scale flow. The resulting wind that blows
parallel to the mountains is called a barrier wind. Finally, gap winds can produce jet-like struc-
tures in places where there is an opening in the mountain barrier. The Venturi effect plays
an important role in the formation of several of these mountain winds. Alternatively, thermal
effects similar to those described before can play a role, such as in the formation of anabatic
winds and drainage flows (Stull, 2000; Whiteman, 2000; Grisogono and Belušić, 2009; Sun and
Sun, 2015; Duine et al., 2019).
To appreciate the (potential) role of orographic effects in the present work, some findings of
earlier studies are projected onto the low-level jets identified in the North Sea study area. As an
entry into the relevant literature, I’ll use the study of Moore and Renfrew (2005), who investigate
the occurrence of four types of ‘high-speed surface-wind events’ along the coast of Greenland.
The first event is the barrier wind, which blows parallel to the east coast of Greenland with the
coast to its right. The Froude number, or an alternative definition U/(Nh), which is sometimes
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Figure 5.5: Snapshots of low-level jet events in the ERA5 dataset. Contours represent sea-level pressure in hPa, colours represent the
fall-off where a low-level jet is present.
called the (inverse) non-dimensional mountain height, expresses the likeliness that wind will
flow over the obstacle. In this ratio, U is the wind speed directed towards the obstacle, h is the
obstacle height and N is the Brunt-Vaisala frequency, a measure of density stratification. If this
ratio is substantially smaller than 1, the obstacle will partly block the flow (see Lott and Miller,
1997). According to Moore and Renfrew, a typical value for the southeast coast of Greenland is
0.3, thus, a blocking effect seems likely.
Within the North Sea study area, the most likely area for the occurrence of barrier jets is the
west coast of Norway. For N = 0.02 s−1 and taking H = 1000 m (a rough estimate, in reality
the coast is quite erratic), wind speeds of up to 20m s−1 would give a Froude number below
unity. An example of a low-level jet event in the ERA5 data that would match this description
is shown in figure 5.5A. Notice how the isobars are deflected near the Nor wegian coast. This
localized area of higher pressure is found where the flow would be blocked by the mountains.
The geostrophic wind, following the isobars, would thus blow towards the north here, whereas
the predominant geostrophic wind direction in the domain is towards the east. This situation
is described in more detail in Barstad and Grønås (2005) and a case study concerning a similar
event may be found in Christakos et al. (2014).
The second event considered by Moore and Renfrew is the ‘tip jet’, after Doyle and Shapiro
(1999). The following arguments are put for ward to explain this type of jet5: (1) According to
Bernoulli’s equation the total energy of the flow along a streamline must be conser ved, which
must lead to an acceleration of the flow when it descends while maintaining its temperature.
(2) However, over the higher parts of Greenland (or any other complex terrain), the orography
may cause breaking waves, which lead to a turbulent and dissipative region on the lee side of
the mountains. These flows thus don’t conser ve Bernoulli’s equation. (3) If part of the flow is
forced over the high regions of Greenland, while an adjacent part of the flow is deflected slightly
more to the south, where it will encounter gentler slopes at a less direct angle, the latter will
conser ve the Bernoulli equation whilst the former loses energy in the wave breaking region. (4)
5While Moore and Renfrew present these arguments as if they concern different mechanisms, my impression is that
Doyle and Shapiro see them as part of the same mechanism.
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This would lead to a sharp horizontal wind speed gradient downstream. (5) Hence the relatively
high localized wind speed near the surface in the downstream region of the tip of Greenland.
Moore and Renfrew also consider what they call reverse tip jets (their third event), which occur
for different wind directions, for which Doyle and Shapiro’ theory does not hold. To explain
this feature, they propose that the wind downstream of the tip gains anticyclonic cur vature.
In this situation, the Coriolis effect not only balances the pressure gradient force, but also the
centrifugal acceleration, enabling supergeostrophic wind speeds.
In the ERA5 data, a tip jet event often appears near the Southern tip of Nor way. An example
is shown in figure 5.5B. Anticyclonic cur vature is present here as well, but other wise the flow
is quite different. This is not surprising, though, since the surrounding topography (e.g. the
presence of Denmark) is quite different than Greenland. Therefore, the theory of Moore and
Renfrew cannot be translated one-to-one. It is worthwhile to note, though, that preliminary
results from higher-resolution simulations (chapter 6) show pronounced jet activity originating
from many smaller coastal extremities, such as the Isles of Zeeland and the easternmost edges of
East Anglea and The Southeast. This provides an incentive to further investigate the mechanics
of tip jets.
The fourth and final event studied by Moore and Renfrew is a ‘barrier wind’ for which the oppos-
ite coast of Iceland seems to play an important role. Therefore the authors refer to a comparable
study about wind speed-up in the Dover Strait (Capon, 2003), which is quite enlightening. Ca-
pon illustrates that both the orographic ‘gap’ and the roughness contrast between land and sea
contribute to the jet formation in the Dover Strait, even though dimensional arguments suggest
that a true gap flow (forced channelling through stable stratification in conjunction with the
venturi effect) is unlikely. She also discusses potential contributions of the sea breeze and drain-
age flows. In the ERA5 data, the Dover Strait jet is frequently present. An example is shown in
figure 5.5C. In this case, the entire English Channel is filled with the jet, which is forced by a
northeasterly wind.
As described by Capon, a similar wind may form when the wind is from the southwest. If this
jet reaches the IJmuiden met mast, it might be an important factor to explain the southwesterly
jets identified in chapter 2. Further support for this jet is contained in preliminary results from
chapter 6, where a pronounced jet area, apparently originating from the Dover Strait, shows
up in the averaged low-level jet climatology of a high-resolution dataset. Also interesting is a
comparable event in the ERA5 data that occurs near Skagerrak, the Strait between Denmark
and Nor way (figure 5.5D). Low-level jets are often present near the west coast of Denmark and
the German Bight, though, and most of the time the ‘true nature’ of this jet is not so obvious as it
seems in this single snapshot. These preliminary results thus suggest that the role of orography
on North Sea low-level jets may be substantial, and call for further exploration of these effects.
5.4 Exploratory analysis of low-level jets in the ERA5 re-
analysis data
In the preceding sections, I have sur veyed a number of mechanisms that could be responsible
for, or play a role in, the formation of low-level jets along the coastlines of the North Sea. The
second part of this chapter is devoted to a more thorough analysis of low-level jets in the ERA5
data: a quest for evidence that can support or reject some of these hypothesis. I’ll start with
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Figure 5.6: A. Illustration of the situation in which a thermal low-pressure area develops over the Netherlands. B. Corresponding
vertical profile of the (geostrophic) v-wind component. C. Histogram showing the ratio between low-level jet fall-off and thermal wind.
The black lines delimit the range where the falloff and the thermal wind are within 70 % of each other. This figure contains all low-level
jets in the ERA5 data within the study area.
an assessment of the potential role of baroclinity since, based on the literature, this seems to be
the most important effect.
The situation for the Dutch coast is sketched in figure 5.6A. During the day, convective heating
and the subsequent thermal expansion lead to a low-pressure area over land as compared to the
adjacent sea-surface. In accordance with theory, the near surface wind speed tends to blow in
an anticlockwise direction around the low-pressure area, that is, towards the south at the Dutch
coast (a negative v−wind component). At the same time, the thermal wind relation dictates that
the balanced geostrophic wind should change with height, specifically, the v-wind component
should become more positive. The corresponding vertical profile is sketched in figure 5.6B. This
profile corresponds exactly with the theoretical equilibrium situation sketched in figure 5.1B.
Because the wind speed must vanish at the surface due to the effects of friction, the true wind
profile is not equal to the geostrophic wind profile. Thermal wind is responsible for the fall-off
above the jet maximum, and friction plays an analogous role below.
If this mechanism is indeed responsible for the formation of low-level jets, the thermal wind
contribution should explain (at least a substantial portion of ) the fall-off. Therefore, the ratio
of thermal wind and fall-off is shown in figure 5.6C. The thermal wind is a vector, and only
the component aligned with the surface geostrophic wind is shown, for this component is re-
sponsible for the fall-off. A negative ratio means that the thermal wind opposes the surface
geostrophic wind. It is clear that this is often the case. For most low-level jets, the ratio is even
close to one. This is clear evidence that the baroclinic mechanism plays an important role in the
formation of low-level jets over the North Sea. The rest of this section is dedicated to attribution
of the low-level jets to this or other mechanism(s).
5.4.1 Intro – An animation is worth a thousand pictures
The starting point of this analysis is the spatial distribution of low-level jets in figure 4.1. This
mean distribution can be thought of as overlaying all individual low-level jet events. The ERA5
data covers the North Sea domain, including the east coast of the UK, the west coast of North-
ern France, Belgium, and the Netherlands up to the German Bight and the North Sea coast of
Denmark, and finally the southern tip of Nor way. As discussed in the previous section (e.g. fig-
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ure 5.5), all these areas have their own distinct features that may favour or modify the formation
and characteristics of low-level jets.
A closer look at these low-level jets in isolation, for example in the form of a short animation,
reveals a number of additional features. First of all, the low-level jets are very dynamic. They
first appear at one or several locations, then they grow and become stronger; sometimes they
drift through the domain as though they have become decoupled from their geographical ori-
gins; every now and then, several disparate jets merge, or a big event breaks down into smaller
sections. Some events have a clear spatial structure or orientation, e.g. following a coastline or
resembling a frontal structure.
5.4.2 From jet profile to jet event
These obser vations about the low-level jet animation listed above all have one thing in common:
they concern jet events, consisting of (many) adjacent grid cells exhibiting a jet-like structure in
the vertical, rather than individual jet-shaped profiles. Usually, the fall-off decreases towards
the edges of the jet event. This implies that using fixed falloff thresholds to classify some jets
as significant events while discarding others is quite arbitrary, as both profiles can belong to the
same event. The same logic implies that wind profiles that do not currently exhibit a jet-shaped
structure may still be part of the same dynamic event taking place, but there is no obvious way
to identify and track these points.
From a theoretical point of view these obser vations are hardly surprising, but they have some
profound implications in terms of data processing. In order to characterize, and perhaps even
categorize the low-level jets in the ERA5 data, it makes much more sense to consider the ‘whole’
rather than the individual jet profiles. The challenge is then, how to group coherent profiles
together? The strategy used here is illustrated in figure 5.7. First, the fall-off of each and every
jet-shaped profile is computed for the entire dataset. Subsequently, a fall-off threshold is applied
to separate clusters that are only weakly connected. Stricter fall-off thresholds enable better
separation of distinct events, but the downside is that weaker jets, possibly including ‘growth
phase jets’, are disregarded altogether.
Another challenge presents itself when time-adjacency is considered as well. From a physical
perspective, a jet event that evolves from one moment to the next is still the same event, even if
it grows or migrates. It is not obvious how to deal with jet events that merge and split, though.
One approach would be to change the ‘I D’ of the jet cluster(s) after each merge or split, thus
counting them as separate event, possibly with a label (merged cluster; remnant). In practice,
however, splits and merges occur so often that such book-keeping introduces more complexity
than it solves. Therefore, only spatial linkage is considered here, as illustrated in figure 5.7.
A unique label is assigned to each jet event and subsequently, a number of jet characteristics
is calculated on a group-by-label basis: (averaged) jet height, strength, and fall-off, as well as
u- and v-wind components at jet height; (average) latitude, longitude, and distance to coast.
Additionally, a number of diagnostic variables are computed: ( bulk) Richardson number near
the surface (computed with 2 m temperature, skin temperature and 10 m wind), the large-scale
smoothed gradient magnitude of 2 m temperature field, and a vertically averaged temperature
lapse rate (up to 2 km). Some variable are only time-dependent: day of year, hour of the day,
time since sunset/sunrise, and the three Lamb Weather Type base components W, S and Z (for
the large-scale westerly, southerly and cyclonic flow components, respectively, see Jones et al.,
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Figure 5.7: Illustration of the jet event identification procedure. Panel A shows a snapshot of raw fall-off values at a single time. In B,
a fall-off threshold is applied to obtain separated jet clusters. In C, each isolated cluster is given a unique number/label.
2013). Finally, the number of profiles that make up each jet event and the standard deviation of
latitude and longitude are stored to convey some information about the spatial structure.
While I had good theoretical reasons to include all of these variables, not all of them proved help-
ful in characterizing the jet events. Time since sunrise/sunset, for example, correlates exactly
with time of the year and day, and is therefore redundant from a characterization perspective.
Standard deviation of latitude and longitude, on the other hand, (which was added in the hope
to identify e.g. front-like jet events), are descriptive of only very few jets, while they add a lot
of noise to most jet events. The strongest or most robust signal is obtained with a reduced set
of parameters consisting of distance to coast, time of year and day, jet height, falloff and u-
and v-wind components, as well as the surface ( bulk) Richardson number. These variables for
a subset of the jet events are shown in a comprehensive way in figure 5.8.
5.4.3 Clustering similar jet events together
Figure 5.8 is a ‘clustermap’ of 500 randomly sampled low-level jet events from the ERA5 data.
While it contains relatively little data (the total dataset, based on a fall-off threshold of 3 m s−1,
contains approximately 200 000 jet events), it already illustrates some very interesting features.
A hierarchical (Ward) clustering (illustrated with dendrograms) has been applied to both rows
and columns, in order to reveal hidden structure in the data. In the column with the Bulk
Richardson number (Rib), for example, there is one distinct block with very high values (stable
conditions). The column ‘d2c’ shows the distance to coast, where the sign designates land
(negative) or sea (positive), showing that the distinctly stable jet events typically occur over
land. Similarly, there are blocks with strong westerly jets ( high u-component) over sea, and
the strongest falloff (right top) is also obser ved offshore. Larger jet heights are typically found
over land. The time of the day and time of the year have each been split in two components
to better represent their cyclic nature. The hour of the day (H) is represented by sin(H) (= 1
corresponds 6 UTC, = −1 corresponds to 18 UTC) and cos(H) (= 1 corresponds to midnight,
= −1 corresponds to noon), and similarly for the time of the year (designated with M for
Month for later use, but day of year is used in the computation). Hence, it appears that the
stable, onshore low-level jet events occur predominantly during nighttime, while offshore jets
occur more often during the day.
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Figure 5.8: A ‘clustermap’ illustrating a random sample of 500 jet events out of the ERA5 data. Each row corresponds to a single event
(some are numbered on the right), columns represent the variables used to characterize the jets (see text). The variables have been
standardized (subtract mean, divide by standard deviation) in order to make them comparable. Hierarchical structure is illustrated by
dendrograms. The first column with coloured clusters is obtained by cutting through the dendrogram at a fixed height (indicated by the
blue line) and assigning all the branches below the cut to the same cluster.
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Figure 5.9: Illustration of low-level jet characteristics as ‘revealed’ by a k-means cluster algorithm6. The specific cluster that is the
focus of this figure is coloured in red, and other clusters have been plotted in the background in much lighter colours for reference.
LW T-S, -W, and -Z denote Lamb Weather type components, BARO is for baroclinity, measured as a smoothed temperature gradient.
MSL is mean sea level pressure, DSU N RISE and -SET is the time since sunset/sunrise. Lapse-T is the average temperature lapse-rate up
to 2000m and Rib is the bulk Richardson number.
While the figure above already provides some valuable insights, it is not very robust. In fact, I
needed a few attempts to save a version of this figure that lent itself to the above illustration,
and there are several reasons for this. First of all, the subset of 500 jet events is too small to
adequately represent the full dataset, which consists of over 200 000 events ( based on a falloff
threshold of 3m s−1). Secondly, there is such a wide variety of jet events that each combination
of variables can exist, albeit that some are more likely than others. This makes it very difficult to
identify distinct clusters. A third reason is that some variables included in the dataset - if they
are not useful to describe a certain jet event - appear as noise in the multidimensional repres-
entation of the data. And finally, a fourth reason for the unstable behaviour is that the cluster
method (Ward) used, although it produces nice clusters of more or less uniform size (useful for
illustration), may not be the most suitable approach for this dataset; at least it doesn’t play well
with the small random subsets. I’ve experimented with several alternative cluster algorithms,
but I still haven’t found a method that suffers less from the aforementioned impediments.
6As opposed to the Ward method used for the clustermap in figure 5.8. Usually, these methods provide comparable
results - but since the focus here is more an illustration of the general approach rather than the absolute results, any
method would suffice.
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There are several other ways to visualize the results of a cluster procedure. Perhaps the most
straightfor ward method is to visualize the characteristics of each cluster separately (figure 5.9).
The red cluster seems to consist of low-level jets that occur along the coastlines, preferably
in winter and during the night. Furthermore, these jets are characterized by a strong baro-
clinity and the jets are predominantly directed towards the east. All other characteristics that
are shown do not exhibit a marked affinity with this ‘type’ of jet. In the background, an ‘or-
ange cluster’ can be recognized that occurs primarily near the coast during summer afternoons
(mostly northerly winds; towards the south). Another ‘green’ cluster corresponds to jets that
occur onshore during stably stratified conditions at night. Another onshore cluster is coloured
in brown, and purple colours are mostly westerly jets originating from the U K east coast.
Again, some meaningful patterns seem to emerge, but this is not the whole story. First of
all, many subjective choices are involved in obtaining this result, such as the desired number of
clusters and which variables are supplied to the clustering algorithm. Too many clusters results
in very similar clusters for most variables, too few results in a lot of noise in most variables.
If location is the single input, then the resulting clusters will most likely show variations in
location, but only if the location is highly correlated with another characteristic, jet direction
for example, then this will show up in the output. In that sense, this exercise is a laborious form
of multiple regression between jet characteristics.
Supplying many input variables, on the other hand, will give the clustering algorithm much
freedom to exploit existing correlations. Unfortunately, the North Sea low-level jet climato-
logy consists of a large number of jets with very different characteristics. Consequently, there
appears to be a general lack of structure in the multidimensional space spanned by the char-
acteristics listed above. The result is that the algorithm just divides that space in a number of
subspace of approximately equal size. For example, if only location is supplied as input and
only two clusters are sought, the resulting jets are geographically separated in a ‘southwest’
and a ‘northeast’ group. The same happens in (much) higher dimensions.
After experimenting with different numbers of clusters, various combinations of input variables,
and several sample sizes (using cross-validation to check the results), a success formula that
provides robust and meaningful results is still lacking. The biggest challenge might be to prove
that the results are not ‘sought’, in the sense that the they follow logically from subjective
choices. Location, distance to coast, jet direction and time of year and day seem to be the most
natural features to distinguish between jet mechanisms from a physical perspective, but if these
features yield coherent clusters in terms of the very same features, is the result then physically
meaningful or is this just a case of confirmation bias? If the answer to the last question is yes, it
means the clustering approach has reached a dead end, and it is time to take a radically different
approach.
5.4.4 Back to basics: the hypothetico-deductive approach
Long-term progressive insight in scientific practice has inspired the so-called hypothetico-
deductive method. The idea of this method is that one should not seek to confirm hypotheses,
but rather to falsify them. I applied this method to the ERA5 low-level jet data to see whether the
hypotheses of the previous section stand up to scrutiny. For the inertial oscillation, I deduced
the following criteria:
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1. If the low-level jet is indeed (caused/forced by) an inertial oscillation, then the Richardson
number near the surface must be larger than 0, consistent with a stable stratification.
2. If the low-level jet is indeed (caused/forced by) an inertial oscillation, then the ageo-
strophic wind component should explain at least 70 % of the fall-off. Here, 70 % is a quite
arbitrary threshold, which illustrates that also this method is not fully objective.
3. If the low-level jet is indeed (caused/forced by) an inertial oscillation, then the ageo-
strophic wind should rotate at a rate of (approximately) 24°h−1, consistent with an inertial
oscillation at 52°N. I used 15 and 30° as bounds.
The ERA5 data were confronted with these criteria, and the results are shown in figure 5.10A.
The yellow outer circle encompasses all low-level jet events in the ERA5 data, the Venn diagram
inside it shows the proportion of jets thatmeet one ormore of the predictions. It is clearly visible
that the strongest constraint is criterion 3, i.e. the ageostrophic wind should rotate clockwise.
Still, 22 % of the low-level jets meet this criterion. About 50 % of the jets have an ageostrophic
wind component that is comparable to the fall-off (criterion 2), and over 60 % meets the stability
criterion (1). 15.4 % of the events does not meet any of the conditions. For these jets, the inertial
oscillation hypothesis should clearly be rejected.
For the other events, a more nuanced interpretation is opportune. Figure 5.10B shows a slightly
different rendering of the same data. The inner circle shows the jets that meet all criteria. For
these events, the inertial oscillation hypothesis can clearly not be rejected. In other words, it is
very likely. The other bands shows the events where two conditions are met (likely), where only
one of the criteria is met (slightly likely), and where none of the criteria are met (unlikely). Of
course, this again is a subjective interpretation, but I would argue that in this case it is within
the leeway of expert judgement. Note that I did not alter the criteria based on preliminary
results in an attempt to minimize the likelihood of rejection or whatsoever.
I performed a similar exercise for the thermal/baroclinic hypothesis, for which I employed the
following criteria:
1. If the low-level jet is indeed caused by thermal forcing, then the thermal wind should have
a substantial component that opposes the surface geostrophic wind. I defined ‘substantial’
as at least 0.3 times as strong as the surface geostrophic wind.
2. If the low-level jet is indeed caused by thermal forcing, then the distance to the coast
should be within 100 km.
3. If the low-level jet is indeed caused by thermal forcing, then the thermal wind should
explain at least 70 % of the fall-off. In fact, this is a slightly different form of prediction 1.
It is stricter in the sense that the magnitude of the thermal wind should be comparable to
the fall-off, but more permitting in the sense that the fall-off is not necessarily 0.3 times
as strong as the jet maximum.
The results of testing these criteria against the ERA5 data is shown in figure 5.10C. 25 % of the
jet events meet all criteria, which suggests that the thermal hypothesis has more potential to
explain the jets than the inertial oscillation – although one could argue that the criteria for the
inertial oscillation may have been stricter. However, support for one mechanism does not ne-
cessarily reject the other possibility. To investigate whether the twomechanisms act in concert,
figure 5.10D shows a Venn diagram of the jets for which either or both of the hypotheses are
very likely. Surprisingly, there is only little overlap between the two sets. Only 2.2 % of the jet
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Figure 5.10: A. Venn Diagram illustrating the proportions of the ERA5 low-level jets that meet the criteria for an inertial oscillation.
The outer circle denotes the total number of jet events in the data. B. A different rendering of the same data, suggesting that the inertial
oscillation is more unlikely as fewer criteria are met. C. Similar to A but for the thermal/baroclinic hypothesis. D. Venn diagram
illustrating the partial overlap between jet events that meet all criteria for both the inertial oscillation and the baroclinic mechanism.
All spatial proportions in this figure are approximate; percentages are exact.
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events simultaneously fulfil the criteria for an inertial oscillation and a baroclinic forcing. This
figure may change if I also include the ‘likely’ events, but that again tends towards confirmation
bias, so I’ve chosen to leave it here as is.
I did, however, test two other hypothesis with ‘quick and dirty’ predictions: if the Richardson
number is larger than 0 and and the jet had a substantial downslope component, a drainage
flow (relatively cold air flowing downhill like a river) is ‘likely’. A barrier wind is ‘likely’ if
the Brunt-Vaisala frequency is larger than 0.01 s−1 and the flow had a substantial component
directed towards the slope (if any). Of course, more sophisticated criteria would result in a
more reliable climatology, but orographic forcing is rather complex and a detailed treatment
is beyond the scope of this study, which ser ves as a quick illustration rather than conclusive
evidence. The joint distribution of all four low-level jet mechanisms are shown in figure 5.11A.
Approximately 3.3 % of the jet events fulfil the criteria for the barrier wind, and 0.8 % for the
drainage flow.
It is interesting to investigate the events for which all criteria were met, or rather, those for
which a certain hypothesis could not be rejected. The spatial distribution of these events is
shown in figure 5.11B. The thermal mechanism is clearly confined to the coastal regions, because
that was one of the criteria. However, it seems that some of these jets are further offshore than
the 100 km constraint. This is an artefact of the visualization, which is based on the mean
latitude and longitude of the jet events whereas the distance to coast is based on the mean
distance to coast. For low-level jets with a large spatial extent, this can introduce the apparent
inconsistencies. The inertial oscillation is found over land, but also predominantly over sea.
Drainage flows occur over land near the Ardennes and near the coast of Nor way. In accordance
with section 5.3.3, barrier winds also occur near the Nor wegian coast. A few similar events are
identified near the west coast of Scotland and in the south-west of Germany.
Temporal characteristics are shown in figure 5.11C. All events except for the barrier wind have
two pronounced maxima: one during summer afternoons, the other in the summer early morn-
ing. The inertial oscillation seems to set in later in the evening than the thermal jets. This is
in accordance with theory, which predicts that baroclinic jets appear in the course of the af-
ternoon, whereas the inertial oscillation (at least over land) would set in later in the evening
or in the night. A clear explanation for the jets in the morning is lacking, though. It could
be that the jets are sustained throughout the night. Alternatively, the baroclinic mechanism
may have reached its other extreme, leading to a renewed impulse for the manifestation of jet-
shaped wind profiles. The theory for barrier winds does not imply a pronounced diurnal cycle,
consistent with the results. There slightly higher jet frequency in mid-afternoon could point
to a baroclinic contribution, but the diurnal cycle is indeed much less pronounced than for the
other events. A seasonal cycle seems to be present, though. This is consistent with the seasonal
cycle of sea surface temperature, leading to strong stratification and a smaller Froude number
in spring and summer.
The jet direction is shown in figure 5.11D. The orographic events appear to be stronger than the
other jets. The baroclinic jets are most frequently directed towards the south-west, in accord-
ance with theory for the Dutch coast, and also towards the northwest, in line with the theory
for the east coast of the U K (note that this was not explicitly required in the criteria). The
inertial oscillations also have a predominant easterly component, which makes sense if they
are formed on top of an internal boundary layer formed by offshore flow on the west coasts
of the continent. It is also in analogy with Baas’ climatology over Cabauw (Baas et al., 2009).
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Figure 5.11: A. Similar to Figure figure 5.10D, but with inclusion of two orographic effects: barrier wind and drainage flow. B-D. Spatial
distribution ( B), temporal characteristics (C) and individual wind components ( D) of the low-level jets attributed to the mechanisms in
A.
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For the east coast of the UK, however, a westerly component would be expected, which is less
frequently observed.
It is possible that some ‘cross-contamination’ is contained in figure 5.11. Jet events for which
the inertial oscillation hypothesis was rejected for its strict ageostrophic wind speed criterion
might now be classified as baroclinic jets, even if there is a substantial contribution from inertial
effects. These jets do not appear as overlap in figure 5.10D and 5.11A, because one of the criteria
was not met. The similar temporal characteristics in figure 5.11C, for example, strongly suggest
that there is a certain degree of interplay between the various mechanisms.
A unique aspect of the results presented in this section is that they concern the complete cli-
matology of low-level jets in the study area. Previous studies focused on much more isolated
events, considering only one or a few suitable cases. The relatively small study area with mul-
tiple, partly opposite coastlines of varying morphological characteristics further adds to the
complexity of the obser ved phenomena. Consequently, it is not surprising that contributions
of individual mechanisms can hardly be disentangled. Nevertheless, the results provide ten-
able evidence for a dominant role of thermal forcing, assisted, modified, and/or augmented by
inertial and orographic effects.
These findings have important implications for wind energy applications. Many wind farm
studies rely on simulations of isolated wind farms, and incorporation of a temperature equa-
tion is still more an exception than the rule. Although some of the effects revealed here may
implicitly find their way into statistical representation of the wind climate, it is unlikely that
a simulation without appropriate account for the complex embedding and thermal effects will
provide reliable results. As such, this study provides a further incentive for the wind energy
industry to move towards dynamic downscaling. This implies that coupling between numerical
weather models (or reanalysis datasets) and large-eddy-simulations should be further developed
and validated. These activities are already taking place (Muñoz-Esparza et al., 2014, and e.g. in
the DOWA project, see dutchoffshorewindatlas.nl), and hopefully this chapter leads to an
increased awareness of the relevance of these developments.
5.5 Summary
Previous studies (chapters 2 and 4) have identified a substantial number of low-level jet events
over the North Sea. This chapter aimed at understanding these events. It started with a sur vey
of relevant processes described in the literature. This exercise revealed that coastal jets are
often tightly linked to the thermal contrast between land and sea; the same mechanism that is
responsible for the formation of the sea breeze. However, there are other mechanisms that may
lead to jet-shaped wind profiles as well, such as the inertial oscillation and orographic effects.
To test whether these mechanisms could explain the low-level jets in the ERA5 data, I’ve shown
two attempts to process or categorize these data. The first approach explored the use of cluster
methods to group low-level jets with similar characteristics together. This was partially success-
ful, although it proved challenging to obtain robust results and rule out the pitfall of confirm-
ation bias. The second attempt was derived from the hypothetico-deductive model: subjective
criteria about each of the aforementioned mechanisms were formulated. If the ERA5 jets did
not meet these criteria, a hypothesis was rejected. In this way, I managed to obtain a set of jet
events of which I could infer with reasonable certainty which mechanism played a role in their
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formation. Most confirmation was found for the baroclinic mechanism, the thermal mechan-
ism described above. Inertial oscillations also played a role, albeit less pronounced. This might
partly be due to the stricter criteria employed for this hypothesis. Orographic effects appear to
be important in the few areas with steep topography. One potentially relevant effect that is not
included in this analysis is a gap flow or ‘channelling’ through the Dover Strait. For this effect,
I refer to the study of Capon (2003).
The results of this chapter shed an important light on the nature of coastal winds in general,
and offshore low-level jets in particular. In previous chapters, I labelled the low-level jet as an
‘anomalous wind event’. This seems to imply that it’s possible to isolate low-level jets from
the ‘normal’ climatology and treat them separately. However, the mechanics revealed in this
chapter suggest that the coastal low-level jets are just one manifestation of the flow, embed-
ded in a complex interplay of temperature contrasts, interaction of local circulation with back-
ground wind, and orographic effects. This has a profound impact on how to deal with them
in practice. Many inflow specifications for wind energy applications don’t account for thermal
effects, yet it seems that thermal effects play a major role in the manifestation of the offshore
wind field. It’s about time this awe-inspiring complexity propagates to the everyday practice
of wind energy science.
This climatology may ser ve as a starting point for follow-up studies. I can imagine several
paths along which research can proceed. Previous studies on the phenomenon of coastal jets
have used obser vations for one or a few cases. With today’s abundant interest in the offshore
environment, much more data is available than ever before, which should enable more case
studies. It would be interesting to make composites of several similar events, such as in Moore
and Renfrew (2005). Manually classifying a number of jet events, or using the criteria of this
chapter to label certain events followed by an automated search for similar cases may provide
alternative means to categorize a large dataset.
Other modelling studies used highly idealized set-ups, either in a conceptual model or using
large-eddy simulation. This can help to better understand the basic mechanism and the inter-
action between the thermal wind adjustment and inertial oscillation. Alternatively, mesoscale
models could be used to experiment with the impact of local topography in a more realistic
setting. In either case, these studies would be confined to single cases. For an advanced clima-
tology, an interesting direction would be to study the results from higher resolution downscaled
reanalysis datasets. A sneak preview of such a dataset is presented in the next chapter.
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Quality of wind characteristics in recent
reanalyses over the North Sea
No amount of simulation can predict exactly what will happen in reality, but a
good simulation is enormously preferable to blind trial and error.
- Richard Dawkins
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In chapter 2 I introduced the concept of anomalous wind events and charac-
terized a number of events based on observations over the North Sea. Reana-
lysis data provide a valuable source of data to extend this climatology spa-
tially and temporally, but that information is meaningless unless the model
performance is properly evaluated. In chapter 3, I validatedwind forecasts of
three weather models for a selection of 30 cases. This provided valuable in-
sight into the general model performance, but anomalous wind events were
not yet considered.
In the meantime, these three models have all been used to construct three
brand new reanalysis datasets. In this chapter, I evaluate the representa-
tion of wind characteristics for each of these three reanalysis datasets. New
methods are demonstrated to highlight edge cases in the evaluation of model
performance. The results provide important lessons about successful down-
scaling strategies. This chapter also forms a substantial corroboration of
chapter 3.
This chapter is under review:
Kalverla, P. C., Holtslag, A. A. M., Ronda, R. J., and Steeneveld, G. J. (2019).
Quality of wind characteristics in recent reanalyses over the North Sea. Under review.
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6.1 Introduction
Ongoing climate change and the demand for more sustainable energy production have raised
the interest in wind energy resources. For instance The Netherlands produced 17.0 PJ of wind
energy in 2011 (onshore and offshore) and the production has increased to 35.7 PJ in 2018. Off-
shore wind energy was responsible for ∼10 PJ of the increased energy production. Hence, it is
clear that insight in the wind characteristics over potential wind park sites is crucial. Not only
mean wind characteristics, but also insight in the special dynamics of the wind are crucial for
resource and load assessment studies, i.e. low-level jets, wind ramps, extreme wind shear etc.
(e.g. Smedman et al., 1996). However, usually offshore wind obser vations are relatively scarce,
especially at hub heights. As an alternative, reanalysis products are important sources of wind
information, either as a direct source or to drive small-scale models for wind energy purposes
(e.g. Olauson, 2018; Witha et al., 2019a). Reanalysis datasets build upon the data-assimilation
technique, i.e. determining most probable atmospheric state that is consistent with both theory
and obser vations, by merging numerical weather prediction ( N W P) model fields and obser va-
tions.
Compared to mere obser vations, reanalysis datasets offer a better spatial coverage and usually
a longer time frame. Therefore, reanalysis datasets have become crucial for wind energy applic-
ations (Olauson, 2018). However, N W P models are used to ‘fill in the gaps’, and these models
are fundamentally limited in their representation of physical processes. Thus, reanalysis data-
sets are subject to uncertainty as well. In fact, as argued by Parker (2016), lacking uncertainty
information may be their largest weakness. Cross-validation with obser vations that were not
assimilated into the reanalysis product may provide an intuitive means to appreciate its value
for practical purposes.
This paper evaluates three relatively new reanalysis datasets, i.e. (1) ERA-5 (C3S, 2017), a
global reanalysis dataset produced by the European centre for medium-range weather forecasts
( ECMW F) using their Integrated Forecasting System ( I FS), (2) DOWA, the Dutch Offshore Wind
Atlas produced by the Dutch national weather ser vice K NMI using their regional N W P model
HARMON I E (Bengtsson et al., 2017), and (3) N EWA, the New European Wind Atlas (Lundtang
Petersen et al., 2014; Witha et al., 2019b), produced by a consortium of European research insti-
tutes using the community Weather Research and Forecasting model (W RF; Powers et al., 2017)
for a multitude of partly spatially overlapping domains together covering most of the European
continent.
Kalverla et al. (2019b) evaluated the performance of these three N W P models in operational
forecast mode. Although (short) forecasts and reanalyses are not the same, systematic biases
may point out model weaknesses noticeable in both products. All models tended to underes-
timate the wind speed by up to 0.5 m s−1 , with a typical root mean square error of up to 2 m s−1.
Stable boundary layers proved to be challenging conditions, despite recent efforts to improve
the turbulent mixing formulation for these conditions (e.g. Tastula et al., 2012; Sandu et al., 2013;
Valkonen et al., 2014).
Moreover, Kalverla et al. (2019a) extensively compared the ERA-5 wind speed data against ob-
ser vations at multiple sites over the North Sea and found that the overall representation of wind
speed was quite good, with a maximum root mean square error of 1.5 m s−1 . The superior per-
formance of ERA-5 as compared to short forecasts in Kalverla et al. (2019b) is likely due to the
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data-assimilation. As compared to the single location and relatively small number of forecasts
(30 days) evaluated in Kalverla et al. (2019b), this provided more significant results.
To enable a climatological description of local wind structures that are generally concealed in
summary statistics, Kalverla et al. (2017) introduced methods to systematically study various
anomalous wind events. An anomalous event describes one type of local structure, e.g. the
presence of a wind speed maximum in the vertical wind speed profile (a low-level jet, hence-
forth: LLJ) and the corresponding fall-off (the difference between the maximum wind speed and
the subsequent wind speed minimum aloft), the difference in wind speed or direction between
two neighbouring vertical levels (wind shear, wind veer) or between consecutive time slots (i.e.
wind ramps). Even in the absence of a characteristic local structure, a wind event can be an-
omalous just because it is rare. Therefore, wind extremes, strong wind speeds with long return
periods, were also included in Kalverla et al. (2017). In their validation of ERA5, Kalverla et al.
(2019a) focused on one of these events: the low-level jet. They showed that the representation
of LLJs in ERA-5 was mediocre: one-to-one correspondence was poor, the LLJs seemed to be
vertically displaced (too high) and their magnitude underestimated; however, the climatological
frequency representation of LLJ characteristics was reasonable.
We present a first evaluation of wind and anomalous wind events in the aforementioned three
reanalyses datasets against observations from a prospective wind farm site at the North Sea,
85 km off the Dutch coast: met mast IJmuiden (MMIJ). MMIJ is located far enough from the
coast and spans a long enough period of time to show reasonable agreement with the ERA-5
data (Kalverla et al., 2019a). The relatively long time span of the MMIJ dataset allows ( better
than other platforms) for reliable statistics. However, MMIJ will only partly reflect effects of
small-scale coastal processes, and may not completely obviate validation with other, near-shore
obser vations. Further validation of DOWA against obser vations from other sites and with satel-
lite data are reported in Duncan et al. (2018a,b). Initial validation and sensitivity studies that
were performed for NEWA may be found in Witha et al. (2019b).
First section 2 briefly describes the datasets and the procedure to align the data spatiotempor-
ally. Then section 3 and 4 present a general model evaluation for wind speed and direction,
followed by section 5 which concerns the evaluation of anomalous events. Section 6 features
a new spatial climatology of low-level jets based on DOWA. Conclusions and perspectives are
discussed in section 7.
6.2 Description of the datasets
Three reanalysis datasets are used in this study. ERA-5 has been developed with a horizontal
grid spacing of ∼30 km at mid-latitudes. Compared to ERA-5, DOWA assimilates additional
regional observations and uses a dense grid spacing of 2.5 km. Every 3 h, data-assimilation is
applied to initialise a new forecast cycle. The assimilated obser vations include ASCAT satellite
sea-surface wind fields and MODE-S EHS aircraft wind profile measurements. N EWA also has
a fine grid spacing of 3 km, but was produced with a slightly different procedure: it consists of
8-day runs in which some model fields are nudged towards the ERA-5 reanalysis data to prevent
the simulations from drifting away from the synoptic situation. Table 6.1 further summarises
relevant characteristics of the reanalysis data.
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Table 6.1: Summary of the most important characteristics of the three reanalysis datasets discussed in this chapter, including references
to further documentation.
ERA5 DOWA NEWA
Full name ECMWF Retrospective Analysis
5th generation
Dutch Offshore Wind Atlas N EW European Wind Atlas
Time span 1950-present 2008-2017 1989-2018
Horizontal resolu-
tion
31 km 2.5 km 27, 9, 3 km (1-way nests)
Vertical resolution 137 levels up to 0.01 hPa. 65 levels up to 10 hPa 61 levels up to 50 hPa
Hydostatic assump-
tion
Yes No No
Domain Global The Netherlands, Southern North
Sea, Wadden Sea
Outer domain Europe, with 10 re-
gional sub-domains
Data-assimilation 4D-VAR with 12-hourly assimila-
tion windows
3-hourly 3D-VAR -
Data-sources Satellites and in-situ observations
(see documentation)
Routine observations, ASCAT (sat-
telite), MODE-S EHS (aircraft)
-
Initialization From analysis From previous forecast with addi-
tional data-assimilation
ERA5
Strategy Hourly surface analysis (2D op-
timal interpolation)
Concatenated 3-hour forecasts. 8-day forecasts including 24 h spin-
up
Lateral boundaries - ERA5 ERA5
Nudging - - Spectral nudging in outer domain,
above PBL and level 20
Uncertainty 10-member ensemble at 62 km res-
olution
Uncertainty assessment report Sensitivity experiments and multi-
physics ensemble
Model IFS Cycle 41r2 HARMONIE-AROME, Cycle
40h1.2.tg2
W RF V3.8.1 (with modifications)
Website confluence.ecmwf.int/
display/CKB/ERA5+data+
documentation
www.dutchoffshorewindatlas.
nl
map.neweuropeanwindatlas.eu
Reference/docu-
mentation
C3S (2017); ECMWF (2016) Bengtsson et al. (2017) Witha et al. (2019b); Gonza-
lez Rouco et al. (2019)
For validation we use the MMIJ dataset, which spans four years of observations (2012-2015)
at several altitudes up to 315m, spaced approximately 25m apart. Observations at 27, 58, and
90m are from mast-mounted cup- and sonic anemometers and wind vanes, while the data bey-
ond 115m were obtained with an upward-pointing continuous-wave lidar. More details can be
found in Werkhoven and Verhoef (2012) and Kalverla et al. (2017, 2019a). The large temporal
extent, distance to shore and vertical measurement range makes this dataset optimally suited
to characterize the wind climate. Data quality was found to be very good (e.g. Maureira Poveda
and Wouters, 2015), with only a few gaps (figure 6.1a). The obser vation data is available at
10-min intervals, and were hourly-averaged to facilitate comparison with the reanalysis data.
The reanalysis data were vertically ( linearly) interpolated to, and temporally aligned with the
obser vations to obtain four collocated datasets (figure 6.1b-d).
6.3 Evaluation of wind speed and the role of atmospheric
stability
Time-averaged wind speed profiles (figure 6.2a) demonstrate a striking correspondence between
DOWA and the observations, considering that MMIJ observations were not assimilated into the
reanalysis product. ERA-5 underestimates the wind speed by ∼0.5m s−1 through the whole
profile while N EWA is nearly unbiased near the surface and reaches a slow bias of 0.5m s−1 at
300 m. As a consequence, NEWA appears to underestimate the wind speed shear within the
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Figure 6.1: Time series of vertical wind speed profiles a) obser ved at Meteo Mast IJmuiden and b-d) three reanalysis datasets.
layer. Parsons et al. (2018) showed that ERA-5 on average shows a good skill for wind speed,
but that ERA-5 underestimates the wind speed for very extreme sea states. Overall, the under-
estimated wind speed is consistent with Couto et al. (2019) who found a similar bias in front
of the Portugese coast. A more complete picture is obtained if we consider figure 6.2b, which
shows both the bias and RMSE due to phase differences. Although DOWA is nearly unbiased,
it does not exactly align with the obser vations, leaving an overall RMSE of ∼1.5 m s−1. Only
near the surface a small bias of 0.1m s−1 is found. For ERA-5 and N EWA, the negative bias is
clearly present, and its altitude-dependence is also apparent. For N EWA, the random errors are
larger than for ERA-5 and DOWA, especially away from the surface.
Figure 6.3 reveals clearly that stability affects the bias in all datasets. For the most unstable
conditions, N EWA overestimates the near surface wind by 0.6 m s−1 and this bias decreases
aloft. While ERA-5 and DOWA show the same shape of the bias profile, they mainly underes-
timate the wind in the upper part of the profile. For all datasets the bias reduces and appears
more uniform with height for moderate unstable stratification (−0.1 < Rib < −0.025). The
near neutral class contains the majority of datapoints (−0.025 < Rib < 0.0) and herein DOWA
is nearly unbiased while N EWA underestimates the wind speed, which increases with height.
Surprisingly ERA-5 shows a slow bias of ∼0.7m s−1 near the surface, though its bias decreases
with height. The most prominent biases and sensitivities occur for stable conditions, as con-
sistent with findings in Baas et al. (2016) for the HARMON I E model results over the North
Sea. For near neutral conditions N EWA reveals a slow bias, which switches to a wind speed
overestimation for Rib > 0.025, which increases for stronger stability, even to 1.0m s−1 for
(0.075 < Rib < 0.1). For that class DOWA also overestimates the wind by ∼0.5 m s−1, while
ERA-5 represents this class rather well. The wind speed in N EWA is more accurate near the sur-
face, which does not support a deficiency in the surface roughness formulation. Rather, it seems
that too little momentum is transported downward to the surface. This could be a result of the
large-scale nudging strategy employed in the N EWA. Above the boundary layer, momentum
fields were nudged towards the ERA-5 values. If wind speed is underestimated in ERA-5, it is
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Figure 6.2: a. Obser ved and modelled time-averaged vertical wind speed profile at MMIJ and b. Error diagram showing the mean
( bias) and standard deviation (ST DE) of the error distributions of three reanalysis datasets as compared to obser vations from met mast
IJmuiden at multiple heights. c-d. Diurnal and seasonal evolution of the mean and standard deviation of the same error distributions.
Figure 6.3: Vertical profile of the wind speed bias in all reanalysis datasets for different stability inter vals ( based on the obser ved bulk
Richardson number). Top row: decreasingly unstable stratification. Bottom row: increasingly stable stratification.
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thus very plausible that this error propagates to NEWA. DOWA, in contrast, is completely free
in the inner domain, except for the 3-hourly data-assimilation updates.
Examination of the seasonal cycle reveals that the slow bias in ERA-5 is present throughout
the lowest 300 m, but is most prominent from September to February with a maximum neg-
ative bias at the surface. From March to August the bias profile shows a maximum at ∼100m
(not shown). The wind speed underestimation in ERA-5 might be explained by the surface
roughness, or the Charnock parameter, which dictates the relation between wind and waves.
The wind speed seems to be mainly underestimated near the surface, which may point to an
overestimation of the surface roughness. However, a comparison of the modelled significant
wave height against wave height observations at the nearby K13 platform indicates that ERA5
slightly underestimates the wave height by 9 % (not shown). Unravelling the wave height biases
further in classes of atmospheric stability, we find the largest underestimation for Rib > 0.05
of 33 %. For Rib < −0.05 the wave heights are underestimated by 26 %. At near neutral condi-
tions the wave heights in ERA-5 do show smaller biases. Although roughness and wind speed
are interdependent over sea, it seems the wind speed underestimation is not triggered by an
overestimated roughness here. The representation of atmospheric stability and the turbulent
mixing under stable conditions are more likely explanations. Alternatively, the relatively coarse
resolution of ERA-5 may induce a smoothing effect, especially for high wind speed events.
The smoothing effect described above can effectively suppress the random errors shown in
figure 6.2. P hase differences such as a delayed front passage will lead to a double penalty. The
inability to reproduce small-scale features thus prevents a double penalty, which explains why
the ERA-5 data performs relatively well in terms of the standard deviation of the error (STDE,
figure 6.2b). While one expects that higher-resolution models generally suffer more from this
problem, DOWA performs similar to ERA-5, which is presumably the merit of frequent data-
assimilation in DOWA (Duncan et al., 2018a).
A remarkable discontinuity in the diurnal cycle of wind speed was revealed in the ERA-5 data
in Kalverla et al. (2019a). At 10:00 UTC, the wind speed bias suddenly strengthens. To verify
whether this artefact propagated to the other reanalysis datasets, the diurnal and seasonal cycle
of the wind speed bias and ST DE are shown in figure 6.2c-d. The discontinuity in the diurnal
cycle only occurs for ERA-5. However, in the seasonal cycle, we find another remarkable fea-
ture in the N EWA data, i.e. a smaller bias in spring and early summer. The reason becomes
clear upon inspection of figure 6.4, which shows the wind speed bias and ST DE as function of
(observed) wind speed and stability. Stable conditions lead to a substantial positive bias, while
high wind speeds lead to a large negative bias. In other words, all models but especially NEWA
tend to underestimate very strong winds, while they overestimate the wind speed during stable
conditions. Since winds are generally stronger in winter and stable conditions occur more fre-
quently in spring and summer, this helps to explain the seasonal cycle of the bias in NEWA.
The results in figure 6.4a are consistent with Kalverla et al. (2019b), who found a reduced model
performance in stable conditions. Hence our current results are a substantial corroboration
of this earlier result. Apparently, stable conditions are still challenging (Holtslag et al., 2013;
Sandu et al., 2013; Steeneveld, 2014; Tsiringakis et al., 2017), despite recent efforts to improve
the turbulent mixing formulation (Riddaway, 2014; Bengtsson et al., 2017; Olson et al., 2019a,b).
Furthermore, the results in figure 6.4b support the hypothesis that the slow speed bias results
from a smoothing effect, as that would manifest itself most clearly for distinct wind speed
maxima.
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Figure 6.4: Error diagrams illustrating the performance of the three reanalysis datasets for mean wind speed below 300 m in the period
2012 to 2015 as function of a) Atmospheric stability and b)Wind speed itself. Observation data were used to aggregate the error statistics.
6.4 Evaluation of wind direction
Wind direction is crucial for offshore wind energy purposes for determining the directional
shear on wind turbines and wind farm wake effects, understanding the model’s representation
of boundary-layer friction, and its representation of advection of onshore atmospheric phe-
nomena towards e.g. offshore wind parks (Dörenkämper et al., 2015; Wagner et al., 2019). Here
we discuss two methods to evaluate wind direction, i.e. the bias as the difference between the
means of the wind direction of two samples (figure 6.5a), and the bias as the mean of wind direc-
tion differences (figure 6.5b). These definitions are equivalent for arithmetic means. Figure 6.5a
suggests that the bias is more or less constant with height, figure 6.5b suggests it increases
steadily. This apparent inconsistency stems from the use of vector means instead of arithmetic
means in figure 6.5a – a common method to compute angular statistics. The difference between
the vector mean and the arithmetic mean is greater when the angles are widely distributed
(Jammalamadaka and SenGupta, 2001). Figure 6.5b shows that the standard deviation increases
with height, thus the apparent wind veer with height might represent a statistical artefact rather
than a physical effect.
To circumvent the pitfalls of circular statistics, the performance for wind direction can be in-
ferred directly from the error distribution of the wind direction (figure 6.5c). Indeed, both the
width and the mean of the error distribution increase with height, consistent with figure 6.5b.
The positions of the means relative to the medians, and the upward shift of the 75-percentile as
compared to the relatively constant location of the 25-percentiles indicate a changing skewness
with height. From a physical point of view the wind in the reanalysis veers with respect to the
obser vations, and this veering increases with height. These results confirm findings in Kalverla
et al. (2019b) and previous literature, where the models’ inability to represent a realistic wind
veer with height was related to excessive mixing in stable conditions and to strong baroclin-
ity (Brown et al., 2005; Holtslag et al., 2013; Sandu et al., 2013). Despite the remaining biases,
wind direction in ERA-5 and DOWA is better represented than in the 30 operational forecasts
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Figure 6.5: Modelled and obser ved wind direction using a) circular statistics and b) mean of difference in wind direction. c) Boxplots of
the wind direction error distributions for three reanalysis datasets as compared to MMIJ obser vations at multiple levels. Red triangles
denote the arithmetic means. Outliers are not drawn, because that would require axes limits of up to ±180°.
evaluated in Kalverla et al. (2019b), probably due to data-assimilation, or model improvements
discussed in Riddaway (2014) and Bengtsson et al. (2017). Again, the relative wide error dis-
tributions in N EWA may be the result of a substantial double penalty, considering that N EWA
consists of 8-day simulations without data-assimilation – as compared to the 3-hourly update
cycles for DOWA.
6.5 Anomalous wind events in reanalysis products
Building upon the model representation for general wind characteristics, this section discusses
the representation of anomalous events in these datasets. The methodology used to assess
model performance is explained after the subsection about LLJs, using the LLJ data as illustra-
tion.
6.5.1 Low-level jets
Low-level jets are wind profiles with a wind speed maximum near the surface, as illustrated e.g.
in Kalverla et al. (2019a). LLJs over MMIJ occur primarily in spring and early summer, often
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Figure 6.6: Seasonal (a) and diurnal ( b) cycle of low-level jets, based on obser vations and reanalysis data. Low-level jets are defined as
all hourly wind speed profiles with a maximum exceeding a fall-off threshold of 2 m s−1 at the location of met mast IJmuiden, expressed
as percentage of the total number of wind profiles in that month/hour.
appear at the end of the afternoon and persist until the next morning. Wagner et al. (2019)
studied the LLJ climatology at the F I NO1 site in the German Bight and found LLJs occur at
14.5% of the time and 64.8% of the days, mostly from directions between east and south. They
are formed by a variety of mechanisms, but baroclinic effects, orographic effects Capon (e.g.
flow is forced through the Dover Strait, see 2003), and the combination with a stable boundary
layer explain most of their characteristics.Recently, Kalverla et al. (2019a) demonstrated that
LLJs are present in the ERA-5 data, although they tend to be located too high above the surface.
Consequently, when the ERA-5 data are interpolated to obser vation heights, the amount of LLJs
is grossly underestimated. However, the seasonality could still be faintly recognized at MMIJ.
To investigate whether the refined datasets improve upon the representation of LLJs, we study
the seasonal and diurnal cycles for all three reanalysis datasets. (figure 6.6). The obser vations
exhibit a pronounced seasonal cycle, the erratic nature of which has been discussed at length
in Kalverla et al. (2019a). In the four-year obser vation period (2012 to 2015), May and July saw
relatively many LLJ events compared to April and June.
Indeed, ERA-5 grossly underestimates the amplitude of the seasonal cycle, and completely
misses the peak in May. The other two datasets, especially DOWA, demonstrate considerably
better skill. The diurnal cycle is characterised by a distinct dip around noon, and peaks in the
afternoon and the early morning, blended together in the night. The afternoon peak – pre-
sumably related to the adjustment of the sea-breeze – appears to be best represented in the
reanalysis data. If two different mechanisms are responsible for LLJ formation, one of these
mechanisms might be better resolved than the other. Alternatively, the formation mechanism
might be relatively well represented, but the jets’ propagation through the night proves chal-
lenging. Further investigation of individual LLJ events could provide a definitive answer in this
matter, but that exercise is beyond the scope of this evaluation.
Often, a fall-off threshold is used to distinguish between ‘real’ LLJs and ‘normal’ conditions
that happen to show a weak wind speed maximum by chance. In line with previous studies,
a fall-off threshold of 2 m s−1 was used for figure 6.6. Alternatively, the absolute fall-off may
be inspected directly. This is shown in figure 6.7, where the red box near the origin indicates
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Figure 6.7: Scatter plots of absolute fall-off of low-level jets as represented in reanalysis datasets versus obser ved fall-off. A 2 m s−1
fall-off threshold is indicated in red. Outside this region, red lines indicate the region where reanalysis and obser vations agree on the
absolute fall-off value to within a factor of 2. The dashed grey line indicates a 1:1 correspondence. Scatter points are scaled with distance
from origin to expose the structure both in dense and sparse regions of the graph. T N is an abbreviation for true negatives, relating to
the bottom left corner in each panel.
the fall-off threshold of 2 m s−1. All points outside this box may be regarded as significant LLJ
events – either obser ved, modelled, or (preferably) both.
6.5.2 Quantification of model performance for anomalous events
Usually model performance is expressed in summary statistics or a variety of skill scores. With
the current data the signal will be dominated by non-significant events, and since the differences
are subtle, mismatches in timing will lead to very low correlation coefficients (notice the dense
clustering of scatter points along the zero lines of both axes of figure 6.7). It is reasonable to
suppose that a stronger LLJ event is more likely to be picked up by the reanalysis data, and as
it occurs, these most anomalous events are the main focus of this section.
To quantify model performance, we establish the following contingency ‘rules’: (1) If either
obser vations or reanalysis data report on the presence of a significant LLJ event, and the abso-
lute fall-off in both datasets is comparable to within a factor 2, then the model performance is
satisfactory and the data point is counted as a hit. (2) If a significant LLJ is obser ved, but not
present in the reanalysis data, or if it is present in the reanalysis data but much weaker than
obser ved ( less than half as strong), then this data point is regarded a miss. (3) If a significant
LLJ is present in the reanalysis data, but it is not obser ved, or it is obser ved but the reanalysis
overestimates its strength by at least a factor 2, then it is labelled as a false alarm. All other
events are true negatives.
The contingency rules allow for estimating skill scores, such as the probability of detection,
false alarm rate, or critical success index (CSI; see Schaefer 1990). The CSI, defined as
CSI =
hits
(hits+misses+ false alarms)
is a simple and intuitive parameter to compare the performance of several models: the score
increases if more events are correctly predicted, and it decreases as more events are missed or
falsely predicted.
128
Quality of wind characteristics in recent reanalyses over the North Sea
Table 6.2: Critical success index (CSI), symmetric extreme dependency score (SEDS) and frequency bias (FBIAS) for the representation
of low-level jets in ERA5, DOWA and NEWA.
ERA5 DOWA NEWA
CSI 0.26 0.42 0.28
SEDS 0.67 0.73 0.65
FBIAS 0.36 0.78 0.50
An alternative and more robust (but less intuitive) statistic than the CSI is the symmetric ex-
treme dependency score, defined as (Hogan et al., 2009):
SEDS =
ln[(hits+ false alarms)/n] + ln[(hits+misses)/n]
ln(hits/n)
where n is the total number of events ( hits+misses+false alarms+true negatives). The SEDS
varies between−1 and 1, where 1 indicates a perfect forecast, a random forecast would receive
a skill score of 0, and a forecast that actually deteriorates the quality of a random forecast tends
to −1.
The CSI and SEDS both penalize phase errors, which is desirable in forecast verification. How-
ever, for climatological studies for resource assessment phase errors are not essential. An al-
ternative score that measures the climatological model performance is the (frequency) bias:
FBIAS =
total predicted
total observed
=
hits+ false alarms
hits+misses
A frequency bias of ∼1 means that the total amount of LLJ events is more or less correct, even
if the timing is off. FBIAS < 1, represents an underestimation of the amount of LLJ events
and vice versa. A downside of this score is that the model might be right for the wrong reason,
although it seems unlikely that the model would randomly predict subtle features such as LLJs.
All reanalysis datasets underestimate the amount of significant LLJ events (table 6.2). In four
years’ time (∼35 000 hourly wind profiles), only 372 LLJs have been correctly captured in ERA-
5, against 943 missed events. With ‘only’ 99 false alarms, this results in a frequency bias of
0.36. DOWA performs better and picks up approximately twice as much LLJ events, reflected
in a much higher frequency bias of 0.78. The representation in N EWA is intermediate: more
hits than ERA-5, but substantially more false alarms. Hence, (1) although N EWA does not
seem to improve upon ERA-5 with respect to a general validation of the wind speed profiles,
the increased resolution does favour the climatological LLJ representation and (2) especially
DOWA improves upon the representation of the dynamical conditions in coastal areas.
6.5.3 Wind ramps
Wind ramps are rapid changes of the wind speed and/or direction in time. In climatologies for
wind energy applications, the mean wind is often assumed to be stationary, or time-averaged
statistics are considered. Therefore, wind ramps are interesting anomalous events that require
additional, tailored evaluation. Kalverla et al. (2017) determined the wind speed and direction
differences over various time inter vals in the MMIJ dataset, and studied the frequency distribu-
tions to build some intuition about the magnitude of these difference. Naturally, the frequency
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Figure 6.8: Cumulative probability distribution of 1-hourly a) wind speed and b) direction differences based on obser vations and
reanalysis data. The dashed lines indicate the 2.5- and 97.5-percentiles as thresholds for the classification of typical up- and down-ramp
events. c). Hexbin visualization of hourly MMIJ data illustrating the frequency of wind speed ramps as function of wind speed. The
dashed line represents a linear fit, the red lines denote the area where the wind ramp causes a disturbance within the cubic part of a
conceptual power cur ve. d) Wind speed ramp as function of the time resolution of the underlying data, based on MMIJ data resampled
at different inter vals using a moving average to mimic a smoothing effect. Three different up-ramp thresholds are used to assess the
robustness of the relation.
distributions centres around zero, for in the absence of a long-term trend, increasing wind
speeds must be balanced by equivalent decreases. For wind direction, this is not necessarily
true, but it was found in practice. Kalverla et al. (2017) used the 5- and 95-percentiles to obtain
site-specific characteristic up-ramp and down-ramp thresholds, and analysed the sensitivity to
this threshold.
Here we use the 2.5- and 97.5-percentiles instead, to put even more emphasis on the most ex-
treme conditions. The cumulative probabilities of hourly differences in wind speed and direc-
tion based on MMIJ and the corresponding grid points in the reanalysis datasets are shown in
(figure 6.8a-b). In general, only small differences appear between the datasets, though the distri-
bution of wind speed differences in DOWA is slightly broader than obser ved, and the distribu-
tion is slightly too narrow in ERA-5 and DOWA. The differences between datasets are quantified
through the 2.5- and 97.5-percentiles. A typical 1 h down-ramp at MMIJ amounts to −2.0 m s−1,
while ERA-5, DOWA and N EWA estimate the ramp intensity at −1.6, −2.2, and −1.9 m s−1, re-
spectively. Typical up-ramp values amount to 2.0 m s−1 according to obser vations, and 1.7, 2.3,
and 2.0 m s−1 for the respective reanalysis datasets. Thus, N EWA best captures the climato-
logy of wind speed ramps. Before further quantification, some notes must be made about the
evaluation of wind ramps.
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Figure 6.8c shows the joint distribution of wind speed and subsequent hourly wind speed dif-
ferences at MMIJ. Such a representation might be relevant for forecasting applications, where
wind ramps within the cubic part of the power cur ve lead to the largest power fluctuations.
A slightly negative correlation between wind speed and wind speed difference appears. This
makes sense: if the wind speed is already high, it is more likely to decrease than increase.
Ramps on relatively short time scales are probably more relevant for energy applications, but
unfortunately ERA-5 and DOWA do not offer short timescales ( N EWA is available every 30
minutes). To provide some intuition about the relevance of hourly ramps, figure 6.8d depicts
the typical wind speed up-ramps as function of the time window for MMIJ. Herein, a mov-
ing average and a resampling (with corresponding time window) were subsequently applied
to the MMIJ data. The 97.5-percentile increases almost linearly with the time window of the
underlying data, except below 20 minutes, where the acceleration appears smaller. To show
the robustness of this result, and also to illustrate the sensitivity to the ramp threshold, three
different percentiles are shown in figure 6.8d. Both the typical ramp and the acceleration are
smaller for lower ramp thresholds, which makes sense. The current results differ from Kalverla
et al. (2017), since they only applied resampling (no moving average). The averaging appears
to be responsible for the decreased acceleration between 10 and 20 minutes (not shown). These
factors explain why the empirical square root relation between wind ramp magnitude and time
window found in Kalverla et al. (2017) does not correspond with the present results.
Upon visual inspection, the distribution of wind direction differences is well-captured by DOWA
and slightly underestimated in the other datasets (figure 6.8b). Typical 1 h direction up- and
down-ramps at MMIJ are −22° and 28°, respectively. ERA-5 underestimates both thresholds:
−18° and 22°. DOWA slightly overestimates them: −23° and 29°. N EWA reports thresholds
of −20° and 26°, i.e. a small underestimation. The asymmetry of the distribution is probably
related to frontal passages, which are accompanied by an abrupt wind veer. Arguably, wind
direction ramps are much more harmful for wind turbines because they can lead to yaw mis-
alignment (and therefore additional structural loads). For wind farms, they can lead to rapid
power fluctuations – in that case, the emphasis is more on forecasting than on climatological
representation.
While reanalyses are not actual forecasts, it is illustrative to inspect the 1:1 correspondence
between obser ved and simulated wind ramp events (figure 6.9a-c). The R2 value corresponding
to a linear fit is annotated for reference, but this parameter is mostly determined by the bulk
of the data, while our main interest are the extreme cases. Hence, the contingency rules from
the previous section are used. The red box in the middle corresponds to the typical up- and
down-ramp thresholds as obser ved. In this case, the distribution of wind speed differences is
two-sided, i.e. an additional possibility where the reanalysis would ‘predict’ an up-ramp while
a down-ramp is actually observed, or vice-versa is present. Although this rarely occurs in
practice, the possibility requires an additional rule to distinguish between false up-ramp alarms
and missed down-ramp events (and vice versa). The rule employed here can be summarised as
‘whichever is greater’. The corresponding skill scores are provided in table 6.3.
The frequency bias again demonstrates that ERA-5 underestimates the amount of wind ramps.
This is expected, since the relatively coarse horizontal grid spacing of 30 km seriously limits the
model representation of small-scale structures that are responsible for ramp events. However,
the number of false alarms is also limited (at least, relative to the other datasets). Consequently,
the CSI and SEDS are highest for ERA-5. The false alarm rate is much higher in DOWA, which
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Figure 6.9: Scatter plot of 1-hourly wind speed (a-c) and direction (d-f ) difference as estimated from ERA-5, DOWA, and N EWA. In this
figure, both positive and negative values are considered. The ramp thresholds in red have been based on the 2.5- and 97.5-percentiles of
the obser ved ramps. Additional red lines have been inserted to separate missed up-ramp events from false down-ramp alarms and vice
versa.
Table 6.3: Skill scores for wind ramps and wind shear (‘shear’ and ‘veer’ are used here to refer to the longitudinal and lateral com-
ponents). Up- and down-ramps have been combined in the calculation of skill scores, although it would be possible to calculate them
separately as well.
ERA5 DOWA N EWA ERA5 DOWA N EWA
Speed ramps Direction ramps
CSI 0.42 0.37 0.33 0.38 0.36 0.30
SEDS 0.70 0.61 0.58 0.66 0.61 0.56
F BIAS 0.72 1.24 1.02 0.73 1.03 0.9
Wind shear Wind veer
CSI 0.40 0.69 0.66 0.00 0.00 0.00
SEDS 0.73 0.88 0.86 -0.11 -0.05 -0.04
F BIAS 0.51 0.80 0.84 0.09 0.14 0.13
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indicates an overestimation of ramp events (FBIAS = 1.24). NEWA has almost no frequency
bias, but the 1:1 correspondence with obser vations is particularly poor, as reflected by the high
amount of misses and false alarms compared to the number of hits. In other words, a more
realistic climatology of ramps in N EWA comes with a deterioration in timing of these events.
While the climatology is more important during the resource assessment and planning phase,
correct timing is obviously quite relevant for forecasting applications.
Model performance for wind direction ramps is visualised and quantified in figure 6.9d-f and
table 6.3. The interpretation is analogous as for wind speed ramps: ERA-5 underestimates
wind ramps, DOWA in this case performs best in a climatological sense, and especially N EWA
struggles with the timing of events. Further investigation is needed to assess whether the phys-
ical characteristics of the wind ramps (both in wind speed and direction) are consistent between
all four datasets.
6.5.4 Extreme shear
It is illustrative to split the wind vector in a streamwise (or: longitudinal) and a normal (or:
spanwise/lateral) component (Kalverla et al., 2017). If the wind would turn without a change
in magnitude, a substantial wind shear would remain hidden if only wind speed was analysed.
Besides, the energy in the lateral wind component would be falsely regarded in load and power
calculations. Thus, the analysis of extreme shear starts with an evaluation of the longitudinal
wind component (aligned with the 115 m wind, approximately hub-height) in figure 6.10a-c,
which is based upon accumulated wind shear between 50 and 100 m.
Clearly, the degree of wind shear is underestimated by all reanalysis datasets. Following the
convention of Kalverla et al. (2017), the extreme shear threshold is defined as the 95-percentile.
This value is 0.61 m s−1 according to the MMIJ data, while ERA-5, DOWA and N EWA estimate
it at 0.41, 0.49, and 0.47m s−1, respectively. Especially for ERA-5, where the timing is quite
well-represented, the underestimation of the absolute wind shear is so large that most extreme
events (exceeding the 95-percentile of the obser vations) are classified as missed events. Both
DOWA and N EWA perform much better in this respect, with slightly better performance for
DOWA.
It is interesting to explore the causes behind general underestimation of wind shear and the
difference between the datasets. Earlier we found that the surface roughness in ERA-5 is slightly
underestimated. Stable stratification suppresses turbulent mixing and thereby supports the
development of strong shear (and LLJs). As shown in section 4 and in Kalverla et al. (2019b),
N W P models still struggle to adequately represent these conditions. An alternative rendering
of figure 6.10 in which the obser ved Richardson number was used to further categorise the
data in the scatter points (not shown) revealed that the majority of the extreme shear cases are
indeed characterised by stable stratification, while unstable and neutral cases with little wind
shear make up the bulk of the data. This explains why the underestimation of extreme shear is
not reflected in the mean wind profile in figure 6.2a.
The lateral wind shear, which may be interpreted as a measure of vertical wind veer, is evaluated
in figure 6.10d-f. The 95-percentile threshold of the extreme accumulated shear over the layer
50-100m is very low, 0.06 m s−1, and underestimated in all reanalysis datasets (0.001, 0.002,
and 0.001m s−1; but these values are hardly significant). Almost all extreme events are missed
by the reanalysis data, and the fact that these misses are barely compensated by false alarms
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Figure 6.10: Scatter plot of modelled and obser ved accumulated wind shear in the longitudinal (a-c) and lateral (d-f ) wind components
between 50 - 100m. The red lines delimiting the extreme/anomalous shear threshold are based on the 95-percentiles of the obser vations.
confirms that also in a climatological sense, the reanalyses provide a poor impression of lateral
(extreme) shear. Since turbulence generally tends to destroy vertical gradients, it is likely that
these errors are the result of excessive mixing, either due to inadequate representation of the
physics, including sufficient resolution, or due to misrepresentation of atmospheric stability, as
discussed previously.
6.5.5 Wind extremes
Finally, we address wind speed extremes as anomalous events because the conventional statist-
ics may not adequately capture them. E.g., the Weibull fit is strongly determined by the bulk of
the data, but especially rare events in the tail may be relevant for structural loads. In Kalverla
et al. (2017), extreme value theory was therefore applied to estimate the 50-year extreme wind
speed, based on the IJmuiden obser vations. Because four years is too short to select only annual
maxima, the method of independent storms (Palutikof et al., 1999) was used to select ∼40 un-
related events within the measurement period. Here this analysis is repeated for the reanalysis
data (figure 6.11), though with hourly-averaged obser vations rather than 10-min obser vations.
Thus, here we find a much lower estimates of the 50-year wind speed extreme. Since design
standards are based on the 10-min. estimate (Burton et al., 2011), this section mostly ser ves as
model validation and intercomparison.
The smoothing effect of a relatively coarse model resolution has been used in section 6.3 to ex-
plain the underestimation of high wind speeds in ERA-5 and N EWA, since the latter is nudged
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towards the ERA-5 momentum fields. A similar effect is introduced by the time-averaging of the
obser vations. The impact is substantial: while an extreme value of 42.7± 2.4 m s−1 was repor-
ted in Kalverla et al. (2017), here we find 36.7± 2.1m s−1, a difference of 6 m s−1! Consequently,
the reanalysis data should not be used directly to estimate wind extremes. Nevertheless, the
difference between the three reanalysis datasets can be compared to the uncertainty related to
the spatio-temporal characteristics. With a 50-year extreme value of 35.9± 2.5m s−1, ERA-5
closely approaches the estimate based on hourly-averaged obser vations. DOWA actually over-
estimates it with a value of 38.5± 2.2 m s−1, and N EWA underestimates it at 34.2 ± 1.6 m s−1.
Thus, the difference between the three models is small compared to the impact of time av-
eraging. A more systematic investigation of the 50-year extreme as function of the spatio-
temporal characteristics of the underlying data could provide the additional information re-
quired to obtain reliable estimates of wind extremes from the reanalysis data. Coupling between
weather models and large-eddy simulations has received much attention lately, and is rapidly
becoming the new status quo (e.g. Muñoz-Esparza et al., 2014; Sanz Rodrigo et al., 2017b; Hewitt
et al., 2018). These developments make such a study possible in the near future.
Yet, even if reliable data about past extremes including information about their validity is avail-
able, there is another potential pitfall that should be considered when applying extreme value
theory. The fundamental assumption is that all extreme events in the data are drawn from the
same parent distribution. The parent distribution, in this case, is the long-term wind climate at
MMIJ. Using only four years of data is already pushing the limits of this assumption, for not all
physical extremes that may occur within the current climate may be represented in the subset.
Moreover, since the theory is used to make predictions far into the future, the assumption that
the climate does not change may be violated. In 2017, Ophelia set a record for the eastern-
most Atlantic major hurricane. Scientists at the Dutch national weather ser vice warn that such
storms, which can get considerably stronger than other types of storms in this area, may occur
more often as the ocean warms up by climate change (Haarsma et al., 2013; Baatsen et al., 2015;
Dekker et al., 2018). Hence, present results on wind extremes only act as an illustration of their
uncertainty, and interested readers are strongly advised to turn their attention to the dedicated
literature referred.
Figure 6.11: Gumbel plots for extreme value analysis based on three reanalysis datasets as compared to obser vations from met mast
IJmuiden. Return times are shown on the top axis. Shaded regions represent uncertainty estimates of the mean plus or minus one
standard deviation based on a Monte Carlo procedure.
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6.6 A spatial low-level jet climatology based on the Dutch
Offshore Wind Atlas
Now that the performance of the three reanalysis datasets has been properly evaluated, it is
instructive to briefly highlight their potential regarding spatial analysis of anomalous events.
To illustrate the refinement achieved by downscaling, the ten-year mean low-level jet frequency
over the DOWA domain is superimposed on the ERA-5 data (figure 6.12). Especially the detailed
orographic structure in the southeast of the domain stands out, but also the coastal morphology
is represented much more truthfully.
Some striking features are revealed in figure 6.12. E.g., the concave eastern coastline of East
Anglia clearly favours LLJ formation. A band of preferred LLJ occurrence which more or less
follows the concave shape of this coastline appears. Furthermore, the impact of the Dover Strait
is clearly visible in the climatology. Especially the easternmost extremity of Kent leaves a LLJ
‘wake’ towards the northeast. Some aspects of this specific jet are discussed in Capon (2003).
A fixed fall-off threshold of 2 m s−1 was used to produce figure 6.12. Alternatively, it would be
possible to map the mean, median or 95-percentile of the absolute fall-off. That would provide
additional information about the spatial distribution of LLJ characteristics. Moreover, this ap-
proach can be used for other anomalous events as well. A comprehensive spatial analysis of a
variety of anomalous events, however, is left for future work.
Figure 6.12: Spatial climatology of low-level jets up to a height of 600 m as represented in the Dutch Offshore Wind Atlas, superimposed
upon the same figure based on ERA-5 data.
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6.7 Summary and conclusions
This study evaluates three state-of-the-art reanalysis datasets used in the wind energy industry,
i.e. ERA-5, DOWA and N EWA against four years of high-quality wind profile obser vations
over the North Sea. Exceptional performance was found for the Dutch Offshore Wind Atlas,
which was nearly unbiased in terms of wind speed. ERA-5 demonstrates comparable root mean
square errors (∼1.4 m s−1), but it generally underestimates the wind speed, probably due to the
smoothing effects due to its relatively coarse resolution. N EWA, despite its increased resolution,
does not improve upon ERA-5, which seems to inherit the wind underestimation from ERA-5,
and an increase of the random errors suggest that the model is considerably more sensitive to
the double-penalty problem. The fact that DOWA performs much better in this respect, even
though its resolution is comparable to N EWA, illustrates the impact of the modelling strategy
and additional data-assimilation.
The wind in the reanalyses is typically veered with respect to the obser vations, and this veering
increases with height. ERA-5 and DOWA performed very similar, while N EWA again exhibited
a wider range of wind direction errors. Also a potential pitfall in using summary statistics for
the evaluation of wind direction was illustrated.
The reanalyses’ representation of anomalous wind events was evaluated as well. Generally,
the relatively high-resolution models are able to represent more fine-scale structures, but this
comes at the cost of considerable mismatches in timing of the events. For low-level jets, DOWA
outperforms the two other datasets. In a climatological sense, wind ramps are best represented
in N EWA, but one-to-one correspondence is slightly better in DOWA. Extreme wind shear is
best represented by the higher resolution models, though they still underestimate the vertical
wind shear, which has been linked to deficiencies in the representation of stable conditions.
The representation of lateral shear, or wind veer is very poor in all datasets. For wind extremes,
the differences between the models are nullified by the uncertainties related to spatiotemporal
characteristics of the underlying data and about changes in future climate.
Finally, a climatological map of low-level jet frequency based on the DOWA data was briefly
discussed. Compared to ERA-5, the enhanced resolution reveals much more details of the low-
level jet climatology: orographic features can clearly be distinguished. The high-resolution data
reveal many interesting aspects of the low-level jet climatology such as the role of orography
and coastal effects. This opens up a wealth of possibilities for further investigations, and it is
advised that climatological maps of anomalous events are incorporated in future standards.
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General discussion: from idealized inflow
fields to embedded emulations
We are long well aware of the risks of belching out CO2, but we seem
petrified as rabbits caught in the headlights. Risks alone will not get us into
action. We have to reframe. We have to exchange the frame of risk for the
frame of opportunity. And for this we need new 'imaginaries', images of a future
that can work, that gives us perspective and hope.
Voice over text from: 2050 - An Energetic Odyssey
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Em•u•late
tr.v. em•u•lat•ed, em•u•lat•ing, em•u•lates
1. To strive to equal or excel, especially through imitation: an older pupil
whose accomplishments and style I emulated.
2. To compete with successfully; approach or attain equality with.
3. Computers To imitate the function of (another system), as by modific-
ations to hardware or software that allow the imitating system to ac-
cept the same data, execute the same programs, and achieve the same
results as the imitated system.
Source: https://www.thefreedictionary.com/emulation, last ac-
cessed June 23, 2019
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7.1 Introduction: a bird’s-eye view
This thesis deals with the representation of offshore winds in energy applications. Uncertainty,
as explained in chapter 1, enters estimates of annual energy production and turbine lifetime
through imperfect knowledge of the (wind) climate, and through the way in which these source
data are processed. Uncertainty quantification in the source data is straightfor ward: state-of-
the-art reanalysis data in the Dutch Offshore Wind Atlas are nearly unbiased, but limited pre-
cision still introduces a root mean square error of about 1.5 m s−1 (chapter 6). Obser vations
are limited mostly by their temporal coverage, which may introduce uncertainties of a similar
magnitude (chapter 4). Despite recent advancements, conditions characterized by stable strati-
fication still form the biggest challenge for weather models (chapters 3, 6). Consequently, wind
shear, veer, and turbulence are not well captured in reanalysis data. Wind extremes are often
underestimated and wind direction is typically veered with respect to obser vations.
While this answer is very clear-cut, it is not particularly satisfactory (certainly not for a P hilo-
sophy Doctorate). Further interpretation of the results requires a reflection on the second source
of uncertainty: the way in which the source data are processed. In chapter 1, I already intro-
duced the basics of the engineering models used for power calculations, wind farm optimiz-
ation and load assessment. However, this flow modelling landscape is evolving rapidly and
consequently, the lessons from this thesis are most valuable in the context of a status futurus.
The following question adequately ser ves this purpose: How may the lessons from this thesis
contribute to the development of next-generation load- and power assessment procedures?
7.2 Building a digital wind farm
Sanderse et al. (2011), and more recently Hewitt et al. (2018, bearing the same title as this sec-
tion) provide an over view of the various (types of ) models used for wind energy applications
(also see figure 1.3). Generally, a trade-off exists between the level of geometric detail and the
size of the model domain. On one end of the spectrum, high-resolution flow simulations very
accurately describe the interaction between the fluid and the structure, but their spatial and
temporal extent is constrained. On the other side, coarser models simulate the flow through an
entire wind farm, but the level of detail is limited. Wind turbines in these models are repres-
ented on an abstract, or idealized level; they are parametrized. Advances in computer power
and flow modelling are continuously bringing these two ends of the simulation spectrum closer
together. Parametrizations in the coarser models are being improved by learning from the de-
tailed simulations, and detailed simulations in turn are fed with more sophisticated/realistic
inflow from the coarser models (e.g. Englberger and Dörnbrack, 2018). Extrapolating this trend
into the future suggests the wind energy sector will increasingly realize the vision of true digital
twins (Boschert and Rosen, 2016): virtual replicas of physical objects or systems that emulate
the functioning of their real counterparts, to be used for advanced planning, monitoring, and
real-time optimization.
A study that approaches this functionality may be found in Kanev et al. (2018). They used a
three-dimensional model (parametrized turbulence, no temperature equation) to simulate the
flow through a wind farm for all wind directions and a range of yaw angles to influence the
direction of the wake. The simulated wind profiles at each turbine were compared with a pre-
compiled load table. This set-up allowed for a mutual optimization of annual energy production
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and turbine lifetime through well-informed active wake control. While still far from a digital
replica, this study serves to show the direction in which research is headed. Obviously, future
simulation systems can benefit from more realistic inflow fields. In fact, meteorological data
sources may be integrated into the model chain.
Large-eddy simulations (LES) constitute a natural interface between meteorological input data
and engineering models. Much effort has recently been invested in dynamic coupling between
‘conventional’ weather models and finer-scale large-eddy simulations, and in improving their
efficiency (Muñoz-Esparza et al., 2014; Schalkwijk et al., 2015b,a; Heinze et al., 2017; Sanz Rodrigo
et al., 2017b). Essentially, this enables wind farm simulations to be embedded within the full
complexity of the regional or even global atmospheric circulation. Indeed, LES-downscaled
wind and turbulence data for designated wind farm areas is one of the deliverables of the Dutch
Offshore Wind Atlas project1. Along with this embedded view on wind farm simulations comes
a different perspective on inflow specification.
7.3 Incentives for a paradigm shift
Contemporary procedures to estimate load and power stand out for their local perspective,
which I like to characterize as a ‘bottom-up approach’ (figure 7.1). The interaction between
wind and turbine(s) is of interest, and outside influences are preferably neglected or described
statistically in a highly idealized fashion, which is reflected in terminology like ‘external con-
ditions’, ‘inflow fields’, and ‘siting parameters’. One argument for a simplified representation
of the wind climate is that commonly used engineering models cannot process more sophist-
icated inflow, for example in the case of two-dimensional wake models (Annoni et al., 2018).
The other reason is that a statistical representation of the wind climate in the form of a Weibull
distribution or wind rose facilitates time extrapolation, substantially reducing the number of
simulations required to estimate annual or lifetime estimates of power and fatigue loads.
In chapter 1, I suggested that oversimplification may introduce uncertainties or inaccuracies.
For the same wind speed at hub height, a low-level jet wind profile, for example, exhibits com-
pletely different shear and turbulence characteristics than a logarithmic wind profile. To obtain
a first estimate of the impact of these ‘spherical cows’, I introduced the concept of anomalous
wind events. The results presented in chapters 2, 4, and 6 demonstrate that especially low-level
jets occur frequently over the North Sea, which invalidates the conceptual load assessment
strategy illustrated in figure 7.1. Is it possible to conceive of a set of summary statistics that
does justice to the complex physical nature of coastal flows, and that can be used for ‘inflow’
specification? As argued in chapter 5, these new siting parameters should at least include the
joint probability of thermal effects, specifically density stratification and baroclinity, in con-
junction with the ‘background’ wind. That also calls for methods or models that can convert
these parameters to realistic inflow fields for subsequent simulations down the model chain.
Englberger and Dörnbrack (2018) present a first step in that direction.
The availability of high-quality downscaled reanalysis datasets eventually begs the question
whether summary statistics are actually still needed. While vertical profiles of wind speed itself
are abundantly available, vertical profiles of the statistical Weibull parameters are reported in
literature, parametrized and even accredited with physical meaning (e.g. Gryning et al., 2016);
doesn’t that defeat their purpose?
1dutchoffshorewindatlas.nl, last accessed June 24, 2019
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Figure 7.1: Conceptual illustration of the bottom-up approach, emphasizing the use of a Weibull distribution in conjunction with
traditional wind profile parametrization and synthetic turbulence to generate inflow fields for load simulations.
Figure 7.2: Illustration of the top-down approach, in which weather situation with similar large-scale structure are clustered together,
because for similar large-scale situations, the local manifestation of the flow is expected to be similar as well.
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One might argue that Weibull parameters are still useful for time extrapolation, but the em-
bedded view on wind farm simulations as downscaled LES from weather models or reanalysis
data inspires another perspective. Rather than describing the climatology in terms of local stat-
istics, one might alternatively try to classify the large-scale situation in terms of characteristic
weather patterns (figure 7.2). This ‘top-down’ perspective is reflected in the breadth of literat-
ure on synoptic classification, weather types or weather patterns, and ‘typical meteorological
years’ (P hilipp et al., 2010). The basic premise is that similar weather patterns on a large scale
yield similar manifestations of the turbulent wind field locally. In chapter 3, I already alluded
to this idea for the selection of 30 more or less representative cases. I am still intrigued by the
idea that the local weather can be described in terms of a small number of ‘modes’. Jiménez
et al. (2009), for example, successfully related six dominant spatial wind patterns over Navarra
(a province in Northern Spain) to the large-scale circulation and thermodynamic fields.
The top-down approach combines well with the characteristics of coastal flows revealed in
chapter 5. The presence of an overlying high-pressure area, for example, favours clear skies and
hence the build-up of strong horizontal temperature gradients. Moreover, high-pressure areas
are usually characterised by relatively weak background winds, which facilitates the mani-
festation of local circulations. The exact positioning of the high-pressure area determines the
background-wind direction and hence the interaction of local circulations with the background
wind (figure 5.3). Thus, provided that the model chain is sophisticated enough, phenomena such
as low-level jets will spontaneously emerge whenever a favourable weather situation presents
itself. Obviously, it is not that simple in practice, but one may regard the perspective as an ideal
and explore what consequences it entails.
7.4 Towards data-driven case selection
Is it not necessary, then, to bother about anomalous events within the top-down approach at
all? Certainly it is! First of all, it is important to understand under which circumstances anom-
alous events may be expected. Chapter 5 stresses the importance of thermal effects in coastal
meteorology. A case selection method (or, equivalently, weather type/synoptic classification)
that would not include temperature in any form may therefore not yield a truly representative
subset. Moreover, the atmospheric response to the large-scale forcing may be highly non-linear.
A strong synoptic system tends to suppress or nullify the impact of more subtle features and
small-scale processes, while a weak synoptic system leaves room for a whole range of subtle
mesoscale phenomena. With an eye on uncertainty reduction, this calls for a denser sampling
of such permitting flow regimes. Simple as it seems, this last statement constitutes a whole new
paradigm, which I’ll refer to as data-driven case selection.
The data-driven approach starts with a limited number of cases, or inputs, evaluates the model
(chain) and then analyses the output. Subsequently, new inputs are selected and the proced-
ure is repeated. The selection of new inputs may be based on various factors: evaluation with
available ‘ground truth’ obser vations; using information about the uncertainty of the inputs; or
identifying regions where the response to the input is ( highly) non-linear. Note that evaluation
may happen at various levels of the model chain to add uncertainty information, but selection
of new inputs is based on the final outcome of the model chain. For example, evaluation of
weather models with wind observations can yield valuable information about the uncertainty
of the inputs to the subsequent models in the chain. This exercise may yield a high degree of un-
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certainty in wind direction for wind speeds below 3m s−1. However, if the quantity of interest
is power, it is not worthwhile to add additional wind farm simulations, for the wind turbines
won’t operate under these conditions. In other words, the uncertainty does not propagate to
the final quantity of interest.
Perhaps a data-driven methodology will finally obviate the concept of anomalous events, for
the case that’s most anomalous will by definition be the next addressed. This however stretches
the definition of anomalous events from cases that introduce uncertainty because common as-
sumptions are violated to cases that are relatively uncertain for any reason. That brings me to
another reason why vigilance is required with the top-down approach.
7.5 A note on model performance
So far, I have just assumed that the accuracy of observations and model data is known and
can be used to propagate uncertainty information through the model chain. Indeed, several
error statistics have been reported in the previous chapters that may be used for such ends.
These statistics should be interpreted with caution, though. Just like logarithmic wind profiles,
instantaneous model fields can deviate substantially even if the average wind profile is well
captured (figure 1.7). Therefore, model validation should not only focus on overall error stat-
istics, but especially on the representation of extreme or anomalous events. Chapters 4 and 6
demonstrate novel methods to account for such events in the evaluation of model performance.
Advances in atmospheric modelling are pushing (global) weather models to ever finer scales.
The European Centre for Medium-Range Weather Forecasts ( ECMW F) has set the ambitious
target of running a 5-km ensemble forecast by 2025 (Adrian, 2015). In chapter 3, model res-
olution was apparently not a decisive factor. Nevertheless, chapter 6 shows that the higher
resolution models were able to better capture the climatology of anomalous events, and wind
speed was underestimated in ERA5. This might still be a result of the relatively coarse resol-
ution2. Alternatively, as suggested in chapter 3, the hydrostatic assumption might produce a
similar damping effect. Finally, the surface roughness may play a role.
The increase in resolution envisioned by ECMW F will violate the hydrostatic assumption any-
way, and therefore the centre is also investigating the use of non-hydrostatic solvers (Adrian,
2015). As shown in chapter 6, the downside of a higher-resolution or non-hydrostatic model is
that it suffers more from the double-penalty problem, and therefore the precision may decrease,
despite improvements in the physical representation of the flow. Chapter 6 clearly demon-
strated that (additional) data-assimilation can reduce this effect. The downscaling strategy ap-
plied for the Dutch Offshore Wind Atlas proved very successful, and may be used as an example
for future (downscaling) studies.
Despite recent efforts, weather models still struggle to adequately represent the vertical struc-
ture of the boundary layer, especially in stably stratified conditions (Holtslag et al., 2013; Sandu
et al., 2013; Riddaway, 2014; Bengtsson et al., 2017; Olauson, 2018, chapters 3, 6). Importantly,
wind turning across the boundary layer is underestimated, leading to a veered model wind with
respect to obser vations (Brown et al., 2005; Svensson and Holtslag, 2009; Sandu et al., 2013,
chapters 3, 6). It is in the interest of both the meteorology and the wind energy communities
2Note that the operational I FS, as evaluated in chapter 3, runs on a higher resolution (∼15 km) than what was used
for the production of ERA5 (∼30 km).
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to equip offshore measurement platforms with additional instrumentation to measure density
stratification and turbulent fluxes of heat and momentum. The data so obtained may be used
for more in-depth understanding of the structure of the (stable) offshore boundary layer, for
model verification, and eventually model improvement.
7.6 Establishing the status futurus
Undoubtedly, the development towards a status futurus will see many new challenges, and
building up experience is crucial for their timely identification. As the first results from climato-
logical large-eddy simulations become available, it is imperative that these data are thoroughly
validated. Chapters 3, 4 and 6 provide a starting point for validation studies. Most importantly,
evaluation should focus not only on summary statistics, but care should be taken to also assess
the representation of anomalous events.
The list of anomalous events described in this thesis is certainly not exhaustive. Other events
may be defined and investigated following a similar approach. Besides, this thesis focused
mostly on low-level jets and I’ve started to classify them according to their physical governing
mechanism. An analogous exercise may be performed for extremes of wind shear, wind veer,
and wind ramps to obtain a set of physical events related to rapid fluctuations in wind speed or
direction, or extreme shear.
In fact, this is already happening today. Cold air outbreaks have been shown to exhibit elong-
ated horizontal structure with wind speed differences of 10 m s−1 on spatial scales of 10 km
(de Roode et al., 2019). These could lead to wind ramps much stronger than seen in this thesis.
Furthermore, Hawbecker et al. (2017) studied the characteristics of a thunderstorm downbursts.
With a typical time span of 10 to 15 minutes, these may be recognized in the ten-minute ob-
ser vations and thus the ramp climatology in chapter 2. Due to their distinct physical structure,
they might also show up as low-level jets.
Downburst, however, may also be identified as a physical mechanisms responsible for extreme
gusts. Contemporary guidelines for wind turbine design distinguish between ultimate loads
and fatigue loads (I EC, 2005, 2009; Burton et al., 2011). Extreme gusts are an example of the
first: they may cause abrupt failure but its contribution to the accumulation of fatigue loads
is probably not substantial. The opposite is true for low-level jets. In either case, it is relevant
to define, characterize and understand these events, in order to design a suitable load case.
Eventually, a complete set of reference or benchmark cases of physical events should come to
replace the load cases in current design standards.
How could these physical load cases be represented within the downscaling framework dis-
cussed in this chapter? In 2014, Park et al. have already shown that it is possible to derive
inflow fields for load simulations from LES of a stable boundary layer including a low-level jet.
At the time, it was a proof of concept. Recently Hawbecker et al. (2018) derived a similar set of
inflow fields from large-eddy simulations of a thunderstorm downburst, and they plan to use
these for additional load simulations. Perhaps Baas and van den Brink (2013) could provide the
starting point for downscaling a set of independent storms. This is a challenging endeavour,
for it would require a rather large domain, or a very adequate coupling to the larger scales.
Successful results, however, as discussed in chapter 6, will contribute substantially to under-
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standing the relation between the spatio-temporal characteristics of the simulations and the
corresponding wind extremes.
A procedure along the lines of Englberger and Dörnbrack (2018) could be used to generate
LES-derived inflow fields for more ordinary conditions. They performed an LES for a complete
diurnal cycle to cover a wide range of atmospheric conditions. However, chapter 5 (and also
e.g. Floors et al., 2015) suggests that in coastal areas the thermal contrast between land and
sea might be just as important as the diurnal cycle. Thus, the range of conditions should be
further extended by introducing that thermal contrast in the LES as well. One way to achieve
this is to use a (stretched) domain with two different surface types and open boundaries in the
cross-coast direction as in Antonelli and Rotunno (2007). Alternatively, an additional term to
account for baroclinity could be added to the momentum equations as in Taylor and Ferrari
(2010).
These are just a few steps in the direction of more realistic inflow fields for high-fidelity simu-
lations. However, the status futurus also requires that the feedbacks of wind turbines and wind
farms on the inflow fields themselves are understood and accounted for. Therefore, turbine or
wind farm parametrizations will need to be implemented in weather models. Such paramet-
rizations already exist (Fitch et al., 2012; Volker et al., 2015), and the Dutch national weather
ser vice is currently working on their implementation in operational forecasts3. A relevant re-
search question that is just starting to be addressed is how large-scale implementation of off-
shore wind farms feeds back to the atmosphere, and how this impacts on (regional) weather
and climate.
7.7 Towards an energetic odyssey
2050 - An Energetic Odyssey is a fascinating animation produced by the IABR ( International
Architecture Biennale Rotterdam) to provide a concrete picture of what the energy transition
entails. Focussing on the North Sea, it sketches the image of 25 000 10 MW wind turbines,
connecting the electricity grids of the surrounding countries. Although it is an ambitious chal-
lenge, seeing all minor contributions blend into that bigger picture is first and foremost deeply
inspiring.
As an extension of our imagination, model simulations play a pivotal role in the establishment
and realization of such a sustainable vision. The output of realistic simulations is, however,
prone to hasty interpretation unless the models are thoroughly validated and their limitations
are properly understood. By providing an updated validation and a critical reflection on con-
temporary modelling approaches, this thesis contributes to that overall objective of meeting the
human rights of every person within the means of our life-giving planet, with which I started
the general introduction in chapter 1.
3“The main innovations in the [ DOWA] project are […] to include wind farm (cluster) wake effects in mesoscale
weather model HARMON I E.” https://www.knmi.nl/research/observations-data-technology/projects/
dowa, accessed July 8, 2019
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perhaps my figures can stir up some debate. I’d love for us to exchange some thoughts on the
way in which scientific research is to be practised and communicated.
Source: xkcd.com.
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