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Abstract
We extend the concept of wavelet transforms to tempered distributions. Then we treat stochastic processes
and random fields as tempered distributions in S′(R), the dual space of the space S(R). Using the above
theory and the Itô Isometry theorem to stochastic processes and random fields, we find that the expected
value of the wavelet transform of the difference of an observed signal process minus the true signal is equal
to the wavelet transform of the mean function of the random noise process. Also, we show that the second
moment of the wavelet transform of the difference of the observed signal process minus the true signal is
equal to the square of the norm of the random noise process in the space L2(R+ ×Ω).
© 2012 Elsevier Masson SAS. All rights reserved.
Résumé
Nous étendons le concept des transformées en ondelettes aux distributions temperées. Puis nous traitons
les processus stochastiques et les champs alétoires comme les distributions tempées dans S′(R), l’espace
duale de l’espace S(R). En utilisant la susdite théorie et le théorème d’isométrie d’Itô sur les processus
stochastiques et les champs alétoires, nous trouvons que l’espérance de la transformée en odellete de la
différence d’un processus de signal observé moins le vrai signal est égal à la transformée en odellete de la
fonction de moyenne du processus du bruit aléatoire. Aussi, nous montrons que le deuxième moment de
la transformée en odellete de la différence du processus de signal observé moins le vrai signal est égal au
carré de la norme du processus du bruit aléatoire en l’espace L2(R+ ×Ω).
© 2012 Elsevier Masson SAS. All rights reserved.
MSC: 46F12; 42C40; 43A15; 60G60
Keywords: Wavelet transform; Tempered distribution; Brownian motion; Wiener–Itô integral
* Tel.: +1 615 354 0675, +1 615 963 7489.
E-mail addresses: georgiyang@gmail.com, gyang@tnstate.edu.0007-4497/$ – see front matter © 2012 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.bulsci.2012.01.004
G.K. Yang / Bull. Sci. math. 136 (2012) 666–678 6671. Introduction
In signal processing, most of the time an observed signal consists of a true signal and a random
noise. People are concerned about how close the observed signal is to the true signal. Therefore,
to study the expected value and the second moment of the difference between the observed signal
and the random noise is of interest, both in theory and in practice. As a starting point, we intro-
duce the theory of wavelet transforms of functions in L2(R) and in the space S(R) of Schwartz
functions, and extend the concept of wavelet transforms to the space S′(R) of tempered distribu-
tions. Treating stochastic processes and random fields and their wavelet transforms as tempered
distributions in S′(R), we first establish Lemma 4.9, and then use the Wiener–Itô integral to
define the wavelet transforms of random processes. In Theorem 5.1 we use the Itô Isometry to
show that the second moment of the wavelet transform of a square integrable random process
{X(u,ω)} in L2(R+ × Ω) is equal to the square of the L2-norm of {X(u,ω)}. Then in Theo-
rem 5.2, we show that the expected value of the wavelet transform of a square integrable random
process is equal to the wavelet transform of the mean function of the random process.
Based on the results of the newly established theorems, we investigate the general case that
an observed signal process is a mixture of a true signal and a random noise process. We show, in
Theorem 5.4, that the expected value of the wavelet transform of the difference of the observed
signal process minus the true signal is equal to the wavelet transform of the expected value of
the random noise process. Furthermore, in Theorem 5.5, we show that the second moment (or
the average power) of the wavelet transforms of the difference of the observed signal process
minus the true signal is equal to the square of the norm of the random noise process in the space
L2(R+ ×Ω).
Definition 1.1. Let G be a locally compact group and U a unitary irreducible representation of
G on a Hilbert space H. A vector h ∈H is said to be admissible if
0 < c(h) =
∫
G
∣∣〈U(x)h,h〉∣∣2 dm(x) < ∞.
Denote the set of all admissible vectors by A. It is known that if A is not empty, it is dense in H.
Definition 1.2. Let G be a locally compact group and H = L2(G), and let U be a unitary ir-
reducible representation of G on H. Denote the set of all admissible vectors in L2(G) by A.
Certainly A = ∅, cf. [4,5,8,12]. For each fixed h ∈A, ∀f ∈ L2(G), define
(Whf )(x) := c(h)− 12
〈
f,U(x)h
〉
,
as the wavelet transform of f associated to the admissible vector h (cf. [4,5,8]).
Proposition 1.3. For any h ∈A, denote the range of Wh by Hh. Define, ∀x ∈ G,
hx := c(h)− 12 U(x)h
(
cf. [4,5,11]).
Then the kernel K(x,x′) := 〈·, hx(x′)〉, x, x′ ∈ G, is a reproducing kernel for Hh, i.e., ∀f ∈
Hh,
W∗h(Whf )(x) ≡
∫
G
(Whf )
(
x, x′
)
hx
(
x′
)
dm
(
x′
)
≡ 〈Whf,hx〉 = f (x).
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Wavelet transforms of L2-functions on the affine group and Rn, are examples for the above
discussion, cf. [4,5,8].
Definition 1.4. For g ∈ L1(R)∩L2(R), denote the Fourier transform of g by gˆ. We say that g is
admissible if it satisfies
0 < C(g) =
∫
R
∣∣gˆ(ω)∣∣2 dω|ω| < ∞.
Let A be the set of admissible functions in L1(R) ∩ L2(R). Certainly A = ∅. An admissible
function g ∈A⊂ L1(R)∩L2(R) is called an analyzing wavelet if it satisfies
gˆ(0) =
∫
R
g(x)dx = 0, and
∫
R
∣∣g(x)∣∣2 dx = 1.
Definition 1.5. Let h ∈ A ⊂ L1(R) ∩ L2(R) be admissible as in Definition 1.4. Denote R∗ =
R\{0}, R+ = [0,∞), and R∗+ = (0,∞).
Suppose that, for any s ∈R∗+, t ∈R,
(
Us(t)h
)
(x) ≡ hs,t (x) := c(h)− 12 |s|− 12 h
(
x − t
s
)
, ∀x ∈R, (1)
where
c(h) =
∫
R
∣∣h(x)∣∣2 dx < ∞.
An admissible function g ∈A⊂ L1(R)∩L2(R) is called an analyzing wavelet if it satisfies
gˆ(0) =
∫
R
g(x)dx = 0, (2)
and ∫
R
∣∣g(x)∣∣2 dx = 1. (3)
In light of (1), (2) and (3), define
(
Us(t)g
)
(x) ≡ gs,t (x) := |s|− 12 g
(
x − t
s
)
, ∀x ∈R. (4)
Define the wavelet transform of f ∈ L2(R) associated with g as
(Wgf )(s, t) :=
∫
R
f (u)gs,t (u) du. (5)
Thus, expression (5) defines a linear operator Wg : L2(R) → L2(R∗+ ×R).
The following proposition is well known (cf. [4,5,8,11]):
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(i) Let h be admissible in the sense that
0 < c(h) ≡
∞∫
−∞
∣∣hˆ(ω)∣∣2 dω|ω| < ∞.
Then f ∈ L2(R) can be recovered from its wavelet transform by
f (x) = c(h)−1
∞∫
−∞
|s|−2
∞∫
−∞
(Whf )(s, t)hs,t (x) dt ds,
where hs,t (x) is defined by expression (1).
(ii) In particular, if h ∈ L1(R) ∩L2(R), supp hˆ ⊂R+, and h is admissible in the sense that
0 < Ch ≡
∞∫
0
∣∣hˆ(ω)∣∣2 dω|ω| < ∞,
then f ∈ L2(R) can be recovered from Wgf by
f (x) = C−1h
∞∫
0
s−2
∞∫
−∞
(Whf )(s, t)hs,t (x) dt ds,
where hs,t (x) is defined by expression (1) for (s, t) ∈H :=R∗+ ×R and x ∈R.
2. Wavelet transforms of tempered distributions
Definition 2.1. Let g(x) and gs,t (x) be defined as in expression (2). Let Hg = {Wgf : f ∈
L2(R)}. Define the linear operators Wg and W∗g as
Wgf ≡ (Wgf )(s, t) :=
∫
R
f (x)gs,t (x) dx, ∀f ∈ L2(R),
and
W∗gη ≡
(W∗gη)(x) :=
∫
H
η(s, t)gs,t (x) dm(s × t)
=
∫
R
∗+
s−2
∫
R
η(s, t)gs,t (x) dt ds, ∀η ∈Hg ⊂ L2(H).
By Definition 2.1 and Proposition 1.6, we have (cf. [12]), the following
Theorem 2.2. Let the operators Wg and W∗g be defined as in Definition 2.1. Then ∀f ∈ L2(R)
and ∀η ∈Hg ⊂ L2(H), we have
〈Wgf, η〉 =
〈
f,W∗gη
〉
.
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〈Wgf, η〉 =
∫
H
(Wgf )(s, t)η(s, t) d(s × t)
=
∫
H
(∫
R
f (x)gs,t (x) dx
)
η(s, t) d(s × t)
=
∫
R
f (x)
(∫
H
gs,t (x) · η(s, t)d(s × t)
)
dx
=
∫
R
f (x)
(∫
H
η(s, t) · gs,t (x)d(s × t)
)
dx
=
∫
R
f (x) ·W∗gη(x) dx
= 〈f,W∗gη〉. 
By Theorem 2.2, we have
Theorem 2.3. Let the operators Wg and W∗g be defined as in Definition 2.1. Let Hg = {Wgf :
f ∈ L2(R)}. Then we have
〈Wgf,Wgh〉 = 〈f,h〉, ∀f,h ∈ L2(R),
and 〈W∗g ξ,W∗gη〉= 〈ξ, η〉, ∀ξ, η ∈Hg.
In light of Theorems 2.2 and 2.3, we have
Corollary 2.4. Let Hg = {Wgf : f ∈ L2(R)}. Then the operators Wg : L2(R) →Hg and W∗g :
Hg → L2(R) are adjoint, inner-product preserving operators.
Definition 2.5. Let S ′(R) denote the space of tempered distributions. For U,V ∈ S ′(R), since
S(R) is dense in S ′(R), ∃{un}, {vn} ⊂ S(R) such that un → U and vn → V , as n → ∞, in the
sense of distributions (cf. [10,11]). Define inner product in S ′(R) as
〈U,V 〉∗ = lim
n→∞〈un, vn〉.
Since {un} and {vn} are Cauchy sequences, the limit on the right-hand side does not depend on
the choice of {un} and {vn}. Therefore, the inner product 〈U,V 〉∗ is well-defined in S ′(R). Thus,
〈WgU,WgV 〉∗ = lim
n→∞〈Wgun,Wgvn〉.
Hence, by Theorem 2.3 and the continuity of inner products, we have
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〈WgU,WgV 〉∗ = 〈U,V 〉∗.
We also have (cf. [11]),
Theorem 2.7. Let the operators Wg and W∗g be defined as in Definition 2.1. Let Sg = {WgU :
U ∈ S ′(R)}. Then
(i) the operators Wg and W∗g are adjoint operators, i.e., ∀U ∈ S ′(R) and ∀V ∈ Sg ⊂ S ′(R),
we have
〈WgU,V 〉∗ =
〈
U,W∗gV
〉
∗.
(ii) the operators Wg and W∗g preserve the inner products, i.e.,
〈WgU,WgV 〉∗ = 〈U,V 〉∗, ∀U,V ∈ S ′(R),
and 〈W∗gΦ,W∗gΨ 〉∗ = 〈Φ,Ψ 〉∗, ∀Φ,Ψ ∈ Sg.
3. Random processes as tempered distributions
Definitions and Notations 3.1. Let B = {Bτ : τ  0} be a Brownian motion on a complete
probability space (Ω,F,P ). Let Fτ ⊂ F be the smallest σ -field such that ∀τ ′ ∈ [0, τ ], Bτ ′ is
measurable, and that N = {A ∈ F : P(A) = 0} ⊂ Fτ . Let F = {Fτ : τ  0}. Let B be the Borel
σ -field in [0,∞) =R+.
A random process {η = η(ω, τ)} is said to be measurable, if it is measurable as a function of
both the elementary event ω ∈ Ω and τ  0, in Ω ×B.
A measurable random process {η = η(ω, τ)} is said to be adapted to F = {Fτ : τ  0}, or
adapted, for short, if ητ is Fτ -measurable, ∀τ .
An adapted random process {η = η(ω, τ)} is said to be in the class ν(a, b) if
E[∫ b
a
(η(ω, τ))2 dτ ] < ∞, for (a, b) ⊂R+.
The following proposition is well known (cf. [1,3,9]):
Proposition 3.2 (Itô Isometry). Let B = {Bτ : τ  0} be a Brownian motion on a complete prob-
ability space (Ω,F,P ) and let {η = η(ω, τ)} be an adapted random process in the class of
ν(a, b). Then the Itô Isometry holds:
E
[( b∫
a
η(ω, τ) dBτ
)2]
= E
[ b∫
a
(
η(ω, τ)
)2
dτ
]
, ∀η ∈ ν(a, b).
Definition 3.3. LetM := {measurable function η: Ω×R+ →R}. A real-valued random process
{X(u,ω): u ∈ D ⊂R+} ⊂M is said to be in L2(Ω×D) ⊂M, or square integrable, if it satisfies
the following:
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Ω
X(u,ω)2 dP (ω) < ∞, ∀u ∈ D, and
(ii) ∫
D
X(u,ω)2 du < ∞, ∀ω ∈ Ω\E0, where P(E0) = 0.
Obviously, if {X(u,ω)} ∈ L2(Ω ×D), it belongs to class ν(a, b), ∀(a, b) ⊂R+.
By the above definition, we have
Lemma 3.4. Let {X(u,ω): ω ∈ Ω, u ∈ D ⊂ R+} ⊂ L2(R+ × Ω). Then X(u,ω) ∈ S ′(R) as a
function of u, ∀ω ∈ Ω\E0, with P(E0) = 0.
4. Wavelet transforms of random processes
Note the well-known Gel’fand Triple: S(R) ⊂ L2(R) ⊂ S ′(R), where L2(R) is identified with
its dual space in light of the Riesz Representation theorem, and note that both S(R) and S ′(R)
are nuclear spaces (cf. [2,3,6,7]). First we state the following [2,3,6,7]:
Proposition 4.1 (Bochner–Minlos Theorem). Let V be a real nuclear space. A complex-valued
function ϕ on V is the characteristic function of a unique probability measure λ on its dual
space V ′, i.e.,
ϕ(v) =
∫
V ′
ei(x,v) dλ(x), v ∈ V,
iff the following 3 conditions are all satisfied:
(i) ϕ(0) = 1, (ii) ϕ is continuous, and (iii) ϕ is positive definite, i.e., for any z1, . . . , zn ∈ C
and v1, . . . , vn ∈ V ,
n∑
j,k=1
zj zkϕ(vj − vk) 0.
Definition 4.2. Define a random functional on S(R) such that each ξ ∈ S(R) corresponds to a
random variable Z(ξ), cf. [2, pp. 242–243, 260–262], with its characteristic function
Φ(ξ) = e− 12 ‖ξ‖2 , ξ ∈ S(R), (6)
where ‖ξ‖ denotes the L2(R)-norm.
Then obviously Φ(0) = 0, Φ is continuous, and the following lemma holds, (cf. [6,7]):
Lemma 4.3. The function Φ defined in Definition 4.1 is positive definite.
Hence, by Bochner–Minlos Theorem, we have
Proposition 4.4. There exists a unique probability measure μ ∈ S ′(R) such that
Φ(ξ) =
∫
′
ei(x,ξ) dμ(x), ξ ∈ S(R), (7)
S (R)
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Since the integral on the right-hand side of expression (7) represents a characteristic function
of a Gaussian random variable, hence, by expression (6) and the uniqueness of characteristic
functions for random variables, we have,
Proposition 4.5. Φ(ξ) is a random functional such that each ξ ∈ S(R) corresponds to a Gaus-
sian random variable N(0,‖ξ‖2) of which Φ(ξ) is the characteristic function.
Definition 4.6. Let Ω ⊂ S ′(Rd), and let (Ω,F,μ) be a complete probability space with prob-
ability measure μ(ω) as described in Proposition 4.4, satisfying expression (7), and F be the
σ -field of subsets of Ω .
(a) Let
L2(R+ ×Ω) =
{
X(v,ω): v ∈ , ω ∈ Ω,
∫
Ω
∫

∣∣X(v,ω)∣∣2 dv dμ(ω) < ∞},
where  = suppX(v), for v ∈R+.
Define, for X,Y,Z ∈ L2(R+ ×Ω)
〈〈X,Y 〉〉 =
∫
Ω
∫

X(v,ω)Y (v,ω)dv dμ(ω).
Then 〈〈·,·〉〉 is a pre-inner product such that ∀X,Y,Z ∈ L2(Ω,μ),
(i) 〈〈X + Y,Z〉〉 = 〈〈X,Z〉〉 + 〈〈Y,Z〉〉,
(ii) 〈〈αX,Y 〉〉 = α〈〈X,Y 〉〉,
(iii) 〈〈Y,X〉〉 = 〈〈X,Y 〉〉, and
(iv) X = 0 ⇒ 〈〈X,X〉〉 = 0.
(b) Let L2(R+ × Ω) be the corresponding Hilbert space that consists of dv × dμ-equivalence
classes of generalized random variables in L2(R+ ×Ω).
Now for any f ∈ L2(R), since S(R) is dense in L2(R), ∃ sequence {ϕn} ⊂ S(R), such that
ϕn → f in L2(R). Then the sequence of random variables is Cauchy in L2(S ′(R),μ). We define
〈·, f 〉 = lim
n→∞〈·, ϕn〉, in L
2(S ′(R),μ).
Obviously the limit is independent of the selection of the sequence {ϕn}, and the random variable
〈·, f 〉 is Gaussian N(0,‖ξ‖2).
The following fact is well known (cf. [7, pp. 99–101]):
Proposition 4.7. Let (N ,μ) be a nuclear space with measure μ, and let Lp(μ) be the Hilbert
space of functions {f : ∫N |f |p dμ < ∞} with norm ‖f ‖p = (∫N |f |p dμ) 1p . For 1 < p ∞,
embedding Lp(μ) ↪→ S ′(μ) is continuous, i.e., if we endow ⋃p>1 Lp(μ) with the inductive limit
topology, then the inclusion
⋃
Lp(μ) ⊂ S ′(μ) is continuous.p>1
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Note the following (cf. [3,7]):
Proposition 4.8. Let χS be the indicator function of any set S such that χS = 1 in S, and χS = 0
outside of S. Define
B(u,h) =
{ 〈h,χ[0,u]〉, if u 0, h ∈ S ′(R),
−〈h,χ[u,0]〉, if u < 0, h ∈ S ′(R).
Then for each fixed h ∈ S ′(R), the generalized derivative, with respect to the time parameter
u 0, satisfies
•
B(u) = 〈h, δu〉, where δu ≡ χ{u},
and {B(u): u 0} is a Brownian motion such that for each u 0, B(u) is a Gaussian random
variable N(0,‖h‖2).
In fact, we have the following
Lemma 4.9. Let (Ω,F,μ) be a probability space, where Ω ⊂ S ′(R), F is a σ -field of sub-
sets of Ω , and μ is the Gaussian probability measure defined in Proposition 4.3. Let {X(u,ω):
ω ∈ Ω, u ∈ D ⊂ R+} ⊂ L2(R+ × Ω) with suppX(u,ω) = D × (Ω\E0), and P(E0) = 0. For
an analyzing wavelet g ∈A⊂ L1(R)∩L2(R) as in expression (2), let
B(u) =
{ 〈g,χ[0,u]〉, if u 0,
−〈g,χ[0,u]〉, if u < 0.
Then we have
(i) the generalized derivative (with respect to the time parameter u 0)
•
B(u) = 〈g, δu〉 = g(u), where δu ≡ χ{u}, (8)
and
(ii) B(u) is a Brownian motion such that for each u 0, B(u) is a standard Gaussian random
variable N(0,1).
Proof. (i) Since g ∈ A ⊂ L1(R) ∩ L2(R), and S(R) is dense in L2(R), therefore, there exists
{ϕn} ⊂ S(R) such that ϕn → g in L2(R). Let
Bn(u) :=
{ 〈ϕn,χ[0,u]〉, if u 0,
−〈ϕn,χ[0,u]〉, if u < 0.
Then by Proposition 4.8, {Bn(u)} is a sequence of Brownian motions such that
•
Bn(u) = ϕn(u).
Hence,
•
B(u) = lim
n→∞
•
Bn(u) = lim
n→∞〈ϕn, δu〉 = 〈g, δu〉 = g(u).
(ii) By Propositions 4.5 and 4.8, {B(u): u 0} is a Brownian motion such that for each u 0,
B(u) is a Gaussian random variable N(0,‖g‖2).
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for each u 0, B(u) is a standard Gaussian random variable N(0,1). 
Definition 4.10. Let g be an admissible function and gs,t (x) be defined as in expression (4).
Let (Ω,F ,P ) be a probability space. For (s, t) ∈ H, let Bs,t (u) ≡ Bs,t (u,ω) be the Brownian
motion such that the generalized derivative with respect to the time parameter u 0 satisfies
•
Bs,t (u) = 〈gs,t , δu〉 = gs,t (u). (9)
For a real-valued random process {X(u,ω): ω ∈ Ω,u ∈ D} ⊂ L2(R+ × Ω), define its wavelet
transform by the Wiener–Itô integral
(WgX)(s, t,ω) :=
∫
R+
X(u,ω)dBs,t (u), ∀ω ∈ Ω. (10)
From now on, WgX is called the wavelet transform of X associated with g.
Lemma 4.11. Let g be an admissible function and gs,t (x) be defined as in expression (2). Let
B(u) and Bs,t (u) be the Brownian motions such that
•
B(u) = g(u), and •Bs,t (u) = gs,t (u). Let
u = sv + t . Then for any fixed (s, t) ∈H, we have, ∀T (u,ω) ∈ L2(R+ ×Ω),∫
R+
T (u,ω)dBs,t (u) =
∫
[− t
s
,∞]
T (sv + t,ω)s 12 dB(v).
Proof. Note that∫
R+
T (u,ω)dBs,t (u)
=
∫
R+
T (u,ω)gs,t (u) du, by expression (9),
=
∫
R+
T (u,ω)s−
1
2 g
(
u − t
s
)
du, by expression (2),
=
∫
[− t
s
,∞]
T (sv + t,ω)s− 12 g(v) · s dv, letting u = sv + t
=
∫
[− t
s
,∞]
T (sv + t,ω)s 12 g(v) dv
=
∫
[− t
s
,∞]
T (sv + t,ω)s 12 dB(v), by expression (8). 
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Theorem 5.1. Let {X(u,ω): ω ∈ Ω, u ∈ D ⊂ R+} ⊂ L2(R+ × Ω) be a random process with
suppX(u,ω) = D × (Ω\E0), and P(E0) = 0. Let WgX be the wavelet transform defined in
expression (10). Then for any fixed (s, t) ∈H, the average power (or second moment)
E
([
(WgX)(s, t)
]2)= E{∫
D
[
X(u,ω)
]2
du
}
= ‖X‖2
L2(R+×Ω).
Proof. For any fixed (s, t) ∈H, by Lemma 4.9, there exists a Brownian motion Bs,t (u) such that
gs,t (u) du = dBs,t (u). We have
E
([
(WgX)(s, t)
]2)
=
∫
Ω
[
(WgX)(ω, s, t)
]2
dμ(ω)
=
∫
Ω
( ∫
R+
X(u,ω)dBs,t (u)
)2
dμ(ω), by Definition 4.10,
=
∫
Ω
( ∫
[− t
s
,∞]
X(sv + t,ω)s 12 dB(v)
)2
dμ(ω), by Lemma 4.11, u = sv + t,
=
∫
Ω
( ∫
[− t
s
,∞]
[
X(sv + t,ω)]2s dv)dμ(ω), by Itô Isometry theorem,
=
∫
Ω
∫
R+
[
X(u,ω)
]2
s · 1
s
dudμ(ω), since v = u − t
s
=
∫
Ω
∫
R+
[
X(u,ω)
]2
dudμ(ω) = ‖X‖2
L2(R+×Ω). 
Theorem 5.2. Let {X(u,ω): ω ∈ Ω, u ∈ D ⊂ R+} ⊂ L2(R+ × Ω) be a random process with
suppX(u,ω) = D × (Ω\E0), and P(E0) = 0. Let WgX be the wavelet transform defined in
expression (8). Then
(i) for any fixed (s, t) ∈H, the expectation E[(WgX)(s, t)] exists; and
(ii) denoting m(u) := E[X(u)], ∀u ∈ D, we have
E
[
(WgX)(s, t)
]= (Wgm)(s, t).
Proof. (i) By Theorem 4.7, for any fixed (s, t) ∈H, (WgX)(s, t) has the second moment. Hence,
the first moment E[(WgX)(s, t)] exists for any fixed (s, t) ∈H.
(ii) Thus, for any fixed (s, t) ∈H, we have
E
[
(WgX)(s, t)
]≡ ∫ ∫ X(u,ω)dBs,t (u) dμ(ω)
Ω R+
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∫
Ω
∫
R+
X(u,ω)gs,t (u) dudμ(ω), by expression (9),
=
∫
R+
(∫
Ω
X(u,ω)gs,t (u) dμ(ω)
)
du
=
∫
R+
(∫
Ω
X(u,ω)dμ(ω)
)
gs,t (u) du
=
∫
R+
m(u)dBs,t (u)
≡ (Wgm)(s, t).
The existence of the first integral in the above equalities is justified in light of the existence of
E[(WgX)(s, t)], proved in part (i). 
Remark 5.3. Suppose that an observed signal random process
Y(u,ω) = f (u) +X(u,ω),
where f ∈ L2(R) is the true signal, and {X(u,ω): ω ∈ Ω, u ∈ D ⊂ R+} is a random process.
We shall investigate how the first and second moments of the wavelet transforms of the ob-
served random process {Y(u,ω): ω ∈ Ω, u ∈ D ⊂ R+} are related to the noise random process
{X(u,ω): ω ∈ Ω, u ∈ D ⊂R+}.
Theorem 5.4. Let {Y(u,ω): ω ∈ Ω, u ∈ R+} be a random process such that Y(u,ω) =
f (u) + X(u,ω), where f ∈ L2(R), and X(u,ω) ∈ L2(R+ × Ω). Let Wg be defined as in ex-
pression (10). Then
E
[
(WgY )(s, t) − (Wgf )(s, t)
]= (Wgm)(s, t), ∀(s, t) ∈H.
Proof. In fact, for any fixed (s, t) ∈H, we have
E
[
(WgY )(s, t) − (Wgf )(s, t)
]= E[(WgX)(s, t)]
= (Wgm)(s, t), ∀(s, t) ∈H, by Theorem 5.2. 
Theorem 5.5. Let {Y(u,ω): ω ∈ Ω, u ∈ R+} be a random process such that Y(u,ω) =
f (u) + X(u,ω), where f ∈ L2(R), and X(u,ω) ∈ L2(R+ × Ω). Let Wg be defined as in ex-
pression (10). Then
E
([
(WgY )(s, t) − (Wgf )(s, t)
]2)= ‖X‖2
L2(R+×Ω), ∀(s, t) ∈H.
Proof. Since Y(u,ω) = f (u)+ X(u,ω), for any fixed (s, t) ∈H, hence,
E
([
(WgY )(s, t) − (Wgf )(s, t)
]2)= ∫
Ω
[
(WgX)(s, t,ω)
]2
dμ(ω)
= ‖X‖2
L2(R+×Ω), by Theorem 5.1. 
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