It is easy to show that
Hence the orbit (1.1) is ultimately periodic for every α ∈ Z[i]. The proof of the two easy assertions stated above is given in the lecture notes [3] . An integer π ∈ Z[i] is said to be periodic if there is a positive integer k for which J k (π) = π. Let P be the set of periodic points. From the assertions (a) and (b) we see that if π ∈ P, then |π| ≤ L.
Repeating the expansion defined above, we obtain
where the sequence of the digits b 0 , . . . , b k−1 is uniquely determined by α and θ. Let k be the smallest nonnegative integer for which α k ∈ P. Then (1.2) with this k is called the correct expansion of α. By this convention, each α has a unique correct expansion. Let l(α) := k be the length of the representation. Then l(α) = 0 if and only if α ∈ P. A system (θ, A) is called a number system (or a numeration system) if P = {0}. In that case each α ∈ Z[i] has a finite expansion.
In [4] it was proved that A = {0, 1, . . . , t − 1} is an appropriate digit set for θ to generate a number system if and only if it has the form θ = −A + i or θ = −A − i with A ≥ 1. G. Steidl [6] proved that for θ ∈ Z[i] there is a suitable digit set A such that (θ, A) is a number system if and only if t ≥ 2 and 1 − θ is not a unit.
1.2.
Assume that θ, A are fixed.
→ R is additive (with respect to the expansion generated by θ and A) if
Let E θ be the class of additive functions in the above sense. 
Let M θ be the class of multiplicative functions in the above sense. Let M θ ⊆ M θ be the set of those g for which additionally |g(α)| = 1 for all
iterating we get the following Lemma 1. There exist suitable positive constants c 1 , c 2 (depending on θ and K) such that
Formulation of the main results.
Our purpose in this paper is to give necessary and sufficient conditions for the existence of the mean value of g ∈ M θ , where the summation is extended to a disc around zero with growing radius, or to some sectors of it.
We shall prove that the analogue of Delange's theorem for q-multiplicative functions [1] remains valid (see Theorem 1) . As an application we give necessary and sufficient conditions for the existence of the limit distribution of f ∈ E θ (see Theorem 2). Finally we prove a theorem for the local distribution of the sum of digits function (see Theorem 4).
Lemmata. For an interval
where x is a positive growing parameter and
It is well known that S I (x|1) = number of Gaussian integers in xC I is π|I|x
Proof. Clear.
Let Γ k be the set of those Gaussian integers which can be written as
, where the b ν run over the set A. Then Γ k is a complete residue system mod θ
Proof. The first assertion is a direct consequence of Lemma 2.
with some constant c > 0. By taking
uniformly in the domain, thus the first assertion is proved. Thus we have
To evaluate the sum on the right hand side, we write α
of γ satisfying (3.5) and (3.6) all of the integers
Since the number of Gaussian integers in the domain defined by (3.5), (3.6) is
we have
Since |θ|
(1/t)∆ j , (3.4) immediately follows. 
uniformly for every interval I whose length is bounded below by a positive constant.
Proof. We argue as in the proof of Lemma 3. Let M x be so chosen that
We have |Σ γ | ≤ t M x , and
Hence we obtain
To finish the proof it is enough to observe that (1/t)|∆ j | < 1 − δ(c) with some positive constant δ(c) depending on c,
. This is a direct consequence of the following 
Proof. It is enough to observe that 2 Re(1
. From the identity
and from the Hölder inequality
the assertion immediately follows.
Consequences.
We are ready to formulate our result.
(1) If the series
is divergent, then
uniformly on the intervals I whose length is bounded below by a positive constant. Consequently, 
.). (3)
The non-zero limit
exists if and only if
is convergent, and
Proof. If (4.1) is divergent, then by Lemma 5, (1 − (1/t)|∆ j |) = ∞, and so
(1/t)|∆ j | → 0; consequently, from Lemmas 3 and 4 we obtain the first assertion in (1). The fulfilment of (4.2) is obvious, since the left hand side equals to
is convergent, then so is (1/t)|∆ j |, and by (3.4) the second assertion follows. The proof of the last assertion is similar.
As a consequence we have Theorem 2. Let f ∈ A θ , and assume that it has a limit distribution, i.e. lim 
The characteristic function of F can be given by
Another corollary of Theorem 1 is
where Φ is the Gaussian law.
Theorems 2 and 3 can be derived from Theorem 1 by making use of the method of characteristic functions in probability theory. Let ξ j (j = 0, 1, . . .) be identically distributed independent random variables with distribution
According to Theorem 6 (Chapter VII) in the book of V. V. Petrov [5] ,
Let
and by (5.1),
We formulate our result in the following Remark. The sum of digits function with respect to number systems over Z[i] has been investigated earlier by Grabner and Liardet [2] .
