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Let Q= (al/B,..., an/B) be a vector of rational numbers satisfying the primitivity 
condition g.c.d. (a,...., aI,, B)= 1. This paper studies the number N(a, d) of 
simultaneous Diophantine approximations to a with denominators s < B of a given 
degree of approximation measured by d, i.e., N(a, d) is the number of vectors 
&=(s,/s ,..... u,,/-u) with l<s<B such that Jai/B-x,/xj 6AiB.u for 1 <iin. It 
gives estimates for the first and second moments of N(a. d) over the ensemble 
S,(B) consisting of all primitive vectors a in the unit n-cube having denominator B. 
As a consequence it shows for n 2 5 that “most” vectors in S,(B) that have one 
“unusually good” simultaneous Diophantine approximation have a bounded num- 
ber of such approximations. The paper also estimates the moments of the number 
of solutions J’(I. B. d 1, dz) to ihe homogenous linear congruence d.~, 3 s2 (mod B) 
with bounds /s,j <A,, 1.~~1 66, on the variables, taken over the set of 1. with 
(i., B) = I. ( 1986 Acndemlc Pro\. Inc 
1. INTRODUCTION 
This paper studies the behavior of simultaneous Diophantine 
approximations of vectors a = (a JR..., a,/B) of rational numbers by vec- 
tors 5 = (X,/X ,..., , Y /x) ,, of rational numbers with a smaller denominator 
1 G-Y -C B. To exclude the case that 4 perfectly approximates a we suppose 
that a = (a,/&..., a,JB) is prirn~t~~~~ in the sense that B is the minimal com- 
mon denominator for the entries of a, i.e., that 
g.c.d.(u, ,..., a,,, B) = 1. (1.1) 
In general it seems difficult to determine the set of good simultaneous 
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Diophantine approximations to an individual vector a, and such sets may 
be badly behaved, cf. [l, 21. However it is possible to say more about the 
general behavior of such sets of approximations when averaged over 
appropriately chosen ensembles of vectors a, and this is the object of this 
paper. In particular we show (Theorem 1.5) a quantitative version of the 
assertion: Most primitive vectors a that have at least one “unusually good” 
simultaneous Diophantine approximation 4 do not have very many such 
“unusually good” approximations. Here the vectors 5 are not required to be 
primitive but must have a denominator x with 1 d x < B. 
In order to state our results we introduce some definitions and notation. 
We say that a vector 5 is a A-good approximation to a vector a if 
ai xi A I i --- <--- B x Bx for l<ii~~. (1.2) 
This is the usual sup norm measure of approximation since (1.3) may be 
rewritten as 
((xaff<d/B 
where 
We let N(a, A) denote the number of d-good approximation vectors to a, 
i.e., the number of solutions (x, xi ,..., x,) to (1.2) with 1 d.x<B. By clear- 
ing denominators in (1.2) we see that N(a, A) may alternatively be inter- 
preted as the number of solutions (x, X, ,..., x,) of the integer programming 
problem: 
-A<a,.u- Bxi<A, 1 didn, (1.4a) 
l<x<BB, (1.4b) 
x, x1 )..., x, integers. (1.4c) 
In order to formulate assertions about the behavior of “most” vectors a, we 
must specify the sets of such vectors we are studying. We note that if y E Z” 
is an integer lattice point, then we have 
by examining (1.4). Hence we may without loss of generality restrict our 
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attention to primitive vectors cc lying in the half-open unit cube [0, 1 )” in 
W”, i.e., we suppose that a = (a,/B ,..., a,,jB] has 
Odai< B, 1 dibn. (I.51 
We study the sets S,(B) consisting of all primitive vectors a with 
denominator B, which lie in [0, l)“, i.e., 
SJB)={a=(? ,..., %j:OCa,<Bandg.c.d. (a, ,..., a.;B)=i). (1.6) 
Our object is to analyze the behavior of the function N(a, A) viewed as a 
random variable on the set S,(B) which we treat as a discrete probability 
space with the uniform distribution. Our first result is an estimate for the 
mean value of N(a, A). Here d(B) denotes the number of divisors of B. 
THEOREM 1.1. For n 3 2, 
c N(a, A)-22”@,(B)(B- 1) A” 62~~3”~‘d(B)BA”- ‘, (1.7) 
xt.s,(B) 
where $,(B) is the mu~ti~li~ati~~ function defined by 
I1/,(@= n (1 -P-“h (1.8) P!B 
Note that $,,(B) is bounded away from zero, and in fact for n B 2, 
1 3 tin(B) b [t’(n)1 ’ 2 f. 
where i denotes Riemann’s zeta function. 
It is easy to verify that the set S,(B) contains exactly $,(B) B” elements, 
and combining this result with Theorem 1.1 immediately gives the follow- 
ing corollary. 
COROLLARY 1.2. For n > 2 and 0 < A < B, 
ProbjaES,(B)hasN(a,d)~1~$2”~ +4n3”-‘d(B) 
0 
; n-‘. (I.91 
Dirichlet’s theorem for simultaneous Diophantine approximation implies 
that for A = B’ ~- ‘jn one has N(a, A) 2 1 for all a, so that in this case 
Probfa~S,(B):N(a,B’~fin)~~f=il. (1.10) 
SIMULTANEOUS D~OPHANTINE APPROXTMATiON 203 
Corollary 1.2 implies that when the dimension n is held fixed 
Prob(a E S,(B): N(a, A) >, 1 } -+ 0 as B-+co, (1.11) 
provided A = o(B’- ‘I”) as B + 00; this is a quantitative version for 
rationais in S,(B) of the assertion that “most” vectors do not have 
simultaneous Diophantine approximations significantly better than those 
guaranteed to exist by Dirichlet’s theorem. 
Our main result is an upper bound for the second moment of N(a, A) on 
the set S,,(B). 
THEOREM 13. For each n 2 2 there are positive constants c,. !, c,.~, and 
C ,,,3 such thut 
2+,LB2 ‘+c,,,BA”+R,(B,A) (1.12) 
where the remainder term R,(B, A) is given by 
for nB5, 
for n= 3,4, 
for n=2. 
(1.13) 
When B is a prime p the bounds ( 1.12) and (1.13) simplify for all n 3 3 to 
1 I?(a, A)’ : p2 
assdpt 
(1.14) 
Here +, is the Vinogradov notation, which says that the left side of (1.14) 
is less than the right side of ( 1.14) times a positive constant depending on 
n. In this case the bound ( 1.14) is the correct order of magnitude, since we 
show that 
a6Ft,, Na, A)’ t P* (g)“+pAn 
n 
holds in the discussion at the end of Section 4. In (1.12) the term BA” 
comes from a small set of a having many A-good approximations, while 
the term B2(A2/B)” is associated with the contribution of the “average” 
value of N(a, A) on the set of those a with N(a, A) > 1. The B’(A’/B)” term 
dominates (1.12) when A >, B’ IIn, while the BA” term dominates (1.12) 
when A Q B’ - ‘I”. 
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It is necessary to restrict ourselves to primitive vectors a with 
denominator B in the ensemble S,,(B) in Theorem 1.3, because the 
inequality (1.12) does not hold in general for composite B if the left side of 
( 1.12) is enlarged to sum over all a, primitive and imprimitive, in [IO, 1 )‘I 
having denominator B. The inequality fails to hold in this case because 
there is a large contribution from perfect approximations with smaller 
denominators. 
The proof of Theorem 1.3 involves an auxiliary problem of independent 
interest. This concerns the distribution of the number of solutions of 
homogeneous linear congruences in two variables with bounds on the 
variables. We consider the linear congruence 
,is, = x2 (mod B), (1.15) 
subject to the constraints 
I-Y, I <A,, (1.16) 
Ixzl GA,. (1.17) 
Let f(& B, A,, A,) denote the number of solutions of (1.15), (1.16), and 
(1.17). Note that f(A,B, A,, A,)> 1 because x,=.u,=O is always a 
solution. We study the moments 
M,(B, A,, AZ)= 1 j-(1. B, A,, Al)“. 
(2. BJ= I 
Let T(B, A,, A,) denote the number of So., B, A,, AZ) equal to I with 
1 < I. < B and (A, B) = 1. We prove the following result, where d(B) denotes 
Euler’s &function. 
THEOREM 1.4. For n 2 2 and A, ,< AZ, there are positive constants c,, and 
c,T such that 
where the remainder term R,*(B, A,, A,) is 
R,*(B, A,, A,)= 
c,,A;- ‘AZ if n33, (1.19) 
czA,A,logA, if n=2. (1.20) 
Note that there is no restriction on the sizes of A, and A, in this result 
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other than that A, 6 AZ; in particular they may be smaller than 1 or larger 
than B. 
The important feature of Theorem 1.4 for applications is the asymmetric 
form of the remainder term A; ’ A, for n > 3 in (1.19) where A, <A,. At 
the beginning of Section 3 we show that the inequality (1.18) is best 
possible for n 2 3 when B is a prime p and 1 < A,, A2 <p, in the sense that 
MAP, A,, A>)- T(P, A,, A,) + P(A,A,/P)“+A;-‘A, ,I 
holds. 
We combine Theorems 1.1 and 1.3 to get information about the dis- 
tribution of N(a, A) on those a for which N(a, A) >, 1. We study the con- 
ditional probabilities 
pk(B, A,n)=Prob{a~S,(B) has N(a, A)>klN(a, A)al}, 
and obtain the following result. 
THEOREM 1.5. There are positive constants c,f * such that for each n > 5 
and all B 3 2 and all A satisfying c,** d( B) < A < B’ - ‘I”, we have 
pdB, A, n) < c,**lk’, (1.21) 
for all k 2 1. The same result holds for n = 3 and 4 provided B is restricted to 
he prime. 
This theorem implies that for fixed n 3 5 and B 3 2 and c,** 
d(B)<A<B’- I’” there are positive constants cz** such that one has 
E[N(a,A)lN(a,A)bl inS,(B)]dc,***, 
i.e., a random a in S,(B) having at least one unusually good approximation 
is expected to have at most a bounded number of such good 
approximations. It is conceivable that the tail of this conditional 
probability distribution actually drops off exponentially in k. 
Theorem 1.5 has applications to the cryptanalysis of public key cryp- 
tosystems of knapsack type. In particular it can be used to show that 
Shamir’s attack [6] on the basic Merkle-Hellman knapsack scheme suc- 
ceeds in polynomial time for “almost all” knapsacks which encrypt at a 
fixed information rate R, as the number of knapsack items n + 00, for any 
R with 0 < R < 1, see [3,4]. (Shamir [6] showed this for i < R < 1.) These 
cryptanalytic applications motivated this study. 
Finally we remark that the proofs of the theorems are substantially com- 
plicated by the inclusionexclusion arguments needed to treat the case of 
composite B. The proofs simplify considerably in the special case when B is 
prime. 
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2. BOUNDING THE MEAN VALUE OF N(a,il) 
Proof of Theorem 1.1. We let 
GA&A)= c Wa,A), 
at S,(B) 
(2.1) 
i.e., G,(B, A) denotes the number of approximation pairs (x, a) where 
a = (al/B,-, a,/B) such that 
(2.2) 
subject to 
l<x<B-1, (2.3 
Oda,bB- 1 for ldi<n, (2.4 
g.c.d. (a ,,..., a,, B) = 1. (2.5 
Our goal is to estimate G,(B, A). 
We use inclusion-exclusion to reduce the problem to the case where the 
relative primality condition (2.5) is omitted. For dl B let H,(B, A, d) denote 
the number of solutions to (2.2)-(2.4) with 
dl (a, ,..., a,, B). (2.6) 
Then by Mobius inversion 
GAB, A I= 1 Ad) H,(B, A, 4. (2.7) 
dlB 
TO estimate H,(B, A, d), we set a, = day and y, = d-v* for 1 < i < n, and 
rewrite the conditions defining H,(B, A, d) as 
a,*x = y* (mod B/d), 
Iv: I GA/d for l<i<n, 
(2.8a) 
(2.8b) 
subject to 
l<x<B-1, (2.8~) 
O<a*<B/d-1 for 1 <i<n. (2.8d) 
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Next we let H,(B, A, d, k) denote the number of solutions to (2.8) for 
which (x, B/d) = k, and we have 
H,(B, A, 4 = c H,(B, A, d, k). 
k\Bld 
(2.9) 
To estimate H,(B, A, d, k), we set x= x*k, y* = y,T*k and rewrite the 
conditions defining H,(B, A, d, k) as 
a*x* -y** (mod B/kd), (2.10a) 
I y,**l G AIM (2.10b) 
subject to 
l<x*<B/k-1, 
O<a,+<B/d-1, 
(x*, B/kd) = 1. 
(2.lOc) 
(2.10d) 
(2.lOe) 
We can count solutions to (2.10) directly by observing that the number of 
choices of x* satisfying (2.10~) and (2.10e) is 
1 
d&B/k4 if kdc B, (2.1 la) 
B/k - 1 if kd= B. (2.1 lb) 
For each choice of x* there are 1 + 2[A/kd] choices for each y** in 
(2.10b), which determines a,* (mod B/kd) uniquely, and there are then k 
choices for a* (mod B/d) satisfying (2.10d). Hence 
dq5($)k1’(l+2[&]~ if kd<B, 
H,,(B, A, d, k) = 
(d-1),.(1+2[;]) if kd= B. 
We may rewrite this as 
H,~(B,A,d,k)=(d~(~)-S(~))k”(l+2[~1)”, (2.12)
where we define b( 1) = 1 and 
S(n)= :, 
i 
if n= 1, 
if n>l. 
(2.13) 
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Substituting this expression for H,,(B, A, rl. k) into (2.7) and (2.9) gives 
To estimate this sum, we use the approximation 
k~‘(,.,[~])“=k”+2..(~)li+c.(A,k,d), (2.15) 
where s,,(d, k, d) is a remainder term. This decomposes the sum (2.14) for 
G,,(B, A) into three sums, which we call T,, T,, T, respectively and 
estimate separately. It turns out that T, = 0, Tz will give the main term in 
Theorem 1.1, and T, will be a remainder term. 
For the first sum 
we interchange the order of summation to get 
(2.16 ) 
We now use the identity valid for all Ma 1 that 
to conclude that all the inner sums in (2.16) are zero, and hence that 
T, =o. (2.18) 
To verify (2.17), observe that both sides are multiplicative functions so that 
it need be verified only for prime powers M = p’. For a = 1 the left side of 
(2.17) is b(p)--p= - 1 =p(p) and for a>2 the left side of (2.17) is 
&p”) - p&p” ’ ) = 0 as required. 
For the second sum, 
we have 
T2=2”A” x ,(d)d-.“+I 
dlB 
(,~,,m(3)-2~Afl~~~td)d “. (2.19) 
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Using the identity 
the sum (2.19) becomes 
T,=2”d”(B-1) 1 p(d)dp”=2”rl/,,(B)(B-])A”, 
dlB 
(2.20) 
for B> 1. 
To estimate the third sum 
we need bounds for the remainder terms &,(A, d, k). We use the following 
lemma. 
LEMMA 2.1. Let g(x) = (1 + 2[x])“- 1 - (2x)“. Then for x b 0, 
Ig(x)l <2n(3x)“-‘. 
Proof: If 0 6.x < 1 then g(x) = -(2x)” and the lemma is true. Next 
observe that g(m + f) = -1 for every positive integer m. If 1 < rn f 
x<n?+$ then 
Idx)l = I-1 + j~+,,2x’Wtl 
m+ 112 
<l+ s 2n(2t)“-’ dt .Y 
d1+n(2m+1)“-‘d1+n(2x+1)“P’ 
6 2n(3x)“-‘. 
If 1 <m+f<x<m+ 1 then 
Ig(x)l < - 1 -I; g’(t) dt 
m+l/Z 
d 1 +n(2x)“-‘<2n(3x)“p’. 1 
By (2.15) we have &,(A, d, k) = k”g(A/kd) so that Lemma 2.1 gives 
Is,(A, d, k)l < 2nk”(3(A/kd))“- ‘. 
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Consequently we may estimate T, in (2.21) by 
d 2n(3A)” -’ c 2 kd--‘“-“&B/kd). 
dl3klBid 
(2.22) 
We evaluate the double sum in (2.22) for n = 2 to be 
= c k(B/k) = d(B) B. 
klB 
(2.23) 
Since the double sum on the right side of (2.22) is a decreasing function of 
n, we obtain (2.23) is an upper bound valid for all PI z 2 so that 
IT31 <2n(3d)“-‘d(B) B. (2.24) 
Theorem 1.1 follows from (2.18), (2.20), and (2.24). 8 
Proof of Corollary 1.2. The cardinality IS,(B)/ of the set S,(B) is 
obviously 
IUWI = $,A4 B”. (2.25) 
by an inclusion-exclusion argument. Since 
Prob(aES,(B) has N(a, d)> 1)~ r: a E S,(ff) Na, d i 
I&t(B)I ’ 
the corollary follows from Theorem 1.1 and (2.25). 1 
3. SMALL SOLUTIONS OF LINEAR CONGRUENCES 
We consider the problem of counting the number f(A, B, A,, AZ) of 
solutions to the linear congruence 
Ix, =x2 (mod B) (3.1) 
subject to the constraints 
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We are interested in the behavior of the numbers f(A, B, A,, AZ) averaged 
over all 1 with 1 <II < B and (A, B) = 1, as measured by the power 
moments 
M,(B, A,> Ad= 1 f(k B, A,, AZ)“. (3.3) 
l<l<B 
(A^,B)= 1 
Our goal is to estimate the sums M,( B, A,, AZ). How large do we expect 
them to be? First, if B is a prime p then when 1 < A 1, A, <p one has 
P--l 
since each pair (x1, x2) satisfying (3.2) with xlxZ # 0 then determines a 
unique A in (3.1). In this case the average size off(A, p, A,, A,) is at least 
A, AZ/p, so we must get a contribution to M,(.p, A,, A,) of at least 
&p)(A, AZ/p)“. Second, there is a large contribution from certain A’s, For 
example for l<A,dA,<p and 1 <IQA,/A, we have 
f@, B, A,, Ad3 1 +2CA,l, 
so this range of A contributes at least iA;- ‘A, to the sum. Third, all 
f(A, B, A,, A,) 2 1 since xl =x2 = 0 is always a solution. Let T(B, A,, A,) 
denote the number of A with (A, B) = 1 for which f(A, B, A,, A,) = 1. This 
discussion implies that, when B is a prime p and 1 < A,, A, <p, we have 
M,(P; A,, AZ)- T(p;A,, AZ) 9 P(A,Az/P)~+A;~,A~. (3.4) n 
Theorem 1.4 asserts that these three contributions dominate the sum 
M,,(B;A,, A,) for all B, when n>3. 
Proof of Theorem 1.4. We suppose that A, d A,. The quantity 
f(,I, B, A,, AZ) can be reinterpreted as the number of lattice points of the 
2-dimensional integer lattice 
L j,,s=((xl,x,):~.~l-x,~O(modB)} 
which lie in the rectangle 
I-~11 GA, and lxzl d A,. 
The condition (2, B) = 1 implies that 
det( Li.,B) = B. 
We have four cases to consider. 
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Case I. The rectarrgk 1.~~ / < A j trnd /x1 / < A, (~~~~ztff~ns no /artice points 
escept (0, 0). In this case ,f’( & B, A,, AZ) = 1 and these contribute exactly 
T(B, A,, A?) to the power moment N,,(B, A,, A?). 
Cuse 2. The rectangle Is, 1 < A , md 11, / 6 d , contains tit’o lirrearl~~ 
independent lattice points. Let v, , vz be the two points. These points may 
not be a basis of the lattice, but the closed triangle formed by (0, 0), v,, 
and vz necessarily contains a basis of the lattice. Since this closed triangle is 
contained in the rectangle /x, / d A,, I.Y~/ <A, we may without loss of 
generality assume v,, v7 are a basis of the lattice L,,,. Note that this basis 
specifies the lattice L,%, and hence determines ,% uniquely with 1 < E, < B. 
Now associate to each lattice point w of Li.B the parallelogram 
The area of P, is det(L,-,) = B and these parallelograms are disjoint and 
tile the plane. In particular the P, for each w in the rectangle 1.~~ 1<A, and 
Is? / d AZ lie completely inside the larger rectangle /.Y, j < 2.4, and 
/-yz j d 26 2. This larger rectangle has area 164, d ?, so there can be at most 
16 (A, d JR) such parallelograms, hence 
for i. occurring in Case 2. Since there are at most qi(Bf such A with 
(A, B)= 1, the totai contribution of such A to the power moment 
M,,(B, A,, AZ) is at most 16”4(B)(A 1 AZ/B)“. 
Case 3. The rectangle I-K, I d A, and 1.~~ I < A, contains only integral mul- 
tiples of one nonzero lattice point v = (J*, y2) with y, =O. Then the con- 
gruence 
2,v, - y2 = 0 (mod B) (3.5) 
forces ~1~ - 0 (mod B) and by hypothesis the lattice points of Lj.,B in the 
rectangle are a subset of { (0,jB): - A,/Bdj< AJB), hence 
f(A B, A,, ~2)GXdziBlf 1. 
Since there is at least one nonzero lattice point in the rectangle by 
hypothesis, we must have d, z B and so 
.ftk B, A,, d2)<33(AziB). 
Hence 
in this case. 
M,,t B; A , , A,) G 3”& B)( A,/B)“. 
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Case 4. The rectangle 1 x1 / < A, and Ix2 1 d A, contains only integral mul- 
tiples of one nonzero lattice point v= (y,, y2) with y, #O. We specify v uni- 
quely by requiring that y, > 0. In this case we have the extra complication 
that the lattice point v = (y,, y2) does not necessarily determine the lattice 
L,., uniquely, since the condition (3.5) does not determine 1 (mod B) uni- 
quely if (B, y,) > 1. To bound the multiplicity of the number of lattices 
corresponding to a given lattice point v, we set d= (B, y,) and note that the 
condition (A, B) = 1 implies that d= (B, yz). Then (3.5) determines L (mod 
B/d) uniquely, so there are at most d choices of R giving rise to a lattice 
L2.B containing v. 
Now to simplify the counting we will assign each Case 4 lattice to a dis- 
tinct point in the rectangle 1 <xi < A,, /.x2 / < A, as follows. Consider the 
Case 4 lattices whose minimal vector in the rectangle is v = (y, , y2) and set 
d= (B, yi) = (B, yz ). If d= 1 there is at most one such lattice L and we 
assign it the point w(L) = v. If d> 1 and there are j(y,, y2) lattices 
associated to (Y,, y2), then we showed j(y,, yz) <d and we reassign these 
lattices L to the lattice points w(L) = (y,, sgn(yz)( 1 y, 1 - i)) for 
0 6 i <j(y,, y2) - 1 d d- 1. Note that no lattice points in this assignment 
process for a fixed d overlap because these are no such lattice points v on 
the x axis, and also no assigned lattice points for different d overlap since 
A= (B, y, ) is determined by the assigned point w(L). Hence at most one 
Case 4 lattice is assigned to each point in the rectangle 1 ,< xi <A,, 
/-%I GA,. 
Next we claim that if a lattice L assigned to the vector w(L) has the 
property that (,u + 1) w(L) is not in the rectangle lx, / < A,, Ix2 / <A,, then 
the lattice L contains at most 2~ + 1 points. To prove the claim, observe 
that if (II+ 1) w(L) is not in the rectangle, neither is (,u + 1) v because both 
coordinates (y,, y2) of v are at least as large in absolute value as those of 
w(L), so the lattice L contains only a subset of the 2~ + 1 points 
{jv: -pGj%p). 
Now we partition the rectangle OGVxl <A,, lx, / d A, into the disjoint 
regions 
Si=((t,,t,):O~t,<i+land/t,/~((i+I)(A,/A,f 
andeitheri</t,j<i+f or 
i(A,/A,)d~tz~sZ(i-tl)(A,/A,)orboth.~ 
for 0 < i SZ A i. (See Fig. 1). The region S, contains only lattice points 
(-vi, yz) with y, = 0, so there are no Case 4 lattices assigned to lattice 
points in So. For i 2 1 the region Si is defined so that for all lattice points w 
in Si the point ([A,/i] + 1) w is not in the rectangle lx, 1 <A,, Ix2 1 <A*. 
Consequently by the claim above each case 4 lattice assigned to a lattice 
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FIG. 1. Region S, 
point in Si contains at most 2[d Ji] + 1 < 3( A ,/i) lattice points in the rec- 
tangle Ix, 1 < A,, Ix2 1 < A,. Now the region S, contains at most 
(4i+2)<12$i 
1 
lattice points, using A, < A z. Hence the contribution of all Case 4 lattices 
to the power moment M,(B, A,, AZ) is bounded above by 
“+‘A;-- ‘A 
< 
4.3”+‘((n- 1) Al-‘A, if ~23, 
1084’1-‘A2 log A, if n = 2. 
This gives the desired bound in Case 4 and completes the proof. 1 
For the proof of Theorem 1.3 we will need more precise information than 
that given in Theorem 1.4, for the case that A, < 1. The proof of Theorem 
1.4 actually establishes the following result. 
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LEMMA 3.1. Forn>2andA,<landA,<A,and(~,B)=l wehave 
f(3L,B,A,,A2,=2CA2/Bl+l. (3.6) 
and consequently 
M,(B, A,, Ad - T(B, A,, 42, d 3”4(B,(A,/B)“. (3.7) 
Proof Since A, < 1 only Case 1 and Case 3 of the previous proof can 
occur. Case 1 occurs exactly when A, < B, and Case 3 occurs exactly when 
A,>B. I 
4. BOUNDING THE SECOND MOMENT OF N(a, A). 
Proof of Theorem 1.3. Let 
D,(&A,=I c CN~,A)2--N(v’)l 
at&(B) 
(4.1) 
Now D,( B, A) is exactly the number of solutions (a, ,..., a,, x,, x2) to the 
system of inequalities: 
I I 
ai bl,j <d 
B x, ‘B-Y,’ 
(4.2a) 
I I 
ai b2,, <d 
B x2 ’ Bx,’ 
(4.2b) 
O<ai6B-1, (4.2~) 
l<~,<x,<B, (4.2d) 
g.c.d. (a, ,..., a,, B) = 1. (4.3) 
We will establish the bounds 
for nb5, (4.4a) 
for n=3, 4, (4.4b) 
for n=2. (4.4c 
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Assuming these inequalities are proved, Theorem 1.3 follows from the 
relation 
after using (4.4) and Theorem 1. I to bound the right side of this equality. 
To proceed we reformulate the conditions (4.2a)-(4.2c) as the equivalent 
conditions 
u,.Y, = k,,, (mod B) for j-1,2, (4.5a 
lk,.,l <A, Ikz.,l <A for 1 d i< tz, (4.5b 
O<a,< B- 1. (4Sc 
To count the number of solutions to (4.5) we introduce the quantities 
H(s,, .x2, B, A) which for a fixed n,, .Y~ count the number of solutions 
(a, k,, kz) of 
u.xi = k, (mod B) for ,j= 1, 2, 
lk,l GA for j= 1, 2. 
For a fixed x,, .x2 we define the quantities 
(4.6a) 
(4.6b) 
d, = (s,, B) 
d, = (x2, B) 
d= (Ax,, xz, B) 
and 
d: = d,ld, 
d,* = d,fd. 
(4.7a) 
(4.7b) 
(4.7c) 
(4.7d) 
(4.7e) 
Note that 
(d,, d,)=d 
[d,, d,] =d,d,/d=dd:d: 
when [d,, d2] is the least common multiple of d, and d,. We immediately 
obtain the lower bound 
(4.8 1 
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because (4.6) has the d “trivial solutions” (a, k,, k,) = fjB/d, 0,O) for 
O<j<d- 1. 
Now we show that 
To prove this, we observe that for a fixed (x,, x2) the system (4.5) ha S 
exactly H(x, , x2, B, A)” solutions, because it splits into n independent 
systems of form (4.6), each having H(x,, .x2, B, A)” solutions. Among these 
solutions to (4.5) there are d” “trivial” solutions which have (B/d) ) g.c.d. 
(a,, a2,..., a,, B) and these are excluded as solutions of (4.2) by the 
condition g.c.d. (a ,,..., a,, B)= 1. (Note ddx, <B by (4.7a).) Summing 
over (x,, x2) yields (4.9). The role of the terms d” subtracted off in (4.9) is 
to remove the contribution of the solutions coming from non-primitive 
a = (al/B ,..., a,,/B). 
Next we give the inner sums in (4.9) a name: 
S,,,,(B,A)= 1 (J-f(x,,-~,,B,A)“-d”). (4.10) 
li, , .q 
(q.Bl=J, 
(x-2. B) = d> 
I<.q,.q<B 
Note that since H(x,, x2, B, A)= H(x2, x,, B, A) the sums S,,.,(B, A) 
have the symmetry property 
S,,,,(B> A) = S,,,,(B, A 1. (4.11) 
We obtain upper bounds for these sums in terms of the power moments of 
Theorem 1.4. 
LEMMA 4.1. For n k 2, and d, , d, 1 B we have 
B A A 
[d,, d,]‘&‘d, ’ (4’12) 
If A/d, < 1 and d, 2 d, then 
S,,,dB, A) 6 d;(A/B)” d*(d,, d2, B) (4.13) 
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ivhere 
#*(cd,, d,, B) = # {(x,, x2): 0 d-v,, x, < B und 
(x,,B)=d, and (x2,B)=dz)). (4.14) 
Proof: Using the notation (4.7) we define 
and note that 
(4.15) 
Substituting these in (4.6) we conclude that H(x,, x2, B, A) is exactly the 
number of solutions (a, k:, k:) to 
ax? = k,* (mod(B/d,)) for j=l,2, (4.16a) 
A 
lk,*I 6- 
4 
for j=l,2, (4.16b) 
O<a<B-1. (4.16~) 
We claim that 
ff(x,,xz;B,A)64 
B A A -- 4 Cd,,d23,d,,d2 , 
> 
(4.17) 
where A(mod(B/[d,, d2])) is defined by 
1=(x:)(x$)-’ (mod(B/Cd,,d21)). (4.18) 
Note that (4.15) implies that it is permissible to invert x; and that 
(A, B/Cd,, d2 1) = 1. To prove this claim we first observe that for any fixed 
(k;C, k:) the number of solutions (a, k:, k?) to (4.16) is at most d, because 
a (mod(B/d)) is uniquely determined by (4.16a) in view of (4.15) and 
(d,, dz)=d. Second we observe that (4.16) implies that 
ilk:=2ax:-ax:-k: (mod(B/[d,,d,])), 
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hence any (k:, k:) satisfying (4.16) must also be a solution of 
nk,* = k* (mod(B/[d,, d,])), (4.19a) 
lk,*I <A/d, for j= 1, 2, (4.19b) 
and by definition there are f(I, B/Cd,, d,], A/d,, A/d,) solutions (kf , kf ) 
to (4.19). The claim (4.17) follows immediately from these observations. 
Note that when d, = d, = 1 this argument actually shows that equality 
holds in (4.12), i.e., that 
Hb-,, x2, B, A)=f(A, B, A, A) (4.20) 
when d, = d2 = 1. Applying the inequality (4.17) as an upper bound for 
H(x,, x2, B, A)” in (4.10) we obtain 
X/,.&k A) 6 c B 
j.(mod(B/Cdl,dzl)) 
J>Ld,,d2,,d,,d2 
(i..lB/[dl,d2]))= 1 
(4.21) 
where Nll,,d2(lZ) counts the number of pairs (x,, x2) such that 
l<x,,x,<B 
x; = d,.u,+ for i=l,2, 
(x7, B/di) = 1 for i= 1, 2, 
I= (?c~)(x~))’ mod(B/[d,, d,])). 
We next obtain the bound 
(4.22a) 
(4.22b) 
(4.22~) 
(4.22d) 
(4.23) 
by observing there are at most o( B/cd,, d,]) solutions (2: ,%F ) 
(mod(B/[d,, dZ])) to (4.22d) satisfying (4.22c), and that (4.22a) and 
(4.22b) imply that 
B 
1 <x,* <d, for i=l,2, 
so that any pair (XT, xz ) must satisfy 
B 
+‘: =‘: +j, Cd,, d2] for O<j, <$, 
B 
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Using (4.23) in (4.21 ) yields 
. 
which is (4.12). 
Next suppose d, and n, are such that A/d, 6 1 and d, > d,. Then (4.17) 
gives 
and we may apply Lemma 3.1 to get 
Substituting this into (4.10) gives 
which is (4.13) since d[d,, d2] =d,dz. 1 
We will apply the bounds of Lemma 4.1 to bound D,(B, A) using (4.9). 
To do this, we first use the symmetry property (4.11) to obtain from (4.9) 
the inequality 
where 
DAB, A)fnD,*(B, A)+D,**(B, A) (4.24) 
and 
D:*(B, 4)=2 c S,,,,(B, A). (4.26) 
4.4 
4 I E. & I B 
dl > A 
We deal with these in turn. 
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For the first term D,*(B, A), we apply (4.12) to get 
-- 
11 .(4.27) 
Next we apply the bounds of Theorem 1.4 to the right side of (4.27). Now 
the condition d, d A implies A, = A/d, > 1 so that A, A,lB Z AZ/B and 
Theorem 1.4 implies that 
+R,* 
(4.28) 
Then (4.27) and (4.28) yield 
DX(B, A) < 2(c,* + 3”) U,( B, A) + 2c, I’,( B, A) (4.29) 
where 
and for n 3 3, 
V,,(B, A)= c dnp2d,d,# 
4 6 
dlB.dAB 
dl z d2 
and 
V,(B,A)= c 4 d, d2 (lX:4,) ‘* log 6). (4.32) 
d,lB:dzlB 
dl 3 dz 
Further combinatorial manipulation is required to simplify these sums, and 
we treat them in turn. 
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LEMMA 4.2. There is a positive constant c,, such that for all n 3 2, 
U,,( B, A) < co B’( A2/B)“. (4.33) 
Proqf: Since d, d?/[d,, d2] = d we may simplify (4.30) to 
U,(B, A) = (A’lB)” g(B) 
where 
It suffices to prove that 
g(B) d COB2 (4.34) 
for all B. To prove this, we observe that the arithmetical function g(B) is 
multiplicative. For B=pk a prime power we have 
Ep2k(l -P-k)2+2pk (‘;$‘)- 1 
=p2”+2pk-’ 
By multiplicativity we obtain (4.34), taking 
co=n (1 +4/p2). I 
P 
Next we bound V,,(B, A). 
LEMMA 4.3. We have 
I 3BA” for ~25, VA4 A) d 3d(B) BA” for n = 3, 4, 3d(B) BA2 log A for n=2. 
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Proof For n 2 3 we may rewrite the expression (4.31) as 
where d = (d,, d,). We simplify this expression by summing over 
d* = [d,, d,] to obtain 
(4.35) 
where 
Q;(d*)= 1 
d,.h 
[d,&=d* 
4 > dz 
Now we bound the functions Qz(d*) from above as follows: We have 
d; I d’ d; I d*ld; 
d; s d; 
df Id* d; I d-/d; 
=cFe (e)Y’* ( C 1) 
d;.d; 
d; d; = P 
= ‘$ d(e) epm12. 
, * 
For rn 2 3 this gives the constant upper bound 
Qz(d*) 6 f d(e) epmi2 = [[(m/2)]*. 
e=l 
Substituting this bound in (4.35) and using the identity 
we obtain for n > 5 that 
(4.36) 
(4.37) 
(4.38) 
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For m = I,2 the inequality (4.36) gives the upper bound 
QX(e) G We) 
using the fact that d(e)/,!;; < 2 for ail e. Substituting this bound in (4.35) 
yields for II = 3, 4 that 
VJB, A) G 2Bd(B) A”, (4.39) 
after using (4.37). 
Finally for n = 2 the definition (4.32) implies that 
V,(B, A) < A2 log dV(B) (4.40) 
where 
This function is multiplicative, and a calculation for B = pk a prime power 
yields 
rl(pk)=pk+2 i pk ’ 
f=; f 
< 
i 
2Pk for ~33, 
3p” for p=2, 
from which it follows that 
Substituting this bound in (4.40) yields 
V2( B, A) < 3Bd( B) AZ log A. (4.41) 
The lemma follows from (4.38), (4.39), and (4.41) after noting 3 > i(s). 1 
Combining the results of Lemmas 4.2 and 4.3 in (4.29), we have 
for nB5, 
for n = 3, 4, 
for n=2. 
(4.42 ) 
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It remains to bound D,**(B, d ). We apply (4.13) of Lemma 4.1 to the 
right side of (4.26) to get 
D,**(B, A) d 2 c d;(d/B)‘)b*(d,, dZ, B) (4.43) 
4 b d2 
QB.hlB 
d, > A 
G&4/W 1 4 c d*(d,, 4, B) . ( > (4.44) 4 I B & I B 
Using the definition 
~*(d,,d,,B)=#{(x,,x~):O6x,,x2,<Bwith(X1,B)=d,,(x2,B)=d2} 
we have 
dTB 4*(d,, 4, B) f B2/4 
2 
Substituting this in (4.44) yields 
D,**(B, A)<2B2(A/B)“(;Bd;l). 
Now we evaluate 
and then obtain 
D,**(B,A)d 2[(n - 1) BA” 
if nb3, 
2d( B) BA2 if n = 2. 
Combining this bound with the bound (4.42) for D,*(B, A) and with (4.24) 
completes the proof of Theorem 1.3. 1 
Now we show that Theorem 1.3 is best possible when B is a prime p and 
A > 2 by showing that 
c Na, A)’ 9 p2(A2/p)” +pA” 
aE S”(P) 
n 
holds in this case. We have 
(4.45) 
c N(a, A)* 3 2D,(p, A) (4.46) 
aES.(p) 
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using (4.1 ). Now using the definition (4.2) we have 
using the fact that (4.5) has H(x,, .x2, p, A)” solutions and the only solution 
among these with g.c.d. (a ,,..., an,p)> 1 is (a ,,..., a,)= (0, 0 ,..., 0). Then 
using (4.20) we get 
Dn(p,A)ai 1 (P-l)Cf(~,p,A,A)“-11 
4modp) 2. + I 
(4.48) 
since for each A (mod p) there are p - 1 pairs (x1, x2) with 1 =x,.x,’ 
(mod p) with 1 <x1, x2 <p, and A = 1 is excluded by the condition x1 #x2 
in (4.47). Since 
,mTdp, (f(n, PY A, A)” - 1) B t(M,(p, A, A) - T(p, A, A) -f(l, p, A, A)“), 
Ifl 
we obtain from (4.48) that 
D,(P> A)~~~(P)(M,(P;A, A)- T(P, A, A)-f(l,p, A, A)“). (4.49) 
Next we note that for A 2 2 we have 
M,(P,A,A)-T(p,A,A)-f(l,p,A, A)“af(2,p,A, A)“32-“A” (4.50) 
for p an odd prime. Using f( 1, p, A, A) < 24 + 1 with (3.4) we get 
M,(p; A, A)- T(p, A, A)-f(l,p, A, A)‘%-p*(A*/p)“-3”A”. (4.51) 
Finally (4.49t(4.51) imply that 
DAB, A) % P MAWA”, p(A*/p)“) n 
‘i: PA” + P~(A*/P)“. (4.52) 
Combining this with (4.46) implies (4.45) as required. 
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5. BOUNDING THE TAIL OF A CONDITIONAL PROBABILITY DISTRIBUTION 
Proof of Theorem 1.5. We study the conditional probabilities 
pk(B, A, n)=Prob{a~S,(B) has N(a, d)>klN(a, A)> lf. 
We use the following elementary lemma. 
LEMMA 5.1. Let q be a real-valued random variable with finite mean and 
variance, and suppose that there is a positive constant 0 such that 
mcl G 8 I av1 I* (5.1) 
Then 
ProoJ Now 
ProbCltll ak] d (O/k)2. 
~l~C11113~Cr121~(EC~])2 
so that lE[q]l GO. Hence 
kZ Probtlql2 kl < E[$] G 0 /.E[~]I 6 o*. [ 
(5.2) 
We apply Lemma 5.1 to the discrete random variable q = N(a, d) restric- 
ted to the subset 
S,*(B)= (aES,(B):N(a,d)~l} 
of S,(B), with the uniform probability measure on S,*(B). Let Prob* 
denote this probability measure, and observe that 
p,(B,d,n)=Prob*{q~k}. (5.3) 
Now we have 
ECrll = I~W)I -I ( c H(w) 
aE S”(A) 
a?‘1 = IZVN -’ ( c Nu, 42). 
atS”(B) 
so that 
(5.4) 
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Now for FI 3 2 and A 3 cn,, d(B) for a sufficiently large positive c’,,, ,
Theorem I. 1 gives 
1 N(a, A) 3 c,,~BA” (5.5 
at&(B) 
for some positive constant c,,.~. Next for n 3 5 and A 6 B’ I”’ Theorem 1.3 
gives 
& Na, A 1’ G c,,,BA”. (5.6) 
n 
for some positive constant c,,~. Also for n = 3 or 4 and B prime, for 
A < B’ ~ ‘In Theorem 1.3 gives (5.6) also. Now applying (5.6) and (5.5) in 
(5.4) gives 
Theorem 1.5 follows from Lemma 5.1 on choosing 0 = c,,~/c,,~ and 
c,**=MAX(r,,,,02). 1 
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