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The Lp Dirichlet Problem for the Stokes System on
Lipschitz Domains
Joel Kilty∗
Abstract
We study the Lp Dirichlet problem for the Stokes system on Lipschitz domains. For any
fixed p > 2, we show that a reverse Ho¨lder condition with exponent p is sufficient for
the solvability of the Dirichlet problem with boundary data in LpN (∂Ω,R
d). Then we
obtain a much simpler condition which implies the reverse Ho¨lder condition. Finally, we
establish the solvability of the Lp Dirichlet problem for d ≥ 4 and 2−ε < p < 2(d−1)d−3 +ε.
MSC (2000): 35Q30.
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1 Introduction
Let Ω be a bounded Lipschitz domain in Rd, d ≥ 4, with connected boundary, and let N be
the outward unit normal to ∂Ω. Then, set
LpN(∂Ω,R
d) =
{
~g ∈ Lp(∂Ω,Rd) :
∫
∂Ω
~g ·N dσ = 0
}
.
In this paper we are interested in studying the Lp Dirichlet problem for the Stokes system:

∆~u = ∇p in Ω,
div~u = 0 in Ω,
~u = ~f ∈ Lp(∂Ω,Rd) on ∂Ω,
(~u)∗ ∈ Lp(∂Ω),
(1)
where (~u)∗ is the non-tangential maximal function of ~u and the boundary values are taken
in the sense of non-tangential convergence. Note that using the divergence theorem we have
the following necessary condition on the boundary data ~f :∫
∂Ω
~f ·N dσ =
∫
∂Ω
~u ·N dσ =
∫
Ω
div ~u dx = 0,
∗The author is supported in part by the NSF (DMS-0500257).
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i.e. ~f ∈ LpN(∂Ω,Rd). We say that the Lp Dirichlet problem (1) on Ω is uniquely solvable if
given any ~f ∈ LpN (∂Ω,Rd), there exists a unique function ~u and a unique function p, up to
constants, satisfying (1) where ~u = ~f in the sense of non-tangential convergence, i.e.
lim
x→Q
x∈Γ(Q)
~u(x) = ~f(Q) for a.e. Q ∈ ∂Ω.
Here Γ(Q) = {x ∈ Ω : |x−Q| < 2dist(x, ∂Ω)}. Moreover, the solution ~u satisfies ‖(~u)∗‖Lp(∂Ω,Rd) ≤
C‖~f‖Lp(∂Ω,Rd), where C is independent of the boundary data ~f .
Since Ω is a bounded Lipschitz domain there exists r0 > 0 such that for each point
P ∈ ∂Ω there is a new coordinate system of Rd obtained from the standard Euclidean
coordinate system through translation and rotation so that P = (0, 0) and
B(P, r0) ∩ Ω = B(P, r0) ∩
{
(x′, xd) ∈ Rd : x′ ∈ Rd−1 and xd > ψ(x′)
}
,
where ψ : Rd−1 → R is a Lipschitz function and ψ(0) = 0. Throughout the paper we let
∆(Q, r) = B(Q, r) ∩ ∂Ω,
T (Q, r) = B(Q, r) ∩ Ω,
Ir = {(x′, ψ(x′)) ∈ Rd−1 × R : |x1| < r, . . . |xd−1| < r},
Zr = {(x′, xd) : |x1| < r, . . . , |xd−1| < r, ψ(x′) < xd < C ′r},
where Q ∈ ∂Ω, 0 < r < r0, and C ′ = 1 + 10
√
d‖∇ψ‖∞ > 0 is chosen so that Zr is a
star-shaped Lipschitz domain with Lipschitz constant independent of r.
The main results of this paper are as follows:
Theorem 1.1. Let Ω be a bounded Lipschitz domain with connected boundary in Rd, d ≥ 4,
and p > 2. If there exists C > 0 such that for any Q ∈ ∂Ω and 0 < r < r0, the reverse
Ho¨lder condition,
(
1
|∆(Q, r)|
∫
∆(Q,r)
|(~u)∗|p dσ
)1/p
≤ C
(
1
|∆(Q, 2r)|
∫
∆(Q,2r)
|(~u)∗|2 dσ
)1/2
, (2)
holds for any solution ~u of the Stokes system (1) in Ω with the properties that (~u)∗ ∈ L2(∂Ω)
and ~u = 0 on ∆(Q, 3r), then the Lp Dirichlet problem for the Stokes system (1) on Ω is
uniquely solvable.
It should be noted that nowhere in the proof of Theorem 1.1 is the condition d ≥ 4 used.
In the case d = 2, 3 the reverse Ho¨lder Condition (2) can be established for 2− ε < p <∞,
providing another proof of the solvability of the Lp Dirichlet problem for d = 2, 3 and
2− ε < p <∞.
Next we establish a simpler condition which implies the reverse Ho¨lder condition given
by estimate (2) using the square function estimates as well as the regularity estimate. This
condition is given by the following theorem.
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Theorem 1.2. Let Ω be a bounded Lipschitz domain with connected boundary in Rd, d ≥ 4.
Suppose that there exists a constant C1 > 0 and λ ∈ (0, d] such that for 0 < r < R < r0 and
Q ∈ ∂Ω, ∫
T (Q,r)
|~u|2 dx ≤ C1
( r
R
)λ ∫
T (Q,R)
|~u|2 dx, (3)
whenever ~u is a solution of the Stokes system (1) in Ω with the properties that (~u)∗ ∈ L2(∂Ω)
and ~u = 0 on ∆(Q,R). Then, if
2 < p < 2 +
4
d− λ,
the Lp Dirichlet problem (1) is uniquely solvable.
Finally, we establish condition (3) given in Theorem 1.2 to prove the following corollary.
Corollary 1.3. Let Ω be a bounded Lipschitz domain in Rd, d ≥ 4, with connected boundary.
Then there exists ε > 0, depending only on the Lipschitz character of Ω such that, given
~f ∈ LpN (∂Ω,Rd) with 2− ε < p < 2(d−1)d−3 + ε, the Dirichlet problem for the Stokes system (1)
has a unique solution, and the solution satisfies the estimate ‖(~u)∗‖p ≤ C‖~f‖p.
For Lipschitz domains, the boundary value problems for Laplace’s equation with bound-
ary data in Lp are now well understood. In the late 1970’s, Dahlberg [3, 4] showed that the
Dirichlet problem is uniquely solvable for 2 − ε < p ≤ ∞ where ε depends on d and the
Lipschitz character of Ω. Jerison and Kenig [14] were then able to solve the L2 Neumann
problem. It should be noted that in 1984, Verchota [22] established these same results by
extending the method of layer potentials to Lipschitz domains using the celebrated theorem
of Coifman, McIntosh, and Meyer [2] on the L2 boundedness of Cauchy integrals on Lipschitz
curves. Dahlberg and Kenig [5] were then able to show that the Lp Neumann problem is
uniquely solvable for 1 < p < 2 + ε.
The method of layer potentials was also used to solve the L2 Dirichlet problem for second
order elliptic systems on Lipschitz domains for d ≥ 3 [9, 10, 11, 12] as well as the L2 Dirichlet,
Neumann, and regularity problems for the Stokes system [11]. For d = 2, 3, Dahlberg and
Kenig [6] were able to show in 1990 that the Lp Dirichlet problem for elliptic systems is
uniquely solvable for 2−ε < p ≤ ∞ and the Lp Neumann problem is solvable for 1 < p < 2+ε.
Then, in 1995, Shen [16] was able to establish the solvability of the L∞ Dirichlet problem
for the Stokes system when d = 3 by establishing certain decay estimates on the Green’s
functions thus showing that when d = 3, the Dirichlet problem is solvable for 2−ε < p ≤ ∞.
In 2005, Shen [17] was able to show that for d ≥ 4 the Lp Dirichlet problem for elliptic
systems was solvable for 2− ε < p < 2(d−1)
d−3
+ ε. Also, in 2006, he established the solvability
of the Lp Neumann problem for elliptic systems for p in the range 2(d−1)
d+1
− ε < p < 2 + ε
for d ≥ 4 [20]. The method used by Shen relies on the solvability of the L2 problem and
certain reverse Ho¨lder inequalities. It is noted that these methods have also been applied to
the biharmonic equation [8, 15, 17, 19, 23].
In this paper, we use the following real variable argument proved by Shen in [20] to
establish a sufficient condition for the solvability of the Lp Dirichlet problem for the Stokes
system when d ≥ 4 and p > 2.
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Theorem 1.4. Let S =
{
(x′, ψ(x′)) : x′ ∈ Rd−1} be a Lipschitz graph in Rd. Let Q0 be a
surface cube in S and F ∈ L2(2Q0). Let p > 2 and g ∈ Lq(2Q0) for some 2 < q < p.
Suppose that for each dyadic subcube Q of Q0 with |Q| ≤ β|Q0|, there exists two integrable
functions FQ and RQ on 2Q such that |F | ≤ |FQ|+ |RQ| on 2Q, and
(
1
|2Q|
∫
2Q
|RQ|p dσ
)1/p
≤
C1
{(
1
|αQ|
∫
αQ
|F |2 dσ
)1/2
+ sup
Q′⊃Q
(
1
|Q′|
∫
Q′
|g|2 dσ
)1/2}
,
(
1
|2Q|
∫
2Q
|FQ|2 dσ
)1/2
≤ C2 sup
Q′⊃Q
(
1
|Q′|
∫
Q′
|g|2 dσ
)1/2
,
where C1, C2 > 0 and 0 < β < 1 < α. Then,
(
1
|Q0|
∫
Q0
|F |q dσ
)1/q
≤
C3
{(
1
|2Q0|
∫
2Q0
|F |2 dσ
)1/2
+
(
1
|2Q0|
∫
2Q0
|g|q dσ
)1/q}
, (4)
where C3 depends only on d, p, q, C1, C2, α, β, and ‖∇ψ‖∞.
We will then show that the condition given by estimate (3) implies the reverse Ho¨lder con-
dition. Finally, condition (3) will be established for some λ > 3 to show that the Dirichlet
problem is uniquely solvable for p in the range 2− ε < p < 2(d−1)
d−3
+ ε. The proof will closely
follow the argument used by Shen in [18].
The paper is organized as follows: Theorem 1.1 will be proved in section 2 and Theorem
1.2 will be proved in section 3. Finally, Corollary 1.3 will be proved in section 4.
In preparation of this paper, the author learned of the work of Matt Wright and Marius
Mitrea [24] on the transmission problem for the Stokes system. As a corollary of their work
they obtain a proof of Corollary 1.3. The proof provided in this paper is a more direct
approach to the problem. Finally, the author would like to acknowledge Zhongwei Shen for
many very helpful conversations.
2 A Sufficient Condition
The goal of this section is to prove Theorem 1.1 which establishes a sufficient condition for
the solvability of the Lp Dirichlet problem when p > 2 and d ≥ 4.
Proof. (of Theorem 1.1)
First, note that the uniqueness for p > 2 follows from the uniqueness for p = 2. Let
~f ∈ LpN(∂Ω,Rd) and let ~u be the solution of the L2 Dirichlet problem with data ~f . We’ll
show that if p > 2, then
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(
1
sd−1
∫
B(P,s)∩∂Ω
|(~u)∗|p dσ
)1/p
≤ C
(
1
sd−1
∫
B(P,cs)∩∂Ω
|(~u)∗|2 dσ
)1/2
+C
(
1
sd−1
∫
B(P,cs)∩∂Ω
|~f |p dσ
)1/p
, (5)
for any P ∈ ∂Ω and 0 < s ≤ cr0. Then, by covering ∂Ω with a finite number of balls of
radius cr0, estimate (5) implies that
‖(~u)∗‖p ≤ Cp
(
|∂Ω| 1p− 12‖(~u)∗‖2 + ‖~f‖p
)
≤ Cp
(
|∂Ω| 1p− 12‖~f‖2 + ‖~f‖p
)
≤ Cp‖~f‖p.
Here we used the fact that ~u is the solution of the L2 Dirichlet problem with data ~f and
Ho¨lder’s inequality. It remains to establish estimate (5); its proof relies on Theorem 1.4.
Fix Q ∈ ∂Ω and 0 < r < r0. By rotation and translation we may assume that Q = 0 and
B(0, cr0) ∩ Ω = B(0, cr0) ∩ {(x′, xd) ∈ Rd : xd > ψ(x′)},
B(0, cr0) ∩ ∂Ω = B(0, cr0) ∩ {(x′, ψ(x′)) : x′ ∈ Rd−1},
where ψ is a Lipschitz function on Rd−1.
Consider the surface cube Ir. Write ~u = ~u1+~u2 where ~u1 is a solution to the L
2 Dirichlet
problem with boundary data
~f1 =
{
~f on I8r
β~α on ∂Ω\I8r,
where ~α ∈ C∞(Rd,Rd) is chosen so that |~α| ≤ C0 and ~α · N ≥ C1 > 0 (such a vector field
has been shown to exist; for example, see the work of Verchota in [22]). Here β is a constant
depending on ~f chosen so that ~f1 ∈ L2N (∂Ω,Rd), i.e.
β = −
∫
I8r
~f ·N dσ∫
∂Ω\I8r
~α ·N dσ. (6)
Next, we verify the conditions of the real variable argument in Theorem 1.4. Let
F = |(~u)∗|,
g = |~f |,
FQ = 2|(~u1)∗|,
RQ = 2|(~u2)∗|.
5
Now, using the L2 estimates for the Dirichlet problem we obtain
1
|I2r|
∫
I2r
|FQ|2 dσ ≤ C|I2r|
∫
∂Ω
|(~u1)∗|2 dσ
≤ C|I2r|
∫
∂Ω
|~f1|2 dσ
≤ C|I8r|
∫
I8r
|~f |2 dσ + C|β|
2
|I8r|
∫
∂Ω\I8r
|~α|2 dσ
≤ C|I8r|
∫
I8r
|~f |2 dσ + C |∂Ω\I8r||I8r| |β|
2
≤ C|I8r|
∫
I8r
|~f |2 dσ + C |∂Ω\I8r||I8r|
|I8r|
∫
I8r
|~f |2 dσ∣∣∣∫∂Ω\I8r ~α ·N dσ
∣∣∣2
≤ C|I8r|
∫
I8r
|~f |2 dσ + C|∂Ω\I8r|
∫
I8r
|~f |2 dσ
≤ C|I8r|
∫
I8r
|~f |2 dσ ≤ C sup
Q′⊃Ir
1
|Q′|
∫
Q′
|g|2 dσ.
Note that ~u2 is a solution with (~u2)
∗ ∈ L2(∂Ω) and ~u2 = 0 on I8r. Then, using the reverse
Ho¨lder Inequality (2) and the same estimates on ~u1 as above, we obtain
(
1
|I2r|
∫
I2r
|RQ|p dσ
)1/p
≤
(
C
|I2r|
∫
I2r
|(~u2)∗|p dσ
)1/p
≤ C
(
1
|I4r|
∫
I4r
|(~u2)∗|2 dσ
)1/2
≤ C
(
1
|I4r|
∫
I4r
|(~u)∗|2 dσ
)1/2
+ C
(
1
|I4r|
∫
I4r
|(~u1)∗|2 dσ
)1/2
≤ C
(
1
|I4r|
∫
I4r
|F |2 dσ
)1/2
+ C sup
Q′⊃Ir
(
1
|Q′|
∫
|Q′|
|g|2 dσ
)1/2
. (7)
Thus, both conditions of Theorem 1.4 are satisfied and estimate (5) is proven. Therefore,
the solvability of the Lp Dirichlet problem has been established.
Remark. In establishing estimate (7), the reverse Ho¨lder condition was applied to a surface
cube but was stated in Theorem 1.1 for surface balls. The reverse Ho¨lder inequality for
surface cubes can be obtained from that for surface balls by subdividing the surface cube
into a finite number of smaller cubes that are contained in slightly larger surface balls. This
estimate can be made in such a way that the constant still depends only on the Lipschitz
character of Ω.
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3 A Simpler and Stronger Sufficient Condition
We begin this section by recalling a few known results. The following Caccioppoli’s inequality
is contained in Theorem 2.2 of [13].
Lemma 3.1 (Caccioppoli’s Inequality). Let x0 ∈ Ω and r > 0 be small. Assume that (~u, p)
is a solution of the Stokes system (1) in T (x0, 3r) such that ~u = 0 on ∆(x0, 3r). Then,∫
T (x0,r)
|∇~u|2 dx ≤ C
r2
∫
T (x0,2r)
|~u|2 dx. (8)
Then, Lemma 3.1 and standard arguments can be used to prove the following lemma.
Lemma 3.2 (Higher Integrability). Under the same assumptions as in Lemma 3.1 we have
(
1
rd
∫
T (x0,r)
|∇~u|q dx
)1/q
≤ C
(
1
rd
∫
T (x0,2r)
|∇~u|2 dx
)1/2
, (9)
where q > 2 depends only on the Lipschitz character of Ω.
Finally, we recall the interior estimates for the Stokes system.
Lemma 3.3 (Interior Estimates). Let ~u be a solution of the Stokes System (1) in Ω. Suppose
that B(x, r) ⊂ Ω. Then,
|Dα~u(x)| ≤ Cα
rd+|α|
∫
B(x,r)
|~u(y)| dy,
for any multi-index α, where Cα depends only on |α| and d.
We will also need to use the square function estimates. Recall that the square function
S(w) is defined by
S(w)(Q) =
(∫
Γ(Q)
|∇w(x)|2
|x−Q|d−2 dx
)1/2
, (10)
for Q ∈ ∂Ω. We also define
S˜(w)(Q) =
(∫
Γ(Q)
|∇2w(x)|2
|x−Q|d−4 dx
)1/2
, (11)
for Q ∈ ∂Ω. The following square function estimates for solutions of the Stokes system (1)
established in [1, 7] will be needed:
‖S(~u)‖Lp(∂Ω) ≤ C‖(~u)∗‖Lp(∂Ω), (12)
‖(~u)∗‖Lp(∂Ω) ≤ C ‖S(~u)‖Lp(∂Ω) + C|~u(P0)||∂Ω|1/p, (13)
where 0 < p < ∞, P0 ∈ Ω, and C depends on the Lipschitz character of Ω. Then, using
Lemma 2 on page 216 of [21] along with the square function estimate (13) we get that
‖(~u)∗‖Lp(∂Ω) ≤ C‖S˜(~u)‖Lp(∂Ω) + C|∂Ω|
1
p
− 1
2‖(~u)∗‖L2(∂Ω). (14)
The following lemma found in [18] is stated and proved here for the sake of completeness.
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Lemma 3.4. Let p > 2. Then for any γ ∈ (0, 1) and w ∈ C2(Ω) we have∫
∂Ω
|S˜(w)|p dσ ≤ Cγ{diam(Ω)}γ
∫
Ω
|∇2w(x)|p[δ(x)]2p−1−γ dx, (15)
where δ(x) = dist(x, ∂Ω).
Proof. We begin by re-writing S˜(w) in the following manner
S˜(w)(Q) =
(∫
Γ(Q)
|∇2w(x)|2
|x−Q| 2(d+γ)p −4
· dx
|x−Q| (p−2)d−2γp
)1/2
.
Then, using Ho¨lder’s inequality we obtain
S˜(w)(Q) ≤ C
(∫
Γ(Q)
|∇2w(x)|p
|x−Q|d+γ−2p dx
)1/p(∫
Γ(Q)
dx
|x−Q|d− 2γp−2
)p−2
2p
≤ C
(∫
Γ(Q)
|∇2w(x)|p
|x−Q|d+γ−2p dx
)1/p(∫ diam(Ω)
0
t
2γ
p−2
−1 dt
)p−2
2p
≤ C{diam(Ω)}γ/p
(∫
Γ(Q)
|∇2w(x)|p
|x−Q|d+γ−2p dx
)1/p
.
Finally, integrating |S˜(w)(Q)|p over ∂Ω we obtain
∫
∂Ω
|S˜(w)(Q)|p dσ ≤ C{diam(Ω)}γ
∫
∂Ω
∫
Γ(Q)
|∇2w(x)|p
|x−Q|d+γ−2p dx dσ
≤ C{diam(Ω)}γ
∫
Ω
|∇2w(x)|p[δ(x)]2p−γ−1 dx.
Lemma 3.5. Let p > 2. Suppose that ∆~u = ∇p and div(~u) = 0 in Ω. Then, for any
γ ∈ (0, 1)
∫
∂Ω
|(~u)∗|p dσ ≤ C|∂Ω|1− p2
(∫
∂Ω
|(~u)∗|2 dσ
)p/2
+Cγ{diam(Ω)}γ sup
x∈Ω
|∇2~u|p−2[δ(x)]2p−2−γ
∫
∂Ω
|(∇~u)∗|2 dσ.
Proof. Using Lemma 3.4 as well as the square function estimate (12) we obtain
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∫
∂Ω
|S˜(~u)|p dσ ≤ Cγ{diam(Ω)}γ
∫
Ω
|∇2~u|p[δ(x)]2p−1−γ dx
≤ Cγ{diam(Ω)}γ sup
x∈Ω
|∇2~u|p−2[δ(x)]2p−2−γ
∫
Ω
|∇2~u|2δ(x) dx
≤ Cγ{diam(Ω)}γ sup
x∈Ω
|∇2~u|p−2[δ(x)]2p−2−γ
∫
∂Ω
|(∇~u)∗|2 dσ.
Combining this with estimate (14) we obtain
∫
∂Ω
|(~u)∗|p dσ ≤ C
∫
∂Ω
|S˜(~u)|p dσ + C|∂Ω|1− p2
(∫
∂Ω
|(~u)∗|2 dσ
)p/2
≤ C|∂Ω|1− p2
(∫
∂Ω
|(~u)∗|2 dσ
)p/2
+Cγ{diam(Ω)}γ sup
x∈Ω
|∇2~u|p−2[δ(x)]2p−2−γ
∫
∂Ω
|(∇~u)∗|2 dσ.
Proof. (of Theorem 1.2)
Fix ∆(Q0, r) with Q0 ∈ ∂Ω and 0 < r < r0. Let ~u be a solution of the Stokes system
(1) in Ω with the properties (~u)∗ ∈ L2(∂Ω) and ~u = 0 on ∆(Q0, 3r). Now, using the
assumption given by estimate (3), Caccioppoli’s inequality, and the interior estimates, for
any x ∈ T (Q0, r) we obtain
[δ(x)]2|∇2~u(x)| ≤ C[δ(x)]2
(
1
[δ(x)]d
∫
B(x,cδ(x))
|∇2~u(y)|2 dy
)1/2
≤ C
[δ(x)]d/2
(∫
T (Q0,c˜δ(x))
|~u(y)|2 dy
)1/2
≤ C
[δ(x)]d/2
{(
δ(x)
r
)λ ∫
T (Q0,2r)
|~u(y)|2 dy
}1/2
= C
(
δ(x)
r
)λ−d
2
(
1
rd
∫
T (Q0,2r)
|~u(y)|2 dy
)1/2
.
Thus, for x ∈ T (Q0, r) we have
|∇2~u(x)| ≤ C
[δ(x)]2
(
δ(x)
r
)λ−d
2
(
1
rd
∫
T (Q0,2r)
|~u(y)|2 dy
)1/2
. (16)
By rotation and translation we may assume that Q0 = 0 and r0 = r0(Ω, d) > 0 is small
enough so that
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B(0, C0r0) ∩ Ω = B(0, C0r0) ∩ {(x′, xd) ∈ Rd−1 × R : xd > ψ(x′)},
B(0, C0r0) ∩ ∂Ω = B(0, C0r0) ∩ {(x′, ψ(x′)) : x′ ∈ Rd−1},
where ψ is a Lipschitz function on Rd−1 and ψ(0) = 0. For ρ ∈ (1, 4) we also define
Iρr = {(x′, ψ(x′)) : |x′| < ρC2r},
Zρr = {(x′, xd) : |x′| < ρC2r, ψ(x′) < xd < ψ(x′) + ρC2r},
where C2 = C2(d, ‖∇ψ‖∞) > 0 is small enough that I3r ⊂ ∆(0, r) and Z3r ⊂ B(0, r) ∩ Ω.
Let M1 and M2 be defined as follows:
M1(~u)(Q) = sup{|~u(x)| : x ∈ Γ(Q), |x−Q| < C0r},
M2(~u)(Q) = sup{|~u(x)| : x ∈ Γ(Q), |x−Q| ≥ C0r}.
We begin by estimating M2(~u). Using the interior estimates we obtain
|~u(x)| ≤ C|B(x, cr)|
∫
B(x,cr)
|~u| dy
≤ C
(
1
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
)1/2
,
for x ∈ Γ(Q) such that |x−Q| ≥ cr. This implies that
(
1
rd−1
∫
Ir
|M2(~u)|p dσ
)1/p
≤ C
(
1
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
)1/2
. (17)
Next we estimate M1(~u) on Ir which is much more involved. Applying Lemma 3.5 to ~u
on the Lipschitz domain Zρr for ρ ∈ (32 , 2) we obtain
1
rd−1
∫
Ir
|M1(~u)|p dσ ≤ 1
rd−1
∫
∂Zρr
|(~u)∗ρ|p dσ
≤ C
(
1
rd−1
∫
∂Zρr
|(~u)∗ρ|2 dσ
)p/2
(18)
+Cγr
γ sup
x∈Zρr
|∇2~u(x)|p−2[δρ(x)]2p−2−γ 1
rd−1
∫
∂Zρr
|(∇~u)∗ρ|2 dσ,
where δρ(x) = dist(x, ∂Zρr) and (∇~u)∗ρ is the non-tangential maximal function of ∇~u with
respect to the domain Zρr. Now, using the L
2 regularity estimate established by Fabes,
Kenig, and Verchota in [11] and the fact that ~u = 0 on ∆(0, 3r) we obtain
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∫
∂Zρr
|(∇~u)∗ρ|2 dσ ≤ C
∫
∂Zρr
|∇t~u|2 dσ
≤ C
∫
Ω∩∂Zρr
|∇t~u|2 dσ ≤ C
∫
Ω∩∂Zρr
|∇~u|2 dσ. (19)
Note that when x ∈ Zρr we have δρ(x) ≤ δ(x) ≤ Cr. Also note that the condition
p < 2 +
4
d− λ
implies that
λ− d
2
(p− 2) + 2 > 0.
Thus, we may choose γ > 0 so small that
λ− d
2
(p− 2) + 2− γ > 0.
Thus, using estimate (16) we have that
rγ sup
x∈Zρr
|∇2~u(x)|p−2[δρ(x)]2p−2−γ
≤ Crγ sup
x∈Zρr
[δρ(x)]
2p−2−γ
[δρ(x)]2(p−2)
(
δρ(x)
r
)λ−d
2
(p−2)(
1
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
) p−2
2
≤ Crγ sup
x∈Zρr
[δρ(x)]
2−γ
(
1
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
) p−2
2
(20)
≤ Cr2
(
1
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
) p−2
2
.
Combining estimates (18),(19), and (20) we obtain
(
1
rd−1
∫
Ir
|M1(~u)|p dσ
)2/p
≤ C
rd−1
∫
Ω∩∂Zρr
|~u|2 dσ
+C
(
1
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
) p−2
p
(
1
rd−3
∫
Ω∩∂Zρr
|∇~u|2 dσ
)2/p
.
Now, using Young’s inequality we get that
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(
1
rd−1
∫
Ir
|M1(~u)|p dσ
)2/p
≤ C
rd−1
∫
Ω∩∂Zρr
|~u|2 dσ + C
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ
+
C
rd−3
∫
Ω∩∂Zρr
|∇~u|2 dσ.
Integrating the above inequality in ρ ∈ (3
2
, 2) and using the Caccioppoli inequality we
obtain
(
1
rd−1
∫
Ir
|M1(~u)|p dσ
)2/p
≤ C
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ + C
rd
∫
Z2r
|~u|2 dx
+
C
rd−2
∫
Z2r
|∇~u|2 dx
≤ C
rd−1
∫
∆(0,2r)
|(~u)∗|2 dσ + C
rd
∫
Z4r
|~u|2 dx
≤ C
rd−1
∫
∆(0,4r)
|(~u)∗|2 dσ.
Thus, a simple covering argument gives that(
1
rd−1
∫
∆(0,r)
|(~u)∗|p dσ
)1/p
≤ C
(
1
rd−1
∫
∆(0,4r)
|(~u)∗|2 dσ
)1/2
.
Thus, by Theorem 1.1 this implies the solvability of the Lp Dirichlet problem on Ω for
2 < p < 2 +
4
d− λ.
4 Solvability of the Lp Dirichlet Problem
We conclude with the proof of Corollary 1.3. To prove the corollary we show that condition
(3) is satisfied for some λ > 3.
Proof. (of Corollary 1.3) Let ~u be a solution of the Stokes system (1) with the properties
(~u)∗ ∈ L2(∂Ω) and ~u = 0 on ∆(Q0, R). By rotation and translation we may assume that
Q0 = 0 and use the notation in Theorem 1.2. Let 0 < r < R/8. Note that
|~u(x)| = |~u(x)− ~u(Q)|
≤
∫ cδ(x)
0
|∇~u| dxd
≤ Cδ(x)|(∇~u)∗ρ|
≤ Cr|(∇~u)∗ρ(Q)|,
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where x = (Q, xd) ∈ Zr and (∇~u)∗ρ is the non-tangential maximal function of∇~u with respect
to the Lipschitz domain ZρR for ρ ∈ (18 , 14). Thus,
∫
Zr
|~u|2 dx ≤ C
∫
Ir
∫ cr
0
r2|(∇~u)∗ρ|2 dxddσ
≤ Cr3
∫
Ir
|(∇~u)∗ρ|2 dσ
≤ Cr3+(d−1)(1− 2q )
(∫
IρR
|(∇~u)∗ρ|q dσ
)2/q
,
where ρ ∈ (1
8
, 1
4
) and q > 2. Now, we choose q > 2 so that the regularity estimate holds
uniformly on the Lipschitz domain ZρR for ρ ∈ (18 , 14). Then,
(∫
Zr
|~u|2 dx
)q/2
≤ Cr 3q2 +(d−1)( q2−1)
∫
∂ZρR
|(∇~u)∗ρ|q dσ
≤ Cr 3q2 +(d−1)( q2−1)
∫
∂ZρR
|∇t~u|q dσ
≤ Cr 3q2 +(d−1)( q2−1)
∫
Ω∩∂ZρR
|∇~u|q dσ.
Next, we integrate both sides of the above inequality in ρ ∈ (1
8
, 1
4
) to obtain
(∫
Zr
|~u|2 dx
)q/2
≤ Cr 3q2 +(d−1)( q2−1) 1
R
∫
ZR
4
|∇~u|q dx. (21)
Then, using Lemma 3.2 on the higher integrability and Caccioppoli’s inequality we obtain
∫
Zr
|~u|2 dx ≤ Cr3+(d−1)(1− 2q )R
2d/q
R2/q

 1
Rd
∫
ZR
4
|∇~u|q dx


2/q
≤ Cr3+(d−1)(1− 2q )R(d−1)( 2q ) 1
Rd+2
∫
ZR
|~u|2 dx
≤ C
( r
R
)3+(d−1)(1− 2
q
)
∫
ZR
|~u|2 dx.
Thus, condition (3) holds for λ = 3 + (d− 1)(1− 2
q
) > 3. Note that
2 +
4
d− λ = 2 +
4
d− 3− (d− 1)(1− 2
q
)
≥ 2 + 4
d− 3 =
2(d− 1)
d− 3 .
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Thus, the Lp Dirichlet problem is solvable for
2− ε < p < 2(d− 1)
d− 3 + ε.
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