This work provides a description of the main computational tools for the study of discrete breathers. It starts with the observation of breathers through simple numerical runs, the study uses targeted initial conditions, and discrete breather impact on transient processes and thermal equilibrium. We briefly describe a set of numerical methods to obtain breathers up to machine precision. In the final part of this work we apply the discussed methods to study the competing length scales for breathers with purely anharmonic interactions -favoring superexponential localization -and long range interactions, which favor algebraic decay in space. As a result, we observe and explain the presence of three different spatial tail characteristics of the considered localized excitations.
Introduction
The past decade has witnessed remarkable developments in the study of nonlinear localized modes in different physical systems. One of the most exciting results has been the discovery of stable highly localized modes in spatial lattices [Ovchinnikov, 1970; Kosevich & Kovalev, 1974; Sievers & Takeno, 1988] , coined discrete breathers (DB) or intrinsic localized modes 1 [Sievers & Page, 1995; Aubry, 1997; Flach & Willis, 1998; Dauxois et al., 2004] . The discreteness of space, i.e. the usage of a spatial lattice, is crucial in order to provide structural stability for spatially localized excitations. Spatial discreteness is a very common situation for various applications from e.g. solid state physics. Recent studies have shown that effects of spatial discreteness can be important in many other systems, including photonic crystals, coupled optical waveguides, coupled Josephson junctions, Bose-Einstein condensates loaded in optically induced lattices, micromechanical cantilever systems and dusty plasma crystals [Campbell et al., 2004] .
Discreteness is useful for avoiding resonances with plane wave spectra, which are bounded for spatial lattices, as opposed to the typical case of a space continuous field equation. DBs are spatially localized and time-periodic excitations in nonlinear lattices. Their structural stability and generic existence is due to the fact that all multiples of their fundamental frequency are out of resonance with plane waves. Thus localization is obtained in a system without additional inhomogeneities. Notably these excitations exist independent of the lattice dimension, number of degrees of freedom per lattice site and other details of the system under consideration (see [Flach & Willis, 1998 ] and references therein).
The early studies of intrinsic localized modes have been mostly of mathematical nature, but experimental results soon moved into the game. The discrete breather concept has been recently applied to various experimental situations. Light injected into a narrow waveguide which is weakly coupled to parallel waveguides (characteristic diameter and distances of order of micrometers, nonlinear optical medium based on GaAs materials) disperses to the neighboring channels for small field intensities, but localizes in the initially injected waveguide for large field intensities [Eisenberg et al., 1998; Sukhorukov et al., 2003] . Notably the waveguides may be ordered both in a one-dimensional array as well as in a two-dimensional structure [Fleischer et al., 2003] . Furthermore it was shown in accord with theoretical predictions, that self-defocusing Kerr nonlinearities (which would not provide soliton formation in a spatially homogeneous medium) when combined with the spatial discreteness allow for the formation of DBs [Fleischer et al., 2003] . Bound phonon states (up to seven participating phonons) have been observed by overtone resonance Raman spectroscopy in PtCl mixed valence metal compounds [Swanson et al., 1999] . Bound states are quantum versions of classical discrete breather solutions. Spatially localized voltage drops in Nb-based Josephson junction ladders have been observed and characterized [Trias et al., 2000] (typical size of a junction is a few micrometers). These states correspond to generalizations of discrete breathers in dissipative systems. Localized modes in antiferromagnetic quasi-one-dimensional crystals have been observed in [Schwarz et al., 1999; . Recent observations of localized vibrational modes in micromechanical cantilever oscillators arrays have been reported in [Sato et al., 2003a; Sato et al., 2003b; . Rotobreather modes have been observed in layered high-T c superconductors [Machida & Koyama, 2004] . In Bose-Einstein condensates loaded on optical lattices discrete breathers (also coined there discrete solitons) have been observed despite the repulsive interaction between atoms [Eiermann et al., 2004] . Finally, DBs are predicted also to exist in the dynamics of dusty plasma crystals [Kourakis & Shukla, 2005] .
All these activities demonstrate that the concept of intrinsic localized modes, or discrete breathers, as predicted more than 10 years ago, has a strong potential for generalizations to and applications in various areas of science. At the same time we are facing a dramatic enlargement of physics research areas to artificial or man-made devices on the micrometer and nanometer scales (of both optical and solid state nature), together with a huge interest growing in the area of quantum information processing. We may safely expect interesting new developments in these areas, which will be connected in various ways to the understanding of the concept of nonlinear localized modes.
We stress here that the research on DBs was initially purely theoretical, while experiments moved into the game at a later stage. It turned out that it needs a bit of curiosity, a simple computer, and a bit of surprise after observing that localized excitations in perfectly ordered lattices do not decay into extended states. The reason why theory could evolve that fast and that far during a couple of years, is because the systems under study are described using coupled ordinary differential equations (ODE), and because the objects of interest are highly localized on the lattice, i.e. often a few lattice sites (or ODEs respectively) are enough to capture the main properties. The rest of the lattice (or many ODEs) can be taken into account using analytical considerations with reasonable approximations, which are always systematically tested afterwards in numerical simulations. This fruitful combination of analytical and numerical methods has led to an enormous number of key results on DB properties. At the prominent edge of this spectrum we now find a whole set of rigorous methods to prove DB existence implicitly [MacKay & Aubry, 1994; Flach, 1995a; Livi et al., 1997; Sepulchre & MacKay, 1997; Aubry, 1998; James, 2003] . Remarkably even such rigorous mathematical existence proofs [MacKay & Aubry, 1994] have been immediately turned into highly efficient numerical tools for computing DB solutions with machine precision. A large part of the DB studies can thus be characterized truly as computational ones. In the following we will provide the interested reader with knowledge about the main computational tools to study DB properties. We will usually refer to the simplest model systems, and comment on expected or known problems which may occur when more complicated systems are chosen.
We have implicitly assumed that the above discussion of computational methods is concerned with classical physics. Once DBs are identified for a given system or class of systems, a natural question is what sort of eigenfunctions of the corresponding quantum Hamiltonian operator may be coined quantum DBs. While the quantum problem seems to be just an eigenvalue problem, it is much harder to be studied numerically as compared to its classical counterpart. The reason is that in many cases even the Hilbert space of a single lattice site may be infinite dimensional. But even for finite local dimensions, the dimension of the lattice Hilbert space is typically growing exponentially with the system size. In addition, straightforward solving of the quantum problem implies diagonalization of the Hamiltonian. So the success of computational studies of classical DBs ends abruptly when we enter the quantum world. Nevertheless the huge accumulated knowledge on classical DBs can be used to help formulate predictions for quantum DB properties. But to confirm these predictions we have to solve the quantum problem numerically, and are thus typically restricted either to small systems (two or three lattice sites, which makes the problem more an abstract model for molecules rather than for extended lattices) or to the low energy domain of larger lattices (however note that even in the case of a spin one-half lattice exact diagonalizations are restricted to a maximum of about twenty sites).
Let us set the stage now by choosing a class of Hamiltonian lattices:
The sum index integer l marks the lattice site number of a possibly infinite chain, and x l and p l are the canonically conjugated coordinate and momentum of a degree of freedom associated with site number l. The onsite potential V and the interaction poten-
This choice ensures that the classical ground state x l = p l = 0 is a minimum of the energy H. The equations of motion reaḋ
If we linearize the equations of motion around the classical ground state, we obtain a set of linear coupled differential equations with solutions being small amplitude plane waves:
The dispersion relation ω q is shown in Fig. 1 for the case of an optical plane wave spectrum V (0) > 0 and for an acoustic spectrum V (0) = 0. While the first one is characterized by a nonzero frequency gap below the spectrum, the latter is gapless due to the conservation of total mechanical momentum (at least for the linearized equations of motion). Both cases share the common and most important feature that the dispersion relation is periodic in the wave number q and possesses a finite upper bound. Another important feature of this dispersion is the group velocity of plane waves v g (q):
which vanishes at the nonzero band edges of ω q . When studying the properties of the original Hamiltonian problem (1) numerically for say N sites, we thus deal with a 2N dimensional phase space and as much coupled first order ODEs (2). The chosen system is rather simple. Nevertheless for most results discussed below complications like larger interaction range, increase of the lattice dimension, more degrees of freedom per site (or a better unit cell) are not of crucial importance and can be straightforwardly incorporated. We will provide useful hints whenever such generalizations may lead to less trivial obstacles.
To give a flavor of what discrete breathers are in such simple models, we plot three different types of them schematically in Fig. 2 . Case A corresponds to an acoustic chain with V = 0 and nonlinear functions W . Typically simplest stable breathers involve two neighbors oscillating out of phase with large amplitudes. Case B is similar to A, but W is a periodic function. In this case roto-breathers exist, i.e. in the simplest case one degree of freedom is rotating, while the rest is oscillating. Finally case C corresponds to an optical chain with nonzero V . In this case each degree of freedom corresponds to an oscillator moving in V and coupled to the nearest neighbors by W . A simple breather solution consists of one oscillator oscillating with a large amplitude. In all three cases the oscillations in the tails will have less amplitude with growing distance from the center, and vanish exactly if an infinite chain is considered. Note that similar excitations can be easily constructed for large lattice dimension.
Observing and Analyzing
Breathers in Numerical Runs
Targeted initial conditions
For convenience we will sometimes use a Taylor expansion of the potentials in (1):
Let us choose v 2 = 1, v 3 = −1, v 4 = 1/4, w 2 = 0.1 with all other coefficients equal to zero. The onsite potential in this case has two wells separated by a barrier, and the interaction potential is a harmonic one. One of the simplest numerical experiments to observe localized excitations then is to choose initial conditions when all oscillators are at rest p l (0) = 0, x l =0 (0) = 0 except one at site l = 0 which is displaced by a certain amount x 0 (0) from its equilibrium position. Then we integrate the equations of motion e.g. using the Verlet method [Heerman, 1990] . We expect at least a part of the initially localized energy excitation to spread among the other sites. We choose a system size N = 3000.
The maximum group velocity of plane waves (3) is of the order 0.1 here. Finite size effects due to recurrence of emitted waves which travel around the whole system and return to the original excitation point are thus not expected for times smaller than t max = 30000. In other words, our simulation will emulate the behavior of an infinite chain with the above initial conditions up to t max . To monitor the evolution of the system we define the discrete energy density
The sum over all local energy densities gives the total conserved energy. If DBs are excited, the initial local energy excitation should mainly remain at its initial excitation position. Thus defining
by choosing a proper value of m in (7) we will control the time dependence of e (2m+1) . If this function does not decay to zero or does so on a sufficiently slow time scale, the existence of a breather-like object can be confirmed. The term "slowly enough" has to be specified with respect to the group velocities of small amplitude plane waves (3). We simply have to estimate the time waves will need to exit the half volume of size m which we monitor with (7). For the choice m = 2 we conclude that this time scale is of the order of t min ≈ 20. Thus the relevant times of monitoring the evolution of the system are still in the process of covering three decades 20 t ≤ 30000.
In Fig. 3 we show the time dependence of e (5) for an initial condition x 0 (t = 0) = 2.3456 [Flach & Willis, 1993] . Clearly a localized excitation is observed. After a short time period of the order of 100 time units nearly constant values of e (5) are observed. The breather-like object is stable over a long period of time with some weak indication of energy radiation. The energy distribution within the object is shown in the inset of Fig. 3 . Essentially three lattice sites are involved in the motion, so we find a rather localized solution. While the central particle performs large amplitude oscillations, the nearest neighbors oscillate with small amplitudes. All oscillations take place around the groundstate x l = p l = 0. Note that due to the symmetry of the initial condition the left-and right-hand parts of the chain should evolve exactly in phase -a good test for the correctness of the used numerical scheme.
To get more insight into the internal dynamics of the found object, we perform a Fourier transform of x 0 (t) and x ±1 (t) in the time window 1000 ≤ t ≤ 10000 using the Filon algorithm [Flach & Willis, 1993] . The result is shown in Fig. 4 . We observe that there are essentially two frequencies determining the motion of the central particle ω 1 = 0.822, ω 2 = 1.34. All peak positions in Fig. 4 can be obtained through linear combinations of these two frequencies. To that end we may conclude that we observe a long-lived strongly localized excitation with oscillatory dynamics described by quasiperiodic motion. To proceed in the understanding of the phenomenon, we plot in the inset in Fig. 4 the Fourier transformation of the motion of the nearest neighbor(s) to the central particle. As expected, we not only observe the two frequency spectrum, but the peak with the highest intensity is not at ω 1 as for the central particle, but at ω 2 . Because of the symmetry of the initial condition the two nearest neighbors move in phase. Thus and because the other particles are practically not excited, we are left with an effective two degree of freedom problem (cf. inset in Fig. 3 ).
Instead of getting lost in the possibilities of initial condition choices for the whole system, we may now expect that as it stands the observed excitation must be closely related to a trajectory or solution of a reduced problem with a low-dimensional phase space. Indeed, fixing all but the three oscillators l = −1, 0, 1 at their groundstate positions reduces the dynamical problem to a three degree of freedom system, and restricting ourselves to the symmetric case x −1 = x 1 and p −1 = p 1 in fact to a two degree of freedom problem:
First we may choose the same initial condition in the reduced problem as done before in the full chain, and observe that indeed the two trajectories are very similar. Following this way of reduction we may then perform Poincaré maps of (9, 10) and formally get full insight into the dynamical properties of this reduced problem. This has been done e.g. in [Flach et al., 1994b ]. The same map has then been performed in the extended lattice itself, and the two results were compared. Not only was the existence of regular motion on a two-dimensional torus found in both cases, but the tori intersections for the reduced and full problems were practically identical [Flach & Willis, 1993 ]. Thus we arrive at two conclusions: (i) the breather-like object corresponds to a trajectory in the phase space of the full system which is for the times observed practically embedded on a two-dimensional torus manifold, thus being quasi-periodic in time; (ii) the breatherlike object can be reproduced within a reduced problem, where all particles but the central one and its two neighbors are fixed at their groundstate positions, thereby reducing the number of relevant degrees of freedom.
Intuitively it is evident, that none of the observed frequencies describing the dynamics of the local entity should resonate with the linear spectrum (3), since one expects radiation then, which would violate the assumption that the object stays local without essential change. In truth the conditions are much stricter, as we will discuss below. Since the reduced problem defined above cannot be expected to be integrable in general, we expect its phase space structure to contain regular islands filled with nearly regular motion (tori) embedded in a sea of chaotic trajectories. Note that this picture will strongly depend on the energy shell on which the map is applied. Chaotic trajectories have continuous (as opposed to discrete) Fourier spectra (with respect to time), and so we should always expect that parts of this spectrum overlap with the linear spectrum of the infinite lattice. Thus chaotic trajectories of the reduced problem do not appear as candidates for breather-like entities. The regular islands have to be checked with respect to their set of frequencies. If the island frequencies are located outside the linear spectrum of the infinite lattice, we can expect localization -i.e. a trajectory with the same initial conditions if launched in the lattice will essentially form a localized object. Islands which do not fulfill this nonresonance criterion should be rejected as candidates for localized objects. Thus we arrive at a selection rule for initial conditions in the lattice by studying the lowdimensional dynamics of a reduced problem. This conjecture has been successfully tested in [Flach et al., 1994b] . In Fig. 5 , we show a representative Poincaré map of the reduced problem. In Fig. 6 , the time dependence of the above defined local energy e (5) (t) is shown for different initial conditions which correspond to different trajectories of the reduced problem. The initial conditions of regular islands 1,2 of the reduced problem yield localized patterns in the lattice, whereas regular island 3 and the chaotic trajectory, if launched into the lattice, lead to a fast decay of the local energy due to strong radiation of plane waves. It is interesting to note that the energy decay of the latter objects stops around e (5) = 0.35. In [Flach et al., 1994b] it was noted that the fraction of chaotic trajectories in the reduced problem practically vanishes for energies below that value. Another observation, which comes from this systematic analysis, is that the fixed points in the Poincaré map of the reduced problem (in the middle of the regular islands in Fig. 5 ) correspond to periodic orbits. A careful analysis of the decay properties in Fig. 6 has shown that all objects were slightly radiating -but some stronger and some less. The objects corresponding to the periodic orbits of the regular islands 1,2 of the reduced problem showed the weakest decay [Flach et al., 1994b] . Thus we arrive at the suggestion that time-periodic local objects could be free of any radiation -i.e. be exact solutions of the equations of motion on the lattice! It makes then sense to go beyond the present level of analysis and to look for a way of understanding why discrete breathers can be exact solutions of the dynamical equations -provided they are periodic in time. Further the question arises, why their quasi-periodic extensions appear to decayi.e. why do quasi-periodic discrete breathers seem not to persist for infinite times. We can also ask: suppose quasi-periodic DBs do not exist -what are then their patterns of decay; what about their life-times; what about moving DBs (certainly they cannot be represented as time-periodic solutions)? And we may already state, that if time-periodic DBs are exact localized solutions, then they may be also stable with respect to small perturbations, as observed here.
The linear spectrum of the model used for the numerical results here is optical-like, with a ratio of the band width to the gap of about 1/10. However this does not imply that the discrete breathers exist merely due to some weakness of the interaction. An estimation of the energy part stored in the interaction of the DB object presented here yields a value of 0.4. Compare that to the full energy E ≈ 0.7. Roughly half of the energy is stored in the interaction. By no means we can describe these excitations by completely neglecting the interaction among the different lattice sites [Flach et al., 1994b] .
Since breather-like excitations can be described by local few-degree-of-freedom systems (reduced problem), there is not much impact one would expect from increasing the lattice dimension. We will have an increase in the number of nearest neighbors, which implies simply some rescaling of the parameters of the reduced problem. To see whether that happens, the above described method was applied to a two-dimensional analog of the above considered chain. The interested reader will find details in [Flach et al., 1994a] . Here we shorten the story by stating that practically the whole local ansatz can be carried through in the twodimensional lattice. An analog of Fig. 3 for the two-dimensional case is shown in Fig. 7 , where the energy distribution in a discrete breather solution is shown, and the inset displays the time dependence of a local energy similar to e (5) (t). The reader will ask how we deal with radiation in this case. Indeed, the system in Fig. 7 has dimension 20 × 20 (only a subpart of size 10 × 10 is actually shown), which implies a characteristic time t max ≈ 100. The necessary trick is to add to the Hamiltonian part of the lattice a dissipative boundary, here of ten more sites on each edge, increasing the total size of the system to 40 × 40. In these dissipative boundaries simple friction is applied in order to dissipate as much energy radiation as possible. Since both zero and infinite friction will lead to total reflection of waves instead of absorption, the next step is to impose a friction gradient from small to large values as one penetrates the dissipative layer coming from the Hamiltonian core. By simple variation of the friction gradient and the maximum friction value, it is possible to optimize the absorption properties of this layer [Flach et al., 1994a] .
Breathers in transient processes
If breather-like states are easily excited by a local perturbation, then we expect that these objects may be also relevant in systems with a nonzero energy density which is nonuniformly distributed among the lattice. One possibility is to excite a uniform energy density distribution which is however unstable with respect to small perturbations -something known as modulational instability, Benjamin-Feir instability, etc. Analytical predictions for such instabilities can be obtained by finding an exact solution of a plane wave of nonzero amplitude and linearizing the equations of motion around the solution. If the result indicates instability, it can be easily implemented numerically by taking initial conditions which correspond to such a plane wave and adding a weak noise to them. Typically the outcome is the evolution of the energy density into spatially nonuniform patterns. Even if the outcome of a very long time simulation would not show up with breather-like states, the transient into such equilibria may take a lot of time, and on this path breathers can be observed. The formation of breather-like states through modulational instability was reported in several publications [Burlakov et al., 1990c; Kivshar & Peyrard, 1992; Daumont et al., 1997; Cretegny et al., 1998b; Peyrard, 1998 ]. While a number of publications have been devoted to these problems, for reasons of coherence (staying within one model class) below we will show recent numerical results done by Ivanchenko et al. [2004] . The model parameters are v 2 = 1, v 4 = 0.25 and w 2 = 0.1. The initial conditions can be encoded as
for the one-dimensional case with ω 2 = ω 2 q + 0.75a 2 , the wave number q = 3π/4, the amplitude a = 0.5 and the noise ξ being uniformly distributed in the interval 0 ≤ ξ ≤ 0.001. The system size is N = 400, and periodic boundary conditions are used. In we plot the energy density evolution up to a time t = 5000. Note that on short time scales the modulational instability is observed, both with a characteristic regular distance between the evolving maxima of the energy density and with a characteristic shift of the maxima positions in time due to the nonzero group velocity of the plane wave. Discrete breather-like objects are formed in the next part of the evolution, when some of these energy lumps start to collide and exchange energy [Dauxois & Peyrard, 1993; Dauxois et al., 1993a] , leaving the system over long times with immobile highly localized excitations, which coexist with a diluted gas of plane waves or small amplitude solitons. These plane waves and solitons are observed to sometimes scatter from a breather, sometimes penetrate it, and surely their presence will lead to a further thermalization of the lattice on much larger time scales than the numerically studied. Indeed extending the observation time by two orders of magnitude we observe further focusing of energy in high energy breathers (Fig. 9) . Note that the results of Fig. 8 are not observable here because they cover one percent of time here, and because the gray scale coding is significantly changed.
In some studies thermalization leads ultimately to a disappearance of large amplitude breathers (or better to a negligible probability to observe formation again). In other cases (see below) breather formation is even observed in what is believed to be thermal equilibrium. The outcome sensitively depends both on model parameters but most importantly on the temperature, which is implicitly defined by the average energy density of the initial conditions. Too low temperature will on one hand still show modulational instability and breather formation, and very long transient times into a final equilibrium state without breathers, but only plane waves. Intermediate temperatures will again provide with modulational instability, but transient times are shorter, and breathers may now be expected even in thermal equilibrium (simply because probability of large local fluctuations increases). Note that, in general, the temperature i.e. the average energy density, is given by both the amplitude of the plane wave and the way the initial conditions are noised. Here we assume that the noise contribution is always weak, so the energy density is mainly given by the plane wave amplitude. The same scenario can be also observed in twodimensional lattices [Ivanchenko et al., 2004] . With the same parameters as above but replacing the argument (ql) by (q (l + m) ), where l and m are the lattice indices of a square lattice of size 80 × 80 with periodic boundary conditions, we show the energy density distributions at four different times in Fig. 10 . Note the increasing gray scale coding limit due to more energy getting attracted into high energy breathers.
Another way to observe breathers in transient processes is to randomly excite a given sub-part of a lattice, with the rest of the lattice being not excited. Then, as in the case of targeted initial conditions, one may expect that all plane waves will be radiated into the infinite nonexcited part, and only breathers will stay [Bikaki et al., 1999] . In that sense one could even try to measure the energy fraction stored in breathers for a given lattice at a given temperature. We show experiments for a system size 50× 50 plus friction boundaries, with model parameters as above [Ivanchenko et al., 2004] . The initial conditions for x l andẋ l are randomly uniformly distributed between −c/2 and c/2. In Fig. 11 the energy density distribution is shown at four times t = 0, 4900, 11900, 19900 and c = 3. We observe that even at these low temperatures about 5% of the total energy was stored on long-lived breathers, simply due to fluctuations in the initial conditions. The above mentioned method, however, cannot be applied to one-dimensional lattices. The reason is that while a single breather-like excitation by one local perturbation is easily detectable (see Sec. 2.1) in one-dimensional systems, we have to worry about the interaction between breathers and plane wave radiation when exciting the whole lattice or a big part of it. It turns out [Cretegny et al., 1998a; Flach et al., 2003] , that breathers in one-dimensional systems usually very effectively backscatter plane waves. Consequently exciting e.g. two breathers in a one-dimensional system and some plane waves between them, will lead to a trapping of the radiation between the two breathers and also to some enhanced retarded interaction between the breathers mediated by the radiation. In contrast, in systems with dimension d ≥ 2 breathers as point-like (zero dimensional) objects may scatter plane waves but not trap them. Consequently, plane waves will still easily exit the excited lattice volume, and breathers left will practically not interact with each other (the only interaction channel left are spatially decaying breather tails, which may become exponentially small with growing distance from a breather core). Indeed, repeating the above experiment in a one-dimensional analog (same parameters except c = 2) we find in Fig. 12 that the energy distribution is trapped between two large amplitude breathers (see also [Tsironis & Aubry, 1996; Reigada et al., 2001] ). With increasing time some radiation escapes, and the two guarding breathers are slowly shifting towards each other.
Breathers in thermal equilibrium
Finally breathers have been also observed in thermal equilibrium [Peyrard, 1998; Burlakov et al., 1990a; Burlakov et al., 1990b; Dauxois et al., 1993b; Flach & Mutschke, 1994] . In Fig. 13 we show the evolution of a one-dimensional chain with same parameters as in the preceding section. Periodic boundary conditions are applied. We clearly observe the formation of breather-like highly localized objects, and more of them for larger energy densities. The same procedure can be applied to a similar two-dimensional square lattice. In Fig. 14 , we show the evolution of the energy density distribution using a simple cut procedure, where black dots are plotted if the energy density at a given lattice point exceeds five times the average energy density. Nearly all the observed spots and especially the long vertical lines correspond to breather excitations. All these results confirm that breatherlike objects are easily excited in lattices, that they can be obtained both with targeted initial conditions, during transient processes and in thermal equilibrium. We are only beginning to develop a reliable quantitative way to compute their statistical contribution and weights. Another important aspect -interaction between breathers -is also waiting further clarification. Already such straightforward studies as the ones discussed show that this problem depends both on the dimensionality of the system and on the relative contributions of phonon mediated interaction and tail-tail interactions. 
Obtaining Breathers up to Machine Precision: Part I
From Sec. 2 we learned that breather-like objects exist due to weak resonance with the plane wave spectrum ω q . Also these studies suggested that time-periodic breathers could be exact solutions, i.e. do not radiate at all. If so, let us try to obtain a time-periodic solution with period T b = 2π/Ω b which is localized in space
By definition we can expand it into a Fourier series
The Fourier coefficients by assumption are also localized in space
This ansatz has to be inserted into the equations of motion of (1,2) which we rewrite in the following form
Here we have introduced the force term F nl l which incorporates all nonlinear terms of the equations of motion. For (1,5) it takes the form
With ansatz (13), F nl can be also expanded into a Fourier series:
Thus we arrive at a set of coupled nonlinear algebraic equations for the Fourier coefficients A kl of the breather solution we search for:
If a breather solution exists, then in its spatial tails all amplitudes are small. Thus we can assume that the nonlinear terms in (18) are negligible in the tails of a breather. We are then left with the linearized equations
These equations are not much different from the linearization of the equations of motion as discussed in Sec. 1, which lead to the dispersion relation ω q for small amplitude plane waves. All it would need is to replace k 2 Ω 2 b in (19) by ω 2 q . Consequently, if k 2 Ω 2 b = ω 2 q , small amplitudes of (19) will not decay in space, which is in contrast to our initial assumption. However, if k 2 Ω 2 b = ω 2 q for any q, no plane waves exist, and instead we can obtain localization. In the considered case it is exponential
(20) Thus we arrive at a generically necessary nonresonance condition for the existence of breathers [MacKay & Aubry, 1994; Flach, 1994] :
for all integer k and any q. Clearly such a condition can be in principle fulfilled for any lattice, since ω 2 q is bounded from above (in contrast to space continuous systems). The upper bound or cutoff is a result of the discreteness of the system. Right on the spot we may also conclude, that quasi-periodic in time and spatially localized excitations will not be exact solutions generically, since they will always radiate energy due to resonances. Indeed there is always an infinite number of pairs of integers k 1 , k 2 which for any choice of incommensurate frequencies Ω 1 , Ω 2 will lead to resonance k 1 Ω 1 + k 2 Ω 2 = ω q . So we have already an explanation for the weak but nonzero radiation observed in Sec. 2.1 for quasiperiodic excitations.
Returning to the time-periodic solutions, all we need is to tune the breather frequency and all its multiples out of resonance with ω q . The nonlinear terms in the equations of motion will be responsible for that.
Method No. 1 -designing a map
We will now design a map to find breather solutions up to machine accuracy. This method No. 1 is one of the first which have been used to perform high precision computations of DBs. It is instructive that one can accomplish the task with using a bit of intuition and luck [Flach, 1994 [Flach, , 1995a . Let us rewrite (18) as a map in two different ways. Map A:
with
and Map B:
We can define a lattice map by using any of the two maps for any k and l, and a solution of (18) will be always a fixed point of the chosen lattice map. Two questions arise: is the breather solution a stable fixed point for the chosen lattice map, and what is a good initial guess? Instead of being worried about stability as one normally should, we may also approach the problem inversely. We know that we want to find a breather with frequency Ω b located e.g. at site l = 0. Let us then assume initially all Fourier amplitudes as zero except A ±1,0 which is small but nonzero. For k = ±1, l = 0 we will choose the map with λ ±1,0 > 1 and the map with λ kl < 1 for all other coefficients. Thus we will impose a local instability (growth) at k = ±1, l = 0 when we start the iteration. At the same time all other coefficients will tend to stay at zero, since their maps are chosen to be locally stable around the value zero. Thus we expect a breather to grow during the iteration. All we now have to do is to hope that the breather solution is a stable fixed point. For low order polynomial potential functions we can compute
very efficiently during each iteration. Otherwise we can take all A
kl at a given step, compute x l (t) and by numerical integration obtain
Of course we have to impose a cutoff in k-space, which can be justified afterwards by checking that the Fourier amplitudes close to the cutoff are reasonably small. The iteration can be stopped when e.g.
The following results have been obtained along these lines for a breather with frequency Ω b = 1.3. In Fig. 15 clearly being dependent on k. A surprising numerical fact is that the computed amplitudes seem to be correct down to values 10 −20 , although the Fortran compiler uses double precision floating point numbers (16 decimal digits). Moreover, the limit of the computation here would be actually at 10 −307 . The reason is that we search for solutions which are localized around zero, and the issue is not numerical precision, but the encoding of small numbers. If however we would shift the classical ground state position to say x l = 1, then the same computation would be restricted by the numerical precision.
To check whether the numerically computed exponential decay in space is in accord with the predicted one (20) from the linearized equations (19), we simply measure the slopes in Fig. 15 and compare them with the solutions of (20) in Fig. 15(a numerical slope is weaker than the predicted one. The obvious reason is that for these Fourier numbers weakly decaying nonlinear corrections have to be taken into account [Flach, 1995a] , which decay slower than the predicted linearized result. Here these corrections are simply ∼ A 2 1l for k = 2 and ∼ A 3 1l for k = 3. The analytically predicted slopes are then simply 2 · 0.6898 = 1.3796 for k = 2 and 3 · 0.6898 = 2.0694 for k = 3. A full treatment of nonlinear corrections is given in [Flach, 1995a] . Note that the nonresonance condition (21) is not affected by these corrections. Also important is, that the Fourier amplitude with the weakest spatial decay is always correctly described by the linearized equations in the breather tails.
In Fig. 15 
Method No. 2 -saddles on the rim with space-time separation
A subclass of systems (1) is characterized by spacetime separation (see [Kivshar, 1993; Flach, 1995b; Fischer, 1993] ). Consider
being a homogeneous function of the coordinates. The equations of motion take the form
These systems allow for time-space separation for a submanifold of all possible trajectories:
Inserting (30) into (29) we obtain
Here κ > 0 is a separation parameter, which can be chosen freely. The master function G obeys a trivial differential equation for an anharmonic oscillator
Its solution sets the temporary evolution of the breather. The spatial profile is given by
or better by the extrema of a function S:
Let us discuss some properties of S. This function has a minimum at A l = 0 for all l with height S = 0 (point P 0 in Fig. 16 ). When choosing a certain direction in the A l space starting from P 0, S will first increase, then pass through a maximum and further decrease to −∞. So there is a rim surrounding the minimum A l = 0. Since breathers are spatially localized solutions, variation of the amplitudes A l in the tails of a breather around zero will increase S. At the same time the breather corresponds to an extremum of S, but there is only one trivial minimum of S located at P 0. Thus breathers are saddles of S. It is remarkably easy to compute such a saddle. First choose a direction in the N -dimensional space of all A l , e.g. (. . . 0001000 . . .), (. . . 0001001000 . . .) etc. Then start from space origin P 0, A l = 0, depart with small steps in the chosen direction, compute S. It will first increase and then pass through a maximum P 1. Now we are on the rim. Compute the gradient of S here and take a small step in opposite direction, to arrive at P 2. Maximize S on the line P 0 − P 2 to be on the rim again. Repeat until you reach a saddle with required accuracy.
This method has been used to compute various types of breathers and multibreathers. Note that it is very simple to extend the computation to two-or three-dimensional lattices [Fischer, 1993] .
Method No. 3 -homoclinic orbits with time-space separation
Using again the time-space separability as discussed in Sec. 3.2, breathers can be considered as homoclinic orbits of a two-dimensional map [Flach, 1995a] . Indeed, we may rewrite (32) in the following way:
where we can compute a given amplitude profile starting with a given pair of nearest neighbor amplitudes (both to the right and to the left of course). Using a two-dimensional vector
the procedure can be cast into the form of a twodimensional map with
This map (Fig. 17) has a fixed point R F = (0, 0). The fixed point belongs both to a stable (red) and unstable (green) one-dimensional invariant manifolds. Taking a point on the stable manifold and iterating forward, we will approach the fixed point. The same happens with a point on the unstable manifold when iterated backwards. These manifolds intersect at many points. By definition any of these intersection points, when iterated either forward or backward, will converge to R F and thus corresponding to a breather solution. Such map trajectories are also called homoclinic orbits. Note that many intersection points belong to the same homoclinic orbit or to the same breather, as indicated by the ones marked with black spots in Fig. 17 . However since the above map is locally (around R F ) volume preserving, the structure of the invariant manifold lines will generically show up with horseshoe patterns (wiggles in Fig. 17 ). These patterns generate additional intersection points. Consequently there will be an infinite number of different homoclinic orbits and thus breathers. They will differ by the amplitude distribution inside the breather core, which can become arbitrary complicated, and an exponential tail outside. Thus we already at this stage arrive at the conclusion that in addition to single site breathers discussed so far, the so-called multi-breather solutions can exist as well, i.e. localized excitations with a complicated pattern of energy distribution inside the breather core (see also [MacKay & Aubry, 1994] ).
Due to the space-reflection symmetry of the map, there will always be one intersection point on the line x = y. The position of this point will depend only parametrically on κ. Thus it is possible to design simple search routines by e.g. fixing x 0 = y 0 and varying κ (see [Flach, 1995a; Kollmann & Bountis, 1998; Bountis et al., 2000; Bergamin & Bountis, 2003] ). The numerical scheme has been even used for a formal existence proof of breathers as homoclinic orbits [Flach, 1995a] .
Obtaining Breathers up to
Machine Precision -Part II So far we have searched for discrete breather periodic orbits as solutions of algebraic equations. The variables were either Fourier coefficients or simply the amplitudes at a given site. Also the methods of solving these equations have been quite special, using some particular properties of the system. What if we do not know or do not want to know any particular system properties we could use? We could of course use more general methods of solving algebraic equations, e.g. various gradient methods or Newton routines [Press et al., 1992] . For them to converge we always need to take a good initial guess.
This usually implies that we should start computations close to a case where we know the solution, and then depart from this limit with small parameter steps. Gradient methods are more sophisticated in programming, while Newton routines may suffer from the long times that may be needed to invert matrices, and also from the danger of coming close to a noninvertible case due to bifurcations. Recall here that the Newton map for finding the zero of a known function f (x) (meaning that we can compute its value) is given by
In our cases f will be a vector function and its derivative a matrix.
Instead of solving algebraic equations for amplitudes, we may also try to compute the periodic breather orbit directly in the phase space of our system. Recall that a periodic orbit (PO) is a loop in phase space. Generic POs of generic nonintegrable Hamiltonian systems are isolated ones, i.e. in a small neighborhood in phase space we will generically not find other slightly deformed POs with identical values of conserved quantities like energy. This is in contrast to POs on resonant tori of integrable Hamiltonian systems. However isolated POs have generically slightly deformed POs in their neighborhood with slightly different values of conserved quantities (see Fig. 18 ). Hence, we can think of isolated POs residing on cylinders in phase space, where each point on a cylinder belongs to a closed loop which is a PO. Sliding along the cylinder we change all the parameters of the PO. In particular, a PO can turn from stable to unstable, due to a bifurcation, possibly resulting in new families of POs, as indicated in Fig. 18 . 
Method No. 4 -Newton in phase space
Now we may proceed to describe the most popular method of finding discrete breathers -a Newton map in phase space [Martin & Aubry, 1996] . Let us integrate a given initial conditionR with
over a certain time T :
Consider the functions
IfR belongs to a PO with period T then
Now we can implement a Newton map such that all functions in (44) will vanish. Our variables are simply the phase space variables which define the initial conditions. Since the Newton map needs inversion of a derivative matrix, we have to remove all possible degeneracies which lead to zero eigenvalues of the Newton matrix. Indeed, ifR belongs to the PO, then a 1d manifold of points belong to the PO. This is a degeneracy due to the phase of the PO. It can be removed by one additional condition, e.g.
Hence for N degrees of freedom we will search for zeros in 2N − 1 coupled equations of 2N − 1 variables.
A less obvious obstacle we have to take care of is to make sure that a zero of these 2N − 1 equations with the additional initial condition P M = 0 uniquely fixes p M (T ) = 0, e.g. through energy conservation. If that will not be the case, we cannot ensure that our procedure computes a PO.
Let us define
Given an initial guess R (0) expand
Now we may perform one Newton step, i.e. find an R such that F = 0:
This procedure can be repeated until some precision is obtained: |F| < or max |F n | < . What remains is to explain how to compute the Newton matrix M. For the special case of a two-dimensional space of variables the notations in Fig. 19 will help to understand the following points. Given an initial guess R (0) and integrating over time T , we arrive at R (0) (T ). Generally the two points will differ in phase space. Now we perturb R (0) in the direction m by ∆:
Here e m denotes a unit vector in direction m. Integrating R (0,m) over the period T we arrive at R (0,m) (T ). Then the Newton matrix elements are given by
For computational purposes it might be more convenient to use the alternative expression directly through the vectors:
The advantages of Newton maps are that they are relatively easy to program once we already have a good integrator. The map converges exponentially fast. Furthermore we may use one Newton matrix for several iterations, which may be useful when matrices get large. Disadvantages of Newton maps may be due to relatively large computational time ∼ N 2 because of matrix inversion. Matrix inversions are sensitive to bifurcations, because at bifurcations additional degeneracies take place, which may lead to zero eigenvalues of M. Sometimes we may need more subtle inversion routines using singular value decomposition, etc. Note that at some point the efforts of removing all the obstacles from a Newton map approach might be equivalent to those of using alternative methods. As always we need a good initial guess. Probably we have to deform our system parameters such that a known solution can be used, and afterwards system parameters are changed by small steps, tracing the solution. We should also keep in mind that other specific methods may deal with a certain limiting case easily, so a known solution must not be one we obtained analytically, but also numerically with various other methods at hand.
Method No. 5 -steepest descent in phase space
Similar to the Newton map, we may also use a steepest descent method in phase space [Flach et al., 1997b] . Define the non-negative function
and its gradient with components
Now we simply start at some point in phase space, compute the gradient, and descent in the direction opposite to the gradient. Then we again compute the gradient, etc. A breather solution is found if g comes close enough to zero. The advantages of steepest descent are that the computational time grows with ∼ N . Furthermore the method is insensitive to bifurcations. Disadvantages of steepest descent are that it is more clumsy to program, that the convergence is slower than that of Newton maps and that it may be hard to distinguish zero minima from nearly zero minima.
Symmetries
Very often the equations of motion are invariant under some symmetry operations, e.g. the continuous time-shift symmetry t → t+τ , the time reversal symmetry t → −t, p l → −p l , some parity symmetry x l → −x l , p l → −p l , the discrete translational symmetry on the lattice and probably other discrete permutational lattice symmetries which leave the lattice invariant, like spatial reflections, etc.
Each discrete symmetry implies that given a trajectory in phase space, a new trajectory is generated by applying the symmetry operation to the manifold of all points of the original trajectory. If the new manifold equals the original one, then the trajectory is invariant under the symmetry, and otherwise it is not invariant.
In linear equation systems symmetry breaking is possible only in the presence of degeneracies. In nonlinear equation systems symmetry breaking is a common feature. For example, a plane wave in a harmonic chain is not invariant under time reversal symmetry, because of degeneracy (of left and right going waves ω q = ω −q ).
A breather is by definition not invariant under discrete translational symmetry. If however it is invariant under other symmetries, this can be used to substantially lower the numerical effort of computing the solution [Flach & Willis, 1998 ].
For time-reversal breathers it is possible to find an origin in time when x l (t) = x l (−t), p l (t) = −p l (−t), which saves 50% of computational time. For time-reversal parity-invariant breathers x l (t + T/2) = −x l (t), p l (t + T/2) = −p l (t) we may save 75% of computational time.
Higher dimensional lattices may allow for further symmetries. Computing lattice permutational invariant breathers may substantially lower the computational effort by finding the irreducible breather section.
At the same time even in the presence of additional symmetries breather solutions may be found which lack these symmetries. The simplest example is again discrete translational symmetry, but also lattice reflection symmetries may be broken. Even breathers which are not invariant under time reversal and thus possess a nonzero energy flux do exist, except for one-dimensional systems ].
Breathers with Competing Length Scales
In this section we apply the above described methods to study DBs in the case of purely nonlinear but long-range interaction. The idea is that purely nonlinear interaction supports faster than exponential spatial decay of breathers, while algebraically decaying interaction tends to localize DBs algebraically as well. Consequently discrete breathers will be exposed to two very different competing length scales, leading to interesting new features in their tail behavior. Purely nonlinear interaction can be realized whenever the nonlinearity is much stronger than the linear forces. Long-range interactions can appear in systems with weakly screened Coulomb interaction, e.g. in ionic crystals, or various biomolecules.
As it was shown in [Flach, 1998] , the presence of long-range linear interactions can drastically change the spatial decay law of a DB, introducing a crossover length as a result of short-and long-range terms competition. It can also lead to the appearance of energy thresholds for DBs in some cases, where a pure short-range interaction would not be capable of producing any. In [Johansson et al., 1998; Christiansen et al., 2001] it was demonstrated that the effect of length-scale competition with long-range exponentially decaying interaction can lead to a new type of multistability of DBs, when in a certain model parameter regime several different types of DBs coexist having the same value of the spectral parameter (i.e. velocity or frequency).
Up to now only effects of linear nonlocal dispersive terms have been studied. Another interesting question, which we impose here, concerns the effect of long-range interaction on properties of DBs in models with pure nonlinear dispersion. As it was demonstrated first for continuous systems [Rosenau & Hyman, 1993; Rosenau, 1994] , and later conjectured for discrete systems [Kivshar, 1993] , nonlinear localized excitations may compactify, i.e. gain strictly zero tails, under nonlinear dispersion. Later it was shown, however, that in discrete systems localized excitations cannot have an exact compact structure [Flach, 1994] , but the tail decay follows a super-exponentional law e −a exp bn , provided that the interaction is purely short-range. This fact was then confirmed numerically [Dey et al., 2002] , and the corresponding breather solutions were coined compact-like discrete breathers. In order to reveal an influence of long-range interactions on the character of tails decay in such compact-like DBs, we introduce here a simple one-dimensional model of (nonlinearly) coupled oscillators with the following Hamiltonian: to the nearest-neighbor interactions. Thus, the central part of a breather is practically not affected by the presence of long-range interactions. However, at some distance L 1 from the DB center interactions with the nearest neighbors (having small enough amplitudes) become of the same order as the long-range interactions with the DB core (central three sites having the highest amplitudes). This distance is the first cross-over length, where the long-range interactions come into play. It can be roughly estimated by an assumption, that at the distance L 1 interactions with the breather core sites are exactly compensated by interactions with the nearest neighbors. Thus, keeping only the leading order terms in the sum in the r.h.s. of (63) one obtains:
Since for |n| < L 1 the relations between the amplitudes φ n are practically the same as in the case of pure nearest-neighbor interactions, i.e. they follow the super-exponential law φ n ∼ (−1) n |φ 1 | exp(ln(3)|n−1|) , 1 ≤ |n| ≤ L 1 , one can obtain from (64):
In the limit of extremely large values of s, the distance L 1 will be also large, and satisfy
Thus the first cross-over length L 1 grows approximately logarithmically with s. The numerical results in Fig. 20 yield L 1 (s = 10) ≈ 3, L 1 (s = 20) ≈ 4, L 1 (s = 50) ≈ 5 and L 1 (s = 100) ≈ 6. They compare very well with the corresponding solutions of (65): 2.71, 3.46, 4.44, 5.17. Therefore, even extremely fast (but still algebraically) decaying in space long-range interactions essentially destroy the concept of compact-like breathers, since only amplitudes of a few sites in the tails obey the superexponential law of decay, while the tail amplitudes decay much slower in space (following a power law, as will be shown below). At large distances from the breather center n 1 (due to the DB symmetry around n = 0, we consider here only non-negative values of n) the impact of short-and long-range interactions is exchanged: now the most powerful contribution comes from the interaction with the breather core, while nearest neighbors, due to their small amplitudes, practically do not affect the dynamics of a tail site. Thus, for large n one can derive from (63) the following asymptote: 
which in fact gives a rather good approximation for all tail sites starting from the first cross-over point n = L 1 (see solid lines in Fig. 21 ). Note that at some distance L 2 Eq. (67) predicts a vanishing of the corresponding amplitude which manifests as a singularity in the logarithmic plots in Fig. 21 . The specific structure of a DB core with a central site n = 0 and two neighboring sites n = ±1 having amplitudes φ n of opposite signs, stipulates several other cross-over lengths connected to changes of the sign of the r.h.s. in (67). The most pronounced cross-over at n = L 2 is associated with the change from a single power law n −s to a more complex one (67), see Fig. 21 . Indeed, in the case n 1, (s/n) 1 the expression (67) can be rewritten as:
Thus, in leading order, at large enough distance from the DB center n > L 2 the tail amplitudes follow the same power law n −s as the decay of long-range interactions. Since L 2 is defined by the vanishing of the bracket on the right-hand side of Eq. (68) we obtain in leading order
The corresponding values of L 2 for s = 10, 20, 50, 100 with (69) are 5.6, 11.2, 28, 56. They compare very well with the numerically observed ones L 2 (s = 10) ≈ 7, L 2 (s = 20) ≈ 13, L 2 (s = 50) ≈ 31 and L 2 (s = 100) ≈ 64. In-between, the two characteristic length scales L 1 < n < L 2 the tail amplitudes decay following a more complicated power law (67).
Some Applications Instead of Conclusions
Instead of providing with a standard conclusion, we will discuss in this last part some selected computational results of discrete breather studies, which have boosted the understanding of various aspects of DBs or confirmed analytical predictions. Rather simple numerical observations of breathers showed that in one-dimensional acoustic chains a breather is usually accompanied by a kink-type static lattice distortion [Bickham et al., 1993 ] -a fact later explained [Flach et al., 1997a] and even used in analytical existence proofs [Livi et al., 1997; Aubry, 1998 ]. Other numerical observations revealed that stable discrete breathers may be perturbed in an asymmetric way such that a separatrix may be crossed leading to possible movability (see discussion in [Flach & Willis, 1998 ]).
While exact moving breather solutions in generic Hamiltonian lattices have not been observed, the understanding of some reasons Flach & Kladko, 1999] and their removal by considering dissipative breathers successfully allowed to obtain dissipative moving breathers [Marin et al., 2001] .
Traces of energy thresholds of discrete breathers [Flach et al., 1997b] have been observed in the properties of correlation functions at thermal equilibrium [Eleftheriou et al., 2003] .
Numerical studies of collisions between moving breathers showed that the energy exchange typically leads to the growth of the largest breather [Cretegny et al., 1998b; Dauxois & Peyrard, 1993; Dauxois et al., 1993a; Bang & Peyrard, 1996 ] -a fact which is not well explained yet.
The explained high precision numerical routines for obtaining discrete breathers have been used in order to obtain discrete breathers in acoustic two-dimensional lattices [Flach et al., 1997a] . The predicted algebraic decay of the static lattice deformation and its dipole symmetry have been nicely observed prior to analytical proofs of existence [Aubry, 1998] .
The tracing of bifurcations and instabilities explained an often observed puzzling exchange of stability of various breather types. The outcome of the numerical studies was that these different types of breather families are connected through unexpected asymmetric breather families [Marin et al., 1998 ].
The first four sections of this work are based on the first chapter of [Dauxois et al., 2004] . It also contains more information on how to analyze the dynamical stability of discrete breathers, reviews the issue of wave scattering by DBs and quantization of DBs. Interested users may also consult the web page http://www.mpipks-dresden.mpg.de/ ∼flach/html/dbreather.html for java applications written by A. E. Miroshnichenko, which allow for launching your favorite breather in your favorite system. Readers may also find more references, related web addresses and links to related activities there.
