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On Redundance in Aperiodicity Criteria 
A. T. FULLER 
Engineering Department, Cambridge University, Cambridge, England 
A previous partial proof of necessary and sufficient conditions for a system 
to be aperiodic (i.e. to have its characteristic roots all real and simple) is com- 
pleted in the present paper. Explicit account is taken of the irregular case when 
the number of Sturm functions is less than the usual number. The number of 
inequalities in the aperiodicity criteria is n - 1 where n is the degree of the 
characteristic equation; and for n = 3 it is known that one of the inequalities is 
redundant. The present investigation shows that redundance does not occur 
for n # 3. A similar study is made of redundance in criteria for combined 
aperiodicity and stability. 
1. INTRODUCTION 
A dynamical system described by linear ordinary differential equations with 
constant coefficients has a characteristic equation which may be written 
where the coefficients us , a, ,..., a, are real constants and x is a complex variable. 
If the roots of this equation are all real and simple, the system is said to be 
aperiodic. If the roots are all real, simple and negative, the system is said to be 
both aperiodic and stabZe.l 
Necessary and sufficient conditions for aperiodicity may be stated as a set of 
n - 1 inequalities involving the characteristic coefficients a,, , a, ,..., a, , and 
are well known. See e.g. Jury [72] for an exposition of these and similar criteria. 
For n = 3 it turns out that one of the two inequalities is redundant, i.e. may be 
omitted without destroying the sufficiency of the remaining criterion. The main 
purpose of the present paper is to investigate whether this type of redundance 
occurs for other values of n. 
One of the motivations for the investigation is the question of similar redun- 
dance in certain stability criteria. A preliminary study of the latter problem 
has been made [77]; see also Anderson and Jury [76] for a discussion of related 
l Some writers use the term “aperiodic system” to represent what is described above 
as an aperiodic and stable system. 
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questions. It is thought that the results in the present paper may prove helpful 
in further elucidation of the redundance problem in stability criteria. 
The opportunity will be taken to give a more complete version of a proof of 
the aperiodicity criteria which was outlined previously [53]. In particular, 
explicit account will be taken of exceptional cases when the number of Sturm 
functions is less than the usual number n + 1. 
2. HISTORICAL NOTES ON THE ALGEBRAICAL BACKGROUND 
After Descartes [2] showed in 1637 how to reduce geometrical problems to the 
solution of algebraic equations, it became of interest to discover when such 
equations had all their roots real. Newton [3, 4, 51 gave without proof2 a number 
of rules for detecting the presence of complex roots by examining the signs of 
simple functions of the polynomial coefficients. Proofs of some of Newton’s 
rules, and various alternative criteria,3 were developed by Stirling [q, MacLaurin 
[7, 9, 111, Campbell [8], De Gua [IO], Euler [12, 151, Fourier [21] and Sylvester 
[31, 321. For recent contributions to the Newton approach, see Lipka [41], 
Darroch and Pitman [64], and Whiteley [67]. 
Waring [13, 14, 17, IS] gave the following set of necessary and sufficient 
conditions for (1.1) to have its roots all real and simple. Let 
coym + c1ym-1 + *** + c, = 0 (co > 0, m = sp(?z - 1)) (2.1) 
be the equation of which the roots are minus the squares of the differences of 
the roots h, , h, ,..., h, of (1 .l) taken in pairs; i.e. let (2.1) be the equation with 
roots 
-(& - hj)2 (i = 2, 3 ,..., n;j = 1, 2 )...) i - 1). (2.2) 
Then the A’s are all real and simple if and only if 
Ck > 0 (K = 1, 2,..., m) (2.3) 
Lagrange [16, 191 rediscovered criteria (2.3). 
Sturm [20,22] gave an algorithm which enabled the discovery of the number 
of real roots lying in any given interval. This algorithm generates a sequence 
of polynomials 
fs(~>,fi(~>,fi(~>,...,fr(~) (2.4) 
a Apparently Newton did not take his algebraical discoveries very seriously: “Algebra 
is the analysis of bunglers in mathematics” he is said to have remarked to David Gregory. 
a The term criteria, meaning a set of inequalities involving the coefficients and charac- 
terising the location of the roots of an equation, seems to have been introduced by Euler 
[12] and revived by Sylvester [30, 311. 
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having successively decreasing degrees. As pointed out by Sturm [22], Young 
[26] and Serret [33], for all the roots of (1.1) to be real and simple, it is necessary 
and sufficient that Sturm’s functions should be n+ 1 in number, and that the 
leading coefficients of fa(x), fs(~),...,f~(x) should all be positive. Sturm [22] 
showed that for the case n = 3 one of the resulting criteria is redundant. 
During 1839-1853 Sylvester [23, 24, 25, 281 and Cayley [27] developed a 
theory in which Sturm’s polynomials were replaced by alternative polynomials 
expressed as determinants. This approach was further developed and system- 
atized by Trudi [29] in 1862; see Muir [38] for an account of Trudi’s work. 
3. HISTORICAL NOTES ON THE DYNAMICAL SYSTEMS BACKGROUND 
In control theory, an aperiodicity criterion for systems of third order was given 
by Wischnegradski [34, 35, 361 in the 1870’s. He first normalized the character- 
istic equation to 
x3 + %X2 + a,x + 1 = 0 (3.1) 
and then gave as a necessary and sufficient condition for aperiodicity 
u12u22 - 4(ar3 + a2”) + 18u,u, - 27 > 0. (3.2) 
Result (3.2) is a standard deduction (e.g. [26, 331) from the formula of Cardan- 
Ferro-Tartaglia [l] for the roots of a cubic equation. 
The desirability of finding conditions for aperiodicity in dynamical systems 
of general order was mentioned by Thomson (Lord Kelvin) and Tait [37] in 
1879. 
Graphical criteria for aperiodicity in feedback systems were given by Goldfarb 
[39],4 Mikhailov [40] and Bloch [45]. By using quadratic form theory, Meerov 
[42] in 1945 found necessary and sufficient conditions for aperiodicity, in the 
shape of determinantal inequalities. He also obtained a set of similar inequalities 
as necessary and sufficient for a system to be both aperiodic and stable. 
Kats [50], Schmutz [51] and Edelmann [52] re-obtained Meerov’s conditions 
for combined aperiodicity and stability by manipulating the Hurwitz conditions 
for stability. Also Schmutz was able to reduce the orders of the determinants 
involved to about half those of Meerov’s determinants, in effect by use of 
Bezoutian determinants. 
On using Trudi’s formulation of Sturm-type polynomials, the present writer 
[53] obtained simplified versions of Meerov’s conditions for aperiodicity and 
for combined aperiodicity and stability. A Routh tabulation procedure for 
ascertaining aperiodicity was also devised [54]. Macmillan [55] noted that the 
4 The present writer has not seen Goldfarb’s paper. 
374 A. T. FULLER 
criteria for combined aperiodicity and stability involved some redundance for 
third-order systems, and in [54] the same phenomenon was found for aperiodicity 
criteria. Cutteridge [59] also discussed the question of redundance. 
For further studies5 of aperiodicity criteria see Geiler [46], Meiman [47, 481, 
Bulgakov [49], Effertz [.56], Fuller [57], Romanov [SS], Hakimi [60], Segre [61], 
Talbot [62], Halouskova [65], and Anderson, Jury and Chaparro [73]. For a 
discussion of redundance in criteria for positivity of even polynomials, see Jury 
[72, pp. 145-1501, 
4. STURM’S ALGORITHM 
The algorithm of Sturm [20, 221 for finding the number of real roots of a 
polynomial equation in a given interval is as follows. 
From the given polynomial equation with real coefficients 
f(X)Ea~~+alx~-l+~~~+~,=O (%fO> (4.1) 
form the sequence of functions 
fO(X),fl(X),...,f7(X) 
where 
(4.2) 
fi(x) = -[remainder obtained on dividing fO(x) by fi(x)] 
fs(x) = -[remainder obtained on dividing fi(x) by f.(x)] 
(4.3) 
etc. 
Continue this process until a remainder ( -fr+I) is obtained which is identically 
zero. Then the number of real roots of (4.1) between x = A and x = B (B > A) 
equals the number of variations of sign in the sequence 
minus the number of variations of sign in the sequence 
this rule being subject to the following stipulations: 
6 Some of the results in [41, 46, 48, 601 are rediscoveries of cases of Newton’s rules. 
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(i) a multiple root contributes only unity to the count of roots; 
(ii) if some but not all of the terms in (4.4) are zero, they are omitted 
from the sequence; similarly if some but not all of the terms of (4.5) are zero, 
they are omitted from the sequence; 
(iii) if all the terms in (4.4) are zero, sequence (4.4) is replaced by 
frJ(A + Qfl(A + %...,f,(A + 6) (4.6) 
where 6 is a small positive real number; similarly if all the terms in (4.5) are 
zero, sequence (4.5) is replaced by 
f@ - %fl(B - %..,f,(B - 6) (4.7) 
For a proof of Sturm’s algorithm together with a discussion of its historical 
background, see [74]. 
Note that usually a remainder in (4.3) has a degree which is less by unity than 
that of the corresponding divisor. Consequently the degrees of the polynomials in 
sequence (4.2) usually decrease successively by unity, so that the number of 
polynomials is then n + 1. This will be called the regular cam of Sturm’s 
algorithm. 
But, exceptionally, examples can occur in which a remainder has a degree 
which is less by two or more than that of the corresponding divisor. In such an 
example the successive decreases of degree of the polynomials in sequence (4.2) 
include one or more abnormally large jumps, with the result that the number of 
polynomials is then less than n + 1. This will be called the irregular case of 
Sturm’s algorithm. 
5. APERIODICITY CRITERIA IN TERMS OF STURM COEFFICIENTS 
Sturm’s algorithm can be used to obtain the following set of necessary and 
sufficient conditions for the zeros of a polynomial to be all real and simple; these 
conditions were given by Sturm [22], Young [26] and Serret [33]. 
THEOREM 1. Let the polynomial equation 
f(x) = agn + aIxn-l + *** + a, = 0 (a, > 0, n > 1) (5.1) 
have all its coeficients real, and for k = 0, I,..., r let b, be the leading coeji&tzt 
of the Sturm polynomial fk(x) deJned by (4.3). Then for (5.1) to have all its roots 
real and simple, i.e. fbr (5.1) to be the characteristic equation of an aperiodic system, 
it is necessary and su#icient hat the total number of Sturm polynomials should be 
n + 1, i.e. that t = n, and that 
b, > 0, 6, > 0 ,..., b, > 0. (5.2) 
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Proof. To begin with, consider the regular case, so that the number of 
Sturm functions is n + 1. In seeking the number of real roots we take 
A--co, R=-FiXI. (5.3) 
When 1 x 1 -+ 00, the sign of the polynomial fl:(x) is determined by its leading 
term &x~-~. Thus sequence (4.2) is effectively 
b$P, bpe ,.-*7 b n * (5.4) 
Here b, = a, , and since a, > 0 (see (5.1)) we have 
b, >O. (5.5) 
The other b’s in (5.4) are all non-zero, because we are considering the regular 
case, so stipulations (ii) and (iii) in Sturm’s algorithm are inapplicable. Suppose 
first that these b’s are all positive: 
b< > 0 (i = 1, 2 )...) n). (5.6) 
From (5.5) and (5.6) the signs of sequence (5.4) are: 
for x = --co: . ..+-+-+-+ (5.7) 
for Y = +co: ... + + + + + + +. (5.8) 
Here there are n changes of sign for x = - co, and none for x = + co. Hence 
(5.1) has n simple real roots, i.e. conditions (5.6) are sz@cient for aperiodicity. 
Suppose next that one or more of b, , b, ,..., 6, are negative. Then the signs of 
sequence (5.4) for x = -cc will be different from those in (5.7); consequently 
there is no longer a change of sign in every pair of adjacent erms; i.e. the number 
of sign changes is less than n. Hence (5.1) now has less than n simple real roots. 
We conclude that, in the regular case, conditions (5.6) are necessary for aperiod- 
icity. 
Finally let us consider the irregular case when the number of Sturm functions 
is less than n + 1. Because of (5.5), not all of terms (4.2) are zero when 1 x / + co, 
hence stipulation (iii) in Sturm’s algorithm is inapplicable. Since the number 
of terms in sequence (4.2) is now less than n + 1, the number of changes of sign 
is less than n, for any given value of X, and in particular for x = --a. Hence 
(5.1) has less than n simple real roots. We conclude that a necessary condition 
for aperiodicity is that the number r + 1 of Sturm functions should be n + 1. 
In summary, r = n and inequalities (5.6) constitute a set of necessary and 
sufficient conditions for aperiodicity. However, the first of these inequalities 
b, > 0 (5.9) 
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is always satisfied and hence is redundant. This fact follows from the second of 
equations (4.3), which implies that 
b, = na, (5.10) 
and from the inequality a, > 0 in (5.1). Omitting (5.9) from (5.6) we obtain 
(5.2); and the theorem is proved. 
6. STURM COEFFICIENTS REPLACED BY DETERMINANTS 
Sturm’s functions can be written in the form of determinants (Cayley [27]); 
alternatively Sturm’s functions can be replaced by determinants which are 
somewhat simpler than those of Cayley (Trudi [29]). From either of these 
formulations it fohows that, in the regular case, the leading coefficient 6, of the 
functionf,(x) can be expressed as 
b, = P,& (k = 1, 2,..., n) (6-l) 
where pk is a certain positive factor, and D, is a “bigradient” determinant 
having the form 
k - 1 rows 
D, -SG 
k rc )WS 
a, (n - 2) a2 (n - 3) a3 - - - 
(6.2) 
More specifically, the element dii in the ith row and jth column of D, is 
4 
= afei (i = 1,2,..., k - 1) 
-(~.~---j+2k)a,+~-,, (i=k,k+1,...,2k-1) “=1,2.m”‘2k~~~ 
where 
a, =O if p<O or p>n. (6.4) 
For example, when n = 3 the determinants are 
D, = 3a. , (6.5) 
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“0 a, u2 u3 
a0 a1 a‘2 a3 
. . 3uo 2a, u2 
. 3u, 2u, u2 . 
3u, 2u, u2 
(6.6) 
Note that each determinant D, (K = 1,2,..., n - 1) is a central minor of D,; for 
this reason the corresponding matrices are called inners by Jury [72]. For 
expositions of bigradients, see Muir [38], Talbot [62], Barnett [70] and 
Householder [66, 7 I]. 
The positive factor pk in (6.1) can be expressed in terms of the leading Sturm 
coefficients b, , b, ,..., bk-r; in fact (6.1) can be written as 
D, = (bob, ... b,-J2 b, (k = 1, 2 ,...) n). (6.7) 
For the proof of (6.7), see Trudi [29, pp. 132-1341; alternatively see the proof 
of the analogous result in the theory of continued fractions, as given by Frank 
[43] or Wall [44, pp. 161-1661. (In Sturm’s algorithm, (4.3) amounts to the 
construction of a continued fraction.) 
Note that, in the above mentioned proofs of (6.7), there is a restriction to the 
regular case. In fact (6.7) d oes not hold in the irregular case; nevertheless, the 
following generalized result does hold then: 
THEOREM 2. Let the polynomial equation 
f(x) = uoxn + ug-l + ... + a, = 0 (a, > 0, n > 1) (6.8) 
have its coe$Gnts all real, andfor k = 0, l,..., r let b, be the leading coeficient 
of the Sturm function fk(x) defined by (4.3). Let D, , D, ,..., D, be the determinants 
defined by (6.2)-(6.4). Then the total number Y + 1 of Sturm functions is less than 
n + 1 (i.e. the irregular case occurs), if and only if there is un integer q satisfying 
1 < q < n - 1 such that 
D, # 0, D, # 0 ,..., D, # 0; D,+I = 0. (6.9) 
When (6.9) holds, the Jirst q determinants satisfy 
D, = (bob1 . . . bk-A2 b, (k = 1, 2 ,..., q). (6.10) 
When (6.9) does not hold (i.e. in the regular case) (6.10) holds with q = n. 
Proof. If we start with the coefficients a,, a, ,..., a, satisfying the regular 
case, and then change them continuously so as to approach the irregular case, 
one or more of the leading Sturm coefficients b, , b, ,..., b, will approach zero, 
and of these one, b,,, say, will have the least subscript. (Here q > 1 because of 
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(5.5) and (5.9)). Until the irregular case is reached, the b’s change continuously 
and satisfy (6.7). When the irregular case is reached, b, ,4 ,..., b, continue to 
change continuously, but b,,, j umps discontinuously (to the value of the first 
non-vanishing coefficient of the Sturm function f,+I(~)). Also, the determinants 
Dk change continuously throughout, since they are polynomial functions of the 
a’s. Therefore when b,,, -+ 0 (6.7) will hold in the limit for k = 1, 2 ,..., q; and 
for K = q + 1 will yield D,+l -+ 0. Thus (6.9) and (6.10) hold in the irregular 
case. 
Conversely, if, starting from the regular case, we change the a’s continuously 
so that condition (6.9) is approached, (6.7) yields b,+r -+ 0; hence the irregular 
case is approached, and (6.10) holds. Finally, the last statement of the theorem is 
merely a restatement of (6.7). The theorem is proved. 
For further study of the irregular case, see Segre [61], Talbot [62], Brown [63], 
and Householder [71]. 
7. DETERMINANTAL CRITERIA FOR APERIODICITY 
We are now in a position to complete the proof of the following aperiodicity 
criteria. 
THEOREM 3. Let the polynomial equation 
ug?+a,~~-~+*~*+a,=O (a0 > 0, n > 1) (7.1) 
have its coejicients all real, and let DI , D, ,..., D, be the determinants de$ned by 
(6.2)-(6.4). Then for (7.1) t o h ave its roots all real and simple, i.e. for (7.1) to be 
the characteristic equation of an aperiodic system, it is necessary and suficient that 
D, > 0, D, > 0 ,..., D, > 0. (7.2) 
Proof. Necessity. Suppose the system is aperiodic. Then (5.2) holds. 
Furthermore, the regular case occurs (see Theorem l), and so (6.7) is valid. 
(5.2) and (6.7) show that inequalities (7.2) are satisfied. 
Sufficiency. Suppose (7.2) holds. Then (6.9) does not hold, and hence the 
regular case occurs. Hence (6.7) applies. (6.7) and (7.2) show that inequalities 
(5.2) are satisfied. Hence the system is aperiodic. The theorem is proved. 
By taking explicit account of the regular case, the present proof of aperiodicity 
criteria (7.2) completes the proof previously sketched [53] in 1955. A result 
similar to (7.2) was given by Meerov [42] in 1945; however his criteria included 
some extra (redundant) conditions, and the rows and columns in his determinant 
were ordered differently from those in (6.2). 
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8. CRITERIA FOR COMBINED APERIODICITY AND STABILITY 
Meiman [47] gave the following lemma in 1949: 
LEMMA 1. Let the polynomial equation 
a#+a,xn-l+ *.*+a,===0 (a0 > 0) (8.1) 
have all its coefficients and roots real. Then for the roots to be all negative it is 
necessary and suficient that 
a, > 0, a3 > 0 ,..., a, > 0. (8.2) 
Proof. Necessity. Suppose the roots are all negative. Then (8.1) factorizes 
as 
(8.3) 
where the 01’s are all positive. On multiplying out the factors in (8.3), we see 
that the resulting coefficients satisfy (8.2). 
Sufficiency. Suppose (8.2) holds. Then for x 3 0 the left side of (8.1) is 
positive. Hence (8.1) has no positive or zero roots. Hence the roots are all 
negative. The lemma is proved. 
Lemma 1 used in conjunction with Theorem 3 yields the following criteria 
for combined aperiodicity and stability [53, 57, 621: 
THEOREM 4. Let the polynomial equation 
a,xn + a$+-l + ... + a, = 0 (a0 > 0) (8.4) 
have its coefficients all real. For the roots of (8.4) to be all real, simple and negative, 
i.e. for (8.4) to be the characteristic equation of a system which is both aperiodic 
and stable, it is necessary and sufficient that the following 2n - I inequalities should 
hold: 
a, > 0, a2 > O,..., a, > 0 (8.5) 
and(if n > 1) 
D, > 0, D, > O,..., D, > 0 (8.6) 
where D, (k = 2, 3,..., n) are determinants dejined in (6.2)-(6.4). 
Proof. Necessity. Suppose the roots are all real, simple and negative. Then 
from Theorem 3, (8.6) holds; and from Lemma 1, (8.5) holds. 
Sufficiency. Suppose (8.5) and (8.6) are satisfied. From (8.6) and Theorem 3, 
the roots are all real and simple. Then from (8.5) and Lemma 1, the roots are all 
negative. The theorem is proved. 
A version of Theorem 4 given previously [53] included the extra criterion 
a,, > 0, which is redundant in view of the statement of this inequality in (8.4). 
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9. INVESTIGATION OF REDUNDANCE IN LOW-ORDER CASES 
For n = 1 the single characteristic root is necessarily real, so there are no 
aperiodicity criteria, and the question of redundance does not arise. 
For n = 2 the aperiodicity criteria (7.2) consist of only one inequality, which 
must therefore be non-redundant. This inequality is 
Dzz “p 
a, a2 
2a, a, > 0 
2a, a, . 
(9.1) 
or, after division by a, (> 0), 
aI2 - 4a,a, > 0 (94 
which is the familiar condition for a quadratic equation to have real and simple 
roots. 
For n = 3 the aperiodicity criteria (7.2) are 
D, >O, D, > 0 (9.3) 
where D, and D, are given explicitly by (6.5) and (6.6). Expanding the deter- 
minants, we find: 
D, = 2a,(a12 - 3a,a,) (94 
D, = a,,(aca22 - 4q3a3 - 4a,a23 + 18a,,~a,a, - 27a,2a32). (9.5) 
The following identity [54] is suggested by a study of the Cardan-Ferro- 
Tartaglia formula [l, 26, 331 for the roots of a cubic equation, and may be 
readily verified from (9.4) and (9.5): 
(D2/a,J3 = 2(27a,2a3 + 2a13 - 9a,,%a2)2 + 54a,D, . (9.6) 
This identity shows that if D, is positive then D, also is positive (recall that 
a, > 0). Hence, in the apwiodicity criteria (9.3) for n = 3, the inequality D, > 0 
is redundant [54, 611; i.e. when n = 3 a necessary and sufficient condition for 
aperiodicity is simply 
D, > 0. P-7) 
Since there is only one inequality in (9.7) this inequality is non-redundant. 
To confirm the redundance of D, > 0 for R = 3, note that if on the contrary 
we could have D, < 0, D, > 0, and hence b, < 0, b, > 0, the signs (5.7) and 
(5.8) of the Sturm sequence would be: 
for x=-co: -+++ (9.8) 
for x=+co: ++-+ w3 
409/68/2-S 
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(9.8) and (9.9) indicate that the number of real roots would then be (-1); an 
impossibility. Hence the case n = 3, D, < 0, D3 > 0 cannot occur. 
For n = 4 the aperiodicity criteria (7.2) are 
4 > 0, 03 > 0, D4 >0 (9.10) 
and it turns out that none of them is redundant. To prove the latter assertion 
for any of the inequalities, it suffices to find an example for which that inequality 
is not obeyed, while the remaining two are obeyed. Thus the example 
x4 + 6x3 + 15x2 + 18x + 10 = 0 (9.11) 
(with roots -1 f i and -2 & ;) yields 
D, = -12, D, = 48, D, ~400 (9.12) 
showing that the inequality D, > 0 in (9. IO) is not redundant. Also, the example 
x4 + 10X3 + 35x2 + 50X + 34 = 0 (9.13) 
(with roots -1 f i and -4 i ;) yields 
D, ~20, D3 = -720, D, =219024 
which shows that D, > 0 is not redundant. Lastly, the example 
x4 + 12x3 + 51x2 + 90X + 50 = 0 
(with roots - 1, -5, and -3 & i) gives 
D2 =24, D, =600, D,=-40000 
so the final criterion D, > 0 is also non-redundant. 
(9.14) 
(9.15) 
(9.16) 
10. STUDY OF THE FIRST APERIODICITY CRITERION 
The first of the aperiodicity criteria (7.2) is 
D,>O (10.1) 
and, as was seen in the previous section, this inequality is redundant when n = 3 
and non-redundant when 12 = 2 and 4. It will now be shown that criterion (10.1) 
is non-redundant for all n > 4 also. For this purpose our aim will be to construct 
an example which yields 
D,<O; D, > O,D, > O,..., D, > 0 (n > 4). (10.2) 
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As a preliminary, let us consider the characteristic equation 
x~+x~-2+X”-4~((X1+X2+ 1)X+4=0 (n > 4) 
with coefficients 
a,=a,=a,=l, a, = us = 0 
a5 Yzz a6 = --. z.z a, = 0 
(10.3) has a root of multiplicity n - 4 at zero and four complex roots: 
With values (10.4) and (10.5), D, as given by (6.2) is 
D, = 
1. 1 . 1 . . . 
.l . 1 . 1 . . 
. . 1 . 1 . 1 . 
. . 1 . 1 . 1 
. . . n n-2 . 
. . . n. n-2 . n-4 
. . n n-2 . n-4 . 
en . n-2 . n-4 . 
n . n-2 . n-4 . 
n-4 
(10.3) 
(10.4) 
(10.5) 
(10.6) 
(10.7) 
Determinant (10.7) is easy to evaluate: subtract (n - 4) times the first row from 
the last row, (n - 4) times the second row from the penultimate row, and so on; 
then expand the determinant with respect to the non-zero elements in the last 
three columns. The result is 
D, = (n - 4) 
* 1 . 1 * 1 
. . ’ 4 . 2 
**4-2. 
(10.8) 
which may be easily reduced to 144 (n - 4). The determinants D, , D, , D, 
may be evaluated similarly. Thus one finds for characteristic equation (10.3) 
.4.2.. 
4.2... 
D, = -2n, D, = 4(n + 2) 
D4 = 24(n + 2), D, = 144(n - 4). 
(10.9) 
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These equations show that (10.1) . is non-redundant for n = 5; so from this 
point on we will take n 2 6. 
The remaining determinants D, , D, ,.. ., D, for characteristic equation (10.3) 
with n >, 6 turn out to have only zero elements in the last column, and are 
therefore zero. In fact, for a general characteristic equation the last column of 
D, consists of the elements (see (6.3)) 
&k--l ! = a2k--1--i (i = 1, 2,..., k - 1) =(n-i+ l)aiel (i=k,kf I,..., 2K-- 1). u”.lo) 
Here the coefficient with the least subscript occurs when i = k and is a,-, . 
From (10.5) this coefficient is zero if k > 6; and from (10.5) and (6.4) all coeffi- 
cients with greater subscripts are then also zero. Hence all the elements (10.10) 
are indeed zero when (10.5) holds and R 2 6. We conclude that then 
D,=D,...=D,=O (n>6). (10.11) 
In summary, (10.9) and (10.11) yield for characteristic equation (10.3) 
D, < 0; D, > 0, D, > 0, D, > 0; D, = 0, D, = 0 ,..., D, = 0. 
(10.12) 
Our aim next is to change the characteristic equation (10.3) slightly, so as 
to make the zero terms in (10.12) become positive, while leaving unchanged the 
signs of the non-zero terms. To this end let us replace the n - 4 roots at zero 
by the real and simple roots 
-eul, ah, ,..., -eu,-, (10.13) 
where u1 , us ,..., u,-~ are fixed distinct real and positive numbers, and B is a real 
and positive parameter: 
e >o; Ul > 0, u2 > 0 ,...) u,-g > 0. (10.14) 
(The positivity of the u’s is not required in the present section, but will be 
useful later.) The remaining four roots (10.6) will be kept the same; thus the 
characteristic equation is now 
(~4+~2+i)(~+e~~)(~+e~~)...(x+e~,_,)=o. (10.15) 
The determinants D, for this equation are continuous functions of the 
coefficients, and hence of the parameter 8. Thus when 0 is made sufficiently small, 
the inequalities in (10.12) are conserved, i.e. 
D2p) < 0; D,(e) > 0, D,(e) > 0, D,(e) > 0. (10.16) 
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In view of (6.10), the leading Sturm coefficients for equation (10.15) then satisfy 
b(f9 < 0; b(e) > 0, W) > 0, b&q > 0. (10.17) 
We also have from (5.5) and (5.9) 
h(e) > 0, bl(8) > 0. (10.18) 
From (10.17) and (10.18) the signs of the first six terms of the Sturm sequence 
(5.4) are: 
forx = -cc: 
for x = +co: 
- + + + - + (n odd) 
++-+i+ 
for x = ---co: +---+- 
forx = $-co: ++-I-++ 
(n even) 
In either of (10.19) and (10.20) th ere is one more variation of sign when x = - co 
than when x = +co; corresponding to the presence of just one of the real 
roots. But (10.15) h as a total of n - 4 distinct real roots. Hence the remaining 
signs (which number n- 5 at most) of the Sturm sequence (when adjoined 
to the first six signs (10.19) or (10.20)) must contribute rz - 5 additional varia- 
tions of sign when x = -co, and none when x = + co. Therefore the remaining 
terms of the Sturm sequence must be n - 5 in number, making a total of 
12 + 1, indicating the regular case; and must satisfy 
be(e) > 0, b,(e) > 0 ,..., bn(e) > 0. (10.21) 
Because the regular case holds, (6.7) is valid, and with (10.21) yields 
OS(e) > 0, o,(e) > 0 ,..., D,(e) > 0. (10.22) 
In summary, inequalities (10.16) and (10.22) show that the characteristic 
equation (10.15) with 8 small enough, is an example satisfying inequalities 
(10.2). Therefore the first aperiodicity criterion (10.1) is indeed non-redundant 
for all 1z > 4. 
11. INVESTIGATION OF REDUNDANCE IN HIGHER-ORDER CASES 
We can now prove by induction that all the aperiodicity criteria (7.2) are 
non-redundant if n 2 4. Suppose that, for a given value of n > 4, there exists a 
characteristic equation 
f(x) EC lz(p + u,x”-1 + ... + a, = 0 k% > 0) (11.1) 
for which one of the determinants D, , D, ,..., D, is negative and all the others 
are positive. It will be helpful to add temporarily an extra subscript to D, , 
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writing it as D,,, , to indicate the degree of the characteristic equation being 
considered. Then our induct& assumption (i) for equation (1 I .1) is 
<o 
D 
(k =A 
k.n 
>o (k f .i) 
(k = 2, 3,..., n) (11.2) 
wherej is a given integer in the set 2, 3,..., n. We shall see that as a consequence 
there exists a characteristic equation of degree (n + 1) for which 
Q+l,n+l < 0 (11.3) 
while all its other determinants are positive. 
Consider the characteristic equation 
(6X + l)fW 
E EuOX”+l + (a, + al) xn + (a1 + a2) Y--l + a.* + (a,-, + Hzll) x + a, 
ZzI 0 (11.4) 
where E is a real and positive parameter: 
E > 0. (11.5) 
The determinant Dk+l,n+l for equation (I 1.4) is, in view of (6.2), 
D k+l,n+l = 
a0 + l al 
EUO 
------ 
(n+ l)cao --- 
(n + 1) 6uo n(u, + aI) - - - 
(n + 1) cue 4uO+4 (n-1>(al+~a2) --- 
When E + 0, (11 A) gives 
a0 a0 a1 a2 
--- 
a0 a1 
--- 
a0 
--- 
___----------------- 
D k+l.ntl- E 
___----------------- 
--- 
- - .- 
(n -t 1) a, nuO (n T)u, (n - 2) a2 --- 
i 
k rows 
k + 1 rows 
(11.7) 
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Subtract the second column from the first; subtract n times the resulting first 
column from the second; expand the resulting determinant with respect to the 
non-zero elements in its first two columns. Then (11.7) will yield 
a0 al 
a0 
a2 
al 
--- 
--- 
Ii k - 1 rows 
lzaO (n ‘“1”) 
(nYy)al --- 
a, (n - 2) a2: - -- 
or, in view of (6.2), 
D k+l,n+l+ %" Dk,n * 
From (11.2), (11.5) and (11.9) 
D I ~0 (k=j) k+l,n+l >o @ # i) (k = 2, 3,..., n) 
(for E sufficiently small). Also, (11.9) gives 
D 2,n+l -+ cao2 D,,, = Enao3 > 0. 
(11.8) 
(11.9) 
(11.10) 
(11.11) 
From (11 .lO) and (11.11) the determinant Dj+l,n+l is negative and all the other 
determinants in the set D2,n+l , D,,,,, ,..., Dn+l,n+l are positive. Hence the 
criterion 
4+*,n+1 > 0 (11.12) 
is non-redundant (subject to inductive assumption (i)). 
Next let us generalize the inductive assumption (i) that there exists an nth 
degree equation satisfying (11.2) for a particular value of j, and make the inductiwe 
assumption (ii) that for each value ofj in the set 2, 3,..., n such an equation exists. 
Then the above conclusion that (11.12) . IS non-redundant for an (n + 1)th 
degree equation follows for each j = 2, 3,..., n. Moreover, it has already been 
seen (Section 10) that 
D,,n+, > 0 (11.13) 
is non-redundant for all n 3 3. Hence each of the criteria 
D 2,n+1 > 0, Q,n+l > 'A-., Q+l.n+l > 0 (11.14) 
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is non-redundant for n > 3 (subject to inductive assumption (ii)). Now the 
inductive assumption (ii) is certainly valid when n = 4, as was seen in Section 9. 
Hence, the non-redundance of each of the inequalities (11.14) follows by induc- 
tion, for all 92 3 4. 
Collecting results, we find the following aperiodicity criteria are necessary, 
sufficient, and non-redundant: 
for n = 2: D, >0 (11.15) 
for n = 3: D3 > 0 (11.16) 
for n 2 4: 4 > 0, D, > O,..., D, > 0. (11.17) 
12. REDUNDANCE IN CRITERIA FOR COMBINED APERIODJCITY AND STABILITY 
Let us next investigate whether any of the criteria of Theorem 4 for combined 
aperiodicity and stability are redundant. 
In [77] it was shown that there exists a polynomial equation with all its roots 
real and simple, and with its coefficients all real and having any given sequence 
of n + 1 positive and negative signs. In particular there exists such an equation 
with just one of its coefficients negative: 
1 
to (k=j) 
a0 > 0, ab (k = 1, 2,..., n) (12.1) 
>o @ # j) 
and with all its roots real and simple. Here j is any given integer in the set 
1, 2,..., n. For this equation all the criteria of Theorem 4 for combined 
aperiodicity and stability are satisfied, except the criterion a, > 0. Therefore 
this criterion is non-redundant. Allowing j to take successively the values 
1, 2,..., n, we find that all the inequalities 
aj > 0 (j = 1, 2,..., n) (12.2) 
in (8.5) are non-redundant. 
For n = 2, the example 
gives 
x2+x+1=0 (12.3) 
al > 0, a2 > 0, D,=-3<0 (12.4) 
so the criterion D, > 0 is non-redundant. 
For n = 3, the example 
xs+2.%s+x+1 =o (12.5) 
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gives 
a, > 0, a2 > 0, a3 > 0, 
D, = 2 > 0, D, = -23 < 0 
(12.6) 
so the criterion D, > 0 is non-redundant. Also the identity (9.6) holds whatever 
the signs of a, , a2 , a3 , and shows that the criterion D, > 0 is redundant. 
For n = 4, the examples (9.11), (9.13) (9.15) show that each of the criteria 
D, > 0, D, > 0, D, > 0 is non-redundant. 
For each n > 4, it was seen in Sections 10 and 11 that there exists an equation 
with 
<o 
Dk 
1 
(k =.i) 
>o (k ii> 
(k = 2, 3,..., n) (12.7) 
where j is any given integer in the set 2, 3,..., n. Moreover, this equation can be 
chosen to have all its coefficients positive (see (10.14), (10.15) (11.4)). Then 
Dj > 0 is the only criterion not obeyed, and so is non-redundant. Thus each of 
the criteria D, > 0, D, > O,..., D, > 0 is non-redundant. 
To summarize, the following criteria for combined aperiodicity and stability 
are necessary, sufficient, and non-redundant: 
for n = 2: al > 0, a2 >O; D, > 0 (12.8) 
for n = 3: aI > 0, a2 > 0, a3 > 0; D, > 0 (12.9) 
for n > 4: 
a, > 0, a2 > O,..., a, > 0 
D, > 0, D, > 0 ,..., D, > 0 
(12.10) 
13. CONCLUSIONS 
In the aperiodic+ criteria of Theorem 3, and in the criteria for combined 
aperiodicity and stability given in Theorem 4, redundance occurs only when 
n = 3; and in this case the only redundant criterion is D, > 0. 
The anomalous case n = 3 is thought-provoking. Can it be that there exists a 
set of aperiodicity criteria, as yet undiscovered, containing n - 1 inequalities if 
n is even, and n - 2 inequalities if n (> 1) is odd ? Some studies by Sylvester 
[30, 311, Hermite 1841 and Cayley [85] appear to confirm that when n = 5 one 
can use a set of only 3 criteria. 
As discussed in Section 2, another set of aperiodicity criteria can be obtained 
by forming the equation with roots which are minus the squared differences of the 
characteristic roots. Here there are $n (n - 1) criteria, so presumably several 
are redundant if n > 2. The identification of the redundant members of these 
alternative criteria is another interesting open question. 
References [78-931, some of which were kindly supplied by E. I. Jury, were 
added in press. 
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