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Abstract. We consider the quantized Knizhnik-Zamolodchikov difference equation
(qKZ) with values in a tensor product of irreducible sl2 modules, the equation defined
in terms of rational R-matrices. We solve the equation in terms of multidimensional
q-hypergeometric integrals. We identify the space of solutions of the qKZ equation with
the tensor product of the corresponding modules over the quantum group Uqsl2. We
compute the monodromy of the qKZ equation in terms of the trigonometric R-matrices.
1. Introduction.
1.1. In this paper we solve the rational quantized Knizhnik-Zamolodchikov difference
equation ( qKZ ) with values in a tensor product of irreducible highest weight sl2-modules.
The rational qKZ equation is a system of difference equations for a function Ψ(z1, ..., zn)
with values in a tensor product M1 ⊗ ... ⊗Mn of sl2 modules. The system of equations
has the form
Ψ(z1, . . . , zm + p, . . . , zn) = Rm,m−1(zm − zm−1 + p) . . .Rm,1(zm − z1 + p)e
−µhm ×
×Rm,n(zm − zn) . . . Rm,m+1(zm − zm+1)Ψ(z1, . . . , zn),
m = 1, . . . , n, where p, µ are complex parameters of the qKZ equation, h is a generator
of the Cartan subalgebra of sl2, hm is the operator h acting in the m-th factor, Ri,j(x) is
the rational R-matrix RMiMj(x) ∈ End(Mi ⊗Mj) acting in the i-th and j-th factors of
the tensor product. In this paper we consider only steps p with negative real part.
The qKZ equation is an important system of difference equations. The qKZ equation
was introduced in [FR] as an equation for matrix elements of vertex operators of a quan-
tum affine algebra. An important special case of the qKZ equation had been introduced
earlier in [S] as equations for form factors in integrable quantum field theory. Later, the
qKZ equation was derived as an equation for correlation functions in lattice integrable
models, cf. [JM] and references therein.
Solutions of the rational qKZ equation with values in a tensor product of sl2 Verma
modules Vλ1⊗ ...⊗Vλn with generic highest weights λ1, . . . , λn were constructed in [TV1].
The solutions have the form
Ψ(z) =
∑
k1,...,kn
Ik1,...,kn(z)f
k1v1 ⊗ ...⊗ f
knvn,
1
2 E. MUKHIN AND A. VARCHENKO
where {fk1v1⊗ . . .⊗f
knvn} ∈ Vλ1⊗ ...⊗Vλn is the standard basis in the tensor product of
sl2 Verma modules, and the coefficients Ik1,...,kn(z) are given by suitable multidimensional
q-hypergeometric integrals.
The space of solutions of the qKZ equation with values in a tensor product of sl2
Verma modules with generic highest weights was described in [TV1] in terms of the
representation theory of the quantum group Uq(sl2) with q = e
πi/p. Namely, consider the
tensor product V qλ1 ⊗ ...⊗ V
q
λn
of Uq(sl2) Verma modules, where V
q
λj
is the deformation of
the sl2 Verma module Vλj . It was shown in [TV1] that there is a natural isomorphism
of the space S of meromorphic solutions of the qKZ equation with values in the tensor
product Vλ1 ⊗ ... ⊗ Vλn and the space V
q
λ1
⊗ ... ⊗ V qλn ⊗ F , where F is the space of
meromorphic functions in z1, ..., zn, p-periodic with respect to each of the variables,
V qλ1 ⊗ ...⊗ V
q
λn
⊗ F ≃ S.
This isomorphism was used in [TV1] to compute asymptotic solutions of the qKZ equa-
tion with values in a tensor product of sl2 Verma modules with generic highest weights
and to compute the transition functions between asymptotic solutions in terms of the
trigonometric R-matrices acting in V qλ1 ⊗ ...⊗ V
q
λn
.
Assume that the Verma module Vλj is reducible and vectors {f
kvj}k≥Nj generate a
proper submodule Sλj ⊂ Vλj . Then the vectors {f
kvj}k<Nj form a basis in the irreducible
module Lλj = Vλj/Sλj . If Vλj is irreducible, then we set Nj =∞.
Return to the sum Ψ(z). If the Verma modules of the tensor product Vλ1 ⊗ ... ⊗ Vλn
become reducible, then some of the coefficients in the sum become divergent. In this
paper we show that the restricted sum
Ψ0(z) =
∑
k1<N1,...,kn<Nn
Ik1,...,kn(z)f
k1v1 ⊗ . . .⊗ f
knvn
remains well defined even when some of the Verma modules become reducible.
Moreover, we show that the sum Ψ0(z) defines a solution of the qKZ equation with
values in the tensor product Lλ1 ⊗ ...⊗Lλn of irreducible sl2 modules, and under certain
conditions all solutions have this form.
These results allow us to describe the space of solutions to the qKZ equation with values
in Lλ1⊗. . .⊗Lλn in terms of representation theory of the quantum group Uq(sl2). Namely,
consider the tensor product Lqλ1⊗ ...⊗L
q
λn
of Uqsl2 modules, where L
q
λj
is the deformation
of the sl2 irreducible module Lλj . We show that there is a natural isomorphism of the
space S of meromorphic solutions of the qKZ equation with values in the tensor product
Lλ1 ⊗ ...⊗ Lλn and the space L
q
λ1
⊗ ...⊗ Lqλn ⊗ F ,
Lqλ1 ⊗ ...⊗ L
q
λn
⊗ F ≃ S.
We compute asymptotic solutions of the qKZ equation with values in a tensor product
of irreducible sl2 Verma modules and the transition functions between the asymptotic
solutions. The transition functions are given in terms of the trigonometric R-matrices
acting in Lqλ1 ⊗ ...⊗ L
q
λn
.
In this paper we consider the rational qKZ equation associated with sl2. There are
other types of the qKZ equation: the trigonometric qKZ equation [FR], [TV2] and the
elliptic qKZB equation [F1],[F2], [FTV1], [FTV2]. The trigonometric qKZ equation with
values in a tensor product of Uq(sl2) Verma modules with generic highest weights and the
elliptic qKZB equation with values in a tensor product of Eτ,η(sl2) Verma modules with
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generic highest weights were solved in [TV2] and [FTV2], respectively. Here Eτ,η(sl2) is
the elliptic quantum group associated to sl2. In the next paper we will extend our results
to the trigonometric qKZ and elliptic qKZB equations and describe solutions of these
equations with values in irreducible finite dimensional modules.
The paper is organized as follows.
In Section 2 we recall some facts about sl2, Uq(sl2) and their representations. We
define the rational R-matrix and the qKZ equation. In Section 3 we describe integral
representations of solutions of the qKZ equation with values in a tensor product of sl2
Verma modules. The statements of results are given in Section 4. The proofs are collected
in Section 5.
The authors thank V.Tarasov for useful discussions.
2. General definitions and notations
2.1. The Lie algebra sl2. Let e, f , h be generators of the Lie algebra sl2 such that
[h, e] = e, [h, f ] = −f, [e, f ] = 2h.
For an sl2 module M , let M
∗ be its restricted dual with an sl2 module structure defined
by
〈eϕ, x〉 = 〈ϕ, fx〉, 〈fϕ, x〉 = 〈ϕ, ex〉, 〈hϕ, x〉 = 〈ϕ, hx〉
for all x ∈M , ϕ ∈M∗. The module M∗ is called the dual module.
For λ ∈ C, denote Vλ the sl2 Verma module with highest weight λ. Then Vλ =
∞⊕
i=0
Cf iv,
where v is a highest weight vector. Denote Lλ the irreducible module with highest weight
λ.
Let Λ+ = {0, 1
2
, 1, 3
2
, 2, ...} be the set of dominant weights. If λ ∈ Λ+, then Lλ is a
(2λ+ 1)-dimensional module and
Lλ ≃ Vλ/Sλ,
where Sλ =
∞⊕
i=2λ+1
Cf iv ⊂ Vλ is the maximal proper submodule. The vectors f
iv, i =
0, . . . , 2λ, generate a basis in Lλ.
For λ 6∈ Λ+, Lλ = Vλ. It is convenient to introduce Sλ to be the zero submodule of Vλ,
then Lλ ≃ Vλ/Sλ, as we have for λ ∈ Λ
+.
For an sl2 moduleM with highest weght λ, denote by (M)l the subspace of weight λ−l,
by (M)sing the kernel of the operator e, and by (M)singl the subspace (M)l
⋂
(M)sing.
2.2. The algebra Uqsl2. Let q be a complex number different from ±1. Let eq, fq, q
h,
q−h be generators of Uqsl2 such that
qhq−h = q−hqh = 1, [eq, fq] =
q2h − q−2h
q − q−1
,
qheq = qeqq
h, qhfq = q
−1fqq
h.
A comultiplication ∆ : Uqsl2 → Uqsl2 ⊗ Uqsl2 is given by
∆(qh) = qh ⊗ qh, ∆(q−h) = q−h ⊗ q−h,
∆(eq) = eq ⊗ q
h + q−h ⊗ eq, ∆(fq) = fq ⊗ q
h + q−h ⊗ fq.
The comultiplication defines a module structure on tensor products of Uqsl2 modules.
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For λ ∈ C, denote V qλ the Uqsl2 Verma module with highest weight q
λ. Then V qλ =
∞⊕
i=0
Cf iqv
q, where vq is a highest weight vector.
For λ ∈ Λ+, Sqλ =
∞⊕
i=2λ+1
Cf iqv
q is a submodule in V qλ . Denote L
q
λ the quotient module
V qλ /S
q
λ. The module L
q
λ is the (2λ + 1)-dimensional highest weight module with highest
weight qλ. The vectors f iqv
q, i = 0, . . . , 2λ, generate a basis in Lqλ.
For λ 6∈ Λ+, let Lqλ = V
q
λ . It is convenient to introduce S
q
λ to be the zero submodule of
V qλ , then L
q
λ ≃ V
q
λ /S
q
λ, as we have for λ ∈ Λ
+.
For an Uqsl2 module M
q with highest weight qλ, denote by (M q)l the subspace of
weight qλ−l, by (M q)sing the kernel of the operator eq, and by (M
q)singl the subspace
(M q)l
⋂
(M q)sing.
2.3. The rational R-matrix. The Yangian Y (sl2) is a Hopf algebra which has a family
of homomorphisms to the universal enveloping algebra of sl2, Y (sl2) → U(sl2), depend-
ing on a complex parameter. Therefore, each sl2 module M carries a Yangian module
structure M(x) depending on a parameter, see [CP],[TV1].
For sl2 irreducible highest weight modules Lλ1 , Lλ2 and generic numbers x, y ∈ C, the
Yangian modules Lλ1(x) ⊗ Lλ2(y) and Lλ2(y) ⊗ Lλ1(x) are irreducible and isomorphic.
There exists a unique intertwiner which sends v1 ⊗ v2 to v2 ⊗ v1, where vi is a highest
vector in Lλi , i = 1, 2. This intertwiner has the form PRLλ1Lλ2 (x − y), where P is the
operator of permutation of factors. The operator RLλ1Lλ2 (x) ∈ End(Lλ1 ⊗ Lλ2) is called
the rational R-matrix, see details in [TV1]. The rational R-matrix commutes with the
sl2 action on the tensor product Lλ1 ⊗ Lλ2 .
Let λ1, λ2 6∈ Λ
+. Let
Vλ1 ⊗ Vλ2 =
∞⊕
l=0
Vλ1+λ2−l
be the decomposition of the tensor product of sl2 Verma modules into the direct sum of
irreducibles, and let Π(l) be the projector on Vλ1+λ2−l along the other summands.
There is a formula for the rational R-matrix,
RVλ1Vλ2 (x) =
∞∑
l=0
Π(l)
l−1∏
s=0
x+ λ1 + λ2 − s
x− λ1 − λ2 + s
,
see [KRS],[T].
Let λ1, λ2 ∈ Λ
+. Let
Lλ1 ⊗ Lλ2 =
2min{λ1,λ2}⊕
l=0
Lλ1+λ2−l
be the decomposition of the tensor product of finite dimensional irreducible sl2 modules
into the direct sum of irreducibles, and let Π(l) be the projector on Lλ1+λ2−l along the
other summands.
There is a formula for the rational R-matrix,
RLλ1Lλ2 (x) =
2min{λ1,λ2}∑
l=0
Π(l)
l−1∏
s=0
x+ λ1 + λ2 − s
x− λ1 − λ2 + s
,
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see [KRS],[T].
The vector spaces Vλ1 ⊗Vλ2 for different values of λ1, λ2 are identified by distinguished
bases {f l1v1 ⊗ f
l2v2 | l1, l2 ∈ Z≥0}.
Theorem 1. 1. The rational R-matrix RVλ1Vλ2 (x) ∈ End(V ⊗ V ) is a meromorphic
function of x, λ1, λ2. The poles of RVλ1Vλ2 (x) have the form x − λ1 − λ2 + s = 0, where
s ∈ Z≥0.
2. Let x be generic. Then the rational R-matrix RVλ1Vλ2 (x) preserves Sλ1⊗Vλ2+Vλ1⊗
Sλ2.
3. Let Vλ1 ⊗ Vλ2 → Lλ1 ⊗ Lλ2 be the canonical factorization map. Then for generic x,
the rational R-matrix RVλ1Vλ2 (x) can be factorized to an operator R(x) ∈ End(Lλ1 ⊗Lλ2)
and, moreover, R(x) = RLλ1Lλ2 (x).
An analog of Theorem 1 for the elliptic R-matrix is proved in Theorems 8, 31 in
[FTV1]. The same proof works for the rational R-matrix. We give an alternative proof
in Section 5.
2.4. The trigonometric R-matrix. Let q be a complex number, and not a root of
unity. The quantum affine algebra Ûqsl2 is a Hopf algebra which has a family of homo-
morphisms, Ûqsl2 → Uqsl2, depending on a complex parameter. Therefore, each Uqsl2
module M q carries a Ûqsl2 module structure M
q(x) depending on a parameter, see [T],
[CP].
For Uqsl2 irreducible highest weight modules L
q
λ1
, Lqλ2 and generic numbers x, y ∈ C, the
Ûqsl2 modules L
q
λ1
(x)⊗Lqλ2(y) and L
q
λ2
(y)⊗Lqλ1(x) are isomorphic. There exists a unique
intertwiner which sends vq1 ⊗ v
q
2 to v
q
2 ⊗ v
q
1, where v
q
i is a highest vector in L
q
λi
, i = 1, 2.
This intertwiner has the form PRq
Lqλ1
Lqλ2
(x/y), where P is the operator of permutation of
factors. The operator Rq
Lqλ1
Lqλ2
(x) ∈ End(Lqλ1 ⊗L
q
λ2
) is called the trigonometric R-matrix,
see details in [TV1]. The trigonometric R-matrix preserves the weight decomposition.
Let λ1, λ2 6∈ Λ
+. Let
V qλ1 ⊗ V
q
λ2
=
∞⊕
l=0
V qλ1+λ2−l
be the decomposition of the tensor product of Uqsl2 Verma modules into the direct sum of
irreducible modules, and let Π(l) be the projector on V qλ1+λ2−l along the other summands.
There is a formula for the trigonometric R-matrix:
Rq
V qλ1
V qλ2
(x) = Rqλ1,λ2(0)
∞∑
l=0
Π(l)
l−1∏
s=0
1− xq2s−2λ1−2λ2
1− xq2λ1+2λ2−2s
,
where
Rqλ1,λ2(0) = q
2λ1λ2−2h⊗h
∞∑
k=0
(q2 − 1)2k
k∏
s=1
(1− q2s)−1 (qhfq ⊗ q
−heq)
k,
see [CP],[T].
Let λ1, λ2 ∈ Λ
+. Let
Lqλ1 ⊗ L
q
λ2
=
2min{λ1,λ2}⊕
l=0
Lqλ1+λ2−l
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be the decomposition of the tensor product of finite dimensional irreducible Uqsl2 modules
into the direct sum of irreducibles, and let Π(l) be the projector on Lqλ1+λ2−l along the
other summands.
There is a formula for the trigonometric R-matrix,
Rq
Lqλ1
Lqλ2
(x) = Rqλ1,λ2(0)
2min{λ1,λ2}∑
l=0
Π(l)
l−1∏
s=0
1− xq2s−2λ1−2λ2
1− xq2λ1+2λ2−2s
,
see [CP],[T]. The vector spaces V qλ1 ⊗ V
q
λ2
for different values of λ1, λ2 are identified by
distinguished bases {f l1vq1 ⊗ f
l2vq2 | l1, l2 ∈ Z≥0}.
Theorem 2. Let q ∈ C be not a root of unity.
1. The trigonometric R-matrix Rq
V qλ1
V qλ2
(x) ∈ End(V ⊗ V ) is a meromorphic function
of x, λ1, λ2. The poles of R
q
V qλ1
V qλ2
(x) have the form x = q−2λ1−2λ2+2s, where s ∈ Z≥0.
2. Let x be generic. Then the trigonometric R-matrix Rq
V qλ1
V qλ2
(x) preserves Sqλ1⊗V
q
λ2
+
V qλ1 ⊗ S
q
λ2
.
3. Let V qλ1⊗V
q
λ2
→ Lqλ1⊗L
q
λ2
be the canonical factorization map. Then for generic x, the
trigonometric R-matrix Rq
V qλ1
V qλ2
(x) can be factorized to an operator Rq(x) ∈ End(Lqλ1 ⊗
Lqλ2) and, moreover, R
q(x) = Rq
Lqλ1
Lqλ2
(x).
An analog of Theorem 1 for the elliptic R-matrix is proved in Theorems 8, 31 in
[FTV1]. The same proof works for the trigonometric R-matrix.
2.5. The qKZ equation. The rational quantized Knizhnik-Zamolodchikov equation(qKZ)
associated to sl2 is the following system of linear difference equations for a function
Ψ(z1, . . . , zn) with values in a tensor product M1 ⊗ . . .⊗Mn of sl2 modules:
Ψ(z1, . . . , zm + p, . . . , zn) = RMm,Mm−1(zm − zm−1 + p) . . . RMm,M1(zm − z1 + p)e
−µhm ×
×RMm,Mn(zm − zn) . . . RMm,Mm+1(zm − zm+1)Ψ(z1, . . . , zn),
for m = 1, . . . , n. Here p, µ are complex parameters, µ is chosen so that 0 ≤ Imµ < 2π;
hm is the operator h ∈ sl2 acting in the m-th representation, RMiMj (x) ∈ End(Mi ⊗Mj)
is the rational R-matrix acting in the i-th and j-th factors, see [FR]. The linear operators
in the right hand side of the equations are called the qKZ operators.
The qKZ operators commute with the action of the operator h ∈ sl2 in the tensor
productM1⊗. . .⊗Mn. Therefore, in order to construct all solutions of the qKZ equation,
it is enough to solve the qKZ equation with values in weight spaces (M1 ⊗ . . .⊗Mn)l.
If the parameter µ of the equation is equal to zero, then the qKZ operators commute
with the sl2 action in the tensor product M1 ⊗ . . . ⊗Mn, and in order to construct all
solutions of the qKZ equation in this case, it is enough to solve the equation with values
in singular weight spaces (M1 ⊗ . . .⊗Mn)
sing
l .
Let π : Vλ1 ⊗ . . .⊗ Vλn → Lλ1 ⊗ . . .⊗ Lλn be the canonical projection map.
Lemma 3. Let Ψ(z) be a solution of the qKZ equation with values in Vλ1 ⊗ . . . ⊗ Vλn.
Then π ◦Ψ(z) is a solution of the qKZ equation with values in Lλ1 ⊗ . . .⊗ Lλn.
Lemma 3 follows from Theorem 1.
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3. The Hypergeometric pairing, [TV1]
3.1. The phase function. Let z = (z1, . . . , zn) ∈ C
n, λ = (λ1, . . . , λn) ∈ C
n, t =
(t1, . . . , tl) ∈ C
l. The phase function is defined by the following formula:
Φl(t, z, λ) = exp(µ
l∑
i=1
ti/p)
n∏
i=1
l∏
j=1
Γ((tj − zi + λi)/p)
Γ((tj − zi − λi)/p)
∏
1≤i<j≤l
Γ((ti − tj − 1)/p)
Γ((ti − tj + 1)/p)
.
3.2. Actions of the symmetric group. Let f = f(t1, . . . , tl) be a function. For a
permutation σ ∈ Sl, define the functions [f ]ratσ and [f ]
trig
σ via the action of the simple
transpositions (i, i+ 1) ∈ S⋖, i = 1, . . . , l − 1, given by
[f ]rat(i,i+1)(t1, . . . , tl) = f(t1, . . . , ti+1, ti, . . . , tl)
ti − ti+1 − 1
ti − ti+1 + 1
,
[f ]trig(i,i+1)(t1, . . . , tl) = f(t1, . . . , ti+1, ti, . . . , tl)
sin(π(ti − ti+1 − 1)/p)
sin(π(ti − ti+1 + 1)/p)
.
If for all σ ∈ Sl, [f ]ratσ = f , we will say that the function is symmetric with respect to
the rational action. If for all σ ∈ Sl, [f ]trigσ = f , we will say that the function is symmetric
with respect to the trigonometric action.
This definition implies the following important Remark.
Remark. If w(t1, . . . , tl) is S
l symmetric with respect to the rational action and
W (t1, . . . , tl) is S
l symmetric with respect to the trigonometric action, then ΦlwW is a
symmetric function of t1, . . . , tl (in the usual sense).
3.3. Rational weight functions. Fix natural numbers n, l.
Set Znl = {l¯ = (l1, . . . , ln) ∈ Z
n
≥0 |
n∑
i=1
li = l}. For l¯ ∈ Z
n
l and m = 0, 1, . . . , n, set
lm =
m∑
i=1
li.
For l¯ ∈ Znl , define the rational weight function wl¯ by
wl¯(t, z, λ) =
∑
σ∈Sl
 n∏
m=1
1
lm!
lm∏
j=lm−1+1
(
1
tj − zm − λm
m∏
k=1
tj − zk + λk
tj − zk − λk
)rat
σ
.
For fixed z, λ ∈ Cn, the space spanned over C by all rational weight functions wl¯(t, z, λ),
l¯ ∈ Znl , is called the hypergeometric rational space specialized at z, λ and is denoted
F (z, λ) = F nl (z, λ). This space is a space of functions of variable t.
For generic values of z, λ, the space F (z, λ) can be identified with the space (V ∗λ1 ⊗
. . .⊗ V ∗λn)l by the map
a(z, λ) : (f l1v1)
∗ ⊗ . . .⊗ (f lnvn)
∗ 7→ wl¯(t, z, λ).
Here {(f lvi)
∗ | l ∈ Z≥0} is the basis of V
∗
λi
, dual to the standard basis of Vλi given by
{f lvi | l ∈ Z≥0}, see Lemma 4.5, Corallary 4.8 in [TV1].
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3.4. Trigonometric weight functions. Fix natural numbers n, l.
For l¯ ∈ Znl , define the trigonometric weight function Wl¯ by
Wl¯(t, z, λ) =∑
σ∈Sl
 n∏
m=1
lm∏
s=1
sin(π/p)
sin(πs/p)
lm∏
j=lm−1+1
exp(πi(zm − tj)/p)
sin(π(tj − zm − λm)/p)
m∏
k=1
sin(π(tj − zk + λk)/p)
sin(π(tj − zk − λk)/p)
trig
σ
.
A function W (t, z, λ) is said to be a holomorphic trigonometric weight function if
W (t, z, λ) =
∑
m1+...+mn=l
am¯(λ, e
2πiz1/p, . . . , e2πizn/p)Wm¯(t, z, λ), (1)
where am¯(λ, u) are holomorphic functions of parameters λ, u ∈ C
n. We denote G the
space of all holomorphic trigonometric weight functions. This space is a space of functions
of variables of t, z, λ.
For a permutation σ ∈ Sn, define the trigonometric weight functions W σ
l¯
byW σ
l¯
(t, z, λ) =
Wσl¯(t, σz, σλ), where σl¯ = (lσ1 , . . . , lσn), σz = (zσ1 , . . . , zσn), σλ = (λσ1 , . . . , λσn).
For fixed λ, z ∈ Cn and σ ∈ Sn, the space spanned over C by all trigonometric weight
functions W σ
l¯
(t, z, λ), l¯ ∈ Znl , is called the hypergeometric trigonometric space specialized
at z, λ and is denoted G σ(z, λ) = G n,σl (z, λ). This space is a space of functions of variable
t.
For generic z, λ, the space G σ(z, λ) does not depend on σ, see Section 2 in [TV1], we
denote it G (z, λ).
For l¯ ∈ Zn−1l , define the singular trigonometric weight function W
sing
l¯
by
W sing
l¯
(t, z, λ) =∑
σ∈Sl
[
n−1∏
m=1
lm∏
s=1
sin(π/p)
sin(πs/p
sin(π(zm − λm − zm+1 − λm+1 + s− 1)/p)×
×
lm∏
j=lm−1+1
1
sin(π(tj − zm − λm)/p) sin(π(tj − zm+1 − λm+1)/p)
×
×
m∏
k=1
sin(π(tj − zk + λk)/p)
sin(π(tj − zk − λk)/p)
]trig
σ
.
For fixed z, λ ∈ Cn, the space spanned over C by all singular trigonometric weight
functions Wl¯(t, z, λ), l¯ ∈ Z
n
l , is called the singular hypergeometric trigonometric space
specialized at z, λ and is denoted G sing(z, λ) = G sing,nl (z, λ).
We have G sing(z, λ) ⊂ G (z, λ), see Lemma 2.29 in [TV1].
A functionW (t, z, λ) is said to be a holomorphic singular trigonometric weight function
if W (t, z, λ) is a holomorphic trigonometric weight function, and for all z, λ ∈ Cn, the
function W (t, z, λ) belongs to G sing(z, λ). We denote G sing the space of all holomorphic
singular trigonometric weight functions. This space is a space of functions of variables
t, z, λ.
Lemma 4. For any l¯ ∈ Zn−1l , the function W
sing
l¯
(t, z, λ) belongs to G sing.
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Proof : By Lemmas 2.28 and 2.29 of [TV1], we have the decomposition (1),
W sing
l¯
(t, z, λ) =
∑
m1+...+mn=l
am¯(λ, e
2πiz1/p, . . . , e2πizn/p)Wm¯(t, z, λ).
Here am¯(λ, u) are meromorphic functions of λ, u ∈ C
n. The functions am¯(λ, u) are holo-
morphic for the following reason.
Suppose, for some m¯0 ∈ Z
n
l and some Z,Λ ∈ C
n the function am¯(λ, u) has a pole at
Z,Λ. The functions Wm¯(t, z, λ), m¯ ∈ Z
n
l are linearly independent for generic t, z, λ by
Lemma 2.28 in [TV1]. Moreover, for generic t, the functions Wm¯(t, z, λ), m¯ ∈ Z
n
l , do not
have poles at Z,Λ. Hence, for generic t, the function W sing
l¯
(t, z, λ) has a pole at Z,Λ.
But this is not so. ✷
For l¯ ∈ Znl , define the weight coefficient cl¯(λ) by
cl¯(λ) =
n∏
m=1
lm−1∏
s=0
sin(π(s+ 1)/p) sin(π(2λm − s)/p)
sin(π/p)
.
Let q = eπi/p. The weight space (V qλσ1
⊗ . . . ⊗ V qλσn )l is mapped to the trigonometric
hypergeometric space G σ(z, λ) by
bσ(z, λ) : f
lσ1
q v
q
σ1
⊗ . . .⊗ f lσnq v
q
σn 7→ cl¯(λ)W
σ
l¯ (t, z, λ). (2)
If z, λ are generic and q is not a root of unity, then the map bσ(z, λ) is an isomorphism
of vector spaces, see Lemma 4.17 and Corallary 4.20 in [TV1]. Moreover, the singular
hypergeometric space is identified with the subspace of singular vectors,
G
sing(z, λ) = bσ(z, λ)((V
q
λσ1
⊗ . . .⊗ V qλσn )
sing
l ),
see Corallary 4.21 in [TV1].
The composition maps
bσ,σ′(z, λ) : (V
q
λσ′
1
⊗. . .⊗V qλσ′n
)l → (V
q
λσ1
⊗. . .⊗V qλσn )l, bσ,σ′(z, λ) = (bσ(z, λ))
−1◦bσ′(z, λ),
are called the transition functions.
Theorem 5. (Theorem 4.22 in [TV1].) Let q be not a root of unity. For any σ ∈ Sn
and any transposition (m,m+ 1), m = 1, . . . , n− 1, the transition function
bσ,σ◦(m,m+1)(z, λ) : (V
q
λσ1
⊗ . . .⊗ V qλσm+1 ⊗ V
q
λσm
⊗ . . .⊗ V qλσn )l → (V
q
λσ1
⊗ . . .⊗ V qλσn )l
equals the operator PV qλσm+1V
q
λσm
RV qλσm+1 V
q
λσm
(e2πi(zσm+1−zσm)/p) acting in them-th and (m+
1)-st factors. Here PV qλσm+1V
q
λσm
is the operator of permutation of the factors V qλσm+1
and
V qλσm .
Corollary 6. Let q be not a root of unity. For any σ ∈ Sn and any transposition
(m,m + 1), m = 1, . . . , n − 1, the transition function bσ,σ′(z, λ) can be factorized to a
transition function
Bσ,σ′(z, λ) : (L
q
λσ′
1
⊗ . . .⊗ Lqλσ′n
)l → (L
q
λσ1
⊗ . . .⊗ Lqλσn )l.
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Moreover, for any σ ∈ Sn and any transposition (m,m+1), m = 1, . . . , n−1, the induced
transition function
Bσ,σ◦(m,m+1)(z, λ) : (L
q
λσ1
⊗ . . .⊗ Lqλσm+1 ⊗ L
q
λσm
⊗ . . .⊗ Lqλσn )l → (L
q
λσ1
⊗ . . .⊗ Lqλσn )l
equals the operator PLqλσm+1L
q
λσm
RLqλσm+1L
q
λσm
(e2πi(zσm+1−zσm)/p) acting in the m-th and
(m+ 1)-th factors.
Corollary 6 follows from Theorems 2 and 5.
Thus, the map bσ(z, λ) : (V
q
λσ1
⊗ . . .⊗ V qλσn )l → G (z, λ) can be factorized to a map
Bσ(z, λ) : (L
q
λσ1
⊗ . . .⊗ Lqλσn )l → G (z, λ), (3)
defined by the same formula (2). Moreover, the image of Bσ(z, λ) does not depend
on σ. Transition functions (Bσ(z, λ))
−1 ◦Bσ′(z, λ) are well defined, and (Bσ(z, λ))
−1 ◦
Bσ′(z, λ) = Bσ,σ′(z, λ).
3.5. Hypergeometric integrals. Fix p ∈ C, Re p < 0. Let Imµ 6= 0. Assume that
the parameters z, λ ∈ Cn satisfy the condition Re (zi + λi) < 0 and Re (zi − λi) > 0 for
all i = 1, . . . , n. For a rational weight function wl¯(t, z, λ), l¯ ∈ Z
n
l , and a trigonometric
weight function W (t, z, λ) ∈ G , define the hypergeometric integral I(w,W )(z, λ) by the
formula
I(w,W )(z, λ) =
∫
Re ti=0,
i=1,...,l
Φl(t, z, λ)w(t, z, λ)W (t, z, λ) d
lt, (4)
where dlt = dt1 . . . dtl.
The hypergeometric integral for generic z, λ and an arbitrary step p with negative
real part is defined by analytic continuation with respect to z, λ and p. This analytic
continuation makes sense since the integrand is meromorphic in z, λ and p. The poles of
the integrand are located at the union of hyperplanes
ti = zk ± (λk + sp), ti = tj ± (1− sp), (5)
i, j = 1, . . . , l, k = 1, . . . , n, s ∈ Z≥0. We move the parameters z, λ and p in such a
way that the topology of the complement in Cl to the union of hyperplanes (5) does not
change. We deform accordingly the integration cycle (the imaginary subspace) in such
a way that it does not intersect the hyperplanes (5) at any moment of the deformation.
The deformed integration cycle is called the deformed imaginary subspace and is denoted
I (z, λ), I (z, λ) ⊂ Cl. Then the analytic continuation of integral (4) is given by
I(w,W )(z, λ) =
∫
I(z,λ)
Φl(t, z, λ)w(t, z, λ)W (t, z, λ) d
lt, (6)
see Section 5 in [TV1].
Theorem 7. (Theorem 5.7 in [TV1].) Let Imµ 6= 0. For any wl¯(t, z, λ), l¯ ∈ Z
n
l , and
any W (t, z, λ) ∈ G , the hypergeometric integral (6) is a univalued meromorphic function
of variables p, z, λ holomorphic on the set
Re p < 0, {1, . . . , l} 6⊂ pZ,
2λm − s 6∈ pZ, m = 1, . . . , n, s = 1− l, . . . , l − 1, (7)
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zk ± λk − zm ± λm − s 6∈ pZ, k,m = 1, . . . , n, k 6= m, s = 1− l, . . . , l − 1,
where we allow arbitrary combinations of ±.
The case Imµ = 0 is treated in the same manner.
Theorem 8. (Theorem 5.8 in [TV1].) Let Imµ = 0. For any wl¯(t, z, λ), l¯ ∈ Z
n
l , and any
W (t, z, λ) ∈ G sing, the hypergeometric integral (6) is a univalued meromorphic function
of variables p, z, λ holomorphic on the set (7).
For a function W (t, z, λ) ∈ G , let ΨW (z, λ) be the following Vλ1 ⊗ . . . ⊗ Vλn-valued
function
ΨW (z, λ) =
∑
l1+...+ln=l
I(wl¯,W )(z, λ) f
l1v1 ⊗ . . .⊗ f
lnvn . (8)
Theorem 9. (Corollaries 5.25, 5.26 in [TV1].) Let p, z, λ be such that conditions (7)
are satisfied.
i) Let Imµ 6= 0. Then for any function W ∈ G , the function ΨW (z, λ) is a solution
of the qKZ equation with values in (Vλ1 ⊗ . . .⊗ Vλn)l.
ii) Let Imµ = 0. Then for any function W ∈ G sing, the function ΨW (z, λ) is a solution
of the qKZ equation with values in (Vλ1 ⊗ . . .⊗ Vλn)
sing
l .
The solutions of the qKZ equation defined by (8) are called the hypergeometric solu-
tions.
4. Main results
Fix natural numbers n, l. We will often assume the following restrictions on the pa-
rameters p, z, λ:
Re p < 0, 1 6∈ pZ, (9)
{s | s ∈ Z>0, s < 2max{Reλ1, . . . ,Reλn}, s ≤ l}
⋂
{pZ} = ∅, (10)
{2λm − s | s ∈ Z≥0, s < 2Reλm, s < l}
⋂
{pZ} = ∅, m = 1, . . . , n, (11)
zk − zm ± (λk + λm) + s 6∈ {pZ}, k,m = 1, . . . , n, k 6= m, s = 1− l, . . . , l − 1. (12)
Sometimes, in addition we will make the following assumption. Let λ ∈ Cn. For each
i ∈ {1, . . . , n} such that λi 6∈ Λ
+, assume
{1, . . . , l}
⋂
{pZ} = ∅, (13)
{2λi − s | s = 0, 1, . . . , l − 1}
⋂
{pZ} = ∅. (14)
Notice that if the parameters p, z, λ satisfy conditions (9)-(14), then they also satisfy
conditions (7).
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4.1. Analytic continuation. The case Imµ 6= 0. Let Λ = (Λ1, . . . ,Λn) ∈ C
n, l¯ =
(l1, . . . , ln) ∈ Z
n
≥0. An i-th coordinate of l¯ is called Λ-admissible if either Λi 6∈ Λ
+ or
Λi ∈ Λ
+ and li ≤ 2Λi. The index l¯ is called Λ-admissible if all its coordinates are Λ-
admissible. Denote BΛ(l¯) ⊂ {1, . . . , n} the set of all non-Λ-admissible coordinates of
l¯.
Remark. Let p be generic, Λ ∈ Cn, l¯ ∈ Znl . Then the weight coefficient cl¯(Λ) is not
equal to zero if and only if the index l¯ is Λ-admissible.
Let m¯ ∈ Znl and BΛ(l¯) ⊆ BΛ(m¯). Then the function c(λ) = cm¯(λ)/cl¯(λ) is holomorphic
at Λ. Moreover, c(Λ) = 0 if BΛ(l¯) 6= BΛ(m¯), and c(Λ) is not zero if BΛ(l¯) = BΛ(m¯).
Theorem 10. Let Imµ 6= 0. Let p satisfy condition (9). Let Z,Λ ∈ Cn satisfy condi-
tions (10)-(12). Let l¯, m¯ ∈ Znl . Assume that for all i = 1, . . . , n either the i-th coordinate
of l¯ or the i-th coordinate of m¯ is Λ-admissible, i.e. B(l¯)
⋂
B(m¯) = ∅. Then the hy-
pergeometric integral I(wl¯,Wm¯)(z, λ) is holomorphic at Z,Λ. Moreover, there exists a
contour of integration I (Z,Λ) ⊂ Cl independent on l¯, m¯, such that for all z, λ, in a small
neighborhood of Z,Λ we have
I(wl¯,Wm¯)(z, λ) =
∫
I(Z,Λ)
Φl(t, z, λ)wl¯(t, z, λ)Wm¯(t, z, λ) d
lt.
A contour I (Z,Λ) with properties indicated in Theorem 10 is called an integration
contour associated to Z,Λ.
Theorem 10 is proved in Section 5.
For l¯, m¯ ∈ Znl , introduce a function
Jl¯,m¯(z, λ) = cm¯(λ)I(wl¯,Wm¯)(z, λ). (15)
Theorem 11. Let Imµ 6= 0. Let p satisfy condition (9). Let Z,Λ ∈ Cn satisfy conditions
(10)-(12). Let l¯, m¯ ∈ Znl . Then the meromorphic function Jl¯,m¯(z, λ) is holomorphic at
Z,Λ. Moreover, if BΛ(l¯) ⊂ BΛ(m¯) and BΛ(l¯) 6= BΛ(m¯), then Jl¯,m¯(Z,Λ) = 0.
Theorem 11 is proved in Section 5.
Let Λ ∈ Cn, l¯, m¯ ∈ Znl and BΛ(l¯) = BΛ(m¯). Denote B the set BΛ(l¯) = BΛ(m¯).
Introduce Λ′(B) = (Λ′1, . . . ,Λ
′
n) ∈ C
n by the rule: Λ′i = Λi if i 6∈ B and Λ
′
i = −Λi − 1 if
i ∈ B.
Let l¯′(B) = (l′1, . . . , l
′
n), where l
′
i = li if i 6∈ B and l
′
i = li − 2Λi − 1 if i ∈ B. Similarly,
let m¯′(B) = (m′1, . . . , m
′
n), where m
′
i = mi if i 6∈ B and m
′
i = mi − 2Λi − 1 if i ∈ B.
We have l′1 + . . . + l
′
n = m
′
1 + . . . +m
′
n = l − 2
∑
i∈B
Λi − |B|. We denote this number
l′(B).
Theorem 12. Let Imµ 6= 0. Let p satisfy condition (9). Let Z,Λ ∈ Cn satisfy conditions
(10)-(12). Let l¯, m¯ ∈ Znl and BΛ(l¯) = BΛ(m¯) = B. Then
Jl¯,m¯(Z,Λ) = CΛ(Z)Jl¯′(B),m¯′(B)(Z,Λ
′(B)),
where Cλ(z) is a nonzero holomorphic function at Z given below.
Theorem 12 is proved in Section 5.
Notice that Jl¯′(B),m¯′(B)(z,Λ
′(B)) = cm¯′(B)(Λ
′(B))I(wl¯′(B),Wm¯′(B))(z,Λ
′(B)), where
I(wl¯′(B),Wm¯′(B))(z, λ) is an l
′(B)-dimensional hypergeometric integral. The indices l¯′(B),
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m¯′(B) are Λ′(B)-admissible. By Theorem 10 the integral I(wl¯′(B),Wm¯′(B))(z,Λ
′(B)) is
well defined. Theorem 12 connects l- and l′(B)-dimensional hypergeometric integrals.
Now, we describe the function Cλ(z). For k ∈ Z≥0, let
ψk =
−1
πk+2 k! (k + 1)!
Γ(−(k + 1)/p) Γ(1/p)k+1
k+1∏
j=1
sin(jπ/p).
For z, λ ∈ Cn, j ∈ {1, . . . , n}, k ∈ Z≥0, let
ϕλ,j,k(z) =
k∏
s=0
(
j−1∏
i=0
Γ((zi − zj + λi + λj − s)/p)
Γ((zi − zj − λi − λj + s)/p)
n∏
i=j+1
Γ((zj − zi + λj + λi − s)/p)
Γ((zj − zi − λj − λi + s)/p)
)
.
Then
Cλ(z) =
l!
(l′(B))!
∏
j∈B
eµ(2λj+1)zjπi/pψ2λj ϕλ,j,2λj(z).
Consider a square matrix
J l(z, λ) = {Jl¯,m¯(z, λ)}l¯,m¯∈Znl . (16)
Recall that for generic p, we have cm¯(λ) 6= 0 if m¯ is λ-admissible. According to Theo-
rem 7, the matrix (16) is holomorphic if conditions (7) hold. According to Theorem 11,
the matrix (16) is holomorphic on a larger set of parameters (9)-(12).
According to Theorem 11, if some of λ1, . . . λn become nonnegative half-integers, then
the matrix (16) becomes upper block triangular in the following sense.
Let Λ ∈ Cn. Divide the set of indices Znl into subsets labeled by subsets of {1, . . . , n}.
The subset of Znl corresponding to a subset B ⊂ {1, . . . , n} consists of all l¯ ∈ Z
n
l such
that BΛ(l¯) = B. Since the rows and columns of matrix (16) are labeled by elements of
Znl , matrix (16) is divided into blocks labeled by pairs B1, B2 ⊂ {1, . . . , n}.
Choose any order < on the set of all subsets of {1, . . . , n} such that for any B1, B2 ⊂
{1, . . . , n}, B1 ⊂ B2, we have B1 < B2. Theorem 11 says that matrix (16) is upper block
triangular at (z,Λ) with respect to this order. Namely, the block corresponding to a pair
B1, B2 is equal to zero if B1 < B2.
Theorem 12 describes the diagonal blocks of matrix (16). The diagonal block of J l(z,Λ)
corresponding to a subset B ⊂ {1, . . . , n} coincides (up to multiplication from the left
by the non-degenerate diagonal matrix {CΛ,m¯(z)}m¯∈Znl ) with the diagonal block of the
matrix J l
′(B)(z,Λ′(B)) corresponding to the empty subset of {1, . . . , n}.
4.2. Analytic continuation. The case Imµ = 0 is treated similarly.
A function W ∈ G sing is called Λ-admissible if for all non-Λ-admissible m¯ ∈ Znl , the
functions am¯(λ, u) in decomposition (1) are equal to zero.
Theorem 13. Let Imµ = 0. Let p satisfy condition (9). Let Z,Λ ∈ Cn satisfy conditions
(10)-(12). Let l¯ ∈ Znl . Let W ∈ G
sing be Λ-admissible. Then the hypergeometric integral
I(wl¯,W )(z, λ) is holomorphic at Z,Λ. Moreover, there exists a contour of integration
I (Z,Λ) ⊂ Cl independent on l¯ and W , such that for all z, λ, in a small neighborhood of
Z,Λ we have
I(wl¯,W )(z, λ) =
∫
I(Z,Λ)
Φl(t, z, λ)wl¯(t, z, λ)W (t, z, λ) d
lt.
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A contour I (Z,Λ) with properties indicated in Theorem 13 is called an integration
contour associated to Z,Λ.
The proof of Theorem 13 is similar to the proof of Theorem 10.
It follows from the proof that a contour of integration associated to Z,Λ with respect to
Theorem 10 is also an integration contour associated to Z,Λ with respect to Theorem 13
and vice versa.
Theorem 14. Let Imµ = 0. Let p satisfy condition (9). Let Z,Λ ∈ Cn satisfy conditions
(10)-(12). Let l¯ ∈ Znl , W ∈ G
sing. Then the meromorphic function cl¯(λ)I(wl¯,W )(z, λ)
is holomorphic at Z,Λ. Moreover, if l¯ is not Λ-admissible and W is Λ-admissible, then
the function cl¯(λ)I(wl¯,W )(z, λ) is equal to zero at (Z,Λ).
The proof of Theorem 14 is similar to the proof of Theorem 11.
Notice that in Theorem 14 we consider the function cl¯(λ)I(wl¯,W )(z, λ) and not the
function cm¯(λ)I(wl¯,Wm¯)(z, λ) as in Theorem 11.
4.3. Solutions of qKZ with values in irreducible representations. For m¯ ∈ Znl ,
consider a Vλ1 ⊗ . . .⊗ Vλn-valued function
Ψm¯(z, λ) =
∑
l1+...+ln=l
Jl¯,m¯(z, λ)f
l1v1 ⊗ . . .⊗ f
lnvn. (17)
Corollary 15. Let Imµ 6= 0. Let p ∈ C and Λ ∈ Cn satisfy conditions (9)-(11). Then
the function Ψm¯(z,Λ) given by (17) is a meromorphic solution of the qKZ equation with
values in (VΛ1 ⊗ . . .⊗ VΛn)l, holomorphic for all z satisfying condition (12).
Corollary 15 follows from Theorems 1, 9, and 11.
Let Λ ∈ Cn. For any Λ-admissible m¯ ∈ Znl , consider a function
Ψm¯(z,Λ) =
∑
I(wl¯,Wm¯)(z, λ)f
l1v1 ⊗ . . .⊗ f
lnvn, (18)
where the sum is over all Λ-admissible l¯ ∈ Znl .
Corollary 16. Let Imµ 6= 0. Let p ∈ C and Λ ∈ Cn satisfy conditions (9)-(11). Then
for any Λ-admissible m¯ ∈ Znl , the function Ψm¯(z,Λ) given by (18) is a meromorphic
solution of the qKZ equation with values in (LΛ1 ⊗ . . . ⊗ LΛn)l, holomorphic for all z
satisfying condition (12).
Notice that vectors f l1v1 ⊗ . . . ⊗ f
lnvn with Λ-admissible l¯ ∈ Z
n
l form a basis in
(LΛ1 ⊗ . . .⊗ LΛn)l.
Corollary 16 follows from Corollary 15 and Lemma 3.
Let Imµ = 0. For W ∈ G sing, consider a Vλ1 ⊗ . . . ⊗ Vλn-valued function ΨW (z, λ)
given by (8).
Corollary 17. Let Imµ = 0. Let p ∈ C and Λ ∈ Cn satisfy conditions (9)-(11). Let
W ∈ G sing be Λ-admissible. Then the function ΨW (z,Λ) given by (8) is a meromorpfic
solution of the qKZ equation with values in (VΛ1 ⊗ . . . ⊗ VΛn)
sing
l , holomorphic for all z
satisfying condition (12).
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Corollary 17 follows from Theorems 1, 9, and 13.
Let Λ ∈ Cn, W ∈ G sing. Consider a function
ΨW (z,Λ) =
∑
I(wl¯,W )(z, λ)f
l1v1 ⊗ . . .⊗ f
lnvn, (19)
where the sum is over Λ-admissible l¯ ∈ Znl .
Corollary 18. Let Imµ = 0. Let p ∈ C and Λ ∈ Cn satisfy conditions (9)-(11). Let
W ∈ G sing be Λ-admissible. Then ΨW (z,Λ) given by (19) is a meromorphic solution of
the qKZ equation with values in (LΛ1 ⊗ . . . ⊗ LΛn)
sing
l , holomorphic for all z satisfying
condition (12).
Corollary 18 follows from Corollary 17 and Lemma 3.
The solutions of the qKZ equation defined by formulas (18),(19) are called the hyper-
geometric solutions.
4.4. Determinant of the hypergeometric pairing. Let Imµ 6= 0. The determinant
of the matrix J l(z, λ) defined by (16) is given by
det(Jl(z, λ)) = (2i)
l(n+l−1n−1 )(l!)(
n+l−1
n−1 )(eµ − 1)
−2
n∑
m=1
λm/p·(n+l−1n )+2n/p·(
n+l−1
n+1 )
×
× exp(µ
n∑
m=1
zm/p ·
(
n + l − 1
n
)
×
× exp
(
(µ+ πi)
(
n∑
m=1
λm/p ·
(
n+ l − 1
n
)
− n/p ·
(
n+ l − 1
n+ 1
)))
×
×
l−1∏
s=0
[
Γ(1 + 1/p)nΓ(1 + (s+ 1)/p)−n
n∏
m=1
π
Γ(1− (2λm − s)/p)
×
×
∏
1≤k<m≤n
Γ((zk + λk − zm + λm − s)/p)
Γ((zk − λk − zm − λm + s)/p)
](n+l−s−2n−1 )
,
cf. Theorem 5.14 of [TV1].
For Λ ∈ Cn, consider a matrix
J ladm(z, λ) = {Jl¯,m¯(z, λ)}, (20)
where l¯, m¯ ∈ Znl run through the set of all Λ-admissible indices.
By Theorem 10, the matrix J ladm(z, λ) = J
l
adm(z, λ, p) is holomorphic at (z,Λ) if pa-
rameters p, z,Λ satisfy conditions (9)-(12).
Theorem 19. Let Imµ 6= 0. Let p ∈ C and z,Λ ∈ Cn satisfy conditions (9)-(14). Then
the matrix J ladm(z,Λ) is non-degenerate. Moreover, for generic p,
det(J ladm(z,Λ)) =
∏
A,A⊂B(Λ)
(
CΛ(A)(z) det(J
l′(A)(z,Λ′(A)))
)(−1)|A|
, (21)
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where B(Λ) is the set of all i ∈ {1, . . . , n} such that Λi ∈ Λ
+, and the function CΛ(A)(z)
is given by
CΛ(A)(z) =
∏
m¯, B(m¯)⊇A
∏
i∈A
(
l!
(l − 2Λi − 1)!
ψ2Λi ϕΛ,i,2Λi(z)
)
.
Theorem 19 is proved in Section 5.
Consider a pairing
sµ(z) : (L
q
Λ1
⊗ . . .⊗ LqΛn)l ⊗ ((LΛ1 ⊗ . . .⊗ LΛn)l)
∗ → C,
defined by
(fm1vq1 ⊗ . . .⊗ f
mnvqn)⊗ (f
l1v1 ⊗ . . .⊗ f
lnvn)
∗ 7→ Jl¯,m¯(z,Λ) ∈ C,
where l¯, m¯ ∈ Znl are Λ-admissible.
Corollary 20. Let Imµ 6= 0. Let p ∈ C and z,Λ ∈ Cn satisfy conditions (9)-(14). Then
the pairing sµ(z) is well defined and non-degenerate.
Corollary 20 follows from Theorem 19.
Corollary 21. Let Imµ 6= 0. Let p ∈ C and Λ ∈ Cn satisfy conditions (9)-(11) and
(13)-(14). Then any solution of the qKZ equation with values in (LΛ1 ⊗ . . .⊗ LΛn)l is a
linear combination of the hypergeometric solutions (18) with p-periodic coefficients.
Corollary 21 follows from Corollary 20.
Similarly, for a permutation σ ∈ Sn, consider a pairing
sσµ(z) : (L
q
Λσ1
⊗ . . .⊗ LqΛσn )l ⊗ ((LΛ1 ⊗ . . .⊗ LΛn)l)
∗ → C,
defined by
(fmσ1vqσ1 ⊗ . . .⊗ f
mσnvqσn)⊗ (f
l1v1 ⊗ . . .⊗ f
lnvn)
∗ 7→ cm¯(Λ)I(wl¯,W
σ
m¯)(z,Λ) ∈ C,
where l¯, m¯ ∈ Znl are Λ-admissible.
Corollary 22. Let Imµ 6= 0. Let p ∈ C and z,Λ ∈ Cn satisfy conditions (9)-(14). Then
for any permutation σ ∈ Sn, the pairing sσµ(z) is well defined and non-degenerate.
Corollary 22 follows from Corollaries 20 and 6.
For a permutation σ ∈ Sn and a Λ-admissible index m¯ ∈ Znl , consider a function
Ψσm¯(z,Λ) =
∑
I(wl¯,W
σ
m¯)(z, λ)f
l1v1 ⊗ . . .⊗ f
lnvn, (22)
where the sum is over all Λ-admissible l¯ ∈ Znl .
Corollary 23. Let Imµ 6= 0. Let σ ∈ Sn be a permutation. Let p ∈ C and Λ ∈ Cn
satisfy conditions (9)-(11) and (13)-(14). Then any solution of the qKZ equation with
values in (LΛ1 ⊗ . . .⊗ LΛn)l is a linear combination of the hypergeometric solutions (22)
with p-periodic coefficients.
Corollary 23 follows from Corollary 22.
The map sσµ(z) induces a map
s˜σµ(z) : (L
q
Λσ1
⊗ . . .⊗ LqΛσn )l → (LΛ1 ⊗ . . .⊗ LΛn)l. (23)
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This map is an isomorphism of vector spaces for all z satisfying (12). For a fixed vector
vq ∈ (LqΛσ1 ⊗ . . .⊗ L
q
Λσn
)l, the (LΛ1 ⊗ . . .⊗ LΛn)l-valued function s˜
σ
µ(z)v
q is a solution of
the qKZ equation. This construction identifies the space S of all meromorphic solutions
to the qKZ equation with the space (LqΛσ1
⊗ . . .⊗LqΛσn )l⊗F where F is the field of scalar
meromorphic functions in z1, . . . , zn, p-periodic with respect to each of the variables,
ισ : (L
q
Λσ1
⊗ . . .⊗ LqΛσn )l ⊗ F → S.
Let now Imµ = 0. Consider a pairing
sµ(z) : (L
q
Λ1
⊗ . . .⊗ LqΛn)
sing
l ⊗ ((LΛ1 ⊗ . . .⊗ LΛn)l)
∗ → C,
defined by
vq ⊗ (f l1v1 ⊗ . . .⊗ f
lnvn)
∗ 7→ I(wl¯,Bid(z,Λ)v
q)(z,Λ) ∈ C,
where l¯ ∈ Znl is admissible, v
q ∈ (LqΛ1 ⊗ . . .⊗ L
q
Λn
)singl . The map Bid(z,Λ) is defined in
(3), the integral I(wl¯,Bid(z,Λ)v
q)(z,Λ) is taken over an integration contour associated
to (z,Λ).
The map sµ(z) induces a map
s˜µ(z) : (L
q
Λ1
⊗ . . .⊗ LqΛn)
sing
l → (LΛ1 ⊗ . . .⊗ LΛn)l. (24)
By Corollary 18, the image of s˜µ(z) belongs to (LΛ1 ⊗ . . .⊗ LΛn)
sing
l .
Theorem 24. Let Imµ = 0. Let p ∈ C and z,Λ ∈ Cn satisfy conditions (9)-(14). Let
n∑
m=1
2Λm − s 6∈ {pZ<0} for s = l − 1, . . . , 2l − 2. Then the map
s˜µ(z) : (L
q
Λ1
⊗ . . .⊗ LqΛn)
sing
l → (LΛ1 ⊗ . . .⊗ LΛn)
sing
l
is an isomorphism of vector spaces.
Theorem 24 is proved similarly to Theorem 19 using Theorem 5.15 in [TV1].
Corollary 25. Let Imµ = 0. Let p ∈ C and Λ ∈ Cn satisfy conditions (9)-(11) and
(13)-(14). Let
n∑
m=1
2Λm − s 6∈ {pZ<0} for s = l − 1, . . . , 2l − 2. Then any solution of
the qKZ equation with values in (LΛ1 ⊗ . . . ⊗ LΛn)
sing
l is a linear combination of the
hypergeometric solutions (19) with p-periodic coefficients.
Corollary 25 follows from Theorem 24.
4.5. Asymptotic solutions. Let U be a domain in Cn and let M1, . . . ,Mn be sl2
modules. A basis Ψ1, . . . ,ΨN of solutions to the qKZ equation with values in (M1⊗ . . .⊗
Mn)l, is called an asymptotic solution in the domain U if
Ψj(z) = exp(
n∑
m=1
amjzm/p)
∏
1≤m<k≤n
(zk − zm)
bjkm(vj + o(1)),
where amj and bjkm are suitable numbers, v1, . . . , vN are vectors which form a basis in
(M1 ⊗ . . . ⊗Mn)l and o(1) tends to zero as z tends to infinity in U . The domain U is
called an asymptotic zone.
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Let Ψ11(z), . . . ,Ψ
1
N(z) and Ψ
2
1(z), . . . ,Ψ
2
N(z) be asymptotic solutions in asymptotic
zones U1 ∈ C
n and U2 ∈ C
n, respectively. Then
Ψ1i (z) =
N∑
j=1
T ji (z) Ψ
2
j(z), i = 1, ..., N
for suitable meromorphic functions T ji (z). The matrix valued function T (z) = (T
j
i (z)) is
p periodic with respect to variables z1, ..., zn and has nonzero determinant for generic z.
The function T (z) is called the transition function between the asymptotic solutions Ψ1
and Ψ2.
We describe the asymptotic zones, asymptotic solutions and transition functions of the
qKZ equation with values in (Lλ1 ⊗ . . . ⊗ Lλn)l. Our results are parallel to the results
of [TV1], where the asymptotic zones, asymptotic solutions and transition functions are
described for the qKZ equation with values in (Vλ1 ⊗ . . .⊗ Vλn)l.
For a permutation σ ∈ Sn, define an asymptotic zone in Cn,
Uσ = {z ∈ C
n |Re zσ1 ≪ . . .≪ Re zσn}. (25)
Say that z →∞ in Uσ if Re (zσm − zσm+1)→ −∞ for all m = 1, . . . , n− 1.
For each permutation σ ∈ Sn, let Ψσ(λ) be the set of solutions {Ψσm¯} of the qKZ
equation with values in (Lλ1 ⊗ . . .⊗ Lλn)l given by (22). Here m¯ ∈ Z
n
l runs through the
set of all λ-admissible indices.
Theorem 26. Let Imµ 6= 0. Let p ∈ C,Λ ∈ Cn satisfy the conditions (9)-(11). Then for
any permutation σ ∈ Sn, the set of solutions Ψσ(Λ) forms a basis of solutions. Moreover,
the basis of solutions Ψσ(Λ) is an asymptotic solution of the qKZ equation with values in
(LΛ1 ⊗ . . .⊗ LΛn)l in the asymptotic zone Uσ. Namely,
Ψσl¯ (z) = Ξl¯ exp(µ
n∑
m=1
lmzm/p)×
×
∏
1≤k<m≤n
((zσk − zσm)/p)
2(lσkΛσm+lσmΛσk−lσk lσm )/p(f l1v1 ⊗ . . .⊗ f
lnvn + o(1))
as z → ∞ in Uσ so that at any moment condition (12) is satisfied. Here | arg((zσk −
zσm)/p)| < π and Ξl¯ is a constant independent of the permutation σ and given by
Ξl¯ = (2i)
l l! Γ(−1/p)−l
n∏
m=1
[
(eµ − 1)(lm(lm−1)−2lmΛm)/p×
× exp((µ+ πi)(lmΛm − lm(lm − 1)/2)/p)
lm−1∏
s=1
Γ((2Λm − s)/p)Γ(−(s+ 1)/p)] ,
where 0 ≤ arg(eµ − 1) < 2π.
The proof of Theorem 26 is the same as the proof of Theorem 6.4 in [TV1].
Notice that the asymptotics of the basis of solutions Ψσ(Λ) determine the basis uniquely.
Namely, if a basis of solutions meromorphically depends on parameters µ, z, λ and has
asymptotics in Uσ described in Theorem 26, then such a basis coincides with the basis
Ψσ(Λ), see the Remark after Theorem 6.4 in [TV1].
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The isomorphism ισ : (L
q
Λσ1
⊗ . . . ⊗ LqΛσn )l ⊗ F → S, defined in Section 4.4, allows
us to identify the basis of solutions Ψσ(Λ) with a basis of (LqΛσ1
⊗ . . . ⊗ LqΛσn )l ⊗ F ,
considered as a vector space over F . Then the transition function between two asymptotic
solutions Ψσ(Λ) and Ψν(Λ) is identified with an F -linear map (LqΛν1
⊗ . . .⊗LqΛνn )l⊗F →
(LqΛσ1
⊗ . . .⊗ LqΛσn )l ⊗ F .
Corollary 27. Let Imµ 6= 0. Let p ∈ C,Λ ∈ Cn satisfy the conditions (9)-(12) and
(13)-(14). Then for any permutation σ ∈ Sn and a simple transposition (m,m+ 1), the
transition function between asymptotic solutions Ψσ(Λ) and Ψσ◦(m,m+1)(Λ),
(LqΛσ1
⊗ . . .⊗ LqΛσm+1 ⊗ L
q
Λσm
⊗ . . .⊗ LqΛσn )l ⊗ F → (L
q
Λσ1
⊗ . . .⊗ LqΛσn )l ⊗ F,
equals the operator PLqλσm+1L
q
λσm
RLqλσm+1L
q
λσm
(e2πi(zσm+1−zσm)/p) acting in the m-th and
(m+ 1)-th factors.
Corollary 27 follows from Theorem 26 and Corollary 6.
Theorem 26 allows us to obtain another formula for the determinant of the hypergeo-
metric pairing (cf. formula (21)).
Theorem 28. (Joint with V.Tarasov) Let Im µ 6= 0. Let p ∈ C and z,Λ ∈ Cn sat-
isfy conditions (9)-(14). Then the matrix J ladm(z,Λ) defined in (20) is non-degenerate.
Moreover, for generic p,
det(J ladm(z,Λ)) =
Dl(Λ) exp(µ
n∑
m=1
Dm(Λ)zm/p)
∏
1≤k<m≤n
dkm∏
s=0
(
Γ((zk + λk − zm + λm − s)/p)
Γ((zk − λk − zm − λm − s)/p)
)Ekm(s,Λ)
,
where dkm = min {l, dimLΛk−1, dimLΛm−1}, the functions Dl(Λ), Dm(Λ) and Ekm(s,Λ)
are given below.
For m = 1, . . . , n and Λ ∈ Cn, set
Dm(Λ) =
min{l,dimLΛm−1}∑
r=1
(r dim(LΛ1 ⊗ . . .⊗ L̂Λm ⊗ . . .⊗ LΛn)l−r).
For k,m = 1, . . . , n, s ∈ Z≥0 and Λ ∈ C
n, set
Ekm(s,Λ) =
∑
r
(dim(LΛk⊗LΛm)r−s−1) dim(LΛ1⊗ . . .⊗L̂Λk⊗ . . .⊗L̂Λm⊗ . . .⊗LΛn)l−r,
where the sum is over r = s+ 1, . . . ,min {l, dimLΛk + dimLΛk − 1− s}.
Finally, for Λ ∈ Cn, set
Dl(Λ) =
∏
l¯
cl¯ Ξl¯,
where the product is over Λ-admissible indices l¯ ∈ Znl .
The proof of Theorem 28 is the same as the proof of Theorem 6.4 in [TV1].
5. Proofs.
In this Section we collected the proofs of statements from Section 4.
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5.1. Proof of Theorem 10. Let Imµ 6= 0. Fix a rational weight function w = wl¯, and
a trigonometric weight function W =Wm¯ ∈ G , such that B(l¯)
⋂
B(m¯) = ∅.
For z, λ ∈ Cn such that Re (zi + λi) < 0 and Re (zi − λi) > 0 for all i = 1, . . . , n, the
integral I(w,W )(z, λ) is defined by formula (4),
I(w,W )(z, λ) =
∫
Re ti=0,
i=1,...,l
f(t, z, λ) dlt,
where f(t, z, λ) = Φl(t, z, λ)w(t, z, λ)W (t, z, λ). The integrand f has simple poles at
ti = zj ± (λj + kp), k ∈ Z≥0, i = 1, . . . , l, j = 1, . . . , n, (26)
and at
ti − tj = ±(1− kp), k ∈ Z≥0, i, j = 1, . . . , l, i < j. (27)
On the complex line the poles of the first type and the integration contour can be repre-
sented as follows.
t1, . . . , tl
r
z1 + λ1
r
z1 + λ1 + p
r
z1 + λ1 + 2p
r
z1 − λ1
r
z1 − λ1 − p
r
z1 − λ1 − 2p
r
z2 + λ2
r
z2 + λ2 + p
r
z2 + λ2 + 2p
r
z2 − λ2
r
z2 − λ2 − p
r
z2 − λ2 − 2p
. . . . . .
The integral I(w,W )(z, λ) = I(w,W )(z, λ, p) is a meromorpic function of z, λ, p.
Fix Z,Λ ∈ Cn, P ∈ C, satisfying conditions (9)-(12). Our goal is to prove that
I(w,W )(Z,Λ, P ) is well defined and is given by the integral over a suitable cycle.
We fix parameters z0, λ0, p0 in such a way that Reλ0k < 0, p
0 is a negative number
with large absolute value and |Im (z0k + Λk − z
0
m − Λm)| is large for k,m = 1, . . . , n and
k 6= m. Namely, let p0 = −2
n∑
j=1
|Λj| − 1, z
0
k = i (−ImΛk + 3kA), λ
0
k = −1 + i ImΛk, and
A is a large real number such that A > 2|Λk|, k = 1, . . . , n.
The proof is done according to the following plan. First, we represent the integral
I(w,W )(z0, λ0, p0) as a sum of new integrals of different dimensions. Then we analytically
continue the function I(w,W )(z, λ, p) from z0, λ0, p0 to z0,Λ, p0. Then we analytically
continue the function I(w,W )(z,Λ, p) from z0,Λ, p0 to z0,Λ, P . In the last step of the
proof we analytically continue the function I(w,W )(z,Λ, P ) from z0,Λ, P to Z,Λ, P .
For k¯ ∈ Zn≥0, set k = k1+ · · ·+ kn and define the multiple residues of f by the formula
resk¯f = restk=zn+λn−kn+1 . . . restk1+k2=z2+λ2−k2+1 . . . restk1+1=z2+λ2
restk1=z1+λ1−k1+1 . . . rest2=z1+λ1−1rest1=z1+λ1 f. (28)
If k > l, then we set resk¯f = 0.
The function resk¯f is a function of variables tk+1, . . . , tl; z, λ. In particular, for k¯ =
(0, . . . , 0), we have resk¯f = f .
Lemma 29. Let k¯, k¯′ ∈ Zn≥0. If k¯
′ can be obtained by a permutation of components of k¯
then resk¯f = resk¯′f .
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Lemma 29 follows from the symmetry of the integrand f , see Remark in Section 3.2.
Lemma 30. For all i, j = 1, . . . , l, and for any a ∈ C, we have
restj=a resti=a f = 0.
Proof : Recall that f = ΦlwW . On the hyperplane ti = tj, any function which is
symmetric with respect to either rational or trigonometric action is identically equal to
zero. In particular, w is equal to zero at the hyperplane ti = tj . Since all poles of f are
at most of first order, we have the statement of the Lemma. ✷
Lemma 31. Let k¯ ∈ Zn≥0. The function resk¯f is holomorpic for all tk+1, . . . , tl; z, λ, p
satisfying conditions (9) and such that
ti 6= zj ± (λj + sp), s ∈ Z≥0, i = k + 1, . . . , l, j = 1, . . . , n,
ti − tj 6= ±(1 − sp), s ∈ Z≥0, i, j = k + 1, . . . , l, i < j,
ti 6= zj + λj −m± (1− sp), s ∈ Z≥0, i = k + 1, . . . , l, j = 1, . . . , n, m = 0, . . . , kj,
zi+λi−zj±(λj+sp) 6= m, s ∈ Z≥0, i, j = 1, . . . , k, m = 0, . . . , k, i 6= j,
2λi + sp 6= m, s ∈ Z≥0, i = 1, . . . , k, m = 0, . . . , ki.
Lemma 31 follows from formulas (26),(27) for the poles of f , and formula (28) for the
function resk¯f .
For u ∈ Rn, define a curve Cu = {Cu(x) ∈ C | x ∈ R} with the following properties.
The curve Cu consists of 2n+1 line segments and none of the line segments is horizontal
(i.e. no line-segment is parallel to the real line). There are two line segments (rays)
which go to +i∞ and −i∞, these two rays are parts of the imaginary line. There are
n vertical segments with real coordinates u1, . . . , un and imaginary coordinates close to
Im (z01 + λ
0
1), . . . , Im (z
0
n + λ
0
n).
The precise formulas defining Cu are as follows. For x ≤ A and for x ≥ (3n− 1)A, let
Cu(x) = ix. For (3m−1)A ≤ x ≤ (3m+1)A, m = 1, . . . , n, let Cu(x) = um+ ix, and this
segment is called the m-th vertical segment. For m = 0, . . . , n, let {Cu(x), (3m + 1)A ≤
x ≤ (3m+2)A} be a parametrization of the line segment connecting Cu((3m+1)A) and
C((3m+ 2)A).
See an example of such a curve on the Figure of the proof of Lemma 33.
Lemma 32. Let ,Λ, z0, λ0, p0 be as above. For any sufficiently small ǫ,
I(w,W )(z0, λ0, p0) =
∑
k¯
l!
n! k1! . . . kn!(l − k)!
∫
tj∈C,
j=k+1,...,l
resk¯f(t, z
0, λ0, p0) dl−kt, (29)
where dl−kt = dtk+1 . . . dtl. Here C denotes the curve Cu with um = min{−Re (2Λm−λ
0
m)−
ǫ, 0}, m = 1, . . . , n, and the sum is over all k¯ ∈ Zn≥0 such that k ≤ l, and km ≤ 2ReΛm+1
for m = 1, . . . , n.
Proof : The integrand decays exponentially with respect to all t1, . . . , tl. We move the
contour of integration with respect to each variable ti to the left avoiding the poles at
ti − tj = (1− kp).
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Initially, each of the variables runs through the imaginary line. We deform the contours
of integration with respect to t1, . . . , tl in such a way that at every moment the contours
of integration with respect to t1, . . . , tl are curves Cui with different parameters u
i ∈ Rn.
First, we separate the contours of integration with respect to different variables by
small distances as follows.
I(w,W )(z0, λ0, p0) =
∫
Re tj=0,
j=i,...,l
fdlt =
∫
tj∈Cuj ,
j=1,...,l
fdlt,
where uj = ((j − l − 1)ρ, . . . , (j − l − 1)ρ) ∈ Rn, and ρ is a small positive number.
We deform the integration cycle {t ∈ Cl | tj ∈ Cuj , j = 1, . . . , l} changing u
j, j =
1, . . . , l. Namely, we move the vertical segments of contours of integrations Cuj , j =
1, . . . , n, to the left, until we reach the vertical segments of the curve C, described in
the Lemma, and get the integration cycle {t ∈ Cl | tj ∈ C, j = 1, . . . , l}. During the
deformation, we keep the same small distances between the contours of integrations Cuj
with respect to different variables. At every moment, when one of the vertical segments of
the contour of integration goes through a pole of the integrand, we add another integral of
lower dimension which is the integral with respect to remaining variables of the residue.
For example, the first such event leads to the following decomposition.
∫
tj∈Cuj ,
j=1,...,l
fdlt =
∫
tj∈C
(Reλ0
1
+jρ,u
j
2
,...,u
j
n)
,
j=1,...,l
fdlt =
∫
t1∈C(Reλ0
1
−ρ/2
,u12,...,u
1
n)
tj∈C
(Reλ0
1
+(j−3/2)ρ,u
j
2
,...,u
j
n)
,
j=2,...,l
fdlt+
∫
tj∈C
(Re λ01+(j−3/2)ρ,u
j
2,...,u
j
n)
,
j=2,...,l
rest1=z1+λ1fd
l−1t.
Recall that Reλ01 = −1. In the first term of the resulting decomposition, moving the
first vertical segment of the contour C(Re λ01+1/2ρ,u22,...,u2n) corresponding to t2, through the
point z01 + λ
0
1, we also get a lower dimensional integral. This integral is equal to the
second term of the above decomposition by Lemma 29. Note that due to Lemma 30, the
integrand of the second term of the decomposition does not have poles at tj = z1 + λ1
for all j = 2, . . . , l. Thus, we can move the first vertical segments of the contours
corresponding to tj, j = 2, . . . , l, through z
0
1 + λ
0
1 without getting new residues.
Finally, we have
I(w,W )(z0, λ0, p0) =∫
tj∈C
(Re λ0
1
+(j−l−1)ρ,u
j
2
,...,u
j
n)
,
j=1,...,l
fdlt+ l
∫
tj∈C
(Re λ0
1
+(j−l−1)ρ,u
j
2
,...,u
j
n)
,
j=2,...,l
rest1=z1+λ1fd
l−1t.
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In the first summand we move the contour of integration to
{t ∈ Cl | tj ∈ C(min{−Re (2Λ1−λ01)−ǫ,0},u
j
2,...,u
j
n)
, j = 1, . . . , l}
and the contour does not meet any other poles of the integrand.
The integrand of the second summand has a simple pole at tj = z1 + λ1 − 1, since f
had a pole at t1 − tj = 1. It also may have a pole at 2λ1 = 0 coming from the pole at
t1 = z1 − λ1, see Lemma 31. So, as before, we have∫
tj∈C
(Reλ0
1
+(j−l−1)ρ,u
j
2
,...,u
j
n)
,
j=2,...,l
rest1=z1+λ1fd
l−1t =
∫
tj∈C
(Reλ0
1
−1+(j−1)ρ,u
j
2
,...,u
j
n)
,
j=2,...,l
rest1=z1+λ1fd
l−1t =
∫
tj∈C
(Reλ0
1
−1+(j−l−1)ρ,u
j
2
,...,u
j
n)
,
j=2,...,l
rest1=z1+λ1fd
l−1t+
+(l − 1)
∫
tj∈C
(Reλ01−1+(j−l−1))ρ,u
j
2,...,u
j
n)
,
j=3,...,l
rest2=z1+λ1−1rest1=z1+λ1fd
l−2t.
Again, we move the contour of integration in the first summand to
{(t2, . . . , tl) ∈ C
l−1 | tj ∈ C(min{−Re (2Λ1−λ01)−ǫ,0},u
j
2,...,u
j
n)
, j = 2, . . . , l}
without meeting any poles of the integrand, and the integrand of the second summand
has simple poles at tj = z1 + λ1 − 2 coming from the poles at t2 − tj = 1. It may also
have poles at 2λ1 = 1 coming from t2 = z1 − λ1.
Continuing the process we prove Lemma 32. ✷
Lemma 33. The analytic continuation of the function I(w,W )(z, λ, p) from z0, λ0, p0 to
a neighborhood of the point z0,Λ, p0 is given by
I(w,W )(z0, λ, p0) =
∑
k¯
l!
n! k1! . . . kn!(l − k)!
∫
ti∈C,
i=k+1,...,l
resk¯f(t, z
0, λ, p0) dl−kt, (30)
where k = k1 + . . . + kn, d
l−kt = dtk+1 . . . dtl. Here C denotes the curve Cu with um =
min{−ReΛm−ε, 0}, m = 1, . . . , n, ǫ is a sufficiently small positive number, and the sum
is over all k¯ ∈ Zn≥0 such that k ≤ l, and km ≤ 2ReΛm + 1 for m = 1, . . . , n. Morever if
B(l¯)
⋂
B(m¯) = ∅, then sum (30) is well defined at z0,Λ, p0.
Proof : We analytically continue each summand in (29) from z0, λ0, p0 to z0,Λ, p0. By
Lemma 32, the poles of the integrand of a summand and the contour of integration can
be pictured as follows.
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Im
Reu2 u1 0
C(u1,u2)
r
z1 − λ1
r
z2 − λ2
r r r r r
r r r r
z2 + λ2z2 + λ2 − 1z2 + λ2 − 2z2 + λ2 − 4
z1 + λ1z1 + λ1 − 1z1 + λ1 − 3
Here zj = z
0
j , λj = λ
0
j , j = 1, . . . , n.
Note that there are also poles of the integrand of the type ti = z
0
j ± (λj + p
0s),
s = 1, 2, . . . . These poles are far away from our picture according to our choice of p0.
Note also that all poles are simple.
We move the parameters λm from λ
0
m to Λm. The contour of integration of each
summand in Lemma 32, {t ∈ Cl | tj ∈ C = Cu(λ), j = k + 1, . . . , l}, depends on λ. At
every moment of deformation of parameters λm, we define I(w,W )(z
0, λ, p0) by
I(w,W )(z0, λ, p0) =
∑
k¯
l!
n! k1! . . . kn!(l − k)!
∫
ti∈Cu(λ),
i=k+1,...,l
resk¯f(t, z
0, λ, p0) dl−kt,
where u(λ) = (u1(λ1), . . . , un(λn)) ∈ R
n, um(λm) = min{−Re (2Λm − λm) − ǫ, 0}, m =
1, . . . , n, and the sum is over all k¯ ∈ Zn≥0 such that k ≤ l, and km ≤ 2ReΛm for
m = 1, . . . , n.
If Λm 6∈ Λ
+ for allm = 1, . . . , n, then at every moment of the deformation the integrand
is holomorphic by Lemma 31. On the drawing, the points zi − λi, i = 1, . . . , n, move
to the left and the rest of the picture moves to the right. Note that the points zi − λi,
i = 1, . . . , n, encounter neither other points on the picture nor the curve of integration
Cu(λ).
If, for some i ∈ {1, . . . , n}, Λi ∈ Λ
+, then by Lemma 31, the function resk¯(z, λ, p) can
have a pole at λi = Λi for k¯ such that ki = 2Λi. In this case, in the picture, in the last
moment of the deformation the point zi − λi coincides with the point zi + λi − k.
However, if w = wl¯, W = Wm¯ and B(l¯)
⋂
B(m¯) = ∅, then the pole is trivial by the
following two lemmas.
Lemma 34. Let i ∈ {1, . . . , n} and Λi ∈ Λ
+. Let W = Wm¯ and mi ≤ 2Λi. Then for
any w = wl¯,
resλi=Λirest2Λi+1=zi+λi−2Λi . . . rest2=zi+λi−1rest1=zi+λiΦlwW = 0.
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Proof : Let i=1. We prove that
rest2Λ1+1=z1+λ1−2Λ1 . . . rest2=z1+λ1−1rest1=z1+λ1ΦlwW = 0.
Recall thatW has the formW =
∑
σ∈Sl
[. . . ]trigσ . The residue is nontrivial only for the terms
corresponding to permutations σ, which satisfy the condition:
m1 ≥ (σ
−1)1 > (σ
−1)2 > . . . > (σ
−1)2Λ+1.
If m1 ≤ 2Λ then there are no such permutations.
The cases i = 2, . . . , n are proved similarly. ✷
Lemma 35. Let i ∈ {1, . . . , n} and Λi ∈ Λ
+. Let w = wl¯ and li ≤ 2Λi. Then for any
W = Wm¯,
resλi=Λirest2Λi+1=zi+λi−2Λi . . . rest2=zi+λi−1rest1=zi+λiΦlwl¯Wm¯ = 0.
Proof : Let i=1. We prove that
rest2Λ1+1=z1+λ1−2Λ1 . . . rest2=z1+λ1−1rest1=z1+λ1Φlwl¯W˜m¯ = 0.
Recall that wl¯ has the form wl¯ =
∑
σ∈Sl
[. . . ]ratσ . The resudue is nontrivial only for the terms
corresponding to permutations σ which satisfy the condition:
l1 ≥ (σ
−1)1 > (σ
−1)2 > . . . > (σ
−1)2Λ+1.
Since 1 6∈ B(l¯), we have l1 ≤ 2Λ and there are no such permutations.
The cases i = 2, . . . , n are proved similarly. ✷
Lemma 33 is proved. ✷
Note that a residue of a meromorphic function can be described as an integral over a
small circle.
For B ∈ C and ǫ > 0, denote DB ⊂ C the circle with center B and radius ǫ. Denote
D the curve Cu with um = min{−ReΛm − ε, 0}.
Lemma 36. The analytic continuation of the function I(w,W ) from z0,Λ, p0 to z0,Λ, P
is well defined. Moreover, for sufficiently small ǫ > 0,
I(w,W )(z0,Λ, P ) = (31)
l∑
m=0
∑
a1,...,am
l!
(l −m)!
∫
ti∈D,
i=m+1,...,l
∑
σ∈Sm
∫
ti∈Dai
,
i=1,...,m
f(t, z0,Λ, P ) dtσ1 . . . dtσm
 dtm+1 . . . dtl,
where the second sum is over all a = (a1, . . . , am) ∈ C
m such that for each i = 1, . . . , m,
there exist j ∈ {1, . . . , n}, k, s ∈ Z>0, such that ai = zj + Λj − k + sP ; ai is located to
the right from D and ai 6= ak for all k, i = 1, . . . , m, k 6= i.
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Note that formula (31) is a generalization of formula (30), however, in sum (31) there
are many additional zero terms.
Proof : We analytically continue each summand in (30) with respect to p from p0 to P
preserving z0,Λ. We move p and preserve the contour of integration I as long as the
integrand is holomorphic for all t ∈ I at z,Λ, p (cf. Lemma 31). When a pole of the
integrand goes through the contour of integration, we do the same procedure as in the
proof of Lemma 32.
An individual integral on the right hand side of (31) is over the cycle
{t | ti ∈ Dai , i = 1, . . . , m; ti ∈ D, i = m+ 1, . . . , l}.
The points ai are the poles of the integrand which were on the left of D at the beginning
of the deformation and are on the right of D at the final moment of the deformation. All
poles of the integrand which were on the right of D at the beginning of the deformation,
remain on the right at the every moment of the deformation. The new poles ai on the
right of D do not coincide with the old poles on the right of D due to conditions (9)-(11)
on P and Λ.
Note, that the procedure of analytic continuation, described in Lemma 32, gives de-
composition (31) in which the sum is over a = (a1, . . . , am), where some of coordinates
ai could be equal. However, such integrals are equal to zero. In fact, let ai = aj for some
i < j. When we integrate over the variables t1, . . . , tj−1, the resulting integrand could
have a pole at tj = aj of at most first order. Then the reason of Lemma 30 shows that
the resulting integrand is holomorphic at tj = aj . ✷
Let, D′ be the line {x ∈ C |Rex = min{Re (Zi − Λi), i = 1, . . . , n} − ǫ}.
Lemma 37. The analytic continuation from z0,Λ, P to Z,Λ, P is well defined. More-
over, for sufficiently small ǫ > 0,
I(w,W )(Z,Λ, P ) = (32)
l∑
m=0
∑
b1,...,bm
l!
(l −m)!
∫
ti∈D
′,
i=m+1,...,l
∑
σ∈Sm
∫
ti∈Dbi
,
i=1,...,m
f(t, Z,Λ, P ) dtσ1 . . . dtσm
 dtm+1 . . . , dtl,
where the second sum is over all b = (b1, . . . , bm) ∈ C
m such that for each i = 1, . . . , m,
there exist j ∈ {1, . . . , n}, k, s ∈ Z>0, such that bi = Zj + Λj − k + sP ; and bi is located
to the right from D′.
Proof :
First, we move the parameters zm from z
0
m to z
0
m +ReZm. The contour of integration
of a summand in (31) has the form
{t ∈ Cl | ti ∈ Dai(z), i = 1, . . . , m; ti ∈ D = Cu(z), i = m+ 1, . . . , l},
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where u(z) = Re (zm −Λm)− ǫ, and depends on z. At every moment of the deformation
of parameters zm, we define I(w,W )(z,Λ, P ) by
I(w,W )(z,Λ, P ) =
l∑
m=0
∑
a1,...,am
l!
(l −m)!
∫
ti∈Cu(z),
i=m+1,...,l
∑
σ∈Sm
∫
ti∈Dai,
i=1,...,m
f(t, z,Λ, P ) dtσ1 . . . dtσm
 dtm+1 . . . , dtl,
where the second sum is over all a = (a1, . . . , am) ∈ C
m such that for each i = 1, . . . , m,
there exist j ∈ {1, . . . , n}, k, s ∈ Z>0, such that ai = zj + Λj − k + sP ; and ai is located
to the right from Cu(z).
Consider the summand related to a ∈ Cm. We move the contour of integration with
respect to tm+1, . . . , tl from Cu(z0+ReZ) to D
′. We use the method described in Lemma 32.
Finally, we move parameters z1 . . . , zn from z
0
1 +ReZ1, . . . , z
0
n+ReZn to Z1 . . . , Zn in
the same way as we moved λ1, . . . , λn in Lemma 33.
An individual integral in the RHS of (32) is over the cycle
{t | ti ∈ Dbi , i = 1, . . . , m; ti ∈ D
′, i = m+ 1, . . . , l}.
The points bi are the poles of the integrand which were on the left of D at the beginning
of the deformation and are on the right of D′ at the final moment of the deformation. All
poles of the integrand which were on the right of D at the beginning of the deformation,
remain on the right of D′ at the every moment of the deformation. The new poles bi on
the right of D′ do not coincide with the old poles on the right of D′ due to conditions
(12) on Z. ✷
Theorem 10 is proved. ✷
5.2. Proof of Theorems 11, 12. Let Imµ 6= 0. Fix a rational weight function w = wl¯,
and a trigonometric weight function W = Wm¯ ∈ G . Fix Λ ∈ C
n.
We fix parameters z, p, λ0 in such a way that Reλ0m < 0, p is a negative number with
large absolute value and |Im (zk + Λk − zm − Λm)| is large for k,m = 1, . . . , n, k 6= m.
Namely, let p = −2
n∑
j=1
|Λj| − 1, λ
0
k = −1 + iImΛk, z
0
k = i (−ImΛk + 3kA), where A is a
large real number such that A > 2|Λk|, k = 1, . . . , n.
By Lemma 33,
I(w,W )(z, λ, p) =
∑
k¯
l!
n! k1! . . . kn!(l − k)!
∫
ti∈C,
i=k+1,...,l
resk¯f(t, z, λ, p) d
l−kt, (33)
where k = k1+ . . .+ kn, C denotes the curve Cu with um = min{−Re (2Λm− λm)− ε, 0},
m = 1, . . . , n, ǫ is a sufficiently small positive number, and the sum is over all k¯ ∈ Zn≥0
such that k ≤ l, and km ≤ 2ReΛm + 1 for m = 1, . . . , n.
Let i ∈ {1, . . . , n}. We have the following cases.
1). If i does not belong to BΛ(m¯), then the analytic continuation of the function
I(w,W )(z, λ, p) with respect to λi from λ
0
i to Λi is well defined, see the proof of Lemma 33.
2). If i belongs to BΛ(m¯) and i does not belong to BΛ(l¯), then the analytic continuation
of the function I(w,W )(z, λ, p) with respect to λi from λ
0
i to Λi is well defined, see the
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proof of Lemma 33. In this case cm¯(λ, p) is equal to zero at λi = Λi, so Jl¯,m¯(z, λ, p) =
cm¯(λ, p)I(w,W )(z, λ, p) is equal to zero at λi = Λi.
3). If i belongs to BΛ(m¯) and to BΛ(l¯), then in decomposition (33) all the sum-
mands are well defined at λi = Λi except for the summands corresponding to k¯ such
that ki = 2Λi + 1. Such summands have a simple pole at λi = Λi, see the proof of
Lemma 33. In this case cm¯(λ, p) is equal to zero at λi = Λi, so the function Jl¯,m¯(z, λ, p) =
cm¯(λ, p)I(w,W )(z, λ, p) is well defined at λi = Λi.
This proves Theorem 11.
Moreover, if BΛ(l¯) = BΛ(m¯) = B, then we have
Jl¯,m¯(z,Λ, p) =
∑
k¯
l!
n! k1! . . . kn!(l − k)!
∫
ti∈C,
i=k+1,...,l
(cm¯resk¯f)(tk+1, . . . , tl, z,Λ, p) d
l−kt,
where C denotes the curve Cu with um = min{−ReΛm−ε, 0}, m = 1, . . . , n, and the sum
is over all k¯ ∈ Zn≥0 such that k ≤ l, km ≤ 2ReΛm+1 for m = 1, . . . , n, and km = 2Λm+1
for all m ∈ B.
Let j ∈ B. We compute the residues at points zj + λj, zj + λj − 1, . . . , zj + λj − 2Λj
explicitly using the following Lemma.
Lemma 38. Let BΛ(l¯) = BΛ(m¯) = B and let j ∈ B, so that Λj ∈ Λ
+, l¯, m¯ ∈ Znl and
lj , mj > 2Λj. Let k = 2Λj,
(cm¯restk+1=zj+λj−k . . . rest2=zj+λj−1rest1=zj+λjΦlwl¯Wm¯)(tk+2, . . . , tl, z,Λ) =
(k + 1)! eµ(k+1)zjπi/p ψmj ,k ϕΛ,j,k(z) (cm¯(j)Φl−k−1wl¯(j)Wm¯(j))(tk+2, . . . , tl, z,Λ
(j)),
where l¯(j) = (l1, . . . , lj−1, lj−k−1, lj+1, . . . , ln), m¯
(j) = (m1, . . . , mj−1, mj−k−1, mj+1, . . . , mn)
and Λ¯(j) = (Λ1, . . . ,Λj−1,−Λj − 1,Λj+1, . . . ,Λn).
Proof : Consider the case j = 1. For a function g(t, z, λ), the coefficient in the Laurent
expansion with respect to variables t1, ..., t2Λ1+1 at ti = z1+λ1− i+1, i = 1, . . . , 2Λ1+1,
computed at λ1 = Λ1, i.e. the coefficient of
2Λ1+1∏
i=1
1
ti − z1 − λ1 + i− 1
,
is called themain coefficient. We compute the main coefficients of the functions Φl, wl¯,Wm¯.
The main coefficient of the function Φl(t, z, λ) is
eµ(2Λ1+1)zjπi/p a1(Λ)ϕΛ(1),1,2Λ1(z)
l∏
j=2Λ1+2
2Λ1+1∏
i=1
Γ((z1 + Λ1 − i+ 1− tj − 1)/p)
Γ((z1 + Λ1 − i+ 1− tj + 1)/p)
×
×
l∏
j=2Λ1+2
n∏
i=1
Γ((tj − zi + λi)/p)
Γ((tj − zi − λi)/p)
∏
2Λ1+1<i<j≤l
Γ((ti − tj − 1)/p)
Γ((ti − tj + 1)/p)
.
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Here a1(Λ1) ∈ C is some explicitly computable constant. Note that ϕΛ(1),1,2Λ1(z) =
ϕΛ,1,2Λ1(z). The main coefficient of the function Φl(t, z, λ) is equal to
l∏
j=2Λ1+2
tj − z1 − Λ1
tj − z1 + Λ1
tj − z1 + Λ
′
1
tj − z1 − Λ′1
sin((tj − z1 − Λ1)πi/p)
sin((tj − z1 + Λ1)πi/p)
sin((tj − z1 + Λ
′
1)πi/p)
sin((tj − z1 − Λ′1)πi/p)
×
×a1(Λ) e
µ(2Λ1+1)zjπi/p ϕΛ,1,2Λ1(z) Φl−2Λ1−1(t2Λ1+1, . . . , tl, z,Λ
(1)),
where Λ′1 = −Λ1 − 1.
The function wl¯(t, z, λ) has the form wl¯ =
∑
σ∈Sl
[. . . ]ratσ . Consider the sum over σ ∈ S
l
such that σ(i) = i for all i = l1 + 1, ..., l. We have
wl¯(t, z, λ) = a2(Λ1)×
×
∑
σ∈Sl
[ ∏
1≤i<j≤l1
ti − tj
ti − tj + 1
l∏
i=1
1
ti − z1 − λ1
l∏
i=l1+1
(tj − z1 + λ1)w(l2,...,ln)(tl1+1, . . . , tl, z, λ)
]rat
σ
.
Here, again, a2(Λ1) ∈ C is an easily computable constant.
Let σ ∈ Sl be a permutation and there exists i ≤ 2Λ1 + 1 such that σ(i) > l1. Then
the term corresponding to σ does not contribute to the main coefficient. Hence, this
coefficient is
a˜2(Λ1)
∑
σ∈Sl−2Λ1−1
[
l1∏
j=2Λ1+2
2Λ+1∏
i=1
z1 + Λ1 − i+ 1− tj − 1
z1 + Λ1 − i+ 1− tj + 1
l∏
i=2Λ1+2
1
ti − z1 − λ1
×
×
l∏
i=l1+1
(tj − z1 + λ1)
∏
2Λ1+2≤i<j≤l1
ti − tj
ti − tj + 1
w(l2,...,ln)(tl1+1, . . . , tl, z,Λ1, λ2, . . . , λn)
]rat
σ
,
where a˜2(Λ1) ∈ C is another easily computable constant and the group S
l−2Λ1−1 per-
mutes the variables t2Λ1+1, . . . , tl. Simplifying, we get the main coefficient of the function
wl¯(t, z, λ) is given by
a˜2(Λ1)
l∏
j=2Λ+1
tj − z1 + Λ1
tj − z1 − Λ1
tj − z1 − Λ
′
1
tj − z1 + Λ′1
w(l′1,l2...,ln).
The main coefficient of the function Wm¯(t, z, λ) is computed similarly and is equal to
a3(Λ1)
l∏
j=2Λ1+1
sin((tj − z1 + Λ1)πi/p)
sin((tj − z1 − Λ1)πi/p)
sin((tj − z1 − Λ
′
1)πi/p)
sin((tj − z1 + Λ′1)πi/p)
W(m′1,m2...,mn),
where a3(Λ1) ∈ C is some easily computable comstant.
Multiplying the above main coefficients we get the statement of the Lemma. We have
a1(Λ1)a˜2(Λ1)a3(Λ1)cm¯(Λ) = (k + 1)! c
(1)
m¯ (Λ
(1))ψ2Λ1 .
The cases j = 2, . . . , n are proved similarly. ✷
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We have
Jl¯,m¯(z,Λ, p) =
∑
k¯
l!
n! k1! . . . kn!(l − k)!
× (34)
×
∫
ti∈C,
i=k+1+l′(B),...,l
CΛ,m¯(cm¯′(B)resk¯Φl′(B)wl¯′(B)Wm¯′(B))(tk+1+l′(B), . . . , tl, z,Λ, p) d
l−k−l′(B)t,
where C denotes the curve Cu with um = min{−ReΛm − ε, 0}, m = 1, . . . , n, and the
sum is over all k¯ ∈ Zn≥0 such that k ≤ l − l
′(B), km ≤ 2ReΛm + 1 for m = 1, . . . , n, and
km = 0 for all m ∈ B.
Let C′ be the curve Cu with um = min{−ReΛ
′
m − ε, 0}, m = 1, . . . , n. Then the
integrand of each integral in sum (34) does not have poles of the type tj = a, where
a ∈ C is located between C′ and C, see Lemma 31. Thus, we can move the contour of
integration in each summand to {t ∈ Cl−k−l
′(B) | ti ∈ C
′, i = k + 1 + l′(B), . . . , l}.
We proved Theorem 12 for our choice of z, p. Theorem 12 holds for all z, p, since both
left and right hand sides of the formula of Theorem 12 are meromorphic functions of
parameters z, p. ✷
5.3. Proof of Theorem 19. Consider a matrix
I l(z, λ, p) = {
∏
i∈BΛ(m¯)
(λi − Λi)Il¯,m¯(z, λ, p)}l¯,m¯∈Znl .
The matrix I l(z, λ, p) is obtained from the matrix J l(z, λ) = J l(z, λ, p) by multipli-
cation the m¯-th row by (
∏
i∈BΛ(m¯)
(λi − Λi))/cm¯(λ) for all m¯ ∈ Z
n
l . For generic p, these
factors are well defined and not equal to zero. All entries of the matrix I l(z, λ, p) are well
defined and the matrix I l(z, λ) is upper block triangular at λ = Λ.
It follows from formula 5.14 in [TV1] that the matrix I l(z, λ) is non-degenerate for all
z, λ, p satisfying conditions (9)-(14).
Hence, the matrix
I ladm(z, λ, p) = {
∏
i∈BΛ(m¯)
(λi − Λi)Il¯,m¯(z, λ, p)},
where l¯, m¯ ∈ Znl run through the set of all Λ-admissible indices, is also non-degenerate
for all z, λ, p satisfying conditions (9)-(14).
For all p,Λ satisfying conditions (9)-(14) and Λ-admissible indices m¯, the factors
(
∏
i∈BΛ(m¯)
(λi − Λi))/cm¯(λ) are well defined and non-zero. Hence, the matrix J
l
adm(z, λ, p)
is also non-degenerate for all z, λ, p satisfying conditions (9)-(14).
The matrix J l(z, λ) is upper block triangular at λ = Λ. Now, formula (21) follows
from the Inclusion-Exclusion Principle and Theorem 12.
The Theorem is proved. ✷
5.4. Proof of Theorem 1. The rational R-matrix Rλ1λ2(x) ∈ End(Vλ1 ⊗ Vλ2) is a
meromorphic function of λ1, λ2, defined explicitly in Section 2.3 for λ1, λ2 6∈ Λ
+.
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Consider the qKZ equation with n = 2, µ = 2, p = −2(|λ1| + |λ2|)− 1. Consider the
functions {Ψm¯(z, λ) | m¯ ∈ Z
2
l } given by
Ψm¯(z, λ) =
∑
l1+l2=l
Jl¯,m¯(z, λ) f
l1v1 ⊗ f
l2v2,
where the function Jl¯,m¯ is defined in (15).
The functions {Ψm¯(z, λ) | m¯ ∈ Z
2
l } are solutions of the qKZ equation. Moreover, for
generic λ, the values of these functions span Vλ1 ⊗Vλ2 over C by Theorem 5.14 in [TV1].
By Theorem 11, these functions are well defined for all λ1, λ2. Moreover, they span
Vλ1 ⊗ Vλ2 , for all λ1, λ2 and generic z, see theorem 5.14 in [TV1] and Section 4.4. The
first statement of Theorem 1 follows, now, from the equality of meromorphic functions:
Ψm¯(z1 + p, z2, λ1, λ2) = e
−µh1Rλ1λ2(z1 − z2)Ψm¯(z1, z2, λ1, λ2)
for all m¯ ∈ Z2l .
For all complex λ1, λ2, the R-matrix Rλ1λ2(x) commutes with the action of sl2.
If λ1, λ2 6∈ Λ
+, then Sλ1⊗Vλ2+Vλ1⊗Sλ2 is the zero submodule and the second statement
of the Theorem is trivial. Otherwise, let λ ∈ {λ1, λ2} be the minimal dominant weight.
Namely, if λ1 ∈ Λ
+ and λ2 6∈ Λ
+, set λ = λ1. If λ2 ∈ Λ
+ and λ1 6∈ Λ
+, set λ = λ2. If
λ1 ∈ Λ
+ and λ2 ∈ Λ
+, set λ = min{λ1, λ2}. Then the submodule Sλ1 ⊗Vλ2 +Vλ1 ⊗Sλ2 is
generated by all singular vectors in Vλ1 ⊗ Vλ2 of weights less than λ1 + λ2 − 2λ. Hence,
the R-matrix Rλ1λ2(x) preserves Sλ1 ⊗ Vλ2 + Vλ1 ⊗ Sλ2 .
The third statement of the Theorem follows from the first two statements. ✷
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