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Monte Carlo markovske verige in njihova uporaba
Povzetek
Delo opi²e problem naklju£nega vzor£enja iz zapletenih porazdelitev. Predsta-
vljenih je nekaj Monte Carlo markovskih verig, ki so dobra re²itev tega problema.
Prikazanih je nekaj na£inov uporabe tovrstnih algoritmov.
Monte Carlo Markov Chains and Their Applications
Abstract
The thesis describes the problem of random sampling from complex distributions.
It introduces some Markov Chain Monte Carlo algorithms that represent solutions
to this problem. A few practical applications are then described.
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1 Uvod
Monte Carlo markovske verige so algoritmi, ki so namejeni vzor£enju iz verjetno-
stnih porazdelitev. S konstrukcijo markovske verige, katere stacionarna porazdelitev
je tista, iz katere ºelimo vzor£iti, lahko dobimo primerni vzorec. Ko ve£amo ²tevilo
korakov algoritma, se dejanski porazdelitvi bolj in bolj bliºamo. Danes poznamo
ve£ algoritmov za konstrukcijo markovskih verig. [11]
Simulacijski algoritmi so se razvili zelo kmalu po izumu ra£unalnika. Ime Monte
Carlo je sprva ozna£evalo kazino v Monte Carlu, saj so bile igre na sre£o v 50-ih
letih prej²njega stoletja marsikje prepovedane in je bil zato kazino v Monte Carlu
najslavnej²i na svetu. Vendar je ta izraz kmalu postal tehni£ni termin, ki je ozna-
£eval simulacijo slu£ajnih procesov. [3]
Monte Carlo markovske verige (MCMV) so bile razvite kmalu po tem, ko je bil
razvit obi£ajni Monte Carlo algoritem v mestu Los Alamos v ZDA (to mesto je
bilo eno od redkih krajev z ra£unalniki). Prva Monte Carlo markovska veriga je bil
Metropolis algoritem, ki je bil predstavljen v znanstvenem £lanku Metropolis et al.
(1953). Razvoj algoritma je vodil fizik in matematik Nicholas Metropolis. lanek
je bil objavljen v Reviji fizikalne kemije (originalno Journal of Chemical Physics)
junija 1953. [3]
Z razvojem ra£unalnikov in njihovo vse ve£jo dostopnostjo se je uporaba Metro-
polis algoritma raz²irila med fiziki in kemiki, vendar se v statistiki ni ²ir²e uporabljal
vse do leta 1990. V tem £asu so se razvile ²e druge Monte Carlo markovske verige,
med njimi tudi vzor£evalnik Gibbs. Leta 1990 sta Gelfand in Smith objavila £lanek,
v katerem sta opisala uporabo Monte Carlo markovskih verig za potrebe vzor£enja iz
robnih porazdelitev. S tem £lankom se je poznavanje tovrstnih algoritmov raz²irilo
tudi v statisti£ni skupnosti. Pri²lo je do ugotovitve, da lahko z Monte Carlo mar-
kovskimi verigami izvedemo ve£ino Bayesovskega sklepanja in tako so ti algoritmi
postali nepogre²ljiv del Bayesove statistike. [3]
V magistrski nalogi bom te algoritme podrobneje predstavila. Sprva bom povzela
teoreti£no ozadje, ki je potrebno za razumevanje Monte Carlo markovskih verig.
Nato bo v 3. poglavju predstavljenih nekaj algoritmov iz te skupine. V zadnjem,
4. poglavju, bom uporabo Monte Carlo markovskih verig predstavila ²e na nekaj
prakti£nih primerih.
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2 Ponovitev osnovnih pojmov in definicij
2.1 Metoda Monte Carlo za numeri£no integriranje
Ta razdelek je povzet po [9].
Monte Carlo metode tvorijo druºino ra£unskih algoritmov, ki s pomo£jo slu£ajnega
vzor£enja pridejo do ustreznih numeri£nih rezultatov. Prvi£ so se pojavile leta 1946
pri ra£unanju kriti£ne mase urana, ko se je izdelovala vodikova atomska bomba.
Metode Monte Carlo so uporabili za simulacijo gibanja nevtronov.
2.1.1 Pomembnej²e definicije in izreki iz verjetnosti
Definicija 2.1. Izraze lahko poenostavimo z uporabo indikatorske funkcije, podane
z
1A(x) =
{︄
1; £e x ∈ A
0; sicer
oziroma
1(pogoj) =
{︄
1; £e je pogoj izpolnjen
0; sicer
ali
1pogoj =
{︄
1; £e je pogoj izpolnjen
0; sicer.
Definicija 2.2. Definirajmo naslednje oznake:
 Unif(0, 1): enakomerna zvezna porazdelitev na intervalu [0, 1].
 Sn = X1 + · · ·+Xn: vsota neodvisnih slu£ajnih spremenljivk X1, . . . , Xn.
 E(X) =
∫︁∞
−∞ xfX(x)dx: pri£akovana vrednost zvezne sl. spremenljivke X.
 var(X) =
∫︁∞
−∞(x− E(X))2fX(x)dx: varianca zvezne sl. spremenljivke X.
 σ(X) =
√︁
var(X): standardni odklon zvezne sl. spremenljivke X.
ibki in krepki zakon velikih ²tevil: Naj bo X1, X2, . . . zaporedje slu£ajnih
spremenljivk. Ozna£imo:
Yn :=
Sn − E(Sn)
n
=
1
n
n∑︂
k=1
(Xk − E[Xk]) = 1
n
n∑︂
k=1
Xk − 1
n
E[Xk].
Za zaporedje slu£ajnih spremenljivk (Xk)k≥1 velja ²ibki zakon velikih ²tevil, £e
Yn
P−−−→
n→∞
0,
2
oziroma, £e ∀ϵ > 0 velja
lim
n→∞
P(|Yn| < ϵ) = lim
n→∞
P
(︃⃓⃓⃓⃓
Sn − E(Sn)
n
⃓⃓⃓⃓
< ϵ
)︃
= 1.
Za zaporedje slu£ajnih spremenljivk (Xk)k≥1 velja krepki zakon velikih ²tevil, £e
Yn
s. g.−−−→
n→∞
0,
oziroma, £e velja
P
(︂
lim
n→∞
Yn = 0
)︂
= P
(︃
lim
n→∞
Sn − E(Sn)
n
= 0
)︃
= 1.
Izrek 2.3. Naj bo X1, X2, . . . zaporedje enako porazdeljenih slu£ajnih spremenljivk.
1. e so X1, X2, . . . paroma nekorelirane in imajo kon£no varianco var(X1) :=
σ2, potem velja ²ibki zakon velikih ²tevil.
2. e so X1, X2, . . . neodvisne in imajo kon£no pri£akovano vrednost E[X1] := µ,
potem velja krepki zakon velikih ²tevil.
e za zaporedje X1, X2, . . . velja krepki zakon velikih ²tevilo, potem velja tudi ²ibki.
Dokaz. Glejte [5, str. 71-76].
Lema 2.4 (ebi²eva neenakost). e ima slu£ajna spremenljivka X pri£akovano
vrednost E(X) in kon£no varianco var(X), potem velja ∀t > 0 ocena
P(|X − E(X)| ≥ t) ≤ var(x)
t2
.
Dokaz. Za Y ≥ 0 in t ∈ (0,∞) vemo, da velja:
Y ≥ t · 1(Y ≥ t),
zato velja tudi:
E(Y ) ≥ t · P(Y ≥ t).
Denimo, da Y := |X − E(X)|. Potem:
P(Y ≥ t) = P(|X − E(X)| ≥ t) = P(︁[X − E(X)]2 ≥ t2)︁ ≤ E[X − E(X)2]
t2
Ker var(X) = [X − E(X)]2, sledi:
P(|X − E(X)| ≥ t) ≤ var(X)
t2
.
3
Izrek 2.5 (Centralni limitni izrek). e so X1, X2, . . . neodvisne in enako porazde-
ljene slu£ajne spremenljivke s kon£no varianco (var(Xi) < ∞ ∀i ≥ 1), potem velja
centralni limitni izrek:
lim
n→∞
P
(︃
Sn − E(Sn)
σ(Sn)
< ϵ
)︃
=
1√
2π
∫︂ ϵ
−∞
e−
x2
2 dt,
z drugimi besedami, za µ := E(Xi) in σ2 := var(Xi):
√
n
σ
(︃
X1 − µ
n
+ · · ·+ Xn − µ
n
)︃
D−−−→
n→∞
N(0, 1).
Dokaz. Glejte [5, str. 19].
2.1.2 Metoda Monte Carlo
Naj bo f integrabilna na [0, 1]. Ozna£imo:
I[f ] :=
∫︂ 1
0
f(x)dx.
Za slu£ajno spremenljivko X ∼ Unif(0, 1) velja:
E[f(X)] = I[f ].
Denimo, da imamo vzorec N neodvisnih in enako porazdeljenih slu£ajnih spremen-
ljivk X1, . . . , XN ter X1 ∼ Unif(0, 1). S pomo£jo na²ega vzorca ºelimo oceniti koli-
£ino I[f ]. Naj boX := X1, . . . , XN . Oceno za I[f ] bo dolo£ila funkcijaW : RN → R,
W (X) = ˆ︃I[f ], ki ji pravimo cenilka. e velja: E(W ) = I[f ], pravimo, da je cenilka
W (X) nepristranska.
Trditev 2.6. Naj bo
IN [f ] :=
1
N
N∑︂
i=1
f(Xi)
cenilka za pri£akovano vrednost I[f ]. Cenilka IN [f ] je nepristranska.
Dokaz.
E[IN [f ]] =
1
N
N∑︂
i=1
E[f(Xi)] =
1
N
N∑︂
i=1
I[f ] =
1
N
NI[f ] = I[f ]
Cenilko IN [f ] pri metodi Monte Carlo vzamemo kot pribliºek za I[f ]. Po krepkem
zakonu velikih ²tevil velja
P
(︂
lim
N→∞
IN [f ] = I[f ]
)︂
= 1,
kar pomeni, da je cenilka IN [f ] krepko dosledna in torej konvergira proti iskani
koli£ini.
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2.1.3 Napaka aproksimacije z metodo Monte Carlo in njena konvergenca
Definicija 2.7. Napaka metode Monte Carlo ϵN [f ] je
ϵN [f ] = I[f ]− IN [f ].
Naj bo varianca funkcije f dana z
var[f ] =
∫︂ 1
0
(f(x)− I[f ])2dx.
Standardni odklon funkcije f ozna£imo s σ[f ]. Velja:
σ[f ] =
√︁
var[f ].
Trditev 2.8. Za ν ∼ N(0, 1) in dovolj velik N ∈ N velja:
ϵN [f ] ≈ σ[f ]N− 12ν.
Dokaz. Iz leme 2.4 poznamo ebi²evo neenakost:
P(|X − E(X)| ≥ t) ≤ var(x)
t2
.
e v zgornji ena£bi ozna£imo ϵ := var(x)
t2
, dobimo:
P
(︄
|X − E(X)| ≥
(︃
var(x)
ϵ
)︃ 1
2
)︄
≤ ϵ.
Za SN = f(X1) + · · ·+ f(XN) = N · IN [f ] je
P
(︄
|SN − E(SN)| ≥
(︃
var(SN)
ϵ
)︃ 1
2
)︄
≤ ϵ,
zato
P
(︄
|N · IN −N · I[f ]| ≥
(︃
Nvar[f ]
ϵ
)︃ 1
2
)︄
≤ ϵ
in torej
P
(︄
|ϵN [f ]| ≥
(︃
var[f ]
Nϵ
)︃ 1
2
)︄
≤ ϵ.
Od tod sledi, da pri fiksnem ϵ napaka pada z O(N− 12 ). Iz centralnega limitnega
izreka 2.5 vemo:
lim
N→∞
P
(︃
SN − E(SN)
σ(SN)
< ϵ
)︃
=
1√
2π
∫︂ ϵ
−∞
e−
t2
2 dt.
Za SN = f(X1) + · · ·+ f(XN) = N · IN [f ] torej dobimo
lim
N→∞
P
(︃
N · IN [f ]−N · I[f ]√
Nσ[f ]
< ϵ
)︃
=
1√
2π
∫︂ ϵ
−∞
e−
t2
2 dt
5
oziroma
lim
N→∞
P
(︃
IN [f ]− I[f ] < ϵσ[f ]√
N
)︃
=
1√
2π
∫︂ ϵ
−∞
e−
t2
2 dt
in kon£no
lim
N→∞
P
(︃
|ϵN [f ]| < ϵσ[f ]√
N
)︃
=
1√
2π
∫︂ ϵ
−ϵ
e−
t2
2 dt.
2.1.4 Ocena variance
Centralni limitni izrek nam lahko pomaga pri oceni, koliko to£k potrebujemo, da bo
napaka z dano verjetnostjo a(ϵ) := 1√
2π
∫︁ ϵ
−ϵ e
− t2
2 dt dovolj majhna. Ker je za fiksen ϵ
a(ϵ) ≤ ϵσ[f ]√
N
,
ºelimo formulo ϵσ[f ]√
N
pri tej oceni uporabiti. Teºava je le ²e, da ne poznamo vrednosti
standardnega odklona σ[f ].
Ocena standardnega odklona σ[f ]. Iz vzorca N · M slu£ajnih spremenljivk
sestavimo M cenilk I(1)N , . . . , I
(M)
N . Potem je
ϵN =
(︄
1
M
M∑︂
j=1
(I
(j)
N − I¯N)2
)︄ 1
2
,
pri £emer je I¯N = 1M
∑︁M
j=1 I
(j)
N , pribliºek za ϵN . Vrednost σ[f ] ocenimo s σ =
√
Nϵ¯N .
2.1.5 Neenakomerne porazdelitve
Denimo, da poznamo porazdelitev slu£ajne spremenljivke X z gostoto fX(x). Zanima
nas pri£akovana vrednost E[g(X)] za neko integrabilno funkcijo g:
I[g] := E[g(X)] =
∫︂ ∞
−∞
g(x)fX(x)dx.
Ideja metode Monte Carlo je, da zgornji integral aproksimiramo s povpre£jem N
vzor£nih neodvsnih in enako porazdeljenih slu£ajnih spremenljivk X1, . . . , XN , ki
imajo poljubno gostoto fX(x):
IN [g] :=
1
N
N∑︂
i=1
g(Xi) ≈ E[g(X)] =
∫︂ ∞
−∞
g(x)fX(x)dx
6
2.1.6 Generiranje (ne)enakomernih naklju£nih ²tevil
Denimo, da ºelimo generirati slu£ajno spremenljivko X, ki ima porazdelitveno go-
stoto fX(x). Izbira metode bo odvisna od tega, kaj vemo o fX(x). Ve£, kot lahko
o gostoti fX(x) predpostavimo, u£inkovitej²e lahko generiramo vzorce (in obratno).
Nekaj metod, ki jih lahko uporabimo glede na razli£ne lastnosti fX(x):
Omejitve Metoda
fX je gostota enakomerne porazdelitve obi£ajni psevdo-naklju£ni generatorji
fX je gostota neke standardne namenski algoritmi v programskih
porazdelitve jezikih (na primer v R)
kumulativna funkcija FX(x) transformacijska metoda (predvsem
ima lep inverz F−1X (x) za diskretne porazdelitve)
oceniti znamo g(x) ∝ fX(x) prilagojena metoda sprejema
in zavrnitve
fX(x) > 0 na omejenem obmo£ju vzor£enje po kosih
znamo vzor£iti iz fX(xi | x−i) vzor£evalnik Gibbs
za neko particijo x
znamo oceniti g(x) ∝ fX(x) in gradient Hamiltonov Monte Carlo
znamo le oceniti g(x) ∝ fX(x) metoda sprejema in zavrnitve,
Metropolis algoritem
dimenzionalnost prostora parametrov reverzibilne Monte Carlo
x se spreminja markovske verige
(angl.: reversible-jump MCMC)
Nekatere zgoraj na²tete metode so Monte Carlo markovske verige. Te bomo po-
drobneje spoznali kasneje. V nadaljevanju pa si bomo pogledali nekaj osnovnej²ih
metod za generiranje psevdo-naklju£nih ²tevil.
Linearni kongruen£ni generator (LCG) Linearni kongruen£ni model je pri-
mer generatorja psevdo-naklju£nih ²tevil. Ker z ra£unalnikom ne moremo generirati
pravih naklju£nih ²tevil, si s tovrstnimi modeli pomagamo pri generiranju ²tevil, ki
izgledajo naklju£na.
LCG ra£una zaporedje
xr+1 = axr + c (mod m),
pri £emer:
 je x0 za£etna to£ka oziroma seme generatorja,
 so a, c in m vnaprej dolo£ene pozitivne konstante.
Za ustrezno izbrane konstante a, c in m bo generator generiral ²tevila, ki izgledajo,
kot da so porazdeljena enakomerno med 0 in m− 1.
Izrek 2.9 (Hull-Dobell). LCG bo imel polno periodo za vse x0, £e so izpolnjeni
naslednji pogoji:
 m in c sta si tuji,
7
 a− 1 je deljiv z vsemi faktorji m,
 £e je a− 1 deljiv s 4, mora biti tudi m.
Dokaz. [4, 233-235]
Zgled 1. Z linearnim kongruen£nim modelom generiramo 10000 to£k. Pri tem
konstant a, c in m izberemo na dva na£ina:
Prvi poskus Drugi poskus
a 1229 110351245
c 1 12345
m 2048 232
Na grafih spodaj je prikazanih teh 10000 to£k v prvem in v drugem poskusu:
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
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y
Slika 1: Generiranih 10000 psevdo-naklju£nih to£k v prvem poskusu
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Slika 2: Generiranih 10000 psevdo-naklju£nih to£k v drugem poskusu
Opazimo lahko, da so to£ke v prvem poskusu zelo urejene in nimamo ob£utka,
da bi ²lo za naklju£no izbrane elemente. Izbira konstant v prvem poskusu je bila
neustrezna. V drugem poskusu smo konstante dobro izbrali.
Na tem preprostem primeru smo lahko videli, da naklju£nih vzorcev (²e) ne
znamo generirati. Pridobiti znamo le psevdo-naklju£ne vzorce. Vendar se v nada-
ljevanju s tem ne bomo ve£ ukvarjali; predpostavili bomo, da so generirani vzorci
vselej naklju£ni.
Transformacijska metoda. Denimo, da ºelimo generirati slu£ajno spremenljivko
X, ki je porazdeljena z gostoto fX(x).
Izrek 2.10. Naj bo FX(x) kumulativna porazdelitvena funkcija in F−1X (x) njen in-
verz. Potem ima za U ∼ Unif(0, 1) spremenljivka X := F−1X (U) kumulativno poraz-
delitveno funkcijo FX(x).
Dokaz.
FX(x) = P(X ≤ x) = P
(︁
F−1X (U) ≤ x
)︁
= P(U ≤ FX(x)) = FX(x)
Postopek vzor£enja s transformacijsko metodo je naslednji:
 Zvezne porazdelitve: e znamo oceniti F−1X (U) za izbrano gostoto fX(x)
slu£ajne spremenljivke X, potem:
 Izvle£emo U ∼ Unif(0, 1).
 F−1X (U) je vzorec iz fX(x).
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 Diskretne porazdelitve: e X diskretno porazdeljena: P(X = xi) = pi za
i ∈ {1, . . . , K} in K ∈ N, potem:
 Izvle£emo U ∼ Unif(0, 1).
 Dolo£imo tak r, da velja:
∑︁r−1
j=1 pj ≤ U ≤
∑︁r
j=1 pj.
 X = xr je vzorec iz na²e porazdelitve.
Zgled 2 (Eksponentna porazdelitev). Denimo, da ºelimo generirati slu£ajno spre-
menljivko X, ki je porazdeljena z gostoto
fX(x) =
{︄
λe−λx; x ≥ 0
0; x < 0
za λ = 2. Potem je njena kumulativna porazdelitvena funkcija FX(x) enaka:
FX(x) =
∫︂ x
0
2e−2tdt =
{︄
1− e−2x; x ≥ 0
0; x < 0
Poi²£emo inverz kumulativne porazdelitvene funkcije F−1X :
FX(x) = 1− e−2x ⇐⇒ F−1X (x) = −
ln(1− x)
2
Zdaj izvedemo transformacijsko metodo: Najprej zgeneriramo U ∼ Unif(0, 1) in
nato dolo£imo X = F−1X (U) = − ln(1−U)2 . Na sliki 3 je s histogramom prikazana
porazdelitev, ki smo jo pridobili s transformacijsko metodo. Za primerjavo je na isti
sliki izrisan graf gostote fX(x) pri λ = 2.
X
F(
x)
0 1 2 3 4 5
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
1.
2
Slika 3: Vzor£enje eksponentne porazdelitve s transformacijsko metodo
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Metoda sprejemanja in zavra£anja. Denimo, da poznamo tako funkcijo q(x),
iz katere znamo u£inkovito vzor£iti, in da lahko izberemo tako konstanto M > 0,
da bo g(x) > fX(x) povsod, pri £emer je g(x) := Mq(x) in fX(x) gostota iskane
porazdelitve.
Metoda sprejemanja in zavra£anja vzor£i iz izbrane porazdelitve z gostoto fX(x)
na naslednji na£in:
 Vzor£imo x iz q(x) in u ∼ Unif(0, 1).
 Dobljeni x:
 sprejmemo, £e u < fX(x)
Mq(x)
,
 zavrnemo sicer.
Nekaj lastnosti metode sprejemanja in zavra£anja:
 Dovolj je, da znamo oceniti neko funkcijo p(x), kjer p(x) ∝ fX(x).
 V splo²nem je teºko najti tesno prilegajo£o se ovojnico Mq(x).
 U£inkovitost hitro pada s ²tevilom dimenzij x.
Poglejmo si delovanje metode sprejemanja in zavra£anja na preprostem primeru.
Zgled 3. Denimo, da ºelimo vzor£iti iz porazdelitve Beta(2, 4), katere gostota izgleda
takole:
0.0 0.2 0.4 0.6 0.8 1.0
0.
0
0.
5
1.
0
1.
5
2.
0
x
go
st
ot
a
Slika 4: Gostota fX(x) porazdelitve Beta(2, 4)
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Za vzor£enje s pomo£jo metode sprejemanja in zavra£anja najprej zgeneriramo
10000 to£k, ki so enakomerno zvezno porazdeljene na intervalu [0, 1]. Denimo, da te
to£ke tvorijo mnoºico X . Vsako od teh to£k nato vnesemo v funkcijo gostote fX(x):
fX(x) =
x2−1(1− x)4−1
B(2, 4)
=
x(1− x)3
Γ(2)Γ(4)
Γ(2+4)
= 20x(1− x)3
S tem dobimo 10000 vrednosti, ki predstavljajo ciljno gostoto. Zdaj dolo£imo ovojnico
okoli na²e ciljne gostote. Ker je primer preprost, lahko za na²o ovojnico izberemo
konstantno funkcijo; to bo tak M, da bo
fX(x) ≤M
za vsak x ∈ X . Za M izberemo kar najve£jo vrednost fX(x):
M = max{fX(x) | x ∈ X}
Zdaj kon£no izvedemo postopek: za vsak x ∈ X
 izvle£emo vzor£no vrednost u ∼ Unif(0, 1),
 £e u < fX(x)
M
, potem x sprejmemo, sicer ga zavrnemo
Na sliki 5 je prikazan dobljeni vzorec.
x
go
st
ot
a
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Slika 5: Vzor£enje porazdelitve Beta(2, 4) z metodo sprejemanja in zavra£anja
2.1.7 Zmanj²anje variance
Pri aproksimaciji integralov nam prav pridejo tudi metode za zmanj²anje variance.
Ena izmed teh metod je porazdelitev po pomembnosti (importance sampling), ki bo
predstavljena v nadaljevanju.
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Porazdelitev po pomembnosti. Integral zapi²imo kot
I[g] =
∫︂
g(x)dx =
∫︂
g(x)
f(x)
f(x)dx
in naj bo to za nas integral z gostoto f(x). Za neodvisne spremenljivke X1, . . . , XN ,
ki so porazdeljene z gostoto f(x), je
IN [g] =
1
N
N∑︂
k=1
g(Xk)
f(Xk)
Monte Carlo cenilka za I[g]. Za napako ϵN [g] = I[g]− IN [g] bo zdaj veljalo
ϵN [g] ≈ σf
√︃
1
N
,
kjer
σ2f =
∫︂ (︃
g(x)
f(x)
− I[g]
)︃2
f(x)dx.
e σf ≪ σ[g], se je napaka znatno zmanj²ala. Znano je, da metoda deluje, kadar je
g/f skoraj konstanta [9].
2.2 Markovske verige
Ta razdelek je povzet po [1, 28-88].
2.2.1 Osnovna definicija
Naj bo (Xn)n∈N0 zaporedje slu£ajnih spremenljivk, ki zavzamejo vrednosti v neki
²tevni mnoºici S. Naj bodo Sn vsi moºni izidi eksperimenta n. Elementi mnoºice S
se imenujejo stanja, mnoºico S pa imenujemo prostor stanj. Zlahka opazimo, da so
slu£ajne spremenljivke Xn nujno diskretne. Vsaka slu£ajna spremenljivka Xn torej
zavzame eno izmed N moºnosti, pri £emer je N = |S| (tj. mo£ mnoºice S).
Definicija 2.11. Proces X = (Xn;n ≥ 0) je markovska veriga, £e zado²£a marko-
vskemu pogoju:
P(Xn = i|X0 = i0, X1 = i1, ..., Xn−1 = in−1) = P(Xn = i|Xn−1 = in−1)
za ∀n ≥ 1 in ∀i0, i1, ..., in ∈ S. Torej je vsako stanje odvisno samo od prej²njega
stanja in ne od celotne zgodovine stanj.
2.2.2 Prehodne verjetnosti in prehodna matrika
Definicija 2.12. Proces X = (Xn)n≥0 je markovska veriga s prehodno matriko
p(i, j), £e za vsake j, i, in−1, ..., i0 velja:
P(Xn+1 = j|Xn = i,Xn−1 = in−1, ..., X0 = i0) = p(i, j)
Pri formulaciji te ena£be smo se omejili na homogen sistem s prehodno verjetnostjo
p(i, j) = P(Xn+1 = j|Xn = i), ki ni odvisna od £asa n, ampak samo od i in j.
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Markovske verige so torej najpogosteje opisane s prehodnimi verjetnostmi p(i, j),
za katere velja:
 p(i, j) ≥ 0

∑︁
j p(i, j) = 1
Prehodne verjetnosti najpregledneje predstavimo v matri£ni obliki:
P =
⎡⎢⎢⎢⎢⎣
p11 p12 p13 · · ·
p21 p22 p23 · · ·
p31 p32 p33 · · ·
· · · · · · · · · · · ·
· · · · · · · · · · · ·
⎤⎥⎥⎥⎥⎦
Matriko P imenujemo prehodna matrika.
Opomba 2.13. Verjetnost, da pridemo iz stanja i v stanje j v n korakih, lahko
ozna£imo s
pn(i, j).
Torej izraza P(Xm+n = j | Xm = i) in pn(i, j) ozna£ujeta isto stvar.
Izrek 2.14. Matrika prehodnih verjetnosti v m korakih P(Xn+m = j | Xn = i) je
m-ta potenca prehodne matrike P.
Zgornji izrek lahko dokaºemo s pomo£jo Chapman-Kolmogorove ena£be ( [1, 36]):
pm+n(i, j) =
∑︂
k
pm(i, k)pn(k, j)
2.2.3 asi ustavljanja
Slu£ajna spremenljivka τ je £as ustavljanja, £e lahko zgolj na podlagi preteklega
dogajanja dolo£imo, kdaj se je dogodek zgodil.
Definicija 2.15. e je slu£ajna spremenljivka τ £as ustavljanja, potem je dogodek
{τ = k} element σ-algebre, ki jo generirajo slu£ajne spremenljivke X0, X1, . . . Xk za
k ≥ 0.
Zgled 4. V naslednjih dveh primerih spremenljivka je oziroma ni £as ustavljanja:
 τa = inf{k ≥ 0 | Xk = a} je £as ustavljanja, saj i²cemo £as, ko veriga prvi£
doseºe doseºe stanje a. Ko veriga doseºe stanje a, vemo, da se je dogodek
zgodil, ne da bi poznali dogajanje na celotnem £asovnem intervalu.
 τb = sup{k ≥ 0 | Xk = b} ni £as ustavljanja, saj i²£emo najkasnej²i £as, ko je
veriga v stanju b, torej moramo poznati tudi vse prihodnje vrednosti, da lahko
dolo£imo, kdaj se je dogodek izvr²il.
Naj bo τ 1x = min{n ≥ 1 | Xn = x} £as prve vrnitve v x in naj bo gx =
P(τ 1x <∞ | X0 = x) verjetnost, da se Xn vrne v x, £e je za£etno stanje x. e se v
stanje x ne moremo vrniti, je τ 1x =∞, saj min{∅} =∞. τ 1x je £as ustavljanja.
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2.2.4 Krepka markovska lastnost
Izrek 2.16 (Krepka markovska lastnost). Naj bo (Xn)n≥1 ∼ Markov(λ, P ), pri
£emer je λ(x) = P(X0 = x) za£etna porazdelitev verige (Xn)n≤N in P njena prehodna
matrika. Naj bo τ £as ustavljanja. Potem je, pogojno na τ < ∞ in Xτ = i,
(Xτ+n)n≤0 porazdeljena kot Markov(δi, P ) in neodvisna od X0, X1, ..., Xτ .
Dokaz. e je B dogodek, ki ga dolo£ajo X0, X1, ..., Xτ , potem je B ∩ {τ = m}
dogodek, ki ga dolo£ajo X0, X1, ..., Xm. Torej, po markovskem pogoju ob £asu m,
P({Xτ = j0, Xτ+1 = j1, ..., Xτ+n = jn} ∩B ∩ {τ = m} ∩ {Xτ = i}) =
= P(X0 = i,X1 = j1, ..., Xn = jn)P(B ∩ {τ = m} ∩ {Xτ = i}),
kjer smo uporabili pogoj τ = m. Zdaj se²tejemo po m = 0, 1, 2, 3, ...:
∞∑︂
m=0
P(X0 = i,X1 = j1, ..., Xn = jn)P(B ∩ {τ = m} ∩ {Xτ = i})
= P(X0 = i,X1 = j1, ..., Xn = jn)
∞∑︂
m=0
P(B ∩ {τ = m} ∩ {Xτ = i})
= P(X0 = i,X1 = j1, ..., Xn = jn)P(B ∩ {τ <∞} ∩ {Xτ = i})
Zdaj delimo s P(τ <∞, Xτ = i), da dobimo:
P({X0 = i,X1 = j1, ..., Xn = jn} ∩B|τ <∞, Xτ = i)
= P(X0 = i,X1 = j1, ..., Xn = jn|B, τ <∞, Xτ = i)P(B|τ <∞, Xτ = i)
= P(X0 = i,X1 = j1, ..., Xn = jn)P(B|τ <∞, Xτ = i)
2.2.5 Lastnosti stanj
Definicija 2.17. Stanje y je dosegljivo iz stanja x, £e obstaja tak n ∈ N, da velja
pn(x, y) > 0.
To ozna£imo s simbolom x→ y.
Lema 2.18. e x→ y in y → z, potem x→ z.
Definicija 2.19. Stanje x je absorbirajo£e stanje, £e po prihodu v stanje x le-tega
ne moremo nikoli zapustiti. Velja p(x, x) = 1. Absorbirajo£ih stanj je lahko ve£.
Spomnimo se: gx = P(τ 1x <∞|X0 = x) je verjetnost, da se Xn vrne v x za nek
n, £e je za£etno stanje x.
Definicija 2.20. Stanje x je:
 minljivo, £e gx < 1
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 povrnljivo, £e gx = 1
 pozitivno povrnljivo, £e Ex[τ 1x ] <∞
Izrek 2.21. e x→ y in y ̸→ x, potem je stanje x minljivo.
Dokaz. Naj τx ozna£uje £as prihoda v stanje x. Ker je P({τy <∞, X0 = x}) > 0,
obstaja pot (X0 = x,X1 = x1, . . . , Xn = y) taka, da je p(x, x1) · · · p(xn−1, y) > 0 in
x1, . . . , xn−1 ̸= y. Naj bo k, 0 ≤ k ≤ n − 1, najve£ji tak indeks, da je xk = x. Tak
indeks obstaja, saj je x0 = x. Potem obstaja tudi pot X0 = x′0 = x, . . . , Xn−k = y
taka, da so x′1, . . . , x
′
n−k−1 ̸= x in p(x′1, x) · · · p(x′n−k−1, x) > 0. Ker je na dogodku
{X0 = x,X1 = x′1, . . . , Xn−k−1 = x′n−k−1, Xn = y}, ki ima verjetnost (pogojno na
X0 = x) strogo pozitivno, τx =∞ (saj x ̸→ y), je P(τ 1x <∞)) < 1.
Definicija 2.22. Markovska veriga X = (Xn)n≥1 je minljiva, £e so vsa njena po-
vrnljiva stanja tudi absorbirajo£a. Prehodna matrika take verige zado²£a neena£bi:
P1 ≤ 1.
Definicija 2.23. Naj bo E mnoºica vseh moºnih stanj verige (Xn)n≥1. Mnoºica
A ⊆ E je zaprta, £e iz nje ni izhoda, tj. £e za ∀i ∈ A in za ∀j ̸∈ A velja: p(i, j) = 0.
Definicija 2.24. Naj bo E mnoºica vseh moºnih stanj verige (Xn)n≥1. Zaprta
mnoºica stanj A ⊆ E je ireducibilna ali nerazcepna, £e velja:
i, j ∈ A⇒ i→ j
Zgled 5. V spodnji shemi ozna£eni podmnoºici stanj {1, 5} in {4, 6, 7} sta ireduci-
bilni in kon£ni. Kon£na je tudi njuna unija {1, 4, 5, 6, 7}.
1
5
2
3
4 6
7
Definicija 2.25. (i) Za x, y ∈ E definirajmo
N(x, y) := {n ∈ N0 | pn(x, y) > 0}.
Za vsak x ∈ E se dx := gcd(N(x, x)) imenuje perioda stanja x.
(ii) e dx = dy za vse x, y ∈ E, potem je d := dx perioda markovske verige X.
(iii) e dx = 1 za vsak x ∈ E, potem pravimo, da je markovska veriga X aperio-
di£na.
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Zgled 6.
1
1
0.5
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Slika 6: Leva markovska veriga ima periodo , desna pa je aperiodi£na.
2.2.6 Stacionarna porazdelitev
Definicija 2.26. Stacionarna porazdelitev π je re²itev ena£be πP = π oziroma
re²itev ena£be: ∑︂
x
π(x)p(x, y) = π(y),
pri £emer
∑︁
y π(y) = 1.
Opomba 2.27. V kontekstu linearne algebre je stacionarna porazdelitev levi lastni
vektor matrike P pri lastni vrednosti λ = 1.
Izrek 2.28. e je markovska veriga X minljiva, potem X nima stacionarne poraz-
delitve.
Dokaz. Ker predpostavljamo, da je X minljiva, po [6, 373] velja:
G(x, y) =
∞∑︂
n=0
pn(x, y) <∞ za vse x, y ∈ E;
zato pn(x, y) n→∞−−−→ 0. Za vsako verjetnostno mero µ na E imamo zato µpn(x) n→∞−−−→
0. e bi bila µ stacionarna porazdelitev, pa bi imeli µpn(x) = µ(x) za vse n ∈ N.
Izrek 2.29. Naj bo x povrnljivo stanje in naj bo τ 1x = inf{n ≥ 1 : Xn = x}. Potem
je ena stacionarna mera µx definirana kot
µx({y}) = Ex
⎡⎣τ1x−1∑︂
n=0
1{Xn=y}
⎤⎦ = ∞∑︂
n=0
Px
[︁
Xn = y | τ 1x > n
]︁
Dokaz. Glejte [1, 84].
Posledica 2.30. e je markovska veriga X pozitivno povrnljiva, potem je π := µx
Ex[τ1x ]
stacionarna porazdelitev za vsak x ∈ E.
Izrek 2.31. e je markovska veriga X ireducibilna, potem ima kve£jemu eno staci-
onarno porazdelitev.
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Dokaz. Glejte [1, 87].
Izrek 2.32. Naj I ozna£uje mnoºico stacionarnih porazdelitev in naj bo markovska
veriga X ireducibilna. X je pozitivno povrnljiva, £e in samo £e I ≠ ∅. e to drºi,
potem I = {π}, kjer:
π({x}) = 1
Ex[τ 1x ]
> 0 za vsak x ∈ E
Dokaz. Glejte [1, 86].
Izrek 2.33. Predpostavimo, da je markovska veriga (Xn)n≥0 s prehodno matriko P
ireducibilna, aperiodi£na in ima stacionarno porazdelitev π. Tedaj velja:
pn(x, y)
n→∞−−−→ π(y).
Dokaz. Glejte [1, 82-83].
2.2.7 Markovske verige s splo²nim prostorom stanj
Teorija, predstavljena v trenutnem razdelku (torej v razdelku 2.2), predpostavlja,
da imamo opravka z markovskimi verigami, ki imajo diskreten prostor stanj. V pra-
ksi se markovske verige izvajajo tudi v zveznem prostoru stanj, £eprav so v teoriji
konceptualno tak²ne verige zelo zahtevne. Izkaºe se pa, da se kljub teºki teoriji v
praksi obna²ajo podobno kot verige z diskretnim prostorom stanj.
V nadaljevanju bodo markovske verige s splo²nim prostorom stanj zgolj okvirno
predstavljene. Predstavitev tovrstnih markovskih verig je povzeta po [10].
Naj bo H poljubna mnoºica, na kateri imamo σ-algebro F . Naj bo {Xn | n =
0, 1, . . . } markovska veriga s prostorom stanj H in s stacionarnimi prehodnimi ver-
jetnostmi P(x,A), A ∈ F , kjer je P(x, ·) verjetnostna mera na σ-algebri F za nek
fiksen x ∈H in P(·, A) je merljiva funkcija na H za vsak fiksen A ∈ F .
Definicija 2.34. Prehodne verjetnosti za n korakov markovske verige {Xn}
Pn(x,A) = P(Xn ∈ A | X0 = x),
n ≥ 1, definirajmo kot
Pn(x,A) =
∫︂
H
P(x, dy)Pn−1(y, A).
Prehodnim verjetnostim lahko re£emo tudi markovska jedra.
Opomba 2.35. Pi²imo:
P0(x,A) = δ(x,A),
kjer
δ(x,A) =
{︄
1, £e x ∈ A
0, £e x ̸∈ A
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Definicija 2.36. Verjetnost
BP
n(x,A) = P(Xn ∈ A, Yr ̸∈ B, r = 1, . . . , n− 1 | X0 = x)
se imenuje tabu verjetnost za mnoºici A,B ∈ F in je definirana kot
BP
n(x,A) =
∫︂
Bc
P(x, dy) BP
n−1(y, A),
kjer je Bc komplement mnoºice B ∈H .
Naj bo za n, j = 1, 2, . . .
B¯(n, j) = {x ∈H | Pn(x,B) ∈ ((j + 1)−1, j−1],Pr(x,B) = 0, r = 1, . . . , n− 1}
in naj bo
B¯ =
∞⋃︂
j,n=1
B¯(n, j).
Simbol B¯ predstavlja mnoºico to£k v H , iz katerih lahko doseºemo mnoºico B.
Definicija 2.37. Markovska veriga {Xn} je ϕ-ireducibilna, £e obstaja netrivialna
σ-kon£na mera ϕ, da velja:
ϕ(B) > 0⇒ B¯ =H
Lema 2.38. Denimo, da je markovska veriga {Xn} ϕ- ireducibilna za nek ϕ. Potem
obstaja mera M na F taka, da velja:
(i) {Xn} je M-ireducibilna.
(ii) e je B ∈ F taka, da M(B) = 0, potem M(B¯) = 0.
Dokaz. Glejte [10, 841-842].
Uporaba markovske verige s splo²nim prostorom stanj bi bila v praksi smiselna
pod pogojem, da ima ta veriga stacionarno porazdelitev. V teoriji so znani zadostni
pogoji, ki zagotavljajo obstoj stacionarne porazdelitve. Vendar je te pogoje v praksi
prakti£no nemogo£e preveriti. Tako z Monte Carlo markovskimi verigami vstopimo
na podro£je t.i. eksperimentalne matematike, saj zgolj na rezultatih algoritmov
lahko vidimo, da so bili pogoji za obstoj stacionarne porazdelitve izpolnjeni.
3 Metode MCMV
3.1 Uvod
Monte Carlo markovske verige so v osnovi Monte Carlo metode, ki pri integriranju
uporabljajo markovske verige. Strokovnjaki za Bayesovo in tudi frekventisti£no sta-
tistiko se ve£krat spopadajo s problemom integracije visoko razseºnih verjetnostnih
porazdelitev. Tovrstne verjetnostne porazdelitve se integrira, da pridemo do zaklju£-
kov glede parametrov modela ali da pridemo do napovedi. Pri Bayesovi statistiki se
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integrira aposteriorno porazdelitev s parametri modela, ki jih pridobimo s pomo£jo
podatkov. V klasi£ni oziroma frekventisti£ni statistiki se lahko integrira opazovano
porazdelitev z danimi vrednostmi parametrov.
Opisali smo ºe, kako lahko z Monte Carlo metodami numeri£no ocenimo pri£akovano
vrednost slu£ajne spremenljivke X, £e znamo iz njene porazdelitve vzor£iti. Monte
Carlo markovske verige vzor£ijo iz ºelene porazdelitve s pomo£jo spretno zgrajenih
markovskih verig, ki jih pustimo te£i dalj £asa. Ideja za MCMV algoritmi je, da
bo zaporedje realizacij izbrane markovske verige tvorilo nekak²en pribliºen vzorec
iz stacionarne porazdelitve. Poznamo ve£ na£inov konstrukcije tovrstnih verig, ven-
dar pa je en na£in osnovni. To je veriga Metropolis Hastings, iz katere izhajajo
vse druge, ki so le posebni primeri omenjene. Kasneje bomo predstavili tako verigo
Metropolis Hastings kot tudi nekaj njenih zanimivej²ih izpeljank.
V zgledu 7 je predstavljena napaka vzor£enja v primeru Monte Carlo metod in
v primeru Mote Carlo markovskih verig. Na tem primeru torej lahko vidimo, kako
se izra£un standardne napake spremeni, ko Monte Carlo metodo opremimo z mar-
kovsko verigo.
Zgled 7 (Napaka vzor£enja). Vir: [3, 6-8]. Denimo, da ocenjujemo pri£akovano
vrednost neke funkcije slu£ajne spremenljivke X, g(X):
E[g(X)] =
∫︂
g(x)fX(x)dx.
Pri metodi Monte Carlo:
1. Pridobimo neodvisne vzorce iz fX(x): X(1), X(2), X(3), . . .
2. Za dovolj velik N bo po centralnem limitnem izreku veljalo:
xˆ =
1
N
N∑︂
i=1
X(i) ≈ N
(︃
E[g(X)],
var([g(X)])
N
)︃
.
3. Ocenjena napaka vzor£enja je
SEMC [xˆ] =
√︁
varMC [xˆ],
kjer
varMC [xˆ] =
var[g(X)]
N
≈ 1
N
N∑︂
i=1
(︁
g(X(i) − xˆ))︁2.
Pri Monte Carlo markovskih verigah:
1. Imamo markovsko verigo, ki limitira k fX(x): X(1), X(2), X(3), . . .
2. Za dovolj velik N bo po centralnem limitnem izreku za markovske verige veljalo:
xˆ =
1
N
N∑︂
i=1
X(i) ≈ N
(︄
E[g(X)],
var([g(X)])
N
+
2
N
N−1∑︂
i=1
γk
)︄
,
kjer je γk = cov
(︁
g(X(i)), g(X(i+k))
)︁
.
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3. Ocenjena napaka vzor£enja je
SEMCMV [xˆ] =
√︁
varMCMV [xˆ],
kjer
varMCMV [xˆ] = varMC [xˆ] +
2
N
N−1∑︂
i=1
γk.
3.2 Osnovne definicije in predpostavke
Izrek 3.1 (Lebesgueova mera). Za vsako naravno ²tevilo n obstaja enoli£na tran-
slacijsko invariantna mera λn na BRn, ki izmeri volumen ve£razseºnega kvadra:
λn([a1, b1]× · · · × [an, bn]) =
n∏︂
i=1
(bi − ai).
Imenujemo jo Lebesgueova mera na Rn.
Dokaz. Glejte [5, razdelek 3.2].
Opomba 3.2. Lebesgueova mera lahko izmeri tudi volumen kvadra, ki ga tvorijo
intervali, ki so odprti ali polodprti: (ai, bi), (ai, bi], [ai, bi).
Definicija 3.3 (ibka konvergenca). Naj bo E metri£ni prostor in naj µ, µ1, µ2, ... ∈
M(E). Pravimo, da (µn)n∈N ²ibko konvergira k µ, £e∫︂
fdµn
n→∞−−−→
∫︂
f dµ
za vsako zvezno in omejeno funkcijo f : E → R.
Naj M(E) ozna£uje mnoºico verjetnostnih mer (na E), opremljeno s topologijo
²ibke konvergence. S pomo£jo topologije lahko iz M(E) zgradimo merljiv prostor z
borelovo σ- algebro B(M(E)).
Naj bo E kon£na mnoºica stanj in naj bo π ∈M(E) taka, da
π(x) := π({x}) > 0 (3.1)
za ∀x ∈ E.
Denimo, da na ra£unalniku vzor£imo slu£ajno spremenljivko Y s porazdelitvijo π.
Predpostavimo, da ima na² ra£unalnik generator naklju£nih ²tevil, ki vrne realizacije
neodvisnih, enako porazdeljenih slu£ajnih spremenljivk (n. e. p. s. s.) U1, U2, ..., ki
so porazdeljene enakomerno zvezno na [0, 1]. Predpostavimo tudi, da konstrukcja
porazdelitve π ni enostavna.
Zgled 8 (Ra£unalni²ka simulacija). Predpostavimo, da imamo kon£no mnoºico stanj
E = {1, ..., k} za nek k ∈ N. S pomo£jo ra£unalnika ºelimo simulirati markovsko
verigo X s prehodno matriko p. Predpostavimo, da ima ra£unalnik vgrajen program,
ki lahko generira zaporedje neodvisnih in enako porazdeljenih slu£ajnih spremenljivk
(Un)n∈N, ki so porazdeljene enakomerno zvezno na intervalu [0, 1].
Definirajmo r(i, 0) = 0, r(i, j) = p(i, 1 + ... + p(i, j)) za i, j ∈ E in defnirajmo
Yn kot
Yn(i) = j ⇐⇒ Un ∈ [r(i, j − 1), r(i, j)).
Tedaj je, po konstrukciji Yn, P(Rn(i) = j) = r(i, j)− r(i, j − 1) = p(i, j).
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3.3 Metropolis algoritem
Ta razdelek je povzet po [6, poglavje 18.3].
Na zgledu 8 smo pokazali, kako se lahko simulira markovsko verigo na ra£unal-
niku. Zdaj si ºelimo skonstruirati tako markovsko verigoX, da bo njena porazdelitev
konvergirala k π, ko k → ∞. e simuliramo tako verigo in jo pustimo te£i dovolj
dolgo, pri£akujemo, da bo dobljeni vzorec porazdeljen pribliºno π. Veriga bi morala
biti konstruirana tako, da je na vsakem koraku moºnih samo nekaj prehodov (rela-
tivno malo), da doseºemo, da proces, opisan v 8, u£inkovito deluje.
Metoda, s katero proizvedemo (pribliºno) π-porazdeljene vzorce, ki jih nato upora-
bimo, da ocenimo pri£akovane vrednosti funkcij, ki nas zanimajo, se imenujeMCMV.
Definicija 3.4. Naj bo q prehodna matrika poljubne ireducibilne markovske verige
in naj bo π kot v ena£bi 3.1. Definirajmo prehodno matriko p na E kot
p(x, y) =
⎧⎪⎪⎨⎪⎪⎩
q(x, y) ·min
(︂
1, π(y)q(y,x)
π(x)q(x,y)
)︂
; £e x ̸= 1, q(x, y) > 0
0; £e x ̸= y, q(x, y) = 0
1−∑︁z ̸=x p(x, z); £e x = y
Matrika p se imenuje Metropolisova matrika.
V praksi je primerno prehodno matriko q teºko najti, saj mora biti q redka
matrika (to pomeni, da je za vsako stanje x ∈ E prehodna verjetnost q(x, y) = 0 za
veliko y ∈ E).
Opomba 3.5. Matrika p je reverzibilna, tj. ∀x, y ∈ E velja:
π(x) · p(x, y) = π(y) · p(y, x)
Iz zgornje lastnosti naprej sledi, da je π stacionarna porazdelitev za markovsko
verigo, ki ima prehodno matriko p.
Dokaz. Dokazujemo stacionarnost π. Vemo ºe, da velja:
π(x) · p(x, y) = π(y) · p(y, x) ∀x, y ∈ E
elimo videti, da velja tudi:
πp = π =⇒
∑︂
x∈E
π(x) · p(x, y) = π(y) ∀y ∈ E
∑︂
x∈E
π(x) · p(x, y) =
∑︂
x∈E
π(y) · p(y, x) = π(y)
∑︂
x∈E
p(y, x) = π(y) · 1 = π(y)
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Izrek 3.6. e je q ireducibilna:
F (x, y) := Px[za nek n ≥ 1 je Xn = y] > 0 ∀x, y ∈ E,
potem je Metropolisova matrika p(q, π) ireducibilna z enoli£no stacionarno porazde-
litvijo π.
e je q tudi aperiodi£na ali £e π ni enakomerna porazdelitev na E, potem je p(q, π)
aperiodi£na.
Za simulacijo markovske verige X, ki konvergira k π, uporabimo primerno ire-
ducibilno matriko q in uporabimo Metropolis algoritem: e se v markovski verigi s
prehodno matriko q lahko pride iz trenutnega stanja x v stanje y, potem bo v novi
verigi ta povezava moºna z verjetnostjo
min
(︃
1,
π(y)q(y, x)
π(x)q(x, y)
)︃
.
Sicer veriga X ostane v x.
Po definiciji matrike p se porazdelitev π pojavi samo v obliki ulomka π(y)
π(x)
. Mnogo-
krat je ta ulomek lahko izra£unati, £eprav sta sama π(x) in π(y) teºko izra£unljiva.
To lahko vidimo na naslednjem primeru.
Zgled 9 (Isingov model). Isingov model je termodinami£ni in kvantnomehani£ni
model za feromegnetizem in kristale. Deluje pod naslednjimi predpostavkami:
 atomi so razporejeni po mreºi Λ (npr. Λ = {0, ..., N − 1}2);
 vsak atom i ∈ Λ ima magnetni spin x(i) ∈ {−1, 1}, ki kaºe navzgor (x(i) = 1)
ali navzdol (x(i) = −1);
 sosednji atomi so v interakciji;
 zaradi termi£nih nihanj je stanje sistema naklju£no in porazdeljeno glede na t.i.
Boltzmannovo ali Gibbsovo porazdelitev π na prostoru stanj E := {−1, 1}Λ
(tj. eno stanje je ena razporeditev 1 in -1 po mreºi Λ);
 parameter Boltzmannove porazdelitve π je inverz absolutne temperature T :
β =
1
T
≥ 0
Definicija 3.7. Lokalno energijo definirajmo kot funkcijo H i(x), ki opi²e nivo ener-
gije posameznega atoma na poziciji i ∈ Λ:
H i(x) =
1
2
∑︂
j∈Λ:i∼j
1{x(i)̸=x(j)}
Tu i ∼ j pomeni, da sta i in j sosednji poziciji v mreºi Λ. Torej funkcija H i(x)
pre²teje vse sosede atoma i, ki imajo nasprotni spin.
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Definicija 3.8. Skupna energija ali Hamiltonova funkcija sistema v stanju x je
H(x) =
∑︂
x∈Λ
H i(x) =
∑︂
i∼j
1{x(i)̸=x(j)}
Definicija 3.9. Boltzmannova porazdelitev π na E := {−1, 1}Λ za inverz tempera-
ture β ≥ 0 je definirana kot
π(x) = Z−1β exp{−βH(x)},
kjer je
Zβ =
∑︂
x∈E
exp{−βH(x)}
taka normalizacijska konstanta, da je π verjetnostna mera.
Definicija 3.10. e x ∈ E, potem z xi,σ ozna£imo stanje, v katerem je spin atoma
i spremenjen v σ ∈ {−1,+1}, tj.:
xi,σ(j) =
{︄
σ; £e j = i
x(j); £e j ̸= i
Definicija 3.11. Definirajmo stanje xi, v katerem je spin atoma i obrnjen,
xi := xi,−x(i).
Za referen£no verigo izberemo verigo z naslednjimi prehodnimi verjetnostmi:
q(x, y) =
{︄
1
#Λ
; £e y = xi za nek i ∈ Λ
0; sicer
Z besedami, izberemo naklju£ni atom i ∈ Λ (enakomerno na Λ) in zavrtimo spin na
tem mestu. Matrika q je ireducibilna.
Predlagano stanje s strani matrike q bo metropolis algoritem sprejel z verjetnostjo 1,
£e π(xi) ≥ π(x), sicer pa z verjetnostjo π(xi)
π(x)
(torej se stanje sprejme z verjetnostjo
min{1, π(xi)
π(x)
}).Zdaj ra£unamo:
H(xi)−H(x) =
∑︂
j:j∼i
1{x(j)̸=−x(i)} −
∑︂
j:j∼i
1{x(j)̸=x(i)}
= −2
∑︂
j:j∼i
(1{x(j)̸=x(i)} − 1
2
)
Torej,
π(xi)
π(x)
= exp
{︄
−2β
∑︂
j:j∼i
(︃
1{x(j)=x(i)} − 1
2
)︃}︄
in ta izraz je zlahka izra£unljiv, saj je odvisen samo od 2d sosednjih spinov (d je
dimenzija mreºe Λ) in ne zahteva poznavanja vrednosti Zβ. Tako dobimo Metropo-
lisovo prehodno matriko:
p(x, y) =
⎧⎪⎪⎨⎪⎪⎩
1
#Λ
(︂
1 ∧ exp
{︂
2β
∑︁
j:j∼i
(︁
1{x(j)̸=x(i)} − 12
)︁}︂)︂
; £e y = xi za nek i ∈ Λ
1−∑︁i∈Λ p(x, xi); £e x = y
0; sicer
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3.4 Gibbsov vzor£evalnik
Predpostavimo situacijo, v kateri eno stanje sestavlja ve£ komponent x = (xi)i∈Λ ∈
E (kot v zgledu 9), pri £emer je Λ kon£na mnoºica. Ideja za vzor£evalnikom Gibbs
je, da se posamezno stanje v verigi lokalno priredi stacionarni porazdelitvi. e je x
stanje in i ∈ Λ, potem definirajmo
x−i := {y ∈ E | y(j) = x(j) za j ̸= i}.
Definicija 3.12 (Gibbsov vzor£evalnik). Naj bo q ∈M(Λ) s q(i) > 0 za vsak i ∈ Λ.
Prehodna matrika p na mnoºici stanj E
p(x, y) =
{︄
qi
π(xi,σ)
π(x−i)
; £e y = xi,σ za nek i ∈ Λ
0; sicer
se imenuje Gibbsov vzor£evalnik za stacionarno porazdelitev π.
Z besedami: vsak korak verige s prehodno matriko p lahko opi²emo z naslednjim
postopkom:
1. Izberi naklju£no koordinato I v skladu z neko porazdelitvijo (qi)i∈Λ.
2. Z verjetnostjo π(x
I,σ)
π(x−I)
stanje x zamenjaj z xI,σ.
Naj L(X) ozna£uje porazdelitev slu£ajne spremenljivke X. e I = i, potem ima
novo stanje porazdelitev L(X | X−i = x−i), pri £emer je X slu£ajna spremenljivka s
porazdeltvijo π. Za stanji x in y, ki se razlikujeta samo v i-ti koordinati, velja (ker
x−i = y−i):
π(x)p(x, y) = π(x)qi
π(y)
π(x−i)
= π(y)qi
π(x)
π(y−i)
= π(y)p(y, x)
Zato je Gibbsov vzor£evalnik reverzibilna markovska veriga s stacionarno mero π.
Ireducibilnost vzor£evalnika Gibbs pa v splo²nem ne velja in jo je potrebno preveriti
za vsak primer posebej.
Zgled 10 (Isingov model). V Isingovem modelu iz zgleda 9 je xi = {xi,−1, xi,+1}.
Posledi£no je za i ∈ Λ in σ ∈ {−1,+1}:
π(xi,σ | x−i) = π(x
i,σ)
π({xi,−1, xi,+1})
=
e−βH(x
i,σ)
e−βH(xi,−1) + e−βH(xi,+1)
=
(︁
1 + exp
[︁
β(H(xi,σ)−H(xi,−σ))]︁)︁−1
=
(︄
1 + exp
[︄
2β
∑︂
j:j∼i
(1{x(j) ̸=σ} − 12)
]︄)︄−1
.
Gibbsov vzor£evalnik za Isingov model je tako markovska veriga (Xn)n∈N0 z vredostmi
v E = {−1,+1}Λ in s prehodno matriko
p(x, y) =
⎧⎨⎩ 1#Λ
(︂
1 + exp
[︂
2β
∑︁
j:j∼i(1{x(j)̸=x(i)} − 12)
]︂)︂−1
; £e y = xi za nek i ∈ Λ
0 ; sicer
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3.5 Popolno vzor£enje
Metodi MCMV, ki sta bili opisani zgoraj, slonita na upanju: verigo pustimo, da
te£e dovolj dolgo, in upamo, da bo njena porazdelitev blizu stacionarni. Dobljena
porazdelitev pa nikoli ne bo to£no stacionarna.
V teoriji je mo£ uporabiti zelo podobno metodo, ki omogo£a popolno vzor£enje glede
na stacionarno porazdelitev π. Ideja je naslednja:
Denimo, da so F1, F2, . . . neodvisne enako porazdeljene slu£ajne preslikave E → E
take, da velja P(F (x) = y) = p(x, y) za vse x, y ∈ E.
Opomba 3.13. Velja:
F n1 (x) := F1 ◦ · · · ◦ Fn(x) D= Fn ◦ · · · ◦ F1(x).
Zato imamo:
P(F n1 (x)) = y
n→∞−−−→ π(y) za vsak y.
e je F n1 konstantna preslikava (tj. F
n
1 ≡ x∗ za nek slu£ajen x∗), potem bo
Fm1 ≡ x∗ za vse m ≥ n. e lahko s spretno izbiro porazdelitve Fn zagotovimo
skoraj gotovo kon£nost £asa ustavljanja T := inf{n ∈ N | F n1 je konstanta}, potem
bo P
(︁
F T1 (x) = y
)︁
= π(y) za vse x, y ∈ E. Algoritem je naslednji:
1. Naj bosta F ← idE in n← 0.
2. Naj n← n+ 1. Generiraj Fn in F ← F ◦ Fn.
3. e F ni konstantna preslikava, pojdi na to£ko 2.
4. Izhod: F (∗).
3.6 Vzor£enje po kosih
Ta razdelek je povzet po [8].
Monte Carlo markovske verige, kakr²ni sta vzor£evalnik Gibbs in algoritem Me-
tropolis, se lahko uporabljajo za vzor£enje iz ²tevilnih kompleksnih, ve£razseºnih
porazdelitev, ki jih sre£amo v statistiki. Vendar je za implementacijo vzor£evalnika
Gibbs v£asih treba razviti metode za vzor£enje iz nestandardnih enorazseºnih po-
razdelitev. Po drugi strani moramo pri uporabi algoritma Metropolis najprej najti
primerno ciljno porazdelitev, ki nam bo zagotovila u£inkovito vzor£enje. Zaradi
tovrstnih omejitev ne obstaja splo²ni na£in grajenja markovskih verig z omenjenima
metodama, pa£ pa moramo vsak primer obravnavati posebej.
Veliko znanih vzor£evalnikov markovskih verig je poleg tega neu£inkovitih zaradi
kombinacije dveh pomanjkljivosti:
1. Spremembe, ki jih vzor£evalnik napravi, so lahko neskladne z lokalnimi la-
stnostmi funkcije gostote. Posledi£no se tak²ne spremembe morajo zgoditi po
majhnih korakih.
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2. Ti majhni koraki se nato izvedejo v obliki slu£ajnega sprehoda, ki porabi n2
korakov za razdaljo, ki bi jo lahko prehodili v n korakih, £e bi se algoritem
odvijal konsistentno v isto smer.
Tako je tudi za algoritem Metropolis znano, da je ob£utljiv na velikost posameznega
koraka. e je korak premajhen, se zgodi zgornji scenarij. e je korak prevelik, je
algoritem neu£inkovit. V nadaljevanju bomo spoznali metode vzor£enja po kosih,
ki jih lahko apliciramo na ²irok nabor porazdelitev. Preproste oblike enorazseºnega
vzor£enja po kosih lahko sluºijo kot bolj²a alternativa vzor£evalniku Gibbs, saj se
ognejo potrebi po vzor£enju iz nestandardnih porazdelitev. Prav tako te metode
lahko sluºijo bolje kot algoritem Metropolis, saj velikost koraka avtomati£no prila-
gajajo lokalni obliki funkcije gostote. Kompleksnej²e metode vzor£enja po kosih se
lahko prilagodijo odvisnostim med spremenljivkami. Lahko konstruiramo tudi take
metode, ki izbolj²ajo vzor£enje tako, da zavirajo slu£ajne sprehode.
3.6.1 Ideja vzor£enja po kosih
Denimo, da ºelimo vzor£iti iz porazdelitve spremenljivke X, ki ima mnoºico izidov
Ω ⊆ Rn. Naj bo gostota fX(x) proporcionalna neki funkciji g(x):
fX(x) ∝ g(x).
To lahko naredimo tako, da enakomerno vzor£imo iz (n+1)-razseºnega obmo£ja, ki
leºi pod grafom g(x). Uvedimo pomoºno spremenljivko Y . Naj f(X,Y )(x, y) ozna£uje
skupno porazdelitev, za katero velja:
f(X,Y )(x, y) =
{︄
1/Z; £e 0 < y < g(x)
0; sicer,
za Z =
∫︁
g(x)dx. Robna gostota za X je tedaj
fX(x) =
∫︂ g(x)
0
1
Z
dy =
g(x)
Z
.
Da pridemo do vzorcev X, lahko vzor£imo za (X, Y ) in potem upo²tevamo samo
prvo koordinato vzor£nih vrednosti.
Naj bo U := {(x, y) | 0 < y < g(x)} obmo£je, na katerem je gostota f(X,Y )(x, y)
enakomerno zvezno porazdeljena. Vzor£enje iz porazdelitve z gostoto f(X,Y )(x, y)
je lahko zapleteno, zato raje definiramo markovsko verigo, ki bo konvergirala k
f(X,Y )(x, y). Ena moºna izbira markovske verige je vzor£evalnik Gibbs: izmeni£no
vzor£imo iz
 pogojne porazdelitve za Y glede na trenuten X; ta je porazdeljena enakomerno
zvezno na intervalu (0, g(x)):
fY |X=x(y) =
f(X,Y )(x, y)
fX(x)
=
1
Z
1(0 < y < g(x))
g(x)
=
1
g(x)
1(0 < y < g(x))
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 pogojne porazdelitve za X glede na trenuten Y ; ta je porazdeljena enakomerno
zvezno na obmo£ju Sy := {x ∈ Rn | g(x) > y}:
fX|Y=y(x) =
f(X,Y )(x, y)
fY (y)
,
pri £emer
fY (y) =
∫︂ ∞
−∞
f(X,Y )(x, y)dx
= 1(y > 0)
∫︂ ∞
−∞
1
Z
1(g(x) > y)dx
= 1(y > 0)
∫︂
{g(x)>y}
1
Z
dx
= 1(y > 0)
1
Z
λ({x ∈ Rn | g(x) > y}).
Torej je
fX|Y=y(x) =
1
Z
1(0 < y < g(x))
1(y > 0) 1
Z
λ({x ∈ Rn | g(x) > y})
=
1
λ(Sy)
1Sy(x),
oziroma X | Y = y ∼ Unif(Sy). Mnoºico Sy poimenujemo kos (angl.: slice),
definiran z y.
3.6.2 Vzor£enje po kosih za eno spremenljivko
Vzor£enje po kosih je najpreprostej²e, ko imamo samo eno spremenljivko, katere
vzor£ne vrednosti v procesu spreminjamo.
Naj bo X realna slu£ajna spremenljivka, ki jo v procesu vzor£enja sproti spremi-
njamo. Naj bo g(x) funkcija, za katero velja:
fX(x) ∝ g(x),
pri £emer je fX(x) gostota slu£ajne spremenljivke X. Vzor£enje po kosh za eno
spremenljivko nadomesti vzor£no vrednost x0 z novo vrednostjo x1 v treh korakih:
1. Enakomerno zvezno izvleci realno vrednost y ∈ (0, g(x0)), ki definira horizon-
talni kos:
S = {x | y < g(x)}.
Pri tem je x0 vedno znotraj S.
2. Poi²£i okolico to£ke x0, I = (L,R), ki vsebuje ves kos S ali vsaj velik del njega.
3. Izvleci novo to£ko x1 iz tistega dela kosa S, ki je znotraj intervala I.
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4. ponovi 1. korak z novo to£ko x1.
2. in 3. korak iteracije sta namenjena temu, da iz kosa S dobimo vzorec x, ki naj bi
predstavljala vrednost iskane gostote na tem intervalu.
Nekaj opomb v povezavi z algoritmom:
 V 1. koraku se izbere vrednost za pomoºno spremenljivko y, ki dolo£i kos
S. Vrednost spremenljivke y je lahko ob vsaki ponovitvi 1. koraka druga, saj
se stara vrednost y ob ponovni izvedbi iteracije markovske verige v vsakem
primeru pozabi.
 Pogosto se izkaºe, da je varneje izra£unati h(x) = log(g(x)) namesto g(x), saj
se tako izognemo morebitnim ve£jim numeri£nim napakam. V tem primeru za
pomoºno spremenljivko vzamemo z = log(y) = h(x0)− e, kjer je e ekspoentno
porazdeljena slu£ajna spremenljivka s pri£akovano vrednostjo 1. Kos je potem
definiran kot S = {x | z < h(x)}.
V praksi je vzor£iti iz horizontalnega kosa S lahko teºko. Poznamo ve£ na£inov,
na katere sta 2. in 3. korak v algoritmu lahko izvedena. Vendar v vsakem primeru
mora dobljena markovska veriga tisto porazdelitev, ki je definirana z g(x), imeti za
invariantno.
En na£in, na katerega lahko izvedemo 2. in 3. korak, je ²irjenje in kr£enje obmo£ja.
Na grafih 7, 8 in 9 je prikazana vizualna ponazoritev algoritma, izvedenega na tak
na£in. Postopek ²irjenja in kr£enja obmo£ja je naslednji:
 definiramo parameter ²irine w, s pomo£jo katerega dolo£imo interval I, ki
vsebuje dano vrednost x0. Meje intervala I testiramo, da vidimo, ali leºijo
znotraj ali zunaj danega horizontalnega kosa S:
 e obe meji leºita zunaj horizontalnega kosa S, potem nadaljujemo s
postopkom.
 e meja, ki jo preverjamo, leºi znotraj horizontalnega kosa S, potem s
pomo£jo w raz²irimo interval v ustrezno smer, dokler ne dobimo novega
intervala I ′, katerega obe meji leºita zunaj horizontalnega kosa S.
 Kandidat x1 je izbran enakomerno zvezno z intervala I ′. Preverimo, ali x1 leºi
znotraj S:
 e kandidat x1 leºi znotraj kosa S, potem ga sprejmemo za novo vzor£no
vrednost.
 e kandidat x1 leºi zunaj kosa S, potem ga dolo£imo za novo mejo inter-
vala. Nato ponovno enakomerno zvezno vzor£imo z novega intervala in
ponavljamo postopek, dokler ne pridemo do kandidata, ki je v horizon-
talnem kosu S.
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g(x0)
y
x0
Slika 7: 1. korak - dolo£imo horizontalni kos S
←w→
x0
Slika 8: 2. korak - s pomo£jo w dolo£imo interval, ki vsebuje x0
x0 x1
Slika 9: 3. korak - pridobitev nove to£ke, x1, ki je znotraj S
4 Uporaba MCMV
4.1 Bayesova statistika
4.1.1 Uvod v Bayesovo statistiko
Najlaºje razumemo predpostavke in idejno ozadje Bayesove statistike, £e njene te-
melje za za£etek primerjamo s pogledi (tako v teoriji kot v praksi) dobro poznane
frekventisti£ne statistike:
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Temeljna razlika med Bayesovo in frekventisti£no statistiko je v interpretaciji verje-
tnosti:
Bayesova statistika Frekventisti£na statistika
Verjetnost je orodje za Verjetnost je lastnost dogodka, in sicer
izraºanje prepri£anosti. je to limita relativne frekvence dogodka.
Verjetnost lahko priredimo £emurkoli. Verjetnost lahko priredimo le
(ponovljivim) slu£ajnim poskusom.
Verjetnost je koherentna, tj. skladna Verjetnost je koherentna.
s formalno definicijo verjetnosti
oziroma z aksiomi Kolmogorova.
Poznamo dve bayesovski ²oli: subjektivno (izraºena verjetnost je lahko subjek-
tivna) in objektivno (na²e prepri£anje o verjetnosti dogodka temelji na predhodnem
poznavanju le-tega, kot so na primer rezultati prej²njih poskusov).
Aksiomatizacija verjetnosti (Kolmogorov) Naj bo Ω mnoºica vseh moºnih
izidov. Potem za vsak dogodek A velja: A ⊆ Ω.
Definicija 4.1. Verjetnost P je funkcija, ki dogodkom prireja numeri£ne vrednosti
in zado²£a naslednjim aksiomom:
A1 P(A) ≤ 0
A2 P(Ω) = 1
A3 P(A1 ∪ A2 ∪ A3 ∪ . . . ) =
∞∑︂
i=1
P(Ai),
za poljubno zaporedje disjunsktnih dogodkov.
Bayesovo pravilo Ideja v ozadju bayesovih statisti£nih metod sloni na Bayesovem
pravilu. Bayesovo pravilo opisuje pogojno verjetnost dogodka, ki ga pogojujemo na
znane podatke, predhodne informacije ali prepri£anja o dogodku ali pa na pogoje,
ki so z dogodkom povezani.
Izrek 4.2 (Bayesovo pravilo). Naj bo {H1, H2, ..., Hn} particija verjetnostnega pro-
stora H:
 P(Hi ∩Hj) = 0 za i ̸= j in
 P(∪ni=1Hi) = 1
in naj bo E nek poljuben dogodek. Potem velja:
P(Hi|E) = P(Hi ∩ E)
P(E)
=
P(E|Hi)P(Hi)
P(E)
=
P(E|Hi)P(Hi)∑︁n
j=1 P(E|Hj)P(Hj)
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4.1.2 Parametri£ni statisti£ni modeli in Bayesovski pristop k u£enju
Glavni cilj statisti£nega modeliranja je pojasniti skupno porazdelitev podatkov p(y).
Pri tem je p(y):
 oznaka za gostoto fX(y), £e je X zvezna slu£ajna spremenljivka
 oznaka za verjetnost P(X = y), £e je X diskretna
e nam p(y) uspe pojasniti, potem lahko odgovorimo na katerokoli vpra²anje glede
procesa, ki ga prou£ujemo.
O parametri£nem modeliranju govorimo takrat, ko za model izberemo neko poraz-
delitev s kon£no mnogo parametri p(y|θ) (θ predstavlja parametre modela).
Zgled 11. Ocenjevanje pri£akovane vrednosti s t-testom (θ = {µ, σ}):
yi | µ, σ2 ∼iid N(µ, σ2) oziroma p(y | µ, σ2) =
n∏︂
i=1
1√
2πσ2
e−
(yi−µ)2
2σ2
Bayesovski pristop k u£enju (ali Bayesovsko sklepanje). Predpostavimo
model (verjetje) za na²e podatke p(y | θ). Parametri θ so slu£ajne spremenljivke, o
katerih imamo apriorno (predhodno) mnenje p(θ). S podatki na²e mnenje posodo-
bimo v aposteriorno mnenje:
p(θ | y) = p(y | θ)p(θ)
p(y)
=
p(y | θ)p(θ)∫︁
Θ
p(y | θ)p(θ)dθ .
Zgled 12 (Bayesovski model za binarne podatke (Bernoulli - Uniform)).
Podatki: y1, . . . , yn ∈ {0, 1}
Model (verjetje): y1, . . . , yn | θ ∼iid Bernoulli(θ)
Apriorna porazdelitev: θ ∼ Unif(0, 1)
Aposteriorna porazdelitev:
p(θ | p) = p(y | θ)p(θ)
p(y)
=
θ
∑︁
i yi(1− θ)n−∑︁i yi
B(
∑︁
i yi + 1, n−
∑︁
i yi + 1)
Temu je ekvivalentno:
θ | y1, . . . , yn ∼ Beta
(︄∑︂
i
yi + 1, n−
∑︂
i
yi + 1
)︄
.
Zgled 13 (Bolj fleksibilen model za binarne podatke (Bernoulli - Beta)).
Podatki: y1, . . . , yn ∈ {0, 1}
Model (verjetje): y1, . . . , yn | θ ∼iid Bernoulli(θ)
Apriorna porazdelitev: θ ∼ Beta(a, b)
Aposteriorna porazdelitev:
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p(θ | p) = p(y | θ)p(θ)
p(y)
=
θ(
∑︁
i yi+a−1)(1− θ)(n−
∑︁
i yi+b−1)
B(
∑︁
i yi + a, n−
∑︁
i yi + b)
Temu je ekvivalentno:
θ | y1, . . . , yn ∼ Beta
(︄∑︂
i
yi + a, n−
∑︂
i
yi + b
)︄
.
4.1.3 Konjugirane apriorne porazdelitve
Definicija 4.3. e izbrana kombinacija verjetja in apriorne porazdelitve privede do
aposteriorne porazdelitve enake oblike, pravimo, da je taka apriorna porazdelitev
konjugirana izbranemu verjetju (modelu).
Prednosti konjugiranih porazdelitev:
 relativno enostavna izpeljava aposteriorne porazdelitve,
 enostavno sklepanje iz aposteriorne porazdelitve,
 enostavno inkrementalno u£enje.
Zgodovinsko so konjugirane apriorne porazdelitve izjemno pomembne. Vendar ve-
£ina modelov, ki se uporabljajo v praksi, nima konjugirane apriorne porazdelitve.
4.1.4 Napovedovanje in generiranje novih podatkov
Bayesovci imajo mnenje o porazdelitvi podatkov, ²e preden vidijo podatke; apriorna
napovedna porazdelitev izgleda takole:
p(ynew) =
∫︂
Θ
p(ynew, θ)dθ =
∫︂
Θ
p(ynew | θ)p(θ)dθ
S podatki se mnenje o porazdelitvi podatkov spremeni. Aposteriorna napovedna
porazdelitev izgleda takole:
p(ynew | y) =
∫︂
Θ
p(ynew, θ | y)dθ =
∫︂
Θ
p(ynew | θ, y)p(θ | y)dθ =
=
∫︂
Θ
p(ynew | θ)p(θ | y)dθ.
Zgled 14 (Aposteriorna napovedna za model Poisson-Gamma).
Model Poisson-Gamma za ²tevne podatke:
Podatki: y1, . . . , yn ∈ N0
Model (verjetje): y1, . . . , yn | θ ∼iid Poisson(θ)
Apriorna porazdelitev: θ ∼ Gama(a, b)
Aposteriorna porazdelitev:
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p(θ | y) = p(y | θ)p(θ)
p(y)
=
ba
Γ(a)
θ(a+
∑︁
i yi−1)e−(b+n)θ
Temu je ekvivalentno:
θ | y1, . . . , yn ∼ Gama
(︄
a+
∑︂
i
yi, b+ n
)︄
.
Aposteriorna napovedna za model Poisson-Gamma:
P(ynew = k | y) =
∫︂ ∞
0
p(ynew | θ)p(θ | y)dθ =
=
∫︂ ∞
0
(︃
θke−θ
k!
)︃(︃
ba
Γ(a)
θ(a+
∑︁
i yi−1)e−(b+n)θdθ
)︃
=?
Z nekaj matematike pridemo do tega, da:
? =
(︃
k + r − 1
k
)︃
(1− p)rpk,
za r = a+
∑︁
i yi in p =
b+n
b+n+1
. Temu je ekvivalentno:
ynew | y ∼ NegativeBinomial
(︄
a+
∑︂
i
yi,
b+ n
b+ n+ 1
)︄
.
4.1.5 Uporaba Bayesovih metod na resni£nih podatkih
Poglejmo si primer, ki prikazuje uporabo Bayesovih metod v praksi. Primer je povze-
tek obseºnej²e doma£e naloge pri predmetu Bayesova statistika, ki je bila opravljena
v sodelovanju s kolegom Damjanom Manevskim (predavatelj pri predmetu: izr. prof.
Erik trumbelj, ²tudijsko leto 2017/18).
Zgled 15 (Prakti£ni primer). Iskali smo odgovor na naslednje vpra²anje: Je deleº
oseb, ki nosijo o£ala, ve£ji med profesorji ali ²tudenti na oddelku za matematiko na
FMF?
Prvi korak raziskave je bilo zbiranje podatkov. Podatke smo zbrali na naslednji na£in:
1. Vzorec ²tudentov: Sprehodili smo se po fakulteti in si ozna£ili, koliko po-
sameznikov je nosilo o£ala in koliko jih je bilo brez. Pri tem smo dopu²£ali
moºnost, da katerega od posameznikov beleºimo ve£krat. Upo²tevali smo tudi
tiste, ki so stali neposredno pred vrati (morebitne kadilce). Vendar je na² vzo-
rec lahko pristranski:
 Ker smo podatke beleºili na opisan na£in, so lahko v na²em vzorcu tudi
posamezniki, ki so ²tudenti nematemati£nih ²tudijskih smeri, a so se v
danem trenutku zna²li na hodnikih na²e stavbe. Obstaja tudi moºnost, da
smo v vzorec vzeli kak²nega mladega asistenta, ki je izgledal kot ²tudent.
 Pri zbiranju podatkov smo zanemarili dejstvo, da nekateri nosijo o£ala
samo doma in se na prvi pogled ne opazi, da ne vidijo dobro. Zato je
deleº posameznikov z o£ali v vzorcu verjetno manj²i kot v resnici.
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2. Vzorec profesorjev: V spletnem imeniku FMF-ja je bilo v £asu zbiranja po-
datkov navedenih 81 profesorjev in asistentov matematike. Od teh jih je imelo
69 javno objavljeno fotografijo. Naklju£no smo izbrali 35 izmed teh 69 profe-
sorjev - vzor£enje smo naredili tako, da smo naklju£no izbrali 35 ²tevil med
1 in 69 in preverili, ali pripadajo£i profesorji (glede na ²tevilo) na objavljeni
fotografiji nosijo o£ala. Izmed izbranih 35 profesorjev je imelo o£ala 13 profe-
sorjev. Menimo, da smo vzeli reprezentativen vzorec s populacije. Vseeno se
lahko javi nekaj teºav:
 Ne vemo zagotovo, ali fotografija pravilno odraºa, £e posamezen profesor
nosi o£ala (negotovost pravega stanja v populaciji).
 Morda ima tistih 12 profesorjev brez slik druga£no porazdelitev kot ostali.
e naredimo primerjavo med vzor£enji obeh skupin: velja poudariti, da je vzorec
²tudentov - zaradi negotovosti pri zbiranju podatkov, ki smo jih prej omenili - manj
reprezentativen kot vzorec profesorjev. Poleg tega je deleº velikost vzorca
velikost populacije
bistveno
ve£ji pri profesorjih kot pri ²tudentih. e bi ºeleli naresti bolj zanesljivo analizo, bi
morali smiselno upo²tevati to neskladnost - kot najbolj²o moºnost vidimo prilagoditev
modela tako, da bo upo²teval to informacijo (velikost obeh populacij).
Nadaljujemo z analizo podatkov:
Podatki: y1, . . . , yn =
{︄
1; posameznik ima o£ala
0; sicer
Model (verjetje): y1, . . . , yn | θ ∼iid Bernoulli(θ)
Apriorna porazdelitev 1: θ ∼ Beta(1, 1)
Apriorna porazdelitev 2: θ ∼ Beta(2, 12)
V raziskavi smo upo²tevali dve apriorni porazdelitvi:
 Apriorna porazdelitev 1: Beta(1, 1) je ekvivalentna enakomerni zvezni po-
razdelitvi Unif(0, 1) in nakazuje prepri£anje, da vsaka vrednost z intervala [0, 1]
enako verjetno izraºa deleº ljudi z o£ali.
 Apriorna porazdelitev 2: je Beta(2, 12), saj smo v £lanku na spletni strani
siol.net prebrali, da naj bi vsak sedmi Slovenec nosil o£ala. Vrednosti parame-
trov pri tej porazdelitvi smo zato izbrali tako, da je njena pri£akovana vrednost
enaka 1
7
.
Aposteriorna porazdelitev:
θ|y1, ..., yn ∼ Beta
(︄∑︂
yi + α0, n−
∑︂
i
yi + β0
)︄
,
kjer θ ∼ Beta(α0, β0). Glede na izbiro apriorne porazdelitve obravnavamo dva pri-
mera, ki sta grafi£no prikazana na sliki 10.
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1. Vzamemo apriorno θ ∼ Beta(1, 1):
θS|yS ∼ Beta(18, 57),
θP |yP ∼ Beta(14, 23)
Graf apriorne in aposteriornih
porazdelitev:
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8 Apriorna por.
Apost. ²tudenti
Apost. profesorji
Izra£unamo ²e P(θP < θS):
MC aproks.: 0.068 +/- 0.00492
2. Vzamemo apriorno θ ∼ Beta(2, 12):
θS|yS ∼ Beta(19, 68),
θP |yP ∼ Beta(15, 34)
Graf apriorne in aposteriornih
porazdelitev:
0 0.2 0.4 0.6 0.8 1
0
2
4
6
8
Apriorna por.
Apost. ²tudenti
Apost. profesorji
Izra£unamo ²e P(θP < θS):
MC aproks.: 0.133 +/- 0.00665
Slika 10: Grafi£na predstavitev rezultatov modela
Interpretacija rezultatov: Na sliki 10 so navedene in z grafom prikazane apo-
steriorne porazdelitve glede na izbrano apriorno porazdelitev. Opazimo, da se v obeh
primerih dobljeni aposteriorni porazdelitvi med sabo pomembno razlikujeta. S po-
mo£jo Monte Carlo aproksimacije smo pridobili tudi oceno verjetnosti P(θP < θS)
(to je verjetnost, da je deleº profesorjev z o£ali manj²i od deleºa ²tudentov z o£ali).
eprav je ocenjena vrednost verjetnosti P(θP < θS) v drugem primeru pribliºno dva-
krat ve£ja kot v prvem, pa lahko v obeh primerih sklepamo, da je najverjetneje med
profesorji tistih z o£ali ve£.
4.1.6 MCMV v Bayesovi statistiki
Monte Carlo markovske verige se pogosto uporabljajo v Bayesovi statistiki, in sicer
pridejo prav pri vzor£enju iz aposteriorne porazdelitve modela, dobljenega z Baye-
sovskim sklepanjem (inferenco). Velikokrat se namre£ pri Bayesovskem sklepanju
zgodi, da je dobljena aposteriorna porazdelitev funkcija nekega vektorja parametrov−→v ∈ Rn, pri £emer je n sorazmerno velik. e ºelimo sklepati o neki podmnoºici teh
parametrov, lahko ºe pridemo do kompliciranega ve£razseºnega integrala, ki ga ne
znamo izra£unati.
Zgled 16. Predpostavimo, da imamo hierarhi£ni model, v katerem upo²tevamo ve-
liko ²tevilo naklju£nih spremenljivk, vendar ºelimo sklepati o vrednosti le enega pa-
rametra. Potem bi, v stilu Bayesove statistike, ºeleli izra£unati mejno porazdelitev
za parameter, ki nas zanima. e je ²tevilo parametrov veliko, imamo lahko opravka
z zelo teºkim integralom.
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Vzor£ne vrednosti, dobljene iz aposteriorne porazdelitve, nam lahko na primer
pomagajo pri odgovorih na vpra²anja, podobna naslednjemu: Kak²na je povpre£na
vrednost parametra, ki nas zanima?
Zgled 17. Predpostavimo, da imamo model, katerega aposteriorna verjetnostna go-
stota je neka funkcija f(x, y). e bi ºeleli izra£unati povpre£no vrednost parametra
x, bi morali izra£unati integral∫︂
X×Y
xf(x, y)d(x× y).
eleno vrednost lahko izra£unamo ²e s pomo£jo metode Monte Carlo, torej tako,
da pridobimo k vzor£nih vrednosti iz gostote f(x, y),
(x, y)(1), . . . , (x, y)(k),
in nato izra£unamo povpre£je dobljenih vrednosti (to je zdaj ºe dobro poznana metoda
Monte Carlo):
1
k
k∑︂
i=1
x(i),
kjer je z x(i) ozna£ena vrednost parametra x iz vzorca i. e so dobljene vzor£ne
vrednosti med seboj neodvisne, potem
1
k
k∑︂
i=1
x(i)
k→∞−−−→ x¯.
V nadaljevanju bo predstavljen primer prakti£ne uporabe MCMV v Bayesovi
statistiki. Uporabljen bo algoritem Metropolis Hastings, ki je najosnovnej²i primer
Monte Carlo markovskih verig. Zgled je povzet po [7].
Zgled 18 (Uporaba Metropolis algoritma v Bayesovi statistiki). Denimo, da ºelimo
vzor£iti iz neke porazdelitve z gostoto f(x). Denimo, da poznamo neko funkcijo g(x),
za katero velja
g(x) ∝ f(x),
oziroma
g(x) =
f(x)
Z
,
pri £emer je Z =
∫︁
f(x)dx. Parameter x je lahko bodisi vektor bodisi skalar.
Denimo ²e, da poznamo prehodno gostoto p(x), iz katere pa znamo vzor£iti. Za
najpreprostej²i algoritem bo p(x) simetri£na:
p(x→ x′) = p(x′ → x).
V praksi se najve£krat za p(x) vzame normalno porazdelitev:
N(x(i), δ2)
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ali pa enakomerno zvezno porazdelitev:
Unif(x(i) − δ, x(i) + δ).
Pri tem je δ parameter, ki vpliva na u£inkovitost algoritma, kar je prikazano na sliki
15. Koraki algoritma v na²em primeru bodo naslednji:
1. Pri£ni v nekem stanju xt.
2. Predlagaj novo stanje x′.
3. Izra£unaj verjetnost α, s katero stanje sprejmemo.
4. Naklju£no izberi vzor£no vrednost u ∼ Unif[0, 1].
5. e u < α, potem sprejmemo stanje x′:
xt+1 = x
′,
£e u ≥ α, pa zavrnemo stanje x′ in dolo£imo xt+1 kot:
xt+1 = xt
Tako dobimo nabor vzor£nih vrednosti {x0, x1, . . .}. O£itno je, da je vrednost xt
odvisna od vrednosti xt−1 za vsak t. Vendar, ker se veriga s£asoma pribliºuje staci-
onarni porazdelitvi, bo ta odvisnost z ve£jim ²tevilom vzor£nih vrednosti vedno manj
pomembna.
Najprej algoritem aplicirajmo na enorazseºni problem: Denimo, da je ciljna po-
razdelitev, iz katere ºelimo vzor£iti, uteºena vsota dveh normalnih porazdelitev:
 Porazdelitve, katere parametra sta enaka µ1 = −1 in σ21 = 14
 Porazdelitve, katere parametra sta enaka µ2 = 2 in σ22 = 4
Porazdelitvena gostota ciljne porazdelitve je potem:
fX(x) = p
1√︂
2π 1
4
e
− (x+1)21
2 + (1− p) 1√
2π4
e−
(x−2)2
8 ,
za uteº p ∈ (0, 1). eprav je primer izmi²ljen, se tak²ne ciljne porazdelitve lahko
pojavijo tudi v praksi, na primer ko vzor£imo iz porazdelitve £love²kih velikosti. Taka
porazdelitev bi bila bimodalna zaradi dveh spolov.
Denimo, da je p = 0, 4. Graf ciljne porazdelitvene gostote je prikazan na sliki 11.
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Slika 11: Ciljna porazdelitvena gostota
Definirajmo zelo preprost algoritem, ki nam na vsakem koraku predlaga novo
stanje x′:
1. Izberi vzor£no vrednost x′ ∼ N(xt, 16) na vsakem koraku t.
Zdaj lahko apliciramo zgoraj opisani algoritem:
1. Za£nemo z xt.
2. Algoritem predlaga nov x′.
3. α = min
(︂
1, fX(x
′)
fX(xt)
)︂
4. u ∼ Unif[0, 1]
5. e u < α, potem
xt+1 = x
′,
£e u ≥ α, potem
xt+1 = xt.
Na sliki 12 je predstavljenih prvih 1000 korakov algoritma, s ciljno porazdelitveno
gostoto prikazano na desni:
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Slika 12: Prvih 1000 korakov Metropolis algoritma
e prvih 1000 korakov prikaºemo ²e s histogramom, lahko vidimo, da smo ºe s
1000 vzor£nimi vrednostmi pri²li sorazmerno blizu ciljni porazdelitveni gostoti (slika
13):
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Slika 13: Prvih 1000 vzor£nih vrednosti
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Po ²e ve£ih korakih na²e vzor£ne vrednosti ²e bolje ponazarjajo ciljno gostoto.
Na sliki 14 je prikazan histogram za 50000 vzor£nih vrednosti:
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Slika 14: 50000 vzor£nih vrednosti
Poglejmo ²e, kako se algoritem Metropolis obna²a v odvisnosti od algoritma, ki
nam na vsakem koraku predlaga novo stanje x′. Spomnimo se, na kak²en na£in na²
trenutni algoritem izbere vzor£no vrednost x′ :
x′ ∼ N(xt, 16).
Omenili smo ºe, da je ena od slabosti algoritma Metropolis ob£utljivost na velikost
posameznega koraka oziroma skoka. V nadaljevanju bomo to ponazorili na na²em
primeru. Za primerjavo delovanja algoritma Metropolis dolo£imo ²e en tak algori-
tem, ki ima varianco zelo visoko (na primer 900) in algoritem, ki ima varianco zelo
nizko (na primer 0,09). Torej bomo obravnavali obna²anje Metropolis algoritma v
treh primerih:
1. Algoritem predlaga novo stanje x′ ∼ N(xt, 16).
2. Algoritem predlaga novo stanje x′ ∼ N(xt, 900).
3. Algoritem predlaga novo stanje x′ ∼ N(xt, 9100).
41
Na sliki 15 so prikazane poti Metropolis algoritma v vseh treh primerih. Medtem, ko
veriga v primeru x′ ∼ N(xt, 16) prosto prehaja med stanji, se veriga v primeru x′ ∼
N(xt, 900) ve£krat zadrºi v istem stanju za ve£ korakov (to nam nakazuje oglatasta
trajektorija). Do tovrstnega zadrºevanja v istem stanju pride zato, ker algoritem
v tem primeru pogosto predlaga neprimerna stanja in posledi£no ve£ino teh stanj
zavrne. V primeru majhnih premikov, x′ ∼ N(xt, 9100), algoritem ve£inoma predlaga
primerna stanja, vendar so premiki tako majhni, da veriga potrebuje veliko korakov,
preden s slu£ajnim sprehodom pride do enega od vrhov porazdelitvene gostote.
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Slika 15: Prvih 1000 vzor£nih vrednosti v zgoraj opisanih treh prmerih
Pogledamo si lahko ²e u£inek, ki ga imajo razli£no veliki koraki novo predlaganih
vrednosti na avtokorelacijo med zaporednimi vzor£nimi vrednostmi. Na sliki 16 je
prikazano, kako se vrednost avtokorelacijskega koeficienta v vsakem od obravnavanih
treh primerov zmanj²uje, ko pove£ujemo zamik med koraki; ko imamo zamik enak
5, je na primer prikazana korelacija med vzor£nima vrednostima xt in xt−5 za nek
t. rtkana £rta na vsakem od grafov nakazuje statisti£no neodvisnost. Z grafov je
razvidno, da se algoritem tako v primeru, ko x′ ∼ N(xt, 9100) kot tudi v primeru, ko
x′ ∼ N(xt, 900), obna²a slab²e kot v primeru, ko x′ ∼ N(xt, 16).
Izra£unamo lahko ²e efektivno ²tevilo neodvisnih vzor£nih vrednosti. V programu
R se to izra£una s pomo£jo paketa coda in ukazom coda::effectiveSize. Kadar ni av-
tokorelacije med vrednostmi, bo efektivno ²tevilo neodvisnih vzor£nih vrednosti enako
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velikosti vzorca.
Dobljene vrednosti v mojem primeru so:
 131,3 v primeru srednje velikih skokov,
 2,8 v primeru majhnih skokov in
 41,3 v primeru velikih skokov.
Tudi po tem izra£unu je jasno, da imamo najve£ neodvisnih vzor£nih vrednosti za
vzorec velikosti 1000 ravno v primeru, ko x′ ∼ N(xt, 16).
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Slika 16: Avtokorelacija v vsakem od obravnavanih treh primerov
Vrnimo se na najbolj u£inkovit algoritem, torej tisti, pri katerem se drugi korak
izvede kot x′ ∼ N(xt, 16). Na sliki 17 so prikazani ²e rezultati vzor£enja z metodo
Metropolis po 100, 1000, 10000 in 100000 korakih. To nam lahko da bolj²o predstavo
o poteku algoritma.
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Slika 17: Rezultati za 100, 1000, 10000, 100000 vzor£nih vrednosti
Poglejmo si ²e delovanje algoritma za dvorazseºni problem. Denimo, da je ciljna
porazdelitev, iz katere ºelimo vzor£iti, vsota dveh dvorazseºnih normalnih porazdeli-
tev:
 Porazdelitve, katere parametra sta enaka µ1 =
[︄−1
1
]︄
in Σ1 =
[︄
1 1
4
1
4
3
2
]︄
 Porazdelitve, katere parametra sta enaka µ2 =
[︄
2
−2
]︄
in Σ2 =
[︄
2 −1
2
−1
2
2
]︄
Vemo, da je porazdelitvena gostota multivariantne normalne porazdelitve s povpre-
£jem µ ∈ Rk in kovarian£no matriko Σ ∈ Rk×k enaka
(2π)−
k
2 det(Σ)−
1
2 e−
1
2
(x−µ)TΣ−1(x−µ),
zato je ciljna porazdelitvena gostota enaka
f(x1, x2) =
1
2π
√︃
16
23
exp
{︄
−1
2
[︁
x1 − 1 x2 + 1
]︁[︄ 2423 − 423
− 4
23
16
23
]︄[︄
x1 − 1
x2 + 1
]︄}︄
+
1
2π
√︃
4
15
exp
{︄
−1
2
[︁
x1 + 2 x2 − 2
]︁[︄ 815 − 215
− 2
15
8
15
]︄[︄
x1 + 2
x2 − 2
]︄}︄
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Slika 18: Ciljna porazdelitvena funkcija
Na sliki 18 je prikazana ciljna porazdelitvena gostota. Priredimo algoritem Me-
tropolis tako, da bomo lahko s pomo£jo tega algoritma vzor£ili iz ciljne porazdelitvene
gostote. Definirajmo najprej algoritem, ki nam na vsakem koraku predlaga novo sta-
nje (x′, y′). To lahko naredimo na ve£ na£inov:
 Lahko se dogajajo premiki v obeh koordinatah hkrati.
 Lahko vzor£imo vsako koordinato posebej.
V obeh primerih bo algoritem deloval pravilno. Tu bo predstavljen primer, pri ka-
terem se bodo dogajali premiki v obeh koordinatah hkrati. Algoritem, ki nam na
vsakem koraku predlaga novo stanje (x′, y′), bo torej slede£:
1. Izberi vzor£no vrednost
(x′, y′) = (xt + rx, yt + ry),
pri £emer rx, ry ∼ Unif[−4, 4].
Vzorec tako pridobimo enakomerno zvezno iz kvadrata velikosti 8×8, ki ga nari²emo
okoli to£ke (xt, yt). Zaradi na²e izbire prehodne verjetnosti bi lahko v tem primeru
nastopil problem, £e bi bila ciljna gostota skoncentrirana na dveh disjunktnih mno-
ºicah, ki sta dale£ narazen, saj bi bi bili koraki algoritma prav lahko premajhni, da
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bi lahko pri²li od ene mnoºice do druge. Vzor£enje bi posledi£no potekalo samo na
enem delu ciljne gostote. V na²em konkretnem in preprostem primeru pa ta problem
ne nastopi.
Algoritem Metropolis bo potekal takole:
1. Za£nemo s to£ko (xt, yt) (v na²em primeru bo to to£ka (−4, 4)).
2. Algoritem predlaga novo to£ko (x′, y′).
3. α = min
(︂
1, f(x
′,y′)
f(xt,yt)
)︂
4. u ∼ Unif[0, 1]
5. e u < α, potem
xt+1 = x
′,
yt+1 = y
′,
£e u ≥ α, potem
xt+1 = xt
yt+1 = yt.
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Slika 19: Prvih 1000 korakov Metropolis algoritma
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Na sliki 19 je prikazanih prvih 1000 korakov Metropolis algoritma. Pogledamo si
lahko ²e, kako izgleda graf vzor£nih vrednosti po 100000 korakih. Na sliki 20 je
prikazana funkcija po 100000 korakih. S £rtkano belo £rto je izrisanih ²e nekaj
nivojnic ciljne porazdelitvene gostote za primerjavo.
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Slika 20: 100000 korakov Metropolis algoritma
Na desni strani slike 20 imamo lestvico barv, ki prikazuje, kako so obarvani po-
samezni deli grafa glede na gostoto to£k na tistem delu. rno obarvani so tisti deli
grafa, na katerih so to£ke najbolj gosto posejane. Na svetlih predelih grafa je to£k
relativno malo.
Na sliki 21 lahko vidimo ²e, kako izgleda robna porazdelitev prvega parametra, do-
bljena z vzor£nimi vrednostmi. V programu R lahko do tega grafa pridemo na zelo
preprost na£in, z risbo histograma, ki izri²e vse vrednosti prvega parametra iz vzorca
velikosti 100000.
Do istega grafa je mo£ priti ²e na drug na£in (tako reko£ ro£no), in sicer tako,
da za vsako moºno vrednost, ki jo prvi parameter lahko zavzame, izra£unamo inte-
gral po vseh moºnih vrednostih drugega parametra in ga uteºimo z verjetnostjo, da
prvi parameter zavzame to vrednost.
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Slika 21: Robna porazdelitev prvega parametra
4.2 Napovedovanje ²tevila ²kodnih zahtevkov v aktuarski
matematiki z Bayesovskim sklepanjem in vzor£evalnikom
Gibbs
Ta razdelek je povzet po [2]. Ponovimo: Vzor£evalnik Gibbs deluje tako, da za
pridobitev vzor£nih vrednosti ciljne porazdelitve uporabi mnoºico vseh pripradajo£ih
pogojnih porazdelitev. Osnovni algoritem je prikazan spodaj, pri £emer i predstavlja
zaporedni korak.
1. Dolo£i vektor za£etnih vrednosti x(i) = (x(i)1 , x
(i)
2 , . . . x
(i)
k ), pri £emer je i = 0.
2. Nastavi i = i+ 1.
3. Simuliraj
x
(i)
1 ∼ f(x1 | x(i−1)2 , x(i−1)3 , . . . , x(i−1)k )
x
(i)
2 ∼ f(x2 | x(i−1)1 , x(i−1)3 , . . . , x(i−1)k )
...
x
(i)
k ∼ f(xk | x(i−1)1 , x(i−1)2 , . . . , x(i−1)k−1 )
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4. Sestavi vektor x(i) = (x(i)1 , x
(i)
2 , . . . , x
(i)
k ).
5. Vrni se na 2. korak.
Klju£ni vidik vzor£evalnika Gibbs je, da nam ni treba poznati celotne pogojne po-
razdelitve za to, da algoritem u£inkovito deluje; dovolj je, £e pogojno porazdelitev
poznamo do normalizacijske konstante natan£no. V povezavi z Bayesovskim pristo-
pom pa nam Gibbsov vzor£evalnik omogo£a uporabo skupnih gostot, ki imajo vse
ostale parametre enake njihovim trenutnim vrednostim. Z drugimi besedami, £e vse
preostale parametre obravnavamo kot fiksne, potem bo rezultat pogosto poznana
oblika gostote, kar mo£no zmanj²a teºavnost mnogih analiz.
4.2.1 Prikaz lastnosti vzor£evalnika Gibbs
Denimo, da je velikost ²kodnega zahtevka x eksponentno porazdeljena s parametrom
λ, kjer je λ slu£ajna spremenljivka s porazdelitvijo Gama(α, β) za neki konstanti α
in β. V skladu z Bayesovskim pristopom zapi²emo:
Podatki: X1, . . . , Xn ∈ R>0
Model (verjetje): X1, . . . , Xn | λ ∼iid Exp(λ)
Apriorna porazdelitev: λ ∼ Gama(α, β)
Aposteriorna porazdelitev: f(λ | x) = f(x | λ)f(λ)
f(x)
Torej nam model da
f(x | λ) = λe−λx, za x > 0,
na²a apriorna porazdelitev pa je
f(λ | α, β) = β
α
Γ(α)
λα−1e−βλ, za λ > 0.
Skupna gostota za X in λ je potem
f(x, λ) = f(x | λ)f(λ)
=
1
Γ(α)
βαλαe−λ(x+β)
Ker poznamo f(x, λ), lahko izra£unamo robno porazdelitev za X:
f(x) =
∫︂ ∞
0
f(x, λ)dλ
=
αβα
(β + x)α+1
, za x > 0
∼ Pareto(α, β)
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Aposteriorna porazdelitev je torej
f(λ | x) = f(x | λ)f(λ)
f(x)
=
f(x, λ)
f(x)
=
(x+ β)α+1λαe−λ(x+β)
Γ(α + 1)
∼ Gama(α + 1, x+ β)
Vidimo, da je izbrana apriorna porazdelitev konjugirana izbranemu verjetju oziroma
modelu. Zdaj na model apliciramo vzor£evalnik Gibbs:
1. Izberi poljubni za£etni vrednosti x(0) in λ(0).
2. Dolo£i i = 0.
3. Vzor£i x(i+1) iz f(x | λ(i)) ∼ Exp(λ).
4. Vzor£i λ(i+1) iz f(λ | x(i+1)) ∼ Gama(α + 1, x(i+1) + β).
5. Nastavi i = i+ 1 in se vrni na 3. korak.
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Slika 22: Vrednosti x in λ v zadnjih 100 korakih algoritma
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Denimo, da α = 5 in β = 100 in naredimo 100000 korakov algoritma. Na sliki
22 je prikazanih zadnjih 100 generiranih vzor£nih vrednosti za x in λ. O£itno je,
da generirane vrednosti ne tvorijo nobenega vzorca in se jih smatra za neodvisne
naklju£ne vzor£ne vrednosti.
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Slika 23: Vrednosti x in λ v zadnjih 100 korakih algoritma
Na sliki 23 lahko vidimo ²e histograma vseh 100000 vzor£nih vrednosti parame-
trov x in λ. Te vrednosti so pridobljene iz odvisnih shem vzor£enja, ki so temeljile
na pogojnih porazdelitvah f(x | λ) in f(λ | x). Robni porazdelitvi se lepo ujemata
z vzor£nimi vrednostmi, kar kaºe na to, da sta implementirani odvisni shemi vzor-
£enja res generirali naklju£ne vzorce iz svojih robnih porazdelitev, kar je zna£ilnost
vzor£evalnika Gibbs. Ko za ²tevilo iteracij k velja k →∞, potem vzor£ne vrednosti
pogojnih aposteriornih porazdelitev konvergirajo k ciljni porazdelitvi.
Vemo:
f(x) =
∫︂
f(x | λ)f(λ)dλ,
f(λ) =
∫︂
f(λ | x)f(x)dx.
Zato lahko ocenimo: ˆ︃f(x) = 1
n
n∑︂
i=1
f(x | λi),
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ˆ︃f(λ) = 1
n
n∑︂
i=1
f(λ | xi),
za velikost vzorca n ∈ N.
4.2.2 Modeliranje ²tevila ²kod
Gibbsov vzor£evalnik lahko apliciramo na problem modeliranja ²tevila ²kodnih zah-
tevkov. Aktuarji namre£ pogosto poskusijo modelirati ²tevilo ²kodnih zahtevkov,
ki bi se lahko zgodili za dolo£eno zavarovalno vrsto in njene homogene skupine
tveganja. Vsaka homogena skupina vsebuje vrsto zavarovalnih polic s podobnimi
karakteristikami tveganja. Karatkteristike tveganja vplivajo na verjetnost, da se bo
²kodni zahtevek zgodil. Ker ima ve£ polic podobne karakteristike tveganja, nam to
omogo£a, da opravimo analizo za vse te police skupaj in ne za vsako posebej.
Naj bo V ∼ Beta(α, β) verjetnost ²kodnega zahtevka z gostoto
fV (v) =
Γ(α + β)
Γ(α)Γ(β)
vα−1(1− v)β−1, za 0 ≤ v ≤ 1.
Porazdelitev beta je pogosta izbira pri modeliranju verjetnosti ²kodnega zahtevka
V , saj so v praksi porazdelitve verjetnosti V nesimetri£ne; ve£ja verjetnost je, da bo
V manj²i. Obliko beta porazdelitve lahko enostavno priredimo s pravilno izbranima
parametroma α in β.
Modelirati moramo ²e ²tevilo polic v posameznem portfelju. Za to se v praksi
mnoºi£no uporablja Poissonova porazdelitev Pois(λ), ki nam za dan λ ∈ (0, 1) vrne
verjetnost, da se bo zgodilo k dogodkov za k ∈ N0:
f(k) =
λk
k!
e−λ
V na²em primeru bo Poissonova porazdelitev nekoliko prirejena, saj si ºelimo za-
gotoviti, da je v na²em portfelju vsaj en ²kodni zahtevek. Naj N ozna£uje ²tevilo
²kodnih zahtevkov v portfelju. Verjetnost, da je N = n za nek n ∈ N, je enaka
fN(n) =
P(N = n | N > 0)
1− P(N = 0)
=
λn
n!(eλ − 1) .
Predpostavimo, da so ²kodni zahtevki med seboj neodvisni in da imajo vsi isto
verjetnost V = v. Predpostavimo tudi, da V ⊥⊥ N . Potem lahko ²tevilo polic, na
katerih pride do ²kodnih zahtevkov, modeliramo z binomsko porazdelitvijo. tevilo
polic s ²kodnimi zahtevki naj predstavlja slu£ajna spremenljivka X ∼ Bin(n, v), ki
ima za parametra vrednosti, ki jih zavzameta N in V :
fX|V,N(x | v, n) =
(︃
n
x
)︃
vx(1− v)n−x, za x = 0, 1, 2, . . . , n.
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Aktuarje pogosto bolj kot pogojna porazdelitev spremenljivke X (fX|V,N(x | v, n))
zanima njena robna porazdelitev (f(x)). Robna porazdelitev namre£ opi²e, kak²no
bo tipi£no ²tevilo polic s ²kodnimi zahtevki v poljubnem portfelju. Vendar se po-
razdelitve fX(x) ne da zapisati v lepi obliki. Lahko pa jo numeri£no izra£unamo s
pomo£jo vzor£evalnika Gibbs.
Izpeljimo pogojne porazdelitve, ki so potrebne za izvedbo vzor£evalnika Gibbs:
fX,V,N(x, v, n) = fX|V,N(x | v, n)fV (v)fN(n)
=
(︃
n
x
)︃
1
B(α, β)
1
(eλ − 1)
λn
n!
vα+x−1(1− v)n+β−x−1
fX,N(x, n) =
∫︂ 1
0
fX,V,N(x, v, n)dv
=
(︃
n
x
)︃
1
B(α, β)
1
(eλ − 1)
λn
n!
∫︂ 1
0
vα+x−1(1− v)n+β−x−1dv
=
(︃
n
x
)︃
B(α + x, β + n− x)
B(α, β)
1
(eλ − 1)
λn
n!
fV |X,N(v | x, n) = fX,V,N(x, v, n)
fX,N(x, n)
=
1
B(α + x, β + n− x)v
α+x−1(1− v)n+β−x−1
∼ Beta(α + x, β + n− x)
fX,V (x, v) =
∞∑︂
n=1
fX,V,N(x, v, n)
=
∞∑︂
n=x
fX,V,N(x, v, n), ker fX,V,N(x, v, n) = 0 za N < X
=
1
B(α, β)
1
(eλ − 1)v
α+x−1(1− v)β−x−1
∞∑︂
n=x
n!
x!(n− x)!
λn
n!
(1− v)n
=
1
B(α, β)
1
(eλ − 1)v
α+x−1(1− v)β−x−1 1
x!
∞∑︂
n=x
1
(n− x)!λ
n(1− v)n
=
1
B(α, β)
1
(eλ − 1)v
α+x−1(1− v)β−x−1 1
x!
∞∑︂
m=0
(λ(1− v))m+x
m!
=
1
B(α, β)
1
(eλ − 1)v
α+x−1(1− v)β−1λ
x
x!
eλ(1−v)
fN |X,V (n | x, v) = fX,V,N(x, v, n)
fX,V (x, v)
=
(λ(1− v)n−x)
(n− x)! e
−λ(1−v), za n = x, x+ 1, x+ 2, . . .
∼ Pois(λ(1− v)) + x
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Opomba 4.4. B(α, β) = Γ(α)Γ(β)
Γ(α+β)
.
Denimo, da α = 2 in β = 8. Predpostavimo ²e, da je povpre£no ²tevilo polic v
portfelju enako 12 (λ = 12). e zdaj poºenemo Gibbsov vzor£evalnik za 10000 kora-
kov, dobimo pribliºno neodvisne slu£ajne vzorce za vsako od pogojnih porazdelitev s
porazdelitvenimi gostotami fN |X,V (n | x, v), fV |X,N(v | x, n) in fX|v,n(v, n). Zanima
nas porazdelitev slu£ajne spremenljivke X, z gostoto fX(x). Ugotovili smo ºe, da se
porazdelitvene gostote fX(x) ne da zapisati v lepi matemati£ni obliki. Lahko pa jo
numeri£no ocenimo:
ˆ︂fX(x) =
1
10000
10000∑︂
i=1
fX|V,N(x | v(i), n(i))
Graf ocenjene porazdelitvene gostote ˆ︂fX(x) je prikazan na sliki 24.
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Slika 24: Ocenjena gostota ˆ︂fX(x)
S poznavanjem ˆ︂fX(x) bi lahko izra£unali ve£ vrednosti, na primer, pri£akovano
vrednost ²kodnih zahtevkov E(X) ali varianco Var(X), ki nam pove, kak²no je
povpre£no tveganje na posameznem portfelju. e imamo za dolo£eno vrsto polic
visoko varianco, potem to pomeni, da bi lahko potencialno ta portfelj prinesel veliko
²tevilo ²kodnih zahtevkov. Posledi£no bodo imele tovrstne police vi²jo premijo.
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