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Numerical simulation studies are reported which provide insight into the origin of complex ultra­
sonic wave propagation phenomena that are observed in titanium alloys, rendering the conduct and 
interpretation of nondestructive evaluation (NDE) measurements more difficult than in materials with 
simpler microstructure. This is of particular importance in the inspection of aircraft engine rotating 
components because of the possibly catastrophic consequences of failure. The underlying phenomena 
is the distortion of the beam as it propagates through the material, causing both amplitude and phase 
modulations with respect to the beam that would exist in an isotropic, homogeneous media. Practical 
consequences include fluctuations in the signals produced by reflections from calibration reflectors such 
as flat bottom holes and back surfaces and an apparent excess attenuation implied by the mean values 
of these signals. The cause of these phenomena has long been believed to be the duplex nature of the 
microstructure of titanium alloys, which includes large scale features such as prior beta grains as well as 
small scale features such as colonies. The purpose of the simulations is to guide a better understanding 
of the dependence of the experimental phenomena on both the parameters of the experiment and the 
features of the microstructure. 
The simulation is based on an interdisciplinary approach combining tools from applied mechanics 
and materials science. The microstructure is described by a generalization of the Potts model to the 
case of duplex microstructures. The wave propagation is treated by a numerical solution to a 2D scalar 
wave equation, an approach chosen because it explicitly treats the multiple scattering phenomena 
believed to be playing a key role in controlling the experimental phenomena. These two tools have 
been joined to provide a self-consistent simulation package which qualitatively predicts a number of 
the phenomena that have been observed experimentally. Included are the observations that signal 
fluctuations are minimum and apparent attenuation is greatest when a beam is focused near the reflector, 
signal fluctuations are greatest and backscattering is lowest when beams propagate parallel to directions 
with microstructure elongation, and apparent attenuation (per unit length) is lowest when the beam 
has traveled a greater propagation distance. The use of the model to verify a simple approach to 
parameterize the beam distortion is also reported. 
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CHAPTER 1 INTRODUCTION 
Titanium alloys are widely used in rotating components of aircraft engines. Failure of such compo­
nents can lead to catastrophic loss of the aircraft. To ensure aviation safety, such rotating components 
must undergo careful inspections for flaws both during manufacturing and when in service. The ul­
trasonic test (UT) is the preferred inspection method for this purpose because of the deep material 
penetration capability of ultrasound. However the detection of small flaws in titanium alloy parts is 
often made difficult by the complex microstructures of these alloys. 
Ultrasound - microstructure interactions can influence the UT inspections in many ways. When a 
beam of ultrasound propagates through a polycrystalline material, acoustic energy will be scattered at 
grain boundaries due to the difference in acoustic impedances between different grains, a consequence of 
the elastic anisotropy and random orientations of the crystallites. The scattering removes acoustic en­
ergy from the beam and causes beam attenuation, which in turn reduces the probing energy imposed on 
flaws and makes flaw signals weaker. Some of this energy will be scattered back towards the transducer, 
and in pulse-echo measurements the backscattered acoustic energy can be picked up by the receiving 
transducer as grain noise. If the backscattering is strong enough the noise can mask weak flaw signals 
and make those flaws undetectable. The random, inhomogeneous microstructure can act to distort 
both amplitude and phase of the incident sonic beam, leading to ultrasonic signal fluctuations. Signal 
fluctuations are undesirable, since a dangerous flaw might be considered harmless if it only generates 
a weak signal because the illuminating beam is weak at its location due to local microstructure effect 
under certain inspection conditions. Distortion of wavefronts can also contribute to erroneous ultra­
sonic attenuations measured in back-wall pulse-echo experiments, since the phase distortion or phase 
aberration can cause extra phase cancellation on the surface of a receiving transducer and thus produce 
weaker echo signal. This may lead to erroneous corrections for the effects of attenuation in interpreting 
flaw signal data. 
Ultrasound - microstructure interactions exist in all polycrystalline metals and alloys, but whether 
they pose a problem for ultrasonic inspection depends on the ultrasonic wave length, degree of elastic 
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anisotropy of the crystallites, grain size and grain-size distributions, and the complexity of the mi­
crostructure. At room temperature titanium has a close-packed hexagonal (HCP) crystal structure, 
which makes it elastically quite anisotropic. As an advanced material for high performance applications 
such as the aero-engine rotating parts or airframes, most titanium alloys are mechanically processed and 
heat treated to have microstructures that meet strict mechanical property requirements. The resulting 
microstructure can be very complex. For example, T1-6A1-4V, a commercial titanium alloy widely used 
in jet engine components, can have several distinctly different types of microstructures depending on 
the processing history: full lamellar, full equiaxed, and the so-called bi-modal microstructures which 
contain equiaxed primary a phase in a lamellar a + (3 matrix [1]. The phase transformation processes 
in Ti-6A1-4V alloy are very complex, depending on the annealing temperatures and cooling rates. A 
pseudo-binary phase diagram of Ti-6%A1 with addition of V is shown in Figure 1.1. Annealing treat­
ments can be carried out above the (3 transus, below the (3 transus but above the martensite start 
temperature, or below the martensite start temperature. Different choices of annealing temperatures 
combined with different choices of cooling rates can produce various types of microstructures. 
In a + (3 type titanium alloys such as the Ti-6A1-4V, the full lamellar microstructure can be obtained 
by an annealing treatment in the (3 phase field, followed by cooling over a wide range of rates. An 
example of the typical full lamellar microstructure in Ti-6A1-4V alloys is shown in Figure 1.2. Full 
lamellar microstructure in T1-6A1-4V alloys usually have three scales of features: macrograins, colonies 
and lamellar crystallites. The macrograins are formed when the material is heated up into the (3 phase 
field, which is above the (3 transus in the phase diagram shown in Figure 1.1. At high temperatures 
the cubic f3 grains can grow very rapidly and form the feature with the largest size scale. After the 
material is cooled below the (3 transus, various solid-state transformations can occur, with the resulting 
structure retaining "memory" of the prior (3 grains (macrograins). The prior (3 grains or macrograins can 
be equiaxed or elongated in the processing direction depending on whether the (3 grain recrystallization 
process is complete. If elongated they may have dimensions larger than the sonic wavelength at typical 
ultrasonic inspection frequencies (5-10MHz) in the elongation direction. Typical prior (3 grain size in a 
full lamellar structure of a final Ti alloy product such as a Ti forging can be controlled to about 600 
/im [1], however in Ti billet samples, extremely large macrograins have been observed, whose size may 
reach several millimeters in the processing direction [2, 3]. When the material cools down from the (3 
phase field into the a + (3 phase field, a grains form as parallel plates through a martensitic transform 
mechanism or by a nucleation - growth process, depending on the cooling rate. In either case there is 
a strict orientation relationship between the parent f3 phase and the newly formed a plates. Parallel 
3 





Figure 1.1 Pseudo binary phase diagram for Ti-6% A1 with additions of vana­
dium. (Ms is the martensite start temperature) 
Figure 1.2 Full lamellar microstructure in a /3-annealed Ti-6A1-4V alloy. 
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a plates with the same crystal orientation together with the residual (3 phase between a plates form a 
colony. Inside each macrograin usually there are a number of such a colonies. Because of the orientation 
relationship the crystallographic orientations of different colonies inside a macrograin are not totally 
random but correlated, each colony can take one of 12 different orientations with respect to the parent 
(3 grain. This orientation correlation effect can strongly influence the backscattered ultrasonic grain 
noise characteristics [4]. 
1.1 Review of Past Work 
The current work is motivated by the need to improve the ultrasonic detection of flaws in titanium 
alloys. We are interested in those ultrasound - material interactions such as backscattering, attenuation 
and ultrasound beam distortion, which can influence ultrasonic detection of small flaws. Backscattering 
has been studied by a number of researchers. Margetan et al [5] developed the independent scattering 
model for single phased polycrystalline materials based on the assumption that only single scattering 
occurs and the received noise power is the incoherent sum of the powers backscattered from individual 
grains. His model revealed the relationship between the material microstructure and the root mean 
square (RMS) value of the grain noise. It led to the definition of a characteristic material parameter 
called figure of merit (POM), which is a frequency dependent material parameter quantifying the noise 
generating capabilities of the microstructure. This theory has been experimentally proved to be of 
great practical value. For single phased, equiaxed grain structure, the FOM is given by the expression 
FOM= n^Â, where n is the number of grains per unit volume and À is the RMS value of the 
backscattering amplitude of a crystallite in an effective medium. Rose [6, 7, 8] derived a rigorous 
stochastic theory for backscattering. He showed that under the Born approximation the backscattered 
noise is controlled by the two point correlation of elastic constant perturbations. He obtained the same 
results for RMS grain noise as those of Margetan's and further pointed out that the Voigt average should 
be used to define the effective medium in the independent scattering model if the Born approximation is 
to be used as the flaw scattering amplitude. Han and Thompson applied Rose's theory to more complex 
titanium alloy system and explained the observed anisotropy in backscattered noise and its dependence 
on the relative dimensions of macrograins and colonies in these alloys [4]. Predictions of FOM theory 
are generally in good agreement with experimental observations, however, there are some exceptions. 
In the experiment work of Haldipur and Margetan et al [9] it was found that the FOM values deduced 
from noise measurements are sensitive to the time gate chosen for the analysis, and the backscattered 
noise data acquired beyond the focal zone generally led to a larger deduced FOM value than the noise 
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data from the focal zone. They speculated that this dependence on the analysis region might result 
from multiple scattering effects [9]. 
Ultrasonic attenuation can result from a variety of ultrasonic interactions with the medium. Classical 
mechanisms of ultrasonic attenuation include absorption and scattering at grain boundaries. Papadakis 
has made significant contributions to the theoretical predictions of scattering contributions to attenu­
ation in polycrystalline materials [10, 11]. Stanke and Kino developed a unified theory for scattering 
contributions to attenuation in polycrystalline materials consisting of equiaxed cubic crystallites, which 
is valid for all frequencies [12]. Ahmed and Thompson extended Stanke and Kino's theory to include the 
cases with elongated grains and texture [13]. Panetta carried out experimental and theoretical studies 
on ultrasonic attenuation in titanium alloys, and he showed that the phase aberration, which does not 
actually remove any energy from the sonic beam, can contribute to the apparent ultrasonic attenuation 
as measured in the pulse-echo mode with piezoelectric transducers [15]. 
A series of experimental studies have been carried out at the Center for Nondestructive Evaluation, 
Iowa State University in the past several years [16, 17, 18] under the sponsorship of Federal Aviation 
Administration (FAA) through the Engine Titanium Consortium (ETC). The objective has been to 
determine the behavior and controlling parameters of the microstructure induced signal fluctuation 
in titanium alloy billets and titanium alloy forgings. The acronym "QNDE" refers to the Review of 
Progress in Quantitative Nondestructive Evaluation series, with full references provided as the end of 
this dissertation. The quantity "signal fluctuation level" (SFL) is generally defined as 
SFL Standard Deviation of the Measured Amplitudes _ _ 
Average of the Measured Amplitudes 
where the measured amplitudes may be signals from nominally-identical flat-bottom holes (FBHs) of a 
given size or from the back-wall reflections when the beam is translated to illuminate different regions of 
the back-wall. These experimental results suggest that both material microstructure and experimental 
setups affect the beam fluctuations. Controlling factors include: (1) the ultrasonic wave propagation 
direction with respect to the microstructure features (e.g. grain elongation direction) (2) the distance 
of the wave propagation in the material (3) the degree of the focusing of the beam (4) the size of the 
reflector (ranging from the small diameter FBHs to a planar reflection interface) (5) the microstructure 
itself and (6) the ultrasonic wavelength with respect to that microstructure. Some of the experimental 
observations are listed in Figure 1.3 - Figure 1.6. 
Figure 1.3 summarizes the experiment study by Margetan and Panetta et al [16], which was published 
in 1997 QNDE conference proceedings. The samples studied were cut from a cylindrical Ti-17 billet, 
in which the elongated macrograins were aligned in the axial direction, which was also the direction in 
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Figure 1.3 An experimental study on different methods of attenuation mea­
surement. 
which the beam propagated. The results show: (1) FBH defects appear more similar to one another 
in C-scan images when a focused probe is used and defects are in focal zone; (2) different attenuation 
measurement methods can yield different results, especially for beam propagation along the macrograin 
elongation direction; and (3) for a standard back-wall (BW) attenuation measurement, changing the 
metal travel path can change the deduced attenuation value. 
Figure 1.4 summarizes the experimental study by Margetan and Wasan et al [17] in 1999. In this 
work materials cut from a Ti-17 billet and a Ti-6A1-4V forging were studied. In Ti-17 the elongated 
macrograins were aligned along the axial direction while in Ti-6A1-4V the elongated macrograins were 
partially aligned along the radial and hoop directions. The results show: (1) peak FBH amplitudes seen 
in C-scans tended to have smaller fluctuation levels when the beam was focused near the FBH depth, 
which was true for both broadband (rectified peak) and "single-frequency" C-scans of FBH specimens; 
(2) attenuation deduced from FBH echoes (by comparison to FBH echoes in a powder metallurgy (P/M) 
Ni reference, which had very fine grain size) tended to be larger when the beam was focused at the 
FBH depth. 
Figure 1.5 and 1.6 summarize the experiment results carried out by Yu, Guo, and Margetan et al 
[18] in 2000. In this work the effect of microstructure on back wall attenuation and fluctuations were 
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Figure 1.4 An experimental study on FBH fluctuations and attenuations. 
studied for a variety of focal conditions. A fine-grained powder metallurgy Ni sample was used as a 
calibration standard. Materials studied include a rolled A1 sample, a fused quartz sample and a sample 
cut from a Ti-17 billet. The results show: (1) for homogeneous materials at a fixed water path, the 
average back-wall amplitude as a function of frequency displays interference minima when the beam 
is not focused on the back wall; (2) microstructural inhomogeneities tend to modulate the severity of 
these minima, but not eliminate them; (3) at waterpath/frequency combinations where the average 
back-wall amplitude has a minimum, the fluctuation levels for inhomogeneous media tend to be large. 
This indicates that back-wall fluctuation levels are likely to be smaller when the beam is focused near 
the back-wall (no interference minima). 
The common conclusions that can be drawn from these experiment observations include the fallow­
ings (1) For FBH signals, the signal fluctuation level tends to be smallest when the beam is focused 
near the FBH reflector positions. (2) Experiment results suggest a similar but less obvious trend for 
the dependence of back wall signal fluctuation levels on the focal conditions. (3) Attenuation measured 
using different methods, or under different setup conditions often yield different values; smaller deduced 
attenuation values are observed with longer wave travel paths through the material. (4) Signal fluc­
tuations seem to be more severe when the incident direction is parallel to the macro-grain elongation 
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Figure 1.5 An experimental study on back-wall attenuations and fluctuations 
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Figure 1.6 An experimental study on back-wall attenuations and fluctuations 
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direction. (5) Generally, the signal fluctuation levels depend in a complex way on the other controlling 
parameters. 
Most recently Yu et al [19] developed a method to relate signal fluctuations to microstructure-
induced distortion of the ultrasonic beam. They defined several random variables to characterize the 
beam distortions in the vicinity of the reflector. The statistics of these variables were then used to 
predict the ultrasonic signal fluctuations from a reflecting back wall using a Monte-Carlo simulation. 
The variables in question characterize (1) the pressure amplitude distortion (2) the pressure phase 
distortion, including wave front "tilting", and "wrinkling" (3) the lateral drifting of the center of energy 
(beam "skewing" ) and (4) the spatial correlation of the random field. Among these distortion modes, 
"tilting" describes the gross phase distortions introduced by deflection of the beam propagation direction 
from the original direction, and the "wrinkling" describes the distortion of the wave front without 
systematic deviation of the propagation direction. They defined these distortion parameters in terms of 
their laboratory observation of beam distortions, by using a pinducer to map the through-transmitted 
ultrasonic wave field as it emerges from the opposite side of a test block. They concluded that the 
predictions of back wall signal fluctuations from measured beam distortion variables were generally in 
good agreement with experiment measurements and additional experimental efforts are being made to 
further characterize the back wall signal fluctuations and relate the FBH signal fluctuations to the back 
wall signal fluctuations which are much easier to measure than the former. 
1.2 Our Approach 
This dissertation represents a step towards developing a theoretical understanding of the above beam 
fluctuation phenomena, a task that is rendered challenging by the important role of multiple scatter­
ing (in contrast to the backscattering problem that is often dominated by single scattering processes). 
Computer simulations have been used to study these complicated beam - microstructure interactions. 
For simplicity we consider a two-dimensional scalar problem which, as a model system, is believed to 
include the most important phenomena controlling beam fluctuations. There are two primary ingredi­
ents in our work. One is a numerical algorithm to solve the wave equation (Chapter 2). The algorithm 
is base on simplified 2D scalar wave equation and has the capability of simulating a variety of wave-
microstructure interaction phenomena including the multiple scattering [20, 21]. In this model the 
volume integral formulation of the scattering problem, the Lippmann-Schwinger equation, is discretized 
and solved using Fast Fourier Transform (FFT) and iterative solvers. Based on the calculated wave 
field, the received ultrasonic signal can be modeled using Auld's electromechanical reciprocity principle 
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[14]. The other tool is a microstructure simulation algorithm, which has its origin in the Monte Carlo 
Potts model used for grain growth and microstructure evolution simulation [22]. We modify the original 
Potts model to simulate the more complex two scale microstructure often observed in engine titanium 
alloys (Chapter 3). Putting these two models together we form a self-consistent simulation package 
capable of reproducing a number of phenomena which we observe in experiments. Chapter 4 presents 
the results of such simulations, showing how they explain a number of the phenomena described in the 
previous section. In Chapter 5 we summarize the general conclusions and discuss the possible future 
work. 
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CHAPTER 2 MODELING WAVE IN INHOMOGENEOUS MEDIUM 
The problem of elastic wave propagation and scattering in an inhomogeneous solid medium is difficult 
to solve because of the vectorial nature of the governing differential equations and wave mode conversions 
at interfaces. Numerical techniques such as the finite difference method, finite element method and 
boundary element method have been developed to solve these kind of problems. By implementing these 
methods one can make accurate predictions of the wave fields in many cases. However these algorithms 
usually are very complex and difficult to code. They often require a large amount of computer resource 
and consume plenty of CPU time, especially when solving large-scaled problems. In a real physical 
problem, one often does not have a detailed description of all aspects of the inhomogeneity, for example, 
the location of individual grain boundaries. This often leads to the desire to develop stochastic solutions, 
i.e. the average of the solutions that would be exhibited by an ensemble of realizations. This can be 
done in either of two ways. One can define explicitly individual members of the ensemble, develop the 
appropriate solutions, and compute average or other appropriate statistical properties. Alternatively, 
one can develop differential equations for the average fields. In this work, the former approach is 
adopted. However, because of the complexities of the full, three dimensional vector problem, we do not 
pursue accurate wave field predictions for real inspection scenarios. Instead we examine a simplified, 
two-dimensional scalar model and conduct Monte-Carlo type simulations. Although the results can not 
be directly compared with real experimental data quantitatively, they can still provide physical insight. 
We will thus seek to determine the degree to which some of the unusual phenomena reviewed in the 
previous chapter can be better understood in terms of this model. 
2.1 Algorithm Development 
2.1.1 Analytical Solution for Plane Wave Scattering from a Circular Scatterer 
We first consider a problem which can be easily solved analytically by using the method of separation 
of variables: a 2D plane wave scattering by a penetrable circular scatterer. The result of this problem 
can be used as a verification tool for the numerical algorithm to be described later. The method of 
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separation of variables represents the solution as an infinite series, so the series solution has to be 
truncated for numerical evaluation. 
If we assume the medium density is constant, then the governing differential equation for this 2D 
acoustic (scalar) scattering is the Helmholtz equation V2p + ^rP = 0, where p is the acoustic pressure. 
For convenience we take the origin of the coordinate system to be at the center of the circular scatterer, 
and the x axis pointing in the wave propagation direction. We assume that the incident wave is a 
plane wave with unit amplitude, the wave speed outside the cylinder is Cq, the wave number ko = uj/cq,  
the wave speed inside the cylinder is c%, and wave number k\ = w/ci, where w = 2tt/ is the radian 
frequency. The incident wave can be expanded as a summation of cylindrical waves 
pi _ gikx _ gifcop cos <j> 
71= — OO 
OC 
= ^ 2 en in  cos(ri(j))Jn(kop) 
71=0 
where 
1 n = 0 
£n — < 
2 n + 0 
and a time harmonic variation of the form e~% w t  is assumed. We expand the scattered wave outside the 
cylinder as a summation of out-going cylindrical waves 
n=0 
and the field inside the cylinder as a summation of standing waves 
Pi =  ^ ' bnJn(kip) 
n=0 
where an  and bn  are unknown coefficients which can be determined by matching the boundary condi­
tions. Now outside the cylinder, the total field is 
Po  =Po+Po  
= y][enzn cos [n4>)Jn{k0p) + anH^\kQp)\ 
71=0 
whereas inside the cylinder it is 
Pi — Pi — ^  ^  bnJn{kip) 
71=0 
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By matching the boundary conditions on the interface 
Po\p=R = Pl\p=R 
dpo _ dpi 
we can solve the unknown coefficients an  and bn  as 
_in£nco&{n<j)){kiJn{koR)J'n(kiR)-koJ'n{koR)Jn(kiR)} ^ 
an I/- 1 , )  
b  =  2in + 1en  cos(n<j>) ^  ^  
we then find 
Po =e'^'+ 
yr insn  cos(ruf)) [kiJn(koR)J'n{kiR) -  k0  J^jkoR) Jn(kiR)\ (2 3) 
P, = £ ^ 2i"+'£°C°S( «M (2-4) 
^ ) (ko^)Jn(kiA) - AiM %&oA)^(kiA)] 
The convergence of this series solution is demonstrated in the following example. In this example the 
radius of the circular scatterer is R = 0.16 cm, the wave speed in the background medium is Co = 6000 
m/s, the wave speed inside the scatterer ci = 4800 m/s, so the relative refractive index of the cylinder 
material n = c0/ci is 1.25. The incident wave is a plane wave propagating in the x direction (downward 
in the figures) and the wave frequency is / = 7.5 MHz. The incident wave length in the background 
medium is A0 = 0.08 cm, while in the cylinder it is Ai = 0.064 cm. The 2D amplitude wave field 
calculated using the series solution with 100 terms are shown in Figure 2.1; the on-axis wave amplitude 
profiles calculated using the series solution with different number of terms are shown in Figure 2.2. It 
can be seen that the series solution quickly converges in this example. 
2.1.2 The Numerical Algorithm 
The algorithm we choose to use for our simulations was first developed by Ron Roberts at the Center 
for Nondestructive Evaluation, Iowa State University [20]. We made some minor modifications to his 
algorithm following Richmond [26, 27] and now this algorithm in its most current form is essentially 
a Method of Moment code coupled with a iterative linear equation solver. For more details about the 
Method of Moments the readers can refer to [28]. 
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Field calculated by separating variables (100 terms) 
Figure 2.1 The total wave field for the plane wave scattering by a circular 
scatterer problem, calculated using the method of separation of 
variables. The series solution is truncated at the 100th term. The 
scatterer radius is 0.16 cm, background wave speed 6000 m/s, inside 
the scatterer the wave speed is 4800 m/s, relative refractive index 
n =1.25. Incident wave propagating downward, frequency 7.5 MHz. 
Wave length inside the scatterer is 0.064 cm, outside it is 0.08 cm. 
On-axis amplitude 
Mie series (13 terms) 
Mie series (14 terms) 
Mie series (15 terms) 
Mie series (50 terms) 
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Figure 2.2 Convergence of the series solution. Plotted are the on-axis ampli­
tudes profiles for different iV's, where N is the number of terms of 
the series used for calculation 
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First the scalar scattering problem is formulated as a integral equation form — the Lippmann -
Schwinger integral equation instead of the Helmholtz differential equation: 
p(x) = p'(x) + kg / g(x - y)[?f (y) - l]p(y) dy (2.5) 
JT> 
where n(x) = CQ/C(X) is the refractive index, g(x) is the 2D scalar Green's function. More specifically 
p(%,3/)=p%z,3/)+A:g ^ g(r-z%!/-3/')[^(z%y)-l]p(z',!/') dz'd/ 
= p'(%, 3/) + ^ ^^(kor)[n^(a;% i/') - l]p(z', ;/') (Lr'di/' (2.6) 
where r = y/(x — x')2  + (y — y')2 .  The integral in (2.5) is a convolution between the free space scalar 
Green function g(x,y) and the "scattering potential" k2 [n2(x, y) — 1 }p(x,y). This convolution can be 
efficiently evaluated in Fourier transform domain by simple multiplication operations. 
The integral equation is first discretized over a rectangular grid {mAx, nAy} (m = 0,1,2, • • • , M—1; 
n = 0,1,2, • • • ,N — 1) following the standard Method of Moments approach [26, 28]. We assume that 
the wave field and refractive index do not vary over each of the rectangular patches centered at the grid 
points. By evaluating the field at the center of each patch, we have 
Pmn ~ ] y  ]( n i i  ~  ^ )^m-i ,n- jPi j  =  Pmn (2-7)  
» j  
where 
ikn [[ H^\k0rm n) dx'dy' 
J Vcelljj 
Tmn —  \ /%mn)^ (jj' Vrmi ) ^  
Now the second term on the left hand side of (2.7) is a discrete convolution. The convolution kernel Kij 
can be evaluated by numerical integration, or if the discretization grid is square and the discretization 
steps are small, the following approximation can be used with very good accuracy [26] 
l-[irakoH[1 \koa) + 2i\ if m = i,n = j 
(2.8) 
Ji (k0a)H^ (koRm n) otherwise 
where Ax is the step size of the square grid, a = Axj^pn is the radius of a circle whose area equals to 
the area of the square cell. 
The linear system can be solved by using any direct or iterative numerical linear algebra solvers. For 
the 2D scattering calculation, the number of unknowns of this linear system is MxN. Solving the linear 
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Figure 2.3 Derivation of the 2D UT measurement model 
system requires filling and inverting a (M x N) x (M x AT) coefficient matrix, which can be a prohibitive 
task even for a relatively small scaled problem. Iterative methods require less memory storage thus 
are more suitable for this kind of calculations. Direct iteration of (2.7) yields Neumann or Born series 
solutions. The discrete convolution in (2.7) can be evaluated efficiently with the fast Fourier transforms 
(FFT). For strong scattering problem with large wave speed variation between the background medium 
and scattering medium, or problems with large kR's, the Born series does not converge. In those cases 
the linear system can be solved using non-stationary iterative methods, for example, the conjugate 
gradient method or the more sophisticated and more efficient GMRES (Generalized Minimal Residual 
Method). For a discussion of the iterative methods for solving linear equations, the reader can refer to 
the reference [29]. 
2.1.3 Model the Ultrasonic Signals from the Wave Fields 
Electrical signals received by an ultrasonic NDT system can be modelled using Thompson-Gray 
measurement model [24], which was derived from the Auld's electromechanical reciprocity principle 
[14]. In 3D the reciprocity relationship is written as 
STb a(uj) = 1  [ (v2-f1-v1-f2)-nds (2.9) 
l - r e tWj  JE /  x  /  
where F(,a is the electrical transmission coefficient between the two co-axial cable terminals connecting 
transmitting transducer a and receiving transducer b, 5Tba is the change of F^ caused by the introduc­
tion of the flaw; Pe(tu) is the electrical power carried by the co-axial cable to the firing transducer; T\ 
and vi are the set of stress and velocity fields excited by transducer a when the flaw is present, Ti and 
V2 are the set of stress and velocity fields excited by transducer b with the same electric power but with 
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no flaw present; E/ is an arbitrary surface surrounding the flaw, and n is the outward-pointing normal 
of this surface. The measurement setup is shown in Figure 2.3. 
In 2D the surface integral of the reciprocity relationship reduces to a line integral along a contour 
enclosing the flaw 
In 3D, when transducers are connected using co-axial cables, the electrical power Pe  is simply defined 
as 1/2V(lu)I(lu), where V(u>) and I(lo) are phasors for voltage and current waves propagating in the 
cables and are both complex numbers. In 2D we have similar relationship if we assume that the 2D 
"transducers" are connected by infinite parallel-plate wave guides, and V(w) and I(w) can be interpreted 
as the voltage and current waves propagating in the waveguide. Again here the subscript "1" represents 
fields created by the transducer a firing with flaw present, and subscript "2" represents fields produced 
by the transducer b and with no flaw present. 
For acoustic scattering problems, the Auld's integral simplifies to 
where p denotes acoustic pressure, and Sf is a closed line path enclosing the inhomogeneous area. By 
applying the Gauss divergence theorem, we can obtain an area (volume in 3D) integral form of the 
reciprocity relationship which is more convenient in some cases: 
Here A/ is an area in which the inhomogeneity is located. In deriving the above equation we have used 
the relation V2pi + u2/c\pi = 0 and V2P2 + w2/c2P2 = 0. 
In most cases we need to simulate the pulse-echo measurements and two kinds of ultrasonic responses: 
reflections from flat bottom holes and reflections from back-walls. For small radius a flat bottom 
hole (FBH) represents a point scatterer, while the back-wall represents a large reflection surface. To 
rigorously simulate these responses the Auld's integral must be integrated over a surface which encloses 
(2.10) 
(2.11) 
-7—5- / (P2VP1 - Pi Vp2) • n dl 
<±%pre  J 
—J A i  (»v 2 P l  -p ,v 2 p 2 )  is 
(2.12) 
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both the defect (the back-wall or the FBH) and the entire inhomogeneous medium. We here choose 
an alternative approach which is simpler but approximate. We first derive the equations for FBH or 
back-wall responses assuming the medium is homogeneous, then we replace the wave fields in these 
equations with the wave fields distorted by the inhomogeneity of the medium. 
For backscattering 
Ta* = ST, 
iui 
1 ppods 
If transducer a is fired with an electrical voltage signal Vin(w) :  then the received electrical signal 
= Vin (^) Taa (^) 
= 2cgp%J(w) ^ (^) " 0 
(2.13) 
(2.14) 
where Ze  is the characteristic impedance of the cable. 
For the measurement setup shown in Figure 2.3, if the scatter is small, we can make the quasi-plane 
wave assumption 
P2 = ^ 
where the origin of the coordinate system is now taken to be at the center of the flaw, pt is the 
amplitude of the pressure field at the origin if there is no flaw present, so it is solely dependent on the 
pressure wave radiation pattern of the receiving transducer b. Under the quasi-plane wave assumption, 
Equation 2.11 turns out to be 




+#piko(ê& . A)e-^»-2 dl 
+ ikopi(êb • n) 
It can be shown that in the far field of the flaw, the scattering amplitude 
A(êo,ê&) 1 + i dpi dn i&o(ê;, - A)pi 
- ikoèb-x 
"dZ(a) 
Ay/ktftpa JS }  
Here pa  is the amplitude of the pressure field at the origin produced by transmitting transducer a if no 




(1 -  i)ojpP (  ZWW(êa,êb) (2.15) 
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Note the above equation is simply a 2D version of the Thompson-Gray measurement model [24]. For 
backscattering the transmitting and receiving transducers are the same, so pa = Pb = Po, which is the 
acoustical wave amplitude generated by the transducer when the cable carries the electrical power Pe .  
For backscattering problem 5Faa = Faa. The reflection coefficient 
Vhyjr 2 Po^(180°) (1 -
The electrical power Pe(cv) = 1/2Vin{uj)Iin(io) = V i n(uj)2  /2Ze ,  where Ze  is the characteristic impedance 
of the cable. The received voltage signal 
Vout{^~) — Vini^^aa ( w )  
2 Ze \Jk,Q-K 
(1 -
rPoW^A(180° 2ZeX/fc()7r _ , -2 (1 -
It can be seen that the scatterer response is proportional to the square of the incident wave field at the 
scatterer location. 
If we assume the back-wall is a pressure free surface, we can derive an approximate expression for 
back-wall response by applying Auld's integral. In this case the integration surface is along the back 
wall inside the material. 
t, 1 f dpi M 
Since the transmitting and receiving probes are the same, p2 is the same as the incident wave field po-
Also since the back-wall is assumed to be a pressure free plane, on the back-wall the normal velocity 
should be twice the normal velocity of the incident wave on that plane, i.e. 
dp2 ^ 2<9po 
dn dn 
Then we have 
=  
( 2 1 6 >  
where po is the incident wave field if there is no reflecting plane. For a beam of wave normally incident 
on the back-wall: 
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It can be seen that the back-wall response is approximately proportional to the integration of the square 
of the incident wave field on the back-wall. 
The scale of these responses are quite arbitrary since there are undetermined constants in these 
formulas derived from Auld's reciprocity relation. However the relative scales of the calculated responses 
can be made comparable if we choose the same constants for each of these simulation calculations. 
2.2 Tests of The Numerical Algorithm 
2.2.1 Convergence 
Numerical experiments have been done to test the convergence of the numerical algorithm. Wave 
field amplitude and on-axis amplitude profile curves are calculated using both the integral equation 
based numerical method and the separation of variables method. Comparison of the results verifies the 
convergence and accuracy of the numerical algorithm. In the first test, the radius of the scatterer is 
R = 0.16 cm, the wave speed in the background medium is cq = 6000m/s, the wave speed inside the 
scatterer is c\ = 5520m/s, and the relative refractive index of the scatterer material n = cq/ci = 1.087. 
The incident wave is a plane wave propagating in the x direction with frequency / = 7.5 MHz, the wave 
length in the background medium Aq = 0.08cm, inside the scatterer Ai = 0.0736cm. In this test the 
Born series is convergent. The two sets of wave fields are shown in Figure 2.4, no graphical difference 
between the two wave fields can be seen. Since essentially no visible difference can be seen between the 
wave fields calculated using the two different methods in this and the two other tests, we only show 
the wave fields calculated using the numerical method for those later tests. The convergence can also 
be checked in the following way: according to Equation (2.7), the error for each iteration should be the 
difference between the two sides of Equation (2.7), we can define the absolute error of the Qth iteration 
as 
where p^ra is the incident wave field and the calculated wave field at grid point (m, n) in the Qth 
iteration. The relative error can be defined as 
2 
M  N  2 
I Pmn Pmn 
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Field caculated with modal series 
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Field caculated with integral equation method 
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Figure 2.4 Test 1: The wave field calculated using the separation of variable 
method with 100 series terms (above) and the wave field calculated 
using the numerical technique. Scatterer radius is 0.16 cm, back­
ground wave speed is 6000 m/s, inside the scatterer the wave speed 
is 5520 m/s, and relative refractive index of the scatterer is 1.087. 
Frequency is 7.5 MHz, the wave length inside the cylinder is 0.0736 
cm, outside the scatterer the wave length is 0.08 cm. For the scat­
terer, kR = 13.65 The size of the calculation domain is 1.28 cm x 
1.28 cm. This domain is discretized into 512 x 512 square patches 
for both calculations. 
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On-axis Amplitude Profile 
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Figure 2.5 Test 1: On-axis wave field amplitude profiles. The refractive index 
of the scatterer is 1.087, kR = 13.65. 
The above equation has been used in the program as the stop criterion for iterations. In this test the 
Born series converges (5Er < 10~4) after 37 iterations. 
In the second test, the radius of the scatterer is R = 0.16 cm, the background wave speed is 
Co = 6000 m/s, the wave speed within the scatterer is c\ = 4800 m/s, and the relative refractive index 
of the scatterer material n = cq/c\ — 1.25. The incident plane wave propagates downward, and the 
frequency is / = 7.5 MHz. The wave length in the background medium is Aq = 0.08 cm, and inside the 
scatterer is A% = 0.064 cm. Results for this test are shown in Figure 2.6 - Figure 2.7. A third numerical 
experiment with even higher frequency and shorter wavelength are shown in Figure 2.8 - Figure 2.9, 
and again good convergence can be observed. 
An interesting phenomenon present in all three 2D wave field images is the focusing effect of the 
scatterer. In all three examples shown above the wave speed inside the scatterer is slower than the wave 
speed in the back ground medium. The refractive index of these scatterers are all greater than one, 
thus producing the focusing effect. Figure 2.10 and 2.11 show another example, in which the refractive 
index of the scatterer is 0.83. The scatterer in this example has de-focusing effect. 
In a pulse-echo measurement the backscattered time-domain signal from a circular scatterer can 
also be simulated. To obtain a time domain signal waveform, we can calculate backscattering responses 
using Auld's integral at multiple frequencies, then do a inverse Fourier transform on these frequency 
domain data to construct the time domain backscattered signal. To do this we need a input voltage 
wave form as a reference. For our time domain calculations we assume the input electrical signal to be 
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Field caculated with integral equation method 
50 
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Figure 2.6 Test 2: Wave field calculated using the numerical technique. The 
scatterer radius is 0.16 cm, background wave speed is 6000 m/s, 
inside the scatterer wave speed is 4800 m/s, and relative refractive 
index is 1.25. Frequency is 7.5 MHz. Wave length inside the scat­
terer is 0.064 cm, outside the scatterer wavelength is 0.08 cm. kR 
of this scatterer is 15.7. The size of the calculation domain is 1.28 
cm x 1.28c m, and is discretized into 512 x 512 square patches. 
On-axis Amplitude Profile 
—•— Numerical 
Separation of Variable 
wwV\j V# 
x (grid points) 
Figure 2.7 Test 2: On-axis wave field amplitude profiles. The refractive index 
of the scatterer is 1.25, kR = 15.7. 
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Field caculated with integral equation method 
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Figure 2.8 Test 3: Wave field calculated using the numerical technique. Scat­
terer radius is 0.16 cm, background wave speed is 6000 m/s, inside 
the scatterer wave speed is 5400 m/s, and relative refractive index 
is 1.111. Frequency is 15 MHz, wave length inside the scatterer is 
0.036 cm, outside is 0.04 cm. kR for this scatterer is 27.91. The size 
of the calculation domain is 1.28 cm xl.28 cm, and is discretized 
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Figure 2.9 Test 3: On-axis wave field amplitude profile. The refractive index 
of the scatterer is 1.11, kR = 27.91. 
On-axis Amplitude Profile 
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Figure 2.10 Test 4: Wave field calculated using the numerical technique. Scat­
terer radius is 0.16 cm, background wave speed is 6000 m/s, inside 
the scatterer wave speed is 7200m/s, and relative refractive index 
is 0.83. Frequency is 7.5 MHz. Wave length inside the scatterer 
is 0.064 cm, outside the scatterer is 0.08 cm. kR for this scatterer 
is 15.7. The size of the calculation domain is 1.28 cm x 1.28c m, 
and is discretized into 512 x 512 square patches. 
On-axis Amplitude Profile 
Numerical 
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Figure 2.11 Test 4: On-axis wave field amplitude profiles. The refractive index 
of the scatterer is 0.83, kR = 15.7. 
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Figure 2.12 A circular scatterer. The domain size 1.28cm x 1.28cm; diame­
ter of the scatterer 0.12cm, the circle is located at the center of 
the calculation domain. Wave speed in the background medium 
is 6000 m/s, wave speed inside the scatterer is 5800 m/s. The 
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Figure 2.13 Time domain signals. The upper panel shows the input reference 
signal, which is a raised cosine function with center frequency 
8MHz; the lower panel shows the backscattered signals from the 
circular scatterer. 
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Figure 2.14 Frequency spectrum of the backscattered signal. 
a "raised cosine" function: 
"l - cos cos(27r/ct) 0 < ( < 3.0//c 
otherwise 
where fc  is the center frequency of the incident pulse. An example of the reflected signal wave form from 
a circular scatterer is shown in Figure 2.12 - Figure 2.14. Figure 2.12 shows the size and the location 
of the circular scatterer as well as the size of the calculation domain. The upper panel of Figure 2.13 
shows the input reference signal, which is a raised cosine function with center frequency of 8 MHz. 
The lower panel of Figure 2.13 shows the signal reflected from the circular scatterer calculated using 
both the integral equation based numerical method and the method of separation of variables. Note 
that the backscattered signal is composed of two pulses of opposite phases. The two pulses correspond 
to reflections from the front and back edges of the circular scatterer. This result can be verified by 
computing the time delay needed for a pulse to finish the two way travel, to and from the reflecting 
edges. It is easy to show that for a incident pulse to reflect back from the front edge, the required 
time delay is 2 x (0.64-0.06)cm 4- 0.6 cm/yus = 1.93/us, and for a pulse to reflect back from the back 
edge of the scatterer, the required time delay is 2 x (0.64+0.06)cm 4- 0.6cm///s = 2.33/US. These two 
time delays exactly corresponds to the time points when the two pulses start to rise, as is shown in 
Figure 2.13. 
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2.2.2 Multiple Scattering Effect 
An important question regarding wave propagation in inhomogeneous media is the degree to which 
multiple scattering plays a role. This is more easily demonstrated in time domain, as one can observe 
the arrival time of different pulses and give interpretations based on causality. To see if the multiple 
scattering effects are properly included in our numerical model as we expect, we carry out a few tests 
with pulse-echo settings. We introduce two scatterers positioned close to each other. With plane wave 
incident, we calculate the total wave field modified by the two scatterers, and then use Auld's reciprocity 
integral to calculate the received signal. For each of the numerical tests, we calculate three kinds of 
responses. First we follow the previous discussion, putting in both scatterers, calculate the total wave 
field and use the reciprocity relationship to evaluate the backscattered signal. The signal calculated 
in this way includes all multiple scattering effects between the two scatterers and is the most accurate 
solution. We denote this result as "multiple" in the figures. The second kind of response is calculated by 
first putting in one of the scatterers, calculating the wave fields and reflected signal, and then putting in 
the other scatterer and calculating the wave fields and reflected signal. We then add the two resulting 
time-domain signals. We call this result "single scattering" because the two scatterers interact with 
the incident wave independently and do not interact with each other, so no multiple scattering effects 
are included in the final solution. The third kind response is the well-known "Born approximation". 
The Born approximation solutions are calculated by letting the p equal to the incident wave field po 
in Equation (2.13) or (2.14). The Born approximation does not consider multiple scattering effects 
between different scatterers so it is also a type of single scattering approximation. 
The results for the first numerical test is shown in Figure 2.15 - Figure 2.19. The two scatterers 
are placed 0.28 cm apart, both scatterers are circular with 0.04 cm diameter and relative refractive 
index 1.25. The input pulse is a "raised cosine" function with center frequency of 10MHz. Figure 2.15 
shows the experiment setup. Here the incident wave propagates from top to bottom. Figure 2.16 shows 
the amplitude of the calculated wave field at 10MHz. The time domain signals for "multiple" and 
"single" solutions are shown in Figure 2.17. Figure 2.18 shows the difference between the full solution 
("multiple") and the single scattering ("single"). The incident pulse is first scattered by each of the two 
scatterers, part of the energy returns back to the transducer, generating the main signal, part of the 
energy propagates to the other scatterer and is then re-scattered (i.e. multiply scattered) back to the 
transducer, generating the small signal in the figure. The small pulse lags the main pulse 0.46 fjs. This 
time delay of 0.46 fis corresponds to a propagation distance of 0.28 cm, and is the distance between 
the centers of the two scatterers. Figure 2.19 compares the full solution ("multiple") and the Born 
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0 100 200 300 400 500 
Figure 2.15 The positions of the two circular scatterers. Scatterer radii are 
both 0.02cm, wave speed of the background medium is 6000 m/s, 
wave speed inside the scatterer is 4800 m/s, relative refractive 
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Figure 2.16 The amplitude of calculated wave field at the center frequency 
(10MHz). The size of the domain is 0.8 cm x 0.8 cm, for numerical 
simulation this domain is discretized into 512x512 square patches. 
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Figure 2.18 The difference between the multiple scattering waveform and the 
single scattering waveform. 
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Figure 2.19 The multiple scattering waveform vs the Born approximation 
waveform. 
approximation. It can be seen that there is a significant difference between the two waveforms. The 
Born approximation is only considered a good approximation when scattering is weak. 
The second test is similar to the first one, the difference is that in this case we use square shaped 
scatterers instead of circular ones. The results are shown in Figure 2.20 - Figure 2.24. In this case 
the double scattered pulse occurs 0.33 /xs later than the main pulse, as can be seen in Figure 2.22 and 
Figure 2.23. This time delay corresponds to a propagation distance of 0.198 cm in the background 
medium, which is the distance between the two scatterers shown in Figure 2.20. 
2.2.3 Conclusions of the Tests 
In this section we tested our numerical model by comparing its results with the analytical solutions 
derived using the separation of variables method for a well-known problem. We conclude that this 
integral equation based numerical technique is accurate for the simplified 2D scalar scattering problem 
and has the capability of simulating a number of 2D wave propagation and scattering phenomena, 
including the multiple scattering effects. 
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0 100 200 300 400 500 
Figure 2.20 The positions of the two square scatterers. Scatterer sizes are 
both 0.02cm by 0.02cm. Background medium wave speed is 6000 
m/s, scatterer wave speed is 4800 m/s. The distances between the 
scatterers in x and y direction are both 0.14cm. 
Figure 2.21 The amplitude of the calculated fields at the center frequency 
(10MHz). The calculation domain is 0.8 cmx0.8 cm, and is dis­
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Figure 2.22 The multiple scattering waveform vs the single scattering wave­
form. 
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Figure 2.23 The difference between the multiple scattering waveform and the 
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Figure 2.24 The multiple scattering waveform vs the Born approximation 
waveform. 
Figure 2.25 A simplified model for randomly inhomogeneous grain structure. 
Domain size is 7.68 cm by 7.68 cm, grain size is 2.4 mm by 2.4 
mm, wave speeds assume uniform distribution over ±1% of the 
average speed (6000m/s). 
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2.3 A Simple Microstructure Model 
Figure 2.25 shows a simplified microstructure model which we have used in some of our simulations. 
In this model the grains are represented as rectangular cells of the same sizes, so that they can easily 
fill the 2D domain without any gap. In some of our early simulations, we found that for this kind of 
structure, if the cells are all lined up perpendicular to the wave propagation direction, then there will 
be some un-physical resonance peaks in the root mean values (RMS) of the simulated backscattered 
noise [25]. One way to solve this problem is by randomly shifting the cells a small distance in the wave 
propagation direction, as is shown in Figure 2.25. By doing this we eliminate the parallel boundaries 
perpendicular to the wave propagation direction and the resonance peaks will disappear. An important 
issue on this kind of microstructure model is how to assign wave speeds to each cell. In much of our 
early work, we have assumed that the wave speeds vary randomly from cell to cell and follow uniform 
distribution. In those early calculations, we have chosen wave speed fluctuation levels quite arbitrarily 
[21, 25]. Although such a model gave much general insight into the effects of inhomogeneity on wave 
propagation, there was not a clear way to relate the model to particular microstructures. A more 
sophisticated model that makes that possible is presented in the next chapter. 
2.4 Grain Noise Simulations Using the Simplified Microstructure Model 
2.4.1 Backscattered Grain Noise 
Backscattered grain noise at a single frequency can be calculated rigorously by applying Auld's 
reciprocity relationship (Equation 2.13 or 2.14) using the distorted wave field as p and the undistorted 
incident field as p0- Time domain noise waveform can be calculated by applying inverse Fourier trans­
form on the frequency domain data. An example of the simulated time-domain backscattered grain 
noise is shown in Figure 2.26. In this calculation, the size of the calculation domain is 0.8 x 0.8 cm, 
rectangular grain size 0.02 x 0.02 cm, the incident is an unfocused Gaussian beam with half beam width 
0.2 cm. The input reference signal is a raised cosine function with the center frequency of 10 MHz. The 
acoustic wave speeds of the grains are assumed to follow uniform distribution. Average wave speed is 
6000 m/s and the wave speed variation range is ±2%. 
2.4.2 Compare with the Independent Scattering Model 
One advantage of using rectangular grains is that the backscattering amplitude of a rectangular 
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Figure 2.26 An example of the simulated time domain backscattered grain 
noise. Calculation domain 0.8 x 0.8 cm, rectangular grain size 
0.02 x 0.02 cm, incident wave is an unfocused Gaussian beam 
with half beam width 0.2cm and frequency 10MHz. Grain wave 
speed variation range ±2% (uniform distribution). Average wave 





Figure 2.27 Deriving the backscattering amplitude for a single square scatterer 
under the Born approximation 
approach to derive the backscattered noise directly from this microstructure model. This method of 
calculating the backscattered noise is equivalent to the independent scattering model developed by 
Margetan, which was also based on the Born approximation and single scattering assumption [5]. We 
can compare the backscattered noise simulated using this 2D independent scattering approximation 
model with the backscattered noise simulated using our numerical integral equation technique. The 
results can serve as a further test of our numerical model. 
The new method of deriving the backscattered noise is very straightforward, we simply consider 
every grain in the microstructure, assuming that each grain is embedded in an effective medium whose 
properties are given by the average of all grains. The far field scattering amplitude of a rectangular grain 
can be evaluated analytically by taking the Born approximation. We assume that each grain scatters 
only once (single scattering) and scatters independently. We ignore the scattering-caused incident beam 
attenuation. The contribution of each scatterer to the backscattered signal can then be evaluated by 
using the 2D measurement model Equation (2.15). In the following we derive an analytical expression 
for the scattering amplitude of a rectangular scatterer [44]. 
In 2D scattering problems, the scattered field at a point y outside the flaw can be represented as a 
line integral along the flaw boundary (outside the flaw) 
pM = £ <«(*> 
where x is the point on the flaw boundary, y is the point of observation. G = i H q  jf0*® is the 2D free 
space Green function. p+ is the acoustic pressure and the + sign denotes that it is evaluated outside 
the flaw. 
On the interface between the flaw and the matrix the wave field must satisfies the boundary condi-
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tions: 
p +  = p  
1 dp+  1 dp 
po dn pi dn 
where the — sign denotes that the pressure is evaluated inside the flaw. Thus the scattered field is 
PaW = / J Sf dl(x) dn(x) "x"'' " p\ dn(x) 
We can apply the Gauss divergence theorem and change this line integral to a 2D domain integral over 
the flaw area Af, and we have 
(2/) = / [Vp(z) - VG(%, y) + p(z)%/) 
J A, 
- (Po/Pi)VG(z,2/) - Vp(z) - (m/Pi)G(z,2/)V p(z)] ds(r 
Note that G and p must also be solutions of the wave equation 
;/) + &oG(r, !/) = 0 
V 2 p ( x )  +  k f p ( x )  = 0 
where ko = Lûy/pôJXo, ki = Wi/pi/Ai, are the wave numbers inside the surrounding material and the 
flaw respectively. By using these relationships the expression for the scattered field is simplified to 








- J- ] Vp(x) • V G ( x , y )  
1 - ^  ds(x) 
Since we assume that the flaw has the same density as the surrounding material 
, r2 
' A f  
where cq and ci are wave speeds of the background material and the flaw respectively. The 2D free 
space Green's function G = l H ( >  [k°R \  For large z, Hq1 \z) % ^/^exp [i{z — TT /4)],  SO G = e l h°R  
In the far field, R « rs — x • ês, rs = \y\, thus 
4V?r y/k0R' 
G = e 
4\/7r \/kâFs 
25  =  w . Â ) e - W , . , , l± f^  
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Substitute in the far-field approximation of the Green's function 




i $ ) 1  ( I  -  0 p ( $ ) E " ' " " *  * ( $ )  
and the scattering amplitude 
1 (I " 0 p(î)e",w- *is{1) (M8) 
The Born approximation can be made here by replacing the unknown p field inside the flaw with the 
incident field po 
rPlnï\ — b? I I -Q. -  1 \ 
Thus the far field scattered wave under Born approximation is 
d m = ( #  -  0  ^  
and the scattering amplitude under Born approximation and far field approximation 
A<«" «•> - 1(|-l) »»> ,  ( - 2  
A f  
For a square scatterer as shown in Figure 2.27, in the backward direction (180° angle between ê; and 
ê5) the scattering amplitude 
„2 
A(180°) = tg-^lM-lW 
4v KQTT \C^  J JAj. 
= \/%asm(k0a)^^l ^ - 1^ 
If the scatterer is rectangular, the backscattering amplitude is 
A(180°) = \/k^bsm(k0a)^~ - ll 
According to the 2D measurement model Equation 2.15 the electrical signal backscattered from a small 
reflector is 
The backscattered noise is the summation of the received signals from all scatterers in the microstructure 











Figure 2.28 The microstructure model used in the backscattered noise simu­
lation. Domain size 0.8 x 0.8 cm, rectangular grain size 0.02 x 
0.02 cm. Grain acoustic velocity variations are chosen to be 2%, 
5%, and 10% ± 6000 m/s. 
According to Equation (2.13) or (2.14), the backscattered noise can also be derived from the distorted 
wave field and the incident wave field without making any other approximation 
Ay W " 0 ^  ^  
and the distorted field can be calculated by solving the integral equation numerically. In simulations, 
we remove some constant coefficients from the above equation for simplicity and noise equation is 
where subscript "int-eqn" refers to the integral equation method. Correspondingly we use 
4 fh— ^ 
Vind-scat = ,. _ sjïj , x 5Z P0mHAm(180°,U;) 
V 1)J yin{U) m=1 
for the independent scattering model, where subscript "ind-scat" refers to the independent scattering. 
Noise signals calculated using the above two equations are of the same scale and can be compared with 
each other. 
The rectangular-grain microstructure used in these simulations is shown in Fig 2.28. The calculated 
backscattered grain noise signals are shown in Fig 2.29 - Fig 2.31. In these figures, "Born" refers to the 
noise simulated using the independent scattering model and Born approximation; "Full" refers to the 
noise simulated using the numerical integral equation method. From these simulation results we can 
see that: (1) The 2D independent scattering model based on the Born approximation gives reasonably 
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Figure 2.29 Backscattered grain noise simulated using two different methods. 
Velocity variation 2%. Incident pulse is a raise cosine function 
with center frequency of 10 MHz, ka = 1.047. "full" refers to 
the method based on solving the integral equation and Auld's 
reciprocity intégra, "born" refers to the method based on Born 
approximation and independent scattering assumption. 
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Figure 2.30 Backscattered grain noise simulated using two different methods. 
Velocity variation 5%. Incident pulse is a raise cosine function 
with center frequency of 10 MHz, ka = 1.047. "full" refers to 
the method based on solving the integral equation and Auld's 
reciprocity Integra, "born" refers to the method based on Born 












Figure 2.31 Backscattered grain noise simulated using two different methods. 
Velocity variation 10%. Incident pulse is a raise cosine function 
with center frequency of 10 MHz, ka = 1.047. "full" refers to 
the method based on solving the integral equation and Auld's 
reciprocity intégra, "born" refers to the method based on Born 
approximation and independent scattering assumption. 
45 
good approximation up to ±5% velocity variation. It will be shown in chapter 3 that the velocity 
variation in a a + (3 Ti alloy with full lamellar macrograin/colony microstructure is not large. Referring 
to Figure 3.7 in chapter 3, even for the most anisotropic case (one colony in each macrograin), the 
wave speed variation is about 400 m/s while the average wave speed in such an alloy is about 6000 
m/s. Thus the velocity variation is approximately 3-4% above and below the average wave speed in 
this case. For such a velocity variation level we can expect the independent scattering model with 
the Born approximation will give good noise prediction. (2) The independent scattering model gives 
better noise prediction for earlier time than for later time. This is probably because the independent 
scattering model ignores the multiple scattering effect, while the multiple scattering effect becomes more 
significant for the later time. It can be seen from Figure 2.31 that the full model predicts a long ringing 
noise tail which can only be explained in terms of multiple scattering. 
2.5 Summary 
In this chapter we developed and tested a numerical algorithm for solving 2D scalar wave propagation 
and scattering problems. This numerical method is simple, efficient and accurate thus is suitable for 
studying ultrasonic beam distortion and signal fluctuations. Auld's reciprocity principle is used to 
simulate various received ultrasonic signals, such as the backscattered grain noise and reflection signals 
from flat bottom holes or back-walls. We also described a simplified microstructural model in which the 
grains are represented as rectangles of same size and wave speed of each grain is randomly assigned from 
a uniform distribution we define. Based on this simplified microstructure model we developed a method 
to predict the backscattered grain noise using the Born approximation. This backscattered noise model 
is equivalent to the independent scattering model in 2D. Comparison between the backscattered noise 
predicted by using our integral equation based numerical model and the noise predicted by using the 
2D independent scattering model further verified the validity of the integral equation based numerical 
model. 
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CHAPTER 3 MODELING TI ALLOY MICROSTRUCTURES 
The model microstructures we described in the previous chapter are structures with equal-sized 
rectangular grains, which are only rough approximations to single-phased equiaxed grain structures. 
To further improve our model predictions we need more realistic microstructure models as input for 
our wave scattering model. The desired microstructure model should include more realistic grain shape 
representations and more realistic assignment of ultrasonic wave speeds to model grains. We also need 
an approach to simulate the multi-scaled microstructure features often seen in engine titanium alloys. 
Here we adopt a version of the Monte Carlo Potts model which can be used to generate equiaxed grain 
structures. 
3.1 Monte Carlo Potts Model 
The Potts model is a Monte Carlo method which was originally developed by solid state physicists 
to simulate critical transitions and magnetic domain formation in ferromagnetic materials. It has been 
adopted by materials scientists to simulate microstructure evolutions. The Potts model was derived 
from the Ising model [30]. The Ising model represents a magnetized material as a collection of spins 
where only two states (spin "up" and spin "down") are possible. Potts later generalized the Ising 
model by allowing for Q states for each particle in the system, where Q is an integer greater than two. 
Thus the Potts model is also called "Q state Ising model", referring to its generalization from the Ising 
model's two state to Q (Q>2) states [22, 30]. In the early 1980s, materials scientists began to use 
Potts model to simulate material microstructure evolution, and it has been applied to simulate grain 
growth kinetics [31], grain size distribution and topology [32], particle dispersion effects [33], anisotropic 
grain boundary energies [34], and abnormal grain growth [35]. The original Potts model simulates only 
the curvature driven migration of boundaries, i.e. the normal grain growth; later it was modified to 
simulate more complicated microstructure evolution phenomena such as recrystalization (driven by 
stored deformation energy) [36, 37], Ostwald ripening (coarsening of the second phase particles) [38], 
solidification [39], directional grain growth [40], sintering [41], etc. Studies have shown that the Potts 
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Figure 3.1 A schematic illustration of the lattice structure used in Monte Carlo 
Potts model simulations. 
model can reproduce the features of a large variety of microstructural evolution processes in terms of 
both transform kinetics and the resulting microstructure [22]. Due to its effectiveness and simplicity to 
implement, the Potts model is now arguably the most extensively used "mesoscopic" (where the length 
scale is of the order of the grain size) simulation tool in the materials science community [22]. 
The original Potts model was developed to simulate spontaneous disorder-order transform or grain 
boundary energy driven normal grain growth. There have been some adaptations of the original algo­
rithm to make it suitable for simulating nucleation-growth processes which are dominant in diffusion 
controlled phase transforms and recrystalization processes. These modifications complicate the original 
algorithm. In this work, since we are more interested in the final simulation results — the microstruc­
tures, and less concerned about the detailed transform mechanisms and transform kinetics, we only use 
the original Potts algorithm, which simulates the normal grain growth. We think that this approach is 
justifiable since we usually assume that the materials of interest in this work are held for some time at 
high temperatures after recrystalization or phase transform have been completed and thus will undergo 
some degree of normal grain growth. 
In the Monte Carlo Potts model, the continuous material medium is first mapped onto a lattice. 
In 2D, there are two possible choices for lattice types: square lattice and equilateral triangular lattice. 
Choosing different lattices may influence the simulation process and the final simulation results. Refer­
ence [22] gives a detailed discussion on this issue. In this work we can only choose square lattice since 
our numerical wave scattering model is based a square lattice. Each lattice site i is then randomly 
assigned an integer index Sj ranging from 1 to Q, corresponding to one of the Q possible orientations of 
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a grain in a poly crystal material with respect to the macroscopic laboratory coordinate system. Grains 
are clusters of sites with the same index number (orientation). A schematic illustration of the lattice 
used in the Potts model is shown in Figure 3.1. 
For such a discretized model system, the total system energy is given by 
where the first term represents the total contribution of the grain boundary energy, and the second 
term represents the total contribution of the volumetric energy. N is the number of all lattice sites, n 
is the number of the neighbors for a given site i. The neighbors of a given site are often taken to be the 
nearest neighbors, but sometimes the next-to-nearest sites are also included as neighbors. However for 
2D square lattice, the neighbors must include the 4 next-to-nearest sites in addition to the 4 nearest 
sites, otherwise the simulation of structure evolution will end up with stagnation [22]. For this reason 
we always choose n = 8. 7(i,j) is the boundary energy term between neighbors located at site i and 
j. If Si = Sj, site % and j are having the same index number or orientation, then they are in the same 
grain and 7(i,j) = 0. The Potts model allows the boundary energy to be anisotropic, which means 
that the boundary energy depends on the specific pair of index numbers (orientations) of the two sites. 
In our simulations, for simplicity we always assume that the grain boundary energy is isotropic, i.e. 
is a non-zero constant if s* ^ Sj. Thus the boundary energy can be written in a compact form as 
= 7(1 — <5Si,sj), where Ssi>s. is the Kronecker's delta. E(i) is the volumetric energy at site i. Since 
we only simulate the grain boundary curvature driven grain growth, this term will remain constant 
before and after the site has been transformed, so we can let it be zero. However if a recrystallization 
or a phase transformation is simulated, this term will change after the site has been transformed, and 
this change of volumetric energy will be the dominant term and the actual driving force for the whole 
process. 
The microstructure evolution is then simulated by randomly choosing a site and considering changing 
its orientation. The chosen site is called the center site. The new candidate orientation for the center 
site is randomly chosen from one of its 8 neighbors. Pick up a neighbor randomly, assign its orientation 
index to the center site, and calculate the change of the system energy A H for this reorientation process 
using Equation (3.1). Consider the system energy change, if the system energy H is lowered, we then 
confirm this change of orientation by assign the center site the new index number or orientation number; 
otherwise if the system energy H is increased, this reorientation operation is not energetically favorable 
so we may reject this change of orientation by assigning back the center site its original orientation 
(3.1) 
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index. However, even if AH > 0 it is still possible for the center site to accept this orientation change 
because of the presence of thermal fluctuation in the system. Thus the reorientation is performed with 
a probability P(AH), which is given by 
where kg is the Boltzmann constant. T is the simulation "temperature". It is effectively a variable 
defining the degree of thermal fluctuation in the system rather than the true temperature. In our 
simulations we only consider T = 0, so if the change of orientation is energetically unfavorable, we 
always reject this change. N2 such attempts of reorientation are called one Monte Carlo step (MCS), 
where N is the total number of sites in the system. The Monte Carlo step is a measure of the elapsed 
time. By repeating this procedure over a number of MCS's the grain boundaries will naturally migrate 
to minimize the boundary energy and as a result the grains will coarsen. 
To be consistent with our current 2D numerical program for wave propagation, we have only carried 
out 2D grain growth simulations. It has been shown that the distribution of grain areas from 2D 
simulation are very similar to the cross sections from 3D simulations, and for large Q, they all agree 
well with the grain microstructures of 2D sections of real polycrystalline materials [31, 32, 42]. Once 
we have the equiaxed grain we can simply stretch them and generate an effect of grain elongation. In 
summary the detailed simulation steps for generating equiaxed grain structures are as follows: (1) Map 
the specimen onto an NxN square lattice, and randomly assign each lattice site an "orientation state" 
represented by an index number; grains are cluster sites with the same index number; system energy 
is the total of the interfacial energy. (2) Randomly choose one site, and try to change its orientation 
by aligning it with one of the 8 neighboring sites. If this change is energetically favorable (lowering the 
system energy), then adopt this change, otherwise reject this change and keep the original orientation. 
(3) Choose a new site and repeat this procedure. N2 such operations are called one Monte Carlo step 
(MCS); and the number of Monte Carlo steps is a measure of the elapsed time for grain growth. (4) 
Repeat the procedure for more Monte Carlo steps. Figure 3.2 shows several examples of equiaxed grain 
structures generated by using this procedure. 
forAiî > 0 
P(Aff) = (3.2) 
1 forA# < 0 
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Figure 3.2 Equiaxed grain structures generated by Potts model. The simula­














Figure 3.3 Three possible configurations of the simulated two-scaled mi­
crostructure. 
3.2 Simulate the Macrograin /Colony Type Microstructures in a + /3 Tita­
nium Alloys 
The macrograin/colony type microstructures are commonly seen in full lamellar a+(3 titanium alloys 
such as the Ti-6A1-4V. This kind of microstructures has the following important features: the large scale 
macrograins are outlined by the prior (3 grain boundaries, the macrograins can be equiaxed or elongated 
in the mechanical processing direction; angular shaped a colonies grow inside the macrograins, and are 
composed of parallel a and f3 plates or crystallites; there is a strict orientational relationship between 
the a plates in a colony and its parent /3 grain; usually there is a layer of a phase along the prior (3 grain 
boundaries. To simulate the multi-scale macrograin/colony microstructure features in the full lamellar 
a + (3 titanium alloys, we make the following assumptions. We assume that the sizes of individual a 
and (3 crystallites in colonies are much smaller than the ultrasonic wave length so that we can ignore 
the discreteness of these a and f3 crystallites inside the colonies, and consider each of the colonies as 
being effectively one "single crystal". By making such an assumption we only need to consider the 
features of two length scales: the macrograins whose boundaries are the prior (3 grain boundaries, 
and the a colonies inside these macrograins. Since Ti-6A1-4V is a "near a" titanium alloy, in this 
preliminary modeling study we ignore the f3 phase inside the a colonies and consider the a colonies 
to be single phased a grains. This is obviously an approximate treatment, and it will be improved in 
future studies. We also ignore the a layers along the macrograin boundaries, considering them to be 
thin layers and insignificant to influence ultrasonic wave propagation. Based on these assumptions we 
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Figure 3.4 The orientation relationship between the prior (5 grains (right) and 
the transformed a grains (left). 
developed the following simulation procedure. First we use the Potts model to generate large equiaxed 
grains representing "prior /3 grains". If desired, we can use simple geometrical scaling or "stretching" to 
simulate /? grain elongation during thermo-mechanical processing. We then pick out each of the large 
/3 grain" and "grow" equiaxed "a colonies" inside it. If the forging or rolling process ends after the 
recrystalization process completes, it is possible that the newly grown a colonies are elongated in the 
deformation direction also. In that case we "stretch" the microstructure after we finish the a colony 
growth. Figure 3.3 schematically shows the possible configurations of the two-scale structures that can 
be generated by using this modeling procedure. However in our simulation work we only considered 
the second case - elongated macrograins and equiaxed colonies. 
3.3 Ultrasonic Velocity Assignment for Colonies 
As we have discussed in chapter 2, for the scalar wave equation, if we assume that the density of 
the medium is uniform, the wave velocity is the only input parameter from the material medium. For 
our simulations we take the quasi-longitudinal wave speeds as the input parameters for our numerical 
model. In titanium alloys, there is a strict orientation relationship between the parent /3 phase and the 
transformed a phase, which can be written as: 
The key planes and directions of this orientational relationship are shown in Figure 3.4. To assign 
proper wave speeds to the simulated grains, we must take into account this orientation relationship. 
Under this relationship, the hexagonal a phase can only take one of twelve orientation variants with 
respect to the parent j3 phase, and only six among them are elastically independent. The Euler angles 
{0002}„ II {110}p (1120)* II 
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Table 3.1 The Euler angles of the six possible orientation variants for a colony 
with respect to the cubic axes of the parent (3 grains. 
Euler Angle Variant 1 Variant 2 Variant 3 Variant 4 Variant 5 Variant 6 
</> -45° 45° 90° 90° 0° 0° 
-90° -90° -45° 45° -45° 45° 
e 125.26° 125.26° 144.74° 35.26° 144.74° 35.26° 
for the six independent variants of a colony with respect to the crystal axes of the parent /3 grain are 
listed in Table 3.1 [4]. 
To simulate the macrograin/colony type structures, we need to determine the orientations of all 
colonies in the microstructure for wave speed calculations. This must be done in two steps, first we 
determine the orientation of all (3 grains in the microstructure. The orientations of macrograins are 
random. Then we consider every colony in this microstructure one by one, first determine which 
macrograin this colony belongs to, then determine its orientation, which can only be one of the six 
orientation variants with respect to its parent (3 grain with equal probability. Once the orientation 
of an a colony is determined, the elastic constants of this colony can be calculated by applying the 
coordinate transformation law for elastic constant tensor, and the wave speeds in the assumed wave 
propagation direction can then be found by solving the Christoffel equation for this colony [43]. Figure 
3.5 shows two examples of the simulated two-scale microstructure with different Monte-Carlo steps, 
where colors are scaled to represent different wave speeds. 
The wave speeds distributions determined by this approach are very complicated, to improve our 
physical understanding of the velocity distributions, here we first consider two extreme cases among all 
possible configurations of the two scale microstructures: (1) only one colony inside each macrograin; 
and (2) a large number of colonies inside every macrograin. 
For the first case, the a colonies have grown very big so that the whole macrograin is occupied by a 
single a colony. This is the most anisotropic case, each macrograin is an a-Ti single crystal, and having 
hexagonal symmetry. For the second case, there are a large number of colonies inside each macrograin, 
so that the discreteness of each colony can be ignored and the whole macrograin can be considered as 
a continuum. In this case the elastic constants for the macrograins are the Voigt averages of the single 
crystal elastic constants of a grains, which are averages over the six possible orientation variants with 
equal probability. The resulting elastic constants of the macrograins have cubic symmetry and generally 
much weaker anisotropy than an a grain. Several examples of the simulated microstructures are shown 
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Figure 3.5 Examples of the two-scale macrograin/colony type microstructure 
generated by simulation. Colors are scaled to represent different 
wave speeds. 
range of velocities in the case of many colonies in each macrograin. It is interesting to examine the 
quasi-longitudinal wave speed distributions for the two extreme cases. The histograms of wave speeds 
for the two extreme cases are shown in Figure 3.7. For the first case the wave speed variation range is 
about 400 m/s, while for the second case the wave speed range is only about 25 m/s. The difference in 
sound speed variation range reflects the weak anisotropy in the Ti macrograins where the colonies are 
very fine compared to the sizes of the macrograins. 
3.4 Summary 
In this chapter we developed an algorithm to generate 2D images which simulate the two-scale 
macrograin/colony type microstructures commonly seen in full lamellar a + /3 Ti alloys. The simulation 
procedure is a two-step process. In the first step, equiaxed macrograins are generated by using the 
Monte Carlo Potts model. Then the macrograins can be stretched in one direction to simulate the grain 
elongation in a thermo-mechanical processing. In the second step, equiaxed colonies are grown inside 
the macrograins by using the Monte Carlo Potts model. Again after the growth of the colonies, the 
microstructure can be stretched to simulate plastic deformation. It is assumed that the macrograins are 
randomly orientated, and the colonies can only take certain orientations with respect to their parent 
macrograins. The quasi-longitudinal wave speed for each colony can be calculated accroding to its 
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(C) (d) 
Figure 3.6 The simulated microstructures for the two extreme cases: (a) 
equiaxed grains, one colony per macrograin; (b) equiaxed grains, 
with a large number of colonies inside each macrograin; (c) elon­
gated grains, with one colony within each macrograin; (d) elongated 
grains, with a large number of colonies within each macrograin. 
, x 10 
. x 10 
5800 5900 6000 6100 6200 6300 
q-L wave speed (m/s) 
0 5900 5910 5920 5930 
q-L wave speed (m/s) 
5940 
Figure 3.7 Quasi-longitudinal wave speed distributions for randomly orien­
tated macrograins, (a) One colony inside each macrograin; (b) 
A large number of colonies inside each macro-grain. 
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spatial orientations by first calculating the elastic constant matrix for the colony and then solving 
the Christoffel equation. The simulated microstructures can then be passed to the numerical wave-
propagation program we have developed in chapter 2. The simulation results will be presented in the 
next chapter. 
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CHAPTER 4 SIMULATION RESULTS 
In this chapter we summarize our simulation results. As discussed in previous chapters, the objec­
tive of these simulations is to further understand various ultrasonic wave - microstructure interactions, 
especially those microstructure-induced beam fluctuation phenomena in which multiple scattering plays 
an important role. The simulation results are grouped into two sections. In the first section we summa­
rize the results obtained by using the simplified rectangular-grain microstructure model. These results 
include simulated root mean squared (RMS) backscattered noise, FBH and back-wall signal attenua­
tions and signal fluctuations. In this section we also include the results of a simulation study in which 
we tested and verifies an approach first developed by Yu and Margetan for characterizing the ultrasonic 
beam distortion [19]. They defined several simple parameters to describe the microstructure-induced 
wave field distortion based on their experimental observations. These parameters can be measured in 
a specially designed through-transmission beam mapping experiment. Once these parameters are mea­
sured or estimated, the FBH and back-wall signal fluctuation levels can be predicted with reasonable 
accuracy by reconstructing the through-transmitted wave field from these parameters using a special 
Monte Carlo procedure. In our 2D simulation study we defined similar parameters and followed a 
similar procedure to characterize the 2D wave field distortions. The distortion effect of the orientation 
direction of the elongated grains with respect to the wave propagation direction was also studied in 
terms of these parameters. In the second section we summarize the newer simulation results obtained 
by using the more realistic microstructure model based on Monte Carlo simulations. The backscattered 
noise, FBH and back-wall attenuations and signal fluctuations were studies and the simulation results 
reported. 
4.1 Simulations Using the Simplified Rectangular Grain Structure Model 
4.1.1 Beam distortion 
Figure 4.1 - 4.3 show the distortion effect of a random, inhomogeneous medium on a Gaussian 
beam when the beam passes through the medium. The random inhomogeneous medium is shown in 
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Figure 4.1 The incident Gaussian beam. Frequency is 5MHz, half beam width 
is 0.778cm, geometrical focal length of the beam is 3.84cm, calcu­
lation domain size is 7.68cm x 7.68cm. 
Figure 2.25. The size of the calculation domain is 7.68cm x 7.68cm. This domain is filled with square 
grains with uniform size of 0.24cm x 0.24cm. The incident wave is a 5MHz focused Gaussian beam with 
geometrical focal length of 3.84cm (focused at the center of the domain). The wave speeds of the grains 
are uniformly distributed, and the average wave speed is 6000m/s. Different wave speeds are represented 
by different colors, the dark red represents the highest wave speed, and the dark blue represents the 
lowest wave speed. An important parameter describing the scale of the scattering problem is k|, where 
k = tv/co and a the grain size. For this case = 6.28. It can be seen that the distortion effect becomes 
more severe when the wave speed variation range increases from ±1% to ±3%. 
4.1.2 Attenuation and Signal Fluctuation 
The ultrasonic beam attenuation caused by grain scattering can be inferred based on either the 
reflected signal from a fiat bottom hole or a back-wall: 
where a is the attenuation, L is the sample thickness, FQ is the reflected signal from either a FBH or a 
back-wall in a homogenous reference medium, Ti is the ensemble averaged FBH or back-wall signal in 
a random, inhomogeneous medium. It has been observed experimentally that attenuations measured 
using different reflection signals are different, also the measured attenuations depend on focal conditions. 
(4.1) 
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Figure 4.2 The distorted wave field after the beam passes through the inhomo­
geneous medium shown in Figure 2.25. The velocity variation range 
of this medium is ±1%, grain size 0.24cm x 0.24cm, = 6.28. 
Figure 4.3 The distorted wave field after the beam passes through the the 
grain structure shown in Figure 2.25. The velocity variation range 
of this medium is ±3%, = 6.28. 
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We carried out a series of simulations on the rectangular grain structure similar to the one shown in 
Figure 2.25. The simulation results are summarized and discussed below. 
In Figure 4.4 - 4.9, the incident beam is a 5MHz focused Gaussian beam whose geometrical focal 
point is at the center of the calculation domain. The grain size and the calculation domain size are 
the same as the previous example. Figure 4.4 shows how the responses of a shallowly drilled small flat 
bottom hole located at the center of the back-wall varies with increasing sample thickness. The FBH is 
simulated as a point scatterer located on the plane of the back-wall. It can be seen that the FBH response 
reaches a maximum when the FBH is located on the focal plane of the incident beam. Also it can be 
seen from this figure that the peak FBH response decreases as the material inhomogeneity increases. 
Figure 4.5 shows how the attenuation calculated using the FBH responses varies with the thickness of 
sample. It shows that the FBH attenuation reaches a maximum value when the incident beam is focused 
on the FBH. This result is consistent with Margetan and Wasan's experimental observation in 1999 
[17], which is summarized in Figure 1.4 in chapter 1. Figure 4.6 shows how the FBH signal fluctuation 
level varies as the sample thickness increases and focal condition changes. The FBH fluctuation reaches 
a minimum when the FBH is located on the focal plane. This result is also consistent with Margetan 
and Wasan's experimental results shown in Figure 1.4. 
Figure 4.7 - 4.9 show how the back-wall responses, the back-wall attenuation and back-wall signal 
fluctuations vary with the sample thickness. These results are similar to the results for FBH signals 
discussed above. Generally the back-wall signal fluctuations are minimum when the beam is focused on 
the back-wall. This result is also consistent with the experimental observations of Yu and co-workers 
[18] summarized in Figure 1.5. 
Figure 4.10 shows the back-wall attenuation variations with sample thickness. In this example an 
unfocused incident beam is used. It can be seen from this figure that for a medium with velocity variation 
range of ±3% , the apparent back-wall attenuation decreases as the sample thickness increases. This 
result agrees with Figure 1.3 [16]. While for velocity variation range of ±1% the apparent back-wall 
attenuation largely remains constant. 
In Figure 4.11 - 4.14, we show the on-axis FBH and back-wall responses calculated using both our 
numerical model and the Born approximation for two velocity variation levels ±1% and ±3%. In these 
claculations the incident beam is a 5MHz focused Gaussian beam with half-beam width 0.4cm and focal 
length 3.84cm. We can see from these figures that the Born approximation produces unphysically high 
values for FBH and back-wall responses. If the Born approximation solutions are used for attenuation 
calculations then negative attenuations will be derived even for the weaker inhomogeneity case - the 
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Figure 4.4 The effect of sample thickness on the ensemble averaged FBH re­
sponses (averaged over 200 samples, same for all the following sim­
ulations). The FBH is considered as a point reflector located on 
the back-wall and on the incident beam axis. The incident beam is 
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•a— 3% velocity variation 
-2 
0.01 
Thickness of the material wave has passed through (m) 
Figure 4.5 The effect of sample thickness on the attenuations calculated using 
the average FBH responses. The incident beam is focused at the 
center of the calculation domain. 
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Figure 4.6 The effect of sample thickness on the FBH signal fluctuations. The 
incident beam is focused at the center of the calculation domain. 
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Figure 4.7 The effect of sample thickness on the ensemble averaged back-wall 
responses. The incident beam is focused at the center of the calcu­
lation domain. 
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-e— 1 % velocity variation 
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Figure 4.8 The effect of sample thickness on the attenuations calculated using 
the average back-wall responses. The incident beam is focused at 
the center of the calculation domain. 
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Figure 4.9 The effect of sample thickness on the back-wall signal fluctuations. 
The incident beam is focused at the center of the calculation do­
main. 
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Figure 4.10 The effect of sample thickness on the attenuations calculated using 
the average back-wall responses. The incident beam is an unfo­
cused Gaussian beam with half beam width 0.4cm. 
Velocity variation ±1 % 









-*— No grains 
A— Full solution with grains 
-a— Born approx. with grains 
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Thickness of the material wave has passed through (m) 
Figure 4.11 Comparison of the back-wall responses between the full numerical 
solution and the Born approximation solution (±1% velocity vari­
ation). The incident beam is an unfocused Gaussian beam with 
half beam width 0.4cm. 
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Figure 4.12 Comparison of the on-axis FBH responses between the full numer­
ical solution and the Born approximation solution (±1% velocity 
variation). The incident beam is an unfocused Gaussian beam 
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Figure 4.13 Comparison of the back-wall responses between the full numerical 
solution and the Born approximation solution (±3% velocity vari­
ation). The incident beam is an unfocused Gaussian beam with 
half beam width 0.4cm. 
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Velocity variation ±1% 
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Figure 4.14 Comparison of the on-axis FBH responses between the full numer­
ical solution and the Born approximation solution (±3% velocity 
variation). The incident beam is an unfocused Gaussian beam 
with half beam width 0.4cm. 
±1% velocity variation level. These results show that the Born approximation, as a single scattering 
approximation, can not be used in the forward scattering calculations, where the multiple scattering 
plays an important role. 
4.1.3 Root Mean Squared (RMS) Backscattered Grain Noise 
The root mean squared (RMS) value of the backscattered grain noise is a measure of the back 
scattered noise power. Knowing the RMS noise level is important for estimating the signal to noise 
ratio (SNR), and the SNR is a very important parameter in the studies of the probability of detection 
(POD) of small flaws in nondestructive evaluations. By using our numerical model the time domain 
waveforms of grain noise can be simulated and the RMS noise level can be calculated as a function 
of time from an ensemble of such backscattered noise waveforms. The input parameter for such a 
simulation is an ensemble of several hundred realizations of the same nominal microstructure, with 
all microstructure realizations having the same rectangular grain shape, the same grain size, velocity 
distribution and velocity variation range, etc. This kind of simulations are computationally intensive 




Inhomogeneous medium size: 
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Figure 4.15 Simulated RMS backscattered noises at two velocity variation lev­
els. 
an inverse Fourier transform, and to obtain these frequency domain signals we need to do hundreds of 
single frequency calculations using our numerical model; (2) hundreds of time domain noise waveforms 
are needed for calculating RMS noise. A limited number of such RMS noise simulations were done in 
the past by running a parallel version of our numerical program on a 64-node computer cluster, using 
a Message Passing Interface (MPI) library [45]. 
Figure 4.15 shows the results of the RMS grain noise simulations for two velocity variation levels 
(±2% and ±4%), at each velocity variation level two RMS grain noise curves as a function of time 
were calculated, one by using the full numerical integral equation technique and the other by using 
the independent scattering model, which is based on the Born approximation. The calculation domain 
size is 16mm x8mm, rectangular grain size is 0.2mm x 0.2mm. An incident Gaussian beam with 
center frequency of 5MHz and geometrical focal length of 4mm is propagating in the x direction, 
which is parallel to the long side of the calculation domain. The average wave speed of the medium is 
6000m/s. From Figure 4.15 we can see that: (1) The time domain backscattered RMS noise level has a 
maximum at the time corresponding to the focal depth of the incident beam. This result agrees with our 
general experiment observations of the measured backscattered RMS noise when a focused transducer 





















Figure 4.16 Simulated RMS backscattered noise for various rectangular grain 
sizes 
both velocity variation levels. This result shows that in the backward direction the single scattering 
assumption works well. 
Figure 4.16 shows the effect of grain size on the simulated backscattered RMS noise. As the grain 
size of the microstructure increases, the backscattered noise level increases at first, which is due to the 
increased backscattering amplitude or the scattering cross section of individual grains. As the grain 
size increases further the backscattered noise level begins to decrease, this is because there are fewer 
grains inside the pulse "volume", or the volume covered by the propagating disturbance. Thus fewer 
grains will take part in the backscattering process. In the extreme case there is only one grain inside 
the calculation domain, and in this case the backscattering will be zero. 
4.1.4 Ultrasonic Beam Distortion as Influenced by Relative Direction of Beam Prop­
agation and Grain Elongation 
To be able to further understand these ultrasonic beam fluctuation phenomena we need a way 
to characterize the distortion of the sonic beam when it passes through a randomly inhomogeneous 
medium. Yu and Margetan carried out experimental studies on microstructure-induced beam distortions 
and ultrasonic signal fluctuations as well as the relationship between these two [19]. In a through-
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Velocity values for each marcrograin are assigned using a 
random number generator. 
Figure 4.17 Examples of the 2-D microstructure simulating the elongated mar-
crograins seen in Ti alloy billets. 
transmission experimental setup, they scanned a small pinducer to map the wave field when a beam 
of ultrasound was transmitted through a block of Ti-17 billet material. By acquiring waveform data, 
they were able to measure both the amplitude and phase profile of the wave at the exit surface of the 
material block. According to their experimental observations, they proposed that the beam distortion 
can be described in terms of the amplitude distortion and the phase distortion. Amplitude distortion 
includes lateral shift of the beam center ( "skewing" ) and amplitude profile "wiggling" ; phase distortion 
includes wavefront "tilting" and wavefront "wiggling". By comparing with the amplitude and phase 
profile measurements of the wave field transmitted through a fused quartz under the same experimental 
setup, or by comparing with the multi-Gaussian beam model predictions of the field in the absence of 
microstructure, they were able to quantify all these distortion modes in terms of (1) shift of the center 
of energy AC. (2) relative amplitude difference AA/A0, (3) tilting angle 9, and (4) the phase change 
after the tilting correction. They designed complicated measurement and data processing procedures 
to estimate these parameters from real Ti-17 samples. As a verification measure they also designed 
a Monte-Carlo simulation using these measured parameters as input. By doing this Monte Carlo 
simulation they predicted back-wall signal fluctuations and flat bottom hole fluctuation levels in these 
samples. 
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random medium (2) random medium (3) 
Figure 4.18 Calculated fields for the microstructures shown in Figure 4.17, 
assuming a unfocused Gaussian beam incident with half beam 
width 2mm and frequency 5MHz. 
The theoretical tools described in this work were used to carry out a similar analysis on the 2D wave 
fields. Due to the efficiency of the 2D numerical model, we can carry out hundreds of beam distortion 
calculations rapidly, and determine the key parameters describing those beam distortions with more 
statistical samples. Thus the results of the 2D analysis can serve as a "critique" to Yu and Margetan's 
approach and supplement their 3D experimental work, in 2D, one can look at the whole wave field 
and the wavefront, not just a cross section of the wave field. Hence the beam distortion effect can be 
more easily seen. In the wave field simulation we use rectangular grain microstructure with grain aspect 
ratio of 5:1. The elongation direction of these elongated grains is either parallel, perpendicular or at 
a 45 degree angle to the direction of the incident beam, as shown in Figure 4.17. The wave speed of 
each grain is chosen randomly from a uniform distribution over a range of 5% above and below the 
assumed average velocity of 6000m/s. As discussed previously, the grains are shifted randomly along the 
elongation direction to eliminate the spurious resonance condition due to the otherwise perfectly aligned 
rectangular grains. Figure 4.18 shows examples of the calculated wave fields for the grain structures 
shown in Figure 4.17. 
By using our numerical model, we can observe beam distortion features similar to those observed by 
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Figure 4.19 An example of the amplitude distortion in one of the simulated 
wave fields. 
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Figure 4.20 An example of the phase profile of one of the simulated wave fields 
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Figure 4.21 The phase difference between the two phase profile in Figure 4.20. 
Yu and Margetan in their experimental studies. Figure 4.19 shows an example of the amplitude profile 
of the calculated distorted wave field along the back wall; also shown for comparison is the amplitude 
profile of the undistorted (homogeneous) wave field. The quantities of chief interest here are the relative 
amplitude fluctuations (AA/AQ) and the shift of the center of energy (AC) as shown in the figure. In 
a similar fashion Figure 4.20 shows the phase profiles of the undistorted and distorted wave fields at 
the back wall for one microstructure, and identifies the phase difference A<j>'. In addition to phase 
fluctuations, there appears to be a systematic variation of the phase difference. Figure 4.21 illustrates 
the latter effect by plotting the phase difference profile for the same media as Figure 4.20. Here the 
quantities of interest are the tilting angle (0) and the phase change (Acj>) after the tilting correction. 
The simulation and analysis procedure we follow is a 2D version of the one used by Yu et al in their 
experimental work [19]. We first generate a collection of model grains (one "ensemble" of grains) with 
randomly assigned sound velocities for each grain. We then compute the distorted pressure field at the 
back-wall and compare it to the field for a homogeneous medium. For the distorted wave field of each 
ensemble of grains, we: (1) match the center of energy to that of the homogeneous case to remove the 
lateral drift, and then tabulate AA/AQ, A4> and 6; (2) do a phase unwrapping on the A</> data, and 
then shift the data so that Acj) at the center of energy is 0; (3) for each set of the several hundred 
ensembles of grains, we first weight Acj) and AA/AQ by the absolute value of the pressure squared and 
construct a histogram of the phase and amplitude variations, and then calculate the mean values and 
standard deviations for the distributions governing AA/AQ, Acj) and 6. The spatial correlation length 
is deduced from the ensemble average of the autocorrelation functions of AA/AQ and Acj). In their 
à <])' : phase difference before tilt correction) 
A <j> : phase difference after tilt correction j 
6 : tilting angle ! 
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Figure 4.22 Histogram of AA/AQ and for the three different random media. 
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Figure 4.23 Histogram of the center of energy shift AC and phase tilt angle 9 
for the three different random media. 
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Measured ("True") Predicted 
Mean a/Mean Mean a/Mean 
Homogeneous 24.83 0 N/A N/A 
Random (1) 20.05 14.63% 19.75 17.30% 
Random (2) 22.47 11.06% 22.53 12.11% 
Random (3) 20.46 13.53% 19.66 15.45% 
Table 4.1 Mean and fluctuation level (standard deviation/mean) of back-wall 
signal for model microstructures. 
experimental study, Yu et al weight their ACf> and AA/A0 data by the pressure amplitude squared to 
eliminate the effect of measurement noise where the beam is weak, a process that is also included in the 
procedure described above, also the data from different spatial points and from different samples are 
pooled together and counted equally to deduce the statistical parameters of Acj> and AA/A0. In our 
work we follow the same procedure. 
Figure 4.22 and 4.23 display the histograms of the four key distortion variables, AA/AQ (amplitude 
distortion), A<f> (phase distortion), AC (shift of center of energy) and 0 (phase tilt) for the three kind 
of random media shown in Figure 4.17 with the same incident wave conditions specified in Figure 4.18. 
From these diagrams we can see that the distributions of AA/AQ, and Acj) are close to Gaussian, which 
is one of the assumptions made by Yu et al. Also note that the fluctuation levels of AA/AQ and A<fi are 
smaller for the media with elongation direction perpendicular to the wave propagation direction than for 
the medium with elongation direction parallel to the wave propagation direction. This is consistent with 
experimental observations made for titanium billet [16]. The computed correlation lengths of AA/A0 
for media 1-3 are 0.9mm, 1.2mm and 0.9mm, respectively, and those of Acj) are 1.05mm, 1.65mm and 
0.9mm, respectively. 
The procedure proposed by Yu et al for estimating ultrasonic back wall signal fluctuations from the 
beam distortion data is summarized as follows: (1) Generate a 2D random "rough surface" over a grid on 
the back-wall for AA/AQ and Acj) according to their statistical properties (normal distribution, statistical 
mean, standard deviation and spatial correlation length) estimated from experimental measurements. 
(2) Generate a normally distributed tilt angle according to the predetermined mean and standard 
deviation. (3) Construct the distorted field by superimposing the distortions implied by steps(l) and 
step (2) onto the homogeneous incident field; (4) Calculate the pulse-echo back-wall signal by integrating 
the square of the pressure of the distorted field over the back-wall plane; (5) Repeat step (1) to (4) 
for many "ensembles" [19]. The construction of the random "rough surface" with certain statistical 
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properties can be done by using "the spectral method" [46]. The whole wave field reconstruction 
procedure requires repeated use of random number generators. This procedure can be applied to the 
2D wave fields which our numerical program can generate without much change, thus we have a way 
to test this procedure in 2D. To do the testing we generate 200 microstructure ensembles for each 
of the three elongation directions and then used our 2D model to calculate the distorted fields. The 
required Gaussian distribution parameters were determined from statistical analysis of the numerically 
simulated wave fields. These parameters were then input to Yu's Monte-Carlo procedure summarized 
above to predict back-wall echo fluctuations. Also the back-wall signal for each grain ensemble and for 
the homogeneous reference medium were directly computed by integrating the square of the distorted 
pressure field over the back-wall plane following Auld's reciprocity principle. Fluctuations calculated 
in this manner were assumed to be the "true" fluctuations, and were compared with the predicted 
ones, as a means to critique the proposed procedure. The predicted back-wall fluctuation levels are in 
reasonable agreement with the "true" fluctuation levels measured directly from the 2D simulated wave 
field, which suggests that this prediction procedure is reasonably accurate. The results are summarized 
in Table 4.1. 
In summary, our 2D computational approach can be used to rapidly compute beam distortion 
effects due to microstructure and to determine key statistical parameters describing those distortions. 
We found that many aspects of the computed fields are in agreement with experimental findings: for 
example, the distortion levels and signal fluctuations are larger when the sound beam is propagating 
along macrograins than when propagating perpendicular to them. The computations were used to 
critique a proposed approach for estimating signal fluctuation levels from beam distortion statistics, 
and that approach was found to be reasonably accurate. 
4.2 Simulations Using the Two-Scale Duplex Microstructural Model 
In this section we present our simulation results with the new microstructure model which is based 
on Monte-Carlo Potts model. The emphasis is on the two-scale macrograin/colony type microstructures 
which are often seen in a + (3 titanium alloys. This new microstructure model produces more realistic 
grain shapes and acoustic velocity assignment for grains. Figure 4.24 shows an example of such a 
simulation. The simulated microstructure has elongated macrograins and equiaxed colonies. From left 
to right the three images are: the simulated two-scale microstructure; the real part of the incident 
Gaussian beam wave field, and the real part of the calculated wave field which shows the wave front 
distortion caused by the microstructure. From such a simulation we can calculate a number of useful 
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Model microstructure Beam in homogeneous Beam in model 
medium microstructure 
Figure 4.24 An example of a model calculation for the wave field distorted by 
microstructure. 
ultrasonic quantities such as backscattered noise, back-wall responses, and flaw responses, by applying 
Auld's electromechanical reciprocity principle. 
4.2.1 Two Extreme Cases 
We first carried out a series of calculations for the two extreme cases, i.e. the "one colony per macro-
grain" case and the "many colonies per macrograin" case. The former represents the one extreme of 
the microstructure where the colony sizes are very large, while the latter represents the other extreme 
where colony sizes are very small. For each configuration we generated three kinds of microstructures: 
macrograins elongated parallel to the wave propagation direction, equiaxed macrograins, and macro-
grains elongated perpendicular to the wave propagation direction. 200 samples were generated for each 
of the three kinds of microstructures for each configuration, with different average grain sizes in the 
"thin" dimension of the macrograins ranging from 80 to 500^m. The size of the inhomogeneous area 
is 1cm x lcm, all calculations were carried out assuming a 5MHz incident plane wave. For elongated 
grains the grain elongation aspect ratio is 6:1. Ensemble averages of selected ultrasonic properties were 
calculated. 
Figure 4.25 shows the three microstructure configurations, and Figure 4.26 shows the ensemble 
averaged backscattered noise levels for the two extreme cases. Note that for a given average macrograin 
diameter, the noise level is almost ten times higher in the "one colony per macrograin" case, indicating 
that larger sized colonies generate more backscattering. Also note that the predicted noise level is 
greatest when the sound beam propagates perpendicular to the macrograin elongation direction, which 
agrees with experimental observations [23]. Figure 4.27 shows the ensemble averaged back-wall response 
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Figure 4.25 The three kinds of microstructure configurations. The upper row: 
one colony per macro-grain; the lower row: "many" colonies per 
macro-grain. Colors are scaled for each row of pictures to represent 
different wave speeds. 
Example 1 : One colony 
per macrograin 
^ 0.5 
0 200 400 600 
Macrograin diameter in the thin 
dimension (microns) 













0 200 400 600 
Macrograin diameter in the thin 
dimension (microns) 
Figure 4.26 Average backscattered noise level calculated over 200 simulated 
microstructure samples for different grain sizes. 
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per macrograin 
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Macrograin diameter in the thin 
dimension (microns) 
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dimension (microns) 
Figure 4.27 Average back wall response fluctuation levels calculated over 200 
simulated microstructure samples for different grain sizes. 
fluctuation levels. One notes in Figure 4.27 that the fluctuations of back-wall response are much greater 
for larger colony sizes, and the predicted fluctuations are greatest when the sound beam propagates 
parallel to the macrograin elongation direction. This is also in agreement with experiment observations 
Figure 4.28 - Figure 4.31 show how the FBH and back-wall signal fluctuations vary with sample 
thickness, grain sizes and macrograin elongation direction with respect to the beam propagation direc­
tion for the two extreme cases. In each of these experiments, a focused Gaussian beam with half beam 
width of 0.2cm is propagating in the x direction (which is downward in the figures) and the geometric 
focal length of the Gaussian beam is 0.5cm. In these simulations the relationship between the grain 
diameter in the thin direction and different Monte Carlo Steps (MCS) are listed in Table 4.2. It can 
be seen from these figures that: (1) both FBH and back-wall signal fluctuations reach a minimum near 
the incident beam focal plane; (2) for the equiaxed macrograins and macrograins elongated parallel to 
the wave propagation direction, increasing grain sizes causes both FBH and back-wall signal fluctuation 
levels to increase; while for the macrograins elongated perpendicular to the wave propagation direction, 
the macrograin sizes have complicated effects on the signal fluctuation levels. 
4.2.2 Between the Two Extremes 
Between the two extremes discussed above are the most general cases of this two-scale macro-
grain/colony type microstructures which can often be seen in full lamellar a + (3 titanium alloys such 
[23] 
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One Colony inside Each Macrograin 
Equiaxed Macrograins 
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Figure 4.28 Back-wall signal fluctuation for "One Colony Per Macrograin". 
Incident wave is a focused Gaussian beam propagating in the x 
direction and focused at the center of the domain. 
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Figure 4.29 FBH signal fluctuation for "One Colony Per Macrograin". Inci­
dent wave is a focused Gaussian beam propagating in the x direc­
tion and focused at the center of the domain. 
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Figure 4.30 Back-wall signal fluctuation for "Many Colony Per Macrograin". 
Incident wave is a focused Gaussian beam propagating in the x 
direction and focused at the center of the domain. 
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Figure 4.31 FBH signal fluctuation for "Many Colony Per Macrograin". Inci­
dent wave is a focused Gaussian beam propagating in the x direc­
tion and focused at the center of the domain. 
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(1). MCS1=800; MCS2=10 
Ave. Colony Diameter: 77.6 //m 
(5). MCS1=800; MCS2=800 
Ave. Colony Diameter:312.5 /vm 
(3). MCS1=800; MCS2=100 







(2). MCS1=800; MCS2=50 
Ave. Colony Diameter: 132.2 //m 
(4). MCS1 =800; MCS2=400 
Ave. Colony Diameter:266.3 //m 
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• J9 
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(6). MCS1 =800; MCS2=1200 
Ave. Colony Diameter:332.4 /jm 
Figure 4.32 The two scaled microstructures. Colorbars show the scale of wave 
speed. Average m aerogram sizes are the same for all six cases, 
while average colony size increases from 77.6 fim. in (1) to 312.5 
yum in (6). Macrograin size in the thin direction is 482 fim, the 
macrograin aspect ratio is 6:1. 
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Table 4.2 The macrograin diameters corresponding to different Monte Carlo 
Steps (MCS) 
MCS 50 100 200 400 800 
Grain sizes (//m) 140 183 248 343 482 
as Ti-6A1-4V under certain heat treatment conditions. The two-step Monte Carlo simulation procedure 
for generating this type of microstructure is very time consuming, thus we only have a limited number 
of simulation results. We have carried out simulations to study the colony size effects on FBH and 
back-wall signal fluctuation levels. In these simulations the macrograins are elongated with an aspect 
ratio of 6:1, and before they were stretched to this aspect ratio they were equiaxed and were grown 
in 800 Monte Carlo Steps, which corresponds to an average grain diameter of 482/mi. The colonies 
were grown inside these elongated large macrograins with different Monte Carlo Steps. Figure 4.32 
show examples of these microstructures. For each of these microstructure, an ensemble of 200 sample 
realizations have been generated. 
Figure 4.33 shows how the backscattered noise and back-wall fluctuation levels vary with different 
colony sizes. In these calculations a plane wave is propagating in the "x" direction, and the elongated 
macrograins are either parallel to the wave propagation direction or perpendicular to the wave propa­
gation direction. Macrograin sizes are the same for all six microstructures (482 fim in the thin direction 
and with an aspect ration of 6:1) while the average colony diameter increase from 77.6 //m in (1) to 
332.4 iim in (6). It can be seen from panel (1) of Figure 4.33 that the backscattered noise level changes 
with colony size in a complicated fashion, and depends on the orientation direction of the macrograins. 
The trend of the red curve (macrograins perpendicular to the wave propagation direction) changes at 
about 332 /xm, while the blue curve (macrograins parallel to the wave propagation direction) does not 
have such behavior. This phenomenon might be related to the fact that the growth of the colonies are 
limited by the macrograins, and when the colonies grow to certain sizes, they are limited in one direc­
tion by the elongated shape of the macrograins and also become elongated in the macrograin direction 
instead of remaining equiaxed. This effects can be seen from Figure 4.32 where some of the colonies in 
(6) show signs of elongation. Due to the limited data points, further simulation work is needed to fully 
understand this phenomenon. Panel (2) of Figure 4.33 generally shows that the back-wall fluctuation 
level increases with the colony size increases. 
Figure 4.34 - Figure 4.35 show how FBH and back-wall signal fluctuations for the two scale mi­
crostructures vary with the different sample thickness and different colony sizes. In these simulations 
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Figure 4.33 The Backscattered noise levels and back-wall fluctuation levels vs. 
the average colony sizes for the two-scaled microstructure shown 
in Figure 4.32. 
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Figure 4.34 Back-wall signal fluctuation for two-scale microstructures. Inci­
dent wave is a focused Gaussian beam propagating in the x direc­
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Figure 4.35 FBH signal fluctuation for two-scale microstructures. Incident 
wave is a focused Gaussian beam propagating in the x direction 
and focused at the center of the domain. 
89 
a Gaussian beam in propagating in the "x" direction and is focused at the center of the center of the 
calculation domain. The macrograins are parallel to the wave propagation direction in one case, and 
perpendicular to the wave propagation direction in the other. In these figures, "alpha" refers to the 
extreme case where only one a colony inside each macrograin while "macro" refers to the other extreme 
where too many a colonies are inside each macrograin so that each macrograin can be seen as a con­
tinuum. These simulation results show that increasing the colony sizes increases the back-wall signal 
fluctuation level no matter how the macrograins are oriented. For FBH signals, increasing colony size 
will increase the FBH fluctuation level if the macrograin is parallel to the wave propagation direction, 
and will have complicated effects on FBH signal fluctuation level if the macrograin is perpendicular to 
the wave propagation direction. 
4.3 Summary 
In this chapter we systematically studied the microstructure-induced beam distortion, backscattering 
and flat bottom hole and back-wall signal attenuations and signal fluctuations using the numerical 
models we developed in the previous two chapters. These simulation results are qualitatively consistent 
with our past experimental observations. In some cases the simulations generate complicated results, 
which need further experimental and simulation studies to clarify. In this chapter we also presented the 
results of a simulation study which verified a 2D equivalent of an approach proposed by Yu and Margetan 
for characterizing ultrasonic wave field distortion, and the beam distortion effect of the grain elongation 
direction with respect to the beam propagation direction has been studied using this approach. 
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CHAPTER 5 SUMMARY AND FUTURE WORK 
The objective of this research project was to develop a better understanding of the complicated 
ultrasound - microstructure interactions which can greatly influence the ultrasonic inspections of ma­
terials with complex microstructures, such as the titanium alloys widely used in aero-engine rotation 
parts. The ultrasound - microstructure interactions include backscattering, ultrasonic beam distortion, 
and ultrasonic signal fluctuations. Ultrasonic backscattering has been studied successfully in the past 
based on the single scattering assumption and the Born approximation, while in the forward direction, 
the ultrasonic beam distortion and signal fluctuations can not be treated in a similar manner because 
multiple scattering effects play an important role in these cases and single scattering assumption does 
not hold. 
The work presented in this dissertation represents one step toward better theoretical understanding 
of the beam distortion and signal fluctuation phenomena by taking the approach of numerical simulation. 
After a brief introduction and literature review in chapter 1, in chapter 2 we developed a numerical 
model to solve the problem of wave propagation in an inhomogeneous medium. We think that this 
simplified numerical model catches the important characteristics of wave motion and has the capability 
of simulating many wave propagation and scattering phenomena, for example, it has been demonstrated 
that the multiple scattering effects are included in this numerical model. Auld's electromechanical 
reciprocity principle has been used to calculate the received ultrasonic signals from the simulated wave 
fields. In chapter 3 we developed a realistic microstructure model based on Monte Carlo simulations to 
model the two-scale macrograin/colony microstructures commonly seen in full lamellar a + (3 titanium 
alloys. In chapter 4 we carried out a series of numerical simulations using these two models to study 
the microstructure-induced ultrasonic beam distortion and signal fluctuation phenomena and their 
dependence on experiment factors such as beam focal condition, wave propagation distance, size of 
reflectors (a FBH or a back-wall), and the material microstructure features such as macrograin sizes and 
orientations, colony sizes, etc. These simulations qualitatively confirmed a series of signal fluctuation 
phenomena that have been observed in previous experiments. These results include the observations 
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that: (1) FBH and back-wall signal fluctuations are minimum when the beam is focused near the FBH 
or the back-wall; (2) for elongated grains, ultrasonic signal fluctuations tend to be larger when the 
beam is propagating parallel to the grain elongation direction, lower when the beam is propagating 
perpendicular to the grain elongation direction, while backscattered noise levels generally show the 
opposite dependence on the elongated grain orientation directions; (3) apparent attenuations deduced 
from FBH or back-wall reflections are dependent on the experimental conditions, the attenuations 
deduced from back-wall signals using a planar probe are lower when the beam has travelled longer 
distance in the material. It is also been demonstrated in this chapter that the Born approximation, 
which is a single scattering approximation, gives obviously incorrect results in reflected FBH and back-
wall signal simulations. The simulation results show that generally ultrasonic properties depend on 
the material microstructure features in a very complicated fashion. Also in this chapter, a method 
of characterizing the 2D wave field distortions using simple parameters has been formulated following 
a similar 3D experimental technique developed by other researchers. This method was tested and 
verified using our numerical models, and the wave field distortion as influenced by the directions of 
beam propagation and grain elongation were studied in terms of these simplified parameters, and the 
simulation results agree with our experimental observations qualitatively. In some cases the simulation 
produced complicated results which requires further simulations or experimental studies to verify and 
explain. Generally, being able to directly visualize the 2D distorted wave fields has made it easier for 
us to understand how the wave fields are perturbed by the random inhomogeneous media. 
Although these models in their current forms are working nicely, they need to be improved further 
to give better answers, and this can be a future research topic. Currently the model predictions are in 
qualitative agreement with our experiment observations. The 2D nature of these models has made their 
results hard to compare with real experiments in a quantitative manner. To be able to give numerically 
accurate simulation results, we need to modify the wave propagation model to take into account the 
vector nature of elastic wave propagation, and extend this 2D model to 3D to treat real wave propagation 
and scattering problems encountered in ultrasonic inspections. However, the limited computational 
power currently at our disposal, the statistical nature of problem and the requirement of calculating 
ensemble averaged quantities may limit the model development in this direction. Nevertheless we think 
the next step would be to extend this 2D scalar wave propagation model to a 3D scalar model, which is 
more useful and easier to develop than a full vector wave propagation model. The microstructure model 
can be improved by considering using a 3D Monte Carlo simulation. Another possible improvement on 
microstructure model is to include texture effects. We have ignored the texture effects in our current 
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microstructure model by assuming that the macrograins are all randomly oriented, every colony takes 
one of the six orientation variants with equal probability. Texture is generally present in titanium alloy 
parts and may be an important factor in ultrasonic inspections of Ti alloy parts. By including the 
texture effects the microstructure model will be more close to reality. 
Given the availability of the current 2D model, or better yet a 3D model, an important engineering 
step would be a set of "production" calculations in which the dependence of signal fluctuation level and 
attenuation on multiple experimental parameters is explored. Although rather time consuming and 
beyond the scope of this dissertation, these would provide insight into the functional dependence of the 
signal fluctuation level and attenuation on those experimental parameters, and perhaps provide insight 
into more simple analytical description of these complex phenomena. 
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