Purpose: Cardiac positron emission tomography/magnetic resonance imaging (PET/MRI) acquisition presents novel clinical applications thanks to the combination of viability and metabolic imaging (PET) and functional and structural imaging (MRI). However, the resolution of PET, as well as cardiac and respiratory motion in nongated cardiac imaging acquisition protocols, leads to a reduction in image quality and severe quantitative bias. Respiratory or cardiac motion is customarily addressed with gated reconstruction which results in higher noise. Methods: Inspired by a method that has been used in brain PET, a practical correction approach, designed to overcome these existing limitations for quantitative PET imaging, was developed and applied in the context of cardiac PET/MRI. The correction approach for PET data consists of computing the mean density map of each underlying moving region, as obtained with MRI, and translating them to the PET space taking into account the PET spatial and temporal resolution. Using these tissue density maps, the method then constructs a system of linear equations that models the activity recovery and cross-contamination coefficients, which can be solved for the true activity values. Physical and numerical cardiac phantoms were employed in order to quantify the proposed correction. The full correction pipeline was then used to assess differences in metabolic function between scar and healthy myocardium in eight patients with recent acute myocardial infarction using [ 11 C]-acetate. Data from ten additional patients, injected with [
INTRODUCTION
Magnetic resonance imaging (MRI) and positron emission tomography (PET) are two important imaging modalities that are often employed in cardiac studies, providing complementary functional, structural as well as metabolic information. With the introduction of simultaneous PET/MRI acquisition in 2010, novel imaging applications in cardiology have utilized the intrinsic alignment of PET and MR data. 1 Contrary to MR imaging, which can provide high-resolution images during breath-holds, PET imaging is still limited by its low spatial resolution leading to quantitative bias known as partial volume effects (PVE). 2 In addition, to ensure good counting statistics, acquisition times of a few minutes are required, which leads to additional blurring and quantitative inaccuracies caused by the cardiac and respiratory motion of the subject. This is particularly problematic for the quantification of small regions such as infarct tissues. One way to address respiratory or cardiac motion artefacts, is to use respiratory and/ or ECG-based gating which enables sorting collected PET events into different bins (gates) based on the respiratory and/ or ECG signal and allows reconstruction of each gate individually. 3 However, gated imaging results in higher noise in each gate as only a fraction of the total counts is used for reconstruction.
Motion compensation in PET imaging is a growing field with the introduction of PET/MRI. 4 Advanced reconstruction algorithms have recently been proposed as an alternative to gating in order to cope with the low counting statistics, as demonstrated in the recent work by Kolbitsch et al. 5 which relies on an additional three-dimensional (3D) free-breathing MR acquisition to help bin the PET data. Wang et al. 6 used instead cardiac motion fields from the gated MR to correct PET perfusion images. These recent methods, as well as some less recent [7] [8] [9] showed promising results in increasing the motion-corrected image quality. However, all of these methods are based on PET reconstruction algorithms that are not readily available and cannot be used on retrospective data or standard pipelines.
In this paper, we propose a postprocessing approach to correct for cardiac motion without the need for gating. Inspired by Din et al., 10 who corrected for PVE in SPECT imaging, we use the available Cine MRI dynamic sequence usually acquired in cardiac PET/MR studies to compensate for cardiac motion. Our approach models the PET image formation process including the kinematics of the underlying tissues caused by cardiac cycles as well as the spatial resolution of the system, allowing correction of tissue activity measurements. In this work, the correction method was validated using a moving phantom experiment and applied to patient PET/MRI cardiac data. To the best of our knowledge, this is the first time this method has been proposed to automatically correct physiological motions and spillover in cardiac PET studies without the need for gating.
In summary, compared to existing methods, we propose:
• a postprocessing approach using preacquired dynamic MR images to correct PET regional measurements, without the need for a dedicated reconstruction software or extra sequences,
• a simple-to-implement PVE correction adjusted for moving objects (tested on cardiac motion but applicable to any kind of motion),
• a method that increases the signal-to-noise ratio and contrast-to-noise ratio in the PET image compared to gated approaches without extra acquisition time,
• a method that does not affect the original PET image but enables more accurate regional quantification.
MATERIALS AND METHODS

2.A. Available PET/MR data
We implemented the correction approach for cardiac PET/ MRI studies acquired on the integrated PET/MRI Siemens Biograph mMR scanner (Siemens Healthineers, Erlangen, Germany) for which, during the collection of the PET events, a standard cardiovascular magnetic resonance (CMR) protocol is performed. In addition to providing important structural and functional information complementary to molecular PET, these MR data provide the dynamic structural information for the correction.
Dixon MRI image The Dixon image is acquired in breath hold mode in the standard 3D plane with the same referential position as the PET. It is usually performed at the beginning of the PET acquisition and is used for attenuation correction of the acquired PET data. MR Cine short-axis (SAX) stack of Cine images. Cine image resolution was 1.42 9 1.42 9 10 mm 3 and the sequence contained 25 frames per cardiac cycle. They are used in this work for the delineation of the left and right ventricles.
LGE image (optional, acquired for myocardial infarct studies) SAX stack of late gadolinium enhancement (LGE).
LGE images are acquired 10 min after injection of 0.2 mmol/kg Gadovist. These static images are used to assess the structure of the muscle, identify and delineate the scars, and infarct tissues. LGE image resolution was 1.33 9 1.33 9 10 mm 3 . PET image PET data were histogrammed in one (Static PET) or multiple (Dynamic PET) time frames and reconstructed with the ordinary Poisson iterative reconstruction algorithm with Point Spread Function modeling 11 with all corrections applied and using 3 iterations, 21 subsets. Each reconstructed volume was a 344 9 344 9 127 matrix with a voxel size of 1.39 9 1.39 9 2.03 mm 3 . A 2-mm postreconstruction Gaussian smoothing was applied to each reconstructed image. The attenuation map, required for quantitative PET image reconstruction, was derived from a Dixon MRI sequence acquired at the beginning of the PET acquisition. Figure 1 illustrates the main steps of the correction pipeline. Our correction approach for PET data consists of computing the mean density map of each underlying moving region, as obtained with MRI, and translating them to the PET space, taking into account the PET spatial and temporal resolution. First, the different tissues were segmented from the MR Cine (and LGE images if available) before performing a rigid-body alignment of the MR Cine sequence (and their derived tissue masks) and the PET image via the use of the Dixon anatomical image acquired at the beginning of the PET acquisition. This reduces mis-registration due to respiratory or patient motion (Step 1 in Fig. 1 ). The complexity of cardiac motion makes this rigid-alignment inaccurate but the use of the density maps, explained later, compensates for this approximation. When available, infarct tissues are extracted from LGE images and registered to the Cine sequence (Step 2 (optional) in Fig. 1 ). Since only static infarct tissues are available from the LGE images, to account for the kinematics of these regions, pseudo-dynamic LGE images (and dynamic infarct tissue maps) were synthesized by propagating the static maps into each time frame using motion fields estimated from the Cine MRI data.
2.B. Description of the correction pipeline
2.B.1. Theory of the proposed approach
The design of the proposed approach was inspired by the work of Rousset et al. 2 for PVE correction in the context of brain studies and is extended here to moving objects. The approach assumes that the dynamic object f(r) being imaged in PET can be decomposed into N s static images I s (r) of duration d s :
where r and s are respectively the space and time coordinates in the dynamic image. It also assumes that each static image
Under these considerations and assuming that the formation process of the PET image g (r) can be well approximated by the convolution of the true object f(r) by the Point Spread Function h(r) we can obtain the following relation:
with the density image S i (r) being computed for each moving structure i as follows:
The mean activity value t j observed in structure j using ROI j , is then given by
with x ij representing the contribution of each tissue structure to any defined ROI j of the image.
where Npix j is the number of pixels in ROI j . Note that for i = j, the factors x ij correspond to recovery coefficients, while they represent cross-contamination factors otherwise. Hence, a system of linear equations can be established between the vector of the measured activities t, the vector of true activities T, and the
which can be solved for the true activity T if Ω is a full-rank matrix. Due to matrix inversion instability, this approach only guarantees correction for regional measurements, not individual pixels. Note that this correction approach takes advantage of the higher spatial sampling of the MR voxels, allowing tissue fraction (existence of several tissues within the same PET voxel), in addition to PVE correction.
2.B.2. Definition of the dynamic tissue maps D s,i (r)
Under the assumption that the basic structures are homogeneous, the dynamic tissue maps are defined by segmenting the various structures on the given dynamic images. As for every MRI cardiac study, the MR Cine were segmented in order to obtain fundamental functional parameters. In this study, for each time frame of the Cine MRI images, the 3D volumes corresponding to the left ventricle (LV) endocardium, LV myocardium, and to the right ventricle (RV) endocardium were automatically delineated using the deep learning U-Net algorithm 12 adapted to cardiac segmentation 13 and then further corrected manually to ensure segmentation accuracy. Papillary muscles and trabeculations were included in the blood pool for smoother surfaces. From this segmentation resulted the definition of three regions of interest (LV endocardium, LV myocardium, and RV) for the computation of the density maps. In the case of myocardial infarction studies, the myocardium can no longer be considered homogeneous and so, another structure is added to account for infarct tissue. To define such regions, LGE images were also acquired after gadolinium injection. Infarct tissue definition involved an automatic delineation of the LV (endocardium and epicardium) from the LGE image using our newly developed deep learning U-Net model 14 followed by a semi-automatic segmentation of the scar using the Otsu model. 15 Similar to Cine images, LGE segmentations were corrected manually to ensure high accuracy of the proposed correction pipeline. Unlike Cine images, LGE images are static and acquired at end-diastole. In order to generate dynamic maps of scars and infarct tissue, we computed the elastic motion fields between the end-diastolic frame of the MR cine images and each other frame, and applied them to the static LGE image in order to generate pseudo-dynamic LGE images and corresponding tissue maps. The motion fields were captured using the Temporal Diffeomorphic Free Form Deformation (TDFFD). 16 TDFFD registration was originally developed to track the cardiac motion in 3D Ultrasound images and 3D Tagged MRI. It is intended to optimize a four-dimensional (4D) velocity field parametrized by B-Spline kernels. According to the results of the 2012 STA-COM challenge on motion tracking, 17 the TDFFD algorithm also performs well on MR Cine images. From segmentation and generation of motion fields, another region of interest (scar) was defined for the computation of the density maps.
2.B.3. Computation of the density maps S i (r)
Then, the mean density map S i (r) [Eq. (3)] was computed for each underlying moving tissue i by averaging the 25-timeframes tissue maps D s,i (r) previously obtained from the Cine and LGE segmentation (when available). To reproduce the effect of the PSF, the average maps were first smoothed by a Gaussian kernel (full width half maximum (FWHM) of 4 mm). A second smoothing (FWHM of 2 mm) was applied to reproduced the Gaussian smoothing applied to the PET reconstructed image, thus making the density maps of the same resolution as the PET image. Note that in this work, we used the same kernel for the correction of endocardium, LV myocardium, RV, and (optional) scar). They were used to measure the uncorrected values t j from the PET images as well as to compute the weighting factor matrix Ω. An example of a density map obtained for the LV myocardium, which accounts for the kinematics as well as for the PET spatial resolution is shown in Fig. 2 (left). Various ROIs can be defined by selecting voxels whose values are above a predefined threshold f (regions for f = 0%, 50% and 80% are shown -left). Note that the lower the threshold, the bigger the region leading to increased overlaps with neighboring density maps as shown in Fig. 2(right) . Finally the corrected values T i were obtained by solving the system of linear equations [ (6)].
In order to avoid oversegmentation or undersegmentation, the threshold f was chosen automatically so that the number of pixels in the final ROIs matches the number of pixels in the original end-diastole segmentation.
2.C. Validation experiments
The presented correction method was evaluated using: (a) a physical phantom PET/MRI experiment of a moving heart model; (b) a simulated PET/MRI cardiac experiment with the 4D extended cardiac-torso (XCAT) phantom 18 ; and (c) existing data from two patient cardiac PET/MRI studies. Both human studies were approved by the National Healthcare Group Domain Specific Review Board and written informed consent was obtained from all patients. In addition, patients with MR contraindications such as metallic implants, pacemakers, or claustrophobia were excluded.
Physical phantom experiment To represent the same number of regions as in the human cardiac data, phantom tests were performed using the heart insert from a Heart/Thorax phantom (Radiology Support Devices, Long Beach, CA, USA) and a MRI Compatible Linear Motion Stage (model MR-1A-XRV2, Vital Biomedical Technologies, London, Ontario, Canada). The heart insert consisted of interconnected left and right ventricular chambers, a wall chamber, and two independent lesion chambers. An experiment was performed with the ventricular chambers left empty, a solution of Magnevist contrast agent and [ 18 F]-FDG in the walls and central lesion chamber, and a solution of Magnevist only in the second scar chamber (volume = 10 ml), which was located in the wall and adjacent to the left ventricular chamber. 0.8 ml Magnevist, 47.7 MBq of [
18 F]-FDG and 300 ml of water was mixed to produce the solution used for the wall and central lesion chambers. The scar chamber contained 1.2 ml of Magnevist and sufficient water to fill it, to ensure its visibility in LGE image. The heart phantom was placed on a wheeled platform which was positioned at the isocenter of the Biograph mMR magnet. A flexible six-channel body array coil was positioned over the heart phantom and platform, stationary with respect to the magnet. The wheeled platform was linked to the moving stage of the linear motion system by a 1-m-long rod. This allowed the position of the electronic components of the linear stage to be outside of the main bore of the Biograph mMR, and to accommodate the limited space available under the body array coil. For this test, the stage was configured to move in a sinusoidal pattern, with peak to peak amplitude of 20 mm and a period of 2000 ms for 10 min. As the direction of motion was generally perpendicular to what would be seen in the human body, the phantom was rotated 90 ∘ in the X-Z plane. For comparison of image quality, a PET acquisition of the same duration was also performed while the stage was static through the duration of the scan. MR and PET data were acquired simultaneously for 10 min. The PET acquisition was performed simultaneously with the MR short-axis Cine sequence using a synthetic ECG signal synchronized to the moving stage period. In the static case, Dixon MRI and PET were acquired simultaneously with a nondynamic, short-axis LGE sequence. PET data were histogrammed and reconstructed into a single frame. Simulated phantom experiment Using the digital 4-D NURBS-based Cardiac-Torso (XCAT) phantom, 18 we generated a dynamic torso phantom consisting of 16 time frames representing the heart cycle. Each volume was a 550 9 550 9 378 matrix with a voxel dimensions of 1 mm 3 . From this dynamic phantom, a typical [ 18 F]-FDG cardiac PET experiment was simulated using the PET-SOR-TEO Monte Carlo simulation software, 19 modeling the system response of the Siemens PET/MRI system. 20 Reference activity concentrations were defined for each organ or region (activity in lungs = 969 Bq/cc, liver = 8515 Bq/cc, scar = 10,000 Bq/cc, myocardium = 50,131 Bq/cc, and background = 5000 Bq/cc) from actual [
18 F]-FDG cardiac PET data. Simulated counts were histogrammed into a single static 3D sinogram (no gating) and reconstructed using the standard reconstruction protocol (with and without PSF to investigate the influence of PSF reconstruction) into a 344 9 344 9 127 matrix with a voxel size of 1.39 9 1.39 9 2.03 mm 3 Study population 1 As part of a prospective study on diabetes, ten volunteers (2 females, 8 males, mean age 49.5 AE 8.0 yr, mean weight 66.3 AE 12.7 kg) without known cardiovascular disease underwent standard glucose preparation. Subjects were fasted for a minimum of 6 h followed by 75 g of oral glucose 2 h prior to the scan. One hour after the oral glucose load, insulin was administered 21 C]-acetate and PET data were collected dynamically for 30 min, immediately after injection. The first 3 min of the PET data were reconstructed using multiple frames, as 6 9 5s,6 9 10s,3 9 30s. The last 10 min of the PET acquisition were reconstructed into a single frame. Simultaneously to PET acquisition, a standard CMR protocol was performed including short-axis stack of Cine images as well as short-axis stack of LGE images 10 min after injection of 0.2 mmol/kg Gadovist. ECG-based PET gating was not available for this second study.
2.C.1. Method comparison
Three methods to measure the regional activity in the myocardial regions were compared. The first one, named No Correction, simply consisted of measuring the activity from the PET images using the aligned static masks derived from the end-diastolic cine images. As a first correction approach, named Optimized ROI, we defined each ROI by thresholding the corresponding density map, with the goal of maximizing the recovery of the tissue activity while minimizing contamination from neighboring structures due to motions and limited spatial resolution. For fair comparison between the methods, the ROI threshold f is automatically adjusted to equate the ROI size (in pixels) of the static end-diastole masks. A higher threshold would lead to less contamination but also an underrepresentation of the region activity. Finally, the full correction involving the linear system resolution is referred to as Full Correction. Note that in this latter case, the ROIs derived using the Optimized ROI method were used.
2.C.2. Physical and numerical phantom validation
Activity concentrations in the myocardium and scar as well as in adjacent regions (such as the LV and RV endocardial regions for the physical phantom and the blood pool, lungs, and liver for the simulated phantom) were measured from each reconstructed phantom images following the No Correction, Optimized ROI, and Full Correction approaches.
For every region, activity recovery coefficients were then computed for each of these measurements as the ratio of the obtained activity concentration and the theoretical activity concentration. For the physical phantom, the theoretical activity concentrations were decay-corrected to account for the scanning period while they were imposed as reference values for the numerical (XCAT) phantom. Ideally, the recovery coefficient for the hot regions is 100% (only myocardium for the physical phantom experiment) and 0% for any other cold regions (scar or cavities for the physical phantom experiment). However, it is expected that the resolution of the scanner and the motion of the phantom will lead to reduced recovery in the myocardium and contamination in the other regions.
2.C.3. Evaluation against ECG-gating: study 1
The last 10 min of the collected PET data ([ 18 F]-FDG) were histogrammed into a single static frame using no gating, two gates of equal length (referred to as method ECG 2 ) and four gates (referred to as method ECG 4 ). For fair comparison in terms of number of counts, nongated reconstruction was also performed using the last 5 min (to compare with ECG 2 method) and the last 2.5 min (to compare with ECG 4 method) of the acquisition, and the proposed correction pipeline applied. Two metrics were used in order to compare ECG-gating, no gating, and the proposed approach. The signal-to-noise ratio (SNR) and the contrast-to-noise ratio (CNR) were computed similar to the work by Yan et al. 22 using Mean(R i ) as the mean PET activity and SD(R i ) the standard deviation of the PET activity within the region R i (namely LV endocardium, LV myocardium and RV):
where the background was defined as a spherical region within the lungs. For the Full Correction approach, the SNR was measured using the corrected global value divided by the standard deviation of the optimized ROI. For the gated reconstruction, regions R i were defined from the myocardium masks extracted from the Cine segmentation that best matched the PET image. For instance, we found experimentally that the 13th myocardium mask of the Cine segmentation best matched the first ECG 2 PET image while the last myocardium mask was the best aligned with the second ECG 2 PET image. For the nongated reconstruction, myocardium activity levels were measured using the three approaches: No Correction, Optimized ROI, and finally using the proposed correction (Full Correction). All gated PET images were analyzed (two for ECG 2 and four for ECG 4 ) but for more condensed results, the PET images demonstrating the best SNR and CNR were selected for the comparisons. One-way ANOVA was first used to compare the 11 methods (ECG 2 , ECG 4 , and No Correction, Optimized ROI, and Full Correction for each of the 10, 5 and 2.5 min reconstructed images). Subsequently, and after verification that the data were normally distributed, pair-wise Student's t tests (two tails) between the best method and the 10 others were performed using a significance level of 0.005 (due to Bonferroni correction for 10 tests).
2.C.4. Difference between healthy and infarct tissue: study 2
Activity uptakes in the scar and healthy myocardium were measured following the No Correction, Optimized ROI, and Full Correction approaches. The relative difference of the PET activity (AC) in the late frame was computed for all patients:
DAC ¼ ACðHealthyÞ À ACðInfarctÞ ACðHealthyÞ Ã 100 (7) Box plots and pair-wise Student's t tests were used to compare the methods using a significance level of 0.017 (with Bonferroni correction for three methods).
RESULTS
3.A. Phantom evaluation
The PET images of the moving and static phantoms were successfully acquired for 10 min (see Fig. 3 ). One can appreciate that the PET activity is clearly higher in the myocardium than in the cavities and scar zone. However, the PET image obtained with the moving phantom is clearly blurrier and exhibits reduced contrast when compared to the nonmoving case.
Recovery coefficients as well as contamination factors obtained with the phantom data and using no correction, the Optimized ROI and with the Full Correction approaches are also presented in Fig. 3 . We can note that when no correction is applied, only 50% of the myocardial activity is recovered, while contamination of between 5% and 20% is observed in the cold regions (LV and RV endocardium and scar tissue). The optimized ROI approach led to an increased recovery in the myocardium and lower contamination ranging from 3% to 10% for the other regions. The full correction leads to the highest recovery (roughly 80%) and to further reduced contamination (less than 3%). However, there is persistent contamination in the scar as well as incomplete recovery in the myocardium that can be caused by attenuation, scatter correction inaccuracies as well as MR image resolution leading to erroneous segmentation (in Cine MR slice thickness are usually around 10 mm).
3.B. Simulation results
Realistic anatomical masks and simulated PET image were produced as shown in Fig. 4 where a clear difference is noticeable between the healthy myocardium and scar PET activities. A comparison between the uncorrected and corrected activity recoveries is also shown Fig. 4 : using the PSFreconstructed PET image and only the cardiac regions for correction Full Correction (with PSF); using the PSF-reconstructed PET image and all regions for correction Full Correction (All regions); and using the cardiac regions only on a non-PSF reconstructed PET image Full Correction (No PSF). More than 95% of the simulated activity is recovered using the full correction method compared to a low recovery in the myocardium when no correction, or just an optimized ROI is used. Using only the cardiac regions (myocardium, scar, and blood pool) or including all regions (with liver and lungs) showed no difference, which confirms that the contamination from these other regions is negligible. Additionally, using a PSF-reconstructed PET image yielded a slightly better corrected recovery. Finally, one can notice the high recovery for scar tissue without any correction, which can be explained by the spillage from the hot myocardium (of reference activity five times higher than the scar).
3.C. Evaluation of the proposed correction against ECG-gating: study 1 Figure 5 shows the nongated PET images using 10, 5, or 2.5 min for the reconstruction and two of the reconstructed gated images ECG 2 and ECG 4 .
Gating increased the contrast and reduced the thickness of the myocardium. However, we can note that the noise increased with the number of chosen gates. The 5 min acquisition exhibits a noise level comparable to ECG 2 while having a blurrier myocardium, and similarly for the 2.5 min acquisition compared to ECG 4 . Table I reports the CNR and SNR computed for the five images using the various measurements. For all patients, the Full Correction method using the full 10 min acquisition yielded the highest SNR and CNR. The Full Correction approach also performed better on the shorter acquisitions when compared to the corresponding gated images which proves that the proposed correction incorporates the motion more precisely than gating. One-way ANOVA rejected the null hypothesis (P < 0.001) for both the CNR and the SNR comparisons. Pair-wise paired t tests showed that the Full Correction method on the full acquisition was significantly better than the gated approaches and the optimized ROI approaches for shorter acquisitions. Additionally, performing the Full Correction approach for shorter acquisitions yielded high SNR and CNR comparable to performing the Full Correction on the full acquisition. Using this technique, shorter acquisitions can thus be considered while ensuring precise measurements. Finally, one can notice the increase in accuracy (mean SNR and CNR) is accompanied by an increase in standard deviation (and therefore loss of precision) for the correction methods, as previously observed in the standard PVE method. Figure 6 shows for two patients the contour of the tissue maps for the left myocardium (red) and scar (green) overlaid on the LGE images (left) and PET images (right), proving the necessity of a sophisticated pipeline to assess the true activity in the various zones.
[ 11 C]-acetate has been shown to wash-in and wash-out faster in ischemic hearts, 23 therefore, an increased contrast between healthy (high uptake) and scar tissues (low uptake) was expected in the reconstructed images. Acquiring dynamic PET, immediately after injection allowed visualization of wash-in and wash-out as illustrated in Fig. 7 . As one can notice, the wash-in uptake in the scar tissue is even higher when using the correction methods. Moreover, due to a faster wash-out, the later uptake in the scar tissue should decrease faster than in the healthy muscle. This is also visible in the illustrated example as early as time=150 seconds; this difference is higher using the proposed corrections. Figure 7 also reports statistics of the relative difference in the final uptake between healthy and scar tissues as measured from the PET image without correction, using the Optimized ROI and finally using our proposed correction method, from the static PET image using the last 10 min of acquisition. Without correction, results showed higher uptakes in the scar than in healthy tissue for four patients, which contradicted our expectation and previously published findings. 23 The utilization of the Optimized ROI either inverted the trend or at least reduced the negative relative difference, while the Full Correction clearly led to positive relative difference between healthy tissue and scar tissues for all eight patients. Moreover, on average, the difference was significantly higher (P < 0.001) using the Full Correction than the Optimized ROI and the No Correction method.
DISCUSSION
The resolution of PET scanners as well as cardiac and respiratory motions in nongated imaging acquisition protocols causes incomplete activity recoveries as well as contamination from neighboring regions in ROI-based measurements, leading to severe quantification errors. Depending on the size and magnitude of the motion, this effect can lead to erroneous interpretations as shown in our study. The standard approach of accounting for motion in PET quantitative analysis is to perform gated PET acquisition. Our results showed that gating leads to of a significant reduction of the CNR.
Using the underlying tissue information to derive optimal ROIs is another way to limit quantitative biases caused by motion, by maximizing the recovery while reducing the cross-contamination between structures. However, our experiment using the [
11 C]-acetate data showed that this approach was not sufficient to avoid erroneous interpretations.
Advanced reconstruction methods, such as the work by Karakatsanis et al. 24 which uses expectation-maximization during reconstruction; or Wang et al. 6 and Cal-Gonzalez et al. 25 that utilize motion fields to generate a single motion corrected image preserving the count statistics, would possibly be the most efficient way to account for cardiac and respiratory motion. However, these methods would involve the development of a dedicated reconstruction algorithm as no such reconstruction method is readily available for commercial scanners. With the release of Siemens Cardiofreeze 26 tool in the future, new comparisons will be performed between our proposed correction and the Cardiofreeze reconstruction. Several other approaches have been proposed for dual correction of cardiac and respiratory motion that give very promising results using optimized acquisition protocols. 27, 28 Future cardiac PET/MRI studies will evaluate such approaches, however, in this paper we are intending to solve a postacquisition issue.
In this work, we proposed a generic and simple to implement postprocessing correction approach which takes advantage of the structural information that is simultaneously acquired with the MR submodule. Using the anatomical dynamic information acquired in cardiac MR studies, this method constructs a system of linear equations, that models the activity recovery and cross-contamination coefficients, to solve for the true activity values. The design of this correction approach was inspired by the work of Rousset et al. 2 for PVE correction in the context of brain studies. The possibility of capturing the kinematics of the moving tissue with the MRI allowed extension of this approach to moving objects. Note that while the presented approach is generic, we employed it to correct for cardiac motion only, thus ignoring the respiratory motion. One way to add respiratory motion to the correction approach would be to acquire respiratory-gated MRI images and use nonrigid deformation algorithms to compute the deformation fields between each respiratory positions. Similarly for the creation of the pseudo-dynamic LGE images presented in this paper, pseudo-dynamic MRI images could be computed by applying these deformation fields to the anatomical image describing the regions to characterize.
In the application of this correction to our cardiac PET/ MRI data, we relied on the assumption that the data obtained with PET and MR was intrinsically aligned due to the simultaneous PET/MRI system. However, in some cases, we encountered spatial mismatches between them caused by bulk motion of the patient that occurred during the acquisition sequences. An approach such as the one proposed by Kolbitsch et al. 29 would have been ideal to correct such motion, but this was not an option. Instead, in a preprocessing step, we registered all the data from the same subject to a specific reference defined by the Dixon image (not described here), opening the way to also use this correction approach on PET/MRI data that were acquired sequentially. One could even apply the same approach to dynamic cardiac PET/CT studies.
To apply the proposed correction method, delineations of the different cardiac regions for every frame of the cardiac cycle are required. This could be considered as a limitation of the method, however, such a segmentation is now fully automatic using deep learning methods thus reducing the segmentation time from 30 min to less than 1 min when corrections are needed (which happens around the basal area for roughly 10% cases). Moreover, this segmentation step is already a part of the processing pipeline for cardiac studies involving Cine MRI since it allows the extraction of key functional parameters such as the ejection fraction.
Despite our correction method, errors in the PET quantification still remain. First, standard PET/MRI cardiac studies use Dixon MRI to build the attenuation map. Moreover, due to the difficulties in delineating papillary muscles and trabeculations, the uptake in these tissues was ignored and thus contributed to the blood pool uptake. The method is based on regional PVE correction and therefore assumes regional homogeneity, which, in CMR is a reasonable and very common assumption. For a voxel-wise approach, a similar adaptation of the wavelet correction technique 30 can be considered in future studies.
The proposed method's limitations and simplicity did not prevent satisfactory results. We first employed a cardiac phantom that intended to reproduce the anatomy of the myocardium with a scar lesion while following a cyclic motion to assess the accuracy of the regional measurements obtained with different strategies: no correction, optimized ROI, and our approach. The methods were then compared using simulated realistic [ 18 F]-FDG cardiac data for which the activity uptakes and tissue kinematics were fully controlled. In both cases, the proposed correction leads to the most accurate measurements with the highest activity recovery in hot regions and a very low contamination in the cold regions. It was shown using [ 18 F]-FDG scans that the proposed correction leads to greater SNR and CNR than the standard gating approach. Additionally, we showed that the approach yielded better results than ECG-gating even with shorter acquisitions since it takes into account the full range of motion of the muscle during a cardiac cycle. A greater number of gates (eight or more) could possibly be the best way to freeze the motion but a very large acquisition time would be necessary to keep good statistics. Conversely our method showed that there is no need to increase the acquisition time to efficiently incorporate the cardiac motion in the measurement of global SUV.
Finally, we proved the relevance of this correction using the [ 11 C]-acetate data for which erroneous physiological conclusions could have been made based on the uncorrected data, while this correction led to the expected results.
Future work will focus on comparing this postprocessing method with motion correction PET reconstruction algorithms, when made available, and to include respiratory motion correction using gated Dixon MRI in future cardiac studies.
CONCLUSIONS
We proposed an efficient and simple way to implement correction for the quantitative biases in PET measurements caused by cardiac motion in PET/MRI studies. Validation experiments using physical and numerical phantoms, as well as patient studies showed an improved accuracy and reliability of the measurements with this approach compared to other tested simpler strategies such as gated acquisition or using optimal ROI. 
