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NONCENTRAL LIMIT THEOREM FOR LARGE WISHART
MATRICES WITH HERMITE ENTRIES
CHARLES-PHILIPPE DIEZ AND CIPRIAN A. TUDOR*
Abstract. We analyze the limit behavior of the Wishart matrix Wn,d =
Xn,dXTn,d constructed from an n ! d random matrix Xn,d whose entries are
given by the increments of the Hermite process. These entries are correlated
on the same row, independent from one row to another and their probability
distribution is di!erent on di!erent rows. We prove that the Wishart matrix
converges in law, as d " #, to a diagonal random matrix whose diagonal
elements are random variables in the second Wiener chaos. We also estimate
the Wasserstein distance associated to this convergence.
1. introduction
The Wishart matrices constitutes a class of random matrices with various ap-
plications. Given a n!d random matrix Xn,d, its associated Wishart matrix Wn,d
can be defined as Wn,d = Xn,dX Tn,d, where “T ” denotes the transpose matrix. More
complete descriptions of the Wishart matrices and of their applications in practice
can be found e.g. in the surveys [1] or [7].
Of particular interest is the behavior of the Wishart matrices for large set
data, i.e. when d " # (“one dimensional regime”) of when both n, d " #
(“high-dimensional regime”). Di!erent approaches have been used (eigenvalues
analysis, empirical distribution, Wasserstein distance etc) in order to understand
the behavior of such matrices when the dimensions n, d go the infinity.
The limit behavior of the Wishart matrix Wn,d obviously depends on the prob-
ability distribution of the entries of the starting matrix Xn,d. In their majority, the
references related to this subject assume the independence (and many times the
same distribution) for the entries of Xn,d (see e.g. [3], [4], [6], [11]). Relaxing the
independence hypothesis constitutes a topic of interest with important potential
for applications (see e.g. the discussion in [4]). Such a step has been done in the
work [8], where the authors consider a starting matrix with correlated Gaussian
elements on the rows, the correlation being given by the fractional Brownian noise.
A further step has been made in [2], where the same correlation on rows has been
considered, but the law of the entries of the matrix Xn,d are not Gaussian anymore,
being random variables in the second Wiener chaos (actually, they are increments
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of the so-called Rosenblatt process). Both references [8] and [2] use the techniques
of Malliavin calculus or the stochastic analysis on Wiener chaos in order to prove
the main results.
Our work continues the line of research in [8] and [2]. The novelty is that
we begin with a random matrix whose entries are elements in a Wiener chaos of
arbitrary order and we also allow correlation for the entries on the same row of the
matrix. The entries on di!erent lines are independent but not necessarily with the
same distribution. More precisely, the entries on the ith line are assumed to be
given by the increments of the Hermite process of order qi with qi $ 2 and with qi
possibly di!erent of qj if i %= j. Recall that the Hermite process is a non-Gaussian
self-similar process. It also has stationary increments and it lives in the qth Wiener
chaos. For q = 1 it coincides with the fractional Brownian motion while for q = 2
it is known as the Rosenblatt process. In this sense, we extend the approach in [2]
(where qi = 2 for every i = 1, . . . n).
We show that the limit distribution as d " # of the (properly normalized)
Wishart matrix constructed from a matrix with Hermite entries in the qth Wiener
chaos converges (componentwise) in distribution to a n! n diagonal random ma-
trix, whose diagonal elements are Rosenblatt random variables (i.e. the value at
time 1 of a Rosenblatt process) living in a second Wiener chaos or they vanish. We
also measure the Wasserstein distance between the renormalized Wishart matrix
and its limiting random matrix. Our proofs rely on the properties of the random
variables in Wiener chaos and in particular on the behavior of the quadratic and
cross variation of the Hermite process.
We organized our work as follows. In Section 2 we recall the basic facts related to
the Hermite processes and to the Wasserstein distance. In Section 3 we introduce
the random matrix Xn,d and we analyze the limit behavior in distribution of its
associated Wishart matrix. In Section 4, we estimate the Wasserstein distance
which corresponds to this convergence in law. The last section (Section 5) is
the Appendix which contains the definition and the properties of the multiple
stochastic integrals.
2. Preliminaries
In this preliminary part, we recall the definition and the main properties of the
Hermite processes and of the Wasserstein distance between two random matrices
and between two randon vectors.
2.1. The Hermite process. We will denote by (Z(q,H)t )t!0 the Hermite process





. It is a self-similar
process, it has stationary increments and long memory and its trajectories are
Hölder continuous of order ! for every ! & (0, H). For every t > 0, the random
variable Z(q,H)t is an element of the qth Wiener chaos and consequently it can be
represented as a multiple stochastic integral of order q with respect to the Brownian
motion. There exist several such representations of the Hermite processes, see e.g.
[10] or [12]. Here we made the choice to work with its representation on a finite
interval, that is, for every t $ 0,










dB(y1) . . . dB(yq) (2.1)
where (B(y))y!0 is a Wiener process. We used the notation
H # = 1 +
H ' 1
q
and d(H, q) =
(H(2H ' 1))1/2
(q!(H #(2H # ' 1))q)1/2
(2.2)





and t > s,












and with # standing for the beta function (see
e.g. [9]). The notation "1KH(t, s) means the derivative of the function KH with
respect to its first variable and from (2.3), we have
"1K








(t' s)H$ 32 . (2.4)
We can also write Z(q,H) as
Z(q,H)t = Iq(Lt)
where Iq denotes the multiple Wiener-Itô integral with respect to the (two-sided)
Brownian motion B and the kernel L of the Hermite process is given by
Lt(y1, y2, ..., yq) (2.5)






for every y1, y2, ..., yq & R and t $ 0.








t2H + s2H ' |t' s|2H
"
for all s, t $ 0. (2.6)
When q = 1, the Hermite process Z(1,H) is nothing else than the fractional Brow-





and in this case the covariance (2.6)
determines its law. This is not the case for q $ 2, the Hermite process being not
Gaussian in this situation. For q = 2, the process Z(2,H) is known in the literature
as the Rosenblatt process.
A random variable is called a Hermite random variable of order q if its law






j$1 , j $ 1
'
be the noise generated by the Hermite process.
From the covariance formula (2.6) we deduce that this sequence is stationary and
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= $H(j ' k)





|v + 1|2H + |v ' 1|2H ' 2|v|2H
"
. (2.7)
In particular, the function $H satisfies $H(0) = 1 and $H('v) = $H(v) for every
v & Z.
2.2. Wasserstein distance between random matrices and vectors. Let
X ,Y be two random matrices with values in Mn(R), n $ 1. We will denote by
dW the Wasserstein distance between the probability distributions of X and Y.
That is,
dW (X ,Y) = sup
&g&Lip'1
|E (g(X ))'E (g(Y))| ,






with (·(HS denoting the Hilbert-Schmidt norm on Mn(R).
In our work, the distances between random matrices will be evaluated via the
distances between their associated random vectors. We recall that if X,Y are
two n-dimensional random vectors, then the Wasserstein distance between them
is defined to be
dW (X,Y ) = sup
&g&Lip'1
|E (g(X))'E (g(Y ))| , (2.8)






with (·(Rn denoting the Euclidean norm on Rn.
If X = (Xij)1'i,j'n is an n ! n symmetric random matrix, we associate to it
its “half-vector” defined to be the n(n+ 1)/2-dimensional random vector
X half = (X11, X12 . . . , X1n, X22, X23, . . . , X2n, . . . , Xnn) . (2.9)
The following result has been proven in [8]. It gives the link between the distance
of two symmetric random matrices and their associated half vectors: if X ,Y are
two symmetric random matrices with values in Mn(R) then
dW (X ,Y) )
*
2dW (X half ,Yhalf),
where X half ,Yhalf are the associated half-vectors defined in (2.9).
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3. The Wishart Matrix with Hermite Entries
Let B =
!
B(1), . . . , B(n)
"
be a n-dimensional Brownian motion. We will denote
by I(i)q the multiple stochastic integral of order q $ 1 with respect to the Wiener
process B(i) for every i = 1, . . . , n, see the Appendix.
We fix in the sequel n integer numbers q1, . . . , qn $ 2. We let, for i = 1, . . . n
and for t $ 0,
Z(qi,H,i) = I(i)qi (Lt)
with Lt given by (2.5), That means that Z(qi,H,i), 1 ) i ) n are n independent






qi $ 2 respectively.








qi (Lj ' Lj$1) for 1 ) i ) n, 1 ) j ) d. (3.1)
The elements of the matrix Xn,d satisfy the following properties:
• all the entries on the line i have the same probability distribution, which
coincides with the law of a Hermite random variable Z(qi,H)1 . In particular,
for every 1 ) i ) n, 1 ) j ) d
EX2i,j = q!(Lj ' Lj$1(2L2(R2) = 1.
• the elements on the same row are correlated and this correlation is given
by the correlation of the Hermite noise. That is, for 1 ) i ) n and











= $H(j ' k)
with $H given by (2.7).
• the elements on di!erent rows are independent random variables. The
distribution of the random variable on di!erent lines is not the same, it
depends on the order qi of the corresponding Hermite process. This is
more general than the assumption in [2], where all the elements of the
matrix Xn,d were identically distributed.




Xn,dX Tn,d ' In (3.2)
where In stands for the n! n identity matrix. The matrix Won,d = (Wi,j)1'i,j'n
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The limit behavior as d " # of the elements of the Wishart matrix Wn,d is
related to the behavior of the quadratic variations of the Hermite process. Actually,
due to the self-similarity property of the Hermite process, for every 1 ) i, j ) n, the




































Let us recall the following result from [5] which gives the behavior of the qua-
dratic variations of the Hermite process and which plays a key role in the sequel.





and an integer q $ 2. Let (Z(q,H)t )t!0 be a Hermite


















Then Vd converges in L2("), as d " #, to a Rosenblatt random variable Z(2,2H
!$1)
1
with H # given by (2.2). The explicit expression of the constant cq,H can be found
in [5].
Let
q0 := min{q1, .., qn}. (3.8)
We define the renormalized Wishart matrix 3Wn,d = (3Wi,j)1'i,j'n by
3Wi,j = cq0,Hd
2"2H
q0 Wi,j for 1 ) i, j ) n (3.9)
with cq0,H appearing in (3.7).
Theorem 3.1 immediately gives the limit behavior of the diagonal terms of the
matrix 3Wn,d. We denote by ” "(L) ” the convergence in law.
Corollary 3.2. Let 3Wn,d = (3Wi,j)1'i,j'n with 3Wi,j given by (3.9). Then for
every 1 ) i ) n such that qi = q0, we have
3Wi,i "(L)d*+ Z
(2,2H!$1)
with H # as in (2.2). For every 1 ) i ) n with qi > q0,
3Wi,i "d*+ 0 in L2(").
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Proof. By Theorem 3.1 and the scaling property of the Hermite process, each
diagonal term 3Wi,i (given by (3.9)) of the matrix 3Wn,d with qi = q0 converges to a
Rosenblatt random variable with self-similarity index 2H # ' 1 with H # from (2.2).
The other diagonal terms of 3Wn,d (those 3Wi,i with qi > q0) converges to zero in



















Let us regard the asymptotic behavior of the non diagonal terms. This will
follow from the following result.
Proposition 3.3. Let Z(q1.H), Z(q2,H) be two independent Hermite processes of
orders q1, q2 $ 2
respectively. Assume q1 ) q2 and define













































In particular Fd(q1, q2) converges to zero in L2(") as d " #.









































































8 CHARLES-PHILIPPE DIEZ AND CIPRIAN A. TUDOR
with $H from (2.7). Now we use the fact that $H(|k|) behaves as H(2H'1)|k|2H$2
as |k| " #.
The fact that Fd(q1, q2) converges to zero in L2(") as d " # can be deduced









0, (4H ' 4)(1' 1q1 ) < 0 and
1
q1
' 1 < 0.. !
As a consequence of Proposition 3.3, we have
Corollary 3.4. Let 3Wn,d = (3Wi,j)1'i,j'n be the renormalized Wishart matrix
with 3Wi,j given by (3.9). Then for every 1 ) i, j ) n with i %= j and qi ) qj, there
exists a positive constant c such as




























In particular 3Wi,j converges to zero in L2(") as d " #.
Proof. Let i %= j and assume qi ) qj . Then











































and it su#ces to apply Proposition 3.3. !
From Theorem 3.1 and Corollaries 3.2 and 3.4 we deduce that the renormalized
Wishart matrix 3Wn,d with the entries (3.9) converges componentwise to a diagonal




1 1qi=q0 . (3.12)
If there exists only one order qi such that qi = q0 (assume that this is q1) then
the diagonal elements of the matrix RHn are
RH1,1 = Z
(q1,2H
!$1,1) and RHi,i = 0 for i = 2, . . . , n.
If q1 = q2 = . . . qn = q, then for every i = 1, .., n,
RHi,i = Z
(q,2H!$1,i).
4. The Wasserstein Distance Between the Wishart Matrix and its
Limiting Matrix
We need to evaluate how fast the sequence Vd converges to its Rosenblatt limit
in L2(").
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Proposition 4.1. Let Vd be given by (3.7) and let Z
(2,2H!$1)
1 be its limit in L
2(")






















q log(d), if H = 34
d
4H"4

























2 log(d), if H = 34





Proof. The case q = 2 has been treated in [2]. Assume q $ 3. The random variable










with (the kernel L is given by (2.5)),




, for d $ 1, k ' 0, ..., d' 1.


































2I2q$2r(fk,d +r fk,d) (4.1)
Notice that the random variable S2q$2r is an element of the 2q ' 2rth Wiener
chaos.








S2q$2r + (S2 ' Z(2,2H
!$1)
1 )
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The L2(") norm of the terms S2q$2r with r = 0, .., q' 2 has been estimated in





with some explicit strictly positive constants cr,q,H (see formula (3.10) in [5]).







The term S2q in the 2qth Wiener chaos (obtained for r = 0) has a di!erent





, it obeys the same estimate as above, i.e.
ES22q ) cd
(4H$4)(1$ 1q ) (4.4)





















. Actually, the estimate for this term
follows from the proof of Proposition 4.3 in [2], by replacing in this proof H by
















To finish the proof, we use the bounds (4.3)-(4.7) and we notice that for every
r = 1, .., q ' 2,
4' 4H
q
' 1 $ 4H ' 4
q











' 1 ) 4H ' 4
q







When H = 34 , we need to compare the right-hand sides of (4.3), (4.6) and (4.7).




q (q$r$1) $ log(d)d
1
q$1
we get the conclusion. !
Remark 4.2. The di!erent behavior in the cases q = 2 and q $ 3 can be noticed
for the limiting situation when H = 34 . This comes from the presence of the terms
S2q$2r with r = 1, ..., q ' 2 given by (4.1) which appear only when q $ 3. For
H = 34 and q $ 3 this is the dominant term in the right-hand side of (4.2).
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Theorem 4.3. Let 3Wn,d be the renormalized Wishart matrix with entries (3.9)






















"2q0 , if H = 34
nd
2H"2




























4 if H = 34





Proof. Again take q $ 3 since the result for q = 2 is known from Theorem 2 in
[2]. The independence of the Hermite processes Z(qi,H,i) for i = 1, .., n and the
scaling property of the Hermite process imply that the matrix 3Wn,d has the same
distribution as the matrix An,d = cq0,Hd
2"2H




















where the last bound is due to the properties of the Wasserstein distance.





















) c2q0,HE (Fd(qi, qj))
2
with Fd(qi, qj) given by (3.10) and whose L2(") norm is estimated in Proposition
3.3. !
Remark 4.4. • If q1 = . . . qn = 2, we retieve the main result in [2]. Actually,
notice that only the minimal order q0 of the Wiener chaoses related to the
elements of the matrix Xn,d appear in the Wasserstein bound (4.8). This
means that if, there exists at least one qi, i = 1, ..., n such that qi = 2,




is the same as if
q1 = q2 = ... = qn = 2.
• Another way to interpret the result in Theorem 4.3 is to say that the ran-
dom matrices 3Wn,d and RHn are $(n, d)-close as d, n go to infinity, where
the function $(n, d) is given by the right-hand side of (4.8). That means





zero when $(n, d) " 0.
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5. Appendix: Multiple Stochastic Integrals
Here, we shall only recall some elementary facts; our main reference is [9].
Consider H a real separable infinite-dimensional Hilbert space with its associated
inner product ,., .-H, and (B(%),% & H) an isonormal Gaussian process on a
probability space (",F,P), which is a centered Gaussian family of random variables
such that E (B(%)B(&)) = ,%,&-H, for every %,& & H. Denote by Iq the qth
multiple stochastic integral with respect to B. This Iq is actually an isometry
between the Hilbert space H,q (symmetric tensor product) equipped with the
scaled norm 1-
q!
( · (H#q and the Wiener chaos of order q, which is defined as the
closed linear span of the random variables Hq(B(%)) where % & H, (%(H = 1 and
Hq is the Hermite polynomial of degree q $ 1 defined by:














, x & R. (5.1)








q!,f̃ , g̃-H#q if p = q
0 otherwise
(5.2)
where f̃ denotes the canonical symmetrization of f and it is defined by:





f(x#(1), . . . , x#(q)),






In the particular case whenH = L2(T,B(T ),() (( being the Lebesque measure),
the rth contraction f +r g is the element of H.(p+q$2r), which is defined by:
(f +r g)(s1, . . . , sp$r, t1, . . . , tq$r)
=
D
T r du1 . . . durf(s1, . . . , sp$r, u1, . . . , ur)g(t1, . . . , tq$r, u1, . . . , ur), (5.3)
for every f & L2(T p), g & L2(T q) and r = 1, . . . , p . q. By f+̃lg we denote the
symmetrization of the contraction f +l g.
The product for two multiple integrals can be expanded into a sum of multiple







nIm+n$2l(f +l g). (5.4)
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