In this paper, we introduce two new graph operations, namely, the subdivision vertex-edge neighbourhood vertex-corona and the subdivision vertex-edge neighbourhood edge-corona on graphs G 1 , G 2 and G 3 , and the resulting graphs are denoted by 
Introduction
Throughout this paper, we are concerned only with simple undirected graphs (loops and multiple edges are not allowed). Let G be a graph with vertex set V (G) = {v 1 , v 2 , . . . , v n } and edge set E (G) = {e 1 , e 2 , . . . , e m } where |V (G)| = n, |E (G)| = m. The line graph ℓ(G) of graph G is a graph whose vertices corresponding the edges of G, and where two vertices are adjacent iff the corresponding edges of G are adjacent. We denote the complete graph and the cycle of order n by K n and C n (n ≥ tionally, the adjacency eigenvalues and normalized Laplacian eigenvalues of graph G are ordered respectively in non-increased sequence as follows: ν 1 ≥ ν 2 ≥ · · · ≥ ν n and λ 1 ≥ λ 2 ≥ · · · ≥ λ n = 0. In fact, Chung [1] has proved that λ i ≤ 2 for all i . As far as we know, many graph operations such as the disjoint union, the corona, the edge corona and the neighborhood corona have been introduced, and their spectra are computed in [2] [3] [4] [5] [6] [7] , respectively. The subdivision graph S(G) of a graph G is the graph obtained by inserting a new vertex into every edge of G. Based on subdivision graph, the graph operations of subdivision-vertex join and subdivision-edge join are introduced in [8] , and their A-spectrum are investigated. Further works on their Lspectrum are given in [9] . In [11] , the spectra of the so called subdivision-vertex corona and subdivision-edge corona are computed, respectively. In [10] , the spectra of the subdivision-vertex and subdivision-edge neighborhood corona are computed, respectively. Subsequently, Song and Huang [12] obtained the A-spectra and L-spectra of the subdivision vertex-edge corona G Motivated by the above works, we define two new graph operations based on subdivision graph as follows. For a graph G 1 , let S(G 1 ) be the subdividing graph of G 1 whose vertex set has two parts: one the original vertices V (G 1 ), another, denoted by I (G 1 ), the inserting vertices corresponding to the edges of G 1 . Let G 2 and G 3 be other two disjoint graphs. For instance, we depict P
has n = n 1 + m 1 + n 1 n 2 + m 1 n 3 vertices and m = 2m 1 + n 1 m 2 + m 1 m 3 + 2m 1 n 2 + m 1 n 3 edges, where n i and m i are the number of vertices and edges of G i for i = 1, 2, 3. We see
will be a subdivision-vertex neighbourhood corona (see [10] ) if G 3 is null, and will be a subdivision-edge corona (see [11] 
will be a subdivision vertex-edge neighbourhood corona (see [10] ) if G 3 is null, and will be a subdivision edge corona (see [11] ) if G 2 is null. Thus subdivision vertex-edge neighbourhood edge-corona can be viewed as the generalizations of both subdivision-edge neighbourhood corona (denoted by G 1 ⊟ G 2 ) and subdivision-vertex corona (denoted by G 1 ⊙G 3 ).
Figure 1: some related graphs
The normalized Laplacian matrix of a graph is introduced in Chung [1] . It is a rather new but important tool popularized by Chung in 1990s. The normalized Laplacian eigenvalues of a graph have a good relationship with other graph invariants for general graphs in a way that other eigenvalues of matrices (such as the adjacency eigenvalues) fail to do. Thus, for a given graph, calculating its normalized Laplacian spectrum as well as formulating the normalized Laplacian characteristic polynomial is a fundamental and very meaningful work in spectral graph theory. Recently, several graph operations such as subdivisions [14] , R-graph [15] , their normalized Laplacian spectra were computed. In 2017, Das and Panigrahi in [16] have determined the normalized Laplacian spectra of subdivision-vertex(edge)corona [11] and subdivision-vertex (edge) neighbourhood corona [10] .
In this paper, we focus on determining the normalized Laplacian spectra of G
3 ) in terms of the corresponding normalized Laplacian spectra of connected regular graphs G 1 , G 2 and G 3 , which extends the corresponding results of [16] . As applications, these results enable us to construct infinitely many pairs of L -cospectral graphs. Moreover, we also give the number of the spanning trees, the multiplicative degree-Kirchhoff index and Kemeny's constant of G
Preliminaries
In this section, we first list some known results for latter use.
Lemma 2.1 ([2]). For a graph G, let R(G) and ℓ(G) be the incidence matrix of G and the line graph of G, respectively. Then
where m is the number of edges of G.
Note that
Since non-zero eigenvalues of R(G)R(G) T and R(G) T R(G) are the same, from the relations (1) and (2) one can obtain
In particular, if G is r -regular graph, then by Lemma 2.1, we immediately have the following corollary.
Corollary 2.2. Let G be an r -regular graph of order n. Then
where ν i (G) and λ i (G) arethe eigenvalues of A(G) and L (G), respectively .
For a graph matrix M of order n, we denote by 1 n and 0 n the column vector of size n with all the entries equal one and all the entries equal 0, respectively. M-coronal Γ M (λ) is defined, in [3, 6] , to be the sum of the entries of the matrix (λI − M) −1 , i.e.,
If M has constant row sum t , it is easy to verify that
It is well known for invertible matrix M 1 and M 4 that and B are n × n and p × p matrices, then det(
n . The reader is referred to [7] for other properties of the Kronecker product not mentioned here.
The L -spectra of SVEV-corona and SVEE-corona
In this section, we mainly determe the normalized Laplacian spectrum of SVEV-corona and SVEE-corona, respectively. For the sake of convenience, we write
3 ) for short. And we respectively denote the eigenvalues of
. ., n. Those symbols will be persisted in what follows.
Theorem 3.1. Let G i be an r i -regular graph with n i vertices and m i edges, where i
where J n is a all-1 matrix of order n, and a =
is a constant. Moreover,
where
I n 3 , and a = is a constant.
Proof. The proof of Eq. (8) is similar to the Eq. (7), so it's only necessary to show the result given in Eq. (7) as follows.
We first label the vertices of G : 
By Definition 1.1 we see that
Let R(G 1 ) be the vertex-edge incidence matrix of G 1 . Then the adjacency matrix of G can be represented in the form of block-matrix according to the ordering of (9) in the following.
where A(G 2 ) and A(G 3 ) represent the adjacency matrices of G 2 and G 3 , respectively. Since G 2 is an r 2 -regular graph, we have
By direct computation, one can obtain that
Furthermore, we can obtain that
given below:
The proof is completed.
Remark 1.
Obviously, using the same partition of (9) to the graph G, one can obtain
and
By immediate calculation, the L (G) follows. 
where θ i , µ j and η k are the eigenvalues of L (G 1 ), L (G 2 ) and L (G 3 ), respectively.
Proof. According to Theorem 3.1, the normalized Laplacian characteristic polynomial of G is
We write P as the elementary block matrix below
Note that det(P ) = 1. Then we have
For the matrix B, one can get
Let θ i , µ j and η k be the eigenvalues of L (G 1 ), L (G 2 ) and L (G 3 ), respectively. By applying Eq.(6), the following result follows from Corollary 2.2 that
). Also since G 2 is r 2 -regular, the sum of all entries on every row of its normalized Laplacian matrix is zero. In other words,
(r 1 +r 2 )(2n 2 +n 3 +2) . Thus
.
The value of Γ 3 (λ) is similar to that of Γ 2 (λ), and so,
In summary, the normalized Laplacian characteristic polynomial of G is
)− (2−θ i )((r 1 +r 2 +n 2 r 1 )λ−(1+n 2 )r 1 ) (r 1 +r 2 )(2n 2 +n 3 +2)(λ−
, as required. The proof of (ii) is similar to the (i). [16] . For the simplicity, we here omit Theorems 2.2-2.5 belonged to A. Das and P. Panigrahi [16] .
Remark 2. In Theorem 3.2, if one of graphs G 2 and G 3 is null in G or G, then one can directly deduce the main results(see Theorems 2.2-2.5) due to A. Das and P. Panigrahi in
From Threom 3.2, one can easily obtain the following corollaries. 
where each eigenvalue θ i of L (G 1 ), i = 1, 2, . . . , n 1 .
Corollary 3.4. If G i is an r i -regular graph with n i vertices and m i edges for i = 1, 2, 3,
the normalized Laplacian spectrum of G consist of: 
where each eigenvalue θ i of L (G 1 ), i = 1, 2, . . . , n 1 . Fig.2) . By simple computation, Spec L (C 4 
Applications
In this section, we will give four distinct applications, such as construction for Lcospectral graphs, computation for the number of spanning trees, the multiplicative degree-Kirchhoff index and Kemeny's constant on SVEV-corona and SVEE-corona respectively.
Construct L -cospectral graphs
In [17] , Dam and Haemers have proposed 'Which graphs are determined by their spectra?'. The question for the normalized Laplacian spectrum is also one of the outstanding unsolved problems in the theory of graph spectra. Thus, if one wish to settle the question for graphs in general, it is natural to look for constructing pairs of Lcospectral graphs. In this section, we will respectively construct many infinite families of pairs of L -cospectral graphs from SVEV-corona and SVEE-corona, which are generalized Theorem 2.7 due to Das and Panigrahi in [16] . 
Proof. From Theorem 3.2 we know that, the normalized Laplacian spectra of G
3 ) are completely determined by the degrees of regularities, the number of vertices, the number of edges and the normalized Laplacian spectra of regular graphs G i (i = 1, 2, 3) . So the conclusions follows.
We wonder what conditions such that the largest infinite families of pairs of (G
Example 2. Let G 1 and H 1 be two graphs shown in Fig.3 . Then by Matlab 7.0 one can get Fig.4 and Fig.5 for instance.
The number of spanning trees
Let G be a connected graph of order n. A spanning tree is a spanning subgraph of G that is a tree. A known result from Chung [1] allows the calculation of this number from the normalized Laplacian spectrum and the degrees of all the vertices, thus the number of spanning trees τ(G) of connected graph G is 
Proof. The proof of (2) is similar to the proof of (1), it is here need to prove (1). We first consider the normalized Laplacian eigenvalues of G in the following way: In Corollary 3.3 (c), one can by the well-known Vieta Theorem obtain the relation of the two roots α 1 and α 2 of Eq.(10) such that
In Corollary 3.3 (d), let β 1 , β 2 , β 3 and β 4 be the four roots of Eq.(11) for each θ i , i = 1, 2, . . . , n 1 − 1. Then
For i = n 1 , we notice that θ n 1 = 0. By Eq. (11) 
In light of Corollary 3.3, Eqs. (13), (14) and (16) we see that
as required. Fig.2 ). It is easy to see that In Corollary 3.3 (c), let α 1 and α 2 be the two eigenvalues of equation (10) . Then by Vieta Theorem, we have
In Corollary 3. In summary above, the results of (1) follows. Similarly, (2) can be obtained. 
Kemeny's constant
For a graph G , Kemeny's constant K (G), also known as average hitting time, is the expected number of steps required for the transition from a starting vertex i to a destination vertex, which is chosen randomly according to a stationary distribution of unbiased random walks on G, see [19] for more details. From literature [20] we know that 
