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Abstract
Additive or multiplicative stationary noise recently became an im-
portant issue in applied fields such as microscopy or satellite imaging.
Relatively few works address the design of dedicated denoising methods
compared to the usual white noise setting. We recently proposed a varia-
tional algorithm to tackle this issue. In this paper, we analyze this problem
from a statistical point of view and provide deterministic properties of the
solutions of the associated variational problems. In the first part of this
work, we demonstrate that in many practical problems, the noise can be
assimilated to a colored Gaussian noise. We provide a quantitative mea-
sure of the distance between a stationary process and the corresponding
Gaussian process. In the second part, we focus on the Gaussian setting
and analyze denoising methods which consist of minimizing the sum of a
total variation term and an l2 data fidelity term. While the constrained
formulation of this problem allows to easily tune the parameters, the La-
grangian formulation can be solved more efficiently since the problem is
strongly convex. Our second contribution consists in providing analytical
values of the regularization parameter in order to approximately satisfy
Morozov’s discrepancy principle.
Keywords Stationary noise, Berry-Esseen theorem, Morozov principle, To-
tal variation, Image Deconvolution, Negative norm models, Destriping, Convex
analysis and optimization.
1 Introduction
In a recent paper [8], a variational method that decomposes an image into the
sum of a piecewise smooth component and a set of stationary processes was
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proposed. This algorithm has a large number of applications such as decon-
volution or denoising when structured patterns degrade the image contents. A
typical example of application that received a considerable attention lately is
destriping [5, 7, 8, 12, 16]. It was also shown to generalize the negative norm
models [2,14,20,26] in the discrete setting [9]. Figures 1, 3, 6 show examples of
applications of this algorithm in an additive noise setting and Figure 2 shows
an example with a multiplicative noise model.
This algorithm is based on the hypothesis that the observed image u0 can
be written as:
u0 = u+
m∑
i=1
bi (1)
where u denotes the original image and (bi)i∈{1,··· ,m} denotes a set of realizations
of independent stochastic processes Bi. These processes are further assumed to
be stationary and read Bi = ψi ∗ Λi where ψi denotes a known kernel and Λi
are i.i.d. random vectors. The decomposition algorithm can then be deduced
from a Bayesian approach, leading to large scale convex optimization problems
of size m× n where n is the number of pixels/voxels in the image.
This method is now used routinely in the context of microscopy imaging.
Its main weakness for a broader use lies in the difficulty to set its parameters
adequately. One basically needs to input the filters ψi and the marginals of
each random vectors Λi, which is uneasy even for imaging specialists. Our aim
in this paper is to provide a set of mathematically founded rules to simplify the
parameter selection and reduce computing times. We do not tackle the problem
of finding the filters ψi (which is a problem similar to blind deconvolution), but
focus on the choice of the marginals of Λi.
The outline of the paper is as follows. Notation are described in section
2.1. In section 2.2, we review the main principles motivating the decomposition
algorithm. In section 3, we show that - from a statistical point of view and for
many applications - assuming that λi is a Gaussian process is nearly equivalent
to selecting other marginals. This has the double advantage of simplifying the
analysis of the model properties and reducing the computational complexity. In
section 4, we show that when bi are drawn from Gaussian processes, parameter
selection can be performed in a deterministic way, by analyzing the primal-dual
optimality conditions. We also show that the proposed ideas allows to reduce
the problem dimension from m×n to n variables, thus dividing the storage cost
and computing times by a factor roughly equal to m. The appendix 5 contains
the proofs of the results stated in section 4.
2 Notation and context
2.1 Notation
We consider discrete d-dimensional images u ∈ Rn, where n = n1 · n2 · · ·nd de-
notes the pixels number. The pixels locations belong to the set Ω = {1, · · · , n1}×
· · · × {1, · · · , nd}. The pixel value of u at location x ∈ Ω is denoted u(x) =
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Figure 1: Top: full size images - Bottom: zoom on a small part. From left
to right: Noisy image (16,5dB), denoised using the method proposed in [8]
(PSNR=32,3dB), original image.
u(x1, · · ·xd). Let u ∈ Rn denote an image. The image umean ∈ Rn has all its
components equal to the mean of u. The standard lp-norms on Rn are denoted
‖ · ‖p. Discrete vector fields q =

q1
...
qd
 ∈ Rn×d are denoted by bold symbols.
The isotropic lp-norms on vector fields are denoted ‖ · ‖p and defined by:
‖q‖p = ‖
√
q21 + · · ·+ q2d‖p.
The discrete partial derivative in direction k is defined by
∂ku(·, xk, ·) =
{
u(·, xk + 1, ·)− u(·, xk, ·) if 1 ≤ xk < nk
u(·, 1, ·)− u(·, nk, ·) if xk = nk.
Using periodic boundary conditions allows to rewrite partial derivatives as cir-
cular convolutions: ∂ku = dk?u where dk is a finite difference filter. The discrete
gradient operator in d-dimension is defined by:
∇ =

∂1
∂2
...
∂d
 .
The discrete isotropic total variation of u ∈ Rn is defined by TV (u) = ‖∇u‖1.
Let ‖ · ‖α and ‖ · ‖β denote norms on Rn and Rm respectively and A : Rn → Rm
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Figure 2: An example involving a multiplicative noise model. From left to
right. Original image - Noisy image. It is obtained by multiplying each line
of the original image by a uniform random variable in [0.1, 1]. SNR=10.6dB -
Denoised using the method proposed in [8] on the logarithm of the noisy image.
SNR=29.1dB - Ratio between the original image and the denoised image. The
multiplicative factor is retrieved accurately.
denote a linear operator. The subordinate operator norm ‖A‖α→β is defined as
follows:
‖A‖α→β = max‖x‖α≤1 ‖Ax‖β . (2)
Let u and v be two d-dimensional images. The pointwise product between
u and v is denoted u  v and the pointwise division is denoted u  v. The
conjugate of a number or a vector a is denoted a¯. The transconjugate of a
matrix M ∈ Cm×n is denoted M∗. The canonical basis of Rn is denoted
(ei)i∈{1,··· ,n}. The discrete Fourier basis of Cn is denoted (fi)i∈{1,··· ,n}. We use
the convention that ‖fi‖∞ = 1, ∀i so that ‖fi‖2 =
√
n (see e.g. [13]). In all the
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Figure 3: Left: SPIM image of a zebrafish embryo Tg.SMYH1:GFP Slow myosin
Chain I specific fibers. Right: denoised image using VSNR. (Image credit: Julie
Batut).
paper F =

f∗1
...
f∗n
 denotes the d-dimensional discrete Fourier transform matrix.
The inverse Fourier transform is denoted F−1 and satisfies F−1 = F∗n . The
discrete Fourier transform of u is denoted Fu or uˆ. It satisfies ‖uˆ‖2 =
√
n‖u‖2.
The discrete symmetric of u is denoted u˜ and defined by u˜ = F−1 ¯ˆu. The
convolution product bewteen u and ψ is denoted u ? ψ and defined for any
x ∈ X by:
u ? ψ(x) =
∑
y∈Ω
u(y)ψ(x− y) (3)
where periodic boundary conditions are used. It satifies
u ? ψ = F−1
(
uˆ ψˆ
)
. (4)
Since the discrete convolution is a linear operator, it can be represented by a
matrix. The convolution matrix associated to a kernel ψ is denoted in capital
letters Ψ:
Ψu = u ? ψ. (5)
The transpose of a convolution operator with ψ is a convolution operator with
the symmetrized kernel: ΨTu = ψ˜ ? u.
2.2 Decomposition algorithm
The VSNR algorithm (Variational Stationary Noise Removal) is described in [8].
The starting point of our algorithm is the following image formation model:
u0 = u+
m∑
i=1
λi ? ψi (6)
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where u0 ∈ Rn is the observed image and u ∈ Rn is the image to recover. Each
ψi ∈ Rn is a known filter and each λi ∈ Rn is the realization of a random vector
with i.i.d. entries. We assume that its density reads p(λi) ∝ exp(−φi(λi))
where φi is a separable function of kind
φi(λi) =
∑
x∈Ω
ϕi(λi(x)). (7)
with ϕi : R → R ∪ {+∞} (typical examples are lp to the p norms). Note that
hypothesis (7) is a simple consequence of the i.i.d. hypothesis.
Our aim is to recover both the stationary components bi = λi ? ψi and the
image u. Assuming that the noise b =
m∑
i=1
bi and the image are drawn from
independent random vectors, the maximum a posteriori (MAP) approach leads
to the following optimization problem:
Find (λ∗, u∗) ∈ arg max
λ∈Rn×m,u∈Rn
p(λ, u|u0).
Bayes’ rule allows to reformulate this problem as:
Find λ∗ ∈ arg min
λ∈Rn×m,u∈Rn
− log p(u0|λ, u)− log p(λ)− log p(u),
where u = u0 −
∑m
i=1 λi ? ψi. Since we assumed independence of the λis,
− log p(λ) =
m∑
i=1
− log p(λi).
If we further assume that p(u) ∝ exp(−‖∇u‖1), the optimization problem we
aim at solving finally writes:
Find λ ∈ Arg min
λ∈Rn×m
∣∣∣∣∣
∣∣∣∣∣∇
(
u0 −
m∑
i=1
λi ? ψi
)∣∣∣∣∣
∣∣∣∣∣
1
+
m∑
i=1
φi(λi). (8)
This problem is convex and can be solved efficiently using first order algo-
rithms such as Chambolle-Pock’s primal-dual method [6, 9]. The filters ψi and
the functions φi are user defined and should be selected using prior knowledge
on the noise properties. Unfortunately, the choice of φi proved to be very com-
plicated in applications. Even for the special case φi(·) = αi2 ‖·‖22, αi is currently
obtained by trial and error and interesting values vary in the range [10−8, 1010]
depending on the filters ψi and the noise level. It is thus essential to restrict
the range of these parameters in order to ease the task of end-users.
Problem (8) is a very large scale problem since typical 3D images contain
from 108 to 109 voxels. Most automatized parameter selection methods such as
generalized cross validation [10] or generalized SURE [24] require to solve several
instances of (8). This leads to excessive computational times in our setting. In
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this paper, we propose to estimate the parameters αi according to Morozov
principle [15]. Contrarily to recent contributions [1, 25] which find solutions
of the constrained problems by iteratively solving the unconstrained problem
(8), our aim is to obtain an analytical approximate value of αi. This approach
is motivated by the fact that in denoising applications, the users usually have
a crude idea of the noise level, so that it makes no sense to reach exactly a
given noise level. Note that the constrained problem could be solved directly
by using methods such as the ADMM [17, 23]. However, when φi(·) = αi2 ‖ · ‖22,
the Lagrangian formulation is strongly convex, while the constrained one is not,
and efficient methods that converge in O
(
1
k2
)
can be devised in the strongly
convex setting [6, 28].
3 Effectiveness of the Gaussian model in the non
Gaussian setting
In this section we analyze the statistical properties of random processes that
can be written as Λ ∗ ψ where Λ is a white noise process. Our main result is
that the stationary noise bi = λi ? ψi can be assimilated to a Gaussian colored
noise for many applications of interest even if Λ is non Gaussian. The heuristic
reason is that if convolutions kernels with a large support are considered, then
many pixels have a significant contribution to one pixel of the estimated noise
component. Therefore, a central limit theorem implies that the sum of these
contributions can be assimilated to a sum of Gaussian processes.
3.1 Distance of stationary processes to the Gaussian dis-
tribution
Our results are simple consequences of the Berry-Esseen theorem [4] that quan-
tifies the distance between a sum of independent random variables and a Gaus-
sian.
Theorem 1 (Berry-Esseen). Let X1, X2, · · · , Xn be independent centered ran-
dom variables of finite variance σ2i and finite third order moment ρi = E(|Xi|3).
Let Sn =
X1 +X2 + · · ·+Xn√
σ21 + σ
2
2 + · · ·+ σ2n
.
Let Fn denote the cumulative distribution functions (cdf) of Sn. Let Φ denote
the cdf of the standard normal distribution. Then
‖Fn − Φ‖∞ ≤ C0
∑n
i=1 ρi
(
∑n
i=1 σ
2
i )
3/2
(9)
where C0 ≤ 0.56.
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In our problem, we consider random vectors of kind:
B = ψ ? Λ = ΨΛ, (10)
so that
B(x) =
∑
y∈Ω
Λ(x− y)ψ(y),
where (Λ(x))x∈Ω are i.i.d. random variables. Let us further assume that they
are of finite second and third order moment 1. Denote σ2 = E(Λ(y)2) < +∞ and
ρ = E(|Λ(y)|3) < +∞. The mean of B is E(B) = 0 since convolution operators
preserve the set of vectors with zero mean. Moreover its covariance matrix
is Cov(B) = σ2ΨTΨ with ΨTΨ = F−1 diag(|ψˆ|2)F whatever the distribution
of Λ. Since Gaussian processes are completely described by their mean and
covariance matrix, it suffices to prove that any coordinate B(x) is close to a
Gaussian for the whole process B to be near Gaussian. The following results
state that B is close to a Gaussian random vector whatever the law of Λ if the
filter ψ satisfies a geometrical criterion discussed later.
Proposition 1. Let G denote the cdf of B(x)s where s = ‖ψ‖2. This cdf is
independent of x, moreover:
‖G− Φ‖∞ ≤ 0.56 ρ
σ3
‖ψ‖33
‖ψ‖32
. (11)
Proof. The independence w.r.t. x is a direct consequence of the stationarity of
B. Bound (11) is a direct consequence of Berry-Esseen theorem 1. It suffices to
notice that E(|Λ(x − y)ψ(y)|2) = ψ(y)2σ2, E(|Λ(x − y)ψ(y)|3) = |ψ(y)|3ρ for
any (x,y) ∈ Ω2 and to apply theorem 1.
Thus, if
‖ψ‖33
‖ψ‖32 is sufficiently small, the distribution of B will be near Gaussian.
The following result clarifies this condition in an asymptotic regime.
Proposition 2. Let ψ : Rd+ → R denote a function. Let Ωn = [1, n]d ∩ Zd
denote a Euclidean grid. Let sn =
√∑
x∈Ωn
ψ2(x). If Λ(x) is of finite second and
third order moment and the sequence (ψ(x))x∈Zd is uniformly bounded |ψ(x)| ≤
M < +∞, ∀x ∈ Zd and has infinite variance lim
n→+∞ sn = +∞, then for all
x ∈ Ωn:
B(x)
sn
(D)→ N (0, σ2). (12)
Proof. Let us denote:
f(n) =
∑
x∈Ωn |ψ(x)3|(∑
x∈Ωn ψ(x)
2
)3/2 . (13)
1This hypothesis is not completely necessary, but simplifies the exposition.
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We have ∑
x∈Ωn
|ψ(x)|3 ≤
∑
x∈Ωn
‖ψ‖∞ψ(x)2
≤Ms2n.
Thus:
f(n) ≤ Ms
2
n
s3n
=
M
sn
.
The right-hand side in (9) is f(n) and goes to 0 as n → +∞. Lindeberg-
Feller theorem could also be used in this context and allow to avoid moment
conditions.
3.2 Examples
We present different examples of kernels where the Theorem 1 applies.
Example 1. We first consider a kernel that is the indicator function of a ”large”
set, namely ψ(x) = 1 if x ∈ I, and #I = N . Then the upper bound in Equation
(9) is C0/
√
N . It becomes small when N becomes large.
Example 2. Let us study the case of kernels with a (slow enough) power decay:
ψ(x) = |x|α, for some −d/2 < α < 0. In this case, the quantity sn tends to
infinity since it is asymptotic to∫
[1,n]d
|x|2αdx ∼ K
∫ n
r=1
rd−1r2αdr ∼ Knd+2α
for some constant K. Therefore Proposition 2 applies. This result is still valid
for α ≥ 0.
Example 3. We treat the case of an anisotropic Gaussian filter ψ with axes
aligned with the coordinate axes. In this case the variance is finite and proposi-
tion 2 does not apply. However we can give an explicit value of the upper bound
in (11), which ensures that the process is close from a Gaussian. Let us assume
that
ψ(x) = Ke−
∑d
i=1 x
2
i /2σ
2
i ,
where K is a normalizing constant and x = (x1, x2, . . . , xd) ∈ Zd. We provide
in this case an upper bound for f(n) in terms of (σi). For the sake of simplicity
we assume that K = 1.∑
x∈Zd
|ψ(x)3| =
∑
(n1,...,nd)∈Zd
e−3
∑
1≤i≤d n
2
i /2σ
2
i
=
d∏
i=1
(∑
n∈Z
e−3n
2/2σ2i
)
=
d∏
i=1
(
1 + 2
∑
n>0
e−3n
2/2σ2i
)
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and similarly
∑
x∈Zd
|ψ(x)2| =
d∏
i=1
(
1 + 2
∑
n>0
e−n
2/σ2i
)
We use the following inequalities
1
2
√
pi
α
− 1 ≤
∫ +∞
1
e−αt
2
dt ≤
∑
n>0
e−αn
2 ≤
∫ +∞
0
e−αt
2
dt =
1
2
√
pi
α
to obtain
max
(
1,
√
pi
α
− 1
)
≤ 1 + 2
∑
n>0
e−αn
2 ≤ 1 +
√
pi
α
.
It follows that
lim
n→∞ f(n) ≤
d∏
i=1
(
1 + σi
√
2pi/3
)
max (1, σi
√
pi − 1)3/2
=
d∏
i=1
g(σi).
Note that g(σ) = O
+∞
(
1√
σ
). In other words if the Gaussian kernel has sufficiently
large variances, the constant in the upper bound of (9) is small.
Example 4. In this example, we illustrate the theorem on a practical setting.
Let us assume that Λ(x) is a Bernoulli-uniform random variable in order to
model sparse processes. With this model Λ(x) = 0 with probability 1 − γ and
takes a random value distributed uniformly in [−1, 1] with probability γ. Simple
calculation leads to σ2 = γ3 and ρ =
γ
4 so that equation (11) gives:
‖G− Φ‖∞ ≤ 0.73√
γ
‖ψ‖33
‖ψ‖32
. (14)
Let us define a 2D anisotropic Gaussian filter as:
ψ(x1, x2) = C exp
(
− x
2
1
2σ21
− x
2
2
2σ22
)
(15)
where C is a normalization constant. This filter is used frequently in the mi-
croscopy experiments we perform and is thus of particular interest. Figure 4
shows practical realizations of stationary processes defined as Λ ? ψ. Note that
as σ1 or γ increase, the texture gets similar to the Gaussian process on the last
row. Table 1 quantifies the proximity of the non Gaussian process to the Gaus-
sian one using proposition 1. The processes can hardly be distiguished from a
perceptual point of view when the right hand-side in (11) is less than 0.4.
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Figure 4: The first six rows show stationnary processes obtained by convolving
an anisotropic Gaussian filter with Bernoulli uniform processes for different
values of γ and different values of σ1. The value of σ2 = 2. The last row shows
a Gaussian process obtained by convolving Gaussian white noise with the same
Gaussian filter.
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HHHHHγ
σ1 2 8 32 64 128
0.001 1.00 1.00 1.00 1.00 1.00
0.01 1.00 1.00 0.98 0.82 0.69
0.05 0.88 0.62 0.44 0.37 0.31
0.1 0.62 0.44 0.31 0.26 0.22
0.5 0.28 0.20 0.14 0.12 0.10
1 0.20 0.14 0.10 0.08 0.07
Table 1: Values of bound (11) with respect to γ and σ1.
3.3 Numerical validation
In the previous paragraphs we showed that in many situations, stationary ran-
dom processes B of kind
B = Λ ? ψ (16)
where Λ denotes a white noise process can be assimilated to a coloured Gaussian
noise. A Bayesian approach thus indicates that problem (8) can be replaced by
the following approximation:
Find λ(α) = arg min
λ∈Rn×m
‖∇(u0 −
m∑
i=1
ψi ? λi)‖1 +
m∑
i=1
αi
2
‖λi‖22 (17)
for a particular choice of αi discussed later. This new problem has an attractive
feature compared to (8): it is strongly convex in λ, which implies uniqueness of
the minimizer and the existence of efficient minimization algorithms. Unfortu-
nately, it is well known that Bayesian approaches can substantially deviate from
the prior models that underly the MAP estimator [19]. The aim of this para-
graph is to validate the proposed approximation experimentally. We consider a
problem of stationary noise removal.
We generate stationary processes from the models described in Example 4
and Figure 4 for different values of γ. Bernoulli-uniform processes are generated
from functions φi that are nonconvex (l
0-norms) and in this case, problem (8)
is a hard combinatorial problem. We denoise the image using either a standard
l1-norm relaxation:
Find λ ∈ Arg min
λ∈Rn
‖∇(u0 − ψ ? λ)‖1 + α‖λ‖1, (18)
or the l2-norm approximation suggested by the previous theorems:
Find λ ∈ Arg min
λ∈Rn
‖∇(u0 − ψ ? λ)‖1 + α
2
‖λ‖22. (19)
The optimal parameter α is estimated by dichotomy in order to maximize the
SNR of the denoised image. As can be seen in Figure 5 the l1-norm approx-
imation provides better results for very sparse Bernoulli processes and the l2
approximation provides similar or better results when the Bernoulli process gets
denser. This confirms the results presented in section 3.1.
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6.02dB 27.09dB 16.87dB
0.001
6.02dB 16.41dB 15.87dB
0.01
6.02dB 17.65dB 17.53dB
0.05
6.02dB 18.61dB 18.24dB
0.1
6.02dB 14.29dB 15.41dB
0.5
6.02dB 17.67dB 18.15dB
1
Figure 5: Denoising results with the resolution of an TV −l1 or TV −l2 problem.
From top to bottom: increasing value of γ. Left: noisy images. Center: denoised
using an l1 prior. Right: denoised using an l2 prior.
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4 Primal-dual estimation in the l2-case
Motivated by the results presented in the previous section, we focus on the
l1 − l2 problem (17). Since the mapping λ 7→ ∑mi=1 αi2 ‖λi‖22 is stricly convex,
this problem admits a unique minimizer.
In this section, we aim at proposing an automatic estimation of an adequate
value of α = (α1, · · · , αm). A natural choice for the regularization parameter α
(also known as Morozov’s discrepancy principle [15]) is to ensure that
‖ψi ? λi(α)‖ = ‖bi‖ (20)
for a given norm ‖ · ‖. In practice, ‖bi‖ is usually unknown, but the user usually
has an idea of the noise level and can set ‖bi‖ ' ηi‖u0‖ where ηi ∈]0, 1[ denotes
a noise fraction.
In the rest of this section, we provide estimates for ‖b(α)‖2, in the case m = 1
in paragraph 4.1 and in the general case in paragraph 4.2. When the parameters
(αi)i∈{1,...,m} are given, the filter with m filters is equivalent to a related problem
with 1 filter. The link is detailed in paragraph 4.3. Finally paragraph 4.4 shows
how the proposed results can be used in a practical algorithm. The proofs are
provided in the appendix.
4.1 Results for the case m = 1 filter
We first state our results in the particular case of m = 1 filter in order to clarify
the exposition. We obtain several bounds on the l2-norm of the noise ‖b(α)‖2
that are valid for different values of α. The following theorem stated for m = 1
filter is a particular case of the results presented in paragraph 4.2.
Theorem 2. Let α > 0 and denote hk = ψ ? ψ˜ ? d˜k for k ∈ {1, . . . , d}. Then
‖b(α)‖2 ≤
√
n
α
max
k∈{1,...,d}
‖hˆk‖∞. (21)
If we further assume that ψˆ does not vanish there exists a value α¯ > 0 such that
∀α ∈ (0, α¯], b(α) = u0 − umean0 .
This theorem states that the norm of b is bounded by a decaying function
of α. Moreover limα→0+ ‖b(α)‖2 = ‖u0 − umean0 ‖2, and for sufficiently small
values of α the solution is independent of α and known in closed form. Note
that α 7→ ‖b(α)‖2 is not necessarily monotonically decreasing. The quantity
‖u0−umean0 ‖2 which is an upper bound in a neighborhood of 0 is not necessarily
an upper bound for all α > 0. In our numerical tests, we never encountered
a situation where ‖b(α)‖2 > ‖u0 − umean0 ‖2. In the following, we make the
abuse to refer to min(
√
n
α
max
k∈{1,...,d}
‖hˆk‖∞, ‖u0−umean0 ‖2) as an “upper bound”.
As will be observed in the numerical experiments in section 4.5, the bound
‖b(α)‖2 ≤
√
n
α
max
k∈{1,...,d}
‖hˆk‖∞ provided in Theorem 2 is quite accurate and
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sufficient for supervised parameter selection. The following proposition provides
a lower bound with the same asymptotic decay rate in 1α for ‖b(α)‖2.
Proposition 3. Assume that ψˆ does not vanish. Let b(α) = ψ?λ(α) where λ(α)
is the solution of (19). Let P1 denote the orthogonal projector on Ran(Ψ
T∇T )
and b1 = P1(Ψ
−1u0). Then if α is sufficiently large,
‖b(α)‖2 ≥ 1
α
1
‖Ψ−1‖2→2
‖b1‖2
‖A+b1‖∞ .
4.2 Results for the general case m ≥ 1 filters
In this paragraph, we state results that generalize Theorem 2 to the case of
m ≥ 1 filters.
Theorem 3. Let α = (α1, · · · , αm) denote positive weights. Let hi,k = ψi ? ψ˜i ?
d˜k for k ∈ {1, . . . , d}. Then
‖bi(α)‖2 ≤
√
n
αi
max
i∈{1,...,m}
max
k∈{1,...,d}
‖hˆi,k‖∞. (22)
Theorem 4. Denote Ψ = (Ψ1,Ψ2, . . . ,Ψm) ∈ Rn×nm and assume that ΨTΨ
has full rank (this is equivalent to the fact that ∀ξ, ∃i ∈ {1, . . . ,m}, ψˆi(ξ) 6= 0).
Let λˆ
0
(α) = (λˆ01, . . . , λˆ
0
m) be defined by:
λˆ0i (α)(ξ) =

0 if ξ = 0,
¯ˆ
ψi(ξ)uˆ0(ξ)
αi
∑m
j=1
|ψˆj(ξ)|2
αj
otherwise. (23)
Then there exists a value α¯ > 0 such that for all α ∈]0, α¯]m the solution λ(α)
of problem (17) is:
λ(α) = λ0(α). (24)
Theorems 3 and 4 generalize Theorem 2. In practice, we observed that the
ratio √
n
αi
maxi∈{1,...,m}maxk∈{1,...,d} ‖hˆi,k‖∞
‖bi(α)‖2
does not exceed limited values of the order of 5 (see the bottom row of Figure
6). This gives an idea of the sharpness of (22). The bound (22) can thus be
used to provide the user warm start parameters αi. This idea is detailed in the
algorithm presented in section 4.4.
4.3 Equivalence with a single filter model
In section 3, we showed that the following image formation model is rich enough
for many applications of interest:
u0 = u+
m∑
i=1
λi ? ψi (25)
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where λi is the realization of a Gaussian random vector of distributionN (0, σ2i I).
Let b =
∑m
i=1 λi ? ψi. An important observation is that the previous model is
equivalent to the following:
u0 = u+ λ ? ψ, (26)
where λ is the realization of a Gaussian random vector N (0, σ2I) and σ and ψ
satisfy:
σ2|ψˆ(χ)|2 =
m∑
i=1
σ2i |ψˆi(χ)|2, ∀χ. (27)
This condition ensures that both noises have the same covariance matrix E(BBT )
where B is defined in (10). In what follows, we set α = 1σ2 and αi =
1
σ2i
.
The above remark has a pleasant consequence: problems (28) and (29) below
are equivalent from a Bayesian point of view if only the noise component b =∑m
i=1 λi ? ψi and the denoised image u are sought for.
min
λ∈Rn×m
‖∇(u0 −
m∑
i=1
λi ? ψi)‖1 +
m∑
i=1
αi
2
‖λi‖22. (28)
min
λ∈Rn
‖∇(u0 − λ ? ψ)‖1 + α
2
‖λ‖22. (29)
Hence the optimization can be performed on Rn instead of Rn×m. The following
result states that this simplification is also justified form a deterministic point
of view.
Theorem 5. Let λi(α) denote the minimizer of (28) and λ(α) denote the min-
imizer of (29). Let bi(α) = λi(α) ? ψi and b(α) = λ(α) ? ψ. If condition (27) is
satisfied, the following equality holds:
m∑
i=1
bi(α) = b(α). (30)
Moreover, the noise components bi(α) can be retrieved from b(α) using the fol-
lowing formula:
λˆi(ξ) =

¯ˆ
ψi(ξ)bˆ(ξ)
αi
∑m
j=1
|ψˆj(ξ)|2
αj
if
∑m
j=1 |ψˆj(ξ)|2 6= 0
0 otherwise.
(31)
In practice, this theorem allows to divide the computing times and memory
requirements by a factor approximately equal to m.
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4.4 Algorithm
The following algorithm summarizes how the results presented in this paper
allow to design an effective supervised parameter estimation.
Algorithm 1: Effective supervised algorithm.
Input: u0 ∈ Rn: noisy image.
(ψi)i∈{1,...,m} ∈ Rn×m: a set of filters.
(η1, . . . , ηm) ∈ [0, 1]m: noise levels.
Output: u ∈ Rn: denoised image
(bi)i∈{1,...,m} ∈ Rn×m: noise components (satisfying ‖bi‖2 ' ηi‖u0‖2).
begin
Compute αi =
√
n‖hˆi‖∞
‖u0‖2ηi (see Proposition 4).
Compute ψˆ =
√∑m
i=1
‖ψˆi‖2
αi
.
Find λ ∈ arg min
λ∈Rn
‖∇(u0 − λ ? ψ)‖1 + 1
2
‖λ‖22 (see [8]).
Compute u = u0 − λ ? ψ.
Compute b = λ ? ψ.
Compute bi = λi ? ψi using Theorem 5.
4.5 Numerical experiments
The objective of this section is to validate Theorem 3 experimentally and to
check that the upper bound in the right-hand side of equation (22) is not too
coarse. We compute the minimizers of (17) using an iterative algorithm for
various filters, various images and various values of α. Then we compare the
value ‖b(α)‖2 with min(
√
n‖hˆi‖∞
αi
, ‖u0 − umean0 ‖2). As stated in paragraph 4.1,
this quantity is not strictly speaking an upper-bound but we could not find
examples of practical interest where ‖b(α)‖2 ≥ min(
√
n‖hˆi‖∞
αi
, ‖u0 − umean0 ‖2).
As can be seen in the fourth and fifth row of Figure 6, the upper-bound and the
true value follow a similar curve. The fifth row shows the ratio between these
values. For the considered filters, the upper bound deviates at most from a factor
4.5 from the true value. This shows that the upper-bound (22) can provide a
good hint on how to choose a correct value of the regularization parameter. The
user can then refine this bound easily to get a visually satisfactory result.
5 Appendix
In this section we provide detailed proofs of the results presented in section 4.
5.1 Proof of Theorem 3
Theorem 3 is a direct consequence of Lemma 1 and proposition 4 below.
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Figure 6: Comparison of the upper bound in equation (22) with ‖b(α)‖2. First
row: original image. 2nd row: noisy image. 3rd row: denoised using the pro-
posed algorithm. 4th row: comparison of the upper bound (22) with ‖b(α)‖2.
Last row: ratio between the upper bound and the true value of ‖b(α)‖2.
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Lemma 1. Let ‖ · ‖N denote a norm on Rn. The following inequality holds:
‖ψi ? λi(α)‖N ≤ 1
αi
‖ΨiΨTi ∇T ‖∞→N . (32)
Proof. Problem (17) can be recast as the following saddle-point problem:
min
λ∈Rn×m
max
q∈Rn×d,‖q‖∞≤1
〈∇(u0 −
m∑
i=1
λi ? ψi),q〉+
m∑
i=1
αi
2
‖λi‖22.
The dual problem obtained using Fenchel-Rockafellar duality [21] reads:
max
q∈Rn×d,‖q‖∞≤1
min
λ∈Rn×m
〈∇(u0 −
m∑
i=1
λi ? ψi),q〉+
m∑
i=1
αi
2
‖λi‖22. (33)
Let q(α) denote the solution of the dual problem (33). The primal-dual
optimality conditions are:
λi(α) = −Ψ
T
i ∇Tq(α)
αi
(34)
and
q(α) =
∇(∑mi=1 ψi ? λi(α)− u0)
|∇(∑mi=1 ψi ? λi(α)− u0)| . (35)
The last equality holds only formally since ∇(∑mi=1 ψi ? λi(α)− u0) may vanish
at some locations. It means that q represents the normal to the level curves of
the denoised image u0 −
∑m
i=1 ψi ? λi.
Using (34), we obtain ψi?λi(α) = − 1αiΨiΨTi ∇Tq(α). Moreover, ‖q(α)‖∞ ≤
1. It then suffices to use the norm operator definition (2) to obtain inequality
(32).
In order to use inequality (32) for practical purposes, one needs to estimate
upper bounds for ‖·‖∞,N . Unfortunately, it is known to be a hard mathematical
problem as shown in [11, 22]. The special case N = 2, which corresponds to a
Gaussian noise assumption, can be treated analytically:
Proposition 4. Let hi =

hi,1
...
hi,d
 with hi,k = ψi ? ψ˜i ? d˜k. Then:
‖ΨiΨTi ∇T ‖∞→2 =
√
n‖hˆi‖∞
=
√
n max
k∈{1,...,d}
‖hˆi,k‖∞. (36)
for the removal of stationary noise. 20
Proof. First remark that:
‖ΨiΨTi ∇T ‖∞,2 = max‖q‖∞≤1 ‖
d∑
k=1
hi,k ? qk‖2
≤ max
‖q‖2≤√n
‖
d∑
k=1
hi,k ? qk‖2
≤ √n max∑d
k=1 ‖qˆk‖22≤1
‖
d∑
k=1
hˆi,k  qˆk‖2
=
√
n‖hˆi‖∞.
In order to obtain the reverse inequality, let us define
Qk = {q ∈ Rn×d, qk ∈ {f1, · · · , fn} and qi = 0, i ∈ {1, · · · , d}\{k}}
and the Fourier transform of this set which is
Qˆk = {qˆ ∈ Cn×d, qˆk ∈ {ne1, · · · , nen} and qˆi = 0, i ∈ {1, · · · , d}\{k}}.
Let us denote Q = ∪dk=1Qk and Qˆ = ∪dk=1Qˆk . Thus we obtain:
‖ΨiΨTi ∇T ‖∞,2 = max‖q‖∞≤1 ‖
d∑
k=1
hi,k ? qk‖2
≥ max
q∈Q
‖
d∑
k=1
hi,k ? qk‖2
= max
qˆ∈Qˆ
‖∑dk=1 hˆi,k  qˆk‖2√
n
=
√
n‖hˆi‖∞
which ends the proof.
5.2 Proof of Theorem 4
Denote Ψ = (Ψ1,Ψ2, . . . ,Ψm) ∈ Rn×nm and assume that ΨTΨ has full rank.
This condition ensures the existence of λ satisfying
∑m
i=1 λi ? ψi = u0 − umean0 ,
where umean0 denotes the mean of u0.
Proposition 5. Let λ0(α) denote the solution of the following problem
λ0(α) = arg min
∑m
i=1
αi
2 ‖λi‖22
λ ∈ Rn×m∑m
i=1 λi ? ψi = u0 − umean0
. (37)
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Then the vector λˆ
0
(α) = (λˆ01, . . . , λˆ
0
m) is equal to:
λˆ0i (ξ) =

0 if ξ = 0
¯ˆ
ψi(ξ)uˆ0(ξ)
αi
∑m
j=1
|ψˆj(ξ)|2
αj
otherwise. (38)
Proof. First notice that the full rank hypothesis on ΨTΨ is equivalent to as-
suming that ∀ξ, ∃i ∈ {1, . . . ,m}, ψˆi(ξ) 6= 0 since Ψi = F−1diag(ψˆi)F . Then:
λ0(α) = arg min
∑m
i=1
αi
2 ‖λi‖22
λ ∈ Rn×m∑m
i=1 λi ? ψi = u0 − umean0
= arg min
∑m
i=1
αi
2 ‖λˆi‖22
λ ∈ Rn×m∑m
i=1 λˆi  ψˆi = ̂u0 − umean0
.
This problem can be decomposed as n independent optimization problems of
size m. If ξ = 0, it remains to observe that ̂u0 − umean0 (0) = 0 since u0 − umean0
has zero mean. For ξ 6= 0, this amounts to solve the m dimensional quadratic
problem:
arg min
λˆ(ξ)∈Cm
m∑
i=1
αi
2
|λˆi(ξ)|22 such that
m∑
i=1
ψˆi(ξ)λˆi(ξ) = uˆ0(ξ). (39)
It is straightforward to derive the solution (38) analytically.
Lemma 2. If ψˆi(ξ) = 0 then λˆ0i (α)(ξ) = 0 and if ψˆi(ξ) 6= 0 then |λˆ0i (α)(ξ)| ≤∣∣∣∣∣ uˆ0(ξ)ψˆi(ξ)
∣∣∣∣∣. Therefore, for every α, ‖λ0i (α)‖2 ≤ ‖uˆ0 ψˆi‖2 (with the convention to
replace by 0 the terms where the denominator vanishes).
Proof. It is a direct consequence of Equation (38).
Proof. of Theorem 4 Let Fα(λ) = G(λ)+
∑m
i=1
αi
2 ‖λi‖22 with G(λ) = ‖(∇(Ψλ−
u0)‖1. The objective is to prove that ∂Fα(λ0(α)) 3 0 for sufficiently small α.
Denote C = {β1Rn , β ∈ R} the space of constant images. Since Ker(∇) = C
and Ψλ0(α) − u0 ∈ C, ∇(Ψλ0 − u0) = 0. Standard results of convex analysis
lead to
∂G(λ0(α)) = ΨT∇T∂‖·‖1(0)
= ΨT∇TQ
where Q = {q ∈ Rn×d, ‖q(x)‖2 ≤ 1, ∀x ∈ Ω} is the unit ball associated to the
dual norm ‖ · ‖∗1. Since Ran(∇T ) = Ker(∇)⊥ we deduce Ran(∇T ) = C⊥ is the
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set of images with zero mean. Therefore, since Q has non-empty interior, there
exists γ > 0 such that ∇TQ ⊃ B(0, γ) ∩C⊥ where B(0, γ) denotes a Euclidean
ball of radius γ. Therefore
(∂Fα(λ
0(α)))i = (∂G(λ
0(α)))i + αiλ
0
i (α)
= (ΨT∇TQ)i + αiλ0i (α)
⊃ (ΨT (B(0, γ) ∩ C⊥))i + αiλ0i (α).
Note that
ΨT (B(0, γ) ∩ C⊥) = ΨT1 (B(0, γ) ∩ C⊥)× . . .×ΨTm(B(0, γ) ∩ C⊥).
Since convolution operators preserve C⊥ we obtain:
ΨTi (B(0, γ) ∩ C⊥) ⊃ B(0, γi) ∩ Ran(Ψi) ∩ C⊥ for some γi > 0.
Now, it remains to remark that proposition 5 ensures
λ0(α) ∈ (Ran(Ψ1) ∩ C⊥)× . . .× (Ran(Ψm) ∩ C⊥).
Therefore for αi ≤ γi‖uˆ0ψˆi‖2
(∂Fα(λ
0))i ⊃ (B(0, γi) ∩ Ran(Ψi) ∩ C⊥) + αiλ0i (α) 3 0.
In view of Lemma 2 it suffices to set α¯ = min
i∈{1,...,m}
γi
‖uˆ0  ψˆi‖2
to conclude the
proof.
5.3 Proof of proposition 3
We now concentrate on problem (29) in the case of m = 1 filter and provide a
lower-bound on ‖b(α)‖2. We assume that Ψ in invertible, meaning that ψˆ does
not vanish.
The dual problem of
min
λ∈Rn
‖∇(u0 − λ ? ψ)‖1 + α
2
‖λ‖22 (40)
is
max
q∈Rn×d,‖q‖∞≤1
〈∇u0,q〉 − 1
2α
‖ΨT∇Tq‖22. (41)
The solution λ(α) of (40) can be deduced from the solution q(α) of (41) by
using the primal-dual relationship
λ(α) = − 1
α
ΨT∇Tq(α). (42)
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We can write:
arg max
q∈Rn×d,‖q‖∞≤1
〈∇u0,q〉 − 1
2α
‖ΨT∇Tq‖22 (43)
= arg min
q∈Rn×d,‖q‖∞≤1
1
2
‖ΨT∇Tq− αΨ−1u0‖22. (44)
Let P1 denote the orthogonal projector on Ran(Ψ
T∇T ) and P2 denote the
orthogonal projector on Ran(ΨT∇T )⊥. Using these operators, we can write
αΨ−1u0 = αb1 + αb2 where b1 = P1Ψ−1u0 and b2 = P2Ψ−1u0. Problem (44)
becomes:
q(α) = arg min
q∈Rn×d,‖q‖∞≤1
1
2
‖ΨT∇Tq− αb1‖22.
Let us denote A = ΨT∇T and q′(α) = A+b1‖A+b1‖∞ . Since b1 ∈ Ran(A),
Aq′(α) = b1‖A+b1‖∞ . Thus as long as ‖A+b1‖∞ ≥ 1α :
|‖Aq(α)‖ − α‖b1‖2| ≤ ‖Aq(α)− αb1‖
= min
‖q‖∞≤1
‖Aq− αb1‖2
≤ ‖Aq′(α)− αb1‖2
= ‖ b1‖A+b1‖∞ − αb1‖2
=
(
α− 1‖A+b1‖∞
)
‖b1‖2.
Since Aq(α) is a projection of αb1 on a convex set that contains the origin,
α‖b1‖2 ≥ ‖Aq(α)‖2 and we get:
α‖b1‖2 − ‖Aq(α)‖2 ≤
(
α− 1‖A+b1‖∞
)
‖b1‖2
which is equivalent to
‖Aq(α)‖2 ≥ b1‖A+b1‖∞ .
Since λ(α) = − 1αAq(α) we get:
‖λ(α)‖2 ≥ 1
α
‖b1‖2
‖A+b1‖∞
and since λ = Ψ−1b we obtain
||b(α)||2 ≥ 1
α
‖Ψ−1‖−12→2
‖b1‖2
‖A+b1‖∞ .
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5.4 Proof of Theorem 5
Theorem 5 is a simple consequence of a more general result described below.
Let F be a convex lower semi-continuous (l.s.c.) function and Ψ : Rn → Rn,
Ψi : Rn → Rn, i = 1 . . .m denote linear operators. Define:
(λi)1≤i≤m = arg min
(λi)1≤i≤m∈(Rn)m
F
(
m∑
i=1
Ψiλi
)
+
1
2
m∑
i=1
‖λi‖2, (P1)
and
λ = arg min
λ∈Rn
F (Ψλ) +
1
2
‖λ‖2. (P2)
Proposition 6. If the operators Ψ and (Ψi)i=1...m satisfy the relation
ΨΨ∗ =
m∑
i=1
ΨiΨ
∗
i ,
then the solutions (λi)1≤i≤m of (P1) and λ of (P2) are related by
Ψλ =
m∑
i=1
Ψiλi.
Proof. We define Ψ : Rn×m → Rn by Ψ = (Ψ1,Ψ2, . . . ,Ψm), so that for
λ =

λ1
λ2
· · ·
λm
, Ψλ = ∑mi=1 Ψiλi. The optimality condition of P1 reads:
Ψ∗∂F (Ψλ¯) +
m∑
i=1
λ¯i 3 0,
and the optimality condition of P2 reads
Ψ∗∂F (Ψλ¯) + λ¯ 3 0.
The minization problem P2 admits a unique minimizer denoted λ. By hypothesis
ΨΨ∗ = ΨΨ∗, hence RanΨ = RanΨ and there exists λ0 such that
Ψλ = Ψλ0.
The optimality condition of P2 implies that
0 ∈ ΨΨ∗∂F (Ψλ) + Ψλ,
hence
0 ∈ ΨΨ∗∂F (Ψλ0) + Ψλ0 = Ψ(Ψ∗∂F (Ψλ0) + λ0).
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This proves that every vector λ′ ∈ Ψ∗∂F (Ψλ0) + λ0 belongs to KerΨ. If we
choose such a λ′ and set λ = λ0 − λ′ we have
Ψ∗∂F (Ψλ) + λ = Ψ∗∂F (Ψλ0) + λ0 − λ′ 3 0.
This implies that λ is the minimizer of P1 and we have
Ψλ = Ψ(λ0 − λ′) = Ψλ0 = Ψλ,
which ends the proof.
Let us now turn to the proof of Theorem 5.
Proof. To obtain (30), it suffices to make the change of variable λ′i =
λi√
αi
in
problem (P1) and to apply proposition (6) together with condition (27). To ob-
tain (31), it remains to observe that since
∑m
k=1 bi(α) = b(α), the determination
of λi boils down to the following quadratic problem:
(λi(α))i∈{1,...,m} = arg min∑m
i=1 λi?ψi=b(α)
m∑
i=1
αi
2
‖λi‖22
= arg min∑m
i=1 λˆiψˆi=bˆ(α)
m∑
i=1
αi
2
‖λˆi‖22.
The solution of this problem can be obtained analytically by deriving its opti-
mality conditions. It leads to equation (31).
Conclusion
This paper focussed on the problem of stationary noise removal using variational
methods. In the first part, we showed that assuming the noise to be Gaussian is
reasonable under conditions that are met in many applications such a destriping.
In the second part we thus concentrated on variational problems that consist
of minimizing l1 − l2 functionals. We derived upper and lower bounds on the
l2-norm of the solutions of these functionals and showed that they can be used
for simplifying the task of parameter selection. We also provided a numerical
trick that allows to drastically reduce the computing times for cases where the
noise is described as a sum of stationary processes. Overall this work allows
to strongly reduce the computing times, to ease the parameter selection and to
make our algorithms robust to different conditions.
As a perspective, let us notice that the lower bound proposed in proposition
(3) is coarse and it would be interesting to obtain tighter results highlighting
why the upper bound is near tight in practice. We also plan to study the
problem of deterministic parameter selection in a more general setting such as
lp − lq functionals.
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