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Abstract
In this paper, we consider parallel communicating systems where the components of the sys-
tems are given by k-limited and uniformly k-limited 0L systems (or by such ET0L systems,
more generally). The parallel communication increases the generative power of the underlying
systems. We compare the language families generated by such systems with each other as well
as with other known language families. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Parallel communicating grammar systems have been introduced in [8]. They consti-
tute a grammatical model of parallel communication. Di<erent grammars work together
in parallel to generate a language. Each grammar G may ask another grammar G′ to
communicate the string just generated by G′ to integrate it as a substring into the
string generated by G. One of the grammars is marked as the master component. The
terminal words which are generated by the master component in such a manner deter-
mine the language of the system. Much work has been done in this area. We refer the
reader to [2] where motivations and a broad bibliography is given. As recent papers,
we mention [4, 6].
In [7] (see also [2, Chapter 8]), the grammars have been replaced by 0L, or more
generally, by ET0L systems. In this paper, the components of the systems are given
by k-limited and uniformly k-limited ET0L systems instead. The necessary de?nitions
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are presented in Section 2. In Section 3 we show that by introducing several compo-
nents, for limited and uniformly limited T0L systems the generative power is enlarged.
Incomparability results between the di<erent families of languages generated by paral-
lel communicating systems with components being T0L, k-limited T0L or uniformly
k-limited T0L systems are considered in Section 4 while in Section 6 a comparison
with families of languages generated by grammars is investigated. Closure properties
are regarded in Section 5. Finally, in Section 7, we demonstrate that cooperating dis-
tributed limited or uniformly limited 0L languages can be generated by such parallel
communicating systems.
In the sequel, we denote by N the set of all positive natural numbers (where 0 =∈N).
Then N0 =N∪{0}. For every alphabet , ∈∗ denotes the empty word.
2. Denitions
k-limited ET0L systems are introduced in [10]. They present a limitation of the
parallel rewriting in ET0L systems. A k-limited ET0L system (abbreviated as klET0L
system) G=(;H;!; 	; k) is given by k ∈N and an ET0L system (;H;!; 	) with
alphabet , ?nite set of tables H (where a table is a ?nite substitution on ), axiom
!∈∗, and terminal alphabet 	⊂. For w; v∈∗, a derivation step w⇒ v according
to G is given by a step w⇒h v for some h∈H where v arises from w by substituting
exactly min{k; #aw} occurrences of each symbol a∈ in the word w according to h,
that is by some word of h(a) (where #aw is the number of occurrences of a in w).
Let ⇒∗ be the reHexive transitive closure of ⇒ . Then L(G)= {w∈	∗ | !⇒∗ w}
is the klET0L language generated by G. By L(klET0L) we denote the family of all
klET0L languages. As usual we also consider deterministic systems (klEDT0L systems)
where a table h∈H is given as a homomorphism. In a klE0L system (; h; !; 	)
we have only one table h∈H . If =	, we get the de?nitions of klT0L and kl0L
systems. For example, k-limited deterministic T0L systems are abbreviated as klDT0L
systems, the corresponding language family is written as L(klDT0L). If w∈ h(a) for
some h∈H; a∈; w∈∗, then a → w is called a production of h. We also talk of
the production w∈ h(a). In the sequel, if for some a∈, no production w∈ h(a) is
explicitly given, then we assume that h(a)= {a}.
If the derivation mechanism is changed in such a way that at each step of the
rewriting process, for every a∈ exactly min{k; |w|} occurrences of symbols in the
word w considered have to be rewritten (where |w| is the length of the word w),
then we get the de?nition of uniformly k-limited ET0L systems (uklET0L systems) as
introduced in [11] (see also [3, 18]). k-limited and uniformly k-limited ET0L systems
are also used in connection with di<erent regulation mechanisms (e.g., see [14, 15]).
If we want to formulate a statement for klET0L systems as well as for uklET0L
systems, then we write (u)klET0L. In the same manner, writing (u)kl(E)(T)0L we
mean that the letters u, E and T may be present in that position or not. If this
notion is used on both sides of a relation, then it is understood that the
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relation is true for all those cases with the same choice of symbols on both
sides.
Now we come to the de?nitions of parallel communicating systems. We give them
only for limited ET0L systems. In the uniformly limited case (and in the normal
case of ET0L systems), they are de?ned analogously. We only have to replace the
corresponding systems. In the notations below, for instance, lET0L is replaced by
ulET0L.
Let r ∈N and k1; : : : ; kr ∈N. A parallel communicating (k1; : : : ; kr)-limited ET0L
system (or PC(k1; : : : ; kr)lET0L system, for short) is given by an (r + 3)-tuple
=(; K; 	; G1; : : : ; Gr)
with alphabet , terminal alphabet 	⊂, the set of query symbols K = {Q1; : : : ; Qr}
with K ∩= ∅, a k1lET0L system
G1 = (∪K;H1; !1; 	; k1) with !1 ∈∗
and kilT0L systems
Gi =(∪K;Hi; !i; ki) with !i ∈∗; i=2; : : : ; r:
The systems Gi; i=1; : : : ; r, are called the components of , and the query symbol Qi
points to the component Gi. If k1 = k2 = · · · = kr = k for some k ∈N, then  is called
a PCrklET0L system. If =	, we get a PC(k1; : : : ; kr)lT0L system. Furthermore, if all
components are kil0L systems, then we talk of a PC(k1; : : : ; kr)l0L system. If k1; : : : ; kr
are not taken into consideration, we speak of PCl0L systems. As usual, deterministic
systems are considered, too.
Let  be a PC(k1; : : : ; kr)lET0L system as above. Set V =∪K . Consider (u1; : : : ; ur)
∈ (V∗ )r . If for all i∈{1; : : : ; r} we have #Kui =0 (where #Kui is the number of occur-
rences of symbols of K in ui) and ui⇒Gi wi by one derivation step according to Gi,
then we write
(u1; : : : ; ur)⇒D (w1; : : : ; wr)
which is called a direct derivation step of . Assume there exists i′ ∈{1; : : : ; r} with
#Kui′ ¿ 0. Let
I¿0 = {i | #Kui ¿ 0} and I= 0 = {i | #Kui =0}:
Then for each i∈ I¿0,
ui = v1Qi1v2Qi2 : : : vtQit vt+1
for some t ∈N and vj ∈∗; j=1; : : : ; t + 1. Then we set
wi = v1u′i1v2u
′
i2 : : : vtu
′
it vt+1
where for every j∈{1; : : : ; t},
if ij ∈ I= 0; then u′ij = uij and wij =!ij (∗)
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and
if ij ∈ I¿0; then u′ij =Qij :
For each i∈ I= 0 for which wi has not been set to the axiom !i by (∗) above, we
de?ne wi = ui. Then for every i=1; : : : ; r, the word wi is speci?ed. We write
(u1; : : : ; ur)⇒Q (w1; : : : ; wr)
which is called a communication step of  according to the returning mode.
(u1; : : : ; ur)⇒R (w1; : : : ; wr)
is a derivation step of  according to the returning mode if (u1; : : : ; ur)⇒D (w1; : : : ; wr)
or (u1; : : : ; ur)⇒Q (w1; : : : ; wr). By ⇒∗R , we denote the reHexive transitive closure of
⇒R .
We note that a production with some query symbol on the left side is never used.
Furthermore, in a communication step the ki-limitations are not considered.
After a component Gij with #Kuij =0 has communicated its word uij to another
component Gi with Qij occurring in ui, it returns to the axiom !ij (see (∗) above). If
in (∗) we delete the equation wij =!ij , then we get a communication step according
to the non-returning mode. After communicating uij , the component Gij retains uij . In
this case we write ⇒N instead of ⇒R . If the context is clear, we only write ⇒ .
For every r-tuple of (V∗ )r , the rewriting is always possible. But the existence of
circular queries may lead to constant derivation steps as in
(Q2a; Q3; Q1Q4; b)⇒N (Q2a; Q3; Q1b; b)⇒N (Q2a; Q3; Q1b; b)⇒N : : : :
We note that such constant derivations are not possible according to the de?nition
of PC grammars or PCrET0L systems in [2], Chapter 7 or 8, respectively. There,
from (Q2a; Q3; Q1Q4; b), no derivation would be possible, the derivation is blocked.
But obviously, blocking and constant derivations are equivalent. Moreover, in case of
the returning mode, our de?nition of a communicating step di<ers in a further manner
from that in [2]. We shall give an example. Consider the possible derivation steps
arising from
(ab; Q4; Q1Q2; cd; Q1)
where = {a; b; c; d; X } and !i =X for i=1; : : : ; 5. Our de?nition leads to the deriva-
tion
(ab; Q4; Q1Q2; cd; Q1)⇒Q (X; cd; abQ2; X; ab)⇒Q (X; X; abcd; X; ab)
while according to [2], we would get
(ab; Q4; Q1Q2; cd; Q1)⇒Q (X; cd; Q1Q2; X; ab)⇒Q (X; X; Xcd; X; ab):
Our de?nition is more natural. The asked words are communicated as early as possible.
Furthermore, in all examples of PC grammar and ET0L systems given in [2], we could
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not ?nd a derivation as in the latter case. Therefore, it seems that the de?nitions in [2]
can be changed according to our de?nition above without a<ecting the results given
there.
For a PC(k1; : : : ; kr)lET0L system , we de?ne the language
L()= {w∈	∗ | (!1; !2; : : : ; !r)⇒∗R (w; "2; : : : ; "r); "i ∈V∗ ; 26i6r}
generated according to the returning mode. Since the language is determined by the
terminal words of the ?rst component, the ?rst component is called the master of
the system. By L(RPC(k1; : : : ; kr)lET0L) we denote the family of PC(k1; : : : ; kr)lET0L
languages generated according to the returning mode. We also say that the family
is generated by RPC(k1; : : : ; kr)lET0L systems. If we consider the non-returning case
instead, that is if we replace the relation ⇒R above by ⇒N , we get the family
L(NPC(k1; : : : ; kr)lET0L) of PC(k1; : : : ; kr)lET0L languages generated according to
the non-returning mode (which is generated by NPC(k1; : : : ; kr)lET0L systems).
By the de?nition of L() in any mode, it is clear that the terminal alphabet is only
necessary in the ?rst component. Therefore, in the de?nition of a PC(k1; : : : ; kr)lET0L
system, the components G2 to Gr are only de?ned as kilT0L systems.
We also consider centralized systems where query symbols are only allowed to be
introduced by productions of the ?rst component. The corresponding language families
are denoted by L(RCPC(k1; : : : ; kr)lET0L) and L(NCPC(k1; : : : ; kr)lET0L).
If only the number of components is of interest, we set
L(NPCrlET0L)=
⋃
k1 ;:::; kr∈N
L(NPC(k1; : : : ; kr) lET0L):
Furthermore, the family of any parallel communicating limited ET0L languages ac-
cording to the non-returning mode is given by
L(NPC∗lET0L)=
⋃
r ∈N
L(NPCrlET0L):
In the same manner, other corresponding language families are de?ned.
3. Inclusion results and examples
By the de?nitions, the following relations are obvious.
Lemma 3.1. For all k1; : : : ; kr+1 ∈N; r ∈N; and X ∈{RPC;NPC;RCPC;NCPC}; we
have
(a) L((u)k1l(E)(T)0L)⊂L(X (k1)(u)l(E)(T)0L);
(b) L(X (k1; : : : ; kr)(u)l(E)(T)0L)⊂L(X (k1; : : : ; kr+1)(u)l(E)(T)0L);
(c) L(X (k1; : : : ; kr)(u)l(E)0L)⊂L(X (k1; : : : ; kr)(u)l(E)T0L);
(d) L(RCPC(k1; : : : ; kr)(u)l(E)(T)0L)⊂L(RPC(k1; : : : ; kr)(u)l(E)(T)0L) and
L(NCPC(k1; : : : ; kr)(u)l(E)(T)0L)⊂L(NPC(k1; : : : ; kr)(u)l(E)(T)0L).
Some of these results can be sharpened.
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Theorem 3.1. For all k ∈N and X ∈{RPC;NPC;RCPC;NCPC}; we have
L((u)kl(T)0L)$L(X (k)(u)l(T)0L)
with the exception of
L(u1l(T)0L)=L(X (1)ul(T )0L);
and furthermore;
L((u)klE(T)0L)=L(X (k)(u)lE(T)0L):
Proof. For every k ∈N (with k = 1 in the uniform case), the strict inclusion is given
by the language generated by the deterministic X (k)(u)l0L system
=({a; b}; {Q1}; ({a; b; Q1}; h; a; k))
with h(a)= abk+1 and h(b)=Q1. We get
a⇒D abk+1⇒D abk+1v⇒Q abk+1v⇒Q : : : ;
where #Q1v¿ 0. Thus, L()= {a; abk+1}. Assume that L() is generated by a (u)klT0L
system G=({a; b}; H; !; k). If != a, then it follows that abk+1 ∈ h′(a) for some table
h′ ∈H . Let v′ ∈ h(b) for some v′ ∈{a; b}∗. Then there exists a derivation abk+1⇒h′ w′
with w′= abk+1v′kb if G is a klT0L system and w′= abk+1v′k−1b2 if G is a uklT0L
system. We conclude #bw′¿k + 2, a contradiction. It follows that != abk+1. But a
derivation abk+1⇒h′ a is not possible since at least one occurrence of b cannot be
substituted. This implies that L() =∈L((u)klT0L).
In the case of an X (k)(u)lET0L system =(; {Q1}; 	; G) with G=(∪{Q1}; H;
!; 	; k), assume that there exists a table h∈H with w∈ h(x) where #Q1w ¿ 0 for some
x∈. All such productions are replaced by x → F where F is a new non-terminal
symbol, and furthermore, let F → F be a production of every table. Let H ′ be the
set of all these tables. We conclude that G′=(∪{F}; H ′; !; 	; k) is an (u)klET0L
system with L(G′)=L(). The same is true for X (k)(u)lE0L systems.
Finally, let =(; {Q1}; G) with G=(∪{Q1}; H; !; 1), be an X (1)ulT0L system.
For every h∈H , every production w∈ h(x) with #Q1w ¿ 0 for some x∈ is replaced
by x∈ h(x) thus leading to a u1lT0L system G′. Since at every direct derivation step,
both systems substitute exactly one symbol of the word considered, it follows that
L(G′)=L().
We remark that in Lemma 8.1 of [2], it is stated thatL((E)(T)0L)=L(X1(E)(T)0L).
For T0L and 0L, this is only correct if we assume that a system is not allowed to ask
for itself. But by the de?nitions (also by the de?nitions in [2]), this is not forbidden.
Indeed, we get
Theorem 3.2. For all X ∈{RPC;NPC;RCPC;NCPC}; we have
L(0L)$L(X10L) and L(T0L)$L(X1T0L):
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Proof. The strict inclusion is given by the language generated by the deterministic
X10L system
=({a; b}; {Q1}; ({a; b; Q1}; h; a2))
with h(a)= ab2a and h(b)=Q1. Obviously, L()= {a2; (ab2a)2}. Assume that L() is
generated by a T0L system G=({a; b}; H; !). If != a2, consider the derivation step
a2 ⇒h′ ab2aab2a according to some table h′ ∈H . It follows that ab2a∈ h′(a). Then
from ab2aab2a, we can derive words with at least 8 occurrences of a, a contradiction.
If != ab2aab2a, there exists a derivation step ab2aab2a⇒h′ a2 where ∈ h′(a)∩ h′(b)
and ai ∈ h′(x) for i=1 or i=2 and x= a or x= b. If i=1, we have !⇒h′ a3, if i=2,
we get !⇒h′ a8 which both contradict the shape of the language L(). We conclude
that L() =∈L(T0L).
The system  of the proof above may be also used in the proof of Theorem 3.1,
more exactly, for all k ∈N in the non-uniform case and for k¿5 in the uniform case.
If  is an X (k)(u)lT0L or X1T0L system such that for every h∈H , x∈, there
exists w∈∗ with w∈ h(x) (that is without occurrences of query symbols in w), then
L() can be generated by a (u)klT0L or T0L system, respectively.
Theorem 3.3. Let  be an alphabet; L⊂∗ a :nite language and ∩L = ∅. For all
k1; k2 ∈N and X ∈{RPC;NPC;RCPC;NCPC}; we have L∈L(X (k1; k2)(u)l(T)0L).
Proof. Let a=w1 ∈∩L. L is generated by the X (k1; k2)(u)l0L system
=(; {Q1; Q2}; (∪{Q1; Q2}; h1; a; k1); (∪{Q1; Q2}; h2; a; k2))
with h1(a)=L and h2(a)= {Q2}.
The same result is true in the case of (T)0L systems (for similar results, see [2],
Remark 8.1).
Next we show that in case of NPC, NCPC and RPC (uniformly) limited 0L or E0L
systems, by introducing several components, we really increase the generative capacity
of the underlying systems.
Theorem 3.4. For all Y ∈{NPC;NCPC}; k1; k2 ∈N;
L(Y (k1)(u)l(T)0L)$L(Y (k1; k2)(u)l(T)0L) and
L((u)k1lE0L)=L(Y (k1)(u)lE0L)$L(Y (k1; k2)(u)lE0L):
Proof. We consider the deterministic Y (k1; k2)(u)l0L system
=({a}; {Q1; Q2}; ({a; Q1; Q2}; h1; ak1 ; k1); ({a; Q1; Q2}; h2; ak2 ; k2));
where h1(a)=Q22 and h2(a)= a
2. Obviously, we get the derivation
(ak1 ; ak2 )⇒D (Q2k12 ; a2k2 )⇒Q (a4k1k2 ; a2k2 ):
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More generally, for n∈N; n¿2, we have
(a(n
2+n−2)k1k2−(n−2)k1 ; ank2 )⇒D (a(n2+n−2)k1k2−((n+1)−2)k1Q2k12 ; a(n+1)k2 )
⇒Q (a((n+1)2+(n+1)−2)k1k2−((n+1)−2)k1 ; a(n+1)k2 ):
In the word being derived directly, Q2k12 may be also distributed between the occur-
rences of a, but in any case, after the query step, the same pair is derived. It follows
that
L()= {a(n2+n−2)k1k2−(n−2)k1 | n∈N}:
Because of the nonlinear growth of the length of the words of L(), similar to [10],
Theorem 3.2, and [11], Theorem 2.1, L() =∈L(Y (k)(u)lT0L) for every k ∈N. By
[12], Theorem 1, and [18], Theorem 3.2, L() =∈L((u)klE0L)=L(Y (k)(u)lE0L).
In particular, if k1 = k2 = 1, we get that, for every k ∈N,
{an2 | n∈N}∈L(Y (1; 1)(u)l0L)−L(Y (k)(u)lE0L):
Theorem 3.5. For arbitrary k1; k2 ∈N;
{a2n | n∈N0}∈L(RPC(k1; k2)(u)l0L):
Proof. For arbitrary k1; k2 ∈N, let
=({a; b}; {Q1; Q2}; ({a; b; Q1; Q2}; h1; a; k1); ({a; b; Q1; Q2}; h2; b; k2))
be an RPC(k1; k2)(u)l0L system where h1(a)= {a; Q22} and h2(b)= {Q1}. To prove the
result, we consider the 2-tuple (a2
n
; b) and assume that (!1; !2)= (a; b) ⇒∗ (a2n ; b).
For n=0, this relation is true. For arbitrary n∈N0, there are only derivations of the
form
(a2
n
; b)⇒D (u1Q22u2; Q1) for some u1; u2 ∈{a; Q2}∗
or
(a2
n
; b)⇒D (a2n ; Q1)⇒Q (a; a2n)⇒∗D (a; a2
n
)⇒D (Q22 ; a2
n
)⇒Q (a2n+1 ; b):
Because of the circular query, a derivation of the ?rst type never leads to a terminal
word in its ?rst component. It follows that
L()= {a2n | n∈N0}:
Corollary 3.1. For all k1; k2 ∈N;
L(RPC(k1)(u)l(T)0L)$L(RPC(k1; k2)(u)l(T)0L);
L((u)k1lE0L)=L(RPC(k1)(u)lE0L)$L(RPC(k1; k2)(u)lE0L):
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Proof. Analogous to the proof of Theorem 3.4, L= {a2n | n∈N0} =∈L(RPC(k)
(u)lT0L) for every k ∈N. Since also L =∈L((u)klE0L) for all k ∈N (see [12], Example
1(a) or [18], Example 3.1(a)), the result follows.
Theorem 3.4 and Corollary 3.1 show that some of the inclusions of Lemma 3.1(b) are
strict in case r=1. But it is open if this strictness is also true for RCPC systems and,
more generally, for r¿2. Furthermore, if the components of the parallel communicating
systems are based on (u)klET0L systems, we do not know whether we may generate
languages not belonging to L((u)klET0L).
We note that the RPC(k1; k2)(u)l0L system of the proof of Theorem 3.5 is non-
deterministic. This is necessary as shown by the following theorem.
Theorem 3.6. For arbitrary k1; : : : ; kr ∈N; r ∈N;
{a2n | n∈N0} =∈L(RPC(k1; : : : ; kr)(u)lD0L):
Proof. Assume that L= {a2n | n∈N0} is generated by an RPC(k1; : : : ; kr)(u)lD0L sys-
tem
=(; K; G1; : : : ; Gr)
with Gi =(∪K; hi; !i; ki); i=1; : : : ; r. Obviously, a is the only symbol of  occurring
in the ?rst component. It follows that h1(a) =∈ a∗ since otherwise the exponential growth
of the length of the words of L is not possible (similar to [10], Theorem 3.2 or [11],
Theorem 2.1). We conclude that h1(a)∈ ({a}∪K)∗K({a}∪K)∗. After the ?rst direct
derivation step
(!1; : : : ; !r)⇒D (w1; : : : ; wr);
if the derivation does not become constant, all components which are asked directly
or indirectly by w1 are only allowed to contain words of ({a}∪K)∗ since otherwise
we could generate words not belonging to L. Since  is deterministic, it follows that
hi(x)∈ ({a}∪K)∗ for all such asked components i and all x∈ occurring in the ax-
ioms of these components, and furthermore, all such occurrences of symbols x di<erent
from a have to be substituted in the direct derivation step above. Since  is deter-
ministic, in both the uniform and the non-uniform case, the number of occurrences of
symbols in these wi and in w1 is uniquely determined. Without restricting generality,
let these components be 2; 3; : : : ; r′ for some r′6r. More generally, for every Jw∈ a+
and Jwr′+1; : : : ; Jwr ∈∗, we get a derivation
( Jw;!2; : : : ; !r′ ; Jwr′+1; : : : ; Jwr)⇒D (w˜1; w2; : : : ; wr′ ; w˜r′+1; : : : ; w˜r)
such that exactly the components 2 to r′ are asked directly or indirectly by the query
symbols of w1. For ?xed Jw and Jwr′+1; : : : ; Jwr , the derivation is continued by
(w˜1; w2; : : : ; wr′ ; w˜r′+1; : : : ; w˜r)⇒∗Q ( Jw1; !2; : : : ; !r′ ; w′r′+1; : : : ; w′r);
172 D. Watjen / Theoretical Computer Science 255 (2001) 163–191
where Jw1 ∈ a∗ is uniquely determined. We note that in the uniform case, the numbers
of the occurrences of the symbols in w′r′+1 to w
′
r are not necessarily uniquely deter-
mined. If there are still query symbols in w′r′+1; : : : ; w
′
r , then the derivation is continued
by
( Jw1; !2; : : : ; !r′ ; w′r′+1; : : : ; w
′
r)⇒∗Q (w′′; !2; : : : ; !r′ ; w′′r′+1; : : : ; w′′r );
where w′′r′+1; : : : ; w
′′
r ∈∗ and w′′= Jw1 or, if the component 1 is asked by one of the
components r′ + 1 to r, w′′=!1. In any case, we get an r-tuple of the same form as
at the beginning. Therefore, there exists a constant c∈N such that for all Jw; Jw1 ∈ a+
as above with | Jw|¿k1, we have c= | Jw1|−| Jw|. If | Jw|¡k1, then we get | Jw1|−| Jw|6c.
Thus it is not possible to generate L.
Corollary 3.2. For all k1; : : : ; kr ∈N; r ∈N;
L(RPC(k1; : : : ; kr)(u)lD0L)$L(RPC(k1; : : : ; kr)(u)l0L):
Proof. If r=1, under consideration of the remarks after Theorem 3.2, the result follows
from the proofs of [10], Theorem 3.4, or [11], Theorem 3.8. If r¿2, it follows from
the Theorems 3.1, 3.5 and 3.6.
Theorem 3.7. For all k1; : : : ; kr ∈N; r ∈N;
{a2n | n∈N0} =∈L(NCPC(k1; : : : ; kr)(u)l(T)0L):
Proof. Set L= {a2n | n∈N0}, and let =(; K; G1; : : : ; Gr) be a centralized PC(k1; : : : ;
kr)(u)lT0L system with L=L(). The (u)kilT0L systems are given by Gi =(∪K;Hi;
!i; ki); i=1; : : : ; r. Obviously, a∈ and !1 ∈ a∗. The case r=1 is not possible, since
L =∈L(NCPC(k1)(u)lT0L) (see the proof of Corollary 3.1). Without restricting gen-
erality, we assume that the ?rst component occasionally asks a component Gi for
all i∈{2; : : : ; r}, otherwise these components would be superHuous. Since every query
symbol Qi; i∈{2; : : : ; r}, may occur after the ?rst step of any derivation, we get that if
!i ⇒D wi then it follows that wi ∈ a∗ for all i∈{2; : : : ; r}. We conclude that hi(x)⊂ a∗
for all hi ∈Hi, i∈{2; : : : ; r} and x∈. Thus, symbols x∈− {a} may only occur in
the axioms !i; i=2; : : : ; r.
Assume that a) ∈ h1(a) for h1 ∈H1 and )∈N0 − {1}. Consider n∈N such that
2n−1¿max{k1; k1)}. Then (a2n ; u2; : : : ; ur) ⇒D (w′; u′2; : : : ; u′r) for some w′ ∈ a∗ with
w′ = a2n and 2n−1¡|w′|¡2n+1, a contradiction.
For i=2; : : : ; r, let mi =max{) | a) ∈ hi(a); hi ∈Hi}. Assume that we only use the
productions ami ∈ hi(a) in the direct derivation steps below. If mi =0 for some i, then
after a certain number of steps, say n0, every such component has derived . The
number n0 depends on the axioms and the productions used in the ?rst step. But since
L is in?nite and productions a) ∈ h1(a) for h1 ∈H1 and )¿1 do not exist, there must be
a production uQiv∈ h1(a), u; v∈ ({a}∪K)∗ in a table h1 ∈H1 for some i∈{2; : : : ; r}
with the following property: There is a derivation using only this production in its ?rst
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component such that after a certain number of n1¿n0 direct derivation steps each of
which is followed by a communication step, we get the situation
(a2
n′
; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒Q (a2
n′′
; w′2; : : : ; w
′
r);
where n′′¿n′ and wi =w′i =  for those i with mi =0. By all further such two steps,
the length of the word a2
n ∈L in the ?rst component is always strictly enlarged. It is
generated by at most n1 + n direct derivation steps. Let
m=max{|w| |w∈ hi(a); i=1; : : : ; r};
m′=max{|w| |w∈ hi(x); i=2; : : : ; r; x∈};
y=max{|!2|; : : : ; |!r|};
k =max{k1; : : : ; kr}:
After having executed the ?rst direct derivation step, the maximal length of a word of
component i, i=2; : : : ; r, is bounded by ym′; after n1 + n such direct steps, they are
bounded by
ym′ + (n1 + n− 1)k(m− 1):
This bound can be written as c1 + c2n for some constants c1 and c2. We consider a
number n∈N with
2n¿mk(c1 + c2n);
where a2
n
is the ?rst component of an r-tuple derived by n1 + n direct derivation steps
as described above. We conclude that
(a2
n
; u2; : : : ; ur)⇒D (w′; u′2; : : : ; u′r)⇒Q ( Jw; u′2; : : : ; u′r)
with Jw∈ a∗ and
2n¡| Jw|62n − k + mk(c1 + c2n)¡2n+1;
a contradiction.
It is open whether {a2n | n∈N0}∈L(NPC(k1; : : : ; kr)(u)l(T)0L).
For non-returning non-uniform systems, we can generate languages which are not
ET0L languages.
Theorem 3.8. For all Y ∈{NPC;NCPC}; k1; k2; k3 ∈N;
L(Y (k1; k2; k3)l(T)0L)−L(ET0L) = ∅:
Proof. Let =(; K; G1; G2; G3) be a Y (k1; k2; k3)l0L system where
= {a; a′; b; c; d; e} and K = {Q1; Q2; Q3}:
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The kil0L systems Gi =(∪K; hi; !i; ki); i=1; 2; 3, are de?ned by setting
!1 =d; !2 = ec; !3 = a′
while the tables are given by the following productions:
h1 : d→ d; d→ Q2; c→ Q3;
h2 : e→ ec;
h3 : a′ → a′b; a′ → ab; a→ a:
Let n∈N0. By n direct derivation steps according to , we get
(d; ec; a′)⇒∗ (d; ecn+1; wn)
for an arbitrary wn ∈{a′bn}∪ {ab) | 16)6n}: Then applying the production d → Q2
in the ?rst component for the ?rst time, we get
(d; ecn+1; wn)⇒D (Q2; ecn+2; wn+1)⇒Q (ecn+2; ecn+2; wn+1)
⇒D (eQk3cn+2−k ; ecn+3; wn+2)⇒Q (ewkn+2cn+2−k ; ecn+3; wn+2);
where k =min{n + 2; k1}: wn+2 depends on wn+1 and wn+1 on wn, but all elements
wn+2 ∈{a′bn+2}∪ {ab) | 16)6n + 2} are possible. We note that Qk3 and thus wn+2
may be distributed in cn+2−k in another manner than that denoted above. This does
not inHuence the following conclusions.
If wn+2 = a′bn+2, then the only derivations leading to a 3-tuple with a word of
{e}{a; b}∗ in its ?rst component are of the form
(ewkn+2c
n+2−k ; ecn+3; wn+2)⇒∗ (ewn+2n+2 ; "2; wn+2)
for some "2 ∈ ec+. Else if wn+2 = a′bn+2, then a′bn+2 is contained as subword in the
?rst component of all further derived 3-tuples.
It follows that
L()= {d}∪ {ecn | n¿2}∪ {e(ab))n | n¿)¿1; n¿2}∪ S;
where all words of the set S contain an occurrence of a′ or c. The exact structure of S
is depending on k1, but not on k2 or k3. We assume that L()∈L(ET0L). We consider
the regular language R= {e}{a; b}∗. Since L(ET0L) is a full AFL, we conclude that
L()∩R= {e(ab))n | n¿)¿1; n¿2}∈L(ET0L):
Applying the homomorphism h with h(a)= a, h(b)= b and h(e)=  to this language,
we get
{(ab))n | n¿)¿1; n¿2}∈L(ET0L):
Since {ab}∈L(ET0L) we derive
{(ab))n | n¿)¿1}∈L(ET0L)
which contradicts Corollary V.2.2 of [9].
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The construction above is similar to that in the proof of Theorem 8.2 of [2],
but because of the k-limitation it cannot be directly carried over. Our non-ET0L
language is also di<erent from that of [2]. The construction does not remain valid
for a Y (k1; k2; k3)ul0L system. With the same tables we derive a language contain-
ing L() above, but which also possesses much more complicated words such as
e(ab)k1 (ab2k1 )k1 (ab4)k1 . Indeed, the condition (iii) of Theorem V.2.1 of [9] can be sat-
is?ed for the corresponding language h(L()∩R) so that by this theorem we cannot
conclude that the generated language is not an ET0L language.
To sharpen the result of Lemma 3.1(c) in the non-extended and centralized case, we
consider
Lemma 3.2. Let k1; : : : ; kr ∈N; r ∈N (where k1 = 1 in the uniformly limited case);
and X ∈{RCPC;NCPC}. Then
L((u)k1lT0L) ⊂L(X (k1; : : : ; kr)(u)l0L):
Proof. First, we consider the non-uniform case. Let
G=({a; b}; {h′1; h′2}; ak1+1bk1+1ab; k1)
be a k1lT0L system with
h′1(a)= a
5; h′1(b)= b
5 and h′2(a)= a
7; h′2(b)= b
7:
It follows that
L=L(G)= {ak1+1bk1+1ab; a5k1+1b5k1+1ab; a7k1+1b7k1+1ab}∪R;
where for every w∈R, we have w=wfwl with wf; wl ∈ a+b+ such that either #awl=
#bwl=1 and #awf =#bwf =(20+1)k1 +1; 0∈N; 0¿4, or else w ful?lls #awl¿5 or
#bwl¿5 where #aw=#bw=(20 + 1)k1 + 2 for some 0∈N; 0¿2. Assume that
=(; K; G1; : : : ; Gr)
with G1=(∪K; h1; !1; k1) for 1=1; : : : ; r is an X (k1; : : : ; kr)l0L system with L()=L.
We consider a derivation
(an1bn2am1bm2 ; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒Q (an
′
1bn
′
2am
′
1bm
′
2 ; w′′2 ; : : : ; w
′′
r )
where an1bn2am1bm2 ; an
′
1bn
′
2am
′
1bm
′
2 ∈L, and w2; : : : ; wr ∈∗. If X =NCPC, then w′1=w′′1
for 1=2; : : : ; r. Let v∈ h1(a) be used in the derivation such that, if necessary by asking
other components in the query step, from v the word v′ is derived as a subword of
an
′
1bn
′
2am
′
1bm
′
2 . Since n1¿k1, it follows that v′ ∈ a∗. Analogously, we get u′ ∈ b∗ from
u∈ h1(b). If u′=  or v′=  then we can change the derivation in its ?rst component
such that it leads to words with 20k1+2; 0∈N0, occurrences of a or b in L, a contra-
diction. Furthermore, since  is centralized, every ?xed component 1; 1=2; : : : ; r, in
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any derivation as above generates always words over the same symbol x∈{a; b}. In-
dependently of the special derivation, every component belongs to exactly one symbol
of a or b.
By the shape of the language L and the preceding conclusions, !1 = ak1+1bk1+1ab,
D1 : (!1; !2; : : : ; !r) ⇒∗ (!1; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)
⇒Q (a5k1+1b5k1+1ab; w′′2 ; : : : ; w′′r )
for some w2; : : : ; wr ∈∗, and for every derivation
D2 : ( Jw1; Jw2; : : : ; Jwr)⇒D ( Jw′1; Jw′2; : : : ; Jw′r)⇒Q (a7k1+1b7k1+1ab; Jw′′2 ; : : : ; Jw′′r )
with Jw1 = a7k1+1b7k1+1ab, it is only possible that Jw1 =!1, or else Jw1 = a5k1+1b5k1+1ab.
We consider D1. Assume that there exist v1; v2 ∈ h1(a) used in the last direct derivation
step of D1 leading to v′1; v
′
2 ∈ a∗ such that v′1 = v′2. Then we can change D1 in its ?rst
component leading to a word apb5k1+1ab with p =5k1+1, a contradiction. We conclude
that v′1 = v
′
2 = a
5. Analogously, u′1 = u
′
2 = b
5.
Next, we consider D2 with Jw1 =!1. Similar as in the case of D1, a rewritten oc-
currence of a or b in !1 leads to a7 or b7, respectively, in a7k1+1b7k1+1ab. Let
JD2 : (!1; !2; : : : ; !r) ⇒∗ (!1; Jw2; : : : ; Jwr)⇒D ( Jw′1; Jw′2; : : : ; Jw′r)
⇒Q (a7k1+1b7k1+1ab; Jw′′2 ; : : : ; Jw′′r ):
From D1 and JD2 we construct a new derivation where the components belonging to
a are rewritten as in D1 and the components belonging to b are rewritten as in JD2.
Depending on the number of direct derivation steps in D1 and JD2, in the ?rst com-
ponent we can generate ak1+1b7k1+1ab, a5k1+1bk1+1ab, or a5k1+1b7k1+1ab, respectively.
All these words do not belong to L, a contradiction. Thus, for D2 it is only possible
that Jw1 = a5k1+1b5k1+1ab. But then, an occurrence of a or b in Jw1 leads to an occur-
rence of a3 or b3, respectively, in a7k1+1b7k1+1ab. In the ?rst component, we can derive
the word a7k1+1−2b7k1+1−2a3b3, a contradiction.
It remains to prove the uniformly limited case. Let
G=({a1; : : : ; ak1}; {h′1; h′2}; a1 : : : ak1ak1+11 : : : ak1+1k1 ; k1)
be a uk1lT0L system with
h′1(ai)= a
5
i for i=1; : : : ; k1 and h
′
2(ai)= a
7
i for i=1; : : : ; k1:
It follows that
L =L(G)
= {a1 : : : ak1ak1+11 : : : ak1+1k1 ; a51 : : : a5k1ak1+11 : : : ak1+1k1 ; a71 : : : a7k1ak1+11 : : : ak1+1k1 }∪R;
where for every w∈R, we have w=wfwl with wf; wl ∈ a+1 : : : a+k1 such that there ex-
ists 1′ ∈{1; : : : ; r} with #a1′wf¿9 or #a1′wl¿k1 + 5, and for all 1=1; : : : ; r, we get
#a1wf =2)1 + 1 and #a1wl= k1 + 201 + 1 for appropriate )1; 01 ∈N0.
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Assume that
=(; K; G1; : : : ; Gr)
with G1=(∪K; h1; !1; k1) for 1=1; : : : ; r is an X (k1; : : : ; kr)ul0L system with
L()=L. We consider any derivation
(w1; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒Q (w′′1 ; w′′2 ; : : : ; w′′r );
where w1; : : : ; wr ∈∗ and w1; w′′1 ∈L. As in the ?rst case of the proof, any production
vi ∈ h1(ai) gives rise to v′i ∈ a∗i in w′′1 . If v′i = , then since  is a uniformly limited
system, we could change the derivation in its ?rst component such that only one
occurrence of ai is rewritten, for instance in the ?rst half of w1. Instead of w′′1 ∈L,
we would get a word w˜′′1 with #ai Jw1 =2) + 1 for all )∈N0 in the ?rst half of w˜′′1 .
Such a word does not belong to L. Furthermore, it is obvious that every component 1,
1=2; : : : ; r, belongs to exactly one symbol ai.
By the shape of the language L and the preceding conclusions, !1 = a1 : : : ak1a
k1+1
1 : : :
ak1+1k1 ,
D1 : (!1; !2; : : : ; !r) ⇒∗ (!1; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)
⇒Q (a51 : : : a5k1ak1+11 : : : ak1+1k1 ; w′′2 ; : : : ; w′′r );
where w2; : : : ; wr ∈∗, and for every derivation
D2 : ( Jw1; Jw2; : : : ; Jwr) ⇒D ( Jw′1; Jw′2; : : : ; Jw′r)
⇒Q (a71 : : : a7k1ak1+11 : : : ak1+1k1 ; Jw′′2 ; : : : ; Jw′′r )
with Jw1 = a71 : : : a7k1ak1+11 : : : ak1+1k1 , we have Jw1 =!1 or Jw1 = a51 : : : a5k1ak1+11 : : : ak1+1k1 . Sim-
ilar to the considerations of the ?rst half of the proof, it follows that only Jw1 = a51 : : : a
5
k1
ak1+11 : : : a
k1+1
k1 is possible. We conclude that for all i=1; : : : ; k1, there must exist vi ∈
h1(ai) which gives rise to v′i = a
3
i by the query step. Then we can change D2 in the
?rst component in such a sense that the occurrences of ai in the ?rst half of the word
are not rewritten, but instead, one occurrence of each ai is rewritten in the second half
of the word leading to a51 : : : a
5
k1a
k1+3
1 : : : a
k1+3
k1 =∈L, a contradiction.
We remark that in the non-centralized case, because of the possible indirect queries,
we could not prove as above that a component belongs to exactly one symbol. Thus,
the corresponding non-inclusion results remain open.
Corollary 3.3. Let k1; : : : ; kr ∈N; r ∈N (where k1 =1 in the uniformly limited case)
and X ∈{RCPC;NCPC}. Then
L(X (k1; : : : ; kr)(u)l0L)$L(X (k1; : : : ; kr)(u)lT0L):
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4. Incomparability results between parallel communicating 0L, l0L and ul0L
language families
For k-limited and uniformly k-limited (T)0L systems, it has been demonstrated in
[10, 11] that for di<erent k, the language families are not comparable. In a similar
manner, we get the following theorems.
Theorem 4.1. Let k1; : : : ; kr ; k ′1; : : : ; k
′
s ∈N; r; s∈N and X; Y ∈{RPC;NPC;RCPC;
NCPC}. Then every family of L(X (k1; : : : ; kr)l(T)0L) is not included in any family
of L(Y (k ′1; : : : ; k
′
s)l(T)0L) (where k1 = k ′1); L(Y (k ′1; : : : ; k ′s)ul(T)0L) or L(Ys(T)0L).
Proof. We ?rst consider the case of limited systems. Let
G=({a; b; c}; h; ak1+k′1bk1+1; k1) with h(a)= a3k′1+2; h(b)= c and h(c)= c
be a k1lD0L system which generates the language
L = {ak1+k′1bk1+1}∪ {ak1+k′1+k1(3k′1+1)ck1−ibci | i=0; : : : ; k1}
∪ {ak1+k′1+)k1(3k′1+1)ck1+1 | )=2; 3; : : :}:
By Lemma 3.1 and Theorem 3.1, L∈L(X (k1; : : : ; kr)l0L). We assume that =(; K;
G1; : : : ; Gs) with
G4 =(∪K;H4; !4; k ′4) for 4=1; : : : ; s
is a Y (k ′1; : : : ; k
′
s)(u)lT0L system with L()=L(G). Consider any derivation
(w1; w2; : : : ; ws)⇒D (w′1; w′2; : : : ; w′s)⇒∗Q (w′′1 ; w′′2 ; : : : ; w′s);
where w1; w′′1 ∈{a; b; c}∗ and w2; : : : ; wr ∈∗. At most 3k ′1 occurrences of symbols in
w1 can be substituted by  or by such words over K which, by the following query
steps, are replaced by . Since for w; w′ ∈L with |w| = |w′|, we always have
||w| − |w′||¿k1(3k1 + 1)¿3k1 + 1;
we conclude that |w1|6|w′′1 |. This implies that !1 = ak1+k
′
1bk1+1. Then there exists a
derivation
(!1; w2; : : : ; ws)⇒D (w′1; w′2; : : : ; w′s)⇒∗Q (w′′1 ; w′′2 ; : : : ; w′s);
where w2; : : : ; ws ∈∗, and w′′1 = ak1+k
′
1+k1(3k
′
1+1)ck1−ibci for at least one i∈{0; : : : ; k1}.
(Note that not necessarily w4 =!4; 4=2; : : : ; s. It could be possible that a derivation
(!1; !2; : : : ; !s)⇒∗ (!1; w2; : : : ; ws) is necessary before executing the derivation above)
For k ′1¡k1 such a derivation is impossible since from the k1 + 1 occurrences of b in
!1 at least two occurrences would not be substituted, a contradiction. If k ′1¿k1 we
can assume that in the ?rst component of the direct derivation step, the productions
v1; : : : ; vq ∈ h1(a) and Jv1; : : : Jvq′ ∈ h1(b) with h1 ∈H1 and q; q′6k ′1 are used. In case
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of uniformly limited systems, it could be possible that q=0. After having executed
all query steps, let v′1; : : : ; v
′
q; Jv
′
1; : : : ; Jv
′
q′ ∈{a; b; c}∗ be the words in w′′1 arising from
v1; : : : ; vq; Jv1; : : : ; Jvq′ , respectively. Note that it might be possible that in some of these
cases, both corresponding words are the same and are elements of {a; b; c}∗ (e.g.,
v1 = v′1 ∈{a; b; a}∗). In the following, the derivation in the components 2 to s remains
the same as above, but in the ?rst component some modi?cations are possible leading
to Jw′′1 instead of w
′′
1 .
If there is an occurrence of a symbol b or c in one of the words v′1; : : : ; v
′
q, then
we can derive a word Jw′′1 with an occurrence of a after an ocurrence of b or c
which contradicts the shape of L. Thus, v′1; : : : ; v
′
q ∈ a∗. It follows that there exists an
i′ ∈{1; : : : ; q′} with #c Jv′i′¿0.
If Jv′i =  for any i∈{1; : : : ; q′}, we could generate Jw′′1 with no occurrences of {b; c}
(if k ′1¿k1) or with no occurrence of c and one occurrence of b (if k
′
1 = k1). If Jv
′
i ∈ a+,
we could generate Jw′′1 with an occurrence of a as its last symbol. All such words do
not belong to L. If Jv′i contains an occurrence of a and at least one occurrence of b or c,
then since k1+1¿2 we could generate Jw′′1 with an occurrence of a after an occurrence
of b or c, a contradiction. We conclude that #a Jv′i =0. This implies v
′
1; : : : ; v
′
q ∈ a+.
In the uniformly limited case, we replace the substitutions of the symbol b in the
derivation above by the same number of substitutions of a. In this manner, we can
generate Jw′′1 with #a Jw
′′
1¿k1 + k
′
1 + k1(3k
′
1 + 1) and #b Jw
′′
1 = k1 + 1 which does not
belong to L.
In the non-uniform case, we assume that k ′1¿k1. Since #bw
′′
1 = 1 and all occurrences
of b in !1 are substituted according to h1, it follows that #b Jv′i =1 for an i∈{1; : : : ; q′}.
Thus, there exists a derivation with #a Jw′′1 = k1 + k
′
1 + k1(3k
′
1 + 1) and #b Jw
′′
1¿k1 + 1,
but such a word does not belong to L.
To prove the result for L(Ys(T)0L), we consider the deterministic Y (k1)l0L system
=({a; b}; {Q1}; ({a; b; Q1}; h; ak1+1; k1))
with h(a)= (ab2)2 and h(b)=Q1. Obviously,
L′ = {ak1+1}∪ {(ab2)2ia(ab2)2(k1−i) | i=0; : : : ; k1}
∈L(Y (k1)l0L)⊂L(Y (k1; : : : ; kr)l0L):
Assume that L′ is generated by some YsT0L system ′=(; K; G1; : : : ; Gs) with T0L
systems G4 =(∪K;H4; !4), 4=1; : : : ; s. If one of the words di<erent from ak1+1 is
the axiom, there must exist an i′ ∈{0; : : : ; k1} such that
((ab2)2i
′
a(ab2)2(k1−i
′); w2; : : : ; ws)⇒D (w′1; w′2; : : : ; w′s)⇒∗Q (ak1+1; w′′2 ; : : : ; w′s);
where w2; : : : ; ws ∈∗. This is only possible if some of the occurrences of a and also
b in ((ab)2i
′
a(ab)2(k1−i
′) give rise to the empty word in ak1+1. We can change the
derivation in its ?rst component in such a manner that all symbols lead to the empty
word which therefore would belong to L′, a contradiction. Thus, !1 = ak1+1. For at
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least one i′=0; : : : ; k1, there must exist a derivation
(ak1+1; w2; : : : ; ws)⇒D (w′1; w′2; : : : ; w′s)⇒∗Q ( Jwi′ ; w′′2 ; : : : ; w′s)
for some w2; : : : ; ws ∈∗, and Jwi′ =(ab)2i′a(ab)2(k1−i′). Since #a Jwi′ =2k1 + 1, there
is an occurence of a in ak1+1 leading to at least 2 occurrence of symbols in Jwi′ . We
conclude that we can change the derivation in its ?rst component such that we generate
a word of {a; b}∗ with a length greater or equal to 2k1 +2 which contradicts the shape
of L′.
Indeed, the proof shows thatL(k1l(T)0L) is not included in the familiesL(Y (k ′1; : : : ;
k ′s)l(T)0L) (where k1 = k ′1) or L(Y (k ′1; : : : ; k ′s)(u)l(T)0L).
Theorem 4.2. Let k1; : : : ; kr ; k ′1; : : : ; k
′
s ∈N; r; s∈N; k1 =1; and X; Y ∈{RPC;NPC;
RCPC;NCPC}. Then every family of L(X (k1; : : : ; kr)ul(T)0L) is not included in
any family of L(Y (k ′1; : : : ; k
′
s)ul(T)0L) (where k1 = k ′1), L(Y (k ′1; : : : ; k ′s)l(T)0L) or
L(Ys(T)0L).
Proof. We consider the uk1lD0L system
G=({a1; : : : ; ak1}; h; a1 : : : ak1ak1+k
′
1
1 : : : a
k1+k′1
k1 ; k1);
where h(ai)= a
k′1+2
i for i=1; : : : ; k1 and k1 =1. Let L=L(G). The words of second
shortest length of L are given by
a1+x1(k
′
1+1)
1 : : : a
1+xk1 (k
′
1+1)
k1 a
k1+k′1+xk1+1(k
′
1+1)
1 : : : a
k1+k′1+x2k1 (k
′
1+1)
k1
with
∑2k1
i=1 xi = k1 and x1; : : : ; xk1 ∈{0; 1}. We assume that =(; K; G1; : : : ; Gs) with
G4 =(∪K;H4; !4; k ′4) for 4=1; : : : ; s
is a Y (k ′1; : : : ; k
′
s)(u)lT0L system or, if k
′
4 is removed, a YsT0L system with L()=L(G).
Consider any derivation
(w1; w2; : : : ; ws)⇒D (w′1; w′2; : : : ; w′s)⇒∗Q (w′′1 ; w′′2 ; : : : ; w′s); (1)
where w1; w′′1 ∈L and w2; : : : ; ws ∈∗. Similar to the considerations in the proof of
Theorem 4.1, an occurrence of ai in w1, i=1; : : : ; k1, can only lead to words vi ∈ a∗i
as subwords of w′′1 .
We continue with the limited systems. We assume that w1 =y1z1, w′′1 =y
′′
1 z
′′
1 with
y1; y′′1 ; z1; z
′′
1 ∈ a+1 : : : a+k1 . If w1 =w′′1 and |w′′1 |6|w1|, then there must exist an i∈{1; : : : ;
k1} such that #aiy1¿k ′1+#aiy′′1 or #ai z1¿k ′1+#ai z′′1 . We conclude that with such words,
a derivation (1) is not possible. It follows that !1 = a1 : : : ak1a
k1+k′1
1 : : : a
k1+k′1
k1 . Also vi = 
for all i, and there exists a derivation
(!1; w2; : : : ; ws)⇒D (w′1; w′2; : : : ; w′s)⇒∗Q (w′′1 ; w′′2 ; : : : ; w′s); (2)
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where w2; : : : ; ws ∈∗, and w′′1 = ak
′
1+2
1 : : : a
k′1+2
k1 a
k1+k′1
1 : : : a
k1+k′1
k1 . Then in this derivation,
for all i=1; : : : ; k1, the word vi = a
k′1+2
i arises from an occurrence of ai (in the ?rst
‘half’ of !1). If k ′1¡k1 in the uniform case, such a derivation is not possible. If
k ′1¿k1 in the uniform case or k
′
1 =1 in the non-uniform case, then there exists an
i′ ∈{1; : : : ; k1} such that also ai′ arises from an occurrence of ai′ (in the second ‘half’
of !1). By changing the derivation in its ?rst component appropriately, we can gener-
ate Jw′′1 = a
k1+2
1 : : : a
k1+2
i′−1ai′a
k1+2
i′+1 : : : a
k1+2
k1 a
k1+k′1
1 : : : a
k1+k′1
k1 =∈L instead of w′′1 , a contradiction.
Finally, if k ′1 =1 in the non-uniform case, choose w
′′
1 = a1 : : : ak1a
k′1+k1(k
′
1+2)
1 a
k1+k′1
2 : : : a
k1+k′1
k1
in the derivation above. In this derivation, an occurrence of ai; i=2; : : : ; k1, leads to ai
while an occurrence of a1 leads to a
k1(k′1+1)+1
1 . But then the derivation can be changed in
such a manner that Jw′′1 = a
k1(k′1+1)+1
1 a2 : : : ak1a
k1+k′1
1 : : : a
k1+k′1
k1 is generated, a contradiction
since k1 = 1.
Finally, let  be a YsT0L system. If in a derivation (1), an occurrence of ai for
some i∈{1; : : : ; k1} would lead to , then we could derive some w∈{a1; : : : ; ak1} with
#aiw=0, a contradiction. As above, it follows that !1 = a1 : : : ak1a
k1+k′1
1 : : : a
k1+k′1
k1 and
that there exists a derivation (2) with w′′1 = a
k′1+2
1 : : : a
k′1+2
k1 a
k1+k′1
1 : : : a
k1+k′1
k1 . Since k1 =1,
for every i=1; : : : ; k1, an occurrence of ai in !1 leads to the subwords ai and a
k′1+2
i
in w′′1 . Obviously, we can change the derivation in its ?rst component in such a sense
that we generate Jw′′1 = a
k′1+2
1 a2 : : : ak1a
k1+k′1
1 : : : a
k1+k′1
k1 which does not belong to L.
Indeed, the proof shows that for k1 =1, L(uk1l(T)0L) is not included in the families
L(Y (k ′1; : : : ; k
′
s)ul(T)0L) (where k1 = k ′1) or L(Y (k ′1; : : : ; k ′s)l(T)0L). Moreover, by
Theorem 3.1 and [11], Theorem 3.4, we get
L(u1l0L)=L(u1lT0L)=L(X (1)ul(T)0L)$L(kl0L)$L(X (k)l0L)
for all X ∈{RPC;NPC;RCPC;NCPC} and k ∈N. But the other inclusions in the case
k1 = 1 are still open.
Theorem 4.3. Let k1; : : : ; kr ∈N; r ∈N; and X ∈{RPC;NPC;RCPC;NCPC}. Then ev-
ery family of L(Xs(T)0L) is not included in any family of L(X (k1; : : : ; kr)(u)l(T)0L).
Proof. We consider the language L= {ak1+1bk1+1}∗ which is generated by the 0L
system
G=({a; b}; h; ak1+1bk1+1)
with h(a)= {} and h(b)= {; ak1+1bk1+1}. Assume that L is generated by an X (k1; : : : ;
kr)(u)l(T)0L system =(; K; G1; : : : ; Gr). Let !1 = (ak1+1bk1+1)n for some n∈N. As-
sume that a production v∈ h1(a) for some h1 ∈H1 of G1 is used in a derivation
((ak1+1bk1+1)n; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒∗Q (w′′1 ; w′′2 ; : : : ; w′′r );
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where w2; : : : ; wr ∈∗, and w′′1 = (ak1+1bk1+1)n
′
for an appropriate n′ ∈N. Analogous
considerations are true for any production w∈ h1(b). By v′ we denote a terminal word
arising from v after having executed the communication steps. We can change the
derivation in such a manner that k1 occurrences of a in the pre?x ak1+1 of !1 are
substituted by the same v while the work of the other components remains unchanged
thus leading to a word Jw′′1 ∈L in the ?rst component. If b is a pre?x of v′ and the
?rst a of !1 is not substituted or if v′=  and the ?rst b in !1 is not substituted,
then ab is a pre?x of Jw′′1 , a contradiction. v
′= ap for some p¿2 would lead to Jw′′1
with pre?x apk1+1 which does not exist in L. If both the symbols a and b occur in v′,
then, since the ?rst a of !1 may be substituted, we must have v′= ak1+1bv′′ for some
v′′ ∈{a; b}∗. But if in this case of v′, the ?rst a is not substituted, we get Jw′′1 with
ak1+2 as a pre?x. Thus, the only possibility to derive a word Jw′′1 ∈L is given by the
case v′= a. Since analogous considerations hold for w∈ h1(b) it follows that by such a
derivation we cannot derive new words of L. Thus w′′1 =!1, and also in the returning
case w′′1 is not changed by further direct following communication steps. This implies
that L cannot be generated by any X (k1; : : : ; kr)(u)l(T)0L system.
We note that we have proved the incomparability of a family of L(X (k1; : : : ; kr)l(T)
0L) with a family of L(Y (k ′1; : : : ; k
′
s)l(T)0L) (and the same for the corresponding
uniformly limited language families) if k1 = k ′1. It remains open if such incomparibility
results hold also in case that k1 = k ′1 and ki = k ′i for some i =1. The language of the
proof of Theorem 3.4 is a possible candidate to prove this result.
5. Closure and non-closure properties
Theorem 5.1. For all k1; : : : ; kr ∈N; r ∈N; X ∈{RPC;NPC;RCPC;NCPC}; the family
L(X (k1; : : : ; kr)(u)l(T)0L) is not closed with respect to (a) union; (b) intersection with
regular sets; (c) -free iteration; (d) iteration; (e) -free homomorphism; (f) inverse
homomorphism.
Proof. (a) Obviously, {a2}; {b3}∈L(X (k1; : : : ; kr)(u)l(T)0L). Consider L= {a2}∪
{b3}= {a2; b3}. Let =(; K; G1; : : : ; Gr) be an X (k1; : : : ; kr)(u)l(T)0L system with
L()= {a2; b3}. It follows that {a; b}⊂ and !1 = a2 or !1 = b3. If !1 = a2, then
(a2; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒∗Q (b3; w′′2 ; : : : ; w′′r )
for some w2; : : : ; wr ∈∗. Obviously, if k1 = 1, then such a derivation is not possible. If
k1¿1, let w′1 = v1v2 with v1; v2 ∈ (h1(a)∩ ({b}∪K)∗) for some h1 ∈H1. Furthermore,
let v′i ∈ b∗; i=1; 2, be the words arising from vi after having executed all commu-
nication steps above. Thus v′1v
′
2 = b
3. Such a derivation is only possible if, without
restricting generality, v′1 = ; v
′
2 = b
3 or v′1 = b; v
′
2 = b
2. In the ?rst case, by replacing
v1 in w′1 by v2, we get b
6 ∈L. In the second case, by replacing v1 in w′1 by v2, we get
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b4 ∈L. In both cases, a contradiction arises. This implies !1 = b3. We consider
(b3; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒∗Q (a2; w′′2 ; : : : ; w′′r )
for some w2; : : : ; wr ∈∗. Obviously, if k1 = 1 and k1 = 2, such a derivation is not
possible. If k1¿2, let v1; v2; v3 ∈ (h1(b)∩ ({a}∪K)∗ with h1 ∈H1; v′1; v′2; v′3 ∈ a∗ such
that v1v2v3 =w′1; v
′
i is arising from vi; i=1; 2; 3, and v
′
1v
′
2v
′
3 = a
2. Without restricting
generality this implies that v′1 = . By replacing v2 and v3 by v1, we get ∈L, a
contradiction.
(b) Since L′= {a; b}∗ ∈L((u)kl0L) for all k ∈N; L′ ∈L(X (k1; : : : ; kr)(u)l(T)0L).
With the regular language R= {a2; b3}, by (a) we get L′ ∩R=R =∈L(X (k1; : : : ; kr)
(u)l(T)0L.
(c) Obviously, {ak1+1bk1+1}∈L(X (k1; : : : ; kr)(u)l(T)0L). The considerations of the
proof of Theorem 4.3 are also true for the language {ak1+1bk1+1}+.
(d) This is given by the proof of Theorem 4.3.
(e) We de?ne an -free homomorphism h : {a; b; c}∗→{a; b}∗ by h(a)= a; h(b)= b
and h(c)= a2. We consider the language {c; a2; b3}∈L(X (k1; : : : ; kr)(u)l(T)0L) which
is generated, for any k ∈N, by a (u)kl0L system G=({a; b; c}; h; c; k) with h given
by the productions
a→ a; b→ b; c→ a2; c→ b3:
We conclude that h({c; a2; b3})= {a2; b3} =∈L(X (k1; : : : ; kr)(u)l(T)0L).
(f) We take {c; a2; b3}∈L(X (k1; : : : ; kr)(u)l(T)0L), and we de?ne a homomorphism
h : {a; b}∗→{a; b; c}∗ by h(a)= a and h(b)= b. It follows that h−1({c; a2; b3})=
{a2; b3} =∈L(X (k1; : : : ; kr)(u)l(T)0L).
Corollary 5.1. For all k1; : : : ; kr ∈N; r ∈N; X ∈{RPC;NPC;RCPC;NCPC}; the fam-
ily L(X (k1; : : : ; kr)(u)l(T)0L) is an anti-AFL.
Theorem 5.2. For all k1; : : : ; kr ∈N; r ∈N and X ∈{RPC;NPC;RCPC;NCPC};
L(X (k1; : : : ; kr)(u)l(T)0L) is not closed under concatenation; but it is closed under
mirror image.
Proof. We consider the deterministic (u)k1l0L system G=({a; b}; h; ak1+1bk1+1; k1)
with h(a)= a and h(b)= b2. Obviously, in case that G is a uk1l0L system, we get
L1(G)= {ak1+1bk1+1+) | )∈N0}, if G is a k1l0L system, we have L2(G)=
{ak1+1bk1+1+)k1 | )∈N0}. With the (u)k1l0L language {b}, we consider {b}Li(G);
i=1; 2. Assume that this language is generated by an X (k1; : : : ; kr)(u)l(T)0L) system
=(; K; G1; : : : ; Gr)
with G1=(∪K;H1; !1; k1). Consider any derivation
(bak1+1bn; w2; : : : ; wr)⇒D (w′1; w′2; : : : ; w′r)⇒∗Q (bak1+1bm; w′′2 ; : : : ; w′′r );
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where w2; : : : ; wr ∈∗, and n; m¿k1 + 1 such that the corresponding words belong to
Li(G). By considerations similar to those in the proof of Theorem 4.1, it follows that
an occurrence of a or b only leads to some word v1 ∈{a}+ or v2 ∈{b}+ in bak1+1bm,
respectively. It follows that !1 = bak1+1bk1+1; v1 = a and for such a derivation with
n= k1 + 1, there must exist a v2 with |v2|¿2. But then we can generate a word with
a pre?x bq where q¿2, a contradiction.
The statement concerning the mirror image is obvious.
For the familiesL(X∗(u)l(T)0L), by exploiting the fact of possible di<erent numbers
of components, we can prove some closure properties.
Theorem 5.3. For all X ∈{RPC;NPC;RCPC;NCPC}; L(X∗(u)lE(T)0L) is closed un-
der (a) union; (b) concatenation; (c) homomorphism; (d) mirror image.
Proof. For k1; : : : ; kr ; k ′1; : : : ; k
′
s ∈N; r; s∈N, we consider X∗(u)lE(T)0L systems
1 = (1; K1; 	1; G1; : : : ; Gr) and 2 = (2; K2; 	2; G′1; : : : ; G
′
s):
Without restricting generality assume that (1 − 	1)∩	2 = ∅; (2 − 	2)∩	1 = ∅ and
K1 = {Q1; : : : ; Qr}; K2 = {Q′1; : : : ; Q′s} with K1 ∩K2 = ∅. By the de?nitions,
G1 = (1 ∪K1; H1; !1; 	1; k1) and G′1 = (2 ∪K2; H ′1; !′1; 	2; k ′1)
are (u)k1lE(T)0L or (u)k ′1lE(T)0L systems, respectively, and
G1 = (1 ∪K1; H1; !1; k1); 1=2; : : : ; r;
G′4 = (2 ∪K2; H ′4; !′4; k ′4); 4=2; : : : ; s;
are (u)k1l(T)0L or (u)k ′4l(T)0L systems, respectively.
(a) We construct an X (k; k1; : : : ; kr ; k ′1; : : : ; k
′
s)(u)lE(T)0L system
=(′′; K ′′; 	1 ∪	2; G′′1 ; : : : ; G′′r+s+1)
with an arbitrary k ∈N (in the uniformly limited case, we must assume that k¿2) and
′′=1 ∪2 ∪{Z} where Z =∈1 ∪2 ∪K1 ∪K2. We set
K ′′ = {Q′′1 ; : : : ; Q′′r+s+1} with Q′′1+1 =Q1 for 1=1; : : : ; r and
Q′′r+1+4 =Q
′
4 for 4=1; : : : ; s;
G′′1+1 = (
′′ ∪K ′′; H ′′1+1; !1; k1) for 1=1; : : : ; r where every table
h′′1+1 ∈H ′′1+1 is given by h′′1+1(x)= h1(x) for x∈1; h1 ∈H1;
G′′r+1+4 = (
′′ ∪K ′′; H ′′r+1+4; !′4; k ′4) for 4=1; : : : ; s where every table
h′′r+1+4 ∈H ′′r+1+4 is given by h′′r+1+4(x)= h4(x) for x∈2; h4 ∈H ′4;
G′′1 = (
′′ ∪K ′′; h′′1 ; Z; 	1 ∪	2; k) where h′′1 (Z)= {Z; !1; !′1; Q′′2 ; Q′′r+2}:
Obviously, L()=L(1)∪L(2).
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(b) We change the construction of (a) in such a manner that we adjoin new symbols
Z1; Z2 to ′′ above and replace the axiom Z of G′′1 by Z1Z2 and set
h′′1 (Z1)= {Z1; !1; Q′′2 }; h′′1 (Z2)= {Z2; !′1; Q′′r+2}:
Obviously, L()=L(1)L(2).
(c) Let ’ :	∗1 →9∗ be an arbitrary homomorphism. Without restricting generality,
assume that 9∩ (1 − 	1)= ∅. We construct an X (k; k1; : : : ; kr)(u)lE(T)0L system
=(′′; K ′′; 9; G′′1 ; : : : ; G
′′
r+1)
with an arbitrary k ∈N and ′′=′1 ∪9∪{Z} where ′1 = (1−	1)∪ J	1 with a new
alphabet J	1 = { Jx | x∈	1} and a new symbol Z =∈′1 ∪{9}∪K ′′. For w= x1 : : : xn ∈∗1
with xi ∈1, let Jw=y1 : : : yn ∈′∗1 be given by yi = xi if xi ∈1 − 	1 and yi = Jxi if
yi ∈ J	1. We set
K ′′= {Q′′1 ; : : : ; Q′′r+1} with Q′′1+1 =Q1 for 1=1; : : : ; r;
G′′1+1 = (
′′ ∪K ′′; H ′′1+1; J!1; k1) for 1=1; : : : ; r where every table
h′′1+1 ∈H ′′1+1 is given by h′′1+1(Jx)= { Jw |w∈ h1(x)} for x∈1;
G′′1 = (
′′ ∪K ′′; h′′1 ; Z;9; k) where h′′1 (Z)= {Z; J!1; Q′′2 } and
h′′1 ( Jx)= {’(x)} for x∈	1:
Obviously, L()=’(L(1)).
(d) Trivial.
We remark that the theorem with the same proof is also true for the family of
X∗E(T)0L languages.
6. Comparison of PC(u)l0L systems with grammars
Let L(?n); L(reg); L(cf ); L(cs) be the families of ?nite, regular, context-free,
or context-sensitive languages, repectively.
Theorem 6.1. For all
L1 ∈{L(?n);L(reg)−L(?n);L(cf )−L(reg);L(cs)−L(cf )};
L2 ∈{L(X (k1; : : : ; kr)(u)l(T)0L) | k1; : : : ; kr ∈N; r ∈N;
X ∈{RPC;NPC;RCPC;NCPC}};
there exist languages L1 ∈L1 with L1 ∈L2 and L2 ∈L1 with L2 =∈L2.
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Proof. The ?rst assertion is true because of Theorem 3.1, [10], Lemma 3.5 and [11],
Lemma 3.5.
For the second assertion, we consider appropriate languages L2. By the proof of
Theorem 5.1(a), the ?nite language L′1 = {a2; b3} does not belong to L2. Obviously,
L′2 = {ak1+1bk1+1}∗ ∈L(reg)−L(?n), but L′2 =∈L2 by the proof of Theorem 4.3. We
know that L′3 = {bak1+1+)bk1+1+) | )∈N0}∈L(cf )−L(reg). By a proof similar to that
of Theorem 5.2, we can show that L′3 =∈L2. Analogously, L′4 = {cak1+1+)bk1+1+)ck1+1+) |
)∈N0} =∈L2, but obviously, L′4 ∈L(cs)−L(cf ).
7. Comparison of cooperating distributed (u)l0L systems with PC(u)l0L systems
In [1], motivated by the blackboard model of arti?cial intelligence, the concept of
cooperating distributed grammar systems has been introduced (see also [2]). The gram-
mars may be substituted by limited or uniformly limited 0L systems. Such cooperating
distributed limited 0L systems (CDl0L systems, for short) and uniformly limited sys-
tems (CDul0L systems) have been de?ned in [13] and [16], respectively. A cooperating
distributed (uniformly) limited 0L system is a construct
G=(; (h1; k1); : : : ; (hr; kr); !)
for r ∈N (the number of components of the system), alphabet , a word !∈∗ (the
axiom), ?nite substitutions h1 (the tables of the system), and natural numbers k1 ∈N
(the limitations) where 1=1; : : : ; r. Obviously, G1=(; h1; !; k1); 1=1; : : : ; r, can be
considered as a (u)k1l0L system. Especially, a system G as above is also called a
CD(k1; : : : ; kr)(u)l0L system.
Let v; w∈∗; 1=1; : : : ; r, and s∈N. We write
v⇒s1 w
if there are words w1; : : : ; ws=w∈∗ such that there exists a derivation
v⇒G1 w1⇒G1 w2⇒G1 · · ·⇒G1 ws−1⇒G1 ws=w
according to the (uniformly) k1-limited 0L system G1. s is called the length of the
derivation v⇒s1 w. We write
u⇒6s1 w (u⇒¿s1 w; respectively)
if u⇒s′1 w for some s′6s (s′¿s, respectively). Finally, let
u⇒∗1 w
if u⇒s1 w for some s∈N0.
Let G be a CD(u)l0L system as above and
m∈{∗; 1; 2; 3; : : : ;61;62;63; : : : ;¿1;¿2;¿3; : : :}:
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The language generated according to the m-mode by G is de?ned by
Lm(G)= {w∈∗ |w=! or there exist n∈N0; wi ∈∗ and 1i ∈{1; : : : ; r};
i=1; : : : ; n; such that !⇒m11 w1⇒m12 · · ·⇒m1n wn=w}:
By the de?nitions, it is clear that the modes ∗; 1;¿1;6t for all t ∈N coincide. Thus,
we have only to consider modes m with m∈{1; 2; 3; : : : ;¿2;¿3; : : :}.
If k1; : : : ; kr ∈N for some r ∈N, then by Lm(CD(k1; k2; : : : ; kr)(u)l0L) we denote the
family of those languages generated according to the m-mode by CD(k1; : : : ; kr)(u)l0L
systems.
By introducing a terminal alphabet, we get the de?nitions of the corresponding
CD(k1; : : : ; kr)(u)lE0L systems which, in the non-uniform case, have been investigated
in [15].
Theorem 7.1. Let r ∈N; k1; : : : ; kr ∈N; t ∈N; let  be an alphabet and b0; b1; : : : ; bt−1
=∈. If m=(¿t) and L∈Lm(CD(k1; : : : ; kr)(u)l0L); L⊂∗; then
L∪{b0; : : : ; bt−1}∈L(RPC(1; k1; : : : ; kr ; 1)(u)l0L):
If m= t; t¿2; and L∈Lm(CD(k1; : : : ; kr)l0L); L⊂∗; then
L∪{b0; : : : ; bt−1}∈L(RPC(1; k1; : : : ; kr ; 1)l0L):
Proof. Let G=(; (h1; k1); : : : ; (hr; kr); !) be a CD(k1; : : : ; kr)(u)l0L system with
Lm(G)=L. To avoid confusion with the numbering of the components, we de?ne
a PC(k1; : : : ; kr ; 1; 1)(u)l0L system
=(∪{b0; b1; : : : ; bt}; K; G1; : : : ; Gr+2);
where Gr+1 is the master component (instead of G1). Set 1 =∪{b0; b1; : : : ; bt}. We
begin with the case m=(¿t). The (u)l0L systems G1=(1 ∪K; h′1; !1; k ′1); 1=1; : : : ;
r + 2, are de?ned as follows. We set k ′r+1 = k
′
r+2 =1 and k
′
1= k1 for 1=1; : : : ; r. Fur-
thermore, let !1= b0 for 1=1; : : : ; r+2. The tables are speci?ed by their productions
where we assume that there exists the production x→ x if x does not occur on the
left side of productions denoted for h′1. The tables h
′
1; 1=1; : : : ; r, are given by the
productions of h1 and additional productions
b0→Qr+1 and; for j=1; : : : ; t − 1; bj→ Jw1 for all Jw1 for which there exists a
derivation step !⇒h1 Jw1:
For h′r+1, we set
b0 → !; b0→ b1; : : : ; bt−2→ bt−1; bt−1→Q1
for all 1=1; : : : ; r and bt−1→ bt−1:
Finally, we de?ne h′r+2 by
b0→ b0 and b0→ b0Q1 : : : Qr:
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By the de?nition of h′r+1 it is clear that {b0; : : : ; bt−1; !}⊂L(). We only consider
derivations according to the returning mode. First we note that the component r+2 is
never asked by another component. Thus, only the symbol b0 which by the produc-
tion b0→ b0Q1 : : : Qr introduces query symbols, is of interest. The asked words of the
components 1 to r are of no further interest in the component r+2. The only task of
Gr+2 is to reset the components 1 to r to their axioms. Because of the existence of
b0→ b0 in h′r+2, it follows that in both the uniform and the non-uniform case, when
executing a direct derivation step in component r+2, we may use the production
b0→ b0Q1 : : : Qr or we may let the component unchanged.
Every derivation starts with the (r+2)-tuple (b0; : : : ; b0; b0; b0). Depending on Gr+1,
Gr+2 and t, after the ?rst direct derivation step, there are the following possibilities:
(1) (Qr+1; : : : ; Qr+1; !; b0)⇒Q (!; : : : ; !; b0; b0),
(2) (Qr+1; : : : ; Qr+1; !; b0Q1 : : : Qr)⇒Q (!; : : : ; !; b0; b0Q1 : : : Qr)
⇒Q (b0; : : : ; b0; b0; b0!r),
(3) (Qr+1; : : : ; Qr+1; Q1; u) with u= b0 or u= b0Q1 : : : Qr for t=1 and 1∈{1; : : : ; r},
(4) (Qr+1; : : : ; Qr+1; b1; u) with u= b0 or u= b0Q1 : : : Qr for t¿1 and 1∈{1; : : : ; r}.
In case (2), we get, except the superHuous !r , the (r+2)-tuple of the start, in case
(3), the derivation becomes constant. In case (4), we have two possibilities, namely
(Qr+1; : : : ; Qr+1; b1; b0Q1 : : : Qr)⇒Q (b1; : : : ; b1; b0; b0Q1 : : : Qr)
⇒Q (b0; : : : ; b0; b0; b0br1)
which again leads to a situation as at the beginning, or
(Qr+1; : : : ; Qr+1; b1; b0)⇒Q (b1; : : : ; b1; b0; b0)⇒D ( Jw1; : : : ; Jwr; b1; u)
with u= b0 or u= b0Q1 : : : Qr and !⇒h1 Jw1 for 1=1; : : : ; r. The (r+2)-tuples of the
last case are also derived from (!; : : : ; !; b0; b0) of case (1). Thus, in general, we
consider derivations starting from
(5) (u1; : : : ; ur ; b0; b0w) with u1 ∈ L; 1=1; : : : ; r; w∈∗1 .
We have to distinguish the following cases. After having executed i′ direct derivation
steps we arrive at one of the following cases:
(6) (u1; i′ ; : : : ; ur; i′ ; Q1; b0Q1 : : : Qrw) where i′¿t; 1∈{1; : : : ; r} and u1′ ⇒m1′ u1′ ; i′ ; 1′=
1; : : : ; r,
(7) (u1; i′ ; : : : ; ur; i′ ; Q1; b0w) where i′¿t; 1∈{1; : : : ; r} and u1′ ⇒m1′ u1′ ; i′ ; 1′=1; : : : ; r,
(8) (u1; i′ ; : : : ; ur; i′ ; bi; b0Q1 : : : Qrw) where 16i′= i6t − 1 or i= t − 1; i′¿t − 1, and
u1′ ⇒i′h1′ u1′ ; i′ ; 1′=1; : : : ; r,
(9) (u1; i′ ; : : : ; ur; i′ ; !; b0Q1 : : : Qrw) where i′ ∈N; and thus, after one communication
step, (b0; : : : ; b0; !; b0u1; i′ : : : ur; i′w).
Obviously, the case (9) leads to the cases (1) or (2) back again. In case (8),
(u1; i′ ; : : : ; ur; i′ ; bi; b0Q1 : : : Qrw)⇒Q (b0; : : : ; b0; bi; b0w′w)⇒D (Qr+1; : : : ; Qr+1; v; u)
for some w′ ∈∗ and u= b0w′w or u= b0Q1 : : : Qrw′w and v∈{Q1; : : : ; Qr; bt−1} for
i= t−1 or v= bi+1 for i = t−1. If t=1, then i=0, and already (b0; : : : ; b0; b0; b0w′w) is
D. Watjen / Theoretical Computer Science 255 (2001) 163–191 189
an (r+2)-tuple as at the beginning. Else from (Qr+1; : : : ; Qr+1; v; u) the same situations
as in the case (3) (a constant derivation) or (4) above follow, the latter since there
exist the productions bj→ Jw1 for all 1=1; : : : ; r and j=1; : : : ; t − 1.
In case (7), after a communication step, we get a further derivation
(u1; i′ ; : : : ; u1−1; i′ ; b0; u1+1; i′ ; : : : ; ur; i′ ; u1; i′ ; b0w)
⇒D (u1; i′+1; : : : ; u1−1; i′+1; Qr+1; u1+1; i′+1; : : : ; ur; i′+1; u1; i′ ; b0w)
⇒Q (u1; i′+1; : : : ; u1−1; i′+1; u1; i′ ; u1+1; i′+1; : : : ; ur; i′+1; b0; b0w);
where all words of ∗ occurring in the components 1, 1=1; : : : ; r, are generated
according to ⇒m1 from the corresponding u1 and, consequently, belong to L which
means that we have arrived at the situation (5) again, or alternatively, we get the
derivation
(u1; i′ ; : : : ; u1−1; i′ ; b0; u1+1; i′ ; : : : ; ur; i′ ; u1; i′ ; b0w)
⇒D (u1; i′ + 1; : : : ; u1−1; i′+1; Qr+1; u1+1; i′+1; : : : ; ur; i′+1; u1; i′ ; b0Q1 : : : Qrw)
⇒Q (b0; : : : ; b0; u1; i′ ; b0; : : : ; b0; b0; b0u1; i′+1 : : : u1−1; i′+1Q1u1+1; i′+1 : : : ur; i′+1w)
⇒Q (b0; : : : ; b0; b0; b0u1; i′+1 : : : u1−1; i′+1u1; i′u1+1; i′+1 : : : ur; i′+1w)
which leads to an (r+2)-tuple as at the very beginning.
In case (6), after the communication step, for appropriate w′; w′′ ∈∗1 we have
(b0; : : : ; b0; u1; i′ ; b0w′)⇒D (Qr+1; : : : ; Qr+1; u1; i′ ; b0Q1 : : : Qrw′)
⇒Q (u1; i′ ; : : : ; u1; i′ ; b0; b0Q1 : : : Qrw′)
⇒Q (b0; : : : ; b0; b0; b0w′′)
which gives rise to an (r+2)-tuple as at the start, or
(b0; : : : ; b0; u1; i′ ; b0w′)⇒D (Qr+1; : : : ; Qr+1; u1; i′ ; b0w′)
⇒Q (u1; i′ ; : : : ; u1; i′ ; b0; b0w′)
leading to an (r+2)-tuple of the form (5) with u1⇒m1 u1; i′ .
We see that L()⊂L∪{b0; : : : ; bt−1}. On the other side, every derivation step
u⇒m1 u′ according to G is simulated according to  if we choose u1 = · · ·= ur = u
in (5) above which always can lead to an (r+2)-tuple of the form (5) with u1 = · · ·=
ur = u′. Thus, L()= {b0; : : : ; bt−1}∪L.
It remains the case m= t with t¿2. The argumentation is only true in the non-
uniform case. In the PC(k1; : : : ; kr ; 1; 1)l0L system , we delete the production bt−1→
bt−1 in h′r+1, and we replace the productions of h
′
r+2 by
bt→ b0; b0→ b1; : : : ; bt−2→ bt−1; bt−1→ btQ1 : : : Qr
190 D. Watjen / Theoretical Computer Science 255 (2001) 163–191
and the axiom of Gr+2 is given by bt . Starting from the (r+2)-tuple (b0; : : : ; b0; b0; bt),
after the ?rst direct derivation step there are only two further possibilities, namely
(1′) (Qr+1; : : : ; Qr+1; !; b0)⇒Q (!; : : : ; !; b0; b0) as (1) above and
(4′) (Qr+1; : : : ; Qr+1; b1; b0)⇒Q (b1; : : : ; b1; b0; b0)⇒D ( Jw1; : : : Jwr; b1; b1) similar to (4)
with !⇒h1 Jw1 for 1=1; : : : ; r.
The argumentation is now much more simple than above. The cases corresponding to
(2), (3), (7)–(9) do not occur, and in the case analogous to (6), there is only one
subcase (the last one). Every derivation u⇒m1 u1 according to G is simulated by
(u; : : : ; u; b0; b0w)⇒tD (u1; : : : ; ur ; Q1; btQ1 : : : Qrw)⇒Q (b0; : : : ; b0; u1; btw′)
⇒D (Qr+1; : : : ; Qr+1; u1; b0w′)⇒Q (u1; : : : ; u1; b0; b0w′)
for appropriate w; w′ ∈∗1 . It follows that L()= {b0; : : : ; bt−1}∪L.
By the proof above, it is obvious that the limitation 1 of the ?rst and last component
can be changed to arbitrary limitations.
By Theorem 3.5, we have L= {a2n | n∈N0}∈L(RPC(1; k1; : : : ; kr ; 1)(u)l0L), but
L =∈L(CD(k1; : : : ; kr)(u)l0L) since the growth of the length of the words in a CD(u)l0L
language is bounded. Thus, for this language L, there do not exist any L′ ∈L(CD
(k1; : : : ; kr)(u)l0L) and M ∈L(?n) such that L′=M ∪L.
By Lr((u)klET0L) we de?ne the family of languages generated by (u)klET0L sys-
tems with at most r tables (see [17] or [18]). Obviously, if k1 = · · ·= kr = k, then
Lr((u)klET0L)=L1(CD(k1; : : : ; kr)(u)lE0L). If in the proof of Theorem 7.1, we trans-
form  into an RPC(1; k1; : : : ; kr ; 1)(u)lE0L system by setting O=, or in case of
a given CD(k1; : : : ; kr)(u)lE0L system G, we choose O to be the terminal alphabet of
G, then with the remark above we get
Corollary 7.1. For all k; k1; : : : ; kr ∈N; r ∈N and m∈{1; 2; 3; : : : ;¿2;¿3; : : :};
Lm(CD(k1; : : : :kr)l0L)$L(RPC(1; k1; : : : ; kr ; 1); lE0L);
Lm(CD(k1; : : : :kr)lE0L)⊂L(RPC(1; k1; : : : ; kr ; 1); lE0L):
In particular; if k = k1 = · · ·= kr; then
Lr(klT0L)$L(RPC(1; k1; : : : ; kr ; 1); lE0L);
Lr(klET0L)⊂L(RPC(1; k1; : : : ; kr ; 1); lE0L):
If m∈{¿1;¿2;¿3; : : :}; analogous results are true for uniformly limited systems.
It remains open if the results of Theorem 7.1 and Corollary 7.1 are also true for
uniformly limiteted systems in case that m= t; t¿2.
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