Abstract The performance of image segmentation highly relies on the original inputting image. When the image is contaminated by some noises or blurs, we can not obtain the efficient segmentation result by using direct segmentation methods. In order to efficiently segment the contaminated image, this paper proposes a two step method based on the hybrid total variation model with a box constraint and the K-means clustering method. In the first step, the hybrid model is based on the weighted convex combination between the total variation functional and the high-order total variation as the regularization term to obtain the original clustering data. In order to deal with non-smooth regularization term, we solve this model by employing the alternating split Bregman method. Then, in the second step, the segmentation can be obtained by thresholding this clustering data into different phases, where the thresholds can be given by using the K-means clustering method. Numerical comparisons show that our proposed model can provide more efficient segmentation results dealing with the noise image and blurring image.
Introduction
Image segmentation has become increasingly important in the last decade, due to a fast expanding field of applications in image analysis and computer vision. It aims to separate objects of interest from each others or from the backward or find boundaries of such objects. Until now, a wide variety of techniques including variational partial differential equation (PDE) image segmentation methods [10, 20, 32, 12, 14] , histogram analysis, region growing and edge detection [49, 39] have been proposed to solve the image segmentation problem.
The variational segmentation methods are characterized by deriving an energy functional from some a priori mathematical model and minimizing this energy functional over all possible partitions. Among them, the region-based models [12, 14] have been proposed and applied to the image segmentation field by incorporating region information so that image within each segmented region has a uniform characteristic such as intensity and texture. The most well-known regionbased model is the Mumford and Shah (MS) model [32] , in which an image is decomposed into a set of regions within the bounded open set and these regions are separated by smooth edges.
Related works
Before we go into the details of our proposed hybrid total-variation segmentation models, we first review some works that are closely related to this paper.
Mumford-Shah (MS) model
The MS model is an established image segmentation model with a wide range of applications. An energy functional to be minimized is to find the set of discontinuities Γ or the edge set, and a piecewise smooth approximation u of a given image intensity function f : Ω ⊂ R 2 → R. Formally, the MS model can be written as
where λ and γ are positive constants. However, the problem is hard in this form, as the two variables u and Γ of the optimization are of very difficult natures; the edge set Γ may be quite general and may exhibit singularities. As alternative solutions to this problem, many works have been done to simplify or modify the general MS model (2.1).
The piecewise constant (PC) model
The piecewise constant Mumford-Shah model is a simpler model obtained by assuming that image approximation is constant inside each connected component (i.e. u = c i , where c i is a constant). At this point, the MS model can be simplistically rewritten as 
where H(·) is the Heaviside function. Different from the CV model, the problem for M > 2 is more challenging. The main difficulty is to find effective representations of regions and their boundaries. Several recent works are related to this problem. Vese and Chan [40] proposed to use the four color theorem to provide segmentation for any number of objects in Ω. One level set function can only separate two classes, hence m 1 = log 2 M is the number of level sets necessary to segment M distinct classes. A variant of the level set method in [27] , the so-called piecewise constant level method (PCLSM), expresses the energy in terms of a labeling function. They proposed to use binary level set functions which took value 1 and −1 instead of using the classical continuous level set function as did in [40, 14] . Unfortunately, the main disadvantage of both level set methods is their probable of getting stuck in a possibly inferior local minima because of their nonconvex formulations.
The Potts model
In the work of [12] , Chan et al obtained global optimal solution of the CV model when the two piecewise constant values are first known. The key idea is to relax the characteristic function in such a way that the characteristic function minimizers can be obtained from the minimizers of the relaxed problem by a simple thresholding procedure. This allows the non-convex Chan-Vese problem to be globally solved by using standard convex minimization methods. Following this work and the assumption that we know the values of every piecewise constant, the multiphase segmentation problem (2.1) can be written as
Actually, in this case, each pixel is assigned one of region labels (i.e. the known piecewise constants). Assume that a labeling l :
where BV refers to the bounded variation space, then the model (2.4) can be reduced to the formulation of the Potts model 5) where
The above Potts model is a nonconvex problem due to the binary constraints. A major class of methods is based on the convex relaxation of the admissible set by allowing for the labeling functions to take intermediate values from the unit simplex. That is to say, the problem (2.5) is transformed into 6) where
Then we can solve this relaxed version by using some operator splitting methods [22, 23, 47] . If the minimizer of the problem (2.6) happens to be binary everywhere, it is also a global minimizer of the original problem (2.5). However, unlike the two label problem [14] , if the computed minimizer of the problem (2.6) is not binary, there is no thresholding scheme which can keeps a binary global minimizer of (2.5). Even if such a binary minimizer exists, the problem (2.6) may result in nonbinary solutions due to non-uniqueness. Then a approximated strategy is to use the indicator function of the largest component u i as an approximate binary solution [22, 23, 47] . Graph-based optimization techniques have been used as components in optimization methods for functionals formulated in the continuous space. Boykov and Cremers [6] proposed to use a max-flow/min-cut step to assist in level set updates. Grady [19] 
The convex variant of the MS model
Based on the observation about binary images: a binary image can be recovered quite well from its smoothed version by thresholding with a proper threshold, Cai et al [8] recently proposed to use two stages for the image segmentation problem. In their scheme, the first stage is to find a smooth image g that can facilitate the segmentation, and then the second stage is to threshold g to reveal different segmentation features by using one of chosen thresholds based on the K-means clustering method. Specially, this course can be formulated as
• The first step is to compute g by
where f denotes the degraded image modeled by f = Ag + η and A is a suitable linear operator. Here η denotes some noises.
• The second step is to obtain the segmentation by segmenting g using properly chosen thresholds, which is generated by the K-means clustering method.
Actually, they used the fact that Γ |∇g| 2 dx = 0 when g ∈ W 1,2 (Ω), then the problem (2.7) is equivalent to the original MS model (2.1). Note that here W a,b (Ω) denotes the Sobolev space defined by
. The problem (2.7) is a non-smooth optimization problem, so they employed the splitting Bregman method to solve it. 3 The segmentation model based on constrained hybrid total variation model
In this section, we will introduce our proposed model following from the problem (2.7) and bring out its salient merits and numerical method. In the problem (2.7), there include a fitting term and two regularization terms. Its nature is the image restoration problem, so the segmentation result extremely desponds on the restored image. However, the global parameters λ and γ can not depict the local properties while the image owns complex structures. Furthermore, image values which represent physical quantities such as photon counts or energies are often non-negative and also have the upper bound or saturated value, so it is a natural requirement to impose a priori constraint on the proposed model.
The proposed model of the first step
The total variation type models have been extensively used in image restoration such as the ROF model [36] and the higher-order model [3, 13, 28, 46] . However, these two classes of models respectively keep image edges or only keep image smoothing regions. On the other hand, image value represents physical quantities such as photon counts or energies, which is often non-negative and also has the upper bound or saturated value due to finite number of bits being used for image representation. This is particularly true in applications such as astronomical image [29, 38] . Therefore, imposing a priori constraint is a natural requirement for the deblurring problem. To effectively overcome these drawbacks, some hybrid models based on the total variation functional have been noticed. Following the problem (2.7), we propose the following variational problem
where ω(x) ∈ (0, 1) is a weighted function related to the region structures of the inputting image. Obviously, we replace the second term in the problem (2.7) by Ω |∇ 2 g|dx, which actually requires u ∈ W 2,1 (Ω), then we can obtain more efficient restored image. However, this space have not a reflexive solution of the minimization problem by the direct calculus of the problem (3.8).
Actually, we can extend it to a larger space as being done in [25, 34] . Furthermore, we also add the weighted function ω(x) with formally convex combination of Ω |∇ 2 g|dx and Ω |∇g|dx. This paper chooses the weighed function to be the edge indicator function. Thus edges can be found and retained during restoration process in the first stage of our proposed method.
(Ω) such that the following quantity is satisfied:
Here C κ c (Ω) denotes the space of continuously differentiable vector-valued functions on Ω with compact support.
It is obviously that BV (Ω) and BV 2 (Ω) are a Banach space respectively equipped with norms [25, 34] .
Proof. By introducing an indicator function
with D := [0, ι], then we can write the problem (3.9) as
Then the problem (3.11) is the strictly convexity. So based on the work in [25] , we can use the similar method to obtain above results.
3.2 The split Bregman method to solve the problem (3.8)
In this subsection we work with the discretized version of the problem (3.15) and assume a periodic boundary condition for g. By choosing the periodic boundary condition, the action of each of discrete differential operators can be regarded as a circular convolution of the image g and allows the use of fast Fourier transform (FFT). For a vector field ν : R s×t → R τ , we respectively define the discretization norm | · | 1 and · 2 corresponding to the norms ℓ 1 and ℓ 2 with ν = (ν 1 , ν 2 , · · · , ν τ ) as follows
In the following, we define the discrete gradient
Similarly, we can also define the backward difference operator as
Then we can obtain
Using the divergence theorem
, where div and div 2 respectively denote the adjoint operator of ∇ and ∇ 2 , then we have
In order to discretize (3.8) , by using the indicator function (3.10) and the corresponding discrete operators and norms, we can obtain the discretization form as
The problem (3.12) is a nonsmoothing optimization problem. Variable splitting methods such as the alternating direction method of multipliers (ADMM) [42, 15, 43] and the operator splitting methods [31, 37] have been recently used in solving this class of problems. The key of this class of methods is to transform the original problem into some subproblems so that we can easily solve these subproblems by some traditionally numerical methods. By introducing some auxiliary variables q = ∇ 2 g, v = ∇g and z = g, we convert the problem (3.12) into the following form
Then the problem (3.13) can be solved under the framework of the alternating split Bregman method as
, (3.14a)
The minimization problem (3.14a) yielding (g k+1 , q k+1 ,v k+1 , z k+1 ) is not trivial since it includes two nonseparable terms and two nonsmooth terms. A natural approach is to alternate belong minimizing with respect to g, q, v, z while keeping others fixed. Then we have the following strategy to solve the problem (3.12)
For the iteration scheme (3.15), we can derive the following convergence result. Though the proof is similar to the course used in [9] and there includes three constrained conditions in solved problem (3.14) , the data fitting term in problem (3.13) can make the proof more simple.
Theorem 3.2. Assume that Ker(A) = {0} and the point (g * , q * , v * , z * ) is the solution of the problem (3.14). Then the sequence (g k , q k , v k , z k ) generated by the scheme (3.15) converges to the solution of the problem (3.13) for every choosing original point
) generated by the subproblems (3.15a)-(3.15g) satisfies the following the first order optimization condition as
where A ⋆ , div 2 and div denote the adjoint operator of operators A, ∇ 2 and ∇, r k+1 ∈ ∂(|q k+1 |), s k+1 ∈ ∂(|v k+1 |) and ̟ k+1 ∈ ∂(δ D (z k+1 )). Here ∂F(x) denotes the subdifferential set at x. By the assumption that the point (g * , q * , v * , z * ) is the solution of the problem (3.14), we can obtain
where r * ∈ ∂(|q * |), s * ∈ ∂(|v * |) and Since (3.18e)-(3.18g) can be written as By summing the above equation from k = 0 to k = K, we get Using the fact that the monotonicity of the subdifferential This leads to the following conclusions: By the assumption of Ker(A) = {0}, the formula (3.20a) implies lim k→∞ g k = g * . Then we also orderly obtain lim
Remark 3.1. Since we used the periodic boundary condition for the differential operators ∇ and ∇ 2 , it is easy to deduce that they are injective operators. So the assumption Ker(A) = {0} in Theorem 3.2 implies that Ker(A) = {0} ∩ Ker(∇) ∩ Ker ∇ 2 = 0. Then the objective function in the problem (3.12) is strong convexity, therefore the solution is unique. Furthermore, it also means that non-zeros constant images are not included in the null space of the operator A, which is true for the image deconvolution problem in our numerical implementations.
Remark 3.2. For the dual variables
in the iteration schemes (3.15a)-(3.15g), following from the assertions of (q k , v k , z k ) → (q * , v * , z * ) as k → ∞ in Theorem 3.2 and equations (3.20b)-(3.20d), we obtain that ∇ 2 g * = q * , ∇g * = v * and g * = z * . Then we can obtain
by taking k → ∞ in the side of equations (3.15e)-(3.15g) or (3.16e)-(3.16g).
We now consider to solve the subproblem in the scheme (3.15).
• To solve the subproblem (3.15a):
The subproblem (3.15a) is a smooth and convex optimization problem, so its Euler-Lagrange equation satisfies
where A ⋆ is the conjugate operator of A. For this equation, we can obtain the explicit solution by using the fast Fourier transform (FFT) while A has a special form such as the identity operator I or the blurring operator:
where
Here F denotes the fast Fourier transform and F −1 denotes the inverse of the fast Fourier transform.
• To solve the subproblem (3.15b) and (3.15c): The subproblems (3.15b) and (3.15c) have the closed form solution. Since the closed form solution of minimization problem
for ̺, ̟ ∈ R s and ξ > 0, then the solution of the problems (3.15b) and (3.15c) can be denoted as
where = b k + ∇ 2 g k+1 and ℑ = c k + ∇g k+1 .
• To solve the subproblem (3.15d): The subproblem is the projection problem on the convex set D. So its solution can be obtained by
The K-means clustering threshold
With the development and improvement of data mining technology, data clustering algorithm is gradually applied to some fields. Among clustering algorithms, the K-means clustering method can be applied in many fields which include image and audio data compression, preprocess of system modeling with radial basis function networks, and task decomposition of heterogeneous neural network structure.
The clustering method of K-means originally proposed in [30] is a data mining algorithm which performs clustering by using an iterative approach. It takes the number or desired clusters and the initial means as input and produces final means as output. If the algorithm is required to produce K clusters, then there will be K initial means and K final means. After termination of the K-means clustering, each object in dataset becomes a member of one cluster. It can provide relatively good result for convex cluster with relatively flexible and high efficient. Though this method is sensitive to the choice of starting points and can only be applied to a small dataset, in our experiment we still obtain suitable segmentation results. So we use it to obtain some suitable thresholds for the image segmentation problem. In order to segment the restored image g generated by the first step, we first linearly stretched itḡ in the second step by the strategy as
where g min and g max represent minimum and maximum of g respectively. Denote ρ 1 ≤ ρ 2 · · · ≤ ρ K to be the centers of the K clusters use K as follows K − 1 of the pixel intensities of the restored image. Here we define the K − 1 thresholds to beρ i = (ρ i + ρ i+1 )/2. Denote ρ 0 = 0 and ρ K = 1, then the i−th phase ofḡ is given by {x :ρ i−1 ≤ḡ ≤ρ i }.
Numerical implementation and experimental results
In this section, we arrange some experimental comparisons from our proposed method with other recent methods [8, 18, 27, 44, 45] . Following from the primal-dual approach, the authors in [8] extended the method developed in [1] to solve the continuous Potts model with applications to the multiphase piecewise constant Mumford-Shah model, where the numerical comparisons illustrated that their method outperforms some methods reviewed in [1] . On the other hand, the method in [1] has exhibited the strength over those popular methods such as the α expansion and α − β swap [7] , the method of Pock et al. [11] , and the algorithm in Lellmann et al. [22] . For the strategy in [18] , its numerical results showed that they outperform the methods used in [1, 11, 24] . In experiments, the model (2.6) is different to other models since we first need to know mean values in every segmentation region. To summarize, the two-stage image segmentation scheme is written as follows: Algorithm 4.1. Solving the two-stage image segmentation model (3.8) with the clustering method:
k by the strategies (3.21)- (3.23) . If the stopping criterion is satisfied, output g and do the next step;
• Step 3. Apply K-means method to obtain the cluster and then get the mean value of each cluster ρ 1 ≤ ρ 2 ≤ · · · ≤ ρ k . Set the thresholds asρ i = (ρ i + ρ i+1 )/2 and then get the segmentation image.
In the numerical implementation, all of parameters are chosen optimally with respect to the chosen dataset by trials and errors by getting the best segmentation results. The stopping criterion is of reaching the maximum iteration number K or of satisfying min
where ǫ denotes a small positive number defined by the user. It is worth noting that it is suitable for running the inner loop of the proposed algorithm, we however set it to be one and find that we also get the pleasing numerical results. For the original image, we normalize it into the range [0, 1], so we need to set ι = 1 for the constraint in our proposed model. For the weighed function w(x), it can weaken the influence of noise as the form ω(x) = 1 1+ς ∇fσ 2 2 , where f σ = G σ * f . Here G σ denotes the Gaussian kernel function with the standard deviation σ, ′ * ′ is the convolution operation and ς is a scalar parameter. Furthermore, in order to simplify notations of those previous methods, we set the method used in [14] to solve the CV model (2.2) to be the CVM, the method used the max flow method in [44, 45] to solve the Potts-type model in (2.6) as the MFPM(max flow method for the POtts-type model), the method used the new primal dual method in [18] to solve the Potts-type model in (2.6) as the PDPM(primal dual method for the Potts-type model), the method used the two step in [8] for solving the Mumford-Shah model (2.7) to be the TSMSM(two step for the Mumford-Shah model). Moreover, we set our proposed method by using the Algorithm 4.1 as the HTVWM. Simultaneously, we use the method similar to Algorithm 4.1 to solve the unstrained model (removing the term g ∈ [0, ι] in (3.8)) as the HTVUM in order to show the effectiveness of the constrained problem (3.8). As we know that the K-means method is a local method so we run each method ten times and then choose their average value.
For degraded images, we used Matlab functions "imfilter" and "imnoise" to generate noise and blurring effects. Here we only use blurring kernels of Gaussian and motion. For the convenience of description, we denote the Gaussian blur with a blurring size s and a standard deviation σ g as (G, s, σ g ). Similarly, the motion blur with a motion length ı and an angle θ is denoted as (M, ı, θ). To more fairly tune parameters, we save the corrupted image as the "mat" format and then load it in numerical experiments. All the experiments are run with the Matlab code on the work station of CPU 2.4GHz with RAM 4.00G.
Piecewise constant image segmentation
In this subsection, we use two artificial synthetic piecewise constant images shown in Figure 4 .3-4.5, we show some segmentation results generated by using six kinds of aforementioned different models and methods, where the test image "UOL" is segmented into two phases as foreground and background. The related results are arranged in Table 4 .1. As we can see from Figure 4 .3, nearly all models exhibit a similar segmentation performance to the noisy image shown in Figure 4 .2(a) except for the CVM [14] . This is because of needing to choose the global constant for the CV model. For the blurring images in Figure 4 .2(b) and 4.2(c), the CVM [14] and the MFPM and PDPM based on the Potts-type model can not obtained efficient segmentation due to the blurring edge structures. For other three models, the degraded information has been efficiently suppressed before using the K-means method to segmentation, so we can get better segmentation results. Furthermore, our proposed model (3.8) yields the best segmentation results because of adding the constraint and using the hybrid total variation space. We also see from Table 4 .1 that our proposed algorithm has a smaller SA values. Related results can be also seen from the magnified portion of the letter U in Figure 4 .3-4.5.
Example 4.2. The objective of this example is to illustrate the influence of the contaminated level on the segmentation results. We do not investigate the explicit relationship between all levels and the segmentation accuracy in this work. Instead, we empirically selected three class of contamination to show the influence of segmentation. As we can see from Example 4.1 that the CVM [14] , the MFPM [44, 45] and the PDPM [18] can not efficiently segment the degraded image, so we only consider other three segmentation schemes based on the two-step strategy. Table 4 .2 demonstrates the chosen parameter γ by fixing the other parameter λ in models and the segmentation accuracy (SA) by using Figure 4 .1(b) as the testing image. Our proposed constrained model can obviously improve segmentation results upon the HTVUM and the TSMSM especially at high noise levels and blurring effects. Actually, it is due to that the information of edges and constraint in our proposed model can efficiently suppress noise and preserve edges. Simultaneously, we find out that the parameter γ increases with the degraded level. Actually, this is because of that we need to increase the weighted values for penalising the regularization terms in models when the image contamination increases. 
Inhomogeneous image segmentation
In this subsection, we extend our proposed method to segment two classes of inhomogeneous images shown in Figure 4 .6. The left is a synthesized image by combining the arterial blood vessels of a human head. The right is a MRI brain image based on an anatomical model of normal brain from the slice 91 of the normal brain database, which is available to the public at http://www.bic.mni.mcgill.ca/brainweb/. Here we set as "modality=T1, Slice thickness=1mm, intensity non-uniformity = 20%" for the original image 4.6(b). Different to the numerical comparisons of the piecewise constant image, we do not know the real segmentation due to the inhomogeneity. So we except to obtain a better restored image as the stopping condition in the first step of our proposed strategy. Figure 4 .7 presents the applications of our proposed model to segment synthesis degraded images into two phases by using the different methods. It is clear that our proposed method can efficiently segment image, especially in the region of the endings of image. Actually, the proposed method (3.8) can keep the information of edges due to the penalty of the weighted σ = 0.005 function w(x). The related parameters and data can be found in the caption of Figure 4 .7.
Example 4.4. We consider our proposed method to segment a four-region of the real brain MRI images shown in Figure 4 .6, where the regions include the grey matter, the white matter, the tumor-bone, and the background region respectively. The degraded images are shown in Figure  4 .8. The first column of Figure 4 .9 and 4.10 is the background showing as the white regions in the first column. Due to the little importance of the background, we essentially treat the problem as a 3-phase problem with the black background ordered in the second to forth column of all our results. The tumor region is ordered in the second column, the grey matter is ordered in the third column, and the white matter is ordered in the forth column. All the images provide valuable information about the corresponding regions. Obviously, the HTVWM can efficiently segment the tumor region and the white matter region quite well.
Conclusions
In this paper, we proposed a two step strategy to segment the contaminated image by combining the hybrid total variation model (3.8) and K-means clustering method. The model (3.8) convexly combined the total variation functional and the high order total variation functional with a weighted balance to obtain efficient restored image. In order to solve this nonsmoothing model, we used the alternating split Bregman method and also analyzed its convergence. Once the restored image is obtained, we clustered it into the expected phase by using the K-means clustering method. Numerical experiments illustrated the effectiveness of our proposed method compared with the methods in [14, 18, 8] . In the experiments we found that a better restoration image did not imply a better segmentation result. So choosing a suitable restoration measure is very important and is also a part of the future work. 
