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APPROXIMATION BY
AMPLITUDE AND FREQUENCY OPERATORS
PETR CHUNAEV AND VLADIMIR DANCHENKO
Abstract. We study Pade´ interpolation at the node z = 0 of functions f(z) =∑
∞
m=0
fmz
m, analytic in a neighbourhood of this node, by amplitude and frequency
operators (sums) of the form
n∑
k=1
µkh(λkz), µk, λk ∈ C.
Here h(z) =
∑
∞
m=0
hmz
m, hm 6= 0, is a fixed (basis) function, analytic at the
origin, and the interpolation is carried out by an appropriate choice of amplitudes
µk and frequencies λk. The solvability of the 2n-multiple interpolation problem is
determined by the solvability of the associated moment problem
n∑
k=1
µkλ
m
k
= fm/hm, m = 0, 2n− 1.
In a number of cases, when the moment problem is consistent, it can be solved
by the classical method due to Prony and Sylvester, moreover, one can easily
construct the corresponding interpolating sum too. In the case of inconsistent
moment problems, we propose a regularization method, which consists in adding
a special binomial c1z
n−1+c2z
2n−1 to an amplitude and frequency sum so that the
moment problem, associated with the sum obtained, can be already solved by the
method of Prony and Sylvester. This approach enables us to obtain interpolation
formulas with n nodes λkz, being exact for the polynomials of degree 6 2n − 1,
whilst traditional formulas with the same number of nodes are usually exact only
for the polynomials of degree 6 n − 1. The regularization method is applied to
numerical differentiation and extrapolation.
1. Introduction and statement of the problem
In [9, 10, 12, 13] the so-called h-sums of the form
Hn({λk}, h; z) =
n∑
k=1
λkh(λkz), z, λk ∈ C, n ∈ N,
are studied. Hereinafter h(z) =
∑∞
m=0 hmz
m is a function, analytic in a disc |z| < ρ,
ρ > 0. We call it a basis function. Obviously, Hn(z) is well-defined and analytic in
the disc |z| < ρ ·mink=1,n |λk|−1.
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In [9, 10, 12, 13] operators Hn({λk}, h; z) are used as a tool for n-multiple (Pade´)
interpolation and approximation of functions f , analytic in a neighbourhood of the
origin. In particular, it is shown in [12] that if hm 6= 0, m ∈ N0, then there always
exists a unique set of the numbers λk = λk(f, h, n) such that
f(z) = Hn({λk}, h; z) +O(zn), z → 0.
On the other hand, in the above-mentioned papers h-sums are also used as opera-
tors of differentiation, integration, interpolation and extrapolation on certain classes
of functions, holomorphic in a fixed neighbourhood of the origin. In this case the
numbers λk are already independent of individual functions f from the class and
hence are of a universal kind. For instance, the following formulas for numerical
differentiation and integration, being exact for the polynomials of degree 6 n − 1,
are valid [12]:
(1.1) zh′(z) ≈ −h(z) +
n∑
k=1
λ1,kh(λ1,kz);
∫ z
0
h(t) dt ≈ z
n∑
k=1
λ2,kh(λ2,kz).
Here the numbers λl,k are absolute constants, being the roots of the polynomials
Pl,n (l = 1, 2), which can be defined recursively as follows. Let Pl,0 = 1, vl,1 = −1
(l = 1, 2), then for k = 1, 2, . . . we have
Pl,k = λPl,k−1 + vl,k, v1,k = −1−
k−1∑
j=1
(
1− j
k
)
v1,j , v2,k = − 1
k2
−
k−1∑
j=1
v2,j
k(k − j) .
In 2013 we proposed [14,15] a natural generalization of the h-sums, the so-called
amplitude and frequency operators (sums) of the form
(1.2) Hn(z) = Hn({µk}, {λk}, h; z) :=
n∑
k=1
µkh(λkz), µk, λk ∈ C,
where amplitudes µk and frequencies λk are parameters, being independent of each
other. In the preprint [11] and the present paper we give a detailed exposition of the
results announced in [14, 15].
Later on, operators of the form (1.2) were studied in [39] but with a fundamen-
tally different approach for constructing them. Namely, there was proposed not an
analytic method for that as in this paper, but a numerical one with small residuals
(it will be discussed in Section 7).
The number n in (1.2) is called the order of the amplitude and frequency operator,
if there are no zeros among the numbers µk and, moreover, the numbers λk are
pairwise distinct (otherwise the order of the operator is less than n). As in the
case of h-sums, we regard amplitude and frequency sums both as approximants
of individual functions f , analytic at the origin (and then µk = µk(f, h, n) and
λk = λk(f, h, n)), and as special operators (of differentiation, extrapolation, etc.),
acting on certain classes of functions (and then µk = µk(n) and λk = λk(n)).
Introduction of the additional parameters µk enables us to formulate the prob-
lem of 2n-multiple (Pade´) interpolation at z = 0 by means of the amplitude and
frequency sums (in contrast to the h-sums, when n-multiple interpolation is only
possible). Indeed, given Maclaurin series
f(z) =
∞∑
m=0
fmz
m, h(z) =
∞∑
m=0
hmz
m, where fm = 0, if hm = 0,
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we introduce the numbers sm = sm(h, f):
(1.3) sm(h, f) = 0, if fm = 0; sm(h, f) = fm/hm, if fm 6= 0, m ∈ N0.
For |z| < ρ ·mink=1,n |λk|−1 the operator (1.2) has the form
Hn(z) =
n∑
k=1
µk
∞∑
m=0
hm(λkz)
m =
∞∑
m=0
hm
(
n∑
k=1
µkλ
m
k
)
zm,
hence to realize the 2n-multiple interpolation
(1.4) f(z) = Hn({µk}, {λk}, h; z) +O(z2n), z → 0,
or, which is the same,
(1.5) f (m)(z) = Hn({µkλmk }, {λk}, h(m); z) +O(z2n−m), m = 0, 2n− 1, z → 0,
the following conditions on the so-called generalized power sums (moments) Sm
should be satisfied:
(1.6) Sm :=
n∑
k=1
µkλ
m
k = sm, m = 0, 2n− 1.
The system (1.6) with unknown µk, λk and given sm is well known as the discrete
moment problem. Classical works of Prony, Sylvester, Ramanujan and papers of
many contemporary researchers are devoted to the problem of its solvability (see [24,
29–31,33,38]). Note that the system (1.6) is bound up with Hankel forms, orthogonal
polynomials, continued fractions, Gaussian quadratures and Pade´ approximants (a
detailed review of these connections is given in [29, 30] and also in Section 2).
Suppose that the system (1.6) is solvable. Then, following [30], we call the system
and its solution regular if all λk are pairwise distinct and all µk are not vanishing.
In the case of regular systems (1.6) we call the problem of 2n-multiple interpolation
(1.4) regularly solvable. One of the methods for solving regular systems (1.6) is due
to Prony [31]. Consider the following product of determinants:∣∣∣∣∣∣∣∣∣∣
1 0 0 . . . 0
0 µ1 µ2 . . . µn
0 µ1λ1 µ2λ2 . . . µnλn
. . . . . . . . . . . . . . .
0 µ1λ
n−1
1 µ2λ
n−1
2 . . . µnλ
n−1
n
∣∣∣∣∣∣∣∣∣∣
·
∣∣∣∣∣∣∣∣
1 λ λ2 . . . λn
1 λ1 λ
2
1 . . . λ
n
1
. . . . . . . . . . . . . . .
1 λn λ
2
n . . . λ
n
n
∣∣∣∣∣∣∣∣
.
By regularity, the former of them does not vanish and the latter does only for λ = λk
(as a Vandermonde determinant). On the other hand, direct multiplication of the
determinants and taking into account (1.6) give the following determinant, which is
a polynomial of λ:
(1.7) Gn(λ) :=
n∑
m=0
gmλ
m =
∣∣∣∣∣∣∣∣∣∣
1 λ λ2 . . . λn
s0 s1 s2 . . . sn
s1 s2 s3 . . . sn+1
. . . . . . . . . . . . . . .
sn−1 sn sn+1 . . . s2n−1
∣∣∣∣∣∣∣∣∣∣
.
We call Gn a generating polynomial (for functional properties of such polynomials,
including orthogonality, completeness, etc., see [30]). Consequently, the numbers λk
are the simple roots of the generating polynomial Gn. If the equation Gn(λ) = 0 is
solved, we substitute the numbers found into the system (1.6). Finally, extracting
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any n rows from (1.6) leads to a linear system of equations with unknowns µk, which
has a unique solution with non-vanishing components. We now give known formulas
for calculation of the numbers µk (see, for example, [16]). Let σm and σ
(k)
m denote
elementary symmetric polynomials of the form
σm = σm(λ1, . . . , λn) =
∑
16j1<...<jm6n
λj1 . . . λjm , m = 1, n,
σ0 = 1, σ
(k)
m = σm(λ1, . . . , λk−1, 0, λk+1, . . . , λn), k = 1, n.
Lemma 1. The numbers µk are the scalar products µk = (Lk · S), where S =
(s0, . . . , sn−1) and
(1.8) Lk = gn
G′n(λk)
(
(−1)n−1σ(k)n−1, . . . , (−1)n−mσ(k)n−m, . . . ,−σ(k)1 , 1
)
.
Proof. If V = V (λ1, λ2, . . . , λn) is a Vandermonde matrix of the first n equations
in the system (1.6), then the elements of the kth row Lk of the matrix V −1 have the
form (1.8); see [16] for more details. 
We now formulate a known criterion of regularity in terms of roots of the polyno-
mial Gn. Originally this criterion was obtained in an algebraic form by Sylvester [38]
(see also [24, Ch. 5]); later on Lyubich [29,30] stated it in the analytical terms, which
we use in the present paper.
Theorem. The system (1.6) is regular if and only if the generating polynomial Gn
is of degree n and all its roots are pairwise distinct. Moreover, the regular system
has a unique solution.
This theorem immediately implies the following proposition about regular solv-
ability of the interpolation problem (1.4) for a function f , being analytic in a neigh-
bourhood of the origin.
Theorem 1. Suppose that the generating polynomial Gn, constructed using the num-
bers sm = sm(h, f), m = 0, 2n− 1, is of degree n and all its roots are pairwise dis-
tinct. Then the amplitude and frequency operator Hn is uniquely determined from
the system (1.6) and realizes the 2n-multiple interpolation (1.4) of the function f at
the node z = 0.
Remark 1. If the function f is even or odd, then the local precision of the in-
terpolation can be increased. Indeed, if f is even, then f(z) = f˜(t), t = z2, for
some function f˜ , analytic at the point t = 0, and the interpolation (1.4) under the
assumptions of Theorem 1 with the basic function h gives
(1.9) f˜(t) =
n∑
k=1
µkh(λkt) +O(t
2n) ⇔ f(z) =
n∑
k=1
µkh(λkz
2) +O(z4n),
where it is necessary that f2m 6= 0⇒ hm 6= 0, see (1.3). If f is odd, then f(z) = zf˜ (t),
t = z2, and analogously
f(z) =
n∑
k=1
µkzh(λkz
2) +O(z4n+1).
Note that, in contrast to similar discussions in [39, Corollary 2], here we do not
require the functions f and h to be of the same parity.
APPROXIMATION BY AMPLITUDE AND FREQUENCY OPERATORS 5
Remark 2. One can consider the interpolation problem (1.4) with O(zM), where
M > 2n or M < 2n, instead of O(z2n). Then we accordingly get overdetermined
and underdetermined moment systems of the type (1.6):
(1.10)
n∑
k=1
µkλ
m
k = sm, m = 0,M − 1.
In some cases the process of solving the consistent systems (1.10) with M 6= 2n can
be reduced to the one of the standard systems (1.6) (with M = 2n). It can be done
by eliminating the superfluous equations or adding the missed ones (regarding this
see also [30, §5]). But in the present paper we do not consider the case M 6= 2n for
the following reasons.
The overdetermined systems (1.10) belong to the non-regular problems of the form
(1.6), where 2n is exchanged by M and µk = 0 for k > n + 1. To apply the Prony-
Sylvester method or some other analytical approaches in the standard subsystem of
the system (1.10), one needs a preliminary analysis of its consistency. As far as we
know, there exist no reasonably general methods for this purpose. Moreover, it can be
seen from the corresponding overdetermined interpolation problem of the form (1.4),
where O(z2n) is exchanged by O(zM), that its consistency is quite rigidly connected
with individual properties of the functions f and h and thus one has a little chance
to obtain more or less general interpolation formulas of the overdetermined type.
For example, if a solvable system of the form (1.6) is supposed to be consistent
with the next equation S2n = s2n, then the coefficient f2n cannot be chosen arbi-
trarily as it depends on the parameters s0, . . . s2n−1, h2n in a certain way. Indeed,
the following generalized Newton’s formula, connecting the coefficients gm of the
generating polynomial Gn and the moments Sv+m, is well-known:
(1.11)
n∑
m=0
Sv+mgm = 0, v = 0, 1, . . . .
Therefore the values sm = sm(h, f) (see (1.3)) of the moments Sm with m > 2n− 1
(simultaneously with the coefficients fm = smhm) in a solvable overdetermined sys-
tem of the form (1.10) are uniquely determined from the system (1.6) (we suppose
that h is fixed). A similar situation arises when one obtains formulas for numerical
differentiation and extrapolation (see the corresponding sections below). In these
problems the sequences {sm} have a certain arithmetic structure and do not sat-
isfy (1.11) for v = n and S2n = s2n, i.e. one gets solvable systems of the form (1.6)
with M = 2n although adding one more equation of the required form leads to an
inconsistent system (see, for example, (5.14)).
As regards the underdetermined moment systems (when M < 2n) and the cor-
responding Pade´ interpolation, they do not arise in the present paper as we solve
the interpolation problem of the order higher than M with the same number of
independent parameters {µk}nk=1 and {λk}nk=1.
Nevertheless, the systems (1.10) (consistent and even inconsistent) are of inde-
pendent interest, moreover, they are actively studied in numerical analysis. Various
methods for finding an approximate solution (in different senses) to them were devel-
oped, for example, in [5,6,25,32,39] (characteristics of one such method are discussed
in Section 7).
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2. Amplitude and frequency operators in classical problems
We now consider several classical problems, which are bound up with the class of
amplitude and frequency operators.
2.1. Hamburger moment problem. Theorem 1 raises the question about in-
terpolating amplitude and frequency operators with real λk and µk (in particular,
with µk > 0). This question is well-studied [2, Ch. 2] and can be settled by dis-
cretization of the following classical Hamburger problem: given a sequence of real
numbers {sm}, m ∈ N0, find a non-negative Borel measure µ on R such that
(2.1) sm =
∫ ∞
−∞
λm dµ(λ), m ∈ N0.
Namely, the following criterion is valid [2, Ch. 2, §1]: the problem (2.1), where
m = 0, 2n− 1, has a unique solution with the spectrum, consisting of n pairwise
distinct points λ1, . . . , λn, if and only if the leading principal minors ∆k of order k
of the infinite Hankel matrix (si+j)
∞
i,j=0 satisfy the following conditions:
(2.2) ∆1 > 0, ∆2 > 0, . . . ∆n > 0, ∆n+1 = ∆n+2 = . . . = 0.
This implies that the discrete moment problem (1.6) is regularly solvable in real
numbers λk (this is equivalent to the fact that the polynomial (1.7) has n pairwise
distinct real roots) and µk > 0 if and only if the sequence (1.3) satisfies the first n
inequalities in (2.2). Note that then the sequence {sm}2n−1m=0 is called positive.
2.2. Gauss and Chebyshev quadratures. Given a function f , analytic in a
ρ-neighbourhood of the origin, suppose that
F (x) :=
1
x
∫ x
−x
f(t) dt, 0 < x < ρ.
To construct the amplitude and frequency operator Hn({µk}, {λk}, f ; x) for F (x),
we get the (positive) moment sequence sm =
1−(−1)m+1
m+1
, m = 0, 2n− 1, from (1.3)
and then consider the corresponding discrete moment problem (1.6). It is well-known
that it is regular for any n, moreover, the corresponding generating polynomial (1.7)
is the Legendre polynomial Pn (we write it in Rodrigues’ form) multiplied by a non-
zero constant [23, Ch. 7, §2]:
Gn(x) = Pn(1)Pn(x), Pn(x) :=
1
2nn!
dn
dxn
(x2 − 1)n.
Therefore the frequencies λk are real, pairwise distinct and belonging to the interval
(−1, 1) (as roots of the Legendre polynomials, forming an orthogonal system on
[−1, 1]). The amplitudes µk are determined via the numbers λk by the well-known
formulas [23, Ch. 10, §3]:
µk =
2
(1− λ2k) [P ′n(λk)]2
> 0.
Thus we obtain the interpolation formula
(2.3)
1
x
∫ x
−x
f(t) dt =
n∑
k=1
µkf(λkx) + rn(x), rn(x) = O(x
2n),
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which is a Gaussian quadrature for each fixed x. The amplitudes and frequencies
depend only on n but not on f . It is known [23, Ch. 10] that the Gaussian quadra-
tures are of the highest algebraic degree of accuracy among all the formulas of the
form (2.3) and exact (i.e. rn(x) ≡ 0) for the polynomials of degree 6 2n− 1.
In a similar manner one can obtain interpolation formulas for integrals with clas-
sical weights. For example, for
F (x) :=
∫ x
−x
f(t)√
x2 − t2 dt, 0 < x < ρ,
we have
s2m = pi
(2m)!
(2mm!)2
, s2m+1 = 0, m = 0, n− 1, Gn(x) = (−21−npi)nTn(x),
where Tn(x) = cos(n arccosx) are the Chebyshev polynomials of the first kind.
Calculating the amplitudes µk via the frequencies λk leads to the following Gauss-
Chebyshev quadrature [1, §25.4.38] for real x, 0 < x < ρ:
(2.4)
∫ x
−x
f(t)√
x2 − t2 dt =
pi
n
n∑
k=1
f(λkx)+rn(x), λk = cos
2k−1
2n
pi, rn(x) = O(x
2n),
whose characteristic property is the equality of the amplitudes µk = pi/n. The
remainder can be written more precisely:
(2.5) rn(x) =
pif (2n)(ξ)
22n−1(2n)!
x2n, ξ ∈ (−x, x).
One can deduce it from [1, §25.4.38] by a suitable change of variables.
2.3. Pade´ approximants. The Pade´ approximants as well as the Gaussian
quadratures are closely related to the classical moment problem (see, for instance,
[17]). Construction of the amplitude and frequency sum Hn({µk}, {λk}, h; x) with
the basis function h(z) = (z−1)−1 for some function f , analytic in a neighbourhood
of the origin, leads to the sequence of moments sm = −fm, m = 0, 2n− 1. If the
generating polynomial (1.7) for this sequence is of degree n and all its roots are
pairwise distinct, then by Theorem 1 we get the following interpolation identity:
(2.6) f(z) =
n∑
k=1
µk
λkz − 1 +O(z
2n).
This is a classical Pade´ approximant of order [(n − 1)/n]. We recall that classical
Pade´ approximants of order [m/n] are interpolating rational functions of the form
Pm(f ; z)/Qn(f ; z) (see, for instance, [4, §1.1]). Note that the method for solving the
problem (1.6), proposed by Ramanujan [33], is equivalent to the one for construction
of the interpolation formula (2.6) (see [29, 30]).
2.4. Exponential sums. Let h(z) = exp(z) be a basis function in the amplitude
and frequency operator Hn({µk}, {λk}, h; z) and f be a function, which we are going
to interpolate. The corresponding sequence of moments is sm = m!fm,m = 0, 2n− 1.
Suppose that the problem (1.6) for this sequence is regular. Then the following
formula of 2n-multiple interpolation at the origin holds:
f(z) =
n∑
k=1
µke
λkz +O(z2n).
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(In particular, this result has been already obtained in [8] and [30].)
Interpolation of functions by exponential sums with simple equidistant nodes was
considered by Prony [31]. At present, many works are devoted to this method and
its various modifications and applications (see, for instance, [5,6,22], [7, Ch. 6] and
references there).
A vast investigation of the exponential series was conducted in the scientific school
of Leont’ev [26]. It is worth mentioning here that members of the school also actively
studied several generalizations of the exponential series (see, for instance, [19,27,37]).
Namely, they enquired into the problem of completeness of the infinite systems
{h(λkz)}, where h were entire functions and λk given numbers. Consequently, they
actually considered some representations of analytic functions f by amplitude and
frequency sums of infinite order, H∞({µk}, {λk}, h; z), and properties of these rep-
resentations (domains of convergence, admissible classes of the numbers λk and
functions f , connections between µk and λk, etc.). In contrast to this approach,
we consider approximations by amplitude and frequency sums of finite order and
respective errors. Moreover, the parameters µk and λk are not given but uniquely
determined by the functions f and h. Furthermore, in different applications we re-
gard amplitude and frequency sums as operators with fixed (universal) numbers µk
and λk, being determined by the analytic nature of these operators.
3. Examples
In this section we give several examples of approximating amplitude and frequency
sums for some special functions, in particular, Bessel functions (all arising discrete
moment problems are regularly solvable). We will also compare our approximants
with similar ones, obtained by other authors.
Example 1. It is known [1, §9.1.20-21] that the Bessel function of order zero, J0,
has the representation
J0(±x) = 1
pi
∫ x
−x
exp(it)√
x2 − t2 dt =
1
pi
∫ x
−x
cos(t)√
x2 − t2 dt, x > 0.
From this, (2.4) and (2.5) we get the following high-accuracy local approximation
of J0 at the point x = 0 by an amplitude and frequency sum of order n:
(3.1) J0(x) =
1
n
n∑
k=1
cos(x · cos (2k−1)pi
2n
) + rn(x), |rn(x)| 6 |x|
2n
22n−1(2n)!
.
Note that one can obtain the same formula by interpolation of the series [1, §9.1.10]
(3.2) J0(z) =
∞∑
m=0
(−1)m
(2mm!)2
z2m
by amplitude and frequency sums with the basis function h(z) = exp(z). Further-
more, then
s2m =
(2m)!
(2mm!)2
, s2m+1 = 0, m = 1, n− 1,
cf. {s2m} for the Gauss-Chebyshev quadrature in Section 2.2.
If in (3.1) we use 2n instead of n and take into account the symmetry of the
frequencies obtained and the parity of cosine, then we get the following amplitude
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and frequency sum (of the same order n):
(3.3) Hn(x) =
1
n
n∑
k=1
cos(x · cos (2k−1)pi
4n
),
for which by (2.5) we have
(3.4) J0(x) ≈ Hn(x), |J0(x)−Hn(x)| 6 |x|
4n
24n−1(4n)!
.
Note that the formula (3.3) can be also obtained via (1.9).
In [39, Table 1 and Formula (25)] the following approximant was obtained (for
the approach from [39] see also Section 7):
(3.5) J0(x) ≈ ω11(x) :=
11∑
k=1
αm cos(βmx), αk ∈ (0.086, 0.096), βk ∈ (0, 1).
In comparison with this approximant, the sum (3.3) gives much more precise results
for n = 11 in the segment [0, 30]. Calculations in Maple show that
log10
|J0(x)− ω11(x)|
|J0(x)−H11(x)| > M(x) :=
38
x+ 1
, x ∈ [0; 30].
Moreover, in the segment [0,10] the minorant M(x) can be exchanged by the more
precise M˜(x) = 44 log10
1
x
+ 50 → ∞, x → 0. Note that the absolute error of the
formula (3.5) in the segment [0, 10] is quite small and close to ε = 10−12.
For 30 6 x 6 40 the absolute error of the formula (3.3) is also less than the one
of (3.5), but for x > 40 the errors of both approximants can reach 10−1, thus use of
them does not seem to be fair for such x.
Example 2. From (1.5) and (3.3) we get the following interpolation formula for the
derivative of the Bessel function, J ′0 (see [1, §9.1.28]):
(3.6) J ′0(x) ≈ H ′n(x) = −
1
n
n∑
k=1
cos (2k−1)pi
4n
sin(x · cos (2k−1)pi
4n
)
with the error (see (2.5))
(3.7) |J ′0(x)−H ′n(x)| 6
|x|4n−1
24n−1(4n− 1)! .
For comparison, look at the approximant from [39, Table 2 and Formula (30)]:
(3.8) J ′0(x) ≈ Ω13(x) := −
13∑
k=1
αm sin(βmx), αk ∈ (0.001, 0.08), βk ∈ (0.12, 1).
Calculations show that the formula (3.6) with the same n = 13 has noticeably less
error in the segment [0, 40]:
log10
|J ′0(x)− Ω13(x)|
|J ′0(x)−H ′13(x)|
> M1(x) :=
40
x+ 1
, x ∈ [0, 40].
Moreover, in the segment [0, 10] the minorant M1(x) can be exchanged by the more
precise M˜1(x) = 43 log10
1
x
+ 48 → ∞, x → 0. Note that the absolute error of (3.8)
in [0, 10] is close to ε = 10−12.
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For 40 6 x 6 45 the absolute error of the formula (3.6) is also less than the one
of (3.8). For x > 45 the absolute error of both formulas can be 10−2 and thus use of
them may be unreasonable.
Example 3. Let us obtain one more representation for the function J0 by taking
(3.9) sinc x =
sin x
x
=
∞∑
m=0
(−1)m
(2m+ 1)!
x2m
as a basis function and using the approach for interpolation of even functions from
Remark 1. Namely, we take into account that J0 and sinc are even and interpolate
the function f˜(t) := J0(x), t = x
2, by amplitude and frequency sums with the
basis function h(t) = sinc x. As it can be easily checked (see (3.2) and (3.9)),
then sm =
(2m+1)!
(2mm!)2
, m = 0, 2n− 1. Solving the corresponding problem (1.6) (in all
examples considered we obtained non-negative λk and real µk) yields
f˜(t) =
n∑
k=1
µkh(λkt) + rn(t), rn(t) = O(t
2n),
or, which is the same,
(3.10) J0(x) =
n∑
k=1
µk sinc(
√
λkx) + rn(x), rn(x) = O(x
4n).
We now compare (3.10) with the approximate equality J0(x) ≈
∑11
k=1 αk sinc(βkz),
obtained in [39, Table 3 and Formula (32)] (the amplitudes and frequencies were
found there by a numerical method). It turns out that the amplitude and frequency
sum in (3.10) with the same order n = 11 gives more precise results for x ∈ [0; 42]
(especially in a small neighbourhood of x = 0). For x > 40 the absolute errors of
both formulas can already exceed 10−3.
Remark 3. The authors of [5, 32] consider numerical methods for interpolation of
the function J0 in equidistant nodes by amplitude and frequency sums of the form∑n
k=1 αk exp(βkx) with complex (but not purely imaginary) αk and βk and quite
fast-decreasing moduli of exponents. This enables them to get good approximants
of J0 on large intervals. For example, in [5] such an approximant with n = 28 has
the error ε 6 10−10 for x ∈ [0, 100pi]. The approximant with n = 20, obtained in [32,
Example 4.5] by slightly different methods, has the error ε 6 10−4 for x ∈ [0, 1000].
Note that the sums (3.3) and (3.6) are not recommended for use on such large
intervals because of their local character. To guarantee a reasonable rate of approxi-
mation, they must have the order comparable with length of the intervals considered
(it can be seen from the order-precise estimates (3.4) and (3.7)). For example, for
n = 20 they do not give reasonable quality of approximation in the segment [0, 1000]
but in the subsegments [0, 40], [0, 30] and [0, 20] the approximation errors are less
than 10−16, 10−25 and 10−38, correspondingly.
4. Analytic regularization of the interpolation by amplitude and
frequency operators
4.1. Variation of the moments. The 2n-multiple interpolation problem has
great difficulty in the case when the conditions of regularity (see Theorem 1) are not
satisfied. In particular, it can be inconsistent then. In order to avoid this difficulty,
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we propose a method for analytic regularization of the discrete moment problem.
It consists in a certain variation of the right hand sides sm of the system (1.6),
namely, in adding the generalized power sums σ
∑ν
k=1 αk(rβk)
m to them (another
approach is described in Remark 4). The parameters αk, βk are independent of sm,
and σ and r depend only on max{|sm|}. From the point of view of the interpolation
problem, this corresponds to the fact that we get a new regularly solvable problem
of the form (1.4) (and (1.6)), where f is exchanged for a new varied function f˜ such
that f˜(z) − f(z) is the amplitude and frequency sum σHν({αk}, {rβk}, h; z). We
emphasize that the above-mentioned variation of sm = sm(h, f) in the framework
of the interpolation problem is universal as it depends only on max{|sm|} but not
on the functional properties of f and h. Moreover, as we will see below, if αk, βk,
σ, r are chosen appropriately, then the difference f˜ − f is just a certain binomial.
Let us describe the regularization method in detail. Instead of the function f , whose
corresponding problem (1.6) is not regular, we introduce the varied function
(4.1) f˜(z) := f(z) + σHν({αk}, {rβk}, h; z), p ∈ C, ν ∈ N,
where αk, βk σ, r are constants. Since
f˜(z) =
∞∑
m=0
fmz
m + σ
ν∑
k=1
αk
∞∑
m=0
hm(rβkz)
m =
∞∑
m=0
(sm + τm)hmz
m,
where τm := σ
∑ν
k=1 αk(rβk)
m and sm = sm(h, f) as above (see (1.3)), instead of
(1.6) we obtain the system
(4.2)
n∑
k=1
µkλ
m
k = sm + τm, m = 0, 2n− 1,
which differs from the system (1.6) in the regularizing summands τm (if the initial
system is regular, then it is natural to set σ = τm ≡ 0). The task is now to find the
numbers τm such that the conditions of Theorem 1 are satisfied. Assume that we
have done this, then by Theorem 1 we obtain the interpolation identity
f˜(z) = Hn({µk}, {λk}, h; z) +O(z2n).
Returning to the initial interpolation problem and taking into account (4.1) yield
(4.3) f(z) = Hn({µk}, {λk}, h; z)− σHν({αk}, {rβk}, h; z) + O(z2n).
At the same time it is reasonable to choose ν as small as possible. However, there is
a natural restriction on ν, which is seen from the following statement (cf. §4 in [30]).
Lemma 2. It is necessary for the regularity of the varied system (4.2) that
ν > n− rank (si+j−2)ni,j=1 .
Proof. Consider the Hankel matrices
H := (si+j−2)
n
i,j=1 , R := σ
(
ν∑
k=1
αk(rβk)
i+j−2
)n
i,j=1
.
For the regularity of the system (4.2) it is necessary that the coefficient before λn of
the corresponding generating polynomial Gn does not vanish, i.e. det(H+R) 6= 0,
rank(H+R) = n. It is well known [20, §0.4.5] that for any n× n-matrices A and B
(4.4) rank(A +B) 6 min{rankA+ rankB;n}.
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Consequently, if the system (4.2) is regular, then necessarily n 6 rankH + rankR.
It remains to note that rankR 6 ν. Indeed, the following representation is valid:
R = σ
ν∑
k=1
αkC(k), C(k) :=
(
(rβk)
i+j−2)n
i,j=1
,
where rankC(k) = 1 (each next row is the previous one multiplied by rβk). From
this by the property (4.4) we obtain the required bound for rankR. 
4.2. Parameters of the regularization. In the problems under considera-
tion the ranks of matrices (si+j−2)
n
i,j=1 are small. Consequently, taking into account
Lemma 2, we will consider only the overall case ν = n to solve the regularization
problem. Then the formula (4.3) has 2n summands (if σ 6= 0, r 6= 0), and in this sense
the amplitude and frequency sums obtained have no advantage over the h-sums of
order 2n. However, an appropriate choice of αk, βk, σ and r can essentially simplify
the latter sum in (4.3). Indeed, let p and q be fixed non-zero complex numbers and
(4.5) αk = βk = exp
(
2pi(k − 1)i
n
)
, r =
(
q
p
)1/n
, σ =
p2
nq
r, k = 1, n,
where the number r is any of the n values of the root. Then, as it can be easily seen,
in (4.2) we obtain
(4.6) τn−1 = p, τ2n−1 = q; τm = 0 for other m.
Indeed,
τm =
p2
nq
rm+1
n∑
k=1
exp
(
2pi(k − 1)i
n
(m+ 1)
)
,
where the sum of the exponents equals n if m+ 1 is divisible by n and zero if not.
Consequently,
σHn({αk}, {rβk}, h; z) = p hn−1zn−1 + q h2n−1z2n−1 +O(z2n).
Thus, assuming the regularity of the varied problem (4.2), we get the formula
(4.7) f(z) = Hn({µk}, {λk}, h; z)− p hn−1zn−1 − q h2n−1z2n−1 +O(z2n).
In order to obtain the main result of this section, we now show that the above-
mentioned problem is indeed regular for a certain choice of the parameters p and
q. Below we give a possible way of such a choice. The generating polynomial of the
system (4.2) for αk and βk from (4.5) has the form
(4.8) Gn(λ) = Gn(p, q;λ) :=
∣∣∣∣∣∣∣∣∣∣
1 λ · · · λn−1 λn
s0 s1 · · · sn−1 + p sn
s1 s2 · · · sn sn+1
· · · · · · · · · · · · · · ·
sn−1 + p sn · · · s2n−2 s2n−1 + q
∣∣∣∣∣∣∣∣∣∣
.
Obviously, for the parameters p and q, being sufficiently large in modulus (comparing
with the moments sk and independently of each other), the roots of this polynomial
are arbitrarily close to those of the polynomial of the form (4.8) with sk = 0,
k = 0, 2n− 1. The latter polynomial, as it can be easily checked by expanding the
determinant along the first row, has the form
(−1)n(n+1)/2pn(λn − q/p),
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and all its n roots are pairwise distinct. From here, the formula (4.7) and Theorem 1
we obtain the following result.
Theorem 2. Given p and q sufficiently large in modulus, the varied problem (4.2)
with the parameters (4.6) has a regular solution {µk}, {λk}. Moreover, for the con-
stants c1 = −phn−1 and c2 = −qh2n−1 the following interpolation formula holds:
f(z) = c1z
n−1 + c2z
2n−1 +
n∑
k=1
µkh(λkz) +O(z
2n).
Remark 4. The above-mentioned regularization with the parameters from (4.5)
and (4.6) is actually equivalent to adding the binomial c1z
n−1 + c2z2n−1 with non-
vanishing coefficients c1 and c2 to the function f . In what follows we will expand
the class of regularizable problems by showing that c1 and c2 can be chosen in a
different way and not necessarily non-vanishing. In particular, in the extrapolation
problem from Section 6 it will be reasonable to set c2 = 0.
Remark 5. The conditions on p and q, mentioned in Theorem 2, are quite qual-
itative and need additional specification in practice. Several methods for this will
be proposed below in particular applications. In the general case one can use the
following observations. The leading coefficient gn = gn(p) of the polynomial Gn is
obviously a polynomial of p of degree n, hence degGn(p, q;λ) = n for all p except
those from the set
(4.9) Π := {p : gn(p) = 0},
containing no more than n points. It is possible to obtain some estimates for the
boundaries of the set Π using that a matrix with strict diagonal dominance is non-
singular (see the Levy–Desplanque theorem in [20, Th. 6.1.10]). Namely, if we choose
p satisfying the inequality
|sn−1 + p| >
n∑
j=1,j 6=n−i+1
|si+j−2|, i = 1, n,
then the determinant for gn is strict diagonally dominant and hence gn 6= 0. For this
it is sufficient to take, for example,
p > n max
k=0,2n−1
|sk|.
We now suppose that the generating polynomial (4.8) is of degree n. Then the
question about “separation” of its multiple roots arises. As it is easily seen,
Gn(p, q;λ) = S(p;λ) + qT (p;λ),
where the polynomial S is of degree n and the polynomial T is of degree 6 n − 1;
both polynomials depend only on p. The following statement is valid.
Lemma 3. Suppose that in each multiple root (if any) of the polynomial Gn the poly-
nomial T either does not vanish or has a simple root. Then there exists an arbitrarily
small variation δ 6= 0 of the parameter q such that the polynomial Gn(p, q+ δ;λ) has
n simple roots.
Proof. Assume that λ0 is an s-multiple (s > 2) root of the polynomial Gn(p, q;λ).
Then in a sufficiently small neighbourhood of the root the polynomial
Gn(p, q + δ;λ) = Gn(p, q;λ) + δT (p;λ)
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has the form
Gn(p, q + δ;λ) = (λ− λ0)s(α +O(λ− λ0)) + δ(t0 + t1(λ− λ0) +O((λ− λ0)2)),
where α 6= 0, |t0| + |t1| 6= 0 and values O(λ − λ0), O((λ − λ0)2), λ → λ0, are
independent of δ. Choose small ε > 0 and δ = δ(ε) so that in the disc |λ− λ0| 6 2ε
the polynomial Gn has no roots, distinct from λ0 (we take into account that the
roots depend on δ continuously), and
|Gn(p, q;λ)| > |δT (p;λ)|, |λ− λ0| = ε.
By Rouche´’s theorem, the polynomial Gn(p, q + δ;λ) has exactly s roots in the disc
|λ− λ0| < ε; we will use λ˜k to denote them. If t0 6= 0, then these roots satisfy the
equation
(λ− λ0)s = −δt0
α
(1 +O(ε)), ε→ 0.
If t0 = 0, t1 6= 0, then λ˜1 = λ0 and other roots satisfy the equation
(λ− λ0)s−1 = −δt1
α
(1 +O(ε)), ε→ 0.
In any case we get s simple roots. Suppose that ε and |δ| are so small that the
above-mentioned method works simultaneously for all the multiple roots but all the
simple ones remain simple (it is possible as the roots depend on δ continuously).
Then we get the polynomial Gn(p, q + δ;λ) with n simple roots. 
It follows from the aforesaid that the following conjecture is very likely: the set of
the parameters (p, q), for which the interpolation problem considered in this section
is regularly solvable, is everywhere dense in C2. But now we have only the following
statement, which is a supplement to Theorem 2.
Theorem 3. Suppose that p /∈ Π (see (4.9)) and the conditions of Lemma 3 are
satisfied. Then there exists an arbitrarily small variation δ 6= 0 of the parameter q
such that the varied problem (4.2) with τn−1 = p, τ2n−1 = q + δ (all other τm = 0)
has a regular solution {µk}, {λk}, and for the constants c1 = −phn−1 and c2 =
−(q + δ)h2n−1 the following interpolation formula holds:
f(z) = c1z
n−1 + c2z
2n−1 +
n∑
k=1
µkh(λkz) +O(z
2n).
5. Numerical differentiation by amplitude and frequency operators
5.1. Statement of the problem. As an application of the regularization method
we consider the problem of 2n-multiple interpolation of the function zf ′(z) by am-
plitude and frequency operators Hn with the basis function f . (As above we suppose
that f is defined and holomorphic in a neighbourhood of the origin.) The solution
to this problem would allow us to obtain a high-accuracy formula for numerical
differentiation with local precision O(z2n). However, the discrete moment problem
(1.6) with sm = m, m = 0, 2n− 1, which we get in this case, is non-regular (the
generating polynomial (1.7) is of the degree less than n for n = 1 and n > 3 as the
algebraic adjunct to λn obviously vanishes, and has the double root λ = 1 for n = 2;
both cases do not satisfy Theorem 1). Here we apply the regularization method
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mentioned in Remark 4. More precisely, given some complex parameters p and q,
we consider the varied function
(5.1) f˜(z) := zf ′(z) + p fn−1z
n−1 + q f2n−1z
2n−1, zf ′(z) =
∞∑
m=0
mfmz
m
and the interpolating sum Hn({µk}, {λk}, f ; z). From here by (1.3) we get the set of
the varied moments
(5.2) sm = m, m 6= n− 1, 2n− 1; sn−1 = n− 1 + p, s2n−1 = 2n− 1 + q,
which are independent of f . Consequently,
(5.3) Gˆn(λ) :=
n∑
m=0
gˆmλ
m =
∣∣∣∣∣∣∣∣∣∣
1 λ . . . λn−1 λn
0 1 . . . n− 1 + p n
1 2 . . . n n+ 1
. . . . . . . . . . . . . . .
n− 1 + p n . . . 2n− 2 2n− 1 + q
∣∣∣∣∣∣∣∣∣∣
.
If for some p and q the generating polynomial Gˆn(λ) has exactly n pairwise dis-
tinct roots λ1, . . . , λn, then by Theorem 1 the varied interpolation problem becomes
regular and
(5.4) zf ′(z) = Hn({µk}, {λk}, f ; z)− p fn−1zn−1 − q f2n−1z2n−1 +O(z2n),
where µk can be calculated using (5.2), (1.6) and Lemma 1.
5.2. Coefficients of the generating polynomial. In the case under consider-
ation the coefficients gˆm can be written explicitly.
Lemma 4. Let κ := (−1)n(n+1)/2pn−3. Then for n > 1 the coefficients of the poly-
nomial (5.3) have the form
gˆn = κp
(
p2 + n(n− 1)p+ n2(n2−1)
12
)
,
gˆ0 = −κ
(
p2q + (2n− 1)p2 + (n− 1)2p q − n(n2−1)
6
p + (n−2)n(n−1)
2
12
q
)
,
gˆm = −κ
(
(2n− (m+ 1))p2 − (n− (m+ 1))p q − n(n+1)
2
(
n+2
3
− (m+ 1)) p+
+ n(n−1)
2
(
2(n+1)
3
− (m+ 1)
)
q
)
, m = 1, n− 1.
Proof. One can verify the identities for n = 1, 2 directly. From now on, n > 3.
Let us first prove the identity for gˆn by direct calculation of the algebraic adjunct
(−1)nD to λn in the determinant (5.3).
We now show that the characteristic polynomial Pn(λ) = det(A − λI) of the
matrix
A :=


n− 1 n− 2 n− 3 . . . 0
n n− 1 n− 2 . . . 1
. . . . . . . . . . . . . . .
2n− 2 2n− 3 2n− 4 . . . n− 1


has the form
(5.5) Pn(λ) = (−1)nλn−2
(
λ2 − n(n− 1)λ+ n2(n2−1)
12
)
.
It is known that for any matrix B
(5.6) det(B − λI) = (−1)n(λn − b1λn−1 + b2λn−2 + . . .+ (−1)nbn),
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where bj is the sum of all j-rowed diagonal minors of the matrix B (see, for instance,
[21, §3.10]). In particular, in terms of the traces of the matrices B and B2 we have
(5.7) b1 = TrB, b2 =
1
2
(
(TrB)2 − TrB2) .
For our matrix A all minors of the size greater than two are zero (as subtracting a
row from any other one gives a constant row) therefore rankA = 2. Consequently,
the coefficients before the terms with the powers less than n− 2 in det(A− λI) are
zero. Furthermore, it is clear that TrA = n(n− 1). We now consider the coefficient
before λn−2. It is easily seen (by direct multiplication of the kth row by the kth
column of the matrix A) that
TrA2 =
n∑
k=1
n−1∑
m=0
(
(n− 1)2 − (m− k + 1)2) = 1
6
n2(n− 1)(5n− 7).
It follows that
1
2
(
(TrA)2 − TrA2) = 1
2
(
n2(n− 1)2 − 1
6
n2(n− 1)(5n− 7)) = n2(n2−1)
12
.
This completes the proof of the formula (5.5).
Let us return to the determinant D. Its matrix is mirror symmetric with respect to
A (i.e. its columns are placed in a reversed order) and can be obtained by right mul-
tiplication of A by the anti-diagonal identity matrix. As is known, the determinant
of the n× n anti-diagonal identity matrix is equal to (−1)n(n−1)/2. Hence
(5.8) D = (−1)
n(n−1)
2 det(A+ pI) = (−1)
n(n−1)
2 Pn(−p).
This and (5.5) yield the desired formula for gˆn = (−1)nD, n > 3.
For convenience, we introduce the set of three elements
(5.9) Πˆ :=
{
0; n
2
(1− n + dn) ; n2 (1− n− dn)
}
, dn :=
√
2
3
(n− 1)(n− 3).
Note that if p /∈ Πˆ, then gˆn 6= 0. Assume that p /∈ Πˆ and gˆn are known. Then we
can determine the desired identities for the other n coefficients from the following
system of n linear equations:
(5.10)
n∑
m=0
sv−mgˆn−m = 0, v = n, 2n− 1.
The equation for each v can be obtained by summarizing the products of the alge-
braic adjuncts to the elements of the first row of the determinant (5.3) (generally,
of the determinant (1.7)) and the corresponding elements of the (v + 2)th row.
The linear system (5.10) with unknowns gˆ0, . . . , gˆn−1 has a non-singular matrix (its
determinant is equal to the coefficient gˆn 6= 0, p /∈ Πˆ), hence it has a unique solution.
Consequently, in order to complete the proof of Lemma 4 it is sufficient to verify
(5.10) by direct substitution of the moments (5.2) and coefficients given in Lemma 4.
This verification is quite simple and can be reduced to calculation of the sums∑n
m=0m
ν for ν = 1, 2, so we do not dwell on it.
Finally, let p ∈ Πˆ. The case p = 0 is not interesting as then we have Gˆn(λ) ≡ 0
(see (5.3) for n > 3). In the case p ∈ Πˆ \ {0} the system (5.10) is homogeneous and
has a singular matrix hence it has infinitely many non-zero solutions, one of those
is given in Lemma 4 (we use that the coefficients gˆm depend on p continuously). 
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5.3. Factorization of the coefficients of the generating polynomial. The
following lemma about factorization of the coefficients of Gˆn is fundamental since it
enables us to use Theorem 1 in the problem under consideration.
Lemma 5. Let n > 3, p /∈ Πˆ (see (5.9)) and
(5.11) q = q0(p) := −2 p (3 p+ n
2 − 1)
(n− 1) (n− 2) .
Then the ratios gˆm/gˆn for m = 1, n are independent of p and gˆ0/gˆn depend on p
linearly. More precisely, the generating polynomial has the form
(5.12) Gˆn(λ) = gˆn
(
λn − 6λ (λ
n−1 − (n− 1)λ+ n− 2)
(n− 1) (n− 2) (λ− 1)2 + 2 +
6 p
(n− 1) (n− 2)
)
.
There exists an arbitrarily small variation of the parameter p such that all the roots
of the polynomial Gˆn are pairwise distinct.
Proof. Taking into account Lemma 4, if we solve the equation gˆn−1 = 0, being
linear with respect to q, then we get (5.11). Substitution of the expression for q into
the other coefficients gives
gˆ0 = gˆn
(
2 +
6 p
(n− 1) (n− 2)
)
, gˆm = −6 gˆn n− 1−m
(n− 1) (n− 2) , m = 1, n− 1,
where gˆn = (−1)
n(n+1)
2 pn−2
(
p2 + n(n− 1)p+ n2(n2−1)
12
)
6= 0 as p /∈ Π, therefore
Gˆn(λ) = gˆn
(
λn − 6
(n− 1) (n− 2)
n−1∑
m=1
(n−m− 1) λm + 2 + 6 p
(n− 1) (n− 2)
)
,
which yields (5.12) after calculation of the sum. The conclusion about the simplicity
of the roots follows immediately from Lemma 3. 
5.4. Main theorem about numerical differentiation by amplitude and
frequency operators. From (1.11) we get
(5.13) S2n = − 1
gˆn
n−1∑
m=0
sn+mgˆm.
After substituting the moments (5.2) and the coefficients from Lemma 5 into (5.13),
direct calculation gives the expression for the 2nth moment:
S2n = 2n− Cn(p), Cn(p) := 6np
(n− 1)(n− 2) .
Therefore the remainder rn, which was denoted in (5.4) just as O(z
2n), has the
following more precise form:
(5.14) f˜(z)−
n∑
k=1
µkf(λkz) =
∞∑
m=2n
(m− Sm)fmzm = Cn(p)f2nz2n +O(z2n+1).
From the foregoing, we get the following statement.
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Theorem 4. Given n > 3, any p0 ∈ C and arbitrarily small ε > 0, there exists a
value of the parameter p, |p− p0| 6 ε, p /∈ Πˆ (see (5.9)), such that
(5.15) zf ′(z) =
n∑
k=1
µkf(λkz)− pfn−1zn−1 − qf2n−1z2n−1 + rn(z),
where rn(z) = O(z
2n) is the form (5.14) and q = q0(p) (see (5.11)). Moreover,
the frequencies λk are the pairwise distinct roots of the polynomial (5.12) and the
amplitudes µk are determined uniquely by Lemma 1. Furthermore, µk = µk(p, n) and
λk = λk(p, n), so they are independent of the function f and universal in this sense.
The interpolation formula is exact for the polynomials of degree 6 2n − 1, i.e.
rn(z) ≡ 0 in (5.15) for the polynomials f such that deg f 6 2n− 1.
Note that the method, which we consider in this section, can be easily extended
to interpolation of the functions zνf (ν)(z), ν > 2, hence one can obtain the formulas
for numerical differentiation of higher order.
5.5. Remarks and examples. We now make several remarks about practical
applications of Theorem 4. The remainder in the formula (5.15) is of quite high
infinitesimal order, O(z2n), and this is achieved by knowing only n values of f and
two fixed values of its derivatives at z = 0. Traditional interpolation approaches with
such a number of known values usually have remainders of order O(zn+2). In other
words, the formula (5.15) is exact for the polynomials of degree 6 2n− 1, whereas
usual (n + 2)-point interpolation formulas are exact only for the polynomials of
degree 6 n + 1.
Another important feature of the formula (5.15) is that the variable interpolation
nodes λkz depend only on the point z, where we calculate zf
′(z), and are indepen-
dent of f (in this sense the amplitudes µk = µk(p, n) and frequencies λk = λk(p, n)
are universal for the whole class of analytic functions).
It is seen from the formula (5.15) that its precision strongly depends on the
precision of the values fν = f
(ν)(0)/ν!, ν = n− 1, 2n− 1 (of course we assume that
the values of the function f are known). In several particular cases this difficulty
can be overcome. For instance, if it is known a priori that the function f is even
(odd), then there is no necessity in calculation of fn−1 and f2n−1 for even (odd) n
since then pfn−1zn−1 + qf2n−1z2n−1 ≡ 0 (pfn−1zn−1 ≡ 0) and the local precision is
O(z2n) (O(z2n−1)). In the more general case, when f is even or odd, the formula
(5.15) can be applied to the even auxiliary function ω(z) = f 2(z) for even n. Then
the corresponding coefficients ωn−1 = ω2n−1 ≡ 0 and
2zf(z)f ′(z) =
n∑
k=1
µkf
2(λkz) +O(z
2n).
In the most general case, if we want to use (5.15) systematically, it is necessary to
calculate the regularizing binomial pfn−1zn−1+qf2n−1z2n−1 for each fixed function f .
For this purpose some known formulas for numerical differentiation of analytic func-
tions at z = 0 can be used. For example, one can use several high-accuracy formulas
for fν = f
(ν)(0)/ν!, obtained in [36].
Note that, in contrast to the formulas for calculation of Taylor coefficients as, for
instance, in [36], the formula (5.15) works well only in a deleted neighbourhood of
the point z = 0. Below we cite several known interpolation formulas for numerical
differentiation, being close in form to (5.15).
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In [3] the following n-point formulas for numerical differentiation of real functions
were obtained:
(5.16) fνx
ν =
n∑
k=1
µkf(λkx) +O(x
n), ν = 1, 2, n > ν + 1,
where λkx, |λk − λj | > 1, are real nodes, minimizing the generalized power sums
Sv =
∑n
k=1 µkλ
v
k for v > n+ 1 (this corresponds to minimization of the remainder).
In [34] interpolation formulas of the Lagrange type for numerical differentiation were
constructed on basis of special non-uniformly distributed nodes, also minimizing the
remainder.
Formulas of the form (5.16) for analytic functions were obtained in [28] via con-
tour integrals. Moreover, it was shown there that for λk = exp(2pii(k − 1)/n) and
appropriate µk their formulas were exact for the polynomials of degree 6 n+ ν − 1.
This result can be extended. Indeed, by direct substitution (see the discussion near
the formulas (4.5) and (4.6)) one can check that for any non-vanishing parameters
p and q and any integer 0 6 ν 6 n− 1 we have
pfνz
ν + qfν+nz
ν+n =
n∑
k=1
µkf (λkz) +O(z
2n+ν), λk =
(
q
p
)1/n
exp
(
2pi(k − 1)i
n
)
,
where µk = (−1)n−ν−1λkσ(k)n−ν−1 p2 (qn)−1 (see Lemma 1) and in λk one can take any
value of the root.
The following formula for analytic functions f is contained in [12]:
fνz
ν =
(ν+1)N∑
k=1
λkf(λkz) +O(z
n), N =
[
n
ν+1
]
, n > ν + 6.
Here the numbers λk do not depend on f and are non-zero roots of the polynomial
Pn(λ) =
∑N
k=0(−1)kλn−k−νk/((ν + 1)kk!) (see estimates for the remainder in [12]).
Other results of this type were also obtained in [9, 18].
Example 4 (numerical differentiation). Let n = 4 and p = −1. Then by (5.11)
and (5.12) we get q = 4 and Gˆ4(λ) = 9 (λ
4 − λ2 − 2 λ+ 1). The roots of the gener-
ating polynomial Gˆ4 are
λ1 ≈ 1.38647, λ2 ≈ 0.42578, λ3,4 ≈ −0.90612± 0.93427 i.
Lemma 1 gives
µ1 ≈ 0.967276, µ2 ≈ −0.79945, µ3,4 ≈ −0.08390± 0.08175 i,
and the formula (5.15) takes the form
(5.17) zf ′(z) =
4∑
k=1
µkf(λkz)+f3z
3−4f7z7+r4(z), r4(z) = −4f8z8−9f9z9+· · · .
For instance, set f(z) = (z + 2)−1 (then f3 = −1/16, f7 = −1/256). Calculations
in Maple show that the error of (5.17) does not exceed 10−4 for z ∈ [−0.5, 0.5].
For n = 7 and n = 10 the corresponding errors are less than 10−8 and 10−12,
correspondingly.
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Now consider the Bessel function f = J0 from (3.2). This function is even and
consequently the regularizing binomial pfn−1zn−1 + qf2n−1z2n−1 vanishes for even n.
Therefore from (5.17) we get
zJ ′0(z) ≈
4∑
k=1
µkJ0(λkz).
The error of the approximant does not exceed 10−4 for z ∈ [−1, 1]. For n = 6 and
n = 8 the corresponding errors are less than 10−9 and 10−14.
5.6. Some estimates. Absolute values of the amplitudes µk and frequencies λk
play an important role in calculations by the formula (5.15). We now estimate the
frequencies.
Lemma 6. For the roots λk of the polynomial (5.12) we have
|λk| 6 1 + O(1)√
n
, O(1) > 0, n→∞.
More precisely, given n > 3,
|λk| 6 Λ := (2δ)
3√
n−2 , δ := 1 +
3|p|
(n− 1)(n− 2) , p /∈ Π.
Proof. First, we estimate the absolute value of the sum of the last three terms in
the brackets in (5.12):
V : =
∣∣∣∣−6λ (λn−1 − (n− 1)λ+ n− 2)(n− 1) (n− 2) (λ− 1)2 + 2 + 6 p(n− 1) (n− 2)
∣∣∣∣
6 |λ|n
(
6 (1 + (n− 1)|λ|2−n + (n− 2)|λ|1−n)
(n− 1)(n− 2) (|λ| − 1)2 +
2δ
|λ|n
)
.
It is easily seen that (2δ)
3√
n−2 − 1 > 3 ln 2√
n−2 for δ > 1. Therefore substituting |λ| = Λ
into the latter expression yields
V 6 |λ|n

6 ·
(
1 + (2n− 3)/(2δ)3
√
n−2
)
(3 ln 2)2 · (n− 1) +
1
(2δ)
3n√
n−2
−1

 .
It is also easy to check that for n > 3 and δ > 1 the expression in the brackets is less
than one, so V < Λn for the above-mentioned |λ| = Λ. This and Rouche´’s theorem
imply that all the roots of the polynomial (5.12) lie in the disc |λ| < Λ. 
One can use Lemmas 1 and 6 to obtain estimates for the amplitudes µk but this
problem needs more delicate analysis and we do not dwell on it in the present paper.
6. Numerical extrapolation by amplitude and frequency operators
6.1. Statement of the problem. Let us briefly describe the idea of the extrap-
olation. Let a > 0, p, q ∈ R and f be a function analytic in a disc |z| < ρ, ρ > 0.
Consider the problem of multiple interpolation of the function f(az) in a neighbour-
hood of z = 0 by the amplitude and frequency operator Hn({µk}, {λk}, f ; z), where
f is chosen as a basis function. As in the case of differentiation, we get a non-regular
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discrete moment problem with sm = a
m. To regularize it, we introduce the varied
function
(6.1) f˜(z) := f(az) + pfn−1z
n−1 + qf2n−1z
2n−1
with some parameters p and q, being non-zero simultaneously. By the same approach
that we used at the beginning of Section 5, in order to construct the interpolating
sum Hn({µk}, {λk}, f ; z), we find the sequence of varied moments
(6.2) sk = a
k, k 6= n− 1, 2n− 1, k ∈ N0; sn−1 = an−1 + p, s2n−1 = a2n−1 + q,
and construct the generating polynomial
(6.3) Gˇn(λ) :=
n∑
m=0
gˇmλ
m =
∣∣∣∣∣∣∣∣∣∣
1 λ . . . λn−1 λn
1 a . . . an−1 + p an
a a2 . . . an an+1
· · · · · · · · · · · · · · ·
an−1 + p an . . . a2n−2 a2n−1 + q
∣∣∣∣∣∣∣∣∣∣
.
If for some a > 0, p and q the polynomial Gˇn is of degree n and all its roots λ1, . . . , λn
are pairwise distinct, then by Theorem 1 the varied problem for the function (6.1)
is regularly solvable, so the following interpolation formula holds:
(6.4) f(az) = Hn({µk}, {λk}, f ; z)− p fn−1zn−1 − q f2n−1z2n−1 +O(z2n).
(Of course, we assume that all the arguments of the function f lie in the disc |z| < ρ,
where it is analytic.) Suppose also that the inequalities |λk| < δa with some δ ∈ (0, 1)
are valid for all k = 1, n. Then it is natural to call the formula (6.4) extrapolational
as the values of the function f at the points ζ = az are approximated by the values
of this function at the points λkz, belonging to the disc {ξ : |ξ| < δ|ζ |}, δ < 1. In
the present section we will obtain such an extrapolation formula and a quantitative
estimate for its remainder.
We start with a formal description. As in Section 5, we first analyse the coefficients
and roots of the polynomial Gˇn of the form (6.3).
6.2. Coefficients of the generating polynomial. The following statement
gives an explicit form of the coefficients gˇm.
Lemma 7. Let κ := (−1)n(n+1)/2pn−2, p 6= 0, −nan−1. The polynomial Gˇn has the
following coefficients:
(6.5)
gˇn = κp (na
n−1 + p) , gˇ0 = −κ (a2n−1p + (n− 1)an−1q + p q) ,
gˇm = −κan−1−m (anp− q) , m = 1, n− 1.
Proof. The method of proof is the same as in Lemma 4. We first prove the identity
for gˇn by direct computation of the algebraic adjunct (−1)nD to the element λn in
the determinant (6.3). For this we show that given the matrix
A :=


an−1 an−2 an−3 . . . 1
an an−1 an−2 . . . a
. . . . . . . . . . . . . . .
a2n−2 a2n−3 a2n−4 . . . an−1

 ,
the characteristic polynomial Pn(λ) = det(A− λI) has the form
(6.6) Pn(λ) = (−1)nλn−1
(
λ− nan−1) .
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Indeed, in this case rankA = 1 as any two rows of A are proportional. Therefore,
by (5.6) and (5.7) the coefficients before the terms with the powers less than n− 1
are zero in det(A− λI). To prove (6.6), it remains to notice that TrA = nan−1.
Now we return to the determinant D. In the same way as in Lemma 4, (5.8) and
(6.6) yield the desired formula for gˇn.
If we suppose that gˇn are known, then the other n coefficients as in the above-
mentioned case of differentiation can be found from the system (5.10) of n linear
equations (with the exchange of ˆ by ˇ). This system with respect to unknowns
gˇ0, . . . , gˇn−1 has a unique solution for p 6= 0, −nan−1 as its determinant is equal to
gˇn 6= 0. Thus it suffices to check (5.10) by direct substitution of the values (6.2) and
(6.5). This is quite easy and thus we do not dwell on it. 
6.3. Roots of the generating polynomial. From now on we suppose that
q = 0; then, as we will see below, Gˇn has exactly n pairwise distinct roots and its
coefficients can be calculated by quite simple formulas.
Lemma 8. Let p > 0, q = 0 and a > 0. Then
(6.7) gˇn = κp
(
nan−1 + p
) 6= 0, gˇm = −κp a2n−1−m, m = 0, n− 1,
and the generating polynomial has the form
(6.8) Gˇn(λ) = gˇn
(
λn − a
2n−1
nan−1 + p
n−1∑
m=0
λm
am
)
= gˇn
(
λn − a
n
nan−1 + p
λn − an
λ− a
)
.
Moreover, Gˇn has exactly n pairwise distinct roots.
Proof. The representation (6.8) can be obtained by direct substituting q = 0 into
the formulas (6.5) from Lemma 7 for p > 0. It remains to show that the polynomial
(6.8) has no multiple roots. We rewrite Gˇn in the form
Gˇn(λ) = gˇn
Pn+1(λ)
λ− a , Pn+1(λ) := λ
n+1 − a
(
1 +
an−1
nan−1 + p
)
λn +
a2n
nan−1 + p
.
The set of roots of the polynomial Pn+1 contains all the roots of the polynomial Gˇn
and one more root λ = a. If the polynomial Pn+1 had a multiple root, then this root
would be also a root of its derivative P ′n+1. However,
P ′n+1(λ) = (n+ 1)λ
n−1 (λ− λ∗) , λ∗ := an
n + 1
(
1 +
an−1
nan−1 + p
)
,
and, as it can be easily seen, in both roots of the derivative P ′n+1, namely, 0 and
λ∗, the polynomial Pn+1 does not vanish (for p > 0), more precisely, Pn+1(0) > 0,
Pn+1(λ
∗) < 0. Consequently, both Pn+1 and Gˇn have no multiple roots. 
6.4. Estimates of the roots of the generating polynomial.We now estimate
the roots of the polynomial (6.8) assuming q = 0 as above.
Lemma 9. Given p > 0 and a > 0, for the roots λk of the polynomial Gˇn we have
(6.9) |λk| < δa < a, δ = δ(n, a, p) :=
(
1 +
p
nan−1
)−1/n
, k = 1, n.
Proof. For |λ| = δa we get
a2n−1
nan−1 + p
n−1∑
m=0
∣∣∣∣λa
∣∣∣∣
m
=
a2n−1
nan−1 + p
n−1∑
m=0
|δ|m < na
n−1
nan−1 + p
an = (δa)n = |λ|n.
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From this, taking into account the first identity in (6.8) and Rouche´’s theorem, we
conclude that all n roots of the polynomial Gˇn belong to the disc |λ| < δa. 
Remark 6. We now mention several properties of δ = δ(n, a, p), which plays a key
role in the process of extrapolation. For a fixed n we obviously have
δ ∈ (0, 1), δ =
(
n
p
)1/n
a1−
1
n
(
1−O
(
an−1
p
))
,
an−1
p
→ 0,
where O (an−1/p) is a positive real value.
From this it follows, in particular, that if the fraction an−1/p decreases, then all
the roots λk come closer to the origin. For example, for a fixed p and a → 0 the
largest absolute value of λk is bounded by a value of order a
2−1/n.
6.5. Main theorem about numerical extrapolation by amplitude and
frequency operators. Remarks and examples. We now aim to estimate the
extrapolation remainder (6.4) and then formulate the main result of the section. To
do so, we need estimates for the generalized power sums Sv, v > 2n, taking into
account the sums (6.2) with indexes 6 2n− 1 and q = 0 as before.
Lemma 10. For p > 0 and a > 0 the following inequalities hold:
(6.10) 0 6 Sv 6 a
v, v > 2n.
Proof. We prove this by induction, based on (6.7) and the identities (1.11) for
v > 2n. For v = 2n from (6.2) and (6.7) we get
S2n =
na3n−1
nan−1 + p
6 a2n.
Furthermore, suppose that the inequality Sv 6 a
v is valid for all v = 2n,N (hence
for all v = 0, N). Under this assumption, we obtain
SN+1 =
a2n−1
nan−1 + p
n−1∑
m=0
SN−n+m+1
am
6
naN+n
nan−1 + p
6 aN+1,
which completes the proof. 
Now, using (6.10), we can estimate the extrapolation remainder (6.4), where q = 0:
|rn(z)| =
∣∣∣∣∣
∞∑
m=2n
(am − Sm)fmzm
∣∣∣∣∣ 6
∞∑
m=2n
|fm||az|m.
Note that this estimate is independent of p.
Summarizing, we formulate the main result of this section.
Theorem 5. Let f be analytic in the disc |z| < ρ, a > 0, p > 0. Then for |z| < ρ/a
the following extrapolation formula holds:
(6.11) f(az) =
n∑
k=1
µkf(λkz)− pfn−1zn−1 + rn(z), |rn(z)| 6
∞∑
m=2n
|fm||az|m,
where the frequencies λk are the pairwise distinct roots of the polynomial (6.8), and
(see (6.9))
|λkz| < δa|z| < a|z|, δ =
(
1 +
p
nan−1
)−1/n
.
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The amplitudes µk are uniquely determined by Lemma 1. Moreover, λk = λk(a, p, n)
and µk = µk(a, p, n), so they are independent of the function f and universal in this
sense.
The extrapolation formula (6.11) is exact for the polynomials of degree 2n−1, i.e.
rn(z) ≡ 0 for the polynomials f such that deg f 6 2n− 1.
Remark 7. If fn−1 = 0, then the extrapolation formula has a particular simple
form and high degree of accuracy. For instance, for even (odd) functions and even
(odd) n the identity from (6.11) has the form
f(az) =
n∑
k=1
µkf(λkz) + rn(z).
Calculation of fn−1 in the general case was discussed at the end of Section 5.
Remark 8. We emphasize that the extrapolation character of the formula (6.11)
is specified by a proper choice of the parameters p and q in the problem (6.2). For
instance, for p = q = 0 this problem is also solvable (but non-regular): one can take
µ1 = 1 and λ1 = a with the rest of parameters µk, being equal to zero, and any λk.
However, in this case (6.11) becomes a trivial identity.
If one takes, for example, p > 0 and q = anp− gˇn/κ, then the problem (6.2) turns
out to be regular and, moreover, the coefficients of the generating polynomial Gˇn
can be also calculated easily:
gˇ0 = −gˇnp0, p0 :=
(
nan−1 + p
)
(κp an/gˇn − 1) + an−1,
gˇm = −an−1−mgˇn, m = 0, n− 1.
However, in this case there is no extrapolation since the inequalities |λk| < a are
not valid anymore and we just have an interpolation formula of the form (6.11).
Remark 9. Note that for different a one has different extrapolation formulas of the
form (6.11), not arising from each other. In particular, they cannot be reduced to
the case a = 1 by linear substitution. Indeed, substituting t = az into (6.11) gives
(6.12) f(t) =
n∑
k=1
µk(a)f
(
λ˜k(a)t
)
−pfn−1(t/a)n−1+ rn(t/a), λ˜k(a) = λk(a)/a,
where by Lemma 9 for any p > 0 and a > 0
|λ˜k(a)| 6 δ(n, a, p) =
(
1 +
p
nan−1
)−1/n
< 1,
i.e. a does not disappear and still is a controlling parameter. If a < 1, then for any
fixed p > 0 we get
|λ˜k(a)| < δ(n, a, p)→ a, n→∞,
Thus, for large n all the arguments λ˜k(a) t lie almost a-times closer to the origin
than t (see also Remark 6).
Remark 10. Realizing the n-point simple or multiple extrapolation (interpolation)
on basis of the Lagrange polynomials or other similar approaches, one usually obtains
extrapolation (interpolation) formulas, being exact for the polynomials of degree
n− 1 (see, for instance, [10,13,35]). However, our extrapolation formula is exact for
the polynomials of degree 6 2n− 1. It is interesting that the doubling of precision
is gained by adding just one regularizing power term pfn−1zn−1.
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We also emphasize that, due to Remark 6, if p→∞ and all other parameters are
fixed, then the extrapolation nodes tend to the point z = 0, but at the same time
the theoretical error of extrapolation does not increase (see (6.11)) as is independent
of p. The same phenomenon of the convergence of nodes to the origin was noticed
in similar extrapolation problems in [10, 13].
Example 5 (numerical extrapolation). Let n = 2, a = 1/2 and p = 2 (q = 0 as
above). Then the generating polynomial (6.8) has the form
Gˇ2(λ) = −6 λ2 + 1
2
λ+
1
4
.
We find its (pairwise distinct) roots and then determine the amplitudes by Lemma 1:
λ1 = −1
6
λ2 =
1
4
, µ1 = −27
5
, µ2 =
32
5
.
Thus we get the following extrapolation formula (written in the form (6.12)):
f(z) ≈ −27
5
f
(
−1
3
z
)
+
32
5
f
(
1
2
z
)
− 4f1z.
For example, for f(z) = ez the absolute error of this formula does not exceed 0.002
in the real segment z ∈ [−0.5, 0.5].
For n = 4 and n = 8 and the same parameters a = 1/2 and p = 2 the error of
the extrapolation formula (6.11) for ez in [−1, 1] does not exceed 10−7 and 10−18
correspondingly. Moreover, in both cases the moduli of extrapolation nodes are less
than 0.58|z|.
7. On the numerical method for constructing amplitude and
frequency operators
As we have already mentioned in Remark 2, some authors studied numerical
methods for solving the systems (1.10). In [39] one of such approaches, the method
of small residuals in overdetermined moment systems, was used for approximation
by amplitude and frequency sums (1.2) in a neighbourhood of the point z = 0.
Some discussions from this paper (see Theorems 3 and 5 and Remark 1 there)
raise the following important question: can one use the method of small residuals
in the context of the Pade´ interpolation (1.4) and approximation by amplitude and
frequency operators? From the undermentioned observations it is seen that this
method can work well only for the quite narrow class of consistent systems, but in
the general case one has to give a negative answer to the question. For the discussion
we can consider only M = 2n as the case M > 2n follows from the below-mentioned
counterexamples by adding equations with arbitrary right hand sides.
Following [39], instead of the system (1.6) we consider the one with small residuals
δ := {δm}2n−1m=0 :
(7.1) sm −
n∑
k=1
µkλ
m
k = δm, m = 0, 2n− 1, |δ| := max
m
|δm| 6 ε.
It is not difficult to show that for an arbitrarily small ε > 0 one can choose the
residuals δ, |δ| 6 ε, such that the system (7.1) is solvable (both for consistent and
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inconsistent systems (1.6)). Furthermore, using this solution, one can construct the
corresponding amplitude and frequency sum Hn(δ; z) of the form (1.2) such that
(7.2) f(z)−Hn(δ; z) =
2n−1∑
m=0
hmδmz
m +Bn(δ; z), Bn(δ; z) = O(z
2n).
If one can take |δ| = 0, then we deal with a consistent moment problem (1.6). As we
have already mentioned above, this case is not of big interest for numerical analysis
because analytical methods effectively work. If |δ| 6= 0, then obviously one cannot
get (1.4) from (7.2) even for regular problems. Indeed, given fixed residuals δ, |δ| 6= 0,
the right hand side of (7.2) is just of order hkδkz
k = O(|δ|)zk, z → 0, where k is the
index of the first non-zero residual.
There also exist other serious obstacles to realization of the method of small
residuals in the interpolation and approximation problems. The matter is that for
inconsistent moment problems the decreasing of |δ| to zero always results in growing
to infinity of at least one component of the solution to the problem (7.1), i.e. the am-
plitudes µk(δ) or frequencies λk(δ). This happens because the solution to the initial,
non-regularized inconsistent problem (1.6) does not exist. But a similar situation
can occur even for some consistent systems (see Example 8). In such cases the ap-
proximation is impossible: either the computational errors considerably exceed the
residuals or, which is even worse, the arguments λk(δ)z → ∞ leave the domain of
the function h(z) (see Example 7). Moreover, then the corresponding interpolation
formulas are usually in unstable relation not only to the norms of the residuals but
also to their single components that makes impossible the error estimation via the
norm |δ| (see Examples 6-8).
We now give several examples of such a divergence for consistent and inconsistent
moment problems. For simplicity, let n = 2.
Example 6. Set s0 = 0, s1 = 1, s2 = 0, s3 = 0. The system (1.6) is inconsistent.
Solving the system (7.1) by the Prony-Sylvester formulas and Lemma 1, we get
µ1 + µ2 = δ0, µ1 =
(1 + δ1)
2√
4 δ3δ1 − 3 δ22 + 4 δ3
+O(|δ|)→∞, |δ| → 0.
Thus, passage to the limit in Hn(δ; z) as |δ| → 0 predictably does not determine any
Pade´ amplitude and frequency sum, moreover, the parameters of the sum obtained
are in unstable relation to the components of the residuals.
Example 7. Set s0 = 1, s1 = 0, s2 = 0, s3 = 1. The system (1.6) is inconsistent.
By the same formulas for (7.1) we get
λ1 =
1 +O (|δ|)
δ0δ2 + δ2 − δ21
→∞, |δ| → 0,
i.e. the argument λ1z of the amplitude and frequency sum Hn(δ; z) in (7.2) tends to
infinity and can leave the domain of the basis function h.
The following example (which arises in the extrapolation problem considered in
Section 6) shows that the method of small residuals can be unfit even for consistent
systems.
Example 8. Set s0 = 1, s1 = 1, s2 = 1, s3 = 1. The system (1.6) is consistent (but
not regular); one of its solutions is obvious: λ1 = µ1 = 1, λ2 = 0, µ2 is arbitrary.
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However, the method of small residuals leads to the indeterminacy
λ1 · λ2 = δ3 + δ1 + δ1δ3 − 2 δ2 − δ
2
2
δ2 − 2 δ1 + δ0 + δ0δ2 − δ21
.
It is not clear how to choose the residuals for the convergence of the process. If one
takes, for instance, δ0 = δ1 = 0, δ2 = δ
2
3, then again the argument in the amplitude
and frequency sum tends to infinity:
λ1 · λ2 = 1− 2δ3 − δ
3
3
δ3
→∞, |δ| → 0.
Example 9. In [39, §4.4.2] the following system arises in the approximation of the
derivative of the Bessel function, J ′0, by amplitude and frequency sums with the
basis function h(x) = (1− J0(x))/x and n = 2:
2∑
k=1
µkλ
2m+1
k = 2(m+ 1), m = 0,M − 1.
It is easily seen that it is inconsistent for M = 4 (cf. the non-regularized system in
the problem of numerical differentiation in Section 5). The authors of [39] solve it
numerically for M > 4 and ε = 2 · 10−16 and obtain the following results:
µ1 = µ2 =
1
2
+ µi, λ1 = λ2 = 1 + λi, µ ≈ −9.8 · 107, λ ≈ 5.1 · 10−9.
It is natural to expect that further decreasing of the residual will cause the moduli
of the amplitudes µk to grow to infinity and the moduli of the frequencies λk to tend
to one. Again one gets a divergent process in the context of the Pade´ interpolation
under consideration.
Thus on account of the above-mentioned reasons the method of small residuals has
to be used for constructing amplitude and frequency sums with great circumspection
as it can lead to unacceptable results.
Note that the regularization method that we propose also uses residuals; gener-
ally speaking, they are two: p and q. The important difference between our method
and the one with small residuals is in the fact that p and q are fixed, not necessary
small and can be calculated by special formulas depending on the specificity of the
problems considered in Sections 4-6. For example, in the problems of numerical dif-
ferentiation and extrapolation we obtained explicit expressions for p and q, being
independent of z, f and h. Moreover, the corresponding residuals in the interpola-
tion disappear not because of decreasing |δ| but due to adding a fixed regularizing
binomial c1z
n−1 + c2z2n−1 to an amplitude and frequency sum. For instance, the
following regularized interpolation formula corresponds to Example 7:
f(z) = −h1z +
2∑
k=1
µkh(λkz) +O(z
4), µ1,2 =
1
2
(
1∓ 3
√
5
5
)
, λ1,2 = −12
(
1±
√
5
)
,
where the remainder depends only on z, f and h.
In conclusion, it is worth mentioning that for increasing the rate of approximation
one can use the regularization method even for some regular systems, for example,
for those which can be obtained from non-regular ones by a small variation of the
moments.
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