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Abstract Being an essential issue in digital systems, especially battery-powered
devices, energy efficiency has been the subject of intensive research. In this
research, a multi-precision FFT module with dynamic runtime reconfigurabil-
ity is proposed to trade off accuracy with the energy efficiency of OFDM in
an SDR-based architecture. To support variable size FFT, a reconfigurable
memory-based architecture is investigated. It is revealed that the radix-4
FFT has the minimum computational complexity in this architecture. Regard-
ing implementation constraints such as fixed-width memory, a noise model
is exploited to statistically analyze the proposed architecture. The required
FFT word-lengths for different criteria - namely BER, modulation scheme,
FFT size, and SNR - are computed analytically and confirmed by simula-
tions in AWGN and Rayleigh fading channels. At run-time, the most energy-
efficient word-length is chosen and the FFT is reconfigured while the required
application-specific BER is met. Evaluations show that the implementation
area and the number of memory accesses are reduced. The results obtained
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from synthesizing basic operators of the proposed design on an FPGA show
energy consumption experienced a saving of over 80%.
Keywords Quantization noise · Reconfigurable design · FFT · OFDM ·
BER · Energy efficiency
1 Introduction
Over the past decades, wireless communication devices, such as mobile phones
have rapidly developed from voice-only into smart-phones. Such an evolution is
not possible unless requirements including higher computational performance,
higher flexibility in programmability (to reduce production costs), greater ef-
ficiency in energy consumption and higher design reusability across some ap-
plications are appropriately met [50].
To use the radio-frequency spectrum more efficiently, new communication
techniques, such as orthogonal frequency division multiplexing (OFDM) have
been proposed, each with its own rapidly increasing standards and modes
[46]. To be supported by communication devices, cost-effective and practical
approaches to reuse the same hardware resources for different standards/modes
need to be developed. To realize this reusability, the system hardware should be
partly/entirely flexible (reconfigurable) and/or reprogrammable. The required
flexibility, which significantly contributes to cost reduction, introduces software
defined radio (SDR) solutions in wireless technology.
The functionality of a portable radio device not only depends on its bat-
tery capacity but also on the device’s energy consumption behavior. The gap
between the battery capacity delivered to and the power demands from such
devices is expected to widen since the former is estimated to improve by about
10% per year, while the computational performance needs to increase ten times
every five years [47].
Extensive use of energy-hungry applications such as video games, mobile
P2P, video sharing, mobile TV, and 3D services signifies the energy consump-
tion crisis. Therefore, research in this prominent issue [15,14] that considers
the trade-off between design flexibility and energy efficiency is increasingly
needed. Hence, to find the best scheme for the trade-off, different approaches
such as designing architectures well-matched to algorithms and their run-time
requirements may decrease the energy gap in SDR architectures.
OFDM has increasingly been adopted not only in the SDR architectures of
wireless communications but also in wired and optical transmitters since it ef-
ficiently handles the frequency selective fading phenomenon, is robust against
narrowband interference and impulse noise and provides an enhanced chan-
nel capacity. Nowadays, many digital communication standards and systems
including UWB, WiMAX, WLAN, LTE, DVB-T, and ADSL have agreed to
adopt OFDM standard [20].
As shown in Table 1, in the heart of most OFDM-based systems, the ubiq-
uitous fast Fourier transform (FFT), with various sizes (N) and throughputs,
is required. Designing an energy-efficient reconfigurable FFT system suitable
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Table 1 System parameters for OFDM applications [44]
Standard FFT size (N) Sampling rate (MHz) Bandwidth (MHz)
WLAN (802.11 a, n) 64, 128 20 20
WiMax (802.16e) 128,512,1024,2048 1.43, 5.72, 11.43, 22.86 1.25, 5, 10, 20
3GPP-LTE 128, 256, 512, 1024, 1536, 2048 1.92, 3.86, 7.68, 15.36, 23.04, 30.72 1.25, 2.5, 5, 10, 15, 20
DAB 256, 512, 1024, 2048 2 1.5
DVB-T 2048, 8192 8 6, 7, 8
for different applications and standards has become an intriguing topic of
study [19,1,37]. Optimum implementation of the FFT block in DSP systems
may seriously improve their essential design aspects, such as energy efficiency,
speed, and accuracy.
The next generation of wireless communication systems (5G) and cognitive
radio (CR) devices [21] intend to significantly and dynamically improve spec-
trum usage, data rates, and energy efficiency. NC-OFDM (Non-Contiguous
OFDM) [41] is a promising spectral agile variant of OFDM for dynamic spec-
trum aggregation [4]. According to the fast-changing wireless systems where
various standards/modes should be supported, NC-OFDM CR systems need
to change modulation schemes, the number of subcarriers, and FFT/IFFT size
at run-time [16].
Traditionally, wireless transceivers are designed to deal with the worst-case
operating conditions. Particularly in baseband digital processing units, data
and operator word-lengths are chosen to be large enough (oversized) to cope
with the worst unfavorable system conditions, such as very low signal-to-noise
ratio (SNR). However, by using adaptive word-length processing, the system
word-length is changed dynamically at run-time in order to deal with system
conditions and performance requirements [33]. The use of adaptive precision
(word-length) compromises the system precision to improve energy efficiency
when the error-tolerable system can work properly with less accuracy.
The objective of this study is to introduce a flexible design using a set of
criteria, including FFT size (N), the required SNR, maximum tolerable bit
error rate (BER), the proper modulation scheme, and energy considerations,
in order to select a specific configuration from a set of pre-defined configura-
tions for the system to operate accordingly. Optimized allocation of hardware
resources to support different configurations and to select the best system pa-
rameters based on the selection criteria leads to significant reduction in the
area and the energy consumption of the implemented design.
The flexibility can be achieved through resizing the word-length of the
reconfigurable FFT operands. Reducing the word-length decreases the VLSI
area, the energy consumption, and the FFT precision; however, the system
needs to be able to tolerate some proportional errors [28]. Further, it is clear
that reducing the precision and VLSI area of FFT leads to increase the speed
(throughput) of processing. Based on the required accuracy, this research cal-
culates the tolerable error for different conditions and determines the corre-
sponding acceptable FFT word-length. Accordingly, there is a tradeoff be-
tween accuracy (error probability) and energy efficiency. The system can be
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optimized by choosing appropriate parameters and configuration, based on the
channel conditions and system properties.
The contributions of this article can be pointed out as
• Unlike the previous studies, our study takes into account the role of trivial
multipliers in radix-8 and radix-16 when computing the FFT hardware
complexity. Hence, the radix-4 representation with the lowest complexity
is chosen.
• A reconfigurable memory-based FFT is proposed to provide the required
flexibility for SDR.
• A noise analysis for the proposed architecture is presented, considering the
implementation constraints. BER is expressed analytically based on SNR
and signal to quantization noise ratio (SQNR), to find the minimum re-
quired FFT word-length in AWGN and Rayleigh fading channels.
• An energy-efficient memory organization is proposed to dynamically provide
the required word-length of FFT.
The rest of this article is organized as follows. A brief review of the existing
literature is presented in Sect. 2. The FFT algorithm and the proposed recon-
figurable architecture are discussed in Sect. 3. The noise model, the statistical
analysis of the variable length FFT, and the analytical expression of BER are
explained in Sect. 4. In Sect. 5, the proposed multi-precision FFT implanted
inside an OFDM receiver is simulated and the results are compared with the
analytical results. In addition, energy saving is estimated in this section for
different configurations. Sect. 6 concludes the article.
2 Literature Review
In DSP processors, word-length optimization is to find the best format of
data processing in order to decrease the area and energy consumption of the
digital system. Traditionally, most previous works have focused on fixed (finite)
word-length optimization where the data format and operator word-lengths are
chosen to deal with the worst case conditions, like a low SNR in a noisy channel
in wireless communication systems. Word-length optimization problem can be
divided into two sub problems: range analysis and precision analysis [31].
There are proposed three methods to compute the required range/precision
of digital arithmetic circuits:
• Dynamic analysis, also known as simulation-based method, evaluates the
data-flow graph (DFG) of the system; hence, it is not fast, scalable, and
robust enough [32,26,12].
• Static analysis, also called analytical method, propagates inputs and er-
rors through the DFG of the design and evaluates the outputs through
statistical analysis [29,7,3].
• Hybrid schemes [42,5], which take the advantages of both dynamic and
static methods.
Title Suppressed Due to Excessive Length 5
The authors in [54,27] propose a dynamic word-length optimization tech-
nique to improve energy efficiency. In their approach, the higher the SNR,
the more number of the lower significant bits of the data paths is set to zero.
However, this method requires dedicated training symbols and a high num-
ber of iterative operations to find the correct word-length. This increases the
processing overhead and the number of iterative operations that consequently
decrease energy efficiency.
In [34], the trade-off between energy and accuracy is investigated in an SDR
platform and the FFT word-length is optimized in an OFDM system using
intensive simulations. However, this scheme is limited to only 8- and 16-bit
word-length processing and also it is not clear how the circuit switches between
the two configurations at run-time. Furthermore, the adaptation procedure is
applicable to only very few modulation schemes and coding rates. In this
approach, the FFT hardware architecture is not explored and there is not
enough detail on reconfiguration time overhead.
Recently, a dynamic word-length tunable FFT architecture for a wireless
system is proposed where the word-length is scaled according to the run-time
conditions such as SNR. In these scenario-oriented methodologies, data format
refinement is satisfied based on the run-time conditions and the best working
scenario for the current conditions is found, chosen and applied at run-time [29,
12].
An analytic dynamic precision scaling (DPS) method is adopted in [29]
in order to find the best word-length for each stage of the pipelined FFT,
which seeks to reduce the time needed to find the optimum word-length and
to decrease the power consumption. However, this approach only applies to
fractional bits, (the integer bits are not considered) and the word-lengths of
the twiddle factors and the inputs are assumed to be the same. In addition,
this architecture only supports fixed size FFT architectures (only for a 256-
point FFT). Furthermore, the power consumed by SRAMs and the memory
accesses are not considered in the analysis, either.
A simulation-based DPS OFDM receiver is proposed in [12]. This design
improves energy efficiency by tuning the run-time processing word-length,
based on periodic estimation of channel conditions while the required BER
is satisfied. Nevertheless, to estimate the energy saving, only a cost function
for the arithmetic operations is used and other important aspects of the de-
sign such as the memories and buses, the control unit and the reconfiguration
overhead are not included in the evaluation.
In [8], a reconfigurable pipelined architecture is proposed to compute variable-
size FFT. Since the authors identify that the major energy dissipation is con-
sumed by memory, they reduce memory accesses by decreasing the number of
FFT stages. However the data-path width is not multi-precision and is only
limited to 24 bits with FFT size restricted to powers of two.
Lee et al. [30] present a low-area dynamic reconfigurable pipelined FFT
architecture for wireless networks. The method employs a four-path multipath
delay commutator (MDC) in order to increase FFT processing throughput and
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power efficiency. The architecture only supports 64-, 128- and 256-point FFT
while the reconfiguration time and circuit overhead are large.
A run-time reconfigurable FFT processor is presented in [17] to support
various FFT sizes and throughputs of 3G and 4G wireless standards using
a mixed-radix pipelined architecture. The processor is suitable for cognitive
radio applications and improves energy efficiency by enhancing resource usage
efficiency and power saving. However, the reconfiguration time overhead is
relatively high and the arithmetic operations and data-path width are limited
to 16 bits.
Overall, to the best of our knowledge, the required word-length (precision)
of reconfigurable FFT in different OFDM applications with various parameters
(N, BER, SNR, modulation scheme, channel type) are not investigated analyt-
ically and are not specified precisely in the simulation-based methods. Hence,
in this paper, these word-lengths are scrutinized analytically and verified by
simulation. A feasible hardware architecture is also developed to implement
the proposed multi-precision reconfigurable memory-based FFT with compa-
rably low reconfiguration time overhead.
3 Proposed Memory-Based FFT Architecture
The pervasive FFT block is one of the main modules in DSP Processors, and
more specifically in communication devices.The FFT is a fast implementation









(k = 0, 1, 2, ..., N − 1) (1)
where dn represents the input signal samples in the time domain, xk is their
output in the frequency domain and N is the number of FFT points (FFT
size).
3.1 Overall Structure
Although there are very few approaches focusing on the floating-point FFT [2,
38], most of the energy-efficient designs concentrate on the fixed-point FFT,
mostly due to its less complexity and lower power dissipation. In the multi-
mode systems, it seems to be more effective to have a reconfigurable FFT unit
in order to achieve the required word-length, accuracy, speed and consequently,
more efficient energy consumption.
Common major FFT architectures used in OFDM systems are compared
in Table 2. The comparison includes reconfigurability (flexibility) and hard-
ware complexity of the FFT since these parameters greatly affect energy effi-
ciency of the SDR system. The table shows that among the three FFT design
approaches, the memory-based architecture [6] can be the best choice for a re-
configurable word-length FFT. In the other two, the fully-parallel architecture
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Table 2 Comparison of well-known architectures in implementing the FFT
Architecture Area Throughput Control complexity Reconfigurability
Memory-based Very low Moderate High High
Fully-parallel Very high Very high Low NA (fixed)
















































Fig. 1 Proposed RMBFFT architecture
does not provide any flexibility at all and the pipeline architecture supports
only a low degree of reconfigurability on the FFT size.
Although some designs are developed for reconfigurable pipeline FFT pro-
cessors [44,51,48,10,24], their flexibilities are limited only to very few FFT
sizes and as a result, the hardware overhead incurred by the reconfigurability
is not tolerable for low-power schemes.
As shown in Fig. 1, the main components constructing the proposed re-
configurable memory-based FFT (RMBFFT) are memory bank(s), a configu-
ration mapping table (CMT), and a multi-precision reconfigurable processing
unit (MPRP). In different situations, MPRP can be reconfigured for smaller
area to consume less energy while providing the required precision. In high
throughput systems, the proposed RMBFFT employs more MPRP instances
to increase processing speed. In Fig. 1, the memory banks are used to store
RMBFFT inputs and outputs in every processing stage, which will be ex-
plained in more details in Sect. 5. In the proposed scheme, the best energy-
efficient configuration (corresponding to the word-lengths) is obtained from
CMT which stores the run-time specifications. These specifications such as
the FFT size (N), the modulation scheme, sensed SNR, and required BER are
applied while the system is working. The sensed SNR value is supposed to be
measured using an SNR estimator block.
Using RMBFFT architecture makes the design of the FFT with any size of
power of two (N = 2n) possible. In the proposed RMBFFT architecture, in-
trinsically the memory width (word-length) is fixed in all stages. Consequently,
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the number of output bits of the processing unit has to be the same as the
number of input bits. This reduces the hardware cost as well as the energy
consumed by the control unit.
As shown in Fig. 1, CMT maps the run-time specifications of the FFT to
a word-length for RMBFFT. The entries of CMT are computed based on the
required SQNR in order to guarantee the demanded BER. This means that
increasing SNR and decreasing the word-length may lead to a configuration
that makes RMBFFT less accurate but more energy-efficient. The entries of
CMT are calculated analytically and verified by simulation, as described in
Sect. 4 and Sect. 5.
In the proposed RMBFFT architecture, MPRP consists of the butter-
fly unit and the corresponding twiddle factor multipliers. To make MPRP
energy-efficient through reconfigurablity, modular multipliers and adders can
be constructed using basic/small multipliers and adders. This provides the
required flexibility to support all the operations on operands with different
word-lengths. Like that in any arithmetic unit, in the butterfly unit the com-
putation radix determines how many input bits are used to calculate the same
number of output bits. Increasing the radix (usually a power of two) can po-
tentially increase the processing speed and decrease the number of memory
accesses in the expense of larger and more complex butterfly unit.
3.2 Radix-4 Butterfly
The common radices in the conventional FFT designs are 2, 4, and 8. When
FFT size is not a power of 4 or 8, the mixed-radix-4/2 or 8/2 can be used to
calculate all the required FFT size. For example with the FFT size of 32 in
the mixed-radix-4/2, the FFT consists of two radix-4 stages followed by the
last mixed-radix-4/2 reconfigures into radix-2 butterflies.
According to the previous research, to find the best computation radix
that guarantees a low-power RMBFFT, the hardware complexities for different
radices need to be examined using the entries of Table 3 where the numbers
of non-trivial multiplications and additions are listed for different radices and
various FFT sizes.
As indicated in the table, increasing the radix results in reduction of the
overall number of multiplications and additions; hence the hardware complex-
ity decreases that may increase energy efficiency. In previous studies, the trivial
multiplications such as constant multiplications by
√
2
2 in the radix-8 butterfly
are omitted when evaluating the hardware complexity. However, in reality, the
complexity of such multipliers is about half the complexity of a non-trivial
multiplier. This becomes even more important when N increases and the con-
stant multipliers significantly affect the overall hardware complexity of the
FFT architecture. Hence, the role of the trivial multiplications in the radices
8 and 16 is taken into account in the current research, unlike that in other
studies. The comparison of the number of required multiplications for various
radices of FFT, considering the trivial multiplications is illustrated in Fig. 2.
Title Suppressed Due to Excessive Length 9
Table 3 Number of non-trivial real multiplications and additions for N-point FFT [39]
Number of real multiplications Number of real additions
N Radix-2 Radix-4 Radix-8 Radix-2 Radix-4 Radix-8
16 24 20 NA 152 148 NA
32 88 NA NA 408 NA NA
64 264 208 204 1032 976 972
128 712 NA NA 2504 NA NA
256 1800 1392 NA 5896 5488 NA
512 4360 NA 3204 13566 NA 12420
1024 10248 7856 NA 30728 28336 NA
2048 23560 NA NA 68616 NA NA






































Fig. 2 Total number of real multiplications (including trivial and non-trivial) vs. FFT size
for different radices of FFT
As it is obvious in the figure, calculations in the radix-8 and above require
more trivial multipliers to be used in the FFT design. Hence, using the radix-4
which results in the lowest hardware complexity for multiplication implemen-
tation can be the best choice for the proposed FFT architecture. Therefore,
in Fig. 1, MPRP unit can be designed in the mixed-radix-4/2 that can be
reconfigured into either the radix-4 or the radix-2 by the control unit based
on N.
















Fig. 3 Inserting quantization and rounding noise in DIF MPRP unit
4 Analytical Analysis of RMBFFT
In this section, SQNR of RMBFFT is formulated and then different values for
BER are expressed analytically for different modulation schemes based on SNR
and SQNR. Also, the tradeoff between SQNR and SNR is investigated. With
dynamic adaptation of RMBFFT based on the sensed SNR, energy efficiency
can be improved by reducing the word-length of RMBFFT, while the expected
application-specific BER is guaranteed.
4.1 Quantization Loss and SQNR in RMBFFT
Based on the implementation constraints for the decimation in frequency (DIF)
radix-4 RMBFFT introduced in Sect. 3, a noise model is developed for MPRP
unit as shown in Fig. 3. In this figure, the word-lengths of both the memories
and the arithmetic units are assumed to be the same. In the radix-4 butterfly
unit, every real or imaginary output is calculated by summation of all four
inputs. Hence, to prevent the possible overflow after this addition, the FFT
inputs and the multiplication outputs in every stage are scaled down by shifting
two bits to the right. This eliminates the noise caused by rounding in butterfly
unit (rounding noise). Fig. 3 represents only the real part of the operations
since the calculation for the imaginary part is the same.
In Fig. 3, x and y, respectively, represent the input and the output of
one stage of the reconfigurable radix-4 FFT (MPRP), both with a-bit word-
lengths. Also, eqi and eqt represent the additive quantization noise for the
inputs of every stage and for the twiddle factors, respectively. In this scheme,
the twiddle factors are stored in a ROM with b-bit word-length. For every
output, the real phase of the complex multiplications consists of two real mul-
tiplications. Each of the real product terms is rounded to a bits and the addi-
tive rounding noise is represented by em. All the additive noises are assumed
to be the uniformly distributed random variables with zero mean (µ = 0)
and non-correlated with one another; hence, their variances under round to




12 , where w is the
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word-length of the corresponding variable [39]. Every quantized input (x̂) with
word-length a, can be represented as x̂ = x + eqi, where x is any ideal (un-
quantized) input and eqi is the corresponding additive quantization noise [7].
In Fig. 3, without any noise (ideal situation), the output (y) can be expressed
as, y = 8x.t, where t is the twiddle factor. The rounded output (ŷ) can be
expressed using the quantized inputs and the additive rounding noise after
each multiplication as:
ŷ = Q[y] = 4x̂t̂+ em + 4x̂t̂+ em (2)
Consequently, the overall output quantization noise of one stage of the DIF
FFT can be calculated as
nDIF = ŷ − y = 8(xeqt + teqi + eqieqt) + 2em (3)















From Eq. 4 and assuming x and t to be non-correlated variables normalized
in the range [-1, 1) with uniform distribution, it can be concluded that σ2x =
σ2t =
1
















The scaling factor of 1/4, caused by the 2-bit scaling noted in Sect. 4.1, re-
duces the variance of the quantization error by a factor of ( 116 )
n−i in the i-th
stage (i = 1, 2, ..., n) where n = log4N is the number of FFT stages [39]. Con-














































regard to the variance of RMBFFT output signal as σ2y =
1
3N [39], due to the








The above analysis is developed for the radix-4 DIF FFT. The quantization
noise analysis for the decimation in time (DIT) FFT method is similar to what
is given in Fig. 3, since DIT and DIF are similar except for the multipliers in





























































Fig. 4 SQNR vs. the FFT size (N) and input word-length
DIT that are moved to the input of the butterfly unit. Hence, the overall noise





















Based on the implementation constraints of the radix-4 RMBFFT, comparing
Eqs. 5 and 8 indicates that the quantization noise variance of the DIF scheme
is smaller than that of the DIT design. Fig. 4 shows how choosing different
values for N, a and b can affect SQNR. The figure reveals that increasing
N and/or decreasing a can increase SQNR. As Fig. 4 indicates, situations in
where inputs word-lengths (a), are larger than the twiddle factor word-length
(b), do not considerably increase SQNR. The same results could be obtained
once a and b are interchanged in the above analysis. This means that for
twiddle factors word-length larger than inputs word-lengths, SQNR does not
increase substantially.
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4.2 BER Analysis in AWGN Channel
The aim of this section is to determine the minimum required accuracy (word-
length) of RMBFFT for different SNR values, modulation schemes, FFT size
and application-specific BERs. The maximum reduction in SQNR to trade off
accuracy for energy efficiency is calculated analytically, using the statistical
analysis of RMBFFT. In this approach, at run-time, a special module is used
to measure SNR and then to send this value to the FFT control unit. This
unit then selects the word-lengths from CMT based on the SNR range that
the sensed SNR falls into.
In this section c(k) is the additive white Gaussian noise (AWGN) channel
with the noise variance of σ2c =
Psignal
SNR . Its probability density function (pdf),












The overall quantization noise to signal ratio, σ2Q =
1
SQNR with SQNR
calculated in Sect. 4.1, includes additive noises, eqi, eqt, and em, which are
assumed to be independent and identically distributed (iid). Hence, the overall













The pdf function can be represented as the convolution of the variables pdf







































Each OFDM symbol contains overheads in both time domain (cyclic pre-
fix) and frequency domain (guard bands) which take various values in different
application layer standards. Although these overheads affect SQNR, they are
ignored and only the effects of FFT module and modulation schemes are con-
sidered when calculating BER. In BPSK and QPSK modulations, BER can
14 Hatam Abdoli et al.




















































Fig. 5 Required input word-length vs. SNR for different FFT sizes in QPSK (AWGN)
be calculated through
























































Based on BER obtained analytically through Eqs. 13 and 14, the required in-
put word-lengths are calculated for different SNR to guarantee the application-
specific BER constraint. The input word-lengths calculated for QPSK and
16-QAM modulations in AWGN channel are shown in Figs. 5 and 6, respec-
tively. For the sake of clarity, the word-lengths are shown for the proposed
64-, 256-, 1024-, and 4096-point RMBFFT. As expected, by increasing SNR
and/or decreasing N, even smaller word-lengths can satisfy the required BER.
Decreasing the word-length in RMBFFT leads to a smaller arithmetic circuit
with less energy consumption and with the accuracy which still remains in the
acceptable range.
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(a) AWGN channel, BER=0.01

























(b) AWGN channel, BER=0.001

























(c) Rayleigh channel, BER=0.01

























(d) Rayleigh channel, BER=0.001
Fig. 6 Required input word-length vs. SNR for different FFT sizes in 16-QAM
4.3 BER Analysis in Rayleigh Fading Channel
This section presents BER expression to find the minimum required word-
length of RMBFFT in a Rayleigh fading channel. The OFDM technique can
transform a frequency-selective wide-band channel into many non-selective
(flat) narrowband subchannels. To compute BER, the method in chapter 13
of [40] is exploited in Eqs. 15 and 16 to average the non-fading AWGN BER
expression with the chi-squared distribution obtained in the frequency non-













γ ≥ 0 (16)
where Pb,AWGN (γ) represents the probability of error (BER) of a specific
modulation scheme in an AWGN channel at a particular SNR; γ = h2 EbN0 .
Here, EbN0 is the ratio of bit energy to the noise power density in a non-fading
AWGN channel, and the random variable h2 is the instantaneous power of
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the fading channel. In Eq. 16, Pdf (γ) is the pdf function of γ caused by the
Rayleigh fading channel, and γ̄ = EbN0E[h
2] is the average SNR. If E[h2] = 1, γ̄
provides the average EbN0 in the fading channel [45]. Using Eqs. 15 and 16 and











the average BER for M-QAM in a frequency non-selective Rayleigh fading














Using both Eq. 18 and the AWGN BER of our RMBFFT (Eq. 14), the





















where σ2Q and σ
2
c are defined in Sect.4.2.
Figs. 6(c) and 6(d) show the minimum required word-lengths calculated
for 16-QAM modulation in the Rayleigh fading channel for BER=0.01 and
BER=0.001, respectively. Similar to the AWGN, by increasing SNR and/or
decreasing N , the minimum RMBFFT word-length can be reduced to satisfy
the required BER in the Rayleigh model. Comparing Figs. 6(c) and 6(d) with
Figs. 6(a) and 6(b) shows that the minimum FFT word-length requires more
bits on the Rayleigh fading channel than on the AWGN channel when all the
other parameters are the same.
5 Performance Evaluation
In this section, the analysis expressed in Sect. 4 is verified and compared
with simulation results and the minimum required word-lengths are obtained
for different specifications. Also, the reconfiguration overhead and the energy
saving of RMBFFT are estimated. In accordance with RMBFFT, a memory
organization is proposed to improve energy-efficiency.
5.1 Simulation Results
As shown in Fig. 7, the simplified OFDM transceiver is modeled in Simulink to
validate the analysis performed in Sect. 4. In this figure, the generated random
data are modulated in either QPSK or 16-QAM, the cyclic prefixes (CP), and
subcarriers structure are based on LTE standard, and the channel model is
AWGN or Rayleigh fading. At the receiver side, the proposed RMBFFT is












Fig. 7 Simplified OFDM transceiver model in Simulink
implemented in MATLAB for 8- to 20-bit word-lengths. The channel is swept
from 5 to 40 dB and BER of the corresponding system is measured using the
Error Rate module. For different SNR and FFT sizes, based on the demanded
application-specific BER, the required word-length of RMBFFT is obtained
through simulation and compared with the analytical results.
For the sake of clarity, these comparisons are shown only for 256- and
1024-point RMBFFT in Fig. 8 for both AWGN and Rayleigh fading channels.
Because of the assumptions used in Sect. 4 in order to simplify the analysis, the
analytical and simulation results are not completely the same. Nevertheless,
the difference is not significant and the simulation results follow the same
general trend. As indicated in Fig. 8, the required word-length rises when N
(FFT size) increases and SNR decreases in both schemes.
From the simulations and analytical results, it can be concluded that for
LTE, the required word-length for different specifications (N, BER, modulation
schemes and SNR) can vary from 8 up to 19 bits. However, implementing a
practical reconfigurable RMBFFT hardware with one bit step is not efficient.
Instead, optimized 4-bit addition and multiplication blocks can be used to
efficiently construct 8-, 12-, 16-, 20-bit RMBFFT iteratively using modular
(recursive) technique in digital arithmetic [36].
At run-time, entries of CMT (shown in Fig. 1) that represent word-lengths
of RMBFFT are selected by the system specifications which are SNR, BER,
N, and modulation scheme. The entries labeled as “wl” (word-length) are
listed in Table 4. The value of N in Table 4 is limited to 2048 points while
in the other standards it may increase to 8192 or even more. For larger N
and more complicated modulation schemes (like 64-QAM), larger RMBFFT
word-lengths may be required.
5.2 Overhead Analysis
As mentioned in Sect. 4, at run-time a simple SNR estimator module that mea-
sures current SNR is required. Usually this module is already embedded and
available in most wireless communication systems for different objectives such
as: selecting modulation/coding parameters and channel state feedback [49].
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(a) AWGN channel, BER=0.01




























(b) AWGN channel, BER=0.001
































(c) Rayleigh channel, BER=0.01
































(d) Rayleigh channel, BER=0.001
Fig. 8 Analytical-based vs. simulation-based required word-length for 16-QAM
Therefore, in the current analysis the overhead of SNR estimator block is not
taken into account.
In the proposed reconfigurable design, CMT decision table provides the
suggested word-length for MPRP unit of RMBFFT. To investigate the energy
overhead of CMT in the proposed architecture, CMT and basic operators in
MPRP are modeled in VHDL using FloPoCo [13] and synthesized on a Virtex-
6 xc6vcx75t Xilinx FPGA. The power dissipation of CMT circuit (Pc), 4-bit
adder (Pa), and 4-bit multiplier (Pm) in the modular MPRP unit are estimated
using Xilinx Xpower Analyzer (XPA) [52]. Taking the fact into consideration
that transition rate of input data and data access rate of CMT are considerably
less than that of MPRP, the results are Pc =110 µW , Pa =20 µW , and
Pm =90 µW . The energy saving of the proposed RMBFFT for different word-
lengths are estimated in the next section, using the obtained power dissipation.
5.3 Energy Saving Estimation
In modular (divide and conquer) design, addition (multiplication) of 8-, 12-,
16-, and 20-bit operands can be constructed by using 2 (4), 3 (9), 4 (16), and
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Table 4 Content of CMT for LTE standard where “wl” represents word-length
BER=0.01
QPSK 16-QAM
N SNR wl SNR wl SNR wl SNR wl SNR wl SNR wl




12 ≥22 8 <17 16 ≥17 12
256 <8 16 ≥8 12 ≤10 20 >10
<18
16 ≥18 12
512 ≤11 20 >11 16 ≤12 20 >12 16
1024 ≤12 20 >12 16 ≤15 20 >15 16
1536 ≤18 20 >18 16 ≤19 20 >19 16
2048 ≤19 20 >19 16 ≤20 20 >20 16
BER=0.001
QPSK 16-QAM
N SNR wl SNR wl SNR wl SNR wl SNR wl SNR wl
64 ≤6 16 >6
<15
12 ≥15 8 ≤13 16 >13 12
128 ≤15 16 >15 12 >13
<20
16 ≥20 12
256 <17 16 ≥17 12 ≤14 20 >14
<20
16 ≥20 12
512 ≤13 20 >13 16 ≤18 20 >18 16
1024 ≤15 20 >15 16 ≤20 20 >20 16
1536 ≤22 20 >22 16 ≤23 20 >23 16
2048 ≤24 20 >24 16 ≤25 20 >25 16
5 (25) iterations of 4-bit adder (multiplier) block, respectively. Referring to
Fig. 3, each output of MPRP combinational logic consists of three additions
in butterfly, and two multiplications and one addition in multiplier unit. In
modular multiplication, once the multiplier and multiplicand are sliced into x
4-bit blocks, x2 4-bit multipliers followed by x2 8-bit adders are required to
sum up the partial products. Similarly, a 4x-bit addition can be implemented
by x instances of 4-bit adders.
Since the word-lengths of additions and multiplications are the same (a),
the estimated energy consumption of butterfly and multiplier unit are Eb =

















power dissipations Pa and Pm are explained in Sect. 5.2 and tm and ta are the
critical path delays of 4-bit multiplier and 4-bit adder, respectively.
Since CMT is accessed once every execution of RMBFFT, energy consump-
tion of CMT can be estimated as Ec = Pctc, where tc is CMT critical path
delay. So, based on the dynamic word-length extracted from CMT (a), the
overall energy consumption of RMBFFT can be estimated as









Pata + Pctc (20)
As shown in Fig. 9, to improve energy-efficiency of RMBFFT memory unit,
the proposed interleaved memory is arranged as a 54 matrix of the memory
banks. The memory organization consists of (N/4)4-bit modules to provide
the ability to read/write nibbles of four inputs/outputs (A,B,C, and D in
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A3-0 B3-0 C3-0 D3-0
A7-4 B7-4 C7-4 D7-4
A11-8 B11-8 C11-8 D11-8
A15-12 B15-12 C15-12 D15-12



















Fig. 9 Proposed energy-efficient memory organization of RMBFFT
the figure) for one radix-4 butterfly through a 16-bit data bus, iteratively.
Based on the selected RMBFFT word-length, the memory banks are accessed
consecutively, from MSB to LSB rows.
Since memory accesses are responsible for major part of energy consumed
in FFT [43], reducing the number of memory accesses can improve the overall
energy-efficiency considerably. In addition, when the required dynamic word-
length decreases, energy efficiency of memory can be improved by forcing un-
used memory modules into idle state. For example, for 12-bit word-length,
only the upper three rows of the banks are used and are accessed during three
consecutive iterations. Hence, energy consumption can be reduced about 40%,
comparing to 20-bit word-length case. Also, the banks in the two least signifi-
cant rows can be powered down, which results in further 40% improvement in
energy efficiency.
After being normalized to the conventional 20-bit FFT implementation,
energy consumptions of different configurations of RMBFFT are compared and
listed in Table 5. The maximum energy saving of MPRP is about 81% for the
8-bit word-length, while energy consumption rises to 103% for 20-bit due to the
reconfiguration overhead penalty. The proposed memory organization having
been used, up to 60% more energy efficiency is achievable due to reducing the
number of memory accesses. Also, by disabling unused memory modules for
smaller word-lengths, the energy consumption of modules can be reduced by
40% for the 8-bit RMBFFT.
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Table 5 Normalized energy consumptions for different RMBFFT configurations
(Worst Case) RMBFFT
Energy Consumption of [%] Static 20-b 20-b 16-b 12-b 8-b
MPRP 100% 103% 67% 39% 20%
memory accesses NA 100% 80% 60% 40%
memory modules (by disabling modules) NA 100% 80% 60% 40%
Table 6 Performance comparison
Design [12] [30] [17] [24] Proposed
FPGA device Virtex-5 Virtex-5 Zynq-7000 Virtex-5 Virtex-6
FFT size 512 64, 128, 256, 512 64-2048 512 (2n)
Architecture NR Pipeline MDC Pipeline SDF Pipeline Memory-based
Radix NR Mixed-radix 4/2 Mixed-radix 22/2/3 Radix 25 Mixed-radix 4/2
Word length 4-15 16 16 20 {8,12,16,20}
Reconfigurability No Yes Yes Yes Yes
Reconfiguration time (µs) NR 689 496 NR 0.01
Multi-precision Yes No No No Yes
Core power (mW) NR NR 26-82 126 2P
Energy consumption
per symbol (pJ)
40-110 NR NR NR {7,15,26,40}
Maximum clock rate (MHz) NR 111 NR 340 147
Throughput (MSample/s) NR 400 98 8R P.R.( 4
wl
)2
Latency - critical path (ns) NR 8.959 NR 2.941 6.8
Number of slice registers NR 6400 21427 (31%) 44P (1%)
Number of slice LUTs NR 20670 (Overall) 3200 16589 (24%) 46P (1%)
Number of flip flops NR 20 DSP core 26957 (39%) 46P (1%)
NR: Not Reported
R: clock rate
P : Number of MPRP units
5.4 Performance Comparison with Previous Works
Table 6, which displays the performance of both the RMBFFT architecture
and previous efforts, reveals that the proposed scheme provides higher per-
formance in terms of power dissipation, energy consumption, throughput, re-
configuration time, and number of FPGA slices. In the proposed method, wl
and P represent word-length and the number of processing units (MPRP) of
RMBFFT architecture; both can be chosen in accordance with the required
throughput. For example, using four processing units (P=4), the achieved
sampling rate is large enough to handle the maximum required throughput of
LTE (30.72 MS/s) [44] when the word-length equals 16 (wl=16). ASIC imple-
mentation of this architecture using CMOS technology can increase processing
speed and consequently decrease the number of processing units (P) required.
The energy consumption per symbol for the proposed RMBFFT with size 512
(N=512) is estimated to be 7, 15, 26, and 40 pJ when the word-length (wl)
equals 8, 12, 16, and 20 bits respectively.
Reducing FFT word-length decreases energy consumption but causes a loss
of accuracy or SQNR. Therefore, OFDM systems need FFT modules to be im-
plemented with shorter word-lengths while meeting the required SQNR [9].
The SQNR performance of the proposed RMBFFT with N=512 is calculated
and compared to those of the conventional FFT processors and shown in Ta-
ble 7. The proposed scheme can be optimized based on the requirements at
run-time, while the hardware can be reconfigured with a proper word-length
and reasonable SQNR to guarantee the minimum required BER. For exam-
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Table 7 SQNR performance comparison with previous works
FFT Design [22] [25] [53] [11] [23] Proposed RMBFFT
Architecture SDF pipeline SDF MDF memory-based memory-based
FFT size 8192 8192 1024 512 512 512 512 512 512
Word-length (bits) 16 16 16 14 12 8 12 16 20
SQNR (dB) 34.9 53 51 41 57 16 41 61 69
ple, when the communication system works with a small FFT size (N=64)
and BPSK modulation in a channel with high SNR, 8-bit word-length is quite
enough to provide the required SQNR and BER. On the other hand, when
higher SQNR is needed, longer word-lengths can be dynamically chosen in
RMBFFT.
6 Conclusion
This paper proposes RMBFFT, a multi-precision reconfigurable FFT architec-
ture, as a dynamic trade-off between accuracy and energy efficiency in OFDM
systems. RMBFFT is a memory-based DIF radix-4 FFT that can be recon-
figured according to the minimum required word-length based on the system
specifications, including BER, SNR, the modulation scheme, and FFT size at
run-time. Quantization noise analysis is exploited for RMBFFT and the re-
quired word-lengths are calculated statistically. To validate the analysis, the
proposed RMBFFT was simulated and applied to an OFDM transceiver in
AWGN and Rayleigh fading channels. The results of the simulation followed
a similar trend as seen in the analytic calculations. Synthesizing the basic op-
erators of RMBFFT on an FPGA showed more than an 80% energy saving
with RMBFFT over the traditional implementation. In addition, introducing
a reconfigurable memory organization, can reduce the energy consumption of
RMBFFT memory by approximately 60%.
In the future, we plan to implement the proposed RMBFFT in an OFDM
system and measure the energy savings precisely. RMBFFT can be applied
in other applications such as image processing to increase processing speed
and energy efficiency. This reconfigurable architecture can be used in other
error-tolerable applications.
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