Abstract. We obtain rates of convergence to stationarity in L 1 -Wasserstein distance for a d-dimensional reflected Brownian motion (RBM) in the nonnegative orthant that are explicit in the dimension and the system parameters. The results are then applied to a class of RBMs considered in [3] and to rank-based diffusions including the Atlas model. In both cases, we obtain explicit rates and bounds on relaxation times. In the first case we improve the relaxation time estimates of O(d 4 (log d) 2 ) obtained in [3] to O((log d) 2 ). In the latter case, we give the first results on explicit parameter and dimension dependent rates under the Wasserstein distance. The proofs do not require an explicit form for the stationary measure or reversibility of the process with respect to this measure, and cover settings where these properties are not available. In the special case of the standard Atlas model [13] , we obtain a bound on the relaxation time of O(d 6 (log d) 2 ).
Introduction
A d-dimensional obliquely reflected Brownian motion with drift in the nonnegative orthant plays a central role in Queuing Theory where it arises as a diffusion limit of scaled queue length processes when the system is in the heavy traffic regime (namely the arrival rate and the service rate are approximately equal) [5, 14, 15, 24, 28] . Such a process is also used to describe the behavior of rank-based diffusions, namely a system of particles whose trajectories are given by Brownian motions with drift, where the drift and diffusion coefficients of a given particle at any given time depend on its relative rank in the system at that time. These models appear frequently in mathematical finance, eg. the Atlas model [2, 18, 22] . There has been extensive work in the study of stability of such reflected Brownian motions (RBM) that gives explicit sufficient conditions for positive recurrence for the RBM and the corresponding queuing systems [1, 8, 9, 16, 26] . In this work, we obtain explicit exponential convergence rates (in Wasserstein distance) to equilibrium for multidimensional reflected Brownian motion (RBM) under a key stability condition identified in [16] (see Assumption (A2)). This assumption is known to be 'almost necessary' for stability (see Remark 1 for a precise statement). The convergence rates obtained in this work are explicit (up to some universal constants) in the dimension and system parameters. The system parameters are given by the drift vector, the covariance matrix of the Brownian motion, and the reflection matrix. Stationary distributions of RBM are rarely explicit and the convergence rates of the form obtained in this work provide important information for the construction of numerical schemes that sample from these stationary distributions.
There has been some prior work in this area. Exponential ergodicity was proved in [7] for semimartingale reflecting Brownian motions under the stability condition of [9] . This class includes RBM of the form considered in this work. The paper [7] also established exponential ergodicity of certain reflected diffusions with state dependent drift and diffusion coefficients. The key ingredient in the proof was the construction of a suitable Lyapunov function along with establishing a minorization condition on a sufficiently large compact set (referred to as a 'small set'). The Lyapunov function provides good control on the exponential moments of the return times to the small set while the minorization condition implies the existence of abstract couplings of two copies of the process (via construction of 'pseudo-atoms' as described in Chapter 5 of [21] ) which have a positive chance of coalescing inside the small set. Together, they furnish exponential rates of convergence (in a weighted total variation distance). However, due to the somewhat implicit treatment of the process inside the small set, the rates obtained by this method shed little light on how they qualitatively depend on the system parameters or the state dimension. The paper [18] obtained explicit convergence rates for a class of reversible rank-based diffusions with explicit stationary measures using Dirichlet form techniques (which crucially use reversibility). See also the discussion in Section 5.2. The convergence considered in [18] corresponds to that of time averages of bounded functionals of the state process to the corresponding stationary values in probability (see Theorem 1 of [18] ), which is considerably weaker than the L 1 -Wasserstein distance considered in the current work. The setting of one-dimensional RBM was considered in [27] where (among other results) an estimate on the spectral gap was provided as a function of the drift and the diffusion coefficient. In a recent work, [3] obtained dimension dependent bounds on rates of Wasserstein convergence for a class of RBM. Under conditions on the drift vector, the covariance matrix of the Brownian motion, and the reflection matrix (see Conditions (BC1)-(BC3) in Section 5), [3] analyzed the behavior of the RBM inside the small set explicitly by considering synchronous couplings (namely, couplings where the RBM starting from different points are driven by the same Brownian motion). Using explicit couplings to obtain better convergence rate estimates is a relatively recent but developing area. See [4, 10, 11, 12] for such results for other classes of diffusions. In this work, we revisit the idea of constructing synchronous couplings for RBM. Under quite general conditions (specifically, the ones introduced in [16] that guarantee the existence of strong solutions and positive recurrence), we construct a suitable Lyapunov function and identify (an appropriate analogue of) a small set that both depend crucially on the process parameters and the state dimension. This, along with a careful treatment of excursions from the small set, enables us to quantify contraction rates in L 1 -distance for synchronous couplings starting from distinct points and thereby obtain rates of Wasserstein convergence that are given explicitly in terms of the system parameters, the state dimension, and some constants (that do not depend on dimension or model parameters). These convergence rates, together with bounds on relaxation times of the RBM that follow from it, are the main results of this work and are given in Theorem 1. In Section 5 we apply these results to the class of RBMs considered in [3] and rank-based diffusions considered in [18] . In the former case, we substantially improve the relaxation time estimates from O(d 4 (log d) 2 ) obtained in [3] to O((log d) 2 ). In the latter case, we give the first results on explicit parameter and dimension dependent rates under the Wasserstein distance. The proofs do not require an explicit form for the stationary measure or reversibility of the process with respect to this measure, and cover settings where these properties are not available. In the special case of the standard Atlas model [13] , we give a bound on the relaxation time of O(d 6 (log d) 2 ) (see Remark 5).
Model, notation and assumptions
Let B be a d-dimensional standard Brownian motion and let µ ∈ R d and D, R ∈ R d×d . Consider for
where L, referred to as the local time process, is a non-decreasing continuous process satisfying
We will make the following basic assumption.
Assumptions:
(A1) The matrix P := I − R T is substochastic (non-negative entries and row sums bounded above by 1) and transient (P n → 0 as n → ∞).
The paper [15] shows that under (A1) there is a unique strong solution to (1) -(2), namely for each x ∈ R d + there is a unique pair of continuous stochastic processes (X, L) satisfying the above equations. This assumption is satisfied by the routing matrix of any single-class open queueing network [15] and consequently diffusion limits of such networks can be characterized by (1) - (2) . The collection {X(·; x)} x∈R d + defines a strong Markov process (see [16] ) which we denote as RBM(µ, Σ, R) and refer to simply as the reflected Brownian motion (RBM). The matrix R describes the reflection mechanism, specifically, the i-th column of R gives the direction of reflection on the i-th face of the orthant. The conditions on P in particular say that its spectral radius is strictly less than 1. The matrix Σ = DD T gives the covariance matrix associated with the diffusion term of (1).
Notation:
To avoid cumbersome notation, the dimension dependence of µ, Σ and R will be suppressed from now on. We will write b = −R −1 µ. The entries of b will be denoted by b i , and the diagonal entries of Σ will be denoted by σ 2 i , where 1 i d. All constants appearing in the statements of lemmas and theorems will be universal in that they do not depend on model parameters or the dimension d, unless noted otherwise. Remark 1. Unique strong solutions of the RBM that follow from (A1) imply that any coupling of the driving Brownian motions translate into a coupling of the processes themselves. Throughout this work we will take the family {X(·; x)} x∈R d + to be driven by the same Brownian motion, namely we will consider a synchronous coupling of the processes starting from different initial conditions. Assumption (A2) is the well known 'stability condition' which is sufficient for the existence of a stationary measure [16] . The condition is almost necessary in that if b i < 0 for some i then the RBM is transient [6] . Assuming (A3) in addition to (A1)-(A2) gives that the strong Markov process RBM(µ, Σ, R) has a unique stationary probability distribution [16] .
Main Result
Following [3] , define the following stopping times: η 0 (x) = 0 and
Also define the contraction coefficient
where 1 is a d-dimensional vector of ones and for
This quantity plays a key role in quantifying the convergence rate to equilibrium. We now present the main result of this work. Given probability measures µ and ν on R d + , a probability measure γ on R d + × R d + is said to be a coupling of µ and
The L 1 -Wasserstein distance between two probability measures µ and ν on R d + is given by
γ is a coupling of µ and ν , where for a vector
We will denote the law of a random variable X by L(X). Recall that from [16] , under Assumptions (A1)-(A3), there is a unique stationary distribution of the RBM. Denote by X(∞) a random vector sampled from this stationary distribution.
Define the relaxation time, t rel (x) for the RBM starting from
We will abbreviate the parameters of the RBM as Θ := (µ, Σ, R). Recall that these parameters are required to satisfy (A1)-(A3). We will quantify rate of convergence to equilibrium in terms of the following functions of
For any
+ , every parameter choice Θ, and t t 0 1 + (a(Θ)) 2 log(2d) ,
In particular, the relaxation time satisfies An important ingredient in the proof is the following analogue of Lemma 3 from [3] which shows that the synchronous coupling gives an a.s. contraction of the L 1 -distance X(t; x) − X(t; 0) 1 which can be quantified as follows. The proof is similar to that in [3] and so only a sketch is provided.
Lemma 2 ( see [3] ). For x ∈ R d + and t 0, X(t; x) − X(t; 0) 1 
Proof. The main idea is to associate the substochastic matrix P with a Markov chain on states {0, 1, . . . , d} absorbed at 0 and show that x −1 1 X(t; x) − X(t; 0) 1 (assuming x 1 = 0) is bounded above by the maximum over the initial state i of the probability that, starting from i, the Markov chain is not absorbed by time N(t; x). Using this idea, Lemma 2 in [3] and the proof of Lemma 3 in [3] establish
The lemma now follows from the definition of n(R) given in (3) above.
Remark 3. The quantity n(R) −1 defined in (3) gives an explicit bound on the exponential decay rate of P n 1 ∞ with n. Sometimes (as we will see in the first example of Section 5) it is possible to get a better bound in the sense that we can obtain positive constants C(R) and n ′ (R) < n(R) such that
In this case, we can replace the bound in Lemma 2 by 
Outline of Approach
We now give an outline of our approach.
(i) We use a key idea from [3] which shows that, under the synchronous coupling, the L 1 -distance between the two processes X(·; 0) and X(·; x) decreases with time. Using this idea, we provide an estimate on the rate of decay of this L 1 -distance in terms of a 'contraction coefficient' which quantifies the decay rate of P n 1 ∞ with n. The precise statement was formulated as Lemma 2 in Section 3. (ii) We use the fact that for any v > 0 in R d satisfying R −1 v b, one can dominate the process X(·; x) in an appropriate manner by a normally reflected Brownian motion with drift
, is technically simpler to analyze. The idea of dominating an RBM(µ, Σ, R) by a normally reflected RBM is due to [16] . Next, we choose an appropriate compact set (which plays a role similar to the 'small set' in the terminology of [21] ) such that one can obtain a tight control over return times to this set (this is done via Lyapunov function techniques in Lemma 5) and, loosely speaking, is such that the L 1 -distance between the synchronously coupled processes X(·; 0) and X(·; x) decreases by a constant factor each time the process X + v (·; x) visits this set (this result is formulated in Lemma 7). A crucial ingredient here is the introduction of a suitable weighted norm (see (15) ) whose level sets are the appropriate 'small sets' with the desired contraction property. The definition of this norm is guided by an analysis of how the maximum process for each coordinate scales with the system parameters. This weighted norm is used to construct the small set and also an appropriate Lyapunov function. These constructions and their properties are studied in Section 6. (iii) In Section 7, we obtain the rate of decay of X(t; x) − X(t; 0) 1 with time t, in terms of the parameter v of the dominating normally reflected RBM, by decomposing the path of X + v (·; x) into excursions from the small set obtained in (ii) and using the estimates from Section 6 for probabilities of certain events associated with these excursions. (iv) Finally in Section 8 we prove our main result, namely Theorem 1, where we obtain explicit parameter and dimension dependent rates of decay in L 1 -Wasserstein distance between the processes X(·; 0) and X(·; x) with time t by optimizing the rates derived in (iii) over the parameter v > 0 of the dominating RBM. Before proceeding to the proof we apply Theorem 1 in two settings, the first is that of RBM satisfying the assumptions of [3] and the second corresponds to that of rank-based diffusions such as the Atlas model.
Examples
We will use Theorem 1 (and Remark 4) to obtain bounds on the rate of convergence to equilibrium in two examples that are discussed in Sections 5.1 and 5.2 below.
5.1. Blanchet-Chen RBM. This refers to the class of RBM under the set of assumptions in [3] , namely: (BC1) The matrix P is substochastic and there exist κ > 0 and β ∈ (0, 1) not depending on the dimension d such that
Under the above conditions [3] give a polynomial bound of O(d 4 (log d) 2 ) on the relaxation time of the RBM. As shown in the following theorem, Theorem 1 gives a substantial improvement by establishing a polylogarithmic relaxation time of O((log d) 2 ).
Theorem 3. Under Assumptions (BC1), (BC2) and (BC3), there exist positive constants
In particular, the relaxation time satisfies
2 log 8 4
Proof. Observe that
Thus, the hypothesis of Remark 3 is satisfied with
Now we will use Theorem 1 in conjunction with Remark 4.
Under Assumptions (BC1), (BC2) and (BC3), we have the following bounds:
where we have used the observation that under Assumption (BC1), one has R −1 1 ∞ κ/β. Next, observe that x * ∞ σ x ∞ . This, along with the bound on a(Θ) obtained above, implies that for t
Using the above bounds in Theorem 1 (modified as in Remark 4), for any
This proves the first part of the theorem upon taking t 1 = max t 0 1 +
. The bound on the relaxation time follows immediately from the first part.
5.2.
Gap process of rank-based diffusions. Rank based diffusions are interacting particle systems where the drift and diffusion coefficient of each particle depends on its rank. Mathematically, they are represented by the SDE:
for 1 i d + 1, where X (j) denotes the trajectory, δ j , σ j denote the drift and diffusion coefficients of the rank j particle, and W i , 1 i d, are mutually independent standard one dimensional Brownian motions. We will assume throughout that σ i > 0 for all 1 i d + 1. Rank-based diffusions have been proposed and extensively studied as models for problems in finance and economics. A special case is the Atlas model [13] where the minimum particle (i.e. the particle with rank 1) is a Brownian motion with positive drift and the remaining particles are Brownian motions without drift (i.e. δ i = 0 for all i > 1). The general setting considered in (5) was introduced in [2] . In order to study the long time behavior, it is convenient to consider the gap process
, L is the local time process associated with Y and R satisfies Assumption (A1). The covariance matrix Σ = DD T has entries
and Σ ij = 0 otherwise. In particular, (A3) is satisfied, namely Σ is positive definite. Moreover, R is given explicitly as R = I − P T , where P is the substochastic matrix given by P i(i+1) = P i(i−1) = 1/2 for all 2 i d − 1, [16] the process is positive recurrent and has a unique stationary distribution if Assumption (A2) is satisfied, namely b = −R −1 µ > 0, which is same as the following condition.
In the special case where
the stationary distribution is explicit and takes the form
(see Section 5 of [19] ). For the general case (i.e. σ i are strictly positive and (6) is satisfied) explicit formulas for stationary distribution are not available, however from [7] , the law of Y(t; y) converges to the uniquwe stationary distribution in (weighted) total variation distance at an exponential rate. As noted previously, this result does not provide information on parameter or dimension dependence of the rate of convergence. The paper [18] provides explicit rate of convergence to stationarity, that shows a clear parameter dependence, under the stability condition (6) and the assumption that σ i = 1 for all 1 i d. In this case the stationary measure takes an explicit form and the process is reversible with respect to the stationary measure. The proofs in [18] , which are based on Dirichlet form techniques, crucially make use of these properties. The explicit representation of the stationary measure is available only under the skew-symmetry condition (see [17] ) guaranteed by (7) and the reversibility of the process with respect to this measure is not available if the σ i are not all equal. The convergence considered in [18] corresponds to that of time averages of bounded functionals of the state process to the corresponding stationary values in probability (see Theorem 1 of [18] ), which is considerably weaker than the L 1 -Wasserstein distance or total variation convergence. From Theorem 1 we have the following bound on the rate of L 1 -Wasserstein convergence of the gap process to Y(∞). Note that we do not require reversibility or an explicit expression for the stationary measure.
Two key quantities appearing in the rate of convergence are
where b i are defined in (6) and σ i is the standard deviation of the rank i particle (see (5)).
Theorem 4.
There exist positive constants F 1 , F 2 , F 3 , F 4 , t 2 such that for any y ∈ R d + and any t t 2 max{σ 2 a * y ∞ , 1 + σ 2 a * 2 log(2d)},
Proof. Direct calculation shows that R −1 takes the form
Using (9) and recalling (8), we obtain
To compute R 1 (Θ, d), we need to estimate n(R). To do this, let S n denote the simple random walk on Z and {S * n } n 0 denote a simple random walk on Z starting from S * 0 ∈ {1, 2, . . . , d} and absorbed when it hits 0 or d + 1. Then for any n 0,
By the Central Limit Theorem, there exists a constant F > 0 such that for all d ∈ N and i ∈ {1, . . . , d}
and consequently, n(R) Fd 2 .
Using (10) and (11), we obtain
For t 48σ 2 a * y ∞ , using the bound on a(Θ) obtained in (10) , and noting b(Θ) 1 and
Moreover, from the explicit form of
Using the above two bounds along with (10), for t 6a
2 . Using the bounds obtained in (10), (12) and (13) in Theorem 1, for any y ∈ R d + , t max t 0 1 + σ 2 a * 2 log(2d) , 48σ 2 a * y ∞ ,
E( Y(t; y) − Y(t; Y(∞))
This proves the first part of the theorem upon taking t 2 = max {t 0 , 48}. The bound on the relaxation time follows from the first part. [13] is a special case of (5) with δ 1 = 1, δ i = 0 for all i 2 and σ i = 1 for all i. For this model, using (6) , for any k 1,
Remark 5. The standard Atlas model
and
Using these in Theorem 4
, we obtain positive constants G 1 , G 2 , G 3 , G 4 , t 3 such that for any y ∈ R d + and any t t 3 {d 2 y ∞ , 1 + d 2 log(2d)},
E( Y(t; y) − Y(t; Y(∞))
1 ) G 1 y 1 + d 5 e −G 2 t/d 6 log(2d) + G 3 d 11/2 e −G 4 t/d 6 .
In particular, the relaxation time for the standard Atlas model is
6. Bounding processes, small sets and return times 
where B is the same Brownian motion as used in the synchronous coupling of {X(·; x)} x∈R d + , and L + is the local time process associated with X + v . Observe that X + v (·; x) can be written as X
where L * (t) = R −1 L + (t) + (b − R −1 v)t is a non-decreasing process. By minimality of the local time process (see [23, Appendix] ), L * (t) L(t) for all t 0 implying R −1 X(t; x) R −1 X + v (t; x) for every t 0. Since in this section v will be fixed, we abbreviate X + v (·; x) as X + (·; x). An optimal choice of v will be made later in Section 8. We will hereby refer to X + (·; x) as the bounding process.
We now introduce an appropriate compact set that depends on system parameters and for which one can obtain useful bounds on exponential moments of return times to the set. In order to motivate the choice of the set consider a one dimensional Brownian motion W a,b (t) = bW(t) − at with variance b 2 and drift −a (here W is a standard one dimensional Brownian motion). Standard techniques using scale functions (see [25, V.46] ) show that for any a > 0 and b ∈ R, ab −2 sup t<∞ W a,b (t) has an Exponential distribution with mean 1/2. This result says that the maximum of the i-th co-ordinate of X + (·, x) scales like v i σ
−2
i . This scaling property suggests considering the following weighted supremum norm :
This weighted norm will play a central role in our analysis. Also define
Note that φ(v) 2d. For A > 0, consider the compact set
A log φ(v)} and define the following stopping time for the process X + (·; x):
The following lemma gives bounds on the exponential moments of the hitting time of the compact set K A , namely τ 
where g is any non-negative, non-decreasing C 2 function defined on R + such that g ′ (0) = 0, g(u) u, g ′ (u) 2, g ′′ (u) 9 for all u 0 and g(u) = u for all u log 2. An example of such a function is g(u) = (log 2)h(u/ log 2)1 [u log 2] + u1 [u>log 2] where h(u) = u 4 − 3u 3 + 3u 2 . The definition of the Lyapunov function is motivated by a similar function introduced in [3] . The main difference is that here different coordinates are weighted differently depending on system parameters. We will prove that for sufficiently large A,
where ∇ denotes the gradient and ∇ 2 denotes the Hessian. By Itô's formula, this will imply that
2A t is a positive supermartingale and therefore, by the optional sampling theorem, for such A,
Combining the two displays we have that for A that satisfy (18) E e
Thus in order to prove the lemma, it suffices to establish (18) for sufficiently large A. Let
. By similar calculations as in the proof of Lemma 4 of [3] , it follows that
using g ′′ (u) 9 and g ′ (u) 2 for all u 0. Moreover,
where we have used Σ ij σ i σ j in the first inequality on the second line and the Cauchy-Schwarz inequality, the fact that g ′ (u) 2 for all u 0, and the fact that 
Using the definition of w i and the monotonicity of g,
2d 2, we obtain,
From (20) and (21),
Hence, for any A 68, we obtain
proving (18) and hence the lemma holds with A 0 = 68.
The next lemma gives an estimate of the running maximum of a reflected Brownian motion with drift.
Lemma 6. Let
, where x 0, σ ′ , µ ′ > 0 and B is a one dimensional standard Brownian motion. Then for any A, T > 0 and any x ∈ [0, A/2],
Proof. Fix A, T > 0 and x ∈ [0, A/2]. We define the following stopping times: τ 0 = 0, and for k 0, 
Thus, for any n 0,
Optimizing the above bound in α yields the following bound
Moreover, recalling that the scale function for the process t → σ ′ B t − µ ′ t is given by s(z) = e 2µ ′ z/σ ′2 ,
and hence, for n 1,
From (22) and (23), for any n ∈ N,
The result follows on taking n = ⌊4µ ′ T A −1 ⌋ + 1 in (24).
Recall the quantities Λ(v) defined in the statement of Lemma 5 and φ(v) defined in (16) . Define
The next lemma shows that for any C 0 ∈ (0, ∞) there are positive constants C 1 , C 2 such that whenever
and R −1 x 2 R −1 x 1 , with (uniform) positive probability, all the coordinates of X(·; x 2 ) hit zero by time C 2 T (v) and the weighted supremum norm · ∞,v of X + (·; x 1 ) is bounded by
Lemma 7.
For any C 0 > 0, there exists C 1 > C 0 and C 2 > 0 such that for any x 1 ,
Proof. Let {e i } 1 i d denote the unit coordinate vectors in R d and let S i := {R −1 y : y 0, y i = 0} for 1 i d. Let U(t; x) = R −1 x + R −1 DB(t) + R −1 µt. We first claim that for any 1 i d and T > 0, {U i (t; x) = 0 for some 0 t T } ⊆ {R −1 X(t; x) ∈ S i for some 0 t T }.
To see this, suppose R −1 X(t; x) / ∈ S i for all 0 t T . Then X(t; x) is strictly positive over [0, T ].
+ with z i > 0 such that y = R −1 z. Hence,
This proves (25) . Note that U(·; x) is a Brownian motion with drift in R d with covariance matrix R −1 Σ(R −1 ) T and drift vector −b.
ii for the variance of the i-th coordinate process
Moreover, using Σ jk σ j σ k for all 1 j, k d,
From the above two bounds, we conclude from the definition of T (v) that for any i,
Fix C ′ > 0 and take
Using (26), we obtain that for any (27) where on the last line we have used (26) in the first inequality and φ(v) 2d in the second inequality.
Recall the upper bounding process X + from (14) . Note that the i-th coordinate process X + i is a one dimensional reflected Brownian motion with variance σ 2 i and drift −v i . Now let C 0 > 0 be arbitrary and consider any C ′ > max{2C 0 , 1}, any C ′′ > max{C ′ , 2}. Then, from Lemma 6, for any
where we have used
Using these observations in (28), we obtain P sup
where once more we have used φ(v) 2d to obtain the last bound.
Note that for any C ′ , C ′′ > 0, for any x 1 ,
Note that for z 1 ,
Using (25) and (27) , choosing any C ′′ > 1 + max{2C ′ , 1}, we obtain by the Markov property applied at time 1,
Using the estimates (29) and (31) in (30), we obtain for C ′ > max{2C 0 , 8}, C ′′ = 2 + max{2C ′ , 33}, and any x 1 ,
The lemma follows on taking C 1 = C ′ , C 2 = C ′′ .
Remark 6.
Recall the quantity A 0 from Lemma 5 and consider C 0 A 0 . Let C 1 be as in Lemma 7 associated with this C 0 . Then the set S := {y : y ∞,v C 1 M(v)} plays a role similar to that of a 'small set' in the theory developed in [21] , in the following sense. For any x 0, (i) by Lemma 5, we have tight control over return times of the bounding process X + (·; x) to the set S ′ = {y : y ∞,v C 0 M(v)} ⊂ S, and (ii) by Lemma 7,  given that the bounding process X + (t; x) lies in S ′ for some t 0, then with probability at least a half, all the co-ordinates of X(·; x) hit zero at least once in the time interval [t, t + T (v)] without X + (·; x) leaving S. This, in view of Lemma 2, says that X(·; x) − X(·; 0) 1 is reduced by a factor 2 −1/n(R) over this time interval.
Excursions from the small set
In the following lemma, we combine the estimates from Sections 3 and 6 to decompose the path of X + (·; x) into excursions from the small set (described in Remark 6) and quantify the rate of decay of X(t; x) − X(t; 0) 1 as t increases. 
8A .
Proof. Fix A A 0 and consider constants C 1 , C 2 from Lemma 7 that are associated with C 0 = A. We also consider the following stopping times. Let τ 0 = inf{t 0 : X + (t; x) ∞,v C 1 M(v)}. For k 0, having defined the stopping times τ 0 , . . . , τ 2k , define
Define N t := inf{k 0 : τ 2k t}. For k 0, define the event
, and all the co-ordinates of {X(t; x)} t 0 hit zero
On the event E k , all the coordinates of X(·; x) hit zero in the time interval
Hence,
Let F t := σ{B(s) : 0 s t} be the filtration generated by the Brownian motion. For k 0, let
Then (M n , F τ 2n ) n 1 is a martingale with increments bounded by 1. By Lemma 7, for every k 0, E (1 E k | F τ 2k ) 1/2. Thus, for any δ ′ > 0, using the Azuma-Hoeffding inequality with t 4T (v)/δ ′ ,
Note that for any δ ′ ∈ (0, C −1
where the last inequality follows because τ 2k+2 − τ 2k+1 C 2 T (v) and hence, as δ ′ ∈ (0, C
Since C 0 = A and M(v) > log φ(v), for any k 0, conditionally on F τ 2k , τ 2k+1 − τ 2k is stochastically dominated by τ (17) . For any n 0 s > 0, using Lemma 5, we obtain
where we have used X + (τ 2n ; x) ∞,v C 1 M(v) by definition of τ 2n , and we take n−1 k=0 (τ 2k+1 − τ 2k ) = 0 when n = 0. Iteratively using the same argument, we obtain
From (36), for any positive δ ′ min{C
where we have used T (v) = M(v)/Λ(v) in the equality above. Moreover, as τ 0 τ + A (x), by Lemma 5,
Using (35), (37) and (38) in (34), for any δ ′ and t as above,
From (33) and (39), for positive δ ′ min{C
Now, using Lemma 2, (32) and (40), for positive δ ′ min{C
This proves the lemma.
Main result: optimizing over v
In this section, we state and prove our main theorem. This will involve optimizing the bound obtained in Lemma 8 over all possible choices of v along with making an appropriate choice of A.
Proof of Theorem 1. Fix any A A 0 whose value will be appropriately chosen later. Recall from Lemma 8 that the quantities 
Consider the dominating process X + (·; x) = X + v (·; x) with v = v. Since R −1 X(t; x) R −1 X + (t; x), for each i, X i (t; x) (R −1 X(t; x)) i (R (R −1 ) ij X j (t; x) i,j (R −1 ) ij X + j (t; x), t 0.
Denote by X(∞) and X + (∞) the random vectors sampled from the stationary distribution of X(·; x) and X + (·; x) respectively. By [7] , the laws of X(t; x) and X + (t; x) converge in total variation to those of X(∞) and X + (∞) respectively. Consequently, X(∞) 1 is stochastically dominated by , we obtain for any x ∈ R d + and t t 0 1 + (a(Θ)) 2 log(2d) , E( X(t; x) − X(t; X(∞)) 1 ) E( X(t; x) − X(t; 0) 1 ) + E( X(t; X(∞)) − X(t; 0) 1 ) 2 x 1 2e which proves the Wasserstein bound in the theorem upon noting that x ∞, v = (a(Θ)) −1 x * ∞ . This, in turn, implies the stated bound on the relaxation time.
