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ABSTRACT
This dissertation uses porous silicon as a material platform to explore novel
optical effects in three domains: (i) It studies dispersion engineering in integrated
waveguides to achieve high performance group index sensing. With proper design
parameters, the sensor waveguides can theoretically achieve 6 times larger group index
shift compared to the actual bulk effective refractive index shift. We demonstrate the
guided mode confinement factor to be a key parameter in design and implementation
of these waveguides.

(ii) It explores

multicolor

laser

illumination

to

experimentally demonstrate perceptually enhanced colorimetric sensing, overcoming
the limitations faced by many contemporary colorimetric sensors. Our technique allows
our sensor to achieve ~ 7 to 30 times higher sensitivities and ~ 30 to 1000 times
lower limits of detection compared to current colorimetric sensors. (iii) It develops
a novel imprinting technique to laterally pattern arbitrary refractive index on the
porous silicon surface to realize nanoscale flat optical components. We demonstrate
and characterize imprinted flat lens arrays and show how myriads of possible
applications are to be implemented using this nanoimprinting technique. While the
material primarily used in this dissertation is porous silicon, many of the demonstrated
techniques are generalizable and can be extended towards other materials of interest to
achieve high performance patterning and sensing.
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CHAPTER 1. INTRODUCTION
Porous silicon photonics is an emerging platform offering many novel
functionalities in the fields of biosensors [1,2] , photonics [3], mirrors [4], filters [5], cell
culture [6], drug delivery [7], tissue engineering [8] and optical metasurfaces [9]. In this
dissertation, we explore various novel applications of porous silicon in optical biosensing
and the scalable fabrication of flat-optic metasurfaces. This chapter highlights the unique
advantages inherently offered by porous silicon for applicability in both biosensing and
flat-optics. We discuss different biosensor techniques, properties of porous silicon and its
use in biosensing, traditional flat optics and its limitations, and the applicability of porous
silicon to overcome many of the current limitations. In this work, we demonstrate various
configurations of porous silicon for various applications such as waveguide based
biosensing [1] that leverages the higher modal confinement inherently provided by the
porous networks, thin film based colorimetric sensing [2] that uses multicolor narrowband
laser illumination to overcome contemporary sensing techniques’ limited perceivable color
changes for small molecular attachment, and nanoimprinting of refractive index [9] that
circumvents non-scalable subwavelength patterning techniques like electron beam
lithography etc. to realize scalable, cost-effective flat optical metasurfaces [10].
1.1. Introduction to Biosensing:
1.1.1. Overview
A biosensor is a device that converts specific biological stimuli to a measurable
signal that conveys the information about the presence / concentration of the biological
stimuli. This stimulus can be anything ranging from heat, strain, liquid or gaseous toxins,
1

viral particles, DNA etc. Many current biosensor platforms are labelled, which means the
target analyte (to be detected) is labeled with a chemical compound that interacts and
amplifies the analyte’s interaction with the sensor. This means the sensing technique is
indirect as we are sensing the label, and not the analyte directly. Label free sensors can
sense the presence or concentration of the analyte directly. In our case, porous silicon acts
as a refractive index-based sensor.

Figure 1.1. A refractive index sensor scheme based on analyte attachment at input and refractive index / color
change at the output

1.1.2. Labelled vs Label-free sensors
Sensors can be classified into two major criteria: “labelled” and “label-free”.
Labelled detection requires the target to be labelled or tagged with a different chemical
compound that reacts or aids in the chemical detection process. Instead of detecting the
presence of the analyte directly, the presence of the label / tag is detected instead. This is
an indirect way of detecting the presence / concentration of the analyte.
“Label-free” detection, however, is a considerably direct approach that detects the
target without requiring any labels or tags. Labelling is complex, requires extra chemical
reactions, and is an extra step. The labels can often interfere with the reactions which makes
this process more involved. When given the choice, “label-free” is always the preferred

2

method. In this dissertation, the sensing methodology is mainly refractive index based
sensing. We detect the presence of the analyte by measuring the refractive index change in
the sensor via optical means. This is a label-free technique and is always preferred over a
labelled counterpart.
1.1.3. Specific detection
A biosensor should be able to detect the presence of the target analyte and not give
false positives. For example, biomolecular attachments other than the analyte should be
ignored by the sensing scheme completely, and only the analyte’s presence or
concentration should be detected. By use of surface chemistry, it is possible to chemically
bind only the target analyte and ignore everything else present.
Specific detection via specific binding can be achieved by binding two
biomolecules that have high affinity and exclusivity. This binding can be facilitated by a
geometric match, a specific pH, or high affinity between analyte and functionalized
surface. It is also possible that unwanted biomolecules would attach to the surface instead
of / alongside the target, and this is observed and demonstrated in this dissertation.
However, this should be minimized, and specific binding should have a much stronger
response. In this work, we apply proper surface chemistry to maximize specific binding
and minimize non-specific binding.
1.1.4. Performance metrics
It is crucial to quantify a sensor’s performance to evaluate various sensing
platform’s strengths and weaknesses. In this work, we quantify our sensor performance
against contemporary sensors found in the literature, and also against widely used industrial
sensors such as surface plasmon resonance (SPR) [11].
3

1.1.4.1 Sensitivity
Sensitivity is defined as the change in measured output characteristics as a result of
analyte attachment. The output characteristic could be directly interrogated refractive index
change, wavelength shift, or color change. For a sensor having output wavelength shift of
()

Δ𝜆 for an input stimulus of Δ𝜎, the wavelength shift sensitivity is given by (*.
1.1.4.2 Limit of detection
Limit of detection (LOD) is defined as the lowest concentration of analyte the
sensor is able to detect. This is one of the most important metrics of a biosensor
performance. The sensor is generally exposed to various concentrations of analyte and a
calibration curve is formed. The resolution of the measurement instrument (in some cases,
just noticeable color difference, or resolution of Δ𝜆 measurements) and the slope of the
calibration curve can be used to determine the LOD. At very low concentrations, the sensor
output is usually dominated by noise. It is crucial to design a sensor to achieve high signalto-noise ratio (SNR) and the measurement instrument should also have high resolution of
measurement so that it doesn’t limit the measured LOD of the sensor. LOD can be
expressed as 𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛/𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦, thus maximizing sensitivity will always drive
down the limit of detection and enhance the SNR [12].
1.1.4.3 Specificity
Specificity is being able to detect target analyte while ignoring unwanted
interaction with other biomolecules present. We utilize surface chemistry to specifically
attach the target analyte to our sensor surface. This induces a bulk refractive index change.
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This can be detected via our waveguide interferometry (Chapter 2) or a change in the thin
film color (Chapter 3).
1.1.4.4 Cost, ease of use and form factor
Additional important considerations include the cost. Lower cost is always better.
Ease of use is preferred so that the senor can be used instead of commercial benchtop
equipment. Form factor and size of the sensor system is also important because of
portability. In all our demonstrated sensor techniques, we focus on scalability, ease of use
and form factor while being low cost as a result of a silicon-based sensor platform.
1.2. Porous Silicon
1.2.1. Characteristics and Synthesis:
Porous silicon (pSi) is a nanostructured silicon material having air-filled pores of
tunable diameter ranging from 2 – 150 nm. The nanoscale porosity gives rise to many
unique effects in the optical, mechanical and electronic domain. Generally, porous silicon
is formed by electrochemically etching silicon substrates which offers direct chemical
control over the pore diameters, porosity, and the film thickness. Being a chemical process,
it offers great repeatability and reproducibility. Overall, the synthesis is inexpensive to
perform and offers many functionalities in a low-cost platform.
Porous silicon is created via electrochemical methods by directly etching into a
silicon wafer in the presence of hydrofluoric acid (HF) under current flow. Pore formation
is created as follows:
+

𝑆𝑖 + 4𝐻𝐹 + 2𝐹 + + 2ℎ, → 𝑆𝑖𝐹-& + 𝐻& + 2𝐻,
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(1.1)

Holes are required to carry on the dissolution process [13]. For p-type silicon,
which is used in this dissertation, has holes as the majority charge carriers. Pore formation
generally proceeds along a crystal direction. This process is controlled by various
parameters such as HF concentration, current density, doping level and wafer orientation.
Varying the current density is the simplest form of morphology control which can modulate
porosities along the etch path. We can modulate current densities to create multilayer

Current vs porosit

porous silicon complex structures for various optical applications.
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Pt Cathode

HF

Si
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Figure 1.2. Porous silicon etch cell and (right) fabricated porous silicon thin films

Porous silicon’s high internal surface area allows more surface attachments which
significantly shifts the effective refractive index. This property is very useful in sensing
where analytes are attached to the surface. The refractive index modulation available via
current modulation offers applications in both in plane and out of plane optics. Overall
porous silicon is a versatile material for many applications, and we build on its inherent
applicability to demonstrate high performance sensors and scalable flat optics.
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1.2.2. Porous silicon: a versatile subwavelength effective medium
Traditionally, gradient optics on the surface of a chip is realized using patterned
subwavelength effective media. Some examples are illustrated in Figure 1.3. The
subwavelength structures shown Figure 1.3 (b-e) are generally fabricated using
lithographic patterning such as Electron Beam Lithography (EBL) or Focused Ion Beam
(FIB), which are neither fast nor inexpensive. The time-consuming patterning renders these
techniques non-scalable. Further, most subwavelength structures shown here operate at the
communication wavelengths (𝜆 ~ 1550 𝑛𝑚). Subwavelength structures for visible
wavelength operation are especially challenging due to the required sub-100 nm feature
sizes Figure 1.3 (a).
(a)

(b)

λ ~ 1550 nm (FIB)

(c)

λ ~ 1550 nm (EBL)

(d)

λ = 633 nm (EBL)

(e)

λ = 633 nm(EBL)

Figure 1.3(a) Lithographic feature requirements for achieving subwavelength operation in various
wavelength regimes [14] and surface gradient index realized by subwavelength patterned materials such as
(b) optical cloaks (FIB) [15] (c) metalens [16] (d) blazed gratings [17] and (e) spiral metalens [18]

Porous nanomaterials (in our case, porous silicon) offer unique characteristics that
is leveraged in our work to produce high performance sensors and lenses. Due to the size
7

of the pores being much smaller than the operating wavelength of the system (d << 𝜆), the
porous features are subwavelength. As a result, the wavelength cannot distinctly detect the
presence of two materials. Instead, it sees a composite structure as an amalgamation of two
materials. In the case of porous silicon, the light (assuming 𝜆 = 1550 𝑛𝑚) sees an effective
refractive index which lies somewhere between the refractive index of silicon (~3.5) and
air (~1). This effective approximation is theoretically described by various effective
medium models such as the Bruggeman, Maxwell-Garnett, etc. [19]. The value of the
effective index can be calculated from the porosity of the material, which is the percentage
of void fraction of the porous nanostructure. For example, the Bruggeman effective
medium theory for porous silicon (Si and air) is given by:
./ +.011

𝑓% .

/ ,&.011

.2 +.011

+ (1 − 𝑓% ) .

2 ,&.011

=0

(1.2)

Here, 𝑓% is the volume fraction of Si with a dielectric constant of 𝜖% where (1 − 𝑓& )
is the volume fraction of the void / air with a dielectric constant of 𝜖& . This effect allows
us to use porous silicon as waveguides and thin films. The light sees a composite medium
of an effective refractive index, while the porous openings allow a significant amount of
analyte species to infiltrate the pores and cause a large refractive index shift. With proper
pore size design, it’s possible to filter out unwanted molecular infiltration while selectively
allowing analytes to bind to pore walls. This can be used as refractive index sensors which
outperform general non-porous bulk waveguide sensors [20].
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Figure 1.4. (a) Effective medium model showing an effective 𝜖 as a result of two composite 𝜖!" and 𝜖#$ (b)
Three effective medium models showing effective refractive index as a function of porosity [Adapted from
Dr. Sharon Weiss’ dissertation] (c) gradient refractive index realized by modulating porosity

The effective medium response also allows realization of gradient refractive index
in porous silicon. This is discussed in greater detail in section 1.2.5. Porosity is easily
modulated along the etch axis by modulating the current density. Some methods have been
demonstrated to vary the porosity laterally to realize effective refractive index gradients
laterally. An example is shown in Figure 1.4 (c).
Overall, porous silicon offers nanoscale subwavelength effective media in a
controlled, self-organizing chemical process instead of relying on slow lithographic
techniques. Porous silicon’s gradient index properties and its birefringence resulting from
the etch direction can be utilized to mold the flow of light. Gradient index is easily achieved
axially (𝑛(𝑧)) in the etch direction by varying the current density. This effect has been
utilized to create Bragg mirrors [4], rugate filters [5], chemical sensors [3], and photonic
crystals [21]. While it’s relatively straightforward to achieve axial refractive index
variation along the etch pathway, it’s considerably more difficult to achieve a lateral
9

refractive index variation. Some researchers also demonstrate micro-lenses fabricating
gradient refractive index pSi and utilizing its inherent birefringence [22,23]. This has been
demonstrated using shaped electrodes [24], but with this approach the etch rate at each
location is also different, leading to a non-flat surface. To achieve lateral refractive index
variation, patterned substrate doping [25] and lateral gradient rugates [26] have been
applied. To achieve lens functionalities, some literature uses its anisotropic refractive index
profile for polarization dependent focusing behavior [27]. Here, the tunable birefringence
of porous silicon and porous glass is used to achieve focusing. The fabrication process here
consists of etching silicon microcolumns to convert them to pSi, mechanically removing
them from the substrate and then dispersing them on glass for characterization. Most
porous silicon-based lens fabrication procedures are involved and not scalable. In chapter
4, we aim to solve this problem by developing a scalable process for realizing porous
silicon flat optics.
1.2.3. Waveguides in porous silicon
Multilayer porous structures can be formed on porous silicon to create multilayer
waveguides. Double layer films can lead to slab optical waveguiding where the top layer
acts as the core and the bottom layer acts as the cladding. Their refractive index and
thicknesses can be precisely controlled via current modulation. Multilayer films (2+) can
also be fabricated to form waveguide interferometers [1], photonic crystals [28], ring
resonators [29] etc. for sensing operation in the near-IR (~1550 nm) range. Most of these
sensors are label-free refractive index sensors where the refractive index change as a result
of analyte attachment causes large changes in the captured output spectrum in the form of
group index shift or resonance frequency shift.
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1.2.4. Porous silicon thin films
Variety of planar thin film structures have been demonstrated for porous silicon.
The precise control of the porosity and thickness allows single and multilayer porous
silicon thin films to be fabricated. In thin single layer films, the reflection spectrum shows
a Fabry-Perot interference fringe similar to an anti-reflection (AR) coating. This is an
interference effect from reflected light from the top and bottom interfaces of the thin film.
The interference peaks correspond to the optical path length (nL) where n is the effective
refractive index and L is the physical thickness of the film. Any refractive index change
will result in a change in the optical path length 𝑛𝐿 and cause a shift in the interference
peaks. These interference peaks also show a structural color response based on the peak
locations in the visible spectrum. Thus, any change in refractive index may also lead to
change in structural color of the thin film.
The ability to modulate the current in the etch direction can be leveraged to fabricate
devices with n(z) variations. This readily enables planar pSi optical structures such as thin
films, Bragg reflectors, Bragg structures with resonant cavities and superimposed Bragg
mirrors most of which are fabricated easily with current density variations. An example of
such structures is shown in Figure 1.5.
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Figure 1.5. Example porous silicon structures with 𝑛(𝑧) variations to realize (a) single layer thin films, (b)
double layer thin films, (c) multilayer films and (d) multilayer resonant cavity (Figure adapted from [30])

1.2.5. Color in porous silicon
A very interesting effect observed in porous silicon thin films is their colorful
nature. Porous silicon thin films, due to their lower refractive index compared to bulk Si,
generate optical interference effects as seen in Figure 1.5 and a colorful freshly etched
porous silicon thin film sample is shown in Figure 1.2. The color is a direct result of the
interference effects, which is also known as structural color. Structural color is observed in
many natural organisms that are able to change color by axially modulating the refractive
index patterns – creating a photonic crystal – like effect. Structural color is vivid and is
often involved with the reflection spectra of a material or pattern which can be modulated
by viewing angle, effective optical thickness etc. We observe colorful butterfly-wings in
nature which is structural color based resulting from the microscopic patterns on the surface
of the wings. For some butterflies, we see the color change if we view the wings at different
angles. This is because the spectra is reflected differently at different angles.
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Porous silicon’s tunable refractive index and controllable thicknesses allow
realization of many color palettes [31]. From a colorimetric sensing perspective, analytes
entering and exiting the pores can modify the refractive index and thus the color of the
film. Sensing via color change of porous silicon has been demonstrated previously by many
groups [32,33]. However, porous silicon based colorimetric sensors face the same
limitations as other colorimetric sensing techniques. The color change is not large enough
for small molecular binding to be visible. In Chapter 3, we solve this problem by
introducing our Hyperchromatic Structural Color technique where we introduce multichrome illumination to break the colorimetric sensing limitations while leveraging the
inherently high surface coverage and molecular infiltration (and Δ𝑛) provided by porous
silicon thin films.
1.2.6. Sensor performance under temperature and humidity fluctuation
All Biosensor design, development and characterization presented in this
dissertation has been done in a controlled environment having room temperature of 22 °𝐶.
Porous silicon sensors will generally allow similar performance in the field where
temperature and humidity fluctuations are prevalent due to the surface terminated with a
native oxide. Thus, temperature and humidity variation would not cause further oxidation
and refractive index change when exposed to outside weather. However, the chemical
reactions necessary for surface functionalization and chemical activation will require more
time in lower temperatures and less time in higher temperatures. Especially when it comes
to highly sensitive experiments such as DNA hybridization, this can cause an issue.
However, for experiments performed in this dissertation, we expect no significant impacts
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arising from temperature and humidity variations caused by operating outside a controlled
environment other than a change in incubation time for the analytes.

14

CHAPTER 2. A DISPERSION ENHANCED INTERFEROMETRIC BIOSENSOR

2.1. Introduction:
Guided wave optics has supported various sensing assays such as surface plasmon
resonance, nanophotonic waveguides, photonic crystals, and ring resonators to name a few.
The Covid-19 pandemic has shown us the importance of fast, low-cost biosensors cannot
be ignored. Research strides are being made in the field of integrated biosensor platforms
allowing us to realize low-cost, fast, integrated sensors that are small and integrable on a
chip. A few of these recent advancements are shown in Figure 2.1. Some of these sensors,
especially SOI, can boast scalable production by leveraging the established silicon
fabrication industry while maintain high yield and low cost. However, these sensors suffer
fundamental limitations in terms of performance. The very low modal confinement limits
these sensors from achieving a very low LOD. In this chapter, and in our previous work,
we attempt to overcome these issues in the porous silicon platform which achieves
enhanced performance while retaining the silicon fabrication process benefits.
To allow label-free biosensing, refractive index sensors offer the most flexibility as
a wide range of bioanalytes can be sensed with proper surface chemistry [11]. This allows
enhanced capabilities of expanding this sensing technique to various analytes not limiting
their capability to analytes that have well-known Raman scattering or specific absorption
peaks.
Surface adlayer refractive index sensors respond to local changes in refractive index
caused by surface attachments by the analyte. These surface adlayer based sensors are hard
to design as they require maximizing the mode overlap with the surface of the sensing
15

region. Maximizing sensitivity by pushing the mode to operate near the outer surface while
retaining high repeatability is a challenging task. Traditional silicon-on-insulator (SOI)
waveguide biosensors only offer a low modal overlap with the analyte which is
approximately ~ 1.5% [12]. This can be enhanced by using a porous structure such as
porous silicon where generic porous silicon strip waveguides offer a modal overlap of ~
55% due to molecular infiltration in the pores and its inherently high surface area
(>100 m2 cm-3). Porous silicon also offers fast fabrication, self-organized porosity control
allowing us to realize high performance multilayer waveguides with ease.
(a)

Viral Disease Sensing

(c)

Multiplexed sensing

(e)

(b)

Lab Chip, 2010,10, 281-290

Plasmonic sensing

Optics & Laser T
Volume 109, Jan

Tumor biomarker sensing

(d)

Integrated SOI

Protein sensing

Figure 2.1. Contemporary biosensor technologies showing integrated, small form-factor, and multiplexed
sensing of various biomarkers. Adapted from [34–38]

Sensors 2019, 19(18)

Optics
Express
Vol. 21, Issue 26, pp.
32306-32312
(2013)index sensor:
2.2. The
unity
confinement
pSi
refractive

Optics Express Vol. 21, Issue 5, pp. 5867 (2013)

2.2.1. Background
We have previously demonstrated a porous silicon based multi-layer waveguide
sensor that is able to achieve ~ 99% of modal confinement in the sensing region [1]. These
multilayer waveguides can sense ~99% of the bulk refractive index shift in the material
16
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caused by surface attachments. These are shown in both 2-layer (air top cladding) and 3layer configurations. The 2-layer sensor effectively has near-unity modal confinement in
the sensing region and measures the full bulk refractive index shift as a group index shift.
The 3-layer sensor, however, measures the group index shift to be higher than the bulk
refractive index shift. We investigate this and find this to be caused by waveguide
dispersion shifts due to the differential refractive index changes in the core and the cladding
when analytes are attached.

(a)

(b)

1μm

f ~ 99.5%

Cross-section SEM image

Figure 2.2 (a) Previously demonstrated 3-layer unity confinement sensor and (b) cross section SEM
image [1]

Traditionally, in porous silicon refractive index sensors, the sensitivity and limit of
detection is limited by bulk effective medium theory and resolution of interferometers.
Here, we have a sensor that is able to overcome this limit imposed by bulk effective
medium theory to show high figure of merit refractive index sensing and a very low limit
of detection. This can be achieved by taking advantage of the waveguide dispersion
inherently present in multilayer waveguides.

17

2.2.2. Dispersion-based enhancement of group index
We enhance the group index shift based sensing in 2 ways: (1) introduce waveguide
dispersion effect which is modified by tailoring the effective medium profile in the
waveguide cross section and (2) realizing long path length interferometers for high
resolution sensing.
Using porous silicon based Fabry Perot interferometers we can measure the
refractive index change in the cavity by measuring the effective optical thickness (EOT)
which is given by 2nL. Here n is the refractive index and L is the physical length of the
cavity. By capturing and analyzing the transmission / reflection spectra of the cavity and
extracting the Fourier transform, we could obtain information about the EOT. This
technique is called reflective interferometric Fourier transform spectroscopy and is used in
many interferometric sensors to extract the optical path length 2𝑛𝐿 [39]. However,
although in this case of EOT = 2nL we assume n to be the refractive index, a correct
derivation would show that it is in fact the group index 𝑛/ . This means that, measured
EOT = 2𝑛/ 𝐿. Here, 𝑛/ is the group index given by:
𝜕𝑛011
𝑛/ = 𝑛011 − 𝜆 L
N
𝜕𝜆

(2.1)

In this case, the Δ𝑛 we measure is actually Δ𝑛/ . To calculate the group index sensitivity to
adlayer thicknesses, we could write for an adlayer thickness change of Δ𝜎:
𝜕𝑛/
𝜕𝑛011
𝜕 𝜕𝑛011
=
−
L
N𝜆
𝜕𝜎
𝜕𝜎
𝜕𝜎 𝜕𝜆
Thus, the assumption Δng = Δneff is only valid when dispersion

(2.2)

23011
2)

is constant

throughout the experiment. From the above expression, we find that the group index
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sensitivity can be enhanced if the dispersion term

2
2*

O

23011
2)

P is non-zero and negative.

Thus, we define the effective index sensitivity and the group index sensitivity differently.
If for an input stimulus (surface adlayer thickness or molecular concentration change 𝛿𝜎),
53

let’s assume the refractive index change is 𝛿𝑛. The 5* is a property of the effective medium
and not the waveguide design. Thus, we redefine the sensitivities as 𝑆& =
𝑆' =

533
53

53011
53

and

where 𝛿𝑛 is the refractive index change of the medium.

We demonstrate this both theoretically and experimentally. Figure 2.3 shows the
comparison between thin film Fabry Perot interferometers, strip waveguides, and our 3layer dispersion enhanced waveguides. The thin films have 100% confinement and
measure the full refractive index shift. However, due to the reduced path length, we see a
low Q factor group index peak. The long strip waveguide sensors show narrower peaks,
but a lower confinement, thus smaller measured Δ𝑛/ compared to actual Δ𝑛. In

19

comparison, the dispersion engineered waveguide shows Δ𝑛/ > Δ𝑛 and a narrower high Q
factor peak.

Figure 2.3. Showing various configurations of an interferometric sensor (a) thin film, (b) strip waveguide and
(c) multilayer dispersive waveguide-based sensing

To explore this dispersion enhancement effect, multilayer porous silicon
waveguides are simulated in Lumerical MODE solutions sweeping the top cladding
thickness relative to the total thickness. We run various cladding layers having different
pore diameters (45, 65 and 90 nm). Pore diameter for the core is kept the same for all
(15 nm). The results of this simulation for a monolayer (0.8 nm) 3-APTES attachment are
shown on Figure 2.4 (a). It is evident that when the cladding layer thickness surpasses a
certain fraction of the total thickness, the waveguide dispersion is also shifted when surface
attachments take place. This group index shift is higher than the actual refractive index
shift, and surpasses the sensitivity predicted by bulk effective medium theory.
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Experimentally, we have verified the enhanced group index shift due to the
differential index shift in the core and the cladding by fabricating 2-layer (fraction = 0) and
3-layer (fraction = 0.3) waveguides with cores and cladding having different porosities.
The definition of fraction in multilayer waveguides is shown in Figure 2.4 (b). The results
are highlighted in Figure 2.4. This confirms that higher group index shifts exceeding the
actual refractive index shifts are indeed possible where Δ𝑛/ > Δ𝑛011 .

Figure 2.4. (a) Showing measured Δ𝑛%&& and Δ𝑛' due to monolayer APTES attachment causing a refractive
index change of Δ𝑛. Legend colors correspond to pore diameter (b) Cross section of the 3-layet waveguide
(c) Comparison of Δ𝑛' in air cladded and porous silicon cladded waveguides.

2.3. Theoretical framework for enhanced group index sensors
We notice that our multilayer waveguide biosensors outperform what we thought
theoretically possible. If the bulk refractive index shift is Δ𝑛, we find that it’s possible that
the group index shift exceeds that. From our simulations we find that when the difference
between Δ𝑛6780 and Δ𝑛69:;;<3/ is high, the dispersion-based enhancement is the highest.
Following this, it’s understandable that the difference would be highest when
Δ𝑛69:;;<3/ ≈ 0 unless somehow, we could tune the cladding refractive index to shift
backwards / reduce. The refractive index reduction is a topic to be explored later.
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If the bulk effective refractive index is 𝑛, we can define the group index change
per unit bulk effective refractive index change as:
𝜕𝑛/ 𝜕𝑛011
𝜕 𝜕𝑛011
=
−
L
N𝜆
𝜕𝑛
𝜕𝑛
𝜕𝑛 𝜕𝜆

(2.3)

𝜕𝑛/ 𝜕𝑛011
𝜕 𝜕𝑛011
=
−
L
N𝜆
𝜕𝑛
𝜕𝑛
𝜕𝜆 𝜕𝑛

(2.4)

Or,

Here, 𝑆& =

23011
23

is the definition of the confinement factor Γ. So, we can write,
𝑆' ≡

𝜕𝑛/
𝜕Γ
=Γ−𝜆
𝜕𝑛
𝜕𝜆

(2.5)

The total confinement factor Γ is defined as:
𝜕𝑛011
𝑛/ ∬= 𝜀|𝐸|& 𝑑𝑥𝑑𝑦 𝑛/
𝑆& =
=Γ=
= 𝛾
𝜕𝑛
𝑛 ∬> 𝜀|𝐸|& 𝑑𝑥𝑑𝑦
𝑛

(2.6)

Here,
∬= 𝜀|𝐸|& 𝑑𝑥𝑑𝑦
𝛾=
∬> 𝜀|𝐸|& 𝑑𝑥𝑑𝑦

(2.7)

is the transverse confinement factor in the x-y direction. To maximize group index
sensitivity 𝑆' , we want the term 𝜆

2?2
2)

2@

= 𝜆 2) to be negative and large. Based on this,

equation 2.6 can be rewritten as a function of wavelength:
Γ(λ) =

𝑛/ (𝜆)
γ(λ)
𝑛

(2.8)

We evaluate the wavelength derivative of this term:
𝜕Γ 𝜕𝑛/ (𝜆) γ 𝑛/ 𝜕γ(λ)
=
+
𝜕𝜆
𝜕𝜆 𝑛 𝑛 𝜕𝜆
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(2.9)

The first term here is related to the waveguide dispersion parameter,
𝐷) =

1 𝜕𝑛/ (𝜆)
𝑐 𝜕𝜆

(2.10)

So, we write:
𝑛/ 𝜕γ(λ)
𝜕Γ
𝑐𝐷)
=
γ+
𝜕𝜆
𝑛
𝑛 𝜕𝜆

(2.11)

2@

Eq. 2.5 indicates that we want 2) to be large and negative in order to achieve a large
group index sensitivity. As shown in Eq. 2.11, we have two terms that can allow that. First,
we may prefer a large normal (negative) dispersion where 𝐷) < 0. One way to achieve this
is by dispersion engineering a photonic crystal and operating near the slow light band edge.
For this term to dominate, enhanced confinement factor is required. However, the
bandwidth of such structure will be limited due to operation near a band edge. Slow light
effects will also amplify loss [40].
2@

Second, 2) can be large and negative when

2A(C)
2)

is large and negative. This term,

which describes the wavelength dependence of the transverse confinement factor, can be
engineered by tuning the waveguide geometry. To maximize

2A(C)
2)

requires operating in a

regime where the transverse confinement 𝛾 is not unity but is much lower than unity and
changes significantly with wavelength. This requires operating in a regime where a large
fraction of the guided mode becomes evanescent. We summarize our findings regarding 𝑆'
according to:
𝜕𝑛/
𝜕Γ
=Γ−λ
𝜕𝑛
𝜕𝜆

(2.12)

𝜕𝑛/
𝑛/ 𝜕γ(λ)
𝑐𝐷)
= Γ − λL
γ+
N
𝜕𝑛
𝑛
𝑛 𝜕𝜆

(2.13)

𝑆' ≡
𝑆' ≡
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In this chapter, we explore tailoring

2A(C)
2)

to achieve designs that show maximal

group index shifts for a monolayer biomolecule surface adlayer SOI and porous silicon
strip waveguides and observe their performance as enhanced group index interferometric
sensors.
2.4. Dispersion enhanced sensing in waveguides
2.4.1. Dispersion enhanced sensing in SOI strip waveguides
We study the effect of surface adlayer attachment on SOI strip waveguides where
the surface adlayer attach on the outer sidewalls of the waveguide instead of infiltrating the
pores (in the case of previously studied porous waveguides). The height is kept at a standard
220 nm, and the width is varied from 280 nm to 800 nm. To characterize device
performance, we record the effective index changes, group index changes and the changes
in confinement factor in the sensing region for a small biomolecule monolayer
(𝑙𝑎𝑦𝑒𝑟 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 0.8 𝑛𝑚, 𝑛 = 1.433 𝑅𝐼𝑈). An example monolayer matching these
characteristics is 3-Aminopropyltriethoxysilane (3-APTES).
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Figure 2.5 Effective index 𝑛%&& as a function of waveguide width for a monolayer biomolecular attachment
for (a) TE and (b) TM waveguides. Group index 𝑛' vs waveguide width for (c) TE and (d) TM waveguides

Figure 2.5 shows the effective index and the group index before and after the
biomolecular attachment for both TE and TM modes. The TM mode shows a consistent
shift across the width modulation. The TE achieves moderate effective index shift across
the width but shows a large group index shift near width ~ 280 nm. We further notice that
in the vicinity of w = 350 the group index converges to 0 and then becomes negative. This
phenomenon warrants further investigations; however, this is beyond the scope of this work
as we aim to operate in a regime where group index shift is positive and maximal.
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Figure 2.6. (a) Δ𝑛' and (b) Δ𝛾 vs SOI strip waveguide width for TE mode and TM mode for a monolayer
biomolecular attachment.

Figure 2.6 shows simulated TE and TM mode group index shifts and corresponding
confinement factor (gamma) shifts as a function of waveguide width. We note that the
confinement factor gamma here is the fraction of the transverse electric field in the sensing
region in attached biomolecular monolayer. These models are simulated in Lumerical FDE.
In the TE case, we observe that there is a strong group index shift visible in the
𝑤 ~ 0.28 𝜇𝑚 region where the modal confinement in the biomolecular layer is very high.
As the confinement comes down, the group index shift also comes down. At dimensions
near ~ 0.28 𝜇𝑚, we expect the mode to have significant evanescent propagation. For the
TM case, the largest group index shifts take place near 𝑤 ~ 341 𝜇𝑚 where the confinement
factor in 3-APTES is also starting to reach its higher values. Compared to the TE case, the
group index shift is much lower.
We previously stated that in order to achieve dispersion enhanced effects,

2A(C)
2)

needs to be negative and large. We verify this by observing the transverse confinement
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factor (𝛾) as a function of wavelength (𝜆) for the 𝑤 ~ 0.28 𝜇𝑚 case (large Δ𝑛/ ) and for
𝑤 ~ 0.33 case (low Δ𝑛/ ) for the TE and TM case. For 𝑤 ~ 0.28 𝜇𝑚 the confinement
rapidly goes down as wavelength goes up. This effect is illustrated in Figure 2.7.
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Figure 2.7. 𝛾 as a function of wavelength for (a) TE and (b) TM modes. The design width having the highest
Δ𝑛' yields the highest 𝛾 dependence on 𝜆

2.4.2. Dispersion enhancement in porous silicon strip waveguides
We validate this in porous silicon strip waveguides by probing where the group
index shift due refractive index changes in the core are enhanced. To achieve maximal
differential index shift in the core and the cladding, we simulate porous silicon strip
waveguides with only air cladding varying the height and the width and measure the Δ𝑛/
and Δγ due to a change of refractive index shift Δ𝑛 = 0.01 RIU in the core. In this case,
the strip waveguide core has an initial refractive index of 2.5 and the bottom cladding layer
has a refractive index of 1.5. The strip waveguide has a height of ℎ = 0.3 𝜇𝑚 and is
surrounded by air cladding on three sides. Simulation reveals that it’s possible to achieve
almost 6x as higher Δ𝑛/ as Δ𝑛6780 and at those waveguide dimensions, the confinement
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factor shifts Δγ also is high. We validate the wavelength dependence of the transverse
confinement 𝛾 and find that the design showing the highest Δ𝑛/ (w = 0. 45𝜇𝑚) is has the
(E

highest () as predicted by our theory.
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Figure 2.8. (a) Δ𝑛' and (b) Δγ as a function of width (height = 0.3 𝜇𝑚) in a porous silicon strip waveguide
for core refractive index shift of Δ𝑛 = 0.01 𝑅𝐼𝑈. (c) Dependence of γ on wavelength for dispersion enhanced
design (w = 450) and non-enhanced generic waveguide design (w = 800 nm)

2.4.3. Nanoimprinted dispersion engineered waveguide sensors:
We have recently proposed fabricating porous silicon strip waveguides via
“nanoimprinting of refractive index” (NIRI) which is an imprinting technique developed
and discussed in Chapter 4 of this dissertation. Here, a reusable binary waveguide stamp
can be created using lithographic techniques and subsequently used to imprint high index
buried waveguides. After the imprint process, the substrate can be put back into a porous
silicon etch cell, and a low index cladding layer can be formed beneath the imprinted
waveguide. The cladding layer can be etched after imprint. The concept is shown in Figure
2.9 (a).
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Figure 2.9. (a) Concept of the imprinted waveguides realized by NIRI (b) Δ𝑛' for different waveguide
dimensions with a Δ𝑛($)% = 1 𝑅𝐼𝑈 and (c) corresponding Δ𝛾

In this dissertation, we theoretically model the imprinted waveguide’s dispersion
enhancement possibilities and if dispersion engineered group index enhanced sensing is
possible. For an imprinted 𝑛6780 =2.1 and 𝑛69:;;<3/ = 1.3, and an operating wavelength of
1310 nm, we find that for a Δ𝑛6780 = 0.01 𝑅𝐼𝑈 the measured Δ𝑛/ is ≈ 0.02. In essence,
at a waveguide dimension vicinity, the Δ𝑛/ and the Δ𝛾 is enhanced and the group index
response is twice as much as the actual refractive index change. We wavelength
dependence of 𝛾 is much higher at the enhanced Δ𝑛/ regions compared to the rest of the
design space which is not shown here for brevity. The comparatively lower Δ𝑛/ sensitivity
of these waveguides are due to them being surrounded by pSi cladding on 3 sides. The
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experimental implementation of these NIRI enabled dispersion enhanced waveguides is
currently being pursued in collaboration with Anna Hardison.
2.5. Summary
We explored the concept of dispersion engineered interferometer sensor
waveguides where input stimuli can modify the waveguide dispersion and give rise to
enhanced effects. Previously we demonstrated unity confinement waveguide sensors that
can sense 100% of the refractive index changes in the waveguide core due to surface
analyte attachment. These waveguides showed 1-2 orders of magnitude higher sensitivity
compared to traditional SOI sensors but worked in a regime where Δ𝑛011 ≈ Δ𝑛/ . In this
chapter, we showed how this enhancement can be further increased by demonstrating
~5 - 6x higher group index shifts compared to the actual refractive index shift in the core.
This allows a new degree of freedom in realizing high performance integrated waveguide
sensors and warrants more exploration for a high-performance experimental design.
Reducing confinement factor may seem counterintuitive at first, but unlike effective index
sensors, these group index sensors utilize broadband spectral information to enhance
performance.
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CHAPTER 3. HYPERCHROMATIC STRUCTURAL COLOR FOR PERCEPTUALLY
ENHANCED COLORIMETRIC SENSING BY THE NAKED EYE

3.1. Introduction
The human color vision system is a sophisticated means for spatiotemporal sensing of
illuminated objects. The emergence and recent development of low-cost CMOS cameras
also offer the flexibility to sense luminance and chromaticity both spatially and temporally
in a sensor configuration. To this end, a wide array of sensors that are readable by human
vision or a smartphone camera have been realized to sense a variety of stimuli such as
strain [41] , humidity [42], pH [43], heat [44], and presence or concentration of specific
biomarkers such as proteins [45], biochemicals [46], toxins [47], cancer [48] etc. These
sensor assays perform sensing by transducing the input stimuli to output color variations.
This technology can deliver qualitative and quantitative sensing data without a need for
expensive laboratory benchtop equipment leveraging the abundance of human color vision
and smartphone cameras.
Traditional colorimetric sensors struggle to produce a meaningful color response
when subject to small input stimuli (low concentration of biochemicals, small
environmental change etc.). To achieve a large color change, many colorimetric sensors
depend on significant physical or chemical changes such as film swelling [49], surface
dewetting [50], chemical reactions [51], etc. However, these reactions are very specific and
are able to sense only a niche set of analytes and are not generalizable to sense a large span
of input materials. Further, while some highly responsive materials are able to impart a
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large spectral shift, often this large spectral shift does not lead to a significant color
response. Thus, many leading biosensors do not utilize colorimetric sensing, and rather
utilize other optical techniques such as waveguide-based biosensing or surface plasmon
resonance (SPR). Some example structural color
based sensors schemes
are shown in
Adv. Mater. 2018, 30, 1800468
ACS Nano, 6(2), 1427 (2012)
Current Opinion in Solid State & Materials Science 23
(2019) 13–27

Adv. Optical Mater. 2013, 1, 68–76

PNAS, 2011, 108 (29) 11784-11789
Figure
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Figure 3.1. Some examples of recent structural color sensor schemes (adapted from [33,45,50,52–54])

Recently structural coloration has gained significant attention due to its ability to
provide optical effects coming from optical interference and / or resonance with structured
optical media [55] such as photonic crystals, plasmonic, dielectrics, and metasurfaces.
Most structural color-based sensors rely on a broadband color source illuminating a highly
responsive material exploiting the significant effects.
In this work, we theoretically and experimentally demonstrate a solution that can
achieve a large perceptible color change using a structural colorimetric sensor. Here, we
investigate the effects of both the spectral design of the optical filter and the choice of
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illuminant and show how optimizing both can lead to an order of magnitude higher sensor
performance and perceptual color change [2].
3.2. Theoretical Framework
3.2.1. Design consideration for the illuminant
First, we illustrate structural color sensing techniques where an input stimulus ΔS
shifts the spectrum of the structural color filter by an amount of Δλ. Here, the ΔS could be
any physical, chemical, or mechanical stimuli that shifts the spectrum by Δλ. For label free
biosensing, ΔS could be a specific analyte concentration that shifts the spectrum by Δλ.
This Δλ shift results in a color change of the optical filter which depends on both the
illuminant and the characteristic of the optical filter itself. A colorimetric response arises
when an input sensor stimulus, Δ𝑆, perturbs the spectrum or intensity of light reaching the
receiving photoreceptors. Such a task can be realized using structural color sensors, which
filter the power spectral density 𝑃(𝜆) of a stable illuminant. Perturbations in the structural
color filter function 𝑅(𝜆) can be described in relation to the sensor stimuli according to:
Δ𝑅(𝜆) = Δ𝑆

2F())
2?

. Therefore, colorimetric variations in CIE tristimulus values (X, Y, Z)

can be related to variations in sensor stimuli according to:
,>
Δ𝑋
𝜕𝑅(𝜆)
= 𝑘 o 𝑃(𝜆) L
N 𝑥̅ (𝜆)𝑑𝜆
Δ𝑆
𝜕𝑆
$

(3.1)

,>
Δ𝑌
𝜕𝑅(𝜆)
= 𝑘 o 𝑃(𝜆) L
N 𝑦r(𝜆)𝑑𝜆
Δ𝑆
𝜕𝑆
$

(3.2)

,>
Δ𝑍
𝜕𝑅(𝜆)
= 𝑘 o 𝑃(𝜆) L
N 𝑧̅(𝜆)𝑑𝜆
Δ𝑆
𝜕𝑆
$

(3.3)
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where 𝑘 is a constant defined such that the luminance, 𝑌, equals 100 for an appropriate
white reference; and 𝑥̅ (𝜆), 𝑦r(𝜆), and 𝑧̅(𝜆) are color matching functions (Figure 3.2 (d))
which describe the unique spectral characteristics of each primary photoreceptor [56–58].
Note that the two dimensional chromaticity values (x,y) in CIE xyY color space are
determined directly from (X,Y,Z) according to x = X/(X+Y+Z) and y = Y/(X+Y+Z). A generic
measure of colorimetric sensitivity could be defined as the Euclidean color distance Δ𝐸
derived per unit variation in input stimulus:
Δ𝐸
Δ𝑋 &
Δ𝑌 &
Δ𝑍 &
t
= u v +u v +u v
Δ𝑆
Δ𝑆
Δ𝑆
Δ𝑆

(3.4)

while the perceptual color change Δ𝐸$$ is derived per the CIE 2000 standardized color
differencing equation which accounts for perceptual non-uniformity in the underlying CIE
colorspace [59]. To preserve generality, the variations in input stimulus Δ𝑆 can be
considered any physical, chemical, mechanical, or other attribute which perturbs the
structural color filter according to the function

2F())
2?

(e.g., temperature, chemical

concentration, refractive index, etc.). In Fig. 1, we illustrate sensing schemes where the
input stimulus Δ𝑆 results in spectrally shifting an optical filter by some amount Δ𝜆 (relative
to 𝜆$ ).
As illustrated in Fig. 3.2 (a), a chromatic type of sensor may be realized, for
example, by illuminating a Lorentzian filter with a broadband or ‘standard illuminant’
(‘SI’). Here, the color changes in response to the filter’s changing resonance wavelength,
achieving a spectral colorimetric sensitivity 𝜕𝐸$$ /𝜕𝜆 ~ 1 nm-1 which is bounded to
< 5 nm- 1 even for an infinite Q-factor structural color filter in the blue spectral region. The
reason that d𝐸$$ /d𝜆 cannot be made arbitrarily high in this case, can be seen from Eqns.
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(3.1-3.3) and (3.4). When illuminated with a broadband light source, the function 𝑃(𝜆) is
smooth and the Eq. (3.1-3.3) integrals are always integrable and finite even if the function
2F())
2?

contains spikes or delta functions, which may be derived for example from arbitrarily

high Q-factor spectral features. This implies that the colorimetric sensitivities

(G
(?

or

𝜕𝐸$$ /𝜕𝜆 are bounded when 𝑃(𝜆) is smooth. To illustrate chromatic sensor operation, the
chromatic response arising from a Δ𝜆 = 0 to 10 nm wavelength shift for two example ‘SI’
illuminated Lorentzian filters (Q = 5 and 500) operating at 𝜆$ = 575 nm is simulated in
Figure 3.2 (e). In these example chromatic sensors, only a small color change from yellow
toward orange is achieved. Given that naked eye perception has a color difference limit of
detection (LOD) described by the just noticeable difference, 𝐽𝑁𝐷 ≡ Δ𝐸$$ ≈ 2.3 [60],
human vision is unable to detect spectral resonance shifts below ~1-2 nm from traditional
chromatic sensors. This renders many colorimetric sensing tasks currently very challenging
2)

or impossible to achieve without employing specialized techniques to amplify 2? such that
in practice Δ𝜆 ≫ 1 nm.

35

Figure 3.2. Overview of colorimetric sensing schemes wherein a wavelength shifting structural color filter
induces a perceived change in color with sensitivity 𝜕𝐸** /𝜕𝜆: (a) ‘chromatic’ sensing with a white light
standard illuminant (SI), illustrated for Lorentzian filters with varying Q-factors; (b) ‘luminance’ sensing
with a narrowband light source, illustrated with a single (N = 1) monochromatic laser; (c) ‘hyperchromatic’
sensing (introduced in this work) with a multi-color laser (e.g. N = 3, RGB) combined with an optical filter
(e.g. Fabry-Perot interferometer), local maxima in the function 𝜕𝐸** /𝜕𝜆 correspond to perceptual
enhancement points (PEPs). (d) Spectral shape of the color matching functions associated with color
perception and Eq. (1). (e) Simulated chromaticity trajectory in response to 𝛥𝜆 = 0 to 10 nm for example SI
illuminated chromatic sensors (Q = 5 & 500) and hyperchromatic sensors realized from thin-film Fabry-Perot
interferometers with thickness 𝐷 = 𝐷* K𝑚 ± ,L, where m = 1 and a = 1 for PEP1, m = 4 and a = 3.25 for
PEP2; and 𝛥𝜆 = 0 to 1.0 nm where m = 32 and a = 24.25 for ‘*’.

We find that this limitation can be broken by using a linear combination of N
monochromatic lasers as the illuminant, where the function 𝑃(𝜆) may be described as a
discrete

sum

of

Dirac

delta

functions

placed

at

each

laser

wavelength: 𝑃(𝜆) = ∑I
HJ% 𝑐H 𝛿|𝜆 − 𝜆H }. In this situation, Eq. (3.1-3.3) simplifies to a
discrete sum which cannot be guaranteed to be finite and integrable:
I

𝜕𝑅|𝜆H }
Δ𝑋
= 𝑘 ~ 𝑐H L
N 𝑥̅ |𝜆H }
Δ𝑆
𝜕𝑆
HJ%
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(3.5)

I

𝜕𝑅|𝜆H }
ΔY
= 𝑘 ~ 𝑐H L
N 𝑦r|𝜆H }
Δ𝑆
𝜕𝑆

(3.6)

HJ%
I

𝜕𝑅|𝜆H }
ΔZ
= 𝑘 ~ 𝑐H L
N 𝑧̅|𝜆H }
Δ𝑆
𝜕𝑆

(3.7)

HJ%

Given that the

2FK)4 L
2?

terms may be arbitrarily high, the colorimetric sensitivity

(G
(?

is now theoretically unbounded. If N = 1, then the sensor operates strictly based on
luminance variations as in Figure 1(b), while for N > 1 a hyperchromatic structural color
(HSC) response can be achieved with the appropriate design as in Figure 3.2(c).
Narrowband illumination of structural color sensors, as shown in Figure 3.2 (b),
has previously been demonstrated as a means for achieving high sensitivities and reducing
the LOD by providing amplified luminance, Y, variations in response to small spectral
perturbations [45]. When viewed from CIE xyY color space however, monochromatic
(N = 1) sensors are restricted to one-dimensional color changes along the luminance
coordinate Y, where variations in chromaticity are strictly zero: Δ𝑥 ≈ Δ𝑦 ≈ 0. This
restricts the form and magnitude of the Euclidean color distance in 3D color space, i.e.,
Δ𝐸MNO = •Δ𝑥 & + Δ𝑦 & + Δ𝑌 & , and more importantly, restricts the perceived color
difference Δ𝐸$$ . Hence, while luminance-based sensors offer access to theoretically
unbounded increases in sensitivity 𝜕𝐸$$ /𝜕𝜆, e.g., shown mathematically via the scale factor
𝑎 shown in Figure 3.2 (b), they fundamentally fail to exploit the eye’s highly evolved
ability to easily discriminate chromatic colors owing to the differential spectral properties
of the eye’s individual photoreceptors. Similarly, when sensing is performed with a color
camera, a narrowband illuminant sensor fails to leverage the unique spectral characteristics
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of CMOS sub-pixels. To leverage the advanced detection capabilities offered by human
color perception, and the multiplexed sensors inherently embedded in CMOS color
cameras, it is desirable to leverage the chromatic degrees of freedom and derive a highly
chromatic response from small spectral perturbations. However, such a task inherently
cannot be achieved with either broadband or monochromatic (N = 1) optical illumination.
In this study, we employ an illuminant comprised of 𝑁 = 3 lasers with blue, green,
and red wavelengths 𝜆P = 450 𝑛𝑚, 𝜆/ = 524 𝑛𝑚, and 𝜆8 = 635 𝑛𝑚 respectively. The
sensing object (or optical filter) in the HSC scheme should be designed such that the
spectral perturbation Δ𝑅(𝜆) arising from the sensor stimuli is both large in magnitude and
non-uniform across the three laser wavelengths Δ𝑅(𝜆P ) ≠ Δ𝑅|𝜆/ } ≠ Δ𝑅(𝜆8 ). In principle
these requirements can be achieved with a wide variety of optical filter sensor designs to
yield a wide variety of structurally engineered chromatic responses. In this work, we
choose a reflective optical filter based on a thin-film Fabry-Perot interferometer on a silicon
substrate
𝐷=

with
Q6

33 RS 67TU5

a

film

thickness

chosen

to

be

near

a

“magic”

thickness

%

O𝑚 ± 'P where ng is the group index, 𝜙< is the angle of incidence, c is the

speed of light, Δ𝜔 is the nominal frequency spacing between adjacent laser frequencies,
and m is an integer. This configuration establishes an approximately three-phase variation
in reflected RGB laser light intensity in response to filter wavelength variations and avoids
the “anti-magic” thicknesses 𝑚𝐷$ = 𝑚 3

Q6
3 (S 67TU5

erein the RGB intensity variations are in

phase and an achromatic sensor response would occur. With our approach, certain color
transitions may exhibit only moderate colorimetric sensitivities, e.g., the green to greenish
blue ‘*’ transition depicted in Figure 3.2 (c,e). However, color transitions involving strong
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differential weighting from multiple primary photoreceptors can yield higher perceived
color contrast and be utilized to perceptually enhance the colorimetric sensitivity 𝜕𝐸$$ /𝜕𝜆.
We define a ‘perceptual enhancement point’ (PEP) as an operating point where
there is a significant local maximum in the function 𝜕𝐸$$ /𝜕𝜆. Hence, in HSC sensing there
are multiple potential pathways for enhancing 𝜕𝐸$$ /𝜕𝜆: increasing the Q-factor and finesse
of the optical filter utilized in the sensor, and/or implementing a structure which exhibits
and passes through a PEP. For example, Figure 3.2 (c,e) ‘PEP1’ reveals that a significant
enhancement to 𝜕𝐸$$ /𝜕𝜆 can be achieved at the mid-point between a structurally enabled
green to magenta color transition. This transition is easier to discriminate by human vision
than a color transition between dark and light red, and hence the hyperchromatic sensitivity
𝜕𝐸$$ /𝜕𝜆 exhibited near PEP1 is found to exceed the luminance sensitivity 𝜕𝐸$$ /𝜕𝜆
simulated in Figure 3.2 (b), despite both structures utilizing the same optical filter (with
exactly same finesse and quality factor).
We decompose this colorimetric sensitivity into two partial sensitivities where one
represents the sensitivity of the filter, and the other represents the color change per
wavelength shift. They are given by:
δE$$ δE$$ δλ
=
= S% S&
δS
δλ δS

(3.8)

Here, ΔE$$ is the perceived color difference standardized by the international commission
of illumination (CIE) 2000 accounting for the perceptual nonuniformity in the traditional
CIE color space. We previously show the limitation of broadband illumination on 𝑆% . To
overcome this, some sensors employ monochromatic illumination and sense only the
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luminance shift. This has prospects to achieve unbounded sensitivity but limits itself by
not using the chromaticity color space, but only the luminance.
To overcome both limitations we employ a multichromatic laser illuminant which
we refer to as “hyperchromatic structural color” or HSC. This offers an enhanced response
at the chromaticity space, allows theoretically unbound sensitivity, and enables design of
a wide range of color trajectories. This allows us to achieve theoretically unbounded
sensitivity with S% =

VW
VC

. In this work, we employ tri-color lasers with wavelengths of

λX = 450 nm, λY = 524 nm and λZ = 635 nm.
As mentioned previously, the S& also requires optimizing. To achieve this, we
choose porous silicon thin films as structural color filters. Porous silicon is a widely used
material for sensing applications because of its large internal surface area and tunable
porosity. It provides large changes in refractive index in response to an input stimulus,
making it a perfect candidate to achieve the highest S& for our study. This is how we
amplify both S% and S& to achieve a large color response.
3.2.2. Design of the structural color filter:
We choose a porous silicon thin film as the structural color filter. The key
parameters that control the colorimetric response of a color filter is the effective optical
thickness (EOT) of the thin film, and free spectral range (FSR) and the extinction ratio
(ER) of the spectra which are also functions of the EOT. Controlling the physical film
thickness readily allows us to control the EOT (≈ 𝑛𝐿) and the FSR. Thus, we focus on
finding the optimal thickness that maximizes the colorimetric response. This is possible to
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simulate both analytically and numerically. We first explore the theoretical best- and worstcase scenarios before delving into numerical simulations.
When under input stimuli, if all reflected laser intensities change in phase, a color
change would not be perceptible. When illuminated with N=3 narrowband lasers each
being in the blue, green, and red frequencies, we can assume the frequencies to be:
𝜔P =

2𝜋𝑐
𝜆P

(3.9)

𝜔/ =

2𝜋𝑐
𝜆/

(3.10)

𝜔8 =

2𝜋𝑐
𝜆8

(3.11)

Here, c is the speed of light and 𝜆P , 𝜆/ , and 𝜆8 are the free space wavelengths
corresponding to blue, red, and green respectively. Assuming the lasers are equally spaced
in the frequency domain by Δ𝜔, we find:
𝜔8 = 𝜔P + 2Δ𝜔

(3.12)

𝜔/ = 𝜔P + Δ𝜔

(3.13)

When under illumination, this thin film would reflect intensities that satisfy:
Δ𝜔𝑛/
2𝐷 cos(𝜙< ) = 𝑚2𝜋
𝑐

(3.14)

Here, D is the film thickness, 𝑛/ is the group index, m is a positive integer, and 𝜙<
is the internal angle in the film, which may be determined from Snell’s law,
𝜙< = sin+% O

3067 T<3([067 )
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P the minimum thickness 𝐷$ that satisfied this condition is given

by:
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𝐷$ =

𝜋𝑐
𝑛/ Δ𝜔 𝑐𝑜𝑠𝜙<

(3.15)

Integer multiples of this film thickness would result in all three laser intensities
changing in phase under input stimuli. This would suppress the color response and a color
change would not be visible when a Δλ shift takes place. We call these thicknesses “antimagic” film thicknesses and show an example in Figure 3.2. Here the film thickness equals
𝐷$ at 𝜙< = 0°, ng = 1.9, and the color response is recorded from a simulated wavelength
sweep

of

-20nm

to

+20nm

at

575

nm.

The

laser

wavelengths

are

𝜆P = 450 𝑛𝑚, 𝜆/ = 524 𝑛𝑚, and 𝜆8 = 635 𝑛𝑚.
“anti-magic” film thickness è achromatic response

Figure 3.3. Achromatic color response from a thin-film interferometer designed at the “anti-magic” thickness
𝐷* . (Top left) trajectory through chromaticity space for +/- 20 nm wavelength shift variation, (top right)
relative RGB laser intensities reflected by the optical filter (a.u.), (middle right) corresponding color
variation, (bottom) reflectance of the interferometer at starting and end points of the +/-20 nm sweep.

As visible here in Figure 3.3, the structural filter design is very important to achieve
a strong color response. This can be achieved if the lasers change intensity out of phase for
example: when one laser goes up in intensity the other two may go down or vice versa.
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This type of three-phase configuration can be achieved when the reflection at each
frequency is out of phase by ±

&Q
'

such as:

(S33
6

%

2𝐷 cos(𝜙< ) = 2𝜋 O𝑚 ± 'P

(3.16)

This yields the “magic” thicknesses for the three-phase configurations as:
𝐷=3

Q6
3

(S 67TU5

%

O𝑚 ± 'P = 𝑚(𝐷$ ±

\8
'

)

(3.17)

Figure 3.4 shows simulation results where the film thickness is chosen to be
𝑚𝐷$ +

\8
'

in Figure 3.4(A) and 𝑚𝐷$ −

\8
'

in Figure 3.4(B) in the case m = 2, 𝜙< = 0°,

ng = 1.9, for wavelength shifts ranging from -20nm to +20nm @ 575 nm.

A

B

3.4 Hyperchromatic color responses from thin-film interferometers designed at “magic” thicknesses.
A:Figure
thickness
= D0*2+D0/3 = 1897 nm, color trajectory is RBG, negative dh/dn
Thin-film thickness are selected to generate either RBG or RGB three-phase configurations with film
+!
+
B:thicknesses:
thickness
=*1355
nm,
RGB, positive
dh/dn
(A) =
2𝐷D0*2-D0/3
and (B) 2𝐷
− !. For
eachcolor
subplottrajectory
A, B: (top left)is
trajectory
through chromaticity
*+
,

,

space for +/- 20 nm wavelength shift variation, (top right) relative RGB laser intensities reflected by the
optical filter (a.u.), (middle right) corresponding color variation, (bottom) reflectance of the interferometer
at starting and end points of the +/-20 nm sweep.

By inspection we find that the “magic” film thicknesses for an illuminant comprised
of a linear combination of N lasers, equally spaced in frequency by Δ𝜔 is:
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𝐷=3

Q6
3 (S 67TU5

%

O𝑚 ± IP = 𝑚𝐷$ ±

\8
I

(3.18)

From this equation it is also clear that as the number of lasers N becomes large, the
“magic” thickness converges toward the “anti-magic” thickness, the colorimetric response
becomes increasingly achromatic and approximately equal to that derived using a
broadband standard illuminant. We theoretically study the optimum number of lasers and
individual laser wavelengths to achieve for maximum sensitivity in section 3.6.
Through simulating the thin film thickness, we find several designs with magic
thicknesses that show an enhanced colorimetric response. We engineer multiple recipes for
example, “Recipe A” (Yellowish Green) and “Recipe B” (Magenta) which are ~ 1140 nm
and ~ 1250 nm thick respectively. These porous silicon thin films have ~ 75% porosity and
~ 40 nm mean pore diameter. This translates to a refractive index of ~ 1.4 RIU near visible
wavelength. Figure 3.5 shows the spectrum and the starting colors of 3 samples each from
“recipe A” and “recipe B”. We fabricate many samples with aforementioned “recipe A”
and “recipe B” recipes both having ~ 40 nm mean pore diameter and 75% porosity. At 0°
incidence, these thin films exhibit a thin film reflection spectrum having free spectral
ranges of ~ 71.75 (recipe A) and ~ 67.3 nm (recipe B) near 575 nm. Extinction ratios
~ 10 dB is observed for both recipes near all laser wavelengths. We note that these samples
are already slightly oxidized at 500 °𝐶 for 10 minutes. Detailed properties associated with
these recipes are discussed later in this chapter during experimental demonstrations.
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Figure 3.5. (top) Reflection spectrum of “recipe A” and “recipe B” sensors and (bottom) associated starting
color.

3.3. Experimental demonstration:
3.3.1. Experimental setup:
Figure 3.6 (A) shows our colorimetric sensing setup. A tri-color narrowband RGB
laser is coupled to a 170 μm diameter multi-mode fiber (Versalume). This fiber illuminates
the color filter through a collimating lens. The image of the sample reflects on a white
diffuser screen (Thorlabs EDU-VS1) which can be imaged by the naked eye or a
smartphone camera (iPhone 6). Generally, this type of illumination technique is expected
to have significant fiber speckle noise. We are able to circumvent this limitation by
(i) using a special light diffusing MMF fiber and (ii) mechanically shaking the fiber by
hand when capturing image or video of the sample. Using these two combinations, we can
perform high-resolution imaging of the sample with minimal speckle artifacts.
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Figure 3.6. (A) our colorimetric sensing setup. (b) photograph of a fabricated porous silicon thin film sensor
(c) cross section SEM (d) reflection spectrum showing 3 laser wavelength locations (E) color trajectory under
vapor deposition. (F) still photos under HSC technique showing bright vibrant colors at different points of
the trajectory.

The fabricated porous silicon thin film is illuminated using a multimode fiber
connected to an RGB laser. The image is of the sample reflects on the paper screen where
it is picked up by the smartphone camera. Figure 3.6 (B) shows the sample in standard
broadband light and Figure 3.6(F) shows the sample under our multichromatic
illumination. Figure 3.6 (C) is the SEM image of the cross-section of the thin film and
Figure 3.6 (D) shows the thin film interference spectrum which generates the color. As the
refractive index is increased, the spectrum red shifts, and then the sample goes through a
color trajectory (Figure 3.6 (E)). We start depositing water vapor inside the sample pores
(after slight oxidation) and record the color trajectory in a video. Four frames of the color
trajectory are shown in Figure 3.6 (F). We note that unlike broadband illumination, when
under HSC illumination, the sample color is vibrant and visually clear.
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3.3.2. Experimentally observing perceptual enhancement points (PEP):
To demonstrate our hyperchromatic sensing scheme by sweeping over a color
trajectory, we need to sweep the film’s refractive index and record the corresponding color.
For this, we expose these sensors to water vapor, which we can either directly deliver using
human breath, or we could also use a portable nebulizer. To facilitate water vapor
adsorption (and subsequent silica-based surface functionalization), these samples are
slightly oxidized. Without this oxidation step, the sensor surface is hydrophobic, and no
water vapor adsorbs inside the sensor surface resulting in no perceptible color change. A
video of such response is available here [61].
After oxidation at 500 °C for 10 minutes, the surface becomes hydrophilic and
allows water vapor adsorption and subsequent silica-based surface chemistry. Figure 3.6
(D) shows the normal incidence reflectance spectrum shift showing the effect of increased
refractive index. As water molecules adsorb on the sensor surface, the effective refractive
index of the thin film increases from ~ 1.36 to ~ 1.58 RIU causing a large shift (~72 nm
@ 575 nm) in the reflectance spectrum of the thin film. When this water vapor is applied
to the sensor under our imaging setup, we observe a significant change in the structural
color of the sensor and a color trajectory. This trajectory can be recorded and mapped on
CIE color space using a smartphone camera. Both absorption and desorption cycle (~ 30s)
can be observed on the camera and this can be performed on demand. Videos of color
change upon water vapor adsorption on both “recipe A” and “recipe B” samples are
available here [2]. Four frames of this trajectory are shown in Figure 3.6 F(i-iv). These
images capture the hyperchromatic response of our scheme, which shows a transition from
reddish magenta to blueish magenta and bright green before finally crossing towards
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magenta. This final transition shows a color gradient in the vicinity of a PEP. This transition
is highly perceptible visually which yields a much larger “perceived” color difference
compared to the initial yellowish green to blueish green transition occurring in frame (iii)
of Figure 3.6 (F) where the same gradient is less perceptible.
Next, we simulate and experimentally map the color trajectory and colorimetric
sensitivity (δ𝐸$$ /δλ) for both “recipe A” and “recipe B” sensors. We note that both these
are “magic-thickness” samples (“recipe A” more so than “recipe B” however) showing
enhanced color responses but the difference in FSR gives rise to completely different color
trajectories. “Recipe A” has traditional magic thickness where all colors intensities change
out of phase, and the color trajectory makes a clockwise orbit around the CIE chromaticity
space. Perceptual enhancement points are observed near the three phase inflection points.
“Recipe B” is not a true magic thickness sensor, where the red and blue intensities are
slightly in phase, and the green intensity changes out of phase. This enables a very strong
green to magenta color transition which leads to an extraordinarily strong PEP. These
simulated and experimentally measured color trajectories and associated PEPs are shown
in Figure 3.7.
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Figure 3.7. Simulated color trajectory and associated sensitivity vs wavelength shift for (A) recipe A and (B)
recipe B. (C, D) simulated color sensitivity and (E, F) experimentally measured color sensitivity of “recipe
A” and “recipe B” respectively.

This perceptually enhanced state (hyperchromatic structural color - HSC technique)
can be harnessed to achieve a strong color change even for a small molecule surface
attachment. We experimentally characterize this for both “recipe A” and “recipe B” in their
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fabricated initial state and as they are tuned to operate near a PEP using vapor adsorption.
Along the way, we measure the sensor’s colorimetric sensitivity

VG88
VC

, and the limit of

detection (LOD) for both Δλ and Δσ. To enable this sensor characterization, we expose the
sensors to surface attachments of varying concentrations and measured corresponding
colorimetric and spectral shifts. To achieve this characterization, we implemented various
concentrations and durations of 3-Aminopropyltriethoxysilane (3-APTES), which is an
aminosilane linker very commonly used to characterize silica-based biosensors. Our
maximum applied exposure is 4% 3-APTES in dry toluene followed by a rinse in DI water
deposits an APTES adlayer inside the pores that causes a wavelength shift of Δλ = 34 nm
(@ 575 nm) corresponding to an effective refractive index shift of Δ𝑛 = 0.106 RIU. The
refractive index of the adlayer 3-APTES being ~1.46 RIU, this wavelength shift
corresponds to an attached adlayer thickness of ~ 1 nm equivalent to a mass surface density
Δσ = 948 𝑝𝑔 mm+& . Shorter and lower concentration silane exposure can lead to submonolayer (<1nm) surface coverages, hence, smaller values of Δσ, Δn, and Δλ to be
realized. The wavelength shifts Δλ are extracted by measuring the reflectance of the
exposed spots before and after exposure and are reported in Figure 3.8. The perceived color
change ΔE$$ is measured as the color difference between 3-APTES exposed and unexposed spots in proximity in a smartphone captured image of the same sample.
Under our HSC imaging setup, “recipe A” has an initial yellow starting color, and
the applied very small 3-APTES spot (0.001%) causes a very small Δλ perturbation that
induces a very small color change towards reddish yellow. This follows the “recipe A”
trajectory we predicted in Figure 3.7. Initially, the color change by this very small spectral
shift is undetectable (Figure 3.8 – middle), and the colorimetric sensitivity is below
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VG88
VC

~ 1 nm+% . This sensitivity, comparable to traditional colorimetric sensors, render the

sensor unable to achieve a perceptible color shift resulting from the small spectrum shift
Δλ ~ 3 nm caused by the ~ 5s 0.001% 3-APTES exposure spot which is indicated by a
white arrow (Figure 3.8). However, if the overall color is tuned away from its initial state
by red shifting the spectrum, then the color contrast between the 3-APTES spot vs the
unexposed regions can be perceptually enhanced as the trajectory approaches a PEP. To
shift the overall color, as demonstrated before, we expose the silanized sample to water
vapor. Deposition of water vapor inside the porous network gradually increases the
refractive index of the entire film and allows the sample to be scanned across a large
colorimetric trajectory which sweeps across a PEP as well. Smartphone camera videos of
the vapor adsorption step is captured for both “recipe A” and “recipe B” [61]. Tracking
the color difference between unsilanized and partially silanized spots for the entire color
sweep allows the color sensitivity,

(G88
(C

, at each point to be mapped as a function of the

sample’s reference (unsalinized) chromaticity as shown in Figure 3.7. For “recipe A”, we
observe multiple local maxima (PEP) for the

VG88
VC

as shown in Figure 3.7 (E-F) which is

consistent with the PEPs predicted in simulation (Figure 3.7 (A-B)). At each PEP, the

VG88
VC

is

enhanced at least 3 times as much of the initial state. Near these PEPs, this allows the
partially exposed silane spot with small Δλ ~ 3 nm to be detectable by the naked eye which
was undetectable in its initial state (Figure 3.8).
“Recipe B” shows an initial sensitivity of

VG88
VC

~ 6 nm+% . Because of this, the

partially applied silane is faintly visible even in its initial state. Performing a vapor
deposition cycle on “Recipe B” can allow it to pass through its only PEP near its
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magenta – green transition where the sensitivity

VG88
VC

is a maximum of 21 nm+% . As seen

in Figure 3.7 (F), the sensitivity peaks sharply exactly at the center of the green to magenta
transition. Both sensors show excellent agreement between the simulation and
experimentally measured trajectories and corresponding color sensitivities.

Figure 3.8. (Left) Initial (black) and perceptually enhanced (red) color change ΔE** vs Δλ for “recipe A” (top
left) and “recipe B” (bottom left). (Right) smartphone images of the sensor under broadband light compared
to our HSC illumination at initial and perceptually enhanced state. Bottom table summarizes the observed
color change in the APTES spot in terms of ΔE** .

When “recipe B” is tuned to the PEP, the large colorimetric sensitivity
VG88
VC

~ 21 nm+%

at that point allows us to detect spectral viarations as small as

Δλ!"# = 0.11 nm. Thus, the sub-monolayer 3-APTES spot having Δλ = 2.7 nm is
clearly visible by the naked eye (see Figure 3.8 - Middle) where it produces a ΔE$$ = 57.
This is over 20 times higher than the JND which is possible for a very small molecular
attachment having Δσ = 75 pg mm+& , which can be the optical equivalent of a surface
adsorbed adlayer having a refractive index of 1.46 and an adlayer thickness of 0.08 nm.
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Using this PEP, the naked eye should theoretically be able to detect such an adsorbed
adlayer attachment with a minimum resolution of t !"# = 0.003 nm.
3.3.3. Limit of Detection
Our experiments illustrated that “recipe A” shows a maximum label free surface sensitivity
VG88
V]

~ 0.12 pg +% mm& where “recipe B” achieves

VG88
V]

~ 0.75 pg +% 𝑚𝑚& . Considering

naked eye color limit of detection specified by the JND, we could calculate the naked eye
color LODs for “recipe A” and “recipe B” to be σ!"# = 18 pg mm+& and
σ^I\ = 3 𝑝𝑔 𝑚𝑚+& , respectively. These values are competitive with the LOD of
conventional surface plasmon resonance (SPR) techniques [11,62], which require spectral
and angular examination, whereas our sensor achieves label free color changes visible to
the naked eye.
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Figure 3.9. Analysis and comparison of our HSC scheme vs recent structural color sensors’s 𝛿𝐸/𝛿𝜆
performance for (a) luminance type plasmonic Fano resonance sensor from Yanik et al. [45], (b) chromatic
plasmonic nanocup array from Gartia et al. [54], and (c) luminance type porous silicon microcavity
smartphone sensor from Cao et al. [33]

In Figure 3.9, we show the comparison of our HSC sensor’s performance to
contemporary structural color-based sensors [33,45,54] and our HSC scheme shows color
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sensitivities that are ~ 7 – 30 times higher. Our sensor optimizes both S% and 𝑆& in
Eqn. (3.8) to realize a very high colorimetric response towards surface attachments

VW88
VC

.

We calculate the naked eye LOD and equivalent surface adlayer thickness t !"# to be ~ 30
to 1000 times lower than contemporary structural color-based sensors demonstrated in the
literature [33,45,54]. All findings and comparisons are listed in Table 3.1. Given our
sensitivity is theoretically unbounded and the Q factor can be engineered in the future to
be significantly high, our HSC platform offers much higher colorimetric sensitivities to be
realized in the future.
Table 3.1 Comparison of selected structural color surface attachment label-free biosensors from the recent
literature and this work. This table summarizes the colorimetric and spectral sensitivities to surface
attachment as well as the naked eye limits of detection for wavelength shift, Δλ9:; ; mass surface density,
σJND; and the equivalent surface attachment (n = 1.46) thickness, tJND. (* = determined from simulation)
Reference

Scheme

dE00/dλ

dλ/dσ

dE00/dσ

𝚫𝛌𝐉𝐍𝐃

σJND

tJND

Yanik et al.

Luminance

3.2*

~2.3 × 10?,

~7.4 × 10?@

~0.72

~3100

~33

Gartia
et al.
2011
[1]2013
Cao et al. 2019

Chromatic

1.3*

~1.4 × 10?.

~2.2 × 10?.

~1.77

~104

~1.1

Luminance

0.7*

~3.5 × 10?.

~2.45 × 10?.

~3.29

~94

~1

This work

HSC

21

3.5 × 10?.

0.745

0.11

3.1

0.033

[nm-1]

[nm/(pg mm-2)]

[1/(pg mm-2)]

[nm]

[pg mm-2]

[Å]

3.4. Spatially mapped colorimetric biosensing
3.4.1. Spatially resolved label-free biosensing of 3-APTES and Biotin
Our technique allows us to realize spatially mapped interrogation. As a
demonstration, we perform a spatially resolved sensing experiment where a 3-APTES local
surface functionalization and a biotinylation is applied as shown in Figure 3.10. This
experiment is performed with a “recipe A” sensor that has an initial color of yellowishgreen and the whole experiment is conducted in this initial state without any vapor
deposition cycle refractive index sweep or going through a PEP. As shown in Figure 3.10
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“REF”, the initial state is an lightly oxidized “recipe A” sample. First, we locally apply
silanization (4% 3-APTES in deionized Water) to the ~ 8 mm diameter spot on the sensor
surface for 20 minutes. We observe a strong color change on that spot as a result of the 3APTES surface attachment. Next, we apply 20 µL of ~ 0.0022 g/mL sulfo-nhydroxysuccinimide (NHS)-biotin for 20 minutes with the drop partially overlapping the
3-APTES region. We note that to avoid unwanted surface attachments, the sample is
vigorously rinsed with deionized water and dried under air flow after each exposure step.
In the overlapping “A+B” region, cross-linking takes place as the Biotin reacts with the
locally applied 3-APTES to form amide bonds yielding a locally biotinylated surface.

Figure 3.10. (Top) Schematic of the sensing process (Middle) smartphone images of the reference, 3-APTES
and biotin spot. (Bottom) color difference ΔE** colormap

We observe a large color change in the functionalized region of the sensor surface.
We can measure the color change from the captured smartphone camera images. The 3-
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APTES attachment spot shows a net color difference ΔE$$ = 31 relative to the reference
image “REF”. Biotinylation spot shows a net color change ΔE$$ = 41 relative to the
previous state “A”. Non-specific attachment of Biotin is also observed in the nonoverlapping region which causes a negligible but detectable color change measured to be
ΔE$$ = 8. This experiment further confirms that our HSC sensing technique offers a
simple means of spatially mapped colorimetric sensing without requiring highly
specialized image scanning or mapping techniques like hyperspectral imaging [63] or
resonance scanning [64]. This allows large area mapped colorimetric sensing readable by
microscope cameras, smartphones, or the naked eye. This also allows multiplexed sensing
via colorimetric arrays.
3.4.2. Spatially mapped Biotin-Streptavidin Sensing
Along a similar vein, we also demonstrate the specific detection of biotinstreptavidin interaction directly detectable by the naked eye or smartphone. For this
experiment, we find that the refractive index change caused by many surfacefunctionalization steps to detect the biotin and streptavidin shifts the “Recipe A” and
“Recipe B” colors past the PEP to regions (near green) where the color difference is not
visually perceptible. For this reason, we devise a new recipe called “Recipe C”. We
fabricate three such samples, and then applying 3-APTES surface functionalization on the
whole sample brings the color to yellowish green which is slightly approaching the
“Recipe A” colors. This is shown in Figure 3.11 (A). Two of the three samples are then
diced in half, with only the right half being exposed to NHS-polyethylene-glycol (PEG4)biotin 1 hour 30 minutes. Next, streptavidin (Figure 3.11 S) was locally applied to both
sides of the diced samples. Specific binding is clearly observed as shown in Figure 3.11.
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Both (i) and (ii) show a large color shift which is only visible in the biotinylated surface.
A very small color change is visible when streptavidin is applied to the amine
functionalized surface (left half), and the hue Δh_X moves in the opposite direction unlike
the “biotin + streptavidin” spot – which means instead of surface attachment we are seeing
a small degree of surface corrosion or net debinding of surface attached molecules.

Figure 3.11. (i and ii) Two samples after exposure to 3-APTES, then diced in half. The right half biotinylated.
Then streptavidin was applied to both halves. (iii) Similar sample after 3-APTES, biotinylation, and then 4
streptavidin spots for varying times from 1 to 45 minutes (iv) ΔE** colormaps (v) change of ΔE** and (vi)
hue resulting from streptavidin on control (A) and biotin (B) (vii) color trajectory for each surface attachment:
oxidized (O), 3-APTES (A), biotin (B), and streptavidin (S)
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On the third “recipe C” sample, we aim to demonstrate how our sensor can track
sub-monolayer streptavidin surface coverage. Instead of dicing it in half, we biotinylate the
whole sample. We then apply streptavidin with varying exposure times starting from
1 minute to 45 minutes. We begin by exposing the first spot with 1 min exposure, indicated
in Figure 3.11 (iii) by the white arrow and progress clockwise with exposure durations of
10, 20, and 45 minutes. A control spot containing only phosphate buffered saline (1X PBS)
is applied to the very center of sample for 45 minutes. We generate a color difference map
from before and after smartphone images that clearly show the spatially resolved variation
in ΔE$$ corresponding to the exposure times. This reveals the CIE chromaticity values and
color trajectories at each step which is shown in Figure 3.11 (vii). As the streptavidin
exposure time and thus, the surface attachments increase, the color of the sensor follows a
clockwise trajectory across the CIE color space. We note that this “Recipe C” trajectory is
very similar to the “Recipe A” color trajectory demonstrated before. For the 45-min
exposure spot, the color passes an entire orbit across the trajectory which highlights the
large response of the sensor as well as the large dynamic range. This demonstration further
shows how spatially resolved sub-monolayer detection is possible and how label free
specific surface attachments are detectable by the naked eye.
3.5. HSC using a portable handheld RGB Smart Module
A key advantage colorimetric sensors have over benchtop lab sensors is their
portability and small form factor. Hence, we further demonstrate HSC with a commercially
available handheld laser RGB module (Versalume) which can be a viable alternative to our
experimental setup demonstrated previously. This module emits RGB white light which
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works viably in our HSC configuration. As illustrated in Figure 3.12, we repeat the
measurement of the sample shown in Figure 3.11 (iii) by manually illuminating the sample
with the handheld RGB module and projecting the reflected image to a piece of standard
white printer paper. Alternatively, the sample can be placed on a desk, and the handheld
module can be shined on it to form a reflection of the sample on a paper screen / wall. The
handheld nature of the RGB module also allows us to manually vary the angle of incidence
by hand. Snapshots of the sensor image across multiple incidence angles are shown in
Figure 3.12 (C). As the illumination angle is modified, the colorimetric sensitivity is also
varied. For example, in the middle picture, the nonspecific spot by the PBS buffer solution
is visible, whereas for the other angles it’s not visible. This shows that the sensitivity of the
sensor can be a function of illumination angle as well. This shows how our HSC technique
can be performed in a handheld portable configuration with low speckle artifacts. In the
future, it’s possible to optimize the sensor design for the handheld RGB module’s
individual wavelengths and also to exploit the angular degree of freedom provided by the
handheld module to realize an angle-based PEP.
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Figure 3.12. (A) commercially available Versalume handheld RGB module (B) handheld experimental setup
(C) images of the sample shown in Figure 3.11(iii) under different illumination angles.

This also shows how we can perform spatially resolved sensing using such nimble, portable
configuration. We also discover how a secondary color trajectory takes place with a change
of angle. This is an extra degree of freedom yet to be explored.
3.6. Dependence of color perception on laser wavelength:
We theoretically study the dependence of perceptual ΔE$$ on RGB laser wavelengths. As
we have previously observed and demonstrated. for an input stimulus of Δ𝑆 which causes
a specific Δλ spectral shift, the perceived color is dependent on the illuminant. In our HSC
technique, we utilize RGB narrow-band laser illuminants. The laser wavelengths used in
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modeling and experiments are provided by the RGB laser module being used. However,
the perceptual color will change depending on each laser wavelength being used. We study
how this choice of wavelength can affect the possible Δ𝐸$$ .
3.6.1. Bi-color laser wavelengths:
We measure the perceptual color change for laser intensity variation. For example, we can
calculate the color change when “laser 1” (𝜆% ) goes up in intensity from 99% to 100% and
at the same time “laser 2” (𝜆& ) goes down in intensity from 100% to 99%. We can perform
a 2D “laser 1” and “laser 2” wavelength sweep from 400 nm to 700 nm and map their
corresponding Δ𝐸$$ for the intensity change. This leads us to Figure 3.13 where we find
that for a small 1% intensity change, the highest observed ΔE$$ is found where the laser
wavelengths are 494 nm and 646 nm. This suggests that our HSC technique could be viable
with two color lasers that operate near blue and red. There is also a secondary peak existing
near blue and green which show slightly lower Δ𝐸$$ .
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Figure 3.13 (a) CIE colormap showing color shifts as a result of 50% intensity change in cases A and B.
Here, A and B are the two highest 𝜆- and 𝜆. combinations yielding maximum Δ𝐸** . A 50% intensity change
is chosen instead of 1% for visual clarity in the CIE colorspace (b) Colormap showing Δ𝐸** when 𝜆- goes
up from 99% to 100% in intensity and 𝜆. goes down from 100% to 99% in intensity. A and B are the two
cases where Δ𝐸** is maximized. (c) 𝜆- , 𝜆. and Δ𝐸** corresponding to A and B are tabulated

3.6.2. Tri-color lasers wavelengths:
The same experiment with the third laser turned on modifies the trajectory of the overall
color and leads to a different Δ𝐸$$ . Top Δ𝐸$$ results from the simulation are listed in Table
3.2.
Table 3.2: Color change Δ𝐸$$ where 𝜆% transitions from 100% to 99%, 𝜆& transitions
from 99% to 100%, and 𝜆' remains 100% in intensity
𝝀𝟏 (𝒏𝒎)

𝝀𝟐 (𝒏𝒎)

𝝀𝟑 (𝒏𝒎)

𝚫𝑬𝟎𝟎

628

521

425

4.93

633

511

420

4.74

617

521

470

4.73

619

514

475

4.72

639

504

415

4.54

62

624

507

480

4.52

536

428

630

4.43

544

428

635

4.19

642

500

410

4.16

623

535

465

4.08

626

502

485

4.06

549

428

640

3.98

648

493

710

3.95

648

493

705

3.95

645

496

400

3.91

646

496

405

3.86

552

428

645

3.86

528

426

625

3.85

519

432

590

3.84

531

457

595

3.83

649

493

690

3.83

533

467

620

3.82

632

537

430

3.79

647

494

700

3.78

We re-generate the two color 2D map but with the 3rd laser turned on near 𝜆' ~ blue
(450 nm), red (635 nm) and green (525 nm). The results are shown in Figure 3.14. The CIE
colormaps in Figure 3.14 (d-f) show the color trajectories for an enhanced 50% intensity
change case for these laser wavelengths where 𝜆' intensity is fixed. We note that in all
these top cases, the color change is going through a transition through the center of the CIE
color space.
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Figure 3.14. (a) Showing the intensity change of the tri-lasers used to generate colormaps (d,e,f) and (b)
intensity change to generate CIE maps shown in (g,h,i), (c) Showing the perimeter formed around the CIE
colorspace from 400 nm – 700 nm (d) Δ𝐸** where 𝜆- transitions from 100% to 99%, 𝜆. transitions from 99%
to 100%, and 𝜆, remains 100% in intensity for 𝜆, = 450 𝑛𝑚, (e) 𝜆, = 525 𝑛𝑚, (f) 𝜆, = 635 𝑛𝑚. (d-f)
shows corresponding CIE color changes for cases (d-f) but for an enhanced intensity change of 50% instead
of 1% for enhanced visualization (shown in (b)). The visible streaks in (d-f) are created by the
superimposition of 𝜆, with both 𝜆- and 𝜆. .

We further optimize the laser wavelengths when all three laser intensities change.
For example, one simple case is when “Laser 1” and “Laser 2” goes up in intensity from
99% to 100% and “Laser 3” goes down in intensity from 100% to 99%. For this case, we
perform a 3D sweep where all three laser wavelengths are swept across the range 380 nm
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to 800 nm. We generate a large dataset containing the wavelength values and
corresponding Δ𝐸$$ . Top combinations with maximum Δ𝐸$$ values are listed in Table 3.3.
Table 3.3 Tri-color laser cases where 𝜆- and 𝜆. transitions from 100% to 99% in intensity and 𝜆, shifts from
99% to 100% in intensity
𝝀𝟏

𝝀𝟐

𝝀𝟑

𝚫𝑬𝟎𝟎

627

426

525

6.07

629

425

520

5.81

627

427

530

5.79

630

422

515

5.78

630

428

535

5.71

632

428

540

5.57

635

420

510

5.43

636

428

545

5.31

639

417

505

5.17

495

495

645

4.91

645

645

495

4.90

642

428

550

4.82

643

412

500

4.78

505

482

625

4.73

567

567

425

4.67

496

488

630

4.53

512

477

620

4.49

491

491

650

4.42

647

427

555

4.40

520

471

615

4.33

509

419

635

4.12

503

414

640

3.97

426

426

565

3.93

656

426

560

3.82

522

470

610

3.82

519

468

600

3.64

522

469

605

3.63

591

532

440

3.61

591

534

445

3.54

For this case the optimal laser wavelengths are similar to the RGB laser wavelengths used
in our HSC sensing scheme. Apart from this, some of the highest Δ𝐸$$ are observed where
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𝜆% =𝜆& or 𝜆& = 𝜆' showing the enhanced color response of two-laser systems. There are
future plans to expand on this and demonstrate experimental measurements where we
employ two-laser systems for colorimetric sensing by the naked eye or smartphone.
(b)

(a)

"#$%#&'$(

100%
99%

!!
(c)

!"

Δ*$$
!! = 525 &'

!#
Δ*$$

!! = 645 &'

(d)

Δ*$$
!! = 630 &'

Figure 3.15. (a) Intensity change used for lasers 𝜆- , 𝜆. , and 𝜆, . (b) Selected combinations from Table 3.3
showing tri-laser combination for enhanced Δ𝐸** for 𝜆, = 525 𝑛𝑚, (c) 𝜆, = 645 𝑛𝑚 and (d) 𝜆, = 630 𝑛𝑚.
A streak line is visible where 𝜆- = 𝜆. or in the vicinity where 𝜆- 𝑜𝑟 𝜆. = 𝜆, suggesting enhanced sensing
capabilities of bi-laser systems.

From Figure 3.15 it is evident that higher color sensitivities are observed for near RGB
laser wavelength combinations. Other enhanced cases are mostly two-color lasers which
gives us a great insight that N = 2 lasers can be a strong combination for perceptually
enhanced colorimetric sensing.
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3.7. Summary
We demonstrate a high-performance structural color based sensing technique called the
Hyperchromatic Structural Color (HSC) which uses a porous silicon structural color filter
alongside multi-color narrowband laser illuminants. This work focuses mostly on realizing
a visually enhanced color response specifically aimed at human color perception by the
naked eye as well as color imaging by the smartphone camera that is also calibrated for
human vision. Using the combination of a structural color filter and our tri-color laser
scheme, a small perturbation as an input stimulus can allow ultrahigh colorimetric response
exceeding current limitations of traditional colorimetric sensors by orders of magnitude.
We experimentally validate the HSC technique and show how the sensitivity can
be enhanced and lower LOD can be achieved by the design of the structural color filter,
and also by actively perturbing the condition of the filter throughout the sensing process.
HSC technique allows us to realize naked eye LOD as low as ~ 3 𝑝𝑔 𝑚𝑚+& . We further
demonstrate spatially mapped sensing of biotin-streptavidin. We believe our HSC
technique can be expanded beyond our demonstration and can be generally applied to
enhance the color response of any type of structural color filter used in many applications.
We believe our technique will benefit a wide variety of structural color filters and
illumination configurations to realize a growing variety of sensor applications in
environmental monitoring, chemical sensing, and point-of-care diagnostics.
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CHAPTER 4. NANOIMPRINTING OF REFRACTIVE INDEX: PATTERNING
SUBWAVELENGTH EFFECTIVE MEDIA FOR FLAT OPTICS

4.1. Introduction:
Metasurfaces and flat optics have garnered significant attention in the past decade.
They emerged as breakthrough technologies demonstrating exotic refractive indices,
optical cloaking, wavefront engineering, leaky-wave radiation, super-resolution imaging,
polarization control, vortex beam generation, broad-spectrum metalenses and so on. This
technological advancement is very promising given their applicability in the field of
cameras, lenses, and metamaterial-based devices.
Traditionally, metasurfaces achieve their characteristics by wavefront shaping at
the surface of the chip. This can be achieved by imposing a designed amplitude and phase
response on the incident electromagnetic wave. This imparted phase shift on the
transmitted / reflected wave can be tailored spatially across the plane and is given by:
𝜙(𝑥, 𝑦). Most modern flat optical structures operate this way, although the methods of
achieving the phase response can be different. One way to achieve this is by patterning the
refractive index across the surface of the chip which would impart the intended phase delay
across the surface. The relation between refractive index and phase delay can be described
as 𝛥𝜙 =

&Q
)8

𝑛𝐿.

Current techniques of achieving this involves structuring a set of homogenous
materials through additive and subtractive processes like deposition or etching. This allows
the realization of binary refractive index distribution 𝑛(𝑥, 𝑦) and enables fabrication of a
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growing set of ultra-thin nanophotonic devices. However, the discrete nature of these
structures hinders the realization of arbitrary refractive index patterning and limits the
range of functionalities available.
One well known approach is making subwavelength structures to produce an
effective medium [65]. However, this is hard to do for optical frequencies that require slow
non-photolithographic techniques such as electron beam lithography or focused ion beam.
These are slow fabrication techniques and does not allow large scale production.
Composite materials or graded index materials achieved using doping variations or
polymerization have been used but their achievable refractive index contrast is very
limited. Other approaches include phase change nanomaterials or liquid crystals which can
assume various refractive index states [66]. However, these technologies require pixel by
pixel fabrication and manipulation of refractive index states which is hard to achieve in a
high-resolution setting. Further, they are susceptible to degradation over temperature [66].
Hence, the process of arbitrary refractive index patterning is a challenging thing to
implement.
4.2. Nanoimprinting of Refractive Index
Porous silicon (pSi) is a well-known material for its tunable porous morphology
which results in a tunable refractive index. Due to its large internal surface area, porous
silicon has seen various applications as biosensors [2], multilayer waveguides [1], optical
thin films [67], and distinct optical structures such as lenses [27]. Modern pSi devices
allow an axial refractive index variation which is achieved by varying the applied current
density which modulates the local refractive index as the current propagates normal to the
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chip surface. In plane refractive index variations can be achieved by providing graded
current densities using a patterned cathode, or patterned substrate doping [25]. However,
these techniques do not offer high resolution patterning of refractive index with a high
contrast. Because higher current means a faster etch rate, so the film thickness is not
uniform across the plane.
In this chapter, we demonstrate direct imprinting of mesoporous silicon
films [9,68] as a means for patterning refractive index directly on the surface of a chip
which we call “nanoimprinting of refractive index” (NIRI). When pressure is applied to
high porosity thin films, locally they crumble and go through a plastic deformity and result
in a compressed densified effective media. The imprinting process reduces their local
porosity and shows an increased effective refractive index. We perform an experimental
demonstration and characterization of the NIRI process and investigate the effective
refractive index response as a function of film compression. We further demonstrate
patterning of refractive index in the micro-scale that serves as a proof-of-concept
demonstration for fabricating flat optics.
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4.2.1. Proof of concept imprinting with a flat Si stamp

Figure 4.1. Nanoimprinting technique showing the pSi substrate, the imprint process and planarization (b)
SEM image of substrate before and (c) after imprint (f) macro image of a sample post-imprint showing the
imprinted region (d) reflection spectrum before imprint and (e) after imprint showing increased refractive
index (g) dispersion characteristics of imprinted vs non-imprinted pSi film.

Figure 4.1 illustrates our NIRI process. First, we prepare pSi thin films by
electrochemically etching <100> silicon dies (0.01-0.02 ohm-cm) in 15% ethanoic
hydrofluoric acid solution. Current densities of 49.2 and 55.1 mA/cm2 are applied for 34 s
and 30 s respectively in a circular region of 2.54 cm2 area to fabricate a thin film with an
approximate thickness of 1 𝜇𝑚. The initial porosities are measured to be ~ 62 ± 5% and
68 ± 5% respectively. The NIRI process starts by applying a reusable flat Si stamp with
varying pressures from ~ 75 to 400 N/mm2 for a duration of 20-30s using a hydraulic press.
Figure 4.1 (b,c) show the cross sectional SEM images captured before and after the imprint
of a pSi thin film showing clear film compression after the NIRI process. This film
compression is measured via SEM, and we define it to be (Lbefore – Lafter) / L before where
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L is the film thickness. After the imprint, we measure the refractive index by parameter
fitting the normal incidence reflection spectra using an optical microscope. Our model fit
utilizes the transfer matrix method applied to a single layer thin film on a Si substrate. Our
effective medium model is dispersive and uses the n and k values for Si and SiO2 given by
Palik [69] and Malitson [70]. Figure 4.1(d,e) illustrate the measured and fit reflectance
spectra before and after the imprint showing a clear increase in the film’s refractive index.
Figure 4.1 (f) show a freshly imprinted sample with a clear color change in the imprinted
region. Figure 4.1 (g) shows the modeled refractive index before and after imprint over a
wavelength range.
4.2.2. Refractive index as a function of film compression
We theorize that it is possible to achieve a refractive index profile as a function of
film compression. Thus, we generate many imprinted samples with different film
compressions by varying the imprint pressure. Our film compressions range from 0 to 0.65.
Theoretically, a higher compression than the initial film porosity is not possible as film
compression stops as the compressed film porosity reaches ~ 0%. If this limit is reached
under applied pressure, film + substrate fracture is generally observed. We also observe
flat Si stamp breakage under excessive pressure. We note that the stamp should have higher
compressive strength than the porous film, otherwise we could observe stamp deformity or
warpage – which would negatively affect the imprint. Thus, the working range of film
compression should always be less than the initial film porosity. The sample and the stamp
should also go through various cleaning steps to reduce any dirt or debris which may cause
non-uniform applied pressure leading to substrate breakage.
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Figure 4.2. Modeled and measured refractive index vs film compression for (a) 49.2 mA/cm2 and (b) 55.1
mA/cm2 sample

Figure 4.2 (a) and (b) show the measured refractive index at 𝜆= 600 nm as function
of film compression for films prepared at 49.2 mA/cm2 and 55.1 mA/cm2 respectively. As
predicted before, we find our NIRI process allows direct control over the refractive index
as a function of film compression and allows an experimentally possible refractive index
contrast of Δ𝑛 ~ 1 RIU. This allows fabrication of high index contrast flat optical
components through patterned Si stamps. Notably, to achieve a high contrast of refractive
index, a high porosity pSi film is chosen due to its low initial refractive index. Some of the
lower refractive index vs compression data points presented here are contributions from
SURE student Julius Perez.
4.3. Effective medium models
4.3.1. Two-component model (Si-Air)
Generally, out of several effective medium models, the Bruggeman effective
medium theory (EMT) accurately represents the porous silicon effective index as a function
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of porosity. This is a two-component model which calculates an effective dielectric
function 𝜖011 as a result of two components having dielectric functions of 𝜖% and 𝜖& given
by:
./ +.011

𝑓% .

/ ,&.011

.2 +.011

+ (1 − 𝑓% ) .

2 ,&.011

=0

(4.1)

Here, 𝑓% and 𝑓& = (1 − 𝑓% ) are the volume fractions of the two materials having
dielectric functions 𝜖% and 𝜖& . In the literature, pSi is often accurately represented with this
two-component model of Si and air. However, in our case we find that the two component
model deviates from the experimentally measured refractive index values. At this point,
we believe it ignores the contribution of the native oxide, which is non-negligible in our
work.
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Figure 4.3. (a) Optically determined porosity vs. film compression for pSi films prepared at 49.2 mA/cm2
and 55.1 mA/cm2. (b) Refractive index as a function of porosity for 2-component and 3-component
Bruggeman EMT alongside experimentally measured values wherein porosity is physically determined via
gravimetry and SEM. The 3-component EMT utilizes a 0.56:0.44 volume ratio of Si:SiO2 in the porous
skeleton.

4.3.2. Three component model.
To address this issue, we devise a three-component model where we consider all
three components – Si, SiO2, and air. Here, we implement a nested implementation of eqn.
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4.1, where at the top level we consider a two component system of void (𝜖% , 𝑓% ) and
skeleton (𝜖& , 𝑓& ), and at a lower level we consider the skeleton (𝜖& ) to be a two-component
model of Si (𝜖?< , 𝑓?< ) and SiO2 (𝜖?<`2 , 𝑓?<`2 = (1 − 𝑓?< )). In this particular case, the threecomponent porosity is defined by the global fraction of void 𝑓% , whereas the global volume
fraction of Si and SiO2 are given by 𝑓?< (1 − 𝑓% ) and 𝑓?<`2 (1 − 𝑓% ) respectively. This
particular three-component model shows close agreement to our data showing the nonnegligible presence of the native oxide. To further verify this by dipping a precharacterized pSi sample, which had been sitting in ambient condition for 3-5 days, in HF
to etch away the native oxide layer. After HF exposure, the measured refractive index of
the 55.1 mA/cm2 drops by 0.18 RIU which corresponds to a removal of 2 nm thick native
oxide layer that was coating the internal porous surface. This further confirms the nonnegligible presence of the native SiO2 layer in our process which we account for fully with
our three-component model. We find the best fit to our data for 𝑓?< = 0.56 and
𝑓?<`2 = 0.44 which is shown in Figure 4.3.
4.4. Microscale patterning
4.4.1. Microscale binary patterning and planarization
We demonstrate microscale patterning of refractive index and full planarization
using our NIRI technique. For this demonstration, we imprint a micro-scale grating on a
49.2 mA/cm2 sample having an imprinted film compression ~ 0.35. After, the sample is
planarized in a vibratory polisher (Buehler VibroMet 2) with a 0.05 micron colloidal silica
alkaline slurry (pH = 9.8) to realize a flat surface with refractive index patterning. We
capture the SEM and optical microscope images of the imprinted film which are shown in
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Figure 4.4. The author acknowledges SURE student Julius Perez for his contributions to
this work.
(a)

(b)

(c)

10 μm
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Figure 4.4. (Top row): SEM image (a,b) and optical micrscope image (c) of 49.2 mA/cm2 1.2 μm sample
imprinted with a microscale grating after the NIRI process, and (Bottom row): after planarization

The SEM and the microscope images clearly confirm the high fidelity of our
imprinting process and show that the integrity of the imprinted film remains intact even
after undergoing a vibratory polishing process. All surface topography is removed, and a
planar flat surface is realized without any damage or nonuniformity. Additionally, the
microscope images show clear structural coloring which is a result of the refractive index
contrast between the imprinted and non-imprinted regions. Some degree of scratching is
observed here which warrants further polishing process developments. This imprinted
microstructure is a flat optic microscale refractive index pattern that is achieved without
any subwavelength lithographic steps. We note that a similar earlier work predicts NIRI’s
capability of sub-100 nm resolution. In practice, this resolution will be determined by
stamp height, film thickness and a variety of other parameters yet to be explored. Future
experiments to further explore this are warranted.
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However, this demonstration confirms that use of binary or grayscale stamps [71]
can allow us to realize arbitrary refractive index distributions n(x,y) on the surface of
porous silicon. Previously mapped dynamic range of refractive indices from ~1.45 to ~2.54
RIU, indicates that flat optical components with complete 2p phase control can be achieved
in film thicknesses as low as ~ 300 nm in reflection mode operation ~ 600 nm wavelength.
NIRI allows subwavelength patterning in a scalable fashion without requiring high
resolution lithographic fabrication of subwavelength gratings which are slow and costly.
4.4.2. Large 3D pattern transfer to thick pSi films
We are also able to transfer large area 3D patterns directly to a thick, porous silicon
film. For this we fabricate a ~ 5 μm thick 55.2 mA/cm2 porous silicon film. The surface
relief pattern is on a glass stamp consisting various 3D structures including glass microlenses, phase plates and so on. Microscope images of the stamp and the imprinted film are
shown in Figure 4.5. This verifies that very high resolution 1:1 pattern transfer is possible
using NIRI in a matter of minutes without any expensive or time-consuming lithographic
processes. The author acknowledges Justin Free and Dr. Eric Johnson for providing the 3D
glass stamps shown in Figure 4.5.
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(a)

(b)

Figure 4.5 (a) Glass stamp and (b) imprinted pSi microscope image after imprinting on a ~ 5 um thick pSi
film showing high resolution pattern transfer

4.5. Nanoimprinting of micro lens arrays using NIRI technique
4.5.1. Simulation of a NIRI imprinted truly flat Fresnel lens
Figure 4.6 shows a potential application of the NIRI process where a grayscale
surface relief pattern is used to imprint a Fresnel type refractive index distribution which
is then planarized to achieve a targeted film thickness L. Here, we model a polarization
insensitive reflection type diffractive flat lens prepared on an ideal mirror (perfect electrical
conductor - PEC), operating on 𝜆 = 600 𝑛𝑚. Here the local optical path length is set by
2n(r)L where r is the radial distance from the center. This refractive index profile is
designed for a wrapped phase profile 𝜙(𝑟) ∝ 𝑚𝑜𝑑 O−

&Q
)

|•𝑟 & + 𝑓 & − 𝑓}, 2𝜋P. For a

polished thickness of L = 210 nm which is also subwavelength (𝜆 = 600 𝑛𝑚), finite
difference time domain (FDTD) simulation of the lens shows a diffraction limited focusing
with focal length f = 75 μm and a numerical aperture (NA) of 0.3. The focusing efficiency
is measured to be h = 82%, which is calculated as a fraction of the power confined to a
radius 3 times the spot’s FWHM and the total power. This performance is comparable to
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contemporary metalenses fabricated using high resolution techniques like electron beam
lithography and reactive ion etching. This example and simulation suggest that a wide
variety of flat optic devices such as flat lenses, phase plates and surfaces with specific
wave-front control can be implemented using our technique.
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Figure 4.6 (a) Example illustration of NIRI being applied to realize a truly flat lens, wherein a simple twostep process is used to achieve a desired refractive index profile and film thickness. (b) Illustration of a
reflection type diffractive metalens prepared on an ideal mirror, and (c) the targeted refractive index
distribution. (d) FDTD simulation of focusing at l0 = 600 nm achieved by the flat lens for a film thickness L
= 210 nm.

4.5.2. Experimental nanoimprinting of microlens arrays
We demonstrate scalable nanoimprinting of micro lens arrays using a quartz micro
lens array stamp. The micro lens arrays are purchased from SUSS MicroOptics. A micro
lens array with each lens having a radius of curvature (ROC) of 0.708 mm is used for
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imprinting where the stamp area is 2 mm x 2 mm. Porous silicon thin film samples are
created using 55.2 mA/cm2 current density for 34 s resulting in a thickness of ~ 1 μm.
A total imprint pressure of 0.4 T results in a consistently imprinted microlens (ML) array.
Figure 4.7 shows microscope image of an imprinted ML array. We also perform a crosssectional SEM on an ML to show the imprinted height profile.

(a)
nhi

Planarized
Microlens Array

nlo

(b)

(c)

(d)

2

Figure 4.7. (a) Imprinting process and planarization and (inset) illustration of a microlens (ML) array (b)
microscope image of imprinted microlens array on porous silicon (c) zoomed in microscope image and (d)
cross section SEM of a single microlens after imprint

4.5.3. Simulation of nanoimprinted ML arrays
Under RGB illumination of various lambda, the fringes showing dark and light
contrasts are visible. This can be modeled using the transfer matrix method. Based on the
radius of curvature of a micro-lens, we can perform a model of the imprinted region using
MATLAB as shown in Figure 4.8. Upon doing this, we can readily fit the RGB intensity
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profile resulting from the simulated imprint to our experimentally measured intensity
profile. The code is available in Appendix B.
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Figure 4.8. (a) imprinted height profile of the ML (b) Total optical path length 2nL calculated from imprinted
height profile and refractive index corresponding to film compression (c) RGB intensity profiles across the
imprinted ML

This RGB intensity profile can be expanded to represent a 2D intensity profile and
can be used to fit the experimentally measured intensity profile under RGB illumination.
This is shown in Figure 4.9. This fit is found for an imprint depth of 370 nm with an initial
film thickness of 1140 nm. We can also extract the height profile and the refractive index
profile from this which is shown in Figure 4.9. The corresponding MATLAB code is
available in Appendix B.
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Figure 4.9. (top row) Experimentally measured fringe profile illuminating the imprinted ML with RGB light
(middle) simulation of the fringe profile at a maximum imprint depth of 370 nm (bottom-left) thickness
profile calculated from the simulated imprint depth and (bottom-right) associated refractive index profile
calculated from corresponding film compression.

As shown in Figure 4.6 (a), chemical-mechanical polishing can be used to eliminate
the surface relief patterns to create a flat lens surface. This is performed by attaching the
imprinted region face down on a vibratory polisher (Buehler Vibromet 2) with dual weight
on the chuck. Required polishing recipe can be determined by design of experiments by
varying the weight and the polishing time. Surface scratches on the porous silicon surface
is greatly reduced by oxidizing the sample for a short time. The author acknowledges Anna
Hardison for her contributions to the process development of the NIRI planarization
process. Similar to Figure 4.9, we can model the planarized lens’s thickness and refractive
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index profile to simulate the performance of the flat lens. The results of a planarized ML

Model

Experiment

are shown in Figure 4.10.

Thickness ~ 0.14 !"
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Refractive Index Profile ($%&)

Figure 4.10 (top row) Experimentally measured fringe profile illuminating the imprinted and polished ML
with RGB light (middle) simulation of the fringe profile at an uniform polishing depth of 140 nm (bottomleft) thickness profile calculated from the simulated polishing depth and (bottom-right) associated refractive
index profile calculated from film compression profile.

4.5.4. Lift-off techniques
For transmission-based operations, these lenses can be lifted off on transparent
media such as PDMS, quartz or flexible materials such as optically transparent tape. Liftoff of porous silicon films are performed by detaching the porous layer from the silicon
substrate by applying a high current pulse while in the HF etch configuration. In our case,
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to lift-off a thin film ~ 140 nm, we etch a support layer of ~ 1-2 𝜇m for mechanical stability
and then apply the high intensity current pulse to detach the layer off of the substrate. The
layer then can be transferred to transparent media via a flow of ethanol. We also try a liftoff process on adhesive tape where the tape is first applied thoroughly on the pSi film, and
then lifted off by one continuous motion. Figure 4.11(a) shows an imprinted lens array after
liftoff on a transparent adhesive tape. A partial liftoff is shown in Figure 4.11(b) on a
Thorlabs transparent film where a small portion of the film disintegrated. This process still
requires much optimization, and a big part of the future work would be to develop a robust
and repeatable imprint, polish, and liftoff technique. The author acknowledges the parallel
work by Nithesh Kumar in developing the process for robust liftoff of these thin films.

Figure 4.11. Liftoff performed on (a) adhesive tape and (b) Thorlabs transparent film

4.6. Application: Comatic Accelerating Beams
4.6.1. Introduction
Nanoimprinting of refractive index [9] allows us to realize many kinds of flat
optical elements capable of achieving arbitrary wavefront control. Current progress in flat
lens development in the research field has been stellar in terms of performance and
functionality [72–74]. Metalenses with engineered phase profiles have recently been used
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to generate 2D and 3D accelerating beams such as finite energy Airy beams [75–78] and
half-Bessel beams [79]. These accelerating beams show a distinct ability to propagate in a
quasi-non-diffracting way along a curved path while self-healing [80]. Recent literature
has demonstrated varying types of accelerating beams that follow Maxwell’s wave
equations including higher-order Bessel functions, Mathieu Beams and Weber beams
which follow circular, elliptical and parabolic trajectories respectively [81,82]. It is also
possible to achieve beams with arbitrary trajectories with engineered caustic design [83].
Achieving full control over such accelerating beams allow novel capabilities in
applications in particle manipulation, laser machining, microscopy, imaging, signaling
around turbulent medium, and extended depth of focus imaging [72].
Flat optics provide an attractive chip-scale form factor and the ability to directly
generate accelerating beams which otherwise takes complex implementation of discrete
lenses and phase plates [84]. Airy beams can be directly generated using a phase profile
of 𝜙 ∝ 𝑥 '/& [1,2]. Metasurfaces offer the means to realize these devices by directly
enabling performance, reduced cost, and wafer scale manufacturing. Due to arbitrary phase
coding, these devices can be engineered to be multifunctional and can be tailored to yield
different phase responses against wavelength, angle, polarization etc. [85].
We illustrate how a 1D flat lens, that could be realized using NIRI, can serve as a
multifunctional that can both focus light and generate accelerating beams with tunable
trajectories. Our technique intentionally utilizes coma, which is an undesired source of
aberration in imaging lenses. Paraxial Airy beams and comatic beams can be similar
because the cubic phase profile used to create an Airy beam can be decomposed into a
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linear combination of Seidel coma and higher order Zernike trefoil [86,87]. These findings
demonstrate that coma can be used to tune various properties of accelerating beams.
Performance and functionalities of metasurfaces often rely heavily on the incident
angle of the input beam, and thus these devices require operation at a specific angle of
incidence [88]. This reliance is much higher compared to traditional lenses that can operate
in different degrees of input angle with relatively small aberrations. This issue can be
solved by using metagrating type structures which preserve the incident wavefront shape
across a large range of input angles [89,90]. The angular and wavelength-based dispersion
can also be engineered to achieve multifunctional devices that can be tunable by varying
the wavelength or angle. In our work, we demonstrate an angle-sensitive 1D metalens and
show how it can be used to achieve both focusing like a traditional lens and to generate
accelerating beams with readily tunable trajectories varying the input angle and
wavelength.
4.6.2. Approach
We find that in a 1D hyperbolic flat lens with a focal length of 𝑓 the phase
gradient given by:
𝜙(𝑟) = −

2𝜋
O•𝑟 & + 𝑓 & − 𝑓P
𝜆

(4.2)

Here, r is the radius of the lens. The 1D flat lens can produce comatic accelerating
beams (CAB) under a non-normal incident angle. At the surface of the flat lens, we define
the wavevectors according to the laws of refraction [84]:
𝑘M = 𝑘& sin(𝜃& ) =

𝑑𝜙
− 𝑘% sin(𝜃% )
𝑑𝑥
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(4.3)

;U

Here, 𝑘 = 2𝜋𝑛/𝜆 is the wavevector within each medium of refraction (n), ;M is the
phase gradient and the angles 𝜃% and 𝜃& are as illustrated in Figure 4.12. For on axis
illumination (𝜃% = 0), 𝑘M is entirely described by the phase gradient

;U
;M

and the refracted

rays converge to a single location which is the lens focus. However, for non-normal
incidence (𝜃% ≠ 0), the nonzero second term above equation shifts the refracting rays and
they do not focus into a single location. This leads to wavefront aberrations including
significant coma. In the comatic case, ray tracing reveals the formatting of the caustic
curve. With a monochromatic light source, constructive interference near this caustic leads
to the formation of a non-paraxial accelerating beam. Figure 4.12 shows the FDTD
simulation of light propagation in varying numerical aperture (NA) flat lenses with a
constant focal length of f = 35 𝜇m at 𝜆 = 600 nm.

Figure 4.12. (a) Transverse wavevector 𝑘E and (b) Raytracing for incident angles 0° and 6°. (c) FDTD
simulation showing light propagation at various incident angles and NA (𝜆 = 600 𝑛𝑚).
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For NA of around 0.4, an incident beam tilt of 𝜃% = 2° from the substrate (glass)
tilts and shifts the focal spot indicating a non-zero tilt and field curvature. For high NA of
0.8 and ~ 0.99 however, a small angle tilt of 𝜃% = 2° is able to produce significant coma
that results in an accelerating beam with shape-preserving qualities in the vicinity of the
lens’s design focal length. The accelerating beam formation and level of self-healing along
the caustic trajectory is stronger as the incident angle 𝜃% and NA are increased. Tuning the
𝜃% allows for full control of the curvature and trajectory of the accelerating beam.
For the accelerating beam generated by our flat lens we adopt the term “Comatic
Accelerating Beam” or CAB. This is the beam formed by the off-axis illumination in a
focusing flat lens. We find that CABs are able to show better shape preserving qualities
across larger bending angles similar to non-paraxial Mathieu and Weber beams [82] but
quite unlike paraxial Airy beams. Unlike Mathieu and Weber beams that follow elliptical
and parabolic trajectories respectively, the demonstrated CABs follow a hyperbolic
trajectory where the marginal rays serve as asymptotes. The trajectory of a CAB in the 𝑥𝑧
plane

can

be

generalized

under

the

general

second-degree

equation

𝐴𝑥 & + 𝐵𝑥𝑧 + 𝐶𝑧 & + 𝐷𝑥 + 𝐸𝑧 + 𝐹 = 0; where elliptical, parabolic, and hyperbolic
trajectories occur under the conditions 𝐴𝐶 > 0, 𝐴𝐶 = 0, and 𝐴𝐶 < 0 respectively. It
should also be noted that in this general form 𝐵 can be non-zero, which corresponds to the
transverse axis of the hyperbola being rotated relative to the x-axis by an angle
𝛼=

%
&

=+b

cot +% O

c

P. Hence, our CAB trajectory may be fitted to a traditional hyperbolic

profile of the form: 𝑐(𝑧 d ) =

P
:

•(𝑥′ − 𝑥′$ )& − 𝑎& − 𝑧′$ where 𝑏 and 𝑎 are constants and

the coordinate system (𝑥 d , 𝑧 d ) is rotated by angle 𝛼 relative to (𝑥, 𝑧). We should note here
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that the presence of coma means there would also be other aberrations present and they
may grow strong especially when the input is spatially or angularly displaced from the ideal
focal point/plane.
When NA = 0.8 and the incident angle 𝜃% = 6° the beam bends ~ 90° and agrees
well with the predicted raytracing image generated in Figure 4.12 (b). This CAB’s
trajectory can be tuned through various parameters such as the NA, focal length, tilt angle
etc. Further, it’s possible to make a flat lens achieve these trajectories even under on-axis
illumination (𝜃% = 0) by applying a engineered phase profile that imparts the input tilt in
the design of the lens itself. We can achieve an engineered phase profile when:
𝜙b=c (𝑥) = 𝜙% (𝑥) + 𝜙& (𝑥)

(4.4)

The first term defines a hyperbolic lens similar to our previous demonstration but
with a slightly off axis,
𝜙% (𝑥) = −

2𝜋
O•(𝑥 − 𝑥$ )& + 𝑓 & − 𝑓P
𝜆

(4.5)

and the second term enables an artificial tilt via phase enabling coma:
𝜙& (𝑥) = 𝑥

2𝜋
sin(𝜃e<9e )
𝜆

(4.6)

This approach provides full control over the hyperbolic trajectory. The rotation and
positioning of its vertex can be achieved by controlling the spatial shift 𝑥$ , input design tilt
𝜃e<9e , focal length f, and NA.
In Figure 4.13, we show how using this approach can allow us to realize a CAB
with a long hyperbolic trajectory (~10 mm) under on axis (𝜃% = 0) illumination. Here, we
engineer a shape preserving accelerating beam at 𝜆 = 1310 nm. Here we employ a phase
response 𝜙(𝑥) = 𝐶$ 𝑚𝑜𝑑 (𝜙b=c , 2𝜋) where the constant 𝐶$ is optimized via parameter
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sweep and observation of the field profile to suppress coupling to undesired diffraction
orders. In this case, we optimize these by parameters weep and find parameters of
𝑓 = 1 mm, 𝑥$ = 1 mm, 𝜃e<9e = −48.9°, and the diameter is set to 2.66 mm.

Figure 4.13. (a) Raytracing, (b) FDTD simulation of the shape preserving long-range accelerating beam. (c)(d) magnified view. (e) transverse slice at z = 3.6 mm (f) normalized peak intensity and FWHM along the zaxis

Shown in Figure 4.13(a) where the x axis is magnified for clarity, this 1D flat lens
generates a CAB which preserves its shape over few millimeters across a hyperbolic
trajectory. This maintains similarity to the predicted ray-traced caustic at Figure 4.13 (a).
The simulated transmission efficiency of this metasurface is 84.6%.
Figure 4.13 (e) shows a slice of the beam profile at z = 3.6 mm. Despite our beam
trajectory being hyperbolic as opposed to airy beams which are parabolic, we find our beam
profile |𝐸(𝑥)|& can be expressed as a finite energy airy profile with a sharp spectral cutoff
also known as an incomplete Airy beam [91]. The incomplete Airy function is given by:
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gF

P

<36
(𝑋) = ∫: 𝑑𝜉 exp ª𝑖 O + 𝜉𝑋P« .
𝐴𝑖:,P
&Q
'

(4.7)

In Figure 4.13(e), we show our CAB profile at z = 3.6 mm being fit to an incomplete
&

<36
(𝑋)¬ . Here,
Airy beam profile. Here, the profile is of the form |𝐸(𝑥)|& ∝ ¬𝐴𝑖:,P

𝑋 = 𝜅(𝑥 − 𝑥$ ) where 𝜅 accounts for the transverse scaling of the beam and the 𝑥$
accounts for the transverse position. As the beam propagates in the z direction, its profile
can be described by equation 4.7 with appropriate parameterization. We note that the
currently famous Ai(X) integral was originally described in 1838 to define light intensity
in the vicinity of a caustic beam [92].
Our findings described in Figure 4.12 and Figure 4.13 show us that the point spread
function (PSF) of the ideally focused beam transforms into an incomplete Airy beam
profile under the presence of a coma. This is previously described by Berry [93] where
this phenomenon is predicted by catastrophe optics where an ideal point focus susceptible
to perturbation can break into folds or cusps under aberration. Our present results highlight
that the diffraction catastrophe integrals can be implemented with finitely bounded
integrals rather than the canonical form. As the beam approaches the marginal rays of
Figure 4.13 (a) (highlighted in black), the beam near the caustic forms from rays
corresponding to a narrowing spectrum and smaller integration window (Eq 4.7). As the
beam acceleration reduces, its spectral content goes down (number of healing beams go
down), and diffraction resumes. We record the peak intensity and the FWHM of the main
beam across its propagation axis. We observe a large region (up to ~ 10 mm) of shape
preserving and non-diffracting behavior which is much larger than a ~ mm scale depth of
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field for a focused beam with a comparable spot size. Beyond z ~ 10 mm the beam
diffraction becomes visible and the beam experiences an exponentially decaying intensity.
We note that our described CAB in the case of a 1D flat lens that shows 2D propagation,
does not map to the case of shape preserving 3D accelerating beams. In 3D, coma generates
a more complex hyperbolic umbilic shape as opposed to a fold [86]. Further, a 2D tilt
results in astigmatism giving rise to complex diffraction effects. 3D beam can simply be
achieved by using a cubic phase profile as described above to generate a traditional Airy
beam.
Next, we demonstrate how a compound flat optic structure can be implemented to
achieve wavelength controlled focusing and accelerating beam generation where the
trajectory of the beam depends on the incident beam wavelength. The structure is shown
in Figure 4.14 (a). Here, two phase functions are separated to two different metasurface
devices. The first device consists of an ideal multichrome 1D metalens with NA = 0.8 and
focal length = 175 𝜇m. This supports the lens equation described in Eqn. 4.2 to achieve
achromatic focusing at the wavelengths of 450 nm, 524 nm, and 635 nm. Instead of a multichrome lens, an ideal achromatic lens is viable; however, as recently detailed in the
literature there are fundamental limits to the combination of NA, focal length and
bandwidth that can be achieved in a thin lens [94]. This limit has been recently broken in
free form metalenses [95]. In this case we choose to simulate an ideal multi-chrome
lens [95], which, based on our choice of high NA would be simpler to design compared to
a free form achromatic metalens [96].
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Figure 4.14. (a) Schematic of the compound device consisting of the beam tilt and multichrome metalens. (b)
Transverse wavevector 𝑘E after momentum contribution G from the tilt. (c) FDTD simulation at various
wavelengths and incident angles showing multifunctional focusing and accelerating beams tunable by angle
and wavelength

The second layer is designed to impart a wavelength dependent phase tilt on the
rays exiting the metalens without requiring any spatial alignment to the metalens layer.
This

beam

tilt

can

be

achieved

with

the

phase

profile

&Q

𝜙& (𝑥) = 𝐶$ 𝑚𝑜𝑑 O𝑥 ) sin(𝜃e<9e ) , 2𝜋P which is analogous to a flat blazed grating where
G

the grating period Λ; is chosen for a specific desired phase tilt at the desired wavelength
𝜆; . The effective blaze angle is adjustable by modulating the 𝐶$ . Rays emerging from the
compound structure have been modified by both layers, and exhibit a transverse
wavevector
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𝑘M = 𝑘& sin(𝜃& ) =

𝑑𝜙
+ 𝐺 − 𝑘% sin(𝜃% )
𝑑𝑥

(4.8)

&Q

Where 𝐺 = 𝑚 Oh P and m is the diffraction order (in our case, m =1). As
G

illustrated in Fig 4.14 (b) the effect of 𝑘%,M = 𝑘% sin𝜃% from the input beam tilt can be
cancelled at specific design wavelengths where ∆ ≡ k%,i − G = 0. . Here, the second layer
corrects the coma and focuses the light at that design wavelength. Moving away from that
design wavelength however, ∆ becomes non-zero, a strong coma is present and caustics
with positive and negative curvature are formed. We show simulation of such a device in
Figure 4.14 (c) where NA = 0.8, focal length = 175 𝜇m and G = 4.5 /𝜇m. The results show
how we can select the coma corrected wavelength by dynamically varying the incidence
angle 𝜃% and also how we could modify the beam trajectory just be changing the
wavelength. To our knowledge this is the first demonstration of an accelerating beam
where beam properties can be tuned using wavelength or angle of incidence. This
multifunctionality offers novel capabilities such as focusing on an object at one wavelength
while simultaneously transmitting around /behind or probing its periphery at other
wavelengths.
4.6.3. Conclusion for comatic accelerating beams
In this possible application of NIRI, we show how a 1D flat lens can be used to
generate non-paraxial comatic accelerating beams with Airy-like qualities. The beam
properties can be controlled via design parameters such as (NA, focal length) and real-time
by varying the incident angle and wavelength.
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4.7. Summary
The demonstrated technique – “Nanoimprinting of refractive index” or NIRI offers
the prospect of creating existing and novel optical structures such as metasurfaces, lenses,
structural color patterns, diffractive optical elements and so on – in a very simple scalable
process. More techniques pertaining to development of 3D and 2D stamps can be explored
in the future to expand the prospective applications of NIRI for in-plane and out-of-plane
optical structures. We have already demonstrated scalable imprinting of microlens arrays.
Process development of proper liftoff techniques will allow us to transfer NIRI to other
material domains. We have also demonstrated conceptual imprinted waveguide sensors
that can both be integrated and scalable at the same time. In the future we could move into
the regime of alternative materials such as porous glass, TiO2, or germanium. We could
also invert the effective medium using various deposition and templating techniques.
Overall. NIRI offers many degrees of freedom in process development that can bring forth
development of scalable future devices in many areas of applications.
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CHAPTER 5. CONCLUSION

5.1. Summary
In this dissertation we demonstrate various novel applications of porous silicon,
mainly in three areas: (1) high performance waveguide based optical biosensing, (2) thin
film based colorimetric sensing, and (3) scalable flat optics. Our work highlights porous
silicon as a still relevant and key material for enhancing and going beyond many advanced
sensing and fabrication limitations. The techniques demonstrated in this dissertation are
applicable beyond porous silicon which can be generalized to be used with many other
nanoscale materials for enhanced sensing and patterning technology.
One important focus of this dissertation is group index based interferometric
biosensing. At first, we focus on unity confinement factor waveguides that are able to sense
all of the bulk refractive index change via interferometric interrogation. However, we find
that by operating in a waveguide dispersion enhanced regime it is possible to go further
beyond that effect and achieve group index changes that are higher than the bulk refractive
index changes in the sensor interferometers. We model various waveguide structures to
optimize this dispersion enhanced group index shift and find that the wavelength
dependence of the confinement factor of light in the sensing medium plays a big role in
group index based sensing. This technique can be generalized to establish group index
based sensing modalities that surpass the performance of current waveguide based sensor
schemes by 3-4 times. This allows us to leverage the well-established silicon
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manufacturing industry to produce high performance integrated biosensor chips in a mass
scale.
One other breakthrough technology we describe in this dissertation is the
Hyperchromatic Structural Color (HSC) which is a perceptually enhanced colorimetric
sensing technique that breaks the limitation faced by many current colorimetric sensors by
introducing a combination of multi-color lasers that allows theoretically unbounded
sensitivity. We couple this enhanced colorimetric response arising from the tri-color
illumination with porous silicon’s inherently high refractive index response to molecular
attachment and demonstrate a perceptually enhanced colorimetric sensor that is able to
make visible ~ 0.1 nm spectral shifts to the human naked eye. We further investigate the
optimum number of illuminants and corresponding wavelengths to estimate the maximum
color sensitivity achievable by the choice of illuminants alone. We also demonstrate HSC
can be realized in a portable hand-held format that offers promising pathways for highdemand, rapid and low-cost portable diagnostic sensors in applications spanning from rapid
testing, biomedicine to environmental monitoring.
Finally, we demonstrate “Nanoimprinting of Refractive Index”, a fast, scalable
process for patterning discrete and continuous refractive index laterally on a porous silicon
surface. This technique patterns the refractive index by selectively densifying a high
porosity thin film using a 2D or 3D silicon/glass stamp. This process allows the realization
of truly flat sub-500 nm flat lenses operating in the visible. Leveraging the arbitrary on
demand patterning, we can utilize grayscale lithographic techniques to produce 3D stamps
that pattern refractive index for specific applications such as airy beams, Bessel beams,
vortex beam generators, phase plates and so on. Transfer of the lens to flexible substrates
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also allow flexible porous silicon flat optics to be possible. To illustrate such an application,
we model a multifunctional flat lens that can both focus light and generate accelerating
beams with trajectories tunable via incident angle and even the operating wavelength. NIRI
shows potential for usability in creating many novel and existing in-plane and out of plane
optical devices and as a relatively scalable technology in doing so.
5.2. Future Work
5.2.1. Dispersion engineered group index sensing waveguides
Our findings in chapter 2 lend us insights into dispersion engineered enhanced
group index sensitivity. This can be enhanced in many ways via utilizing lower dimension
waveguides with air claddings to maximize waveguide dispersion in that regime. Vertical
pillar out of plane waveguides along with suspended porous silicon waveguides are strong
candidates as a dispersion enhanced group index sensor. This work can be further extended
beyond porous silicon to realize this effect in well-research integrated photonics sensors
like the SOI based interferometers and resonant cavities.
5.2.2. Hyperchromatic structural color
Our thin film based colorimetric sensors shows a record high performance
compared to traditional colorimetric sensors due to a coupled effect of our choice of
illuminants and our choice of the structural color filter. Our demonstration uses available
technologies such as RGB lasers with manufacturer specified wavelengths and a porous
silicon thin film. It may be possible to reach better colorimetric performance by evaluating
the number and choice of wavelengths alongside the design of a structural color filter
targeted at HSC based sensing. High Q-factor Bragg filters that target specific colors can
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significantly enhance the colorimetric response beyond what we demonstrate. Further,
optimizing the extinction ratio of the structural color filter’s reflectance spectrum can allow
us to harness the theoretically unbounded sensitivity of the HSC system.
5.2.3. Nanoimprinting of refractive index (NIRI)
We demonstrate NIRI as a means for scalable patterning of arbitrary refractive
index profiles. We create a comprehensive model of imprinted effective index vs film
compression which allows us to full control over the desired refractive index profile. We
develop a three-component model to fully model the behavior of the compressed film and
our model agrees with experimentally measured data. This allows on-demand patterning
of refractive index by design of a surface relief pattern on a 3D stamp which we explore
via grayscale lithography. Commercially available 3D silicon / fused silica stamps can also
be used to realize truly flat gradient index metasurfaces such as flat lenses. We demonstrate
this by experiment that our technique indeed can imprint hundreds of microlenses in a
matter of seconds repeatably. With our developed process, the same ~ mm scale stamp can
be re-used hundreds of times, thus alleviating the need for costly and slow patterning
technologies like focused ion beam or electron beam lithography.
In the end, we further simulate a potential application of our NIRI technique, where
we model a 1D flat multifunctional metalens that can both function as a conventional lens
at a desired wavelength but can also generate accelerating beams. The functionalities can
be switched based on incident angle and / or wavelength. This can be utilized to create long
range (~10 mm) non-diffractive vertical beams that can have many applications in extreme
depth of focus imaging, probing around an obstacle, and coherent tomography.
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Appendix A
Porous Silicon Fabrication Process and Notes
A.1 Porous Silicon Etching Steps
1. Dice the silicon wafer into dies of size 2.5 x 2.5 cm using a diamond scribe or a
wafer dicing tool.
2. The native oxide may be removed by rinsing the die with 15% HF for a few
seconds. Afterwards, the die is rinsed with Ethanol, then DI water, and the
Ethanol. Then the sample is dried with bursts of nitrogen or air using the tube
available in the fume hood.
3. The sample is placed in the etch cell as depicted in Figure 1.2.
4. Proper personal protective equipment (PPE) must be worn, and all safety
guidelines must be met as defined by Research Safety.
5. The cell is filled with 15% HF (in Ethanol) by transferring from the plastic bottle
slowly using pipette. Maximum care should be taken during this step to avoid any
spills. After transfer, the plastic bottle cap is sealed and is removed from the
workspace to avoid unwanted spills.
6. The titanium cathode is lowered to the etch cell mechanically until it touches the
HF solution. The height of the cathode can affect the etching uniformity across
the surface of the porous silicon. For maximum uniformity, more HF solution is
used, and the cathode is placed as far away from the die as possible.
7. It is a good practice to turn off the lights in the fume hood at this point to avoid
any influence of external illumination on the etch.

100

8. Cathode and Anode are connected to a current source, and appropriate current is
applied through programming the source with Python, MATLAB or LABVIEW.
9. After the etch is finished, the cathode is raised from HF, and leftover HF is
pipetted to a temporary HF plastic waste beaker. After all HF are removed, the
etch cell is rinsed with an ethanol wash bottle. Afterwards, the leftover solution is
transferred to the HF plastic waste beaker. Then the etch cell is opened, and the
sample is removed.
10. Upon removal the sample is rinsed multiple times with Ethanol, DI Water, and
dried with air.
11. The temporary HF waste from the plastic beaker is then transferred to HF waste
containers provided by Research Safety. Upon full transfer and thorough cleaning
of the plastic beaker, the large HF waste container is then sealed in a acid and
corrosive storage cabinet as a secondary confinement.
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Appendix B
NIRI PROTOCOLS
B.1 NIRI Process
B.1.1 Stamp dicing
Flat stamps can be cleaved from a flat silicon wafer and the polished side can be
used face down for imprinting. Cleaving often may result in uneven results for which a
silicon dicing tool may be used. For a total pressure of 0.4 Tons, we find that a stamp size
of 2 x 2 mm is preferable.
B.1.2. Stamp and substrate cleaning
For maximum yield, it’s crucial that the stamp and the substrates are clean. Any
dust particle or debris on the stamp or the substrate will result in substrate or stamp
breakage or both at the same time. We have developed cleaning methods that can result in
the most yield. For stamp cleaning, for maximum clean we could do an HF rinse, then light
oxidation at 500C, then an HF rinse to clean the oxide. However, we often find that
sonication for 5 minutes in isopropyl alcohol is sufficient. After sonication, the stamp is to
be visually inspected. If the surface looks visually unclean, use of a different stamp or the
HF rinse process is suggested. For the porous silicon substrate to be imprinted, a freshly
etched sample is clean enough to be imprinted shortly. An old sample maybe sonicated in
IPA. It must be made sure that both the substrate and the stamp are fully dry prior to the
imprinting process.
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B.1.3. The imprint process
The process starts by placing the porous silicon substrate face up on the bottom
pressing plate of the hydraulic press. The stamp is then placed on top of it face down.
Sometimes the substrate may be placed on a double-sided tape for higher imprint pressures
to reduce chances of breakage. The pressing plates are then locked and placed inside the
hydraulic press. Then pressure is slowly applied, and the target pressure is reached. The
appropriate pressure will be proportional to the stamp area. Smaller stamps can achieve
uniform high imprints in low pressures. After the pressure release, the pressure plates are
removed from the press and the samples are carefully removed. If the stamp feels glued to
the substrate, tweezers should be used to hold the stamp by the sides and lift it up vertically.
Applying any horizontal force will create unwanted surface modifications to the imprinted
region.

B.2 NIRI code repository
B.2.1 Imprinted microlens fringe generation code.
% Tahmid Hassan Talukdar
% Clemson University
%
wavelength = 0.45;
% create topography

ROC = 700; % 700 um

film_thickness = 1.12 ;
x = -35:0.1:35;
x = linspace(-35,35,500);
y = sqrt(ROC^2 - x.^2);
y = -y+ROC+0.37;
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for i = 1:length(y)
if y(i) > film_thickness;
y(i) = film_thickness;
end
end
figure;
subplot(2,1,1)
plot(x,y);
xlabel('x')
ylabel('y')
ylim([0 1.14])
% figure out imprint fraction
film_compression = 1-y/film_thickness;
imprint_thickness = y;
imprint_porosity = - 16.06*film_compression.^5 +
23.75*film_compression.^4 - 13.74*film_compression.^3 +
2.874*film_compression.^2 - 0.5794.*film_compression + 0.7052
p = imprint_porosity;
L = imprint_thickness;

%
%
%
%
%
%
%
%

figure;
plot(x,1-y/film_thickness);
xlabel('x');
ylabel('film compression')
figure;
plot(x,imprint_porosity)
ylabel('porosity') % not sure 2-comp or 3-comp

n_blue = PSi_nk_threecomponent(imprint_porosity,0.45);
n_green = PSi_nk_threecomponent(imprint_porosity,0.525);
n_red = PSi_nk_threecomponent(imprint_porosity,0.635);
% subplot(2,1,2)
% plot(x,2.*n.*L)
% ylabel('2nL')
wavelength_blue = 0.45;
wavelength_green = 0.525;
wavelength_red = 0.635;
for i = 1:length(n_blue)
R_blue(i) = tmm_nz(n_blue(i),L(i),wavelength_blue);
R_green(i) = tmm_nz(n_green(i),L(i),wavelength_green);
R_red(i) = tmm_nz(n_red(i),L(i),wavelength_red);
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end

figure(8);
subplot(3,1,1)
plot(x,R_blue, 'b');
hold on;
subplot(3,1,2)
plot(x,R_green, 'g');
hold on;
subplot(3,1,3)
plot(x,R_red, 'r');
hold on;
ylabel('R')

blue = readmatrix('BlueValues.csv');
green = readmatrix('GreenValues.csv');
red = readmatrix('RedValues.csv');

blue_xscale = 1.1;
green_xscale = 1.1;
red_xscale = 1.1;
blue(:,1) = linspace(-32,32,length(blue))*blue_xscale;
green(:,1) = linspace(-32,32,length(green))*green_xscale;
red(:,1) = linspace(-32,32,length(red))*red_xscale;
% normalize
blue(:,2) = 0.3*blue(:,2)/max(blue(:,2));
green(:,2) = 0.3*green(:,2)/max(green(:,2));
red(:,2) = 0.3*red(:,2)/max(red(:,2));
figure(8);
hold on;
subplot(3,1,1)
plot(blue(:,1),blue(:,2), 'b--');
xlim([-40 40])
subplot(3,1,2)
plot(green(:,1),green(:,2), 'g--');
xlim([-40 40])
subplot(3,1,3)
plot(red(:,1),red(:,2), 'r--');

xlim([-40 40])
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B.2.2 Imprinted microlens 2D fringe generation code.
% Tahmid Hassan Talukdar
% Clemson University
% March 9, 2021 - 4:14 PM
% Next steps: fix dispersions
%
wavelength = 0.45;
% create topography

ROC = 700; % 700 um

film_thickness = 1.12 ;
[x y] = meshgrid(-40:.1:40,-40:.1:40);
z = sqrt(ROC^2 - x.^2-y.^2);
z = -z+ROC+0.37;
for i = 1:length(z)
for j = 1:length(z)
if z(i,j) > film_thickness;
z(i,j) = film_thickness;
end
end
end
figure;
surf(x,y,z);

ylim([0 1.14])
% figure out imprint fraction
film_compression = 1-z/film_thickness;
imprint_thickness = z;
imprint_porosity = - 16.06*film_compression.^5 +
23.75*film_compression.^4 - 13.74*film_compression.^3 +
2.874*film_compression.^2 - 0.5794.*film_compression + 0.7052;
p = imprint_porosity;
L = imprint_thickness;
n = PSi_nk_threecomponent(imprint_porosity,0.6);

wavelength_blue = 0.45;
wavelength_green = 0.525;
wavelength_red = 0.635;
%%
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for i = 1:length(n)
for j = 1:length(n)
R_blue(i,j) = tmm_nz(n(i,j),L(i,j),wavelength_blue);
R_green(i,j) = tmm_nz(n(i,j),L(i,j),wavelength_green);
R_red(i,j) = tmm_nz(n(i,j),L(i,j),wavelength_red);
end
end
%%
figure;
title('blue');
h = surface(x,y,R_blue);
set(h,'LineStyle','none');
axis off
colormap gray;
set(gca, 'FontSize', 16);

figure;
title('green');
h = surface(x,y,R_green);
set(h,'LineStyle','none');
axis off
colormap gray;
set(gca, 'FontSize', 16);
figure;
title('red');
h = surface(x,y,R_red);
set(h,'LineStyle','none');
axis off
colormap gray;
set(gca, 'FontSize', 16);

figure;
h = surface(x,y,real(L));
set(h,'LineStyle','none');
colormap magma; colorbar;
set(gca, 'FontSize', 20);

%%
figure;
h = surface(x,y,real(n));
set(h,'LineStyle','none');
colormap magma; colorbar;
set(gca, 'FontSize', 20);
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B.2.3 Polished microlens 2D fringe generation code.
% Tahmid Hassan Talukdar
% Clemson University
% March 9, 2021 - 4:14 PM
% Next steps: fix dispersions
%
wavelength = 0.45;
% create topography
polished_thickness = 0.14;
ROC = 700; % 700 um

film_thickness = 1.12 ;
[x y] = meshgrid(-40:0.5:40,-40:0.5:40);
z = sqrt(ROC^2 - x.^2-y.^2);
z = -z+ROC+0.37;
for i = 1:length(z)
for j = 1:length(z)
if z(i,j) > film_thickness;
z(i,j) = film_thickness;
end
end
end
figure;
surf(x,y,z);

ylim([0 1.14])
film_compression = 1-z/film_thickness;
imprint_thickness = z;
imprint_porosity = - 16.06*film_compression.^5 +
23.75*film_compression.^4 - 13.74*film_compression.^3 +
2.874*film_compression.^2 - 0.5794.*film_compression + 0.7052;
p = imprint_porosity;
L = imprint_thickness;
n = PSi_nk_threecomponent(imprint_porosity,0.6);

wavelength_blue = 0.45;
wavelength_green = 0.525;
wavelength_red = 0.635;
%%
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L = polished_thickness;
for i = 1:length(n)
for j = 1:length(n)
R_blue(i,j) = tmm_nz(n(i,j),L,wavelength_blue);
R_green(i,j) = tmm_nz(n(i,j),L,wavelength_green);
R_red(i,j) = tmm_nz(n(i,j),L,wavelength_red);
end
end
%%
figure;
title('blue');
h = surface(x,y,R_blue);
set(h,'LineStyle','none');
axis off
colormap gray;
set(gca, 'FontSize', 16);

figure;
title('green');
h = surface(x,y,R_green);
set(h,'LineStyle','none');
axis off
colormap gray;
set(gca, 'FontSize', 16);
figure;
title('red');
h = surface(x,y,R_red);
set(h,'LineStyle','none');
axis off
colormap gray;
set(gca, 'FontSize', 16);
figure;
h = surface(x,y,real(L));
set(h,'LineStyle','none');
colormap magma; colorbar;
set(gca, 'FontSize', 20);

%%
figure;
h = surface(x,y,real(n));
set(h,'LineStyle','none');
colormap magma; colorbar;
set(gca, 'FontSize', 20);
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B.2.4 Transfer matrix functions to calculate reflectance
Following code is called by previous 3 scripts. Courtesy of my advisor Dr. Ryckman
function R = tmm_nz(n,L1,lambda)
n=[ 1 n 3.5];
%
% L1 = [500];%layer thickness in nm
R=[];
%lambda = 1550;
beta1 = 2*pi./lambda*n(2);
t01 = 2*n(1)/(n(1)+n(2)); %transmission coefficient
r01 = (n(1)-n(2))/(n(1)+n(2)); %reflection coefficient
t12 = 2*n(2)/(n(2)+n(3));
r12 = (n(2)-n(3))/(n(2)+n(3));
I01 = [1/t01 r01/t01; r01/t01 1/t01];
P1 = [exp(-i*beta1*L1) 0; 0 exp(i*beta1*L1)];
I12 = [1/t12 r12/t12; r12/t12 1/t12];
T = I01*P1*I12;
r = T(2,1)./T(1,1);
R = [R abs(r).^2];
end

B.2.5 Three-component EMT calculation code (MATLAB)
%Calculates index of porous silicon based on a porosity value
%
Bruggemann Effective Medium Approx.
% assuming 50% si and 50% sio2 makes up the non-air structure
function
n = PSi_nk(Porosity,uwvlngths)
LP = Porosity;
load sourcedata.mat
lmbdask = xlsread('Si_nk.xls');

Si_extinction_coefs = interp1(lmbdask(:,1), lmbdask(:,2),
uwvlngths,'spline');
Si_refr_index = 2.6692;
kfact=1;
Si_refr_index = Si_refr_index + i*kfact*Si_extinction_coefs;
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dielectric_pore=1; % replaced with RI of silica instead of air
a = 2*(Si_refr_index).^2-dielectric_pore3*LP*(Si_refr_index).^2+3*LP*dielectric_pore;
PSi_dielectric =
(a+sqrt((a).^2+8*(Si_refr_index).^2*dielectric_pore))/4;
PSi_refr_index = sqrt(PSi_dielectric);
n = PSi_refr_index;
end

B.2.5 Three-component EMT calculation stand-alone code (Python)
# -*- coding: utf-8 -*"""
Created on Sun Mar 22 22:07:24 2020
@author: Tahmid Hassan Talukdar
2-component and 3-component bruggeman effective medium theory
"""
import numpy as np
import pandas as pd
# Read silicon refractive index data
def bruggeman(LP,w):
si_data = pd.read_csv('si_n.csv', skiprows=2)
lambdas_ = si_data.values[:,0]
n_ = si_data.values[:,1]
Si_refr_index = np.interp(w, lambdas_,n_)
dielectric_pore=1
Si_refr_index = Si_refr_index ;
a = 2 *(Si_refr_index)**2 - dielectric_pore3*LP*(Si_refr_index)**2 +3* LP*dielectric_pore
PSi_dielectric = (a+np.sqrt((a)**2 + 8*(Si_refr_index)**2*
dielectric_pore))/4
PSi_refr_index = np.sqrt(PSi_dielectric)
return PSi_refr_index
def bruggeman_si_sio2(LP,w):
si_data = pd.read_csv('si_n.csv', skiprows=2)
lambdas_ = si_data.values[:,0]
n_ = si_data.values[:,1]
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Si_refr_index = np.interp(w, lambdas_,n_)
dielectric_pore=1.46 # assume silica as the dielectric pore
Si_refr_index = Si_refr_index ;
a = 2 *(Si_refr_index)**2 - dielectric_pore3*LP*(Si_refr_index)**2 +3* LP*dielectric_pore
PSi_dielectric = (a+np.sqrt((a)**2 + 8*(Si_refr_index)**2*
dielectric_pore))/4
PSi_refr_index = np.sqrt(PSi_dielectric)
return PSi_refr_index
def bruggeman_3comp(void_fraction,silica_fraction,w):
LP = void_fraction
Si_refr_index = bruggeman_si_sio2(silica_fraction,w)
dielectric_pore=1
Si_refr_index = Si_refr_index ;
a = 2 *(Si_refr_index)**2 - dielectric_pore3*LP*(Si_refr_index)**2 +3* LP*dielectric_pore
PSi_dielectric = (a+np.sqrt((a)**2 + 8*(Si_refr_index)**2*
dielectric_pore))/4
PSi_refr_index = np.sqrt(PSi_dielectric)
return PSi_refr_index
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Appendix C
GRAYSCALE LITHOGRAPHY
C.1 Resist profile vs electron beam dose
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Figure C.1. Etched resist (removed resist after development) vs electron beam dose (PMMA 950K A5)

C.2 Resist profile vs electron beam dose
Silicon height profile after reactive ion etching in C4F8 – 27 sccm, SF6 – 12 sccm, Ar – 2
sccm for 10 minutes. This is performed after developing PMMA 950K A5 in DI:IPA for
15s.

113

3000

Si Etch Depth (nm)

2500
2000
1500
1000
500
0
250

300

350

400

450

500

550

2

Dose ( C/cm )
Figure C.2. Silicon height profile after RIE for 10 minutes
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