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a b s t r a c t
This paper discusses an attempt at identifying a property of circuits in (nonplanar) graphs
resembling the separation property of circuits in planar graphs derived from the Jordan
Curve Theorem.
If G is a graph and C is a circuit in G, we say that two circuits in G form a split of C if
the symmetric difference of their edges sets is equal to the edge set of C, and if they are
separated in G by the intersection of their vertex sets.
García Moreno and Jensen, A note on semiextensions of stable circuits, Discrete Math.
309 (2009) 4952–4954, asked whether such a split exists for any circuit C whenever G is
3-connected. We observe that if true, this implies a strong form of a version of the Cycle
Double-Cover Conjecture suggested in the Ph.D. thesis of Luis Goddyn. The main result of
the paper shows that the property holds for Hamilton circuits in cubic graphs.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a 2-edge-connected graph with a circuit C . A circuit double cover (CDC) of G is a family of circuits (Ci : i ∈ I) for
some index set I such that every edge of G belongs to Ci for precisely two indices i ∈ I . In his Ph.D. thesis [5] Luis Goddyn
asked whether there always exists a circuit double cover of G having C among its circuits. This statement is referred to as
FCDCC (the Fixed Circuit Double-Cover Conjecture). A semiextension of C in G is a circuit D, with D 6= C , such that if P is a
path in G − (E(C) ∪ E(D)) from a vertex x ∈ V (C) \ V (D) to a vertex y ∈ V (C) ∪ V (D), and if P has no interior vertices in
V (C) ∪ V (D), then there exists a path from x to y in G each edge of which belongs to precisely one of C and D.
Conjecture 1 ([3]). If G 6= C, then there exists a semiextension of C in G.
It was observed in [3] that the truth of Conjecture 1 would imply the truth of FCDCC.
Given setsA, B, S ⊆ V (G), we say that S separates A and B inG if every path inGwith one endvertex inA and one endvertex
in B contains an element of S. The symmetric difference G11G2 of two subgraphs G1 and G2 of G is defined as the subgraph of
G induced by the edges E(G1 ∪ G2) \ E(G1 ∩ G2). In general the symmetric difference of a finite family of subgraphs is equal
to the subgraph induced by those edges that are contained in an odd number of the members of the family (counted with
multiplicity).
If G is a plane graph with C as its outer face boundary, and if P is any path in G intersecting C only in its endvertices,
then the two endvertices of P define two edge-disjoint subpaths of C each of which together with P forms a circuit, say X
and Y , respectively. Then X and Y satisfy E(X) ∩ E(Y ) = E(P), and V (X) ∩ V (Y ) = V (P). It follows from the Jordan Curve
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Theorem that V (P) is a cutset in G; hence V (X)∩V (Y ) separates V (X) from V (Y ) in G. Moreover, the boundaries of the faces
of G define a circuit double cover of G with the additional property that its circuits partition into two subsets such that the
symmetric difference of one set equals X and the symmetric difference of the other equals Y (corresponding to the faces in
the interiors of X and Y , respectively). The circuits X and Y are often said to ‘split’ the circuit C .
There are nontrivial theorems concerning planar graphs that have proofs avoiding the use of Euler’s formula for the
number of vertices, edges and regions of a plane graph, and instead apply the Jordan Curve Theorem in a direct way. There
are other nontrivial theorems concerning planar graphs, such as the Four-Color Theorem, for which so far no such proofs
have been found. For certain theorems concerning planar graphs there are conjectured dual versions (such as the nowhere-
zero flow conjectures of Tutte (e.g. see [6]), and variants of the Circuit Double-Cover Conjecture). If any such conjectures are
true, then there should be proofs avoiding the use of the Jordan Curve Theorem altogether. Thus it makes sense to ask how
much of the behavior of face boundaries in plane graphs may be generalized to graphs and their circuits in general. We will
consider a generalized concept of a split, in the sense just described, which extends to circuits of nonplanar graphs.
2. Splits
The set {X, Y } is called a split of C in G if X and Y are circuits of G such that
(i) C = X1Y , and
(ii) V (X) ∩ V (Y ) separates V (X) from V (Y ) in G.
The example given in the Introduction is an extreme case,where a split of a face-bounding circuit in a plane graph consists
of circuits that intersect in a single path P . An opposite extreme is provided by a cubic graph Gwith exactly three Hamilton
circuits (e.g. see [8, Chapter 11]). If C, X, Y are the three Hamilton circuits, then Smith’s Theorem [7] ensures that every edge
of G is contained in exactly two of them. So (i) is immediate, and (ii) is trivial. Thus {X, Y } is a split of C , for which X ∩ Y is a
1-factor of G.
Question 2 ([4]). Assume that G is 3-connected and C is a circuit of G. Does there exist a split of C in G?
Each circuit of a split {X, Y }may play the role of a semiextension D of C (the other being C1D). Since it suffices to prove
FCDCC for cubic 3-edge-connected graphs (e.g. see [8, Chapter 7]), the truth of FCDCC would follow from a positive answer
to Question 2.
The requirement that the circuit C should be fixed in a circuit double covermay be strengthened as follows. A CDC-split of
C in G is a circuit double cover (C0, C1, C2, . . . , Ck) of G, with C0 = C , such that for some i ∈ {1, 2, . . . , k−1} both symmetric
differences∆{Cj : 1 ≤ j ≤ i} and∆{Cj : i < j ≤ k} are circuits in G.
Proposition 3. If G is a cubic graph, and there exists a CDC-split of C in G, then there exists a split of C in G.
Proof. Assume that (C0, C1, C2, . . . , Ck) is a CDC-split of C in G, where X = ∆{Cj : 1 ≤ j ≤ i} and Y = ∆{Cj : i < j ≤ k} are
circuits for some i ∈ {1, 2, . . . , k − 1}. Then X1Y = ∆{Cj : j ∈ {1, 2, . . . , k}} = C , since (C0, C1, C2, . . . , Ck) is a CDC, and
C = C0. Let P be a path in G from a vertex x ∈ X to a vertex y ∈ Y . We will show that X ∩ Y separates V (X) from V (Y ) in
G by showing that P contains a vertex of X ∩ Y . We may assume both x 6∈ Y and y 6∈ X . If an interior vertex v of P belongs
to C = X1Y , then v belongs to X or Y , and we argue with v in place of x or y as appropriate. So we assume that no interior
vertex of P lies on C . Since every vertex of G has degree 3, exactly two of the circuits {Cj : 1 ≤ j ≤ i} contain x, and two
of the circuits {Cj : i < j ≤ k} contain y. Similarly, every interior vertex v of P belongs to X ∩ Y , or to exactly three of the
circuits {Cj : 1 ≤ j ≤ i}, or exactly three of the circuits {Cj : i < j ≤ k}. Since two adjacent vertices of P belong to at least
two common circuits among C1, C2, . . . , Ck, it follows that some interior vertex of P belongs to X ∩ Y . Hence {X, Y } is a split
of C in G. 
The following is a partial converse. For any subgraph H of G, a path P in G is an H-path if V (P ∩H) is the two-element set
of the endvertices of P .
Proposition 4. Assume that G is 2-edge-connected, that C is a circuit in G, and G 6= C. If every circuit of G has a split in every 2-
edge-connected subgraph of G which properly contains the circuit, then there exists a CDC-split of C in G.
Proof. The proof is by induction on |E| ≥ 3. For |E| = 3 there is nothing to show. So assume |E| ≥ 4. Since G properly
contains C , there exists, by assumption, a split {X, Y } of C in G. Let H = X ∪ Y , and let GX be the union of all H-paths having
at least one endvertex in V (X) \V (Y ). Let GY be the union of all H-paths having either at least one endvertex in V (Y ) \V (X)
or both endvertices in V (X) ∩ V (Y ). Then GX ∪ GY = G holds, since G is 2-edge-connected. Moreover, each of GX and GY is
2-edge-connected by construction. It is clear that X ⊆ GX and Y ⊆ GY hold, and GX ∩ GY = X ∩ Y follows from property (ii)
of a split. In particular, each of GX and GY is a proper subgraph of G, since X and Y are distinct circuits. Let (X, C1, C2, . . . , Ci)
be a CDC of GX ; this exists by induction if X is a proper subgraph of GX , and otherwise trivially, with i = 1 and C1 = X .
Similarly let (Y , Ci+1, . . . , Ck) be a CDC of GY . Clearly (C, C1, C2, . . . , Ck) is a CDC-split of G, as desired. 
Three conjectures of increasing strength are suggested, each of which implies the affirmative answer to the FCDCC
question.
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Conjecture 5. Every circuit in a 3-edge-connected graph has a CDC-split.
Conjecture 6. Every circuit in a 3-edge-connected graph has a split.
Conjecture 7. If P is a C-path in G, and P 6⊆ C, then there exists a split {X, Y } of C in G such that P ⊆ X ∩ Y .
Assuming 3-edge-connectedness in Conjectures 5 and 6 serves to avoid the cases when the whole graph is just a circuit.
The condition P 6⊆ C in Conjecture 7 eliminates the trivial case when P consists of a single edge of C .
3. Hamilton circuits
It is natural to look at the above conjectures in the cubic case. Moreover, Conjecture 6 becomes easy if the circuit C has
only few bridges (in Tutte’s sense; e.g. see [2]). If G contains a path P that intersects C precisely in its endvertices, and if these
endvertices are consecutive on C and adjacent via the edge e of C , then P together with e induces a circuit X , and the union
of P with C − e forms another circuit Y , such that {X, Y } is a split of C in G. Thus if C has only one bridge, or if C is of odd
length and has exactly two bridges, then a split of C exists in G. If G has two bridges with attachment vertices that alternate
along C , then it is easy to construct a split {X, Y } of C so that X ∩ Y is a disjoint union of two paths, one from each bridge,
each with its endvertices at distance 2 apart on C .1
Since a maximal number of bridges is achieved by a Hamilton circuit C of a cubic graph, it seems interesting to prove
Conjecture 6 for this special case, which we will do next.
Theorem 8. If G is cubic and C is a Hamilton circuit of G, then there exists a split of C in G.
The following stronger parity statement trivially implies Theorem 8. The proof of Theorem 9 has similarities with the
proof of Smith’s Theorem on a second Hamilton circuit given by Bondy in [1, Thm. 5.14].
The distance between two edges e1 and e2 on C is naturally defined to be zero if e1 = e2, and otherwise as being 1 larger
than the smallest (usual) distance on C between an end of e1 and an end of e2.
Theorem 9. If G is cubic, C is a Hamilton circuit of G, and if e1 and e2 are edges of C, then the number of splits {X, Y } of C in G
that satisfy e1 ∈ X and e2 ∈ Y has the same parity as the distance between e1 and e2 on C.
Proof of Theorem 9. If the distance is zero, that is, if e1 = e2, then the number of such splits is clearly 0. So we can assume
e1 6= e2.
Let Γ be a bipartite graph with bipartition (A, B) defined as follows. The vertices on side A of the bipartition are sets
f = {f1, f2, f3, f4} of 1-factors fi of G, for i = 1, 2, 3, 4, satisfying
(i) ei ∈ fi for i = 1, 2,
(ii) if e ∈ E(C) then e belongs to an fi for exactly one value of i,
(iii) if e ∈ E(G) \ E(C) then e belongs to an fi for exactly two values of i.
We note that in case of e1 and e2 having odd distance, there exists a vertex {f1, f2, f3, f4} in A such that f1 and f2 are the two
1-factors of alternating edges along C , and f3 = f4 is the 1-factor of the chords of C .
The vertices in part B are pairs F = (F1, F2) of subgraphs F1, F2 of G for which there exists f = {f1, f2, f3, f4} ∈ A with
F1 = f11f3 and F2 = f21f4. It is clear that each of F1, F2 is a 2-regular subgraph of G with ei ∈ Fi, for i = 1, 2. The edges of
Γ are defined by letting each vertex F = (F1, F2) ∈ B be joined by an edge to each vertex f = {f1, f2, f3, f4} ∈ A such that
F1 = f11f3 and F2 = f21f4.
We will compute the degrees in Γ of the vertices in A and B. The only edges of Γ incident to f = (f1, f2, f3, f4) are those
that join f to (f11f3, f21f4) and to (f11f4, f21f3). Thus the degree of f is determined by
dΓ (f ) =
{
1 if f3 = f4, and
2 if f3 6= f4.
The degree dΓ (F) in Γ of F = (F1, F2) is given by
dΓ (F) = 2c(F1)+c(F2)−2,
where c(Fi) denotes the number of components of Fi, for i = 1, 2. Thus the degree of any vertex in Γ is odd either if it is a
set f = {f1, f2, f3, f4} of 1-factors fi of G that satisfies f3 = f4 in addition to ((i)–(iii)), or a pair (X, Y ) of circuits X, Y in G for
which there exists f = {f1, f2, f3, f4} ∈ Awith X = f11f3 and Y = f21f4.
If a set f = {f1, f2, f3, f4} of 1-factors fi of G satisfies f3 = f4 in addition to ((i)–(iii)), then every edge of f3 = f4 belongs to
an fi for the two values i = 3, 4, consequently the edges of f3 = f4 are precisely the chords of C , by (ii) and (iii), and since
1 Computational experiments that extend these constructions to larger numbers of bridges suggest that no counterexample to Conjecture 6 is a circuit
with fewer than ten bridges.
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the chords of C induce a 1-factor of G. This implies C = f1 ∪ f2, and that f1, f2 are the uniquely determined color classes of a
proper edge 2-coloring of C . Hence such a set f exists if and only if the distance on C between e1 and e2 is odd, by (i).
Assume that (X, Y ) is a pair of circuits X, Y in G for which X = f11f3 and Y = f21f4 hold for some set of 1-factors
{f1, f2, f3, f4} of G satisfying ((i)–(iii)). We will show that {X, Y } is a split of C with e1 ∈ X and e2 ∈ Y . Now X1Y = C follows
from (ii) and (iii). Hence to verify that {X, Y } is a split of C in G, it is enough to show that V (X ∩ Y ) separates V (X) from
V (Y ) in G. We will consider a minimal path P in G from a vertex of X to vertex of Y and show that P contains a vertex from
X ∩ Y . Since X1Y = C implies C ⊆ X ∪ Y , there is no interior vertex of P on C , so P is induced by a single chord e = uv of
C . Without loss of generality we may assume u ∈ X , and it follows from X = f11f3 that e ∈ f2 ∪ f4 holds. Now at least one
edge of C incident to v belongs to f1 or f3; hence v ∈ X follows. This shows that at least one endvertex u or v of e belongs to
X ∩ Y . Hence {X, Y } is indeed a split of C . Moreover, e1 ∈ X and e2 ∈ Y follow from (i) and the definition of X and Y .
Assume that {X, Y } is any split of C in G that satisfies e1 ∈ X and e2 ∈ Y . We seek a set {f1, f2, f3, f4} of 1-factors fi of G
with X = f11f3 and Y = f21f4, such that ((i)–(iii)) all hold. Each vertex u of X is incident to a unique chord e = uv of C .
Either u ∈ X ∩ Y and e ∈ X ∩ Y , or u ∈ X − Y and e 6∈ X ∪ Y holds. From e ∈ X ∩ Y it follows that v ∈ X ∩ Y . If on the other
hand e 6∈ X ∪ Y holds, then v ∈ (X − Y )∪ (Y − X) follows, and u ∈ X − Y additionally implies v 6∈ Y − X since e cannot join
a vertex of X−Y to a vertex of Y −X when {X, Y } is a split. Consequently e joins a vertex of X ∩Y to another vertex of X ∩Y ,
or a vertex of X −Y to another vertex of X −Y , and thus the number of vertices in each of X ∩Y and X −Y is even. It follows
that the length of X is even. Similarly, the length of Y is even. Let f ′1 and f
′
3 be the disjoint 1-factors of X such that e1 ∈ f ′1 ,
and let f ′2 and f
′
4 be the 1-factors of Y such that e2 ∈ f ′2 . Let f ′5 be the set of chords e of C such that both ends of e belong to
Y −X , and let f ′6 be the set of chords such that both ends belong to X − Y . Finally let f1 = f ′1 ∪ f ′5, f2 = f ′2 ∪ f ′6, f3 = f ′3 ∪ f ′5 and
f4 = f ′4 ∪ f ′6 . It is easy to check that f1, f2, f3, f4 are 1-factors of G satisfying ((i)–(iii)) as well as X = f11f3, Y = f21f4, e1 ∈ f1
and e2 ∈ f2.
We deduce that a vertex of odd degree inΓ either represents a proper edge 2-coloring of C in which e1 and e2 are colored
differently, or a split of C in G. Since there are an even number of vertices of odd degree in Γ , the statement of the theorem
follows. 
Finally, it follows that Conjecture 7 is true for Hamilton circuits in cubic graphs.
Corollary 10. If G is cubic, C is a Hamilton circuit of G, and e is any chord of C, then there exists a split {X, Y } of C in G satisfying
e ∈ X ∩ Y .
Proof. Let v be an endvertex of e, and apply Theorem 9 to the two distinct edges e1, e2 of C that are incident to v and hence
have distance 1 on C . 
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