Ultrasound-derived myocardial strain can render valuable diagnostic and prognostic information. However, acquisition settings can have an important impact on the measurements. Frame rate (i.e. temporal resolution) seems to be of particular importance. The aim of this study was to find the optimal range of frame rates needed for most accurate and reproducible 2D strain measurements using a 2D speckle-tracking software package.
Introduction
Reproducible and accurate measurements expressing left-ventricular (LV) function have important impact on optimal clinical management of patients in cardiology. The incremental value of regional and global measures of myocardial deformation by strain and strain rate (SR) have been shown in many clinical studies addressing a high variety of cardiac diseases. 1 -7 Two-dimensional (2D) speckle-tracking echocardiography (STE) is based on frame-by-frame tracking of echodense speckles within the myocardium and subsequent measurement of regional myocardial deformation. 8, 9 STE-derived global longitudinal strain (GLS) and global circumferential strain (GCS) are simple deformation parameters and close to routine clinical application. The optimal acquisition rate [i.e. number of frames per second in relation to heart rate (FRpHR) or cycle length (FpC)] seems to have an important impact on accuracy of strain and SR measurements. 10 Studies on tissue velocity imaging (TVI)-derived strain concluded that an optimal frame rate for TVI-based strain measurements would be at least 100 Hz. 11 -13 For 2D speckle-trackingderived strain, most clinical studies have used a standard setting of 40 -70 frames per second. 14 However, it is not known to which extent lower or higher frame rates might influence the measured 2D strain values. While clinical studies usually refer to the acquisition rate as frames per second, the biomedical engineering studies clearly indicate that tracking quality depends on the amount of inter-frame displacement/deformation, which depends on the combination of the FR and the HR. Thus FpC is intrinsically connected with the overall tracking quality. 10 In the present study, we mimicked different FR using a 2D simulation framework based on a kinematic leftventricular model and a physical-based ultrasound image simulator. As such, synthetic ultrasound images were generated with reference motion and strain curves. The aim of the study was to explore the influence of FpC on accuracy, precision, and reproducibility of strain measurements. In addition, we investigated the influence of endo-, myo-, and epicardial ROI position on the accuracy and reproducibility of the measured strain values. The influence of FR on the strain assessment was also studied in real patient data to verify whether the key findings of the in-silico experiments were reproducible in clinical data.
Methods

Generation of synthetic image data
A simplified LV kinematic model was used to generate realistic cardiac deformation patterns. The underlying kinematical model was based on the definition of mathematical expressions for the displacement field within a truncated ellipsoid, controlled by different parameters such as LVtorsion, fibre-orientation, or ejection fraction (EF). 15, 16 As illustrated in Figure 1 , the model enables generating 3D ellipsoidal myocardial shapes that present realistic (local) motion/deformation patterns for differing global functional status of the heart. Four different settings were used, in order to simulate a normal heart, exercise activity, dilated cardiomyopathy, and hypertrophy. The variations between these different scenarios were the overall EF, wall thickness, cavity volume, and heart rate (HR). These parameters were tuned to closely match the relevant physiological differences between the simulated models, as shown in Table 1 .
The deformation fields generated with the kinematical model were used to displace ultrasound scattering in the myocardium with realistic motion patterns, which were then used as an input to a custom ultrasound image simulation platform developed in-house (COLE, KU Figure 1 Diagram of the image simulation platform. A kinematic model is used to animate a cloud of point scatterers which move together with a contracting ellipsoidal LV model (left). Based on these points, an algorithm simulates the ultrasound wave propagation into the tissues and respective echoes arising from the point scatterers, which are then used to build the simulated image sequences. Leuven, Belgium). 17 At the core of this software tool lays an algorithm able to simulate the physical interactions between a propagating ultrasound wave and the point scatterers in the underlying tissue. This enables the modelling of the ultrasound image formation process, thus allowing creation of the corresponding ultrasound images associated with the aforementioned LV kinematical models. Furthermore, different acquisition parameters such as the FR, ultrasound line density, opening angle, and scan depth can be adapted to match a specific system. For the current study, the system was configured to mimic a generic 3 MHz cardiac probe generating images with an overall contrast-to-noise ratio of 8 dB (equivalent to 40% of noise in the blood pool). Figure 2 and Supplementary data online, Videos S1 and S2 display an example of an image of the model of a normal heart in the apical and parasternal shortaxis (SAX) view. For all models, several DICOM loops were generated at frame rates of 20, 35, 50, 75, 90, and 110 frames/s. One observer (A.R.) analysed the four models at each of the six different frame rates repeatedly (14 -15 times). The number of repeated analyses was chosen in order to gain sufficient power for comparing test accuracies for each model and frame rate. Each analysis contained a short-axis view for global radial and global circumferential strain and one apical view for longitudinal strain.
Patient inclusion and data acquisition
Seventy consecutive patients referred to echocardiography were included in the study and written informed consent was obtained. Exclusion criteria were presence of atrial fibrillation or grossly varying HR (changes in RR interval .20%). All echocardiographic studies were performed using an iE33-scanner (S5-1 probe, Philips Medical Systems, Andover, MA, USA) and a 1 -5 MHz transducer with the patient in the left-lateral decubital position. Conventional 2D grey-scale images were obtained in the apical four-chamber views (4CH) and mid-ventricular SAX views. When long-or short-axis views displayed poor 2D quality, the views at all FR were either not acquired or excluded from later data analysis. Both views were repeatedly acquired at 3-6 differing FR with a range between 26 and 117 Hz. Highest FR was depending on image depth, width, and quality, while machine settings allowed no lower FR than 26 Hz. A single observer (A.R.) analysed all acquisitions once. Figure 2 Original frame of the silico-simulated model in an apical and short-axis view to the left and the same model with tracking borders of the speckle-tracking software to the right.
Influence of frame rate on 2D STE
Data processing
In the model and patients, strain analyses were performed with a 2D speckle-tracking software package (eSiew Velocity Vector Imaging, Siemens, Medical Solutions, Mountain View, CA, USA). Figure 2 and Supplementary data online, Videos S2 and S4 demonstrate the tracking borders on a synthetic model. From the same tracking sequence, global strains were calculated for sub-endocardial (endo), myocardial (myo), and sub-epicardial (epi) measurements. Since the VVI software measures directly at the endo-and epicardial border, the region of interest was adapted to regionally varying muscle thickness. The ROI was manually drawn at the endo-and epicardial border of the first frame of a cardiac cycle. Tracking was a fully automated process, followed by visual assessment to validate if the tracked contours sufficiently matched myocardial borders throughout the cardiac cycle. If tracking was not approved, borders on the first frame were adjusted with consecutive new automated tracking. For longitudinal and circumferential strains, negative systolic peak values, and for radial strains, positive systolic peak values were extracted from the data set. In the simulated LV models, we chose to analyse peak strain values over the entire cardiac cycle. These represented systolic peaks since the kinematic model did not contain postsystolic strain ( Figure 3 ). In patients, peak strains were measured during the ejection time (ET) period, which was defined by aortic valve opening and closure from Doppler measurements over the aortic valve.
Reproducibility
For intraobserver variability, the same observer (A.R.) reanalysed the same loops 3 -4 weeks after the first analyses, while for interobserver variability, a second independent observer (E.A.) blinded for the data analysis of the first observer reanalysed the same loops. For inter-and intraobserver variabilities, the same 30 DICOM loops for short-axis and 30 DICOM loops for long-axis of the computed models were reanalysed. Furthermore, in the patient data set, 79 4CH and 75 SAX loops at differing frame rates were reanalysed by both observers. Intraclass correlation coefficients and Bland -Altman plots were derived from both the computed models and patient data. In order to estimate testretest (i.e. inter-study) variability, the same models were re-generated resulting in images with different speckle patterns due to the random positioning of individual point scatterers in the simulation process. As such, new images with distinct speckles were generated as if it were new acquisitions. These new images were then also analysed by the same reader (D.K.).
Statistical analyses
All statistical analyses were performed using IBM SPSS Statistics 21 software (IBM Corporation, USA). For the synthetic data mean, standard deviation (SD) and confidence interval were calculated for the difference between the measured strain values and the given reference value of the model. Results in patient and synthetic data sets were grouped by FpC. In the synthetic data where references were values according to the model, ANOVA for dependent variables with Bonferroni adjusted analyses were used in order to identify differences between FpC groups. Coefficients of variation were calculated for repeated measurements. In the simulated models, the influence of several factors (i.e. FpC, endo-myo-epicardial ROI position, type of model, and peak strain values of the reference) on estimate-accuracies was analysed by univariable and multivariable regression analyses.
In assessment of the association between ET-strain with grouped FpC in patients, we used linear mixed models a statistical method combining regression analysis and repeated measurements. According to the results from simulated models, strain measurements at 46 -65 FpC were set as reference for Bonferroni analysis in the mixed model for data derived from patients.
Results
Synthetic data Table 1 shows reference values of the simulated models. Table 2 and Figure 4 show the difference between measured strain and the reference strain value for different FpC. A plateau for highest accuracies for strain measurements was achieved at .30 FpC for longitudinal and circumferential strains. Table 2 and Figure 4 show accurate estimates of longitudinal and circumferential strains. Figure 4 demonstrates that the hypertrophy model slightly overestimated myocardial circumferential and longitudinal strain. According to Table 2 and Figure 4 in global radial strain, the plateau was reached at 50 and 40 FpC, respectively. In general, radial strain was underestimated. Compared with circumferential and longitudinal strain, both radial SD and CoV were significantly higher. The right column of Figure 4 depicts the same results grouped by differing FRs. The right-shift of the exercise model demonstrates the influence of high HRs on measured strain values. Table 3 shows univariable and multivariable regression analyses for the simulated models investigating possible factors influencing the accuracy of strain measurements in the in-silico models. A dependency of strain measurements on FR, model, and the strain magnitude in the circumferential direction was shown. Especially the DCM model displayed significantly lower strain variabilities and the exercise model higher strain variabilities. ROI position in the subendo-, myo-, or subepicardium showed higher variances in sub-endocardial positions compared with sub-epicardial ones in the univariable regression. This was probably caused by the difference in absolute strain values as shown in multivariable regression analyses where ROI had no effect on variabilities when corrected for strains.
Patient data
Of 70 patients, four were excluded due to atrial fibrillation. Seventeen SAX views and 11 apical views were discarded due to insufficient imaging quality. Of all patients included, 24 had systolic pathology including LV hypertrophy, ischaemic heart disease and heart failure, 22 patients had valvular or aortic diseases, three patients had diastolic heart failure, two right heart failure, three pericardial effusions, and 12 were assessed as normal. Ejection fraction was normal (.50%) in 55 patients, in eight patients EF was moderately reduced (35 -50%), and in three patients EF was severely reduced (,35%). Figure 5 and from the expected value was observed, while higher frame rates did not influence circumferential or radial strains significantly.
Reproducibility
Intra-and interobserver variabilities for synthetic and patient data are displayed in Table 5 and as Bland -Altman plots in A. Rö sner et al.
Discussion
The major findings of the study showed that longitudinal and circumferential strain were correctly estimated at .30 FpC in synthetic data, while a plateau was reached in patients at .25 FpC. Both, in longitudinal and circumferential direction, sub-endocardial strains were significantly higher than sub-epicardial strains, without significant effect on estimate-accuracies. Radial strains were at all FpC underestimated and had significantly highest variabilities.
Accuracies in the synthetic data set
Speckle-tracking echocardiography strain measurements have previously been evaluated against MRI tagging or microcrystals. 18 However, MRI tagging also presents technical challenges that reduce overall accuracy. Microcrystals have limitations related to out of plane motion, in addition to mismatch problems arising from the non-trivial spatial association of reference values and STE measurements. The simulation platform in the present study was developed with the intention to make standardized evaluation of speckletracking software possible and to help improving machine settings and software. 19 Thus in the present study, it was possible to investigate reproducibility and accuracy at different frame rates with corresponding reference values in endo-, myo-, and epicardial position. The simulated images had relatively low noise level, no artefacts, and easily detectable myocardial borders. The reference values were correctly detected in longitudinal and circumferential direction for FpC.30 corresponding to .50 -60 Hz at normal (adult) HR. Accuracies of strain estimates in longitudinal and circumferential directions were high.
Strain-gradients through the myocardial wall have been described earlier. 20 -23 However, strains have been calculated as 'layer' strains and not strains along the endo-or epicardial borders. With the VVI system, strains are being calculated in the endocardial borderline and epicardial borderline. Based on average patient data, Figure 5 shows a four-fold higher endocardial circumferential and two-fold higher longitudinal strain in the endocardium compared with an epicardial ROI. In addition, hypertrophic geometry increases these endo-epicardial gradients as shown in 
Beta is the standardized coefficient of the regression model. CI, upper and lower confidence intervals.
Furthermore, much higher CoV differences between observers compared with intraobserver variability in patients, mirror the problem of non-uniform definition of the endo-and epicardial borders and the resulting high variabilities of strain estimates when these borders are differently defined. In computed models, where image quality was high and borders were easily detectable, intraand interobserver variabilities were distinctly lowered. Thus, high image quality and a correct definition of myocardial borders seem to be crucial.
The influence of frame rate
Since time periods of cardiac events shorten at increasing HR, we chose to report our data as FR corrected for HR (FpC) rather than FR. Increasing FpC increased strain estimates until a plateau was reached (i.e. no significant change between reference value and estimate). Data from synthetic imaging confirmed the assumption that too low FpC leads to systematic underestimation of strain values. However, already .30 FpC rendered excellent strain accuracies for longitudinal and circumferential strains. In contrast to the previous publications on TVI-derived strain and frame rate, 11 -13 the recommended frame rate of .100 Hz seems not to be needed for peak longitudinal circumferential or radial 2D-strains. Note, however, that TVI strains derived from STE are estimated through integration of strain rates derived from velocity differences. Underestimation of short lived SR peaks will thus lead to underestimation of TVI-derived strains. In STE, strain is derived from displacement of several points. Displacement curves contain less high-frequency Figure 6 Intra-and interobservervariabilities as Bland -Altman plots in the silico-simulted models.
Influence of frame rate on 2D STE components (i.e. sudden changes), which allows a much lower frame rate for correct definition of broad peak strain values. Only the highest FpC increased the variance of repeated measurements or strain accuracies. This indicates, that a FR-dependent tracking error accumulation does not occur at FpC ,80. In all ultrasound systems, the trade-off between increasing FR and decreasing spatial resolution has to be made. Decreased spatial resolution would likely result in higher variabilies of measurements.
In a meta-analysis investigating normal GLS, frame rate had no impact on peak strain values.
14 Studies included in the analysis used optimized frame rates at the mid-range. Both synthetic and patient data of the present study demonstrate, that a wide range from 25 to 85 FpC rendered constant strain accuracies. Thus, it can be assumed that machine settings and average HRs of the meta-analysis studies render a majority of measurements within that range, thus being in concordance to our results. The combination of high strains at high HR seems to be a challenge, since accuracy in the simulated exercise model was lower than in the normal heart case. However, in the synthetic model, imaging loops with .85 Fps allowed detection of the correct strain values at HR 160/min, while lower FR systematically underestimated strains. Thus, one has to be aware of the limitations of speckle-tracking algorithms when applying stress tests or high strains combined with high HR in infants or small animal studies, where machine settings are often below 85 Fps and HR higher than 160/min. These findings might be one factor explaining lower sensitivity and specificity of 2D strains compared with TVI strains in dobutamine stress echocardiography. 24 
Figure 7
Intra-and interobserver variabilities as Bland -Altman plots in patients.
A. Rö sner et al.
Reproducibility of longitudinal, circumferential, and radial strain
In order to investigate primarily the effect of different frame rates on measured strain values, we chose to use a model with little noise resulting in much higher reproducibility compared with the echocardiographic data. In the patients, all data of one imaging view were either included or discarded due to poor imaging quality. No single segments were excluded from analysis. Thus, the patient data set included the normal range of regional echocardiographic artefacts, resulting in higher intra-and interobserver variabilities compared with synthetic data. Pathological curves with low and inverted systolic strain might also cause higher variation of peak systolic strain measurements. Accordingly, in the clinical setting, variabilities due to noise, inaccurate timing, and artefacts seem to outrange by far the influence of FpC.
In synthetic data, reproducibility and accuracy were very high for longitudinal and circumferential strains and lower for radial strains. In longitudinal and circumferential direction, global strain is measured along a line either anchored in the easily detectable structure of the mitral ring or in a closed cycle. Small tracking errors along the line get corrected by the software's algorithm keeping all points within a line. In contrast, erroneous definition of the endocardial border summate all errors of endo-epicardial distances for radial strain. Thus, the error of defining a too thick or too thin myocardium can be high in GRS, while GCS stays a robust measure in the same tacking sequence of an imaging loop.
Limitations
It should be emphasized that the current study focused on the estimates of peak systolic strain. Strain rate was not investigated since the model was not created for SR estimates. Correct timing is also dependent on high frame rates but has not been investigated in the current study. Incorrect timing of the ECG setting towards the first frame of the cardiac cycle might reduce peak strain values by wrong definition of end-diastole. The variability of strain estimates, especially in dependency on high frame rates is likely to be vendor or algorithm dependent. Therefore, it is unclear whether the results can be directly extrapolated to those obtained by other echocardiographic platforms.
Conclusion
Standard machine settings with a FR of 50-60 Hz allow correct peak global longitudinal and circumferential strain at normal (adult) HR and imaging at .30 FpC may be adequate for assessment of GCS and GLS, while the quantification of radial strain cannot be recommended for clinical use yet. The influence of correct definition of the region of interest within the myocardium seems to be of highest importance for accurate 2D peak strain estimation.
