Mark F. Costello Launch uncertainties in uncontrolled direct fire projectiles can lead to significant impact point dispersion, even at relatively short range. A model predictive control scheme for direct fire projectiles is investigated to reduce impact point dispersion. The control law depends on projectile linear theory to create an approximate linear model of the projectile and quickly predict states into the future. Control inputs are based on minimization of the error between predicted projectile states and a desired trajectory leading to the target. Through simulation, the control law is shown to work well in reducing projectile impact point dispersion. Parametric trade studies on an example projectile configuration are reported that detail the effect of prediction horizon length, gain settings, model update interval, and model step size.
Aerodynamic trim coefficients perpendicular to projectile axis of symmetry C Roll moment from fin cant In model predictive control, a dynamic model of the plant is used to project the state into the future and subsequently use the estimated future state to determine control action. It has been found to be a practical and increasingly employed control technique.' Currently, model predictive control is being applied to a wide variety of problems, spanning many different industries. Mei, Kareem and Kantor2 studied vibration reduction of a tall building experiencing wind excitation using model predictive control and linear quadratic guassian control strategies.
They found that the model predictive control scheme performed well and was robust to uncertainty in building stiffness. 
In Equations 1 and 2, the standard shorthand notation for trigonometric functions is used: 
PROJECTILE LINEAR THEORY TRAJECTORY SOLUTION
The 6 degree of freedom rigid body projectile model shown above consists of 12 highly non-linear differential equations for which a closed form solution has not been directly found.
Significant work has been performed to simplify the equations of motion such that an accurate analytical solution can be determined. In order to arrive at a set of analytically solvable ordinary linear differential equations, the following assumptions and simplifications are made:
1) Rather than employing a reference frame fixed to the projectile body, projectile linear theory uses an intermediate reference frame which is aligned with the projectile axis of symmetry but does not roll. Lateral translational and rotational velocity components described in this frame, known as the no-roll frame or the fixed plane frame, are denoted with a superscript.
Components of the linear and angular body velocities in the fixed plane frame are computed from body frame components of the same vector through a single axis rotation transformation.
For example, the body frame components of the projectile mass center velocity are transformed to the fixed plane by ü 100 u = 0 c, S0 V (11) ii:'
2) A change of variables is made from the velocity along the projectile axis of symmetry, u, to the total velocity, V. Equations (11) and (12) relate V and u and their derivatives.
V=u2+v2+w2=u2+2+2
(12)
3) Dimensionless arc length, s, is used as the independent variable instead of time, t.
Equation (13) defines dimensionless arc length.
Equations (14) and (15) 6) The projectile is mass balanced such that the center of gravity lies in the rotational axis of symmetry:
7) Quantities V and ç1 are large compared to 0, yt, v, w, q, and r such that products of small quantities and their derivatives are negligible.
A more detailed discussion of the development of projectile linear theory is provided by
McCoy.2' Application of the above stated assumptions leads to a set of coupled linear differential equations, with the exception that the total velocity, V. the roll rate, p. and the pitch angle, 9, appear in non-linear fashion in many of the equations. To remedy this, the assumption is made that V changes slowly with respect to the other variables and is thus considered to be constant, V = when it appears as a coefficient in all dynamic equations except its own. In addition, the roll rate and pitch angle are held constant, p = p0 and 9 = 9, only when they appear in nonlinear fashion. The equation for the total velocity is shown as equation (17).
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The remaining 11 equations can be written as: 
MODEL PREDICTIVE FLIGHT CONTROL SYSTEM
The model predictive controller uses the linearized model of the system to propagate the states forward in time over an interval known as the prediction horizon (Hr) 24 Control action is based on comparison of the predicted states and a predetermined desired trajectory over the prediction horizon. As the prediction step is marched forward, so too is the prediction horizon; a process referred to as the "receeding horizon principle." The control action at each step is determined by minimizing a quadratic cost function, defined as:
The matrix W contains the desired system outputs, w, over the length of the prediction horizon.
The desired system outputs, w, at each prediction step consists of the desired x, y ,and z coordinates at that time instant. These values need to be loaded into the onboard computer prior to projectile launch.
The matrix V contains the predicted system outputs, 5, and the matrix U contains the calculated system inputs, u, as follows:
[k1 In order to develop an expression for the predicted system outputs over the prediction horizon, the system is first cast in standard discrete state-space form Xk+I = A(zs)xk + B(s)uk + F(zxs)
where the values within the matrices A, B, and F depend on the arc length step size(s).
The projectile linear theory expressions shown in the previous section are used to form the state space matrices through a 14-step loop in the control algorithm. In the first step, all of the states and controls are set to zero and the solutions are evaluated over one arc length step to determine the values within the constant vector, F. In the next step, the first state, ü, is set equal to one, with the remaining states and controls still equal to zero, and the expressions are re-evaluated. It should be noted that U contains the optimal control inputs over the entire prediction horizon. At each arc length step, k, only Uk is used, which is the first element of U. The first element of U is Uk =K(WKCAxkKCAF) (46) where K1 consists only of the first M rows of K. Note that M is defined as the number of control inputs which, in this application, is two (Cr0 and Cr0).
It is assumed that full state feedback is available for use in the control law, that is It is important to note that the controls resulting from the above calculations are expressed in the fixed plane frame, as per assumption number I in the linear theory section of 19 this paper. To be applied to the canards, the control inputs must be converted to the conventional body fixed reference frame.
Each time Mach number is updated in the linear model, the matrices A, B, and F are updated as well. This, in turn, requires updating of the gain matrices. The size of each of these matrices, and hence the computational time required to calculate them, is governed by the length of the prediction horizon. Obviously, frequent updates to the linear model and a long prediction horizon provide greater accuracy in the predictor and more efficient control. These observations are tempered with the need to limit the computational demand placed on the onboard processor. To model uncertainty in launch conditions, which is a primary cause of dispersion, the initial pitch and yaw rates, pitch and yaw angles, and body velocities are all considered to be normally distributed random numbers with means and standard deviations that are representative of actual launch uncertainties. The values chosen are shown in Table 1 . The desired trajectory is chosen as that which the projectile would follow in the absence of uncertainty with initial conditions of: x0, y0, z0, and r0 = 0, 00 = 0.1 rad, u0 = show a typical controlled and uncontrolled trajectory with the model predictive control parameters set as listed above. above the target location. In the cross-range direction, however, the mean impact point is only 0.0085 ft away from the target. This bias error in the z-direction can be attributed directly to errors in the linear model used in the predictor. One of the primary assumptions upon which projectile linear theory is based is that the projectile maintains a small angle of attack. As the target is approached, the angle of attack of the projectile is forced to a small, non-zero number.
Though it isn't necessarily in violation of the small angle of attack assumption, it is enough to cause a small deviation between the trajectory predicted with the linear model and that which is arrived at by integrating the full six degree of freedom, non-linear equations. This error is demonstrated by plotting the error between the validated, full, six degree of freedom, non-linear trajectory, which is solved using a fixed step, fonrth order Runge-Kutta method, and the linear theory trajectory solution. The linear solution is corrected to match the non-linear solution every 1000 arc lengths to mimic flight control system feedback. The control input is set equal to zero in both cases and the initial conditions are set to match those used in creating the desired trajectory. Figure 7 shows the linear theory error as a function of arc length in the x, y, and z directions. Note that the error is of the same order of magnitude near the end of the trajectory as the variation of the mean impact point in the CEP plot. It should also be noted that the error is greatest at the beginning and end of the flight, where the trajectory is furthest from horizontal.
At the midpoint of the trajectory, where the path of flight is nearly flat and the projectile angle of attack is nearly zero, the error in all three spatial directions also becomes very close to zero. Figure 8 shows the required control inputs for the trajectory shown in figures 3 and 4.
The magnitudes of the control inputs required to achieve the shown degree of tracking are attainable for a set of nose-mounted canards. Other applications of model predictive control, such as that discussed by Mei, Kareem and Kantor2, use an iterative scheme to set a maximum control input value. In the application being discussed here, where speed of control computation is extremely critical, iteration is not practical. If the processor is occupied by an iterative routine while the projectile continues to fly downrange, control is lost. A second option is to simply clip the control values at the maximum allowable value. This, too, presents problems as future controls are calculated under the assumption that all previous controls were applied exactly as calculated. When this clipping scheme is attempted, the control begins oscillating rapidly between both allowable extremes, quickly resulting in instability.
The results discussed above assume perfect sensor feedback, which in reality can never Sensor noise and bias become the dominant sources of error when they are applied in this application. As the standard deviation of the sensor noise remains constant throughout the projectile flight, it no longer makes sense to define the error weighting matrix as a function of projectile range. Doing so, while keeping the value of q low enough to avoid violating the small angle of attack assumption near the end of the trajectory, unnecessarily limits the control action near the beginning of the trajectory. The error weighting matrix, Q, is instead defined simply as the identity matrix multiplied by the constant gain value, q. As the value of r is increased, additional weight is given to the value of the control in the cost function (equation 43). This in turn forces the magnitude of the chosen control values to be smaller, which provides less control authority. As would be expected, figure 10 shows that larger values of r lead to increased dispersion. However, there is a value of r below which the control values are allowed to be too large, leading to violation of the small angle of attack assumption and loss of control. This minimum value of r varies depending on the length of the prediction horizon. In figure 10 , the lowest attempted values of r which resulted in a controllable trajectory are shown as the first data point for each series.
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It is also apparent from figure 10 that, for a given value of r, there is a direct relationship between the length of the prediction horizon and the amount of impact point dispersion.
Allowing the controller to take into account an increased number of the predicted states, as a longer prediction horizon does, leads to more intelligent control choices. It also significantly increases the amount of computation required at each update interval, necessitating a more expensive onboard processor. The final study investigates the effects of the length of the step size, s, used by the controller to propagate the linear model forward. The prediction horizon is held constant at 50 steps and the error weighting matrix is the identity matrix with the gain, q, equal to one. The control weighting matrix is defined as shown in equation 48. Four values for the arc length step size (As=5,s=1O,s=2O,ts=4O) are used while the control gain, r, is varied over the range which provided suitable control inputs for each step size. The results can be seen in figure   12 . As with any discrete, linear model, the length of the step size has no effect on the accuracy of the model itself. However, as evidenced by Figure 12 , the length of the arc length step size does have an effect on the overall accuracy of the controller. This results from an
CONCLUSION
This paper develops a method for applying model predictive control, a proven and effective control technique, to a smart projectile application. The control law is shown to dramatically reduce the impact point dispersion caused by launch disturbances. The method uses full state feedback to create a linearized model of the projectile and quickly predict the future states of the system. These calculations can be performed by a relatively inexpensive onboard processor. As the predicted states depend on the states provided by the feedback loop, sensor accuracy is very important to the performance of the system and was shown here to be the limiting factor in dispersion reduction.
Considerable opportunities exist for the control system designer to tune the model predictive controller based on the desired application. It was shown that the length of the prediction horizon has a considerable effect on the dispersion radius, with a longer prediction horizon leading to a decrease in dispersion. However, a longer prediction horizon increases the size of the matrices used in the control calculation, which subsequently necessitates an increase in the processing power required to perform control calculations in a sufficiently short period of time. Shorter linear model update intervals lead to a decrease in dispersion as well, but with a similar increase in the amount of onboard computation required. The length of the arc length step size was shown to have little effect on dispersion as long as it remained below 20 arc lengths.
Control and error gains should be adjusted to allow sufficient control authority without violating any of the assumptions upon which linear theory is based. No iterative scheme is built into the controller to limit the size of the control inputs, so the control system designer should run a series of simulations prior to launching a projectile to ensure that the control and error gains are properly adjusted.
