Abstract. We state a conjecture (see §3.4) on how to construct affine pavings for cohomologically pure projective algebraic varieties, which admit an action of torus such that the fixed points and 1-dimensional orbits are finite. Experiments on the affine grassmannian for GL3 under the guideline of this conjecture, together with the work of BerensteinFomin-Zelevinsky and Kamnitzer, have led to the conjecture that the truncated affine grassmannians for GLr+1 admit affine pavings.
Introduction
Let k = F q , we fix an algebraic closurek of k. Let F = k((ǫ)) be the field of Laurent series with coefficients in k, O = k [[ǫ] ] the ring of integers of F , p = ǫk [[ǫ] ] the maximal ideal of O. Let val ∶ F × → Z be the discrete valuation on F × normalized by val(ǫ) = 1. Let G = GL r+1 , let T be the maximal torus of G of the diagonal matrices. Their Lie algebras will be denoted by the corresponding Gothic letters. Let K = G(O) be the standard maximal compact open subgroup of G(F ). The affine grassmannian X = G(F ) K is the ind-k-scheme such that
Let B 0 be the Borel subgroup of G of the upper triangular matrices, let X + * (T ) be the semigroup of dominant cocharaters of T with respect to B 0 . For any λ ∈ X + * (T ) which is at the same time a dominant character of G ∨ = GL d , the geometric Satake isomorphism of Ginzburg [G] , and Mirkovic-Vilonen [MV] states that the intersection cohomology of the affine Schubert variety Sch(λ) = Kǫ λ K K gives a geometric realization of the irreducible representation L λ of G ∨ of highest weight λ. For any µ ∈ X * (T ), µ ≺ λ, Mirkovic and Vilonen have constructed a family of closed algebraic sub varieties which give a basis of the weight µ eigenspace IH * We will identify X * (T ) ⊗ R with t. Let P(T ) be the set of Borel subgroups of G containing T . For any x ∈ X , B ∈ P(T ), let f B (x) ∈ X * (T ) ⊂ t be the unique cocharacter ν such that x ∈ U B (F )ǫ ν K K, where U B is the unipotent radical of B. Let Ec(x) be the convex envelope of (f B (x)) B∈P(T ) . Given a generic point x in a Mirkovic-Vilonen cycle, the polytope Ec(x) is independent of the choice of x, it is called Mirkovic-Vilonen polytope. It is known that the Mirkovic-Vilonen cycles and Mirkovic-Vilonen polytopes determine each other.
Our interest in the Mirkovic-Vilonen cycles comes from the problem of paving the affine Springer fibers. Recall that for a regular element γ ∈ t(O), the affine Springer fiber at γ,
has been introduced by Kazhdan and Lusztig [KL] . It has been used by Goresky, Kottwitz and Macpherson [GKM1] to prove the fundamental lemma of Langlands-Shelstad in the unramified case, under the following hypothesis: Conjecture 1.1 (Goresky-Kottwitz-Macpherson) . The cohomology of X γ is pure in the sense of Deligne, i.e. the eigenvalues of the action of frobenius Fr q on H i (X γ,k , Q l ) have an absolute value of q i 2 for any embedding Q l → C.
The conjecture has been verified in several particular cases. In [GKM2] , [Lu] , [C1] , the authors have found affine pavings of X γ .
The affine Springer fibers have a large symmetry group. The free abelian group Λ generated by χ(ǫ), χ ∈ X * (T ) acts simply and transitively on the set of irreducible components of X γ . In our paper [C2] , we construct a fundamental domain F γ of X γ with respect to this action, which is a projective algebraic variety of finite type. And we are able to reduce the above conjecture to: Conjecture 1.2. The cohomology of F γ is pure in the sense of Deligne.
Our method to prove this conjecture is again to construct affine pavings of F γ . In §3.4, we state two conjectures on how to construct affine pavings for cohomologically pure projective algebraic varieties, which admit an action of torus such that the fixed points and 1-dimensional orbits are finite. At the beginning of §4, we explained how to adapt this method to F γ .
To carry out the program, it is important to study the polytope Ec(x) for any x ∈ X and the truncated affine grassmannian
where for x = gK, we set ν G (x) = val(det(g)). The requirement ν G (y) = ν G (x) means that x and y should lie on the same connected component of X .
More precisely, for each B ∈ P(T ), we need to understand the contracting cell
Inspired by the results of Berenstein, Fomin and Zelevinsky [BFZ] on Lusztig parametrization of totally positive matrices in U 0 , and the results of Kamnitzer [K1] on the MirkovicVilonen cycles, we are led to the following conjecture: Conjecture 1.3. For any x ∈ X , there exists an element w in the Weyl group W of G such that w ⋅ X (Ec(x)) is a Mirkovic-Vilonen cycle. Further more, the truncated affine grassmannian X (Ec(x)) admits an affine paving, and so is cohomologically pure.
In this paper, we verify this conjecture for the group GL 3 . We give two affine pavings, one using the non-standard paving in [C1] , the other following the general method in §3.4.
To carry out the second approach, we determine precisely the contracting cells C B (Ec(x)). In particular, we prove that they are all isomorphic to affine spaces. These results are then used to study the affine Springer fibers for the group GL 3 . In particular, we find a family of cohomologically pure "truncated" affine Springer fibers.
Recall that there is a crystal structure on the set of all the MV-cycles (resp. polytopes), i.e. an action of E i , F i on them. Let j be a finite sequence of alternating 1, 2 of length l. Let
For any regular element γ ∈ t(O), we can suppose without loss of generality that
and n 1 ≥ n 2 . Let i = (121) and n = (n 1 , n 2 , n 2 ), let P i (n) be the Mirkovic-Vilonen polytope of Lusztig data n with respect to the reduced word i of the longest element w 0 . Theorem 1.1. The truncated affine Springer fibers
admits an affine paving, so it is cohomologically pure.
Notation. Let Φ = Φ(G, T ) be the root system of G with respect to T , let (a ij ) be its Cartan matrix. Let W be the Weyl group of G with respect to T . For any subgroup H of G which is stable under the conjugation of T , we write Φ(H, T ) for the roots appearing in Lie(H). For B ∈ P(T ), let Φ + B = Φ + B (G, T ) be the set of positive roots of G with respect to B. For B 0 , we simplify it to Φ + . Let ∆ = {α 1 , ⋯, α r } be the set of simple roots with respect to B 0 , let {̟ 1 , ⋯, ̟ r } be the corresponding fundamental weights. Let ρ = ∑ r i=1 ̟ i be the Weyl vector.
Let s 1 , ⋯, s r be the simple reflections associated to the simple roots in ∆. Every element w ∈ W can be written (non-uniquely) as a reduced expression w = s i 1 ⋯s i k , we say that w is of length ℓ(w) = k and that i = (i 1 , ⋯, i k ) is a reduced word for w. Let w 0 be the longest element in W , let m be its length, which is also the number of positive roots of G. For each simple root α i , let ψ i ∶ SL 2 → G be the i-th root subgroup of G. Let
be the generator of the quantum group U q (g) lifting the
. For w ∈ W , letw be the lift of w to G, defined using the lift ofs i ∶= ψ i 0 1 −1 0 .
To each α i ∈ ∆, we have a unique maximal parabolic subgroup P i of G containing B 0 such that Φ(N P i , T )∩∆ = α i , where N P i is the unipotent radical of P i . This gives a bijective correspondence between the simple roots in ∆ and the maximal parabolic subgroups of G containing B 0 . Any maximal parabolic subgroup P of G is conjugate to certain P i by an element w ∈ W , the element w ⋅ ̟ i doesn't depend on the choice of w, we denote it by ̟ P . We also say that ̟ P is a chamber weight of level i.
We use the (G, M ) notation of Arthur. Let F(T ) be the set of parabolic subgroups of G containing T , let L(T ) be the set of Levi subgroups of G containing T . For every M ∈ L(T ), we denote by P(M ) the set of parabolic subgroups of G whose Levi factor is M . For P ∈ P(M ), we denote by P − the opposite of P with respect to
* be the subspace of a * T generated by Φ(M, T ). We have the decomposition in direct sums
M be the projections to the two factors. We identify X * (T ) with T (F ) T (O) by sending χ to ǫ χ . With this identification, the canonical surjection
We use Λ G to denote the quotient of X * (T ) by the coroot lattice of G (the subgroup of X * (T ) generated by the coroots of T in G). We have a canonical homomorphism
which is characterized by the following properties: it is trivial on the image of G sc (F ) in G(F ) (G sc is the simply connected cover of the derived group of G), and its restriction to T (F ) coincides with the composition of (1) with the projection of X * (T ) to Λ G . Since the morphism (2) is trivial on G(O), it descends to a map
whose fibers are the connected components of X . An important remark: Our convention on the group action is different from that of Berenstein-Fomin-Zelevinsky [BFZ] and that of Kamnitzer [K1] . For them, the group acts from the right, while for us it acts from the left. It suffices to take the inverse to pass between the two. Also, there is a difference on the chamber weights. For us, it points outward, while it points inward for them.
2. Mirkovic-Vilonen cycles and polytopes 2.1. Lusztig parametrization of U 0 . Let g = t ⊕ ⊕ α∈Φ g α be the decomposition of g into root spaces. For each root α ∈ Φ, let U α be the unipotent subgroup of G whose Lie algebra is g α . We have an isomorphism of group schemes x i ∶ G a → U α i sending t ∈ G a to 1 + te i = exp(te i ) ∈ U α i , which gives a natural coordinate on U α i .
Let i = (i 1 , ⋯, i m ) be a reduced word of the longest element w 0 ∈ W . Taking products, we get a morphism of algebraic varieties:
which is a birational isomorphism. In [BFZ] , Berenstein, Fomin and Zelevinsky determine an open dense sub variety of U 0 over which the morphism is biregular, and give an explicit inverse morphism to it.
Firstly, they construct a birational transformation on U 0 . For a generic matrix g, let [g] + be the last factor u in the Gaussian LT U -decomposition g = vtu, with v ∈ U − 0 , t ∈ T, u ∈ U 0 . The matrix entries of [g] + are rational functions of g, and explicit formulas can be written out in terms of minors of g. The map
automorphism, where y t means the transposition of y. The inverse birational automorphism is given by y = η −1
{0})
m to U 0 to be 
, one can prove that Γ i consists of the fundamental weights and the ̟ i j , they are called i-chamber weights. Finally, for a chamber weight ̟ = w ⋅ ̟ i of level i, for any matrix g ∈ G, let ∆ ̟ (g) be the minor of g of the first i rows and the column set w ⋅ {1, ⋯, i}.
Further more, Berenstein, Fomin and Zelevinsky also determine the transition law y i y −1 i ′ for any two reduced words i, i ′ of w 0 . Recall that two reduced words i, i ′ are said to be related by a d-braid move involving i, j, starting at the position k, if
where d is the order of s i s j .
For the linear groups of type A, we know that any two reduced words of w 0 can be related by a sequence of 2 or 3-braid moves.
Proposition 2.2 (Berenstein-Fomin-Zelevinsky). Let i, i
′ be two reduced words related by a d-braid move as above, d = 2, 3, starting at the position k. Suppose that
be the coroot which is positive with respect to B ′ and negative with respect to B ′′ . Then for any x ∈ X , we have
For any point x ∈ X , we denote by Ec(x) the convex envelope in a G T of the H B (x), B ∈ P(T ). We are interested in the polytope Ec(x) and the truncated affine grassmannian X (Ec(x)), which is defined by
It turns out that they are intimately related to the Mirkovic-Vilonen cycles. More generally,
It is called positive (G, T )-orthogonal family if furthermore all the n B ′ ,B ′′ are greater or equal to 0. In this case, we write Ec((λ B ) B∈P(T ) ) for the convex envelope of the λ B 's.
Example 2.1. A polytope P is called Weyl polytope if it is of the form Ec((w ⋅ λ) w∈W ) for some λ ∈ X + * (T ). In this case, the truncated affine grassmannian X (P ) is nothing but the affine Schubert variety Sch(λ).
Definition 2.2. Given µ 1 , µ 2 ∈ X * (T ), µ 2 − µ 1 ∈ X + * (T ), the closure of the irreducible components of
It is known that they have the same dimension ρ(µ 2 − µ 1 ). Here and after, we will call them simply MV-cycles. Let x be a generic point on the MV-cycle, the convex polytope Ec(x) doesn't depend on the choice of x, and we will call it the MV-polytope associated to the MV-cycle. It is known that they determine each other. It is easy to see that MV-cycles (resp. MV-polytopes) of coweight (µ 1 , µ 2 ) are isomorphic to that of coweight (λ + µ 1 , λ + µ 2 ), ∀λ ∈ X * (T ). So we will not distinguish MV-cycles (polytopes) that are translation of each other by elements in X * (T ). We will assume from now on that all the MV-cycles are of coweight (−µ, 0) for some µ ∈ X + * (T ) unless stated otherwise. In the work [K1] , Kamnitzer determined all the possible MV-polytopes, and gives a description of generic points on the MV-cycle, using the work of Berenstein, Fomin and Zelevinsky recalled in the previous section.
Let (λ B ) B∈P(T ) be a positive (G, T )-orthogonal family, we also write it as (λ w ) w∈W , with λ w = λ w⋅B 0 . Let i be a reduced word for w 0 , then λ w i 1 , ⋯, λ w i m determine a path along the edges of the polytope P = Ec((λ B ) B∈P(T ) ). Let n 1 , ⋯, n m be the lengths of the edges of this path. We call the m-tuple (n 1 , ⋯, n m ) the i-Lusztig datum of P . It is clear that the set of all the i-Lusztig datums, i running through all the reduced words of w 0 , determines uniquely the polytope P .
Let i be a fixed reduced word of w 0 , Kamnitzer [K1] proves that the i-Lusztig datum determines uniquely the MV-polytope.
Proposition 2.4 (Kamnitzer). Let i
′ , i ′′ be two reduced words of w 0 related by a d-braid move, d = 2, 3, starting at the position k. Let P be a MV-polytope, let n
] has dense open image.
In [K2] , Kamnitzer determined the crystal structure on the MV-polytopes. Let i be any reduced word of w 0 such that i m = i. For any (n • ) ∈ Z m ≥0 , we have
One proves easily that the operation doesn't depend on the choice of i. The action of MV-cycle is induced by the action on the MV-polytope.
3. Truncated affine grassmannians 3.1. Defining equations. For w ∈ W , let U w = wU 0 w −1 . It is the unipotent radical of the Borel subgroup w ⋅ B 0 ∈ P(T ). Given λ ∈ X * (T ), we have the semi-infinite orbit
where ≺ w is the Bruhat-Tits order on X * (T ) with respect to w ⋅ B 0 . (2) Inside S w λ , the boundary of S w λ is given by a hyperplane section under an embedding of X in projective space.
Given a positive (G, T )-orthogonal family (λ w ) w∈W , we deduce from the above lemma that
To find the defining equations of the truncated affine grassmannian is thus the same as to find those of the semi-infinite orbits. For each chamber weight ̟ = w ⋅ ̟ i , we will define a function D ̟ ∶ X → Z in the following way: Let V ̟ i be the irreducible representation of G of highest weight
The function D ̟ has the property:
Combined with the Iwasawa decomposition, we get Lemma 3.2 (Kamnitzer). For each w ∈ W , the function D w⋅̟ i takes the constant value
Kamnitzer also related the function D ̟ with the minor ∆ ̟ . In general, one has
and for each L ∈ X , there exists a representative g ∈ G(F ) such that L = gK and one has equality in the above inequality. By lemma 3.1, we have
Corollary 3.3. Given a positive (G, T )-orthogonal family (λ w ) w∈W , the truncated affine grassmannian X ((λ w ) w∈W ) is defined by the equations
We call
the Gelfand-Goresky-Macpherson-Serganova (or GGMS) strata. It is defined by the equations
Corollary 3.4. Given a positive (G, T )-orthogonal family (λ w ) w∈W . If the GGMS strata S((λ w ) w∈W ) is non-empty, then
The affine grassmannian admits action of a torus. The torus T acts on X = G(F ) K by left multiplication. Let G m be the rotation torus, it acts on F = k((ǫ)) by
This action induces an action of
it acts on X with discrete fixed points and discrete 1-dimensional orbits. To describe them, recall that T acts on g F as well, with the eigenspace decomposition
Let U α,n be the subgroup of G F whose Lie algebra is ǫ n g α . The fixed points XT is the same as X T , the 1-dimensionalT -orbits attached to ǫ ν , ν ∈ X * (T ), are
We will say that the orbit (4) is in the α direction.
The torusT acts on the truncated affine grassmannian X ((λ w ) w∈W ), with finitely many fixed points and finitely many 1-dimensionalT -orbits. Let Γ be its 1-skeleton, i.e. it is the graph with vertices being the fixed points and with the edges being the 1-dimensional T -orbits. Two vertices are linked by an edge if and only if they lie on the closure of the corresponding 1-dimensionalT -orbit. For each w ∈ W , let wt(λ w ) be the number of edges in Γ which is linked to λ w . For each α ∈ Φ + w⋅B 0 , let L w,α ((λ w ) w∈W ) be the number of edges in Γ which is linked to λ w in the α direction. We have
Let T λw (X ((λ w ) w∈W )) be the tangent space of X ((λ w ) w∈W ) at λ w , let T λw (X ((λ w ) w∈W )) α be its α-eigenspace with respect to the action of the torus T .
Writing out explicitly the equations in (3), we get Corollary 3.5. We have dim(T λw (X ((λ w ) w∈W ))) = wt(λ w ),
Truncated affine grassmannians and MV-cycles.
From now on, we work with the group G = GL 3 . Given x ∈ X , we are interested in the polytope Ec(x) and the truncated affine Grassmannian X (Ec(x)).
Lemma 3.6. Let i be a reduced word of w 0 . Any element in U 0 (F )K K can be written as
Proof. For any u ∈ U 0 (F ), we can always find a ∈ U 0 (O) such that the minors
By proposition 2.1, we have (t • ) ∈ F 3 such that ua = y i (t • ) −1 , so
Proof. Up to permutation by W and translation by X * (T ), we can suppose that w = 1 and λ 1 = 0. In particular, we have x ∈ U 0 (F )K K. For the group GL 3 , there are only 2 reduced words for w 0 : i = (121), i ′ = (212). Let n • (resp. n ′ • ) be the sequence of lengths of the edges along the path of Ec(x) passing through the λ w i j 's (resp. λ w i ′ j 's), j = 1, 2, 3. We need to prove that n • , n ′ • satisfy the braid relation in proposition 2.4 (3).
By lemma 3.6, there exist t • , t
By proposition 2.5 (1), we have
By proposition 2.2, we have the relation
There are two cases to consider. If val(t 1 + t 3 ) = min{val(t 1 ), val(t 3 )}, then n • , n ′ • satisfy the 3-braid relation in proposition 2.4 (3), and Ec(x) is a MV-polytope.
If val(t 1 + t 3 ) > min{val(t 1 ), val(t 3 )}, then val(t 1 ) = val(t 3 ). This implies that n 1 = n 3 and
(n • ) and they share the same i-path along the edges, we get
This is in contradiction with the hypothesis that ⟨ρ, λ 1 − λ w 0 ⟩ is minimal. So this case is impossible, and Ec(x) is a MV polytope.
In view of this result, we will call permutations by W of the MV-polytopes (resp. cycles) the "generalized" MV-polytopes (resp. cycles). The corollary 3.4 implies that X (Ec(x)) is irreducible, so we get Corollary 3.8. For any x ∈ X , the truncated affine grassmannian X (Ec(x)) is a generalized MV-cycle.
3.
3. An affine paving. In order to pave X (Ec(x)), we need the non-standard affine paving of X found in [C1] : Let I be the standard Iwahori subgroup of G(F ), i.e. it is the inverse image of B 0 under the natural reduction
Proposition 3.9. Let a ∈ Z 3 .
(1) For λ ∈ X + * (T ) such that λ 1 ≥ λ 2 = λ 3 , we have the affine paving
where J a,λ,λ ′ is the open and closed sub-k-variety of I a of the matrices (x i,j ) such that x i,i ∈ O and that
where ≺ Ia means the Bruhat-Tits order with respect to I a . (2) For λ ∈ X + * (T ) such that λ 1 = λ 2 ≥ λ 3 , we have the affine paving
is the open and closed sub-k-variety of I a of the matrices (x i,j ) such that x i,i ∈ O and that val(x i,j ) ≥m i,j , ∀i ≠ j,
Remark 3.1. The proposition can also be used to calculate Sch(λ) ∩ U B (F )ǫ λ ′ K K for B ∈ P(T ), for this it is enough to take a ∈ Z 3 to be positive enough with respect to B.
Let ι ∶ X → X be the involution sending gK to (g t ) −1 K. We make the observation: Up to permutation by W and involution by ι, the MV-polytopes are of the form P i (n • ) with i = (121) and n 1 ≥ n 3 ≥ n 2 ≥ 0. They are intersection of two triangles as shown in figure 1 .
As a consequence of the Bruhat-Tits decomposition, we have
where a = (n 1 − n 3 , n 1 − n 3 , 0).
Proposition 3.10. For any point x ∈ X , the truncated affine grassmannian X (Ec(x)) admits an affine paving, so its cohomological groups are pure in the sense of Deligne.
Proof. By proposition 3.7, Ec(x) is a MV-polytope up to permutation. Using the involution ι if necessary, we only need to work out the case when Ec(x) = P i (n • ) with i = (121) and n 1 ≥ n 3 ≥ n 2 . Let a = (n 1 − n 3 , n 1 − n 3 , 0). We have
By proposition 3.9, the intersections
are isomorphic to affine spaces, this gives us an affine paving of X (P i (n • )).
as intersection of two triangles.
3.4.
A general method to construct affine pavings. Let V be a projective algebraic variety over k admitting an action of torus T such that the fixed points V T and the 1-dimensional T -orbits V T,1 are finite. Suppose that V is cohomologically pure in the sense of Deligne. According to the localization theorem of Goresky, Kottwitz and Macpherson [GKM4] , the T -equivariant cohomology of V (hence the ordinary cohomology) can be calculated in terms of the fixed points and the 1-dimensional T -orbits. It is natural to imagine that there is a general method to construct affine pavings from these datum.
Let Γ be the graph with vertices V T and with edges associated to each 1-dimensional T -orbits. Two vertices are linked by an edge if and only if they lie on the closure of the corresponding 1-dimensional T -orbit. Let o be a total order among the vertices of the graph Γ. We can associate to it an acyclic oriented graph (Γ, o) such that the source of each arrow is greater than its target with respect to o. For v ∈ Γ, denote by n o v the number of arrows having source v. 
the formal Poincaré polynomial associated to the order o.
Definition 3.2. For P 1 (t), P 2 (t) ∈ Z[t], we say that P 1 (t) < P 2 (t) if the leading coefficient of P 2 (t) − P 1 (t) is positive.
Conjecture 3.1. Let P V (t) be the Poincaré polynomial of V , then
where o runs through all the total orders among the vertices of Γ.
There exists an inductive way to decompose V into locally closed sub varieties according to the order o. To begin with, let v 0 be the vertex of maximal order. Take a co-character χ ∈ X * (T ) such that it is expanding on the tangent space
Conjecture 3.2. Let o be a total order such that P o (t) = P V (t). Then the decomposition of V according to the order o is a generalized affine paving of V . By the word "generalized affine paving", we mean a decomposition of V into locally closed sub varieties which have the same compact support cohomology as a standard affine space A n .
Remark 3.2. These conjectures can be used to verify the cohomological purity of a projective algebraic variety X which admits an action of torus such that the number of fixed points and that of 1-dimensional orbits are finite. For this, it is enough to verify whether the above paving scheme gives a generalized affine paving of X.
3.5. More affine pavings. We apply the above paving scheme to the truncated affine grassmannians, the result will be used to construct affine pavings for the affine Springer fibers in the next section. First of all, we need to determine precisely the contracting cell
As usual, we only need to work with the truncated affine grassmannian X (P i (n • )), with i = (121) and n 1 ≥ n 3 ≥ n 2 . To simplify the notation, we enumerate the Weyl chambers clockwisely by 0, ⋯, 5, with the chamber 0 corresponding to B 0 . Let B i ∈ P(T ) be the Borel subgroup corresponding to the i-th chamber, let
Theorem 3.11. For all the B ∈ P(T ), the contracting cell
isomorphic to the standard affine space of dimension n 1 + 2n 2 + n 3 . More precisely, we have:
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(1)
(2)
Proof. The calculations are similar, we only give the detail for the case (1). Since
with a = (n 1 − n 3 , n 1 − n 3 , 0). To calculate
we only need to calculate
and then take their intersection. By proposition 3.9, we get
Similarly, we get
Now taking intersection, we get the assertion (1).
To pave X = X (Ec(x)), we begin with the following simple observation: For any vertex v ∈ Γ, let wt(v) be the number of edges in Γ having end points at v, we call it the weight of the vertex v. Theorem 3.11 tell us that wt(H B (x)) is equal to dim(X) for all B ∈ P(T ), and they are smaller than the weights of other vertices. Take v 0 = H B (x), for any choice of B ∈ P(T ), we know that X(v 0 ) = C B (Ec(x)) is isomorphic to an affine space.
Let X 1 ∶= X X(v 0 ) be the complement. We claim that X 1 are unions of several truncated affine grassmannians X 1 = ⋃ j X (Ec(x (1) j )). To see this, it is enough to remark that, for any y ∈ X 1 , Ec(y) is contained in one of the several biggest generalized MV-polytopes included in Ec(x) while not including v 0 . The algebraic variety X 1 is projective andT -invariant, let Γ 1 be its 1-skeleton. For any vertex v ∈ Γ 1 , let wt 1 (v) be the number of edges in Γ 1 having end points at v.
Take j 1 such that X (Ec(x
), for some B 1 ∈ P(T ), such that
It is easy to see that v 1 doesn't lie in the other X (Ec(x
is isomorphic to an affine space.
Repeating the above process, we get a sequence of vertices v i ∈ Γ and X i in the following way: Let X i = X i−1 X i−1 (v i−1 ). As above, we have X i = ⋃ j X (Ec(x (i) j )). Let Γ i be the 1-skeleton of X i . For any vertex v ∈ Γ i , let wt i (v) be the number of edges in Γ i having end points at v.
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Take j i such that X (Ec(x
In conclusion, we put the total order among the vertices to be v 0 ≻ v 1 ≻ v 2 ≻ ⋯, and we get the affine paving
Given any positive (G, T )-orthogonal family (λ B ) B∈P(T ) , similar process applies to the truncated affine grassmannian X ((λ B ) B∈P(T ) ).
Theorem 3.12. Let (λ B ) B∈P(T ) be any positive (G, T )-orthogonal family, the truncated affine grassmannian X ((λ B ) B∈P(T ) ) admits an affine paving. Further more, its Poincaré polynomial P (t) satisfies
where o runs through all the total order on the graph Γ.
The result on the Poincaré polynomial is a consequence of the paving process.
Applications to affine Springer fibers
Given a regular element γ ∈ t(O), the affine Springer fiber at γ is defined to be
It is locally of finite type with dimension
The group T (F ) acts on X γ with one of the orbits X reg γ being dense open in X γ , and the free abelian group Λ generated by χ(ǫ), χ ∈ X * (T ) acts simply and transitively on the irreducible components of X γ . A point x = gK ∈ X γ lies in X reg γ if and only if the image of Ad(g) −1 γ under the reduction map g(O) → g is a regular element. According to [GKM3] , they have the property:
where α B,B ′ is the unique root which is positive with respect to B while negative with respect to B ′ , and α ∨ B,B ′ is the coroot associated to it.
it is called the fundamental domain of X γ with respect to Λ. It is independent of the choice of x 0 up to translation by Λ. As mentioned in the introduction, the conjecture 1.1 of Goresky, Kottwitz and Macpherson is equivalent to the conjecture 1.2. We believe that the general method in §3.4 will give affine pavings of F γ , although the conditions there are not quite satisfied. The torus T acts on F γ with finitely many fixed points F T γ , but the 1-dimensional T -orbits are not discrete. This can be overcome as follows: Let F T,1 γ be the union of 1-dimensional T -orbits in F γ , thenT acts on it with finitely many 1-dimensional orbits FT ,1 γ . Let Γ be the graph with vertices FT γ = F T γ and with edges associated to each 1-dimensionalT -orbits. Two vertices are linked by an edge if and only if they lie on the closure of the corresponding 1-dimensionalT -orbit. According to and Chaudouard-Laumon [CL] , theT -equivariant cohomology
of F γ can be expressed in terms of the graph Γ as if the torusT acts on F γ . In the following, we work with the group G = GL 3 . We will construct a family of cohomologically pure "truncated" affine Springer fibers, i.e. intersections of the form X (Ec(x))∩X γ for some x ∈ X . 4.1. A criterion. We will determine whether the intersection X γ ∩ C B (Ec(x)), x ∈ X , is isomorphic to an affine space.
For each w ∈ W , let λ w = f w⋅B 0 (x). For α ∈ Φ
be the number of 1-dimensionalT -orbits contained in X γ ∩ C w⋅B 0 (Ec(x)). As in corollary 3.5, we have
, where the subscript α refers to the α-eigenspace of the tangent space under the action of the torus T . As usual, we only need to work out the case when Ec(
, the intersection C B ∩ X γ is isomorphic to an affine space if and only if
(2) For B = s 2 s 1 ⋅ B 0 , w 0 ⋅ B 0 , the intersection C B ∩ X γ is isomorphic to an affine space if and only if Proof. The calculations are similar, we only give details for the first case. By theorem 3.11, we have
, with a ∈ O, b ∈ O, c ∈ p n 1 −n 3 . Then uǫ λ 0 K ∈ X γ if and only if
)γ ∈ Ad(λ 0 )g(O), i.e.
a(γ 1 − γ 2 ) ∈ p n 1 , b(γ 2 − γ 3 ) ∈ p n 2 , c(γ 3 − γ 1 ) + ab(γ 1 − γ 2 ) ∈ p n 1 +n 2 .
Let c ij = val(α ij (γ)). Solving the first two equations, we get a ∈ p max{0,n 1 −c 12 } , b ∈ p max{0,n 2 −c 23 } .
The third equation tells us that C B 0 ∩ X γ is isomorphic to an affine space if and only if max{0, n 1 − c 12 } + max{0, n 2 − c 23 } + c 12 ≥ min{n 1 + n 2 , n 1 − n 3 + c 13 }.
On the other hand, it is easy to calculate that α 13 = min{c 13 , n 2 + n 3 }. Putting them in the above equation, we get the assertion (1).
If the intersection C w⋅B 0 ∩ X γ is isomorphic to an affine space, its dimension will be equal to dim T λw (X γ ∩ X (Ec(x))) = α∈Φ w⋅B 0 l w α .
4.2.
A family of pure truncated affine Springer fibers. In this section, we give a family of cohomologically pure truncated affine Springer fibers. Without loss of generality, we can suppose that the root valuation of γ satisfies val(α 12 (γ)) = n 1 , val(α 23 (γ)) = val(α 13 (γ)) = n 2 , such that n 1 ≥ n 2 . Let i = (121), n = (n 1 , n 2 , n 2 ). According to the equation (5), we have
Recall that there is a crystal structure on the set of all the MV-polytopes, i.e. an action of E i , F i on them. Let j be a finite sequence of alternating 1, 2 of length l. Let
Theorem 4.2. The truncated affine Springer fibers [X (E j ⋅ P i (n))] ∩ X γ admits an affine paving, so it is cohomologically pure.
Proof. We will give a proof for j = (1)212⋯12, the other case is similar. We will give an inductive affine paving by the length of j.
To begin with, on proves easily that if the length of j is bigger than 2n 2 , then
is empty and there is nothing to prove. Let j = 12⋯12 of length 2n 2 , we claim that
from which the assertion follows by proposition 3.10. Indeed, we have E j ⋅ P i (n) = P i (n 1 − n 2 , n 2 , 0), and the equation defining X γ is automatically satisfied by points in X (P i (n 1 − n 2 , n 2 , 0)). Now we need to pave the difference between [X (F 1 E j ⋅P i (n))]∩X γ and [X (E j ⋅P i (n))]∩ X γ , or that between [X (F 2 E j ⋅ P i (n))] ∩ X γ and [X (E j ⋅ P i (n))] ∩ X γ according to j.
The paving goes exactly as the general paving scheme explained in §3.4. We will indicate the order of paving by figures, and omit the detail of verification of conditions in theorem 4.1. In the first case, i.e. when j = 12⋯12, the order to pave the complement is shown in figure 2 , where 2, 2 ′ , 3, 3 ′ , ⋯ means that the order between these two sets of cells doesn't matter.
In the second case, i.e. when j = 212⋯12, the order to pave the complement is shown in figure 3: 
