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Abstract: One of the main obstacles faced by context-aware systems developed for human activities recognition is re-
lated to dealing with incomplete data for decision making. Problems from several sources contribute to this
phenomenon. Imprecise acquisition of data from sensors and the system’s design issues are among them. This
paper presents an approach to tackle this trouble by dividing it into three parts. The first one refers to the vali-
dation of context data through an Attribute Grammar. The formalism and expressiveness provided a grammar,
enriched with attribute evaluation rules and contextual constraints, ensures that the system will use only valid
data for reasoning. Anomalous data will be detected, and the situation will be signalized. Also, the analysis
of Quality of Context is provided, considering a set of characteristics, vouching that only useful information
will be considered. At last, the identification of the sources of uncertain situations followed by a sequence of
actions aiming to minimize the negative impacts of it helps the system to work with more complete sets of
data. The formalization of the approach is provided together with an algorithm to validate it.
CCS Concepts: • Human-centered computing→ Ambient intelligence; Ubiquitous and mobile computing
systems and tools; Ubiquitous and mobile computing design and evaluation methods; • Theory of computa-
tion→ Grammars and context-free languages; Program semantics; Program analysis.
1 Introduction
Context awareness is in evidence nowadays. Per-
sonalization of applications and services, and the im-
provement of personal virtual assistants, are among
the factors that contribute to this phenomenon.
Context-aware systems developed for residences are
seen as a fertile domain with a wide range of appli-
cations, for instance, Activity Daily Living (ADL).
Independent of the system’s goals, it must use a real-
world representation environment as a basis. This al-
lows the system to adapt itself according to different
situations and assist users. For the scope of this pa-
per, the domain of study refers to an intelligent envi-
ronment, more specifically smart houses that monitor
human activities.
Context-aware systems use the information pro-
vided by sensors that monitor and environment and
creates formal representations that reflect what hap-
pens in the real world. This includes, for instance,
the current states of entities such as users (local,
actions, and emotional and physical states) and de-
vices/appliances used by them. In this manner, ac-
cording to (Freitas et al., 2018), context can be de-
fined as anything, external to the users, that could im-
pact their behavior or state of mind.
Several approaches in the literature address com-
putational representations of these intelligent environ-
ments. All of them state that a formal and strict rep-
resentation must be used to avoid ambiguous or im-
precise interpretations. Also, they must be expressive
enough to map variations of similar real-world situa-
tions.
In this paper, an Attribute Grammar-based repre-
sentation of human activities for residences is pre-
sented. Attribute Grammar (AG) (Knuth, 1968) is a
well-known field of investigation with several contri-
butions to the area of programming languages. The
main advantage of using this approach is the possi-
bility of lexical, syntactic, and semantic validation of
human activities due to its strict formalism. Along
with this representation, it is possible to perform se-
mantic analysis through evaluation rules, aiming for
the improvement of the system’s knowledge.
Even when using a well-defined representation of
the domain in question, some critical issues arise and
must be tackled to ensure the accuracy of the decision
making of the system. The problem of uncertainty
is also addressed in this paper. It is generated when
context-aware systems use low-quality context data
for reasoning. Outdated, wrong, or absence of data
might be sent to the system when sensors are not op-
erating as they should. Each of these problems leads
the system to work with different levels of uncertain
information (White et al., 2018). The importance of
this topic is in the fact that by using imperfect data, a
context-aware system would create wrong interpreta-
tions of situations (Anderson et al., 2015).
The identification of causes that makes the system
work with low-quality data helps to prevent problems
generated by it. The analysis of the Quality of Con-
text (QoC) (Buchholz and Schiffers, 2003) helps the
system to identify problems related to data provided
by sensors and decreases the frequency of undesired
situations.
Considering that, this paper presents an approach
for the improvement of the accuracy of context-aware
applications. The main goal is to describe an attribute
grammar that validates ordinary daily activities in a
smart house and the definition of semantic rules to
improve the capacity of the system to interpret con-
text changes. Allied with this, it presents an approach
to analyze the QoC. In this aspect, the objective is to
create means to ensure that the system considers only
useful data for decision making or, at least, to help it
to identify problems in the inputs. The validation was
conducted through the definition of an algorithm con-
taining functions with a series of actions to identify
and minimize uncertainty.
The paper is structured as follows: related work is
described in section 2. Section 3, describes concepts
of AGs and how they can be applied to intelligent en-
vironments since not much is known about their re-
lationship. It presents an example of AG for human
activity recognition aiming to demonstrate its useful-
ness. Characteristics of uncertainty are presented in
section 4, where the importance of the quality of con-
text information is discussed as well as the advantages
of identification of uncertain scenarios for minimizing
the impacts of it in human activities recognition. The
validation of the proposal is described in detail in sec-
tion 7. At last, the discussion of the results and final
considerations of the paper are presented in section 7.
2 Related Work
One of the main contributions of this work is the
description of an attribute grammar applied to the
intelligent environment. At least to the best of the
authors’ knowledge, there are no similar approaches
connecting these two fields of research. There are
works in the literature with relevant contributions that
can be related to the one presented here, even though
not using attribute grammars to model human activi-
ties. Most of them apply decomposition of tasks into
subtasks and actions, creating a hierarchy, and con-
sidering temporal aspects.
In (Giese et al., 2008), the authors state that for-
mal modeling of tasks helps users to perform activ-
ities with computational support. For instance, it is
possible to define rankings of priority of activities to
be performed according to the user’s context, consid-
ering, for example, safety and social skills. The au-
thors consider three parameters: simulation of time
and conditions, referring to preconditions for tasks
and possible obstacles; spatial behavior, that analyzes
the location where the tasks will be performed, the ob-
jects used and the possibility of changing actors from
one location to another, and; analyzing communica-
tion, referring to the hierarchy and dependence.
In (Bolton et al., 2011), the authors describe the
syntax and semantics of a function model capable
of integrating task analysis with formal verification
called EOFM (Enhanced Operation Function Model),
based on Extensible Mark-up Language (XML). The
model standardizes changes related to activities, and it
defines the behavior of them according to their goals,
based on the analysis of state and derived variables.
In (Mori et al., 2002) is presented the Concur-
TaskTree Environment (CTTE), in which the goal is
to provide means for the management of task mod-
els for cooperative applications. Among the features,
it is interesting to highlight the precise definition of
temporal logics for task and their relations; the cre-
ation of categories such as user tasks (human routine
activities), application tasks (related to the system),
interaction tasks (relating user and the system) and
abstract tasks (tasks belonging to more than one cate-
gory) (Mori et al., 2002).
In (D’Aniello et al., 2017) a situation awareness
framework is proposed. The main goal is to use an
approach for adaptive goal selection, where users can
choose actions to take aiming to achieve goals, based
on their desire, but also considering the cohesive op-
tions. The framework is integrated into an intelligent
environment, and context data acquired by sensors
feed it. It uses reinforcement learning to understand
and improve the reward of the suggested options for
the achievement of goals. The proposal is validated
through a case study with a prototypical system.
Uncertainty evidenced in activity recognition is
tackled in (Noor et al., 2016) through an approach
combining ontology and Dempster-Shafer theory.
The authors state that ontology-based solutions are
limited due to problems related to the observations of
human actions. By quantifying this and taking into
account additional context information, it is possible
to define belief states, in order to improve the accu-
racy of the recognition process. Degrees of belief are
also used in Speculative Computation (Satoh, 2005)
to fill gaps of context data that generate uncertain sce-
narios. As well as the approach presented here in this
paper, the authors of (Noor et al., 2016) consider an
activity as being a sequence of actions. However, here
activities are represented through attribute grammars
instead of ontology.
3 Attribute Grammars applied to
Intelligent Environments
Attribute Grammar (AG) is a wide field of inves-
tigation with several relevant contributions regarding
the validation of programming languages. It intro-
duces semantic rules into Context-Free Grammars,
inserting meaning to the analysis of the grammar
(Knuth, 1968). Still, according to (Knuth, 1968), se-
mantics for the rules is achieved through the definition
of attributes for non-terminal symbols by associating
them with each production. This way, they are defined
to manipulate attributes, which are associated with the
grammar symbols.
The lexical and syntactical phases of processing
precede the semantic. The lexical analysis has as pri-
mary goal to analyze the inputs and convert them into
a set of terminal symbols. The result of this process-
ing is used in the syntactical phase to generate an Ab-
stract Syntax Tree (AST) (Bürger et al., 2010). These
two first phases can be applied to intelligent environ-
ments once this kind of domain should be filled with
sensors sending raw data to be analyzed by a context-
aware system. Then, the semantic analysis is per-
formed to take unevaluated attributes as input and re-
turn evaluated ones.
Another characteristic of AGs is the possibility of
manipulation of the attribute values at any node of the
tree (Bürger et al., 2010). This feature is essential
once in an intelligent environment the states of enti-
ties (attribute values in AGs) may change frequently,
and their values must be available to be used by the
system at any time, with different purposes. A generic
Abstract Syntax Tree of an intelligent environment is
presented in figure 1.
The terminal symbols, in a, represent the raw data
acquired from sensors, in b. It refers to any context in-
formation from the environment (e.g., humidity, level
of lightness, localization, the presence of entities in
a room). It will be used to characterize situations.
In the general structure a, it will be characterized as
been synthesized or inherited attributes and can be an-
alyzed in different nodes of the tree. The entities rep-
resent the non-terminal symbols in an AG and may
assume all the characteristics of them. They can be
composed of several data properties (attributes). Be-
sides that, attribute values from one entity may be
used by other entities. In these cases, they will assume
synthesized or inherited features. From the generic
AST, it is possible to define rules to validate the struc-
ture that will be applied context-aware system.
Thus, it is possible to state that AGs can con-
tribute to the consolidation of intelligent environ-
ments through different approaches. In this paper, it
will be addressed the possibility of applying AGs for
the validation of the activities of users.
3.1 Grammar for human activity
recognition
When using AG, the validation of sets of inputs is
performed through the execution of production rules.
They specify the formalism that ensures that each en-
try passes through a verification regarding its compo-
sition. Considering human activities in smart houses,
it was defined that it is essential to monitor the sen-
sors that collect data, timestamps of the activities, lo-
cal where the user performs them, devices, appliances
or objects, and a description with additional informa-
tion. With this data, the following production rules
were created, aiming at the validation of daily human
activities in a smart house.
p1: context→ activity+
p2: activity→ id,record
p3: record→ date begin,hour begin,date end,
hour end, local,description∗
p4: local→ place,room
p5: date begin→ sensor id,DAT E
p6: hour begin→ sensor id,HOUR
p7: date end→ sensor id,DAT E
p8: hour end→ sensor id,HOUR
p9: place→ sensor id,appliance
p10: room→ T EXT
p11: description→ T EXT
p12: sensor id→ T EXT
p13: appliance→ T EXT
The first rule (p1) defines the axiom of the grammar. It
means that it restrains the type of acceptable inputs. The
verification performed in all other production rules will af-
fect this axiom. Considering the domain of daily human
activities, it states that a context can be composed of one
or more activities. This was defined because, depending
on what the user performs, it will be necessary to integrate
two or more small actions to represent an activity and, con-
sequently, the context of the user. The second rule (p2)
states that each activity performed by the user must con-





















Figure 1 a) General structure of AST. b) Generic AST for intelligent environments.
and a record. Identification of sensors is important once,
one of the phases when dealing with uncertain situations is
to identify the source of it. Thus, the system should perform
a sensor’s diagnostics to find problems related to a specific
one. More details about this process is given in section 6.
Rule p3 defines the structure of record. In this case,
it states that they should be composed of timestamps that
identify the beginning and ending date and hour of the oc-
currences. Depending on how the system was developed
and the types of sensors available, they can provide addi-
tional data. Thus, this rule also has a description symbol to
ensure that any extra information about an activity will be
considered (p11).
Rules p5 and p7 verifies the structure of the dates of the
beginning and ending that composes the timestamps. Rules
p6 and p8 check the beginning and ending hours of it. Rule
p4 defines the structure of the place and room of the house
where an activity is being performed. The place symbol in
p9 validates the specific local, furniture or appliance where
sensors are installed (p12). It also validates its identification
code. The symbol room validates the local of the house
where the user is executing the tasks (p10).
Following, figure 2 presents an AST of an attribute
grammar applied to a case study described in (Lyons et al.,
2010). The case study was adapted for the scope of this
project. It describes a scenario where a woman is sleep-
ing at her bed, as she usually does. However, in the middle
of the night, at 1:00 am, she wakes up feeling bad, with a
stomach ache. The user decides to take medicine to relieve
the pain. Motion and door sensors provide data for the sys-
tem to infer that the user is going to the medicine cabinet
in the bathroom. The woman takes the proper medicine and
returns to bed. This activity has preparation steps (leaving
the bed and going to the bathroom) and the action itself of
having the medicine.
Aiming a better visualization, the AST was divided in
two parts a and b. The former contains data related to the
preparation steps. In this case, it represents a scenario where
the user wakes up during the night, leaves the bedroom, and
goes to the local where the medicines are stored. The lat-
ter contains data related to the action of taking medicine.
Together, a and b, are children of the root of the tree, repre-
sented by the context symbol.
The values of the attributes in this example refer to data
acquired from sensors. After adequately analyzing this raw
data, the system fills the structure that will be used by the
grammar to validate the activities. Thus, the attributes of the
symbols in the grammar are represented by context data.
The preparation steps that the user accomplish before
performing an activity itself are naturally necessary (in the
example, represented by the process of leaving the bed-
room). Thus, it is crucial for the system to understand them.
Considering the structure of the grammar and the values of
attributes for the activity of takeMedicine, the productions
will have the following behavior:
p5: date begin→ dt001,2019−01−21
p6: hour begin→ h001,1 : 00
p6: date end→ dt001,2019−01−21
p7: hour end→ h001,1 : 01
p7: local→ door,bedroom
p7: description→ leave bedroom
p5: date begin→ dt003,2019−01−21
p6: hour begin→ h002,1 : 02
p6: date end→ dt003,2019−01−21
p7: hour end→ h002,1 : 05
p7: local→ medicine cabinet,bathroom
p7: description→ take medicine
The system should have a module dedicated to the iden-
tification and analysis of patterns of behavior to facilitate
context interpretation. By understanding the steps that the
user usually performs to accomplish an activity, it is possi-
ble to identify the data that should be considered to model
new activities. For instance, based on past occurrences,
the system identifies that occasionally when the user wakes
up during the night, she goes to the bathroom, open the
medicine cabinet, and take medicine. Thus, it is possible
to infer that all these steps are part of the same activity. The
AG will use this data as synthesized and inherited attributes
for the symbols to validate the structure of the activity.
The validation is done through the analysis of each of
the steps that composed them, considering proper parame-
ters. Besides that, the system identifies the conclusion of
Figure 2 Abstract Syntax Tree: (a) leave the bedroom. (b) take the medicine.
activity by analyzing the behavior of the user. It considers
the time used to finish the actions, the record of the activity,
and any other relevant information. If the values of these at-
tributes are within a predefined acceptable range, the system
can infer that the activity as concluded with success.
The mapping and monitoring of activities are essential
because any changes identified during the execution of an
activity may be related to problems with the user, for exam-
ple, if considering an Ambient Assisted Living domain, the
unexpected changing of behavior can characterize health
problems.
3.2 Semantic rules
AGs allows the definition of inference rules that can be used
to manipulate context data properly. The execution of these
rules increases the system’s knowledge once the amount of
available data for reasoning will be more significant. The
following list presents some examples of semantic rules de-
veloped for the validation/ identification of daily human ac-
tivities to be used by context-aware systems.
1. record.duration = getActivityDuration (activ-
ity.activityID, record.date begin, record.date end,
record.hour begin, record.hour end);
2. activity.activityID = getActivityID(TEXT.value);
3. record.date begin = getDate(DATE.value);
4. record.date end = getDate(DATE.value);
5. record.hour begin = getDate(HOUR.value);
6. record.hour end = getDate(HOUR.value);
7. activity.identification = activityDescovery (activ-
ity.activityID, place.sensor ID[], place.appliance[],
local.room);
8. place.sensor ID = getSensor(TEXT.value);
9. place.appliance = getAppliance(TEXT.value);
10. local.room = getRoom(TEXT.value);
Rule 1 calculates the time spent by the user to perform
an activity. To accomplish that, it analyses the beginning
and ending dates and hours. If the ending date and time
are not available, it can use the current system’s timestamps
to finish the processing. To perform this calculation it is
necessary to use the results from the execution of rules 2,
3, 4, 5 and 6. If the total is out of a pre-defined range of
an acceptable amount of time, it may represent that the user
is having problems to accomplish the task. Considering the
case study of taking medicine during the night, the structure
of the semantic rules would be the following:
1. record.duration = getActivityDuration (activ-
ity.activityID, record.date begin, record.date end,
record.hour begin, record.hour end);
2. activity.activityID = act001;
3. record.date begin = 2019-01-21;
4. record.date end = 2019-01-21;
5. record.hour begin = 01:00;
6. record.hour end = 01:01;
1. record.duration = getActivityDuration (activ-
ity.activityID, record.date begin, record.date end,
record.hour begin, record.hour end);
2. activity.activityID = act002;
3. record.date begin = 2019-01-21;
4. record.date end = 2019-01-21;
5. record.hour begin = 01:02;
6. record.hour end = 01:05;
It is possible to evidence that to calculate the time of
the activity of taking medicine is necessary to execute rules
2 to 6 twice, changing only the parameters. This occurs
because the activity is composed of two sets of actions. One
is referring to waking up and going to the bathroom and
others referring to the process of opening the cabinet and
taking medicine.
Rule 7 allows the system to identify the activity that
the user is performing. The function activityDescovery()
receives a set of identification codes referring to the sensors
used during the activity, the set of appliances that the user
used to perform it, and the local. It uses the resulting values
of rules 8, 9 and 10 as parameters to perform this process-
ing. The importance of 7 relays on the fact that the execu-
tion of a specific activity in a different hour or day than the
usual may represent an unpredictable change of behavior,
and the system should be aware of such change. In the case
study, these rules would have the following structure.
2. activity.activityID = act001;
7. activity.identification = activityDescovery (activ-
ity.activityID, place.sensor ID[], place.appliance[],
local.room);
8. place.sensor ID = door;
9. place.appliance = null;
10. local.room = bedroom;
2. activity.activityID = act002;
7. activity.identification = activityDescovery (activ-
ity.activityID, place.sensor ID[], place.appliance[],
local.room);
8. place.sensor ID = medicineCabinet;
9. place.appliance = null;
10. local.room = bathroom;
In this example, the set of rules (2, 7, 8, 9 and 10) is also
executed twice, once for each action that composes the ac-
tivity (leaving the bedroom and taking the medicine). Rule
9 receives a null value because the user did not use any ap-
pliance to accomplish the activity. In a different scenario
where the user watches TV or uses the stove to cook a meal,
for instance, the rule would assume valid values.
The rules are used as the basis for the analysis of the
level of accuracy of specific contexts. This means that they
can contribute to the minimization of the problem of un-
certainty. For instance, the system should be aware of the
time spent by the user to finish the activities. Following,
algorithm 1 describes how semantic rules could be used for
context analysis.
The result produced by rule 1 should be analyzed
against an established set of acceptable values, referring to
the time. If the result is not satisfactory, it means that there
are problems related to the activity. For instance, the value




2: if getActivityDuration(parameters) not in
expectedDurationValues[] then
3: analyse(record.duration)
of record.hour begin was not captured with precision, re-
sulting in an uncertain time spent, or it may be related to
problems with the user once he is not able to finish the task
as usual. To solve this problem, all the processing of the
rule record.duration should be executed again.
Despite the low complexity applied in this set of seman-
tic rules, it is possible to state that, depending on the ap-
plication, attribute grammars creates the possibility for the
definition of much more complexes rules.
4 Uncertainty in context-aware
systems
Situation refers to events that happen in an intelligent
environment considering humans as main actors. The def-
inition of a situation includes the user and every relevant
data from entities that surround him. Identification of daily
human activities can be used as examples of situations.
There are several problems related to the acquisition
and processing of context data that may lead to uncertain
situations. This problem impacts the decision making of
context-aware systems once they use this data as the basis
for reasoning. This section addresses essential features for
a correct analysis of the quality of context information and
how this be used for the identification of uncertainties.
4.1 Quality of Context
Data provided by physical sensors and resulted from pro-
cessing in context-aware systems can vary according to its
usefulness. Thus, the quality of the data provided by these
sources to be used in orchestration of services is defined as
Quality of Context (QoC) (Buchholz and Schiffers, 2003).
According to (Buchholz and Schiffers, 2003), QoC is di-
rectly related to Quality of Services (QoS) and Quality of
Devices (QoD). QoS strategies should be considered for the
appropriate execution of applications, considering the goals
of the system. Besides that, the data is gathered from sen-
sors installed in the environment. Thus, the quality of these
devices (QoD) may influence the provision of data for the
system.
In (Buchholz and Schiffers, 2003) was defined a set of
parameters to analyze the QoC. The first one refers to the
accuracy of the data. The more accurate a piece of con-
text information describes the real-world environment, the
higher is its quality. This precision should be measurable
in order to be computed. This is important because physi-
cal sensors are electronic devices that can fail and provide
incorrect data. Thus, context-aware systems should be able
to analyze data aiming to verify its level of correctness by
comparing it with pre-defined sets of expected values for
each sensor. The accuracy of context data includes the ve-
racity of past occurrences of it among the software agents.
For instance, if a specific software agent frequently has to
deal with imprecise data, the relevance of it must be ana-
lyzed carefully to avoid compromising reasoning and deci-
sion making.
Intelligent environments such as smart houses are gen-
erally characterized by their dynamicity. The usefulness of
context data can change rapidly, i.e., one specific context
data can be static for an extended period, and another can
become outdated in a matter of seconds. Thus, the system
must use up-to-date information whenever possible to en-
sure the proper decision making.
QoC can also be classified through the definition of an-
other set of parameters (Hoyos et al., 2016). The type of
acquisition is essential to analyze the source of data. This
includes not only physical sensors but also the result of pro-
cessing data. Thus, it is possible to assume that the software
can also be seen as a source of data. Another parameter to
be considered is the types of representation of context data.
This is related to aspects like units, formats, and ranges that
a set of data will have to ensure that the system will cor-
rectly interpret it. At last, context data should be analyzed
regarding its importance for the software agents, i.e., how
useful and relevant it is considering the goals of the system.
The approaches provided by (Buchholz and Schiffers,
2003) and (Hoyos et al., 2016) complement each other and
have a substantial contribution to ensure that sensor data is
consistent, complete, and relevant and, thus, can be used by
context-aware systems. The following tuple formalizes it:
QoC = 〈A,C,Acq,R, I〉
Where:
• A refers to the accuracy of the data;
• C represents the set of acceptable values for one specific
situation;
• Acq is the source of the data;
• R refers to the format of the data;
• I stores a value that ranks its usefulness.
QoC of a piece of data is ensured after the validation of
each element and can be represented as an intersection of
them, as follows:
QoC = A ∩ C ∩ Acq ∩ R ∩ I
These parameters are essential when dealing with
context-aware systems. Any problem related to them may
affect the orchestration of services and applications. If the
system uses low-quality data, the user experience may be
affected drastically (Buchholz and Schiffers, 2003).
The quality of context information is directly related to
the goals of the system, i.e., depending on the type of adap-
tation that the system may assume. The same set of data
may or may not be relevant (Hoyos et al., 2016). The level
of quality of a situation is restricted to the quality of the set
of context data. Different software agents from the same
system may use the same set of data to build different sce-
narios (Buchholz and Schiffers, 2003).
Considering the scope of this paper, scenarios refer to
the system’s understanding of situations. Context-aware
systems must be able to build scenarios with a high level
of accuracy, considering the situations of the environment.
The QoC influences the analysis of each of these sce-
narios to represent the real-world situation with more pre-
cision. Besides that, the dissemination of useful QoC data
prevents the system from using outdated information and
minimizes problems caused by low-QoC data. Figure 3
presents a generic scheme of the dissemination of context
data after analysis if its quality.
After receiving data from the environment, the system
performs an analysis to ensure its quality. This includes all
the features described above. Then, the sets of data are sent
to their respective software agents, where they are properly
used and can be shared with others, whenever requested.
While waiting for the response of requesting information
from another agent, the former may use speculative com-
putation belief values to fill in the required information and
not interrupt processing (Satoh, 2005), (Oliveira, 2017) —
more details on this approach in (Freitas et al., 2019).
Uncertain scenarios are created from the use of low
quality of context data. This is one of the main obsta-
cles to overcome for the improvement of context-aware sys-
tems. The following section presents a proposal to tackle
this problem, where the main goal is to identify elements
that cause uncertainty.
4.2 Identification of uncertain situations
Context-aware systems to assist humans in ADL environ-
ments frequently may face imperfect information. Consid-
ering the scope of this paper, we characterize imperfect in-
formation as any data provided by physical sensors that do
not reflect what happens in the environment with a satis-
factory level of accuracy. This includes outdated, wrong,
or missing data. The concept of accuracy may change ac-
cording to the goals of the system. Besides that, assuming
that systems can be seen as a source of information, after
processing raw data, they also can generate imperfect infor-
mation.
The uncertainty generated by incomplete context data
may compromise the correct interpretation of real-world
situations. Even considering a system with consistent and
well-defined goals, if the data used as input does not have
good quality, the result of processing will not have the most
appropriated output.
The minimization of negative impacts caused by low-
quality context data must be addressed. The approach pre-
sented in this paper highlights the importance of the identi-
fication of uncertain situations.
According to (Panayotov et al., 2018), uncertainty can
be identified through the analysis of some features present
in the context. Domains that involve monitoring human
activities can be highly dynamic. Inputs used by context-
aware systems may present small differences even when
they represent the same context. Such systems should be
flexible enough to calculate this and understand these dis-
crepancies. This allows the system to create different sce-
narios that possibly represent the same situation. Thus, it
is possible to create ranks considering the accuracy of the
sensed situation regarding the real world. The process of
identifying the sources of uncertainty may have high com-
putation costs and time-consuming. The analysis of incom-
QoC analysis
Software Agent 1 Software Agent 2 … Software Agent n
Orchestration of services and applications
Sensor 1 Sensor 2 … Sensor n
Figure 3 Context data sharing among software agents.
plete data must be performed for each entity that composes
a situation.
According to (Uusitalo et al., 2015) and (Regan et al.,
2002), uncertainty has several sources and can be catego-
rized. Each of the types can not be isolated analyzed, es-
pecially in dynamic environments. It is natural for context-
aware systems to deal with a certain level of randomness.
In other words, it is not possible to precise with one hundred
percent accuracy what happens in a situation even though
probabilistic models have been used to improve these out-
puts. Besides that, problems related to the well functioning
of sensors also must be tackled. These electronic devices
can generate wrong data when not well-calibrated, for in-
stance. Thus, context-aware systems must validate environ-
mental data before using it as input for reasoning. Wrong
measurements of the weight of users, the temperature of
the environment, or the exact position of them are amongst
the standard errors. This type of error affects the sample
data from the environment that the system uses to build sit-
uations (systematic). Consequently, it will not reflect the
real-world and will affect the orchestration of services. Still,
according to (Uusitalo et al., 2015), it is difficult to find er-
rors related to context data after the definition of situations
based on inaccurate measurements.
The natural dynamicity of context data affects its use-
fulness for the interpretation of situations. This is another
problem that may generate uncertainty once the system will
have to use obsolete data as input for decision making. The
definition of ranges of acceptable values front the same sce-
nario is seen as an excellent approach to tackle this problem.
Another source of uncertainty is related to the mod-
elling, i.e., creating systems capable of understanding what
happens in intelligent environments. Many times it is im-
possible to evidence all necessary variables that involve the
entities in such dynamic and productive environments. This
problem affects the system in the sense that, if it is not well-
defined, the range of services and applications will be fewer
than it could. In other words, the system will not be as aware
of the context as it could.
These types of uncertainty can also be categorized in
a broader classification: aleatoric and epistemic (Helton,
1997), (Senge et al., 2014). The former includes any prob-
lems related to hardware failures or problems of communi-
cation. This may affect the behavior of the system, mak-
ing it act unexpectedly. Randomness and Measurements
categories can be associated with this type of uncertainty.
Epistemic uncertainty is related to problems of interpreta-
tion of the context, i.e., the system does not have enough
knowledge resources to resolve what happens in the envi-
ronment. Usually, this is affected by aleatoric uncertainty.
It also may be a result of modeling problems. Systematic
and Modelling categories can be associated to this type.
5 Proposal
Previous sections described in detail different ap-
proaches to validate the context data. They can be applied
separately according to the goals of the system. Also, they
can complement themselves, being used in different steps
of a more comprehensive analysis, aiming to improve the
accuracy of environment’s interpretation. Following, fig-
ure 4 presents an approach that encompasses the refinement
of context data through attribute grammar, QoC analysis,
and uncertainty identification. The main objective is to en-
sure that the system uses only data that successfully passed
through all the modules before decision makings.
Six modules compose this framework, including the in-
put, output and knowledge base. The validation of the sen-
sor data is performed sequentially in three modules. First,
its structure is verified through the attribute grammar. Af-
ter that, the quality of context is analyzed, considering the







Figure 4 Context data refinement for decision making.
output, the last verification refers to uncertainty identifica-
tion, where the system searches for imperfect data that may
compromise the correct functioning of the system and im-
pact the decision making.
The following sections describe the modules responsi-
ble for validating the data provided by sensors.
5.1 Attribute grammar verification
module
This module is responsible for receiving data gathered from
the environment and performs the first verification. It refers
to the validation of its structure, including syntax and se-
mantics. The set of data is applied to the grammar’s pro-
duction rules, where they will be analyzed.
The symbols in the grammar were defined following a
strict and formal structure. Thus, context data should obey
the restrictions that compose their axiom. After receiving
the set of data, an AST is generated. This tree will be used to
analyze the input values. After completing this process, the
system is capable of verifying if the set of data represents
a situation in a coherent way. This is defined by analyzing
synthesized and inherited attributes for the values within the
nodes of the AST.
The last data validation of this module refers to the exe-
cution of inference rules. The definition of which ones will
be executed depends on the type of context data. The main
goal of this phase is to generate knowledge to complement
the data acquired from the environment. For instance, to
perform the calculation of an activity’s duration or to deter-
mine the exact location of the user based on raw data that
refers to coordinates.
The importance of this is in the fact that if the system
can generate more knowledge based on the AG’s values,
this could be used to minimize problems in the other mod-
ules (QoC and Uncertainty). Besides that, it allows the sys-
tem to verify if the sensors are sending adequate data and if
the user is following patterns of behavior. Any significant
changes related to this may configure problems with the sys-
tem or with the user, and the responsible entities should be
notified. If any of these scenarios is confirmed, the analysis
of the context data is interrupted, and the other two modules
are not executed until the problem is solved.
However, if the validation of this module is completed,
it means that the context data is well structured. Then the
next phase is to send it to the QoC verification module.
5.2 QoC verification module
After ensuring the structure of the data that composes a sit-
uation, it is crucial to analyze its level of quality. Sensors
that do not work well may provide imperfect data, and the
processing of such data generates new data that is also im-
perfect. Thus, it is essential to verify if the system is using
relevant data for the orchestration of services.
It is essential to differentiate the verification provided
by AGs and the one performed in this module. To illustrate
the difference between them, an example of a bathroom
scale that sends the random user’s weight to the system. The
data is well-structured by considering past measurements it
indicates a defective value.
There are several parameters that can be taken into con-
sideration to ensure the quality of context data. New pa-
rameters can be incorporated and/ or existing ones might be
ignored, depending on the situation and the system’s goals.
Considering the domain of Activity Daily Living, the
parameters accuracy, usefulness, up-to-dateness, types of
acquisition and representation and importance are consid-
ered as being essential to ensure high quality of the context
data. Each of them is compared to a knowledge base. This
base stores previously validated data from past situations.
Also, it stores acceptable ranges of values for each type of
data. If any of the parameters is not successfully validated,
the system should take some safety measures to avoid us-
ing imperfect data. Requisition of new data from sensors,
starting an interaction with the user, sending notifications to
service providers, or just ignoring a specific piece of data
can be some of the precautions taken by the system.
The process of validating the parameters does not en-
sure that the data has good quality. First, each parameter is
verified individually. Then, they must be analyzed together,
and common elements in their structure must be identified.
Only data with all these characteristics are considered to
have high QoC.
The process of analyzing the QoC of a piece of data can
be very complicated, depending on the number of software
agents and their goals. An out-dated data may be irrelevant
for one agent but very accurate for another. These agents
may have different functions, making some of them to be
more sensitive to context changes than others. Thus, before
discarding a piece of data, the system must verify, in this
module, its usefulness to all software agents.
A context data is considered to have high quality if it
passes through all these verification steps.
5.3 Uncertainty verification module
The main goal of this module is to identify problems re-
lated to context data that were not previously addressed.
From this identification, the system can minimize negative
impacts on the user by assuming safety measures to ensure
its most appropriate behavior.
The first two modules are responsible for different types
of validation of the context data and complement each other.
Despite the data having a well-structure (AG verification)
and high quality (QoC verification), sometimes it might not
be as complete as it could. Thus, this module performs ad-
ditional verification.
Due to the natural dynamicity of ADL environments,
context data may become obsolete rapidly, as described in
section 4.1. Besides that, the random behavior of sensors
makes them send wrong measurements to the system, and
this data can not be used for decision making.
Considering these issues, this module must create fre-
quent communication with the knowledge base to verify
if the current context data is as complete and useful as
it should. Among other information, the knowledge base
stores data from situations (activities) that were evidenced
in the environment in the past. The system performs queries
to verify if the context data is reliable. This process prevents
the use of random data during the orchestration of services.
Besides that, if the system identifies that it needs spe-
cific context data that was not collected by the sensors to
build a situation of context, it can use data from the regis-
ters of past situations. This allows the system to complete
the process of decision making. However, users should be
notified about the use of old data.
Aiming to validate this proposal, the next section
presents the description of each of these steps in detail.
6 Validation of situation data
This section aims to present a formal representation of
situations of context and, from this, describe how uncertain
aspects of it can be identified for further analysis.
Intelligent environments analyze the current states of
entities, identifying the relations among them to create a
computational abstraction that represents real-world con-
texts. These real-world contexts will be called situations.
They refer to specific settings of the environment, in spe-
cific periods of time, and involving specifics sets of entities.
The set of values from situations must be validated ac-
cording to the restrictions of the module of the framework
described in section 5. Considering that one situation is
composed of a set of context values received from sensors,
it can be formally represented by the following tuple:
Si = 〈v1,v2, ...,vk, ...,vn〉
Where:
• i refers to a specific situation of context;
• n is the total number of context data used to compose
the situation Si;
• 1 < k < n.
Each of the values v represents context data provided
by physical sensors or the result of any processing that in-
volved data from them. In this case, the context-aware sys-
tem itself is also seen as a source of information. The situ-
ation S is characterized by the set of values (context data).
It may have as many values as possible. The larger is the
amount of context data in its tuple; the more accurate will
the representation of the environment and, consequently, the
more accurate will be the actions that can be performed.
The absence of one or more of them may compromise the
resulting representation of the real-world context. For in-
stance, if one of the missing values, vk, refers to the current
location of the user in a smart house, it might not be possi-
ble to recognize the activity he is performing, if this data is
imperative for this inference.
One problem that may emerge regarding the data of the
situation is that, for each of them, a set of expected values
must be defined. Expected sets of values are stored in the
knowledge base of the framework. Additional approaches
can be applied for the election of the most suitable vales to
fill the gaps of data. For instance, algorithms for predictions
could use the existing data from the base to provide possible
values with a satisfactory level of confidence. The specific
prediction approach must consider the types of data and ser-
vice goals. This allows the system to ensure that only valid
states are being considered for the situation to be identified.
For instance, it is common sense that the human body tem-
perature can vary from 35º Celsius to 41º (in case of fever).
If vk is equal to 31º Celsius and refers to the body tempera-
ture of the user in an Ambient Assisted Living, the system
should identify that this characterizes a health problem with
the user or it is not a valid number and, at least, not consider
it for the analysis of the situation.
The formal specification of situations allows context-
aware systems to take proper actions. They are functions
of the situation Si and affect the current state of entities,
such as users and devices, as well as the environment itself.






In context-aware systems, actions refer to decision mak-
ing based on environmental data. This includes the execu-
tion of applications or services, emission of alerts or warn-
ings, and adaptation of appliances. The result of an action
represents the consequence of its execution, i.e., how the
action affects the environment. One situation S can be used
as the basis for of execution of one or more actions.
The context values that compose situations are validated
in all the modules of the framework. Following, algorithm
2 describes how the verification is performed in the Un-
certainty verification module and its interactions with the
knowledge base in order to prepare the situation to be used
for the system’s adaptation and decision making.
Algorithm 2 Analysis of the set of values of situation
S
1: procedure SITUATIONDATAANALYSIS(S[], ex-
pectedValues[])
2: j← 0
3: for i← 0 to length(S[]) do
4: occurences[i]← False
5: while j < length(expectedValues[]) OR
occurences[i] is False do










15: if !r then
16: messageAlert()
17: interaction(S[],occurences[])
The procedure receives the set of context data that com-
poses the situation S and an array with values that are ex-
pected for that situation. The array with the expected values
is a result of queries to the knowledge base. An auxiliary ar-
ray (occurrences[]) is created with False values, in lines 3
and 4. After the verification, their states are changed to True
if the corresponding sensor data has a value that is within
the pre-defined range. In lines 5 and 6, the elements of S[]
are compared to the set of expected values for that specific
situation. If this comparison results in a match, the state of
that element, in occurances[], is changed to True (line 7).
This routine will be finished after executing these steps for
all sensor data.
Line 10 verifies the existence of invalid context data.
If the return of the function CheckExistenceFalseValues()
is True, it means that the situation S has null values or out
of the pre-defined set of acceptable range (False state). In
this case, a set of actions must be executed. First, the sys-
tem starts diagnosis tests for the sensor(s) responsible(s) for
sending the invalid context data (line 11). The function run-
SensorDiagnosis analyses hardware failures, checking if the
sensor is operating, and communication problems, starting
requisitions and verifying the received data. If problems are
detected, the system sends message alerts to the responsi-
ble entities. After that, in the function getFalseValues (line
12), the system creates an array with invalid data. The array
will be used to remove invalid data from the composition
of S. The following tuples formalize this situation after the
execution of this line code.
Si = 〈v1,v2, ...,vn〉
NotSi = 〈v1,v2, ...,vm〉
Where:
• NotSi contains only invalid data for the situation Si;
• NotSi /∈ Si;
• m≤ n.
A new array with only valid context data is created with
the calling for the EliminateInvalid function (line 13). This
process is executed because, even with missing values, there
may be actions that could be performed for the situation S
(line 14). If not possible, an appropriate message is sent
to the user (lines 15 and 16). The function messageAlert
identifies the invalid values and, depending on the type and
amount, it takes different decisions, such as alert the user
about the missing data or request new information to fill the
gaps. The instructions of lines 14, 15, and 16 refer to actions
from the decision making module. Based on the validation
of context data from the three verification modules, the sys-
tem analyzes which actions could be triggered to adapt the
environment. Message alerts and interactions with the user
may be necessary to improve the orchestration of services.
Intelligent environments are related to the paradigm of
ubiquitous computing where a systems work autonomously,
with minimal explicit interaction with users (Weiser, 1993).
However, according to (Lim and Dey, 2011), the presenta-
tion of uncertain situations for them to solve helps the sys-
tem to improve its knowledge. Consequently, the assistance
provided by it will be more accurate and personalized. Con-
sidering this, in line 17, the specific requisition of context
data through interaction with the user is performed, aiming
to improve the QoC and, with this, minimize the impact that
incomplete context data can have in the decision making.
7 Discussion and final considerations
Context-aware systems frequently face problems re-
lated to the necessary data to be used as input for decision
making. Different causes may impact the orchestration of
services and applications. These phenomena can compro-
mise the correct adaptation of the system front specific sit-
uations.
Smart houses are seen as fertile research filed for the
development of context-aware systems. Solutions for Am-
bient Assisted Living and Activity Daily Living aim to pro-
vide automation of tasks, creating a high level of assistance
for humans.
The main contribution of this paper was to tackle the
problem of uncertainty in daily human activities through the
analysis of a sequence of essential issues to ensures the cor-
rect structure of the data, high Quality of Context (QoC)
data, and the identification of the sources of uncertain situ-
ations.
First, a new approach to validate context data was pre-
sented. Advantages of using attribute grammars as the for-
malism to ensure the structure of the data was described.
Semantic and evaluation rules were applied to a case study
to validate the proposal. After that, the importance of using
only high QoC as input for decision making was discussed.
Several characteristics were analyzed, and the formalization
of QoC was presented. The approach was validated through
the description of the importance of sharing only high QoC
among software agents of the system.
One useful approach for dealing with uncertain situa-
tions is through the identification of the source of it. Thus,
after analyzing the previous issues, it was possible to tackle
this problem. It was presented a formalization of situations
of context aiming to facilitate the interpretation of its con-
tent by the system. An algorithm was described with a set
of functions to be executed when the system identifies prob-
lems with the input data. They represent part of the decision
making.
According to (White et al., 2018), the definition of un-
certainty models helps the identification of its source and
the definition of optimal solutions for decision making.
They can generate unique outputs based on the processing
of imprecise data. This can be applied to context-aware sit-
uations formalized through an attribute grammar approach
when the data from sensors are not enough to define a situ-
ation.
It is believed that attribute grammars can be allied to
other fields of artificial intelligence. Thus, the next step of
the project is to merge them, aiming for the improvement of
solutions for context-aware systems.
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