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Introduction
Contexte
Les phénomènes physico-chimiques dans les systèmes de dépollution catalytique sont représentés par des modèles
cinétiques qui dépendent de paramètres (facteurs préexponentiels, énergies d’activation, constantes d’adsorption,
et des chaleurs d’adsorption) qu’on ne peut déduire de considérations théoriques. Pour les déterminer, des
expériences sont réalisées dans des installations pilotes. Le résultat de ces expériences permet d’ajuster les
modèles cinétiques puis d’utiliser les modèles pour :
1. améliorer le rendement des procédés, par exemple pour les systèmes de dépollution, de traiter plus de
polluants et plus efficacement avec les mêmes proportions de catalyseur, en étudiant, à l’aide de ces modèles,
un grand nombre de conditions expérimentales, et obtenir ainsi une bonne compréhension du système
(utilisation en prédiction),
2. améliorer la qualité des produits, notamment l’allongement de la durée de vie des système, les modèles
étant utilisés pour des études de survie, de comportement dans le temps (dégradation) mais également
pour des études d’incertitude et de sûreté (analyse de risque),
3. réduire le temps de développement et les coûts de manière générale, les expériences à réaliser étant généra-
lement longues et très coûteuses, cet aspect est primordial pour mener à bien le développement de nouveaux
systèmes dans un contexte où les délais (et bien souvent les budgets) sont de plus en plus restreints.
Les plans d’expériences apparaissent ainsi essentiels afin de guider les chimistes dans cette étape primordiale,
pour des raisons de temps, économiques et écologiques. Pour le moment, ces expériences sont réalisées à partir de
connaissances métiers, et donc, le plus souvent, sans stratégie pertinente. Or, le nombre croissant de paramètres
à ajuster, sur des domaines de plus en plus importants, ne permet plus de se satisfaire de cette façon de procéder.
Les concepts de plan d’expériences ont été introduits au début du XXème en Angleterre par Ronald A. Fischer,
[61], dans le secteur agronomique puis dans l’industrie et dans le domaine biologique et médical. Les plans
d’expériences permettent d’organiser au mieux les essais qui accompagnent une recherche scientifique ou des
études industrielles et correspondent à des suites d’essais rigoureusement organisés.
Depuis cette époque, les plans d’expériences n’ont eu de cesse de prendre une importance de plus en plus grande,
pour faire, aujourd’hui, de cet outil un élément incontournable dans de nombreux domaines, notamment en
cinétique. Les principales raisons de cet engouement sont économique, écologique, de temps et de faisabilité de
développement de système. L’essor de ce concept va de pair avec les moyens d’acquisition et de traitement des
données, et la complexité des problèmes étudiés, qui bien souvent obligent à redéfinir des théories plus adaptées
à ces problèmes.
En cinétique, le but des plans d’expériences est d’accompagner les expérimentateurs dans leur démarche de mise
au point des modèles et les aider à choisir les expériences à réaliser qui répondront au mieux aux objectifs fixés.
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Trois situations peuvent survenir quand le modèle est posé a priori :
1. Si aucun point expérimental n’a encore été effectué, il s’agit de proposer une stratégie expérimentale
complète.
2. Si des essais ont déjà été menés, on cherche les quelques points complémentaires susceptibles d’étendre
l’application du modèle à de nouvelles conditions de fonctionnement (par exemple, un changement de
formulation du catalyseur).
3. Si d’autres points que ceux proposés par la méthode des plans d’expériences doivent finalement être effectués
parce que l’ingénieur responsable en a décidé ainsi, il s’agit de quantifier cette différence de démarche par
un critère pertinent.
La planification d’expériences correspond au choix des combinaisons des valeurs des facteurs d’entrée, les points
ou essais du domaine expérimental auxquels on va effectuer les mesures. Un choix judicieux s’avère souvent
important en pratique, car le nombre d’observations est fréquemment assez réduit pour des raisons de coût ou
de durée de mise en œuvre des expériences.
Quand le modèle est non linéaire ou que le domaine expérimental n’est pas d’une géométrie simple (des contraintes
lient les variables expérimentales entre elles par exemple), on utilise des plans d’expériences ’optimaux’, dont
la construction est par essence itérative. On part des points expérimentaux déjà effectués et on retient parmi
l’ensemble des points expérimentaux possibles celui qui quand on le rajoute, optimise un certain critère ma-
thématique qui caractérise la qualité du plan. On incorpore le point trouvé aux points déjà effectués, puis on
recommence avec un nouveau point, jusqu’à proposer le nombre de nouvelles expériences décidé a priori avec
l’utilisateur. L’algorithme de Fedorov, [59], à la base de cette méthode, permet aussi de concevoir un plan initial,
sans démarche itérative.
Toute la démarche repose donc sur la pertinence du critère d’optimalité retenu. Il en existe un grand nombre.
Usuellement, parce qu’ils sont plus simples à traiter mathématiquement que d’autres, on a recours aux plans
d’expériences D-optimaux. Ceux-ci ont pour défaut de proposer des points aux bornes du domaine expérimental,
ce qui conduit à des essais inhabituels, hors normes, voire même délicats.
L’intérêt de cette thèse est donc de proposer des plans d’expériences ayant un sens pour l’utilisateur c’est-à-
dire dont les expériences soient pertinentes, adaptés aux problèmes cinétiques rencontrés, du point de vue des
modèles, et du point de vue de l’expérimentation. Les modèles comprennent quelques entrées, moins de vingt
paramètres et plusieurs sorties. Ils se calculent facilement. L’expérimentation est partiellement automatisée et
se déroule en quelques heures.
Phénomènes étudiés
Les modèles mathématiques représentant des systèmes physiques sont des outils importants dans de nombreux
domaines de recherche scientifique. Néanmoins, le besoin croissant d’une meilleure compréhension de ces systèmes
et l’augmentation de la précision voulue augmentent la complexité des modèles. C’est dans ce cadre que notre
étude se situe.
La réduction "à la source" des émissions polluantes du moteur Diesel passe par un compromis NOx/particules de
suies (les oxydes d’azote, NOx, sont des polluants de l’air toxiques à faible dose et les particules est une appel-
lation pour les fines particules de suie issues de la combustion contenues dans les gaz et réputées cancérigènes).
L’orientation prise par les constructeurs automobiles pour atteindre les niveaux réglementaires des NOx est un
ajustement de la combustion. Ces réglages moteur se font au détriment de la production de suies qui sont alors
traitées par la mise en place de filtres à particules (FAP) à l’échappement du moteur. Ce choix principalement
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dicté par la maturité plus élevée du FAP est généralisé avec l’entrée en vigueur de nouvelles réglementations plus
sévères. D’ores et déjà, certains véhicules du segment supérieur doivent se doter également d’un système pour
traiter les NOx.
Deux technologies sont identifiées pour l’élimination des NOx à l’échappement d’un moteur à "mélange pauvre",
il s’agit du piège à NOx ("NOx trap") et de la réduction catalytique sélective à l’urée ("SCR urée"). Ces deux
systèmes se concurrencent dans la mesure où ils présentent chacun des avantages et des inconvénients. En effet,
de nombreuses questions restent en suspens pour pouvoir améliorer leur efficacité et leur durabilité, nécessi-
tant d’avoir une bonne compréhension des phénomènes physico-chimiques se déroulant au sein de ces systèmes
catalytiques.
Cette compréhension passe par la mise au point de mécanismes réactionnels, et des modèles cinétiques associés.
Pour chacun des systèmes de traitement des NOx, une dizaine de réactions doit être considérée. Les vitesses de
réactions mettent en jeu 20 à 30 constantes cinétiques et autres capacités de stockage/adsorption. Ces paramètres
sont calibrés en se basant sur une campagne d’essais expérimentaux.
Les essais sont effectués au banc gaz synthétique, un système expérimental reproduisant au mieux les conditions
d’utilisations réelles du piège à NOx. L’échantillon est une carotte de catalyseur (1 pouce de diamètre, 2 pouces
de long), placée dans un réacteur en quartz, lui même monté dans un four. L’échantillon est traversé par un flux
de gaz de composition, débit et composition maîtrisés, et choisit de façon à représenter les conditions existant
à l’échappement d’un moteur Diesel. Les espèces ayant une influence prépondérante sur l’efficacité de la déNOx
sont le monoxyde d’azote NO, le dioxyde d’azote NO2, l’oxygène, et l’ammoniac pour la SCR. Des interactions
et des inhibitions ont lieu en fonction également des teneurs en CO2, en CO, et en hydrocarbures imbrûlés (HC).
Le piège à NOx permettant de traiter les polluants est un système aux enjeux économiques et écologiques
importants. Ces polluants ont des incidences directes sur notre environnement et notre santé. Par exemple, les
oxydes d’azote, NOx, dont il est question dans cette application, sont responsables des pics de pollution aux
abords des grandes agglomérations ce qui entraîne, notamment, des problèmes respiratoires et oculaires. Le piège
à NOx traite également le monoxyde de carbone et les hydrocarbures imbrûlés, deux espèces également nocives
pour la santé.
Mais au-delà de ce système choisi comme support de cette thèse, l’enjeu est de pouvoir fournir une démarche mé-
thodologique permettant l’analyse et l’exploitation des modèles numériques utilisés en cinétique pour représenter
les systèmes complexes réels. Les modèles numériques de simulation sont très courants. Ces modèles dépendent
généralement de paramètres cinétiques que l’on ne peut déduire de considérations théoriques, et qui sont ajus-
tés sur des résultats expérimentaux. Pour cela, la question de la planification expérimentale est incontournable
afin de mener à bien les projets de création de ces systèmes de post-traitement, dans un temps raisonnable et
financièrement viable.
L’objectif de cette thèse étant d’apporter des briques méthodologiques innovantes pour ajuster les modèles
cinétiques, nous avons basé notre travail sur le piège à NOx, mais également sur un cas plus simple, proche et
plus léger qui nous a servi à élaborer notre démarche, comme outil de validation des méthodes. Ce second cas
consiste en l’étude de l’évolution d’une espèce chimique en présence d’un catalyseur. L’avantage de ce dernier
est que nous le maîtrisons totalement permettant ainsi une analyse pertinente des solutions proposées.
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Axes de recherches
Il est courant lors d’études expérimentales, que le modèle posé pour représenter un système physique ou chimique
ne convienne que partiellement. C’est le cas de notre système. Ce premier modèle est fortement non linéaire,
et peut s’exprimer par y = f(x, T,β), où y est la réponse étudiée (par exemple la teneur en hydrocarbures
imbrûlés), x les conditions expérimentales, T la température et β les paramètres cinétiques du modèle noté f .
Pour ajuster ce modèle aux n résultats expérimentaux disponibles et estimer les paramètres du vecteur, la
première idée est de déterminer par moindres carrés un vecteur de paramètres globaux, valables quelle que soit
l’expérience considérée.
βˆ = argmin
β
n∑
i=1
∫ ∥∥yi − f(xi, T,β)∥∥2 dT
où yi correspond aux résultats expérimentaux de l’expérience i, et xi à ces conditions opératoires.
Malheureusement, tous les essais basés sur cette méthode se sont révélés infructueux, montrant que le modèle
proposé est insuffisant pour représenter toute la réalité expérimentale, même si les grandes tendances sont
respectées. La confrontation aux premiers résultats expérimentaux a montré son inadéquation.
La première étape est donc d’obtenir une modélisation de notre phénomène qui soit proche des résultats expé-
rimentaux. L’objectif alors proposé est de déterminer une modélisation qui puisse représenter le comportement
de notre système de dépollution. Cette première étape qui peut apparaître comme triviale, est loin de l’être,
et constitue la majeure partie de nos travaux. Deux raisons font que cette étape est difficile. Premièrement, sa
forte non linéarité et deuxièmement, le fait que la modélisation est soumise à des contraintes cinétiques qu’il est
difficilement possible d’incorporer dans les modélisations classiques. La deuxième étape est de tenir compte de
la modélisation ainsi établie pour proposer une démarche de planification expérimentale appropriée.
Une difficulté supplémentaire à notre problème s’ajoute, liée à la complexité des objets manipulés, qui sont des
données fonctionnelles en sortie du simulateur. La modélisation et le traitement statistique des données ouvrent
un champ très vaste de recherche visant des aspects théoriques et appliqués.
Afin d’aborder le problème, nous sommes restés, dans un premier temps, sur une modélisation d’une sortie
scalaire, le temps étant considéré comme un facteur d’entrée supplémentaire. Au final, trois axes de recherche
ont été explorés. Tout d’abord une étude du krigeage, métamodèle le plus utilisé pour représenter la sortie
scalaire d’un code de calcul, en l’adaptant au contexte d’une tendance non linéaire. La difficulté dans ce cas
étant l’estimation des paramètres et le calcul des inférences liées à cette démarche. Ensuite, nous avons pris en
compte la dimension fonctionnelle, avec l’application et l’extension des modèles à coefficients variables. L’enjeu
est de répondre pleinement au cadre d’application. Enfin nous avons abordé le problème des plans d’expériences,
avec l’application d’un critère de maximum d’entropie, pour mener une campagne expérimentale.
Organisation du manuscrit
Nous proposons dans ce manuscrit plusieurs approches novatrices pour les problèmes de cinétique, qui dans
certains cas ont montré leurs limites sur notre cas d’étude, mais qui sont tout à fait envisageables sur d’autres
systèmes. Ces méthodes de modélisation sont réparties en deux catégories, les approches non fonctionnelles et
les approches fonctionnelles.
Nous avons essayé d’adopter un discours pédagogique, ce manuscrit étant destiné aux expérimentateurs. Chacune
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des méthodes est appliquée sur notre cas d’étude, les conditions d’applications sont détaillées ainsi que les
considérations pratiques. Les résultats sont commentés en essayant à chaque fois de se rapporter aux conditions
expérimentales et en faisant le parallèle avec le côté applicatif pour guider les cinéticiens dans leur démarche. Nous
avons dans cette optique essayé de faire en sorte que ce manuscrit soit le plus complet possible sur le détail des
méthodes, accessible aux expérimentateurs, tout en gardant un formalisme mathématique rigoureux. Certaines
méthodes trop complexes ne sont pas totalement décrites, néanmoins, nous fournissons un grand nombre de
références auxquelles les lecteurs désirant approfondir le sujet pourront se référer. Nous insistons donc sur le
fait que les travaux présentés s’inscrivent dans le cadre d’une thèse appliquée, ceci justifiant l’organisation de ce
manuscrit, qui comporte cinq chapitres.
Le chapitre 1 est consacré à la présentation des deux phénomènes étudiés. Tout d’abord notre cas d’application
est grandement détaillé en trois temps : le fonctionnement du piège à NOx, le modèle cinétique et le modèle
numérique. Les résultats de ce dernier sont enfin confrontés aux résultats expérimentaux afin de mettre en exergue
son inadéquation. Au cours de cette thèse, nous nous sommes penchés sur les raisons de cette inadéquation et
avons apporté des modifications par rapport au modèle numérique initial. Ces modifications sont introduites
dans ce chapitre, mais il est important de souligner qu’elles n’interviennent qu’à partir du quatrième chapitre.
Dans un second temps, nous présentons le deuxième cas utilisé, construit de manière à être proche du cas d’étude,
mais totalement maîtrisé. La raison d’être de ce second cas est de pouvoir tester et vérifier les diverses solutions
envisagées pour répondre à notre problématique, étape préalable à l’application sur notre cas d’étude, pour les
méthodes non fonctionnelles. L’annexe A, relative à ce chapitre, présente les méthodes de lissage des données
expérimentales mises en place.
Le chapitre 2 est construit comme une "boîte à outils" des méthodes utilisées. Les diverses approches envisagées
sont soit des extensions de méthodes classiques soit des utilisations particulières. Nous avons donc décidé de faire
de ce second chapitre une vitrine de ces méthodes, à laquelle nous nous référons dans la suite. Cela permet de ne
pas surcharger les chapitres suivants, en ne détaillant que les extensions opérées et les conditions particulières
d’application. Ce chapitre se compose de deux parties, la première concerne les méthodes utilisées dans le cadre
non fonctionnel avec notamment la théorie de krigeage et de cokrigeage, la seconde concerne les méthodes
fonctionnelles, avec notamment l’introduction des données fonctionnelles et des outils classiques dans ce cadre.
Le premier type d’approche, approche non fonctionnelle, est abordé dans le chapitre 3, où nous détaillons trois
méthodes de modélisation, toutes trois basées sur la théorie de krigeage. La première technique est une extension
de cette théorie au cas d’une tendance non linéaire, la seconde propose une amélioration de cette dernière
par un conditionnement par la dérivée, la troisième propose une modélisation directe de la dérivée en fonction
de l’avancement. L’originalité de cette dernière provient de l’équivalence entre pont brownien et processus de
Ornstein-Ulhenbeck conditionné aux bords, équivalence exhibée dans l’annexe B. Nous soulignons les limites et
avantages de chacune des approches et concluons sur l’utilisation de méthodes non fonctionnelles sur des données
fonctionnelles.
L’utilisation des méthodes fonctionnelles est quant à elle présentée dans le chapitre 4 par le développement
de deux types de méthodes. La première est basée sur les modèles à coefficients variables (VCM) et l’omission
de l’expertise métier (modèle numérique). La seconde est une méthode analogue aux VCM étendue au cadre
non linéaire. Dans cette seconde méthode, nous proposons de modéliser les paramètres cinétiques expérience par
expérience par kernel ridge regression. Au final, le développement et l’application d’un bootstrap fonctionnel
nous permettent d’estimer une région de confiance pour les courbes prédites, information envisagée pour définir
un critère de plan d’expériences.
Enfin, le chapitre 5 propose d’introduire une démarche de mise en place d’un plan d’expériences exploratoire.
Le but principal est de fournir un outil pour les expérimentateurs. Les aspects applicatifs et pédagogiques
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sont privilégiés et certaines considérations théoriques ne sont pas donc pas abordées. Au final, nous montrons
l’intérêt des plans à entropie maximale et appuyons sur les perspectives d’application pour de futurs essais, et
sa complémentarité avec la méthode de planification envisagée dans le chapitre précédent.
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Chapitre
1
Phénomènes étudiés
Les modèles mathématiques représentant des systèmes physiques sont des outils importants dans de nombreux
domaines de recherche scientifique. Néanmoins, le besoin croissant d’une meilleure compréhension de ces systèmes
et l’augmentation de la précision voulue augmentent la complexité des modèles, qui dans certains cas ne sont
pas cependant suffisants pour répondre aux attentes des expérimentateurs. C’est dans ce cadre que notre étude
se situe.
Notre travail consiste en l’étude d’un système de post-traitement catalytique à la sortie du moteur Diesel : le
piège à NOx. Ce système a pour but de traiter les polluants. Il s’agit là d’une application aux enjeux économiques
et écologiques importants. En effet, ces polluants ont des incidences directes sur notre environnement et notre
santé. Par exemple, les oxydes d’azote, NOx, dont il est question dans cette application sont responsables des
pics de pollution aux abords des grandes agglomérations ce qui entraîne, notamment, des problèmes respiratoires
et oculaires. En outre, le piège à NOx traite également le monoxyde de carbone et les hydrocarbures imbrûlés,
deux espèces également nocives pour la santé.
Mais au-delà de ce cas d’application, l’enjeu est de pouvoir fournir une méthodologie de planification d’expériences
appliquée aux problèmes rencontrés dans le domaine de la cinétique. En effet, en remplacement du système réel,
le recours à des modèles numériques de simulation est très courant. Ces modèles dépendent généralement de
paramètres cinétiques que l’on ne peut déduire de considérations théoriques, et qui sont ajustés sur des résultats
expérimentaux. Pour cela, la planification d’expériences, qui permet de choisir les meilleures expériences à réaliser
en diminuant leur nombre, devient un outil incontournable afin de mener à bien les projets de création de ces
systèmes de post-traitement, dans un temps raisonnable et financièrement viable.
Néanmoins, les modèles censés représenter la réalité expérimentale ne sont pas toujours assez pertinents pour
appliquer des méthodes de planification d’expériences classiques, comme dans notre cas d’étude où le modèle est
inadéquat. De plus, il s’agit d’un cas très complexe. Pour cette raison, nous avons construit un second cas plus
simple et pourtant similaire, nommé cas maîtrisé. Ce dernier nous a servi d’outil de validation des méthodes que
nous présentons dans ce manuscrit. Ce second cas consiste en l’étude de l’évolution d’une espèce chimique en
présence d’un catalyseur, et a été construit de manière à être proche dans l’esprit de notre cas d’étude. L’avantage
de ce dernier est que nous le maîtrisons totalement, ce qui n’est pas le cas de notre cas d’étude, permettant ainsi
une analyse pertinente des solutions proposées.
Ce chapitre se compose donc en deux parties, chacune présentant un des phénomènes étudiés. Nous commençons
tout d’abord par notre cas d’étude, le piège à NOx, avec une présentation en quatre temps : fonctionnement
du piège, modèle physico-chimique, modèle numérique, et nous comparons les résultats expérimentaux et numé-
riques. Dans la deuxième partie, nous introduisons le cas maîtrisé avec un descriptif de la construction de ce cas,
puis des exemples de simulations pour, au final, faire l’analogie entre les deux cas étudiés.
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1.1 Piège à NOx
De nos jours, le moteur à combustion interne ne peut plus être envisagé sans son système de post-traitement
et les stratégies de contrôle associées. Les dispositifs de post-traitement sont adaptés au type de moteur, diesel
dans notre cas. Les catalyseurs d’oxydation diesel (DOC) sont une technologie clé pour les moteurs diesel.
Ils transforment le CO et les HC et diminuent également la masse de particules diesel en oxydant certains
hydrocarbures.
IFP Energies nouvelles développe des modèles de simulation de post-traitement, et on s’intéresse dans notre cas,
au modèle du piège à NOx qui traite ces gaz toxiques à la sortie du moteur par des réactions catalytiques, en
plus des NOx.
Dans un premier temps, nous présentons le principe général de fonctionnement du piège à NOx ainsi que les
raisons d’être d’un tel système et nous détaillons également le protocole expérimental mis en place. Puis, dans
un deuxième temps, nous exhibons le modèle physique, en introduisant le principe d’échange matériaux/gaz et le
modèle cinétique retenu. Ceci nous permet de présenter plus précisément le fonctionnement du piège à NOx, les
entrées et sorties et les paramètres qui nous intéressent. Enfin, dans une troisième partie, nous mettons en avant
le modèle numérique utilisé, construit à partir du modèle cinétique, et introduisons le plan d’expériences à notre
disposition. Les résultats de ce dernier nous permettent de confronter les résultats expérimentaux et numériques
et de mettre en avant l’incapacité du modèle à représenter la réalité expérimentale.
1.1.1 Fonctionnement du piège à NOx
Le moteur Diesel émet un taux d’oxydes d’azote NOx plus élevé que le moteur essence en raison de son principe
de combustion en excès d’air. En effet, en théorie, la combustion effectuée dans le moteur est complète, ce
qui engendre une production du dioxyde de carbone, CO2 et d’eau, H2O. Mais en réalité, ce n’est pas le cas,
ce qui provoque une émission de gaz toxiques : d’une part la combustion est incomplète d’où l’apparition des
hydrocarbures imbrûlés, HC, et d’autre part la présence de réactions parasites entraîne la présence en sortie des
oxydes d’azotes, NO, NO2 que l’on note NOx et du monoxyde de carbone, CO.
Malgré les efforts déployés pour réduire à la source les émissions polluantes des moteurs à combustion interne,
c’est-à-dire en optimisant le processus de combustion et les carburants, les normes de pollution de plus en plus
sévères (cf figure 1.1a) imposent de recourir à des dispositifs de post-traitement des gaz de combustion de plus
en plus perfectionnés. Les seuils de rejet de NOx que les normes du futur imposeront, seront inférieurs à ceux
que peut garantir un pot catalytique conventionnel. Une des solutions envisagées pour répondre à leurs exigences
est de compléter son action par un nouveau filtre baptisé piège à NOx, ou NOx trap en anglais.
(a) Évolution des normes anti-pollution européennes (b) En grisé, contribution des transports aux émissions globales de
polluants en Europe (2001)
Figure 1.1 – Informations relatives aux polluants, Pinchon [128]
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Le piège à NOx retient les oxydes d’azote et les stocke dans une structure microporeuse, ce qui impose des
phases de régénérations régulières. Le piège à NOx remplit le rôle à la fois de catalyseur d’oxydation traditionnel
(oxydation HC/CO) et piège à NOx. Contrairement à sa fonction d’oxydation qui est continue, la fonction de
piège à NOx est discontinue. Plus de détails quant à son fonctionnement précis sont donnés dans la section 1.1.2.
Pourquoi réduire les NOx ? Il faut tout d’abord rappeler le fait que le transport (véhicules lourds et véhicules
légers confondus) représente la première source d’émissions de NOx (environ 70% en Europe en 2001, voir
figure 1.1b), il est donc logique que les normes soient sévérisées car les effets de ce polluant sur la santé et
l’environnement sont préoccupants. Les NOx sont responsables de l’augmentation de la teneur en ozone (O3)
dans la basse atmosphère, entrainant des pics de pollution estivaux se manifestant en général aux abords des
grandes agglomérations, provoquant des irritations respiratoires et oculaires.
Figure 1.2 – Localisation du piège à NOx
Le piège à NOx est un système de post-traitement catalytique qui se situe dans la ligne d’échappement diesel
(voir figure 1.2). Il s’agit d’une structure alvéolaire avec un support poreux imprégné de produits chimiques. Son
principe consiste à faire passer les gaz d’échappement à travers cette structure, dans laquelle une réaction de
catalyse se produit au contact de métaux précieux et transforme ainsi les polluants. Plus précisément, il s’agit
d’adsorber puis d’oxyder des polluants grâce à l’action catalytique de métaux précieux, généralement du platine
(Pt) ou plus rarement du palladium (Pd). Ensuite, les NOx résultant de cette oxydation sont stockés grâce à
un autre composant, du baryum (Ba). Les NOx sont ensuite réduits et libérés par l’action d’un troisième métal,
le rhodium (Rh), lors des périodes de régénération du filtre. Tout ceci étant contenu dans un canning, pour
l’insertion dans la ligne d’échappement (voir figure 1.3).
Figure 1.3 – Constitution d’un piège à NOx
Néanmoins, ces filtres ont des problèmes de fiabilité dans le temps et ne peuvent fonctionner de façon durable
tant que les carburants contiennent du soufre, car le soufre conduit à l’empoisonnement du piège. De plus une
des difficultés majeures est de gérer efficacement le passage entre la phase de stockage et de déstockage du piège,
qui, pour cela, nécessite une bonne compréhension du système cinétique c’est-à-dire une bonne modélisation du
fonctionnement du piège.
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Pour des raisons de simplicité et pour contrôler précisément les paramètres qui entrent en jeu, les expériences
effectuées afin d’étudier le comportement du piège à NOx, ne sont pas directement opérées sur un véhicule, mais
en laboratoire sur un échantillon de catalyseur. Plus précisément, celles-ci sont menées sur banc gaz synthétique
(BGS), un système expérimental reproduisant au mieux les conditions d’utilisations réelles. Chacun des essais
correspond à des cas où la composition varie, de manière à couvrir le domaine d’utilisation du piège à NOx. Dans
chacune des expériences réalisées, on applique une rampe de température afin de balayer l’intervalle de tempé-
rature dans lequel le piège à NOx fonctionne en aval du moteur. La figure 1.4 est un schéma de fonctionnement
du BGS. Une photo du BGS d’IFP Energies nouvelles sur lequel nos expériences ont été effectuées est également
donnée (figure 1.5).
Figure 1.4 – Dispositif expérimental : Banc Gaz Synthé-
tique (BGS)
La réalisation d’une expérience se déroule de la ma-
nière suivante :
– le dosage des proportions de chaque espèce que l’on
souhaite dans notre gaz s’effectue au moyen de dé-
bitmètres placés après les vannes d’arrivées,
– le mélange obtenu est ensuite envoyé dans un réac-
teur en quartz, contenant, au centre, un échantillon
du catalyseur de dimensions 2,5cm de diamètre et
5cm de longueur,
– ce réacteur est placé dans un four reproduisant la
chaleur dégagée par le moteur, qui permet la mise
en action du piège à NOx, les caractéristiques de
chauffe étant choisies (température initiale, évolu-
tion de la température),
– le gaz en sortie du réacteur passe par les analyseurs
qui mesurent et enregistrent la proportion de chaque
espèce.
L’expérience se déroule sur 4000 secondes, et toutes les demi-secondes, nous enregistrons les différentes mesures :
composition du HC, du CO et des NOx en sortie, et température amont/aval.
Figure 1.5 – Photo du BGS d’IFP Energies nouvelles, sur lequel les expériences ont été réalisées
On peut voir sur cette photo du BGS, les vannes d’arrivée des espèces que l’on souhaite dans notre gaz en entrée
(cercle n°1), les débitmètres contrôlant la proportion de chacune des espèces (cercle n°2), le four contenant le
réacteur en quartz (cercle n°3) et enfin les analyseurs et enregistreurs de la composition des gaz en sortie du four
(cercle n°4).
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1.1.2 Modèle cinétique
Nous allons maintenant présenter plus en détails le fonctionnement du piège à NOx, en mettant en avant le
processus d’échange matériaux/gaz, le modèle cinétique et en développant les entrées, sorties et paramètres de
notre système. Le but principal de cette partie est de fournir aux experts métiers une description complète du
système afin de replacer le problème dans son contexte.
Comme nous l’avons vu précédemment, le moteur Diesel émet un taux d’oxydes d’azote plus élevé que le moteur
essence en raison de son principe de combustion en excès d’air. Leurs traitements demandent un processus
chimique élaboré. Celui-ci fonctionne en deux temps explicités ci-dessous. En entrée du post-traitement nous
avons les gaz d’échappement du moteur :
1. En mélange pauvre, les eﬄuents du moteur sont en faible quantité relativement à l’oxygène qui est en
excès, le piège à NOx est en phase de stockage des NOx. Le CO et les HC sont traités en continu par le
piège qui fait aussi office de catalyseur d’oxydation : l’excès d’oxygène permet de les oxyder.
2. Avant que le piège commence à saturer, le système d’injection passe momentanément en dosage riche
(manque d’oxygène). L’aﬄux de réducteurs (CO,HC) qui en résulte vient réagir avec les NOx qui ont été
stockés, et les transforme en eau H20, azote N2, gaz carbonique, CO2. Il faut noter, malgré tout, que les
NOx ne sont pas traités en totalité. Une partie a le temps de se déstocker et de sortir du piège avant d’avoir
été réduite. Les stratégies de contrôle moteur doivent être optimisées de façon à limiter au maximum ces
"bouffées" de NOx.
De manière simple, en fonctionnement nominal, mélange pauvre, le catalyseur piège les NOx mais ne les traite
pas. Pour régénérer le catalyseur, le moteur doit fonctionner en mélange riche afin que les hydrocarbures imbrûlés
et le monoxyde de carbone alors émis en grande quantité réduisent les NOx stockés. La première phase, nommée
fonctionnement en mélange pauvre, a une durée d’environ une minute, et la seconde phase, fonctionnement en
mélange riche, est de l’ordre de quelques secondes.
(a) Fonctionnement en mélange pauvre (b) Fonctionnement en mélange riche
Figure 1.6 – Fonctionnement echange matériaux/gaz
Le pain catalytique utilisé est particulier car, en plus du platine et du rhodium destinés à la catalyse, il contient du
baryum qui va être capable de réaliser un stockage des NOx sous forme de nitrates de baryum, qui seront extraits
et réduits en phase riche. Les figures 1.6a et 1.6b illustrent le fonctionnement de l’échange entre les matériaux
et les gaz. Le support utilisé est de l’alumine, Al2O3, sur lequel on a déposé une couche d’imprégnation de
baryum, ou plus exactement de withérite, BaCO3, ainsi que des sites de platine et de rhodium. Le platine sur le
catalyseur transforme le monoxyde d’azote en dioxyde d’azote (NO2). L’oxyde de baryum fixe les molécules de
NO2 pour en faire une chaîne Ba(NO3)2. Lors de la phase de purge, fonctionnement en mélange riche, les NOx
sont désorbés puis réagissent avec les hydrocarbures imbrûlés sur les sites de rhodium. Cette réduction entraîne
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la formation d’azote, de CO2, de dihydrogène et d’eau. Le piège à NOx est alors nettoyé et prêt à reprendre son
rôle de piège à oxydes d’azote.
Les réactions considérées sont les suivantes :
CO + 1/2O2 → CO2 (1.1)
1/a CaHb + (1 + b/4a)O2 → CO2 + b/2a H2O (1.2)
CO +NO → CO2 + 1/2 N2 (1.3)
1/a CaHb + (2 + b/2a) NO → CO2 + b/2a H2O + (1 + b/4a) N2 (1.4)
1/a CaHb +H2O → CO + (1 + b/2a) H2 (1.5)
CO +H2O ⇔ CO2 +H2 (1.6)
NO + 1/2 O2 ⇔ NO2 (1.7)
H2 + 1/2 O2 → H2O (1.8)
Les variables a et b représentent respectivement le nombre de carbone et d’hydrogène caractérisant notre carbu-
rant. Dans notre cas, il s’agit de propylène, soit a = 3 et b = 6.
Le système étant complexe, seul le fonctionnement du piège en mélange pauvre a été considéré dans nos travaux.
Cela permet de réduire le nombre de réactions à prendre en compte, puisque, l’oxygène étant en excès, les réactions
d’oxydation du CO, du NO, des HC et du H2 deviennent prépondérantes, respectivement les équations (1.1),
(1.2), (1.7) et (1.8).
Soit R la constante des gaz parfaits, Ts la température du solide et xi la fraction molaire de l’espèce i. Les vitesses
de réactions associées aux huit réactions précédentes sont définies ci-dessous. Ainsi Ri correspond à la vitesse de
réaction de la ie`me réaction. L’intérêt de présenter ces vitesses est d’introduire les ki, que nous détaillons par la
suite, équation (1.12), et qui contiennent les paramètres cinétiques étudiés. Pour plus de détails les constantes
utilisées et certains paramètres voir Millet [112].
R1 =
k1 · xCO · xO2
F
, R2 =
k2 · a · xCaHb · xO2
F
,
R3 =
k3 · xCO · xNO
(1 + 53 · exp(1200Ts ) · xCO)
2 · (1 + 53 · exp(1500Ts ) · xNO)
2
, R4 =
k4 · a · xCaHb · xNO
F
,
R5 =
k5 · a · xCaHb · xH2O
F
, R6 = k6
(
xH2O · xCO −
xCO2 · xH2
exp(−xgibbsTs )
)
/F,
R7 = k7 ·
(
xαNO · x
β
O2
−
xαNO2
Keq
)
, R8 =
k8 · xH2 · xO2
F
Avec,
F = Ts (1 +K0 xCO +K1 xHC)2 (1 +K2 x2CO x
2
HC) (1 +K3 x
0.7
NO) (1.9)
xgibbs =
(
−41169 + 42.012 · Ts + 6.6 ·
(
Ts − 298− Ts ∗ log
(
Ts
298
)))
/R (1.10)
Keq = Aeq · exp
(
Eaeq
R · Ts
)
(1.11)
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Aeq et Eaeq étant respectivement le facteur préexponentiel et l’énergie d’activation de la constante d’équilibre
de NO/NO2. Les constantes cinétiques, ki, et les constantes d’adsorption, Ki suivent une loi d’Arrhenius [7] :
ki = Ai · exp
(
−Eai
R · Ts
)
en mol.s−1.m−2cata (1.12)
Ki = Aai · exp
(
Eaai
Ts
)
, adimensionnelle (1.13)
Les facteurs préexponentiels et énergies d’activation Aai et Ea
a
i des constantes d’adsorption, tirés de la littérature,
Voltz et al [157], sont donnés dans le tableau (1.1) :
K0 K1 K2 K3
Aa 65.5 2080.0 3.98 479000
Eaa 961.0 361.0 11611.0 -3733
Tableau 1.1 – Facteurs préexponentiels et énergies d’activation des constantes d’adsorption
En ce qui concerne les constantes d’adsorption, il faut noter que l’expression F qui les emploie, est empirique et
couramment utilisée dans la littérature [26], [109], [110], [137]. Elle est conservée telle quelle, avec les constantes
d’adsorption associées.
Néanmoins, nous avons été amenés au cours de cette thèse, à remettre en cause cette expression du dénominateur.
La section 1.1.5 apporte un éclairage précis sur les motivations de cette remise en cause, la démarche mise en
place, et dans quel contexte elle intervient. Pour des raisons évidentes de clarté du manuscrit, ces modifications
sont introduites dans ce premier chapitre, tout en soulignant qu’elles ne sont utilisées qu’à partir du chapitre 4.
Les concentrations de toutes les espèces gazeuses intervenant dans le mécanisme réactionnel, sauf l’eau, peuvent
être mesurées. Le taux de réaction molaire ω de chaque espèce est la somme des vitesses des réactions impliquant
l’espèce, pondérées par le coefficient stœchiométrique (en mol/m3/s) :
ω
CaHb
= −(1/a) · (R2 +R4 +R5) (1.14a)
ω
NO
= −R3 − (2 + b/2a) ·R4 −R7 (1.14b)
ω
O2
= −1/2 ·R1 − (1 + b/4a) ·R2 − 1/2 ·R7 − 1/2 ·R8 (1.14c)
ω
CO
= −R1 −R3 +R5 −R6 (1.14d)
ω
CO2
= R1 +R2 +R3 +R4 +R6 (1.14e)
ω
H2O
= b/2a ·R2 + b/2a ·R4 −R5 −R6 +R8 (1.14f)
ω
H2
= (1 + b/2a) ·R5 +R6 −R8 (1.14g)
ω
NO2
= R7 (1.14h)
ω
N2
= 1/2 ·R3 + (1 + b/4a) ·R4 (1.14i)
En assimilant le catalyseur à un réacteur parfaitement mélangé, les équations de conservation des espèces et de
l’énergie déterminent le système d’équations différentielles gouvernant notre modèle numérique, présenté dans la
section suivante.
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Entrées/sorties du système physique et paramètres
Entrée : En entrée de notre système, nous avons :
1. La composition massique des 9 espèces chimiques de notre gaz en entrée du catalyseur :
CaHb (notée HC), NO, O2, CO, CO2, H2O, H2, NO2 et N2.
2. Le débit massique de ce gaz,
3. Le profil de température de ce gaz.
Certaines des espèces présentes dans le gaz, ne sont pas considérées comme des variables du fait de considérations
physiques. Entre autres, on sait expérimentalement que H2O est constant à 4%, ou encore, H2 est non-mesuré
par les analyseurs, mais sa composition en entrée est connue et égale à un tiers de celle de CO (voir la figure
1.7).
Au final, il nous reste 5 variables "espèces". Les plages de variations de chacune, en % massique, ainsi que celle
du débit massique Q, sont données dans le tableau 1.2.
Q (kg/h) O2 CO2 CO HC NO
min 50 2.24 4 0.07 0.09 0.025
max 200 16.5 12 0.6 0.4 0.08
Tableau 1.2 – Plages de variation des variables "espèces" et du débit massique
Ces plages de variation sont représentatives de ce qui est observé à l’échappement d’un moteur diesel. Il est tenu
compte également des limitations inhérentes au montage expérimental, le BGS, sur lequel le piège à NOx est
étudié. En particulier, le NO ne peut pas y être injecté dans des proportions aussi faibles que celles observées
en sortie moteur : sa plage de variation a donc été rehaussée (plage de variation banc moteur, entre 50 et 190
ppm de NOx avec 1ppm = 10−4 %).
À noter, que l’un des objectifs des expérimentateurs est de pouvoir déterminer précisément la température
appelée température de "light-off", TLO, qui correspond à la température à laquelle 50% du polluant considéré est
converti. Cette température est importante puisque c’est autour de cette dernière que l’on observe le phénomène
que l’on cherche à comprendre et expliquer. Néanmoins, des travaux ont montré (Chédotal [26]) que quelle que
soit la caractéristique de chauffe du four (5°C/min, 10°C/min,...), la TLO reste inchangée. On en déduit qu’il est
possible de fixer un profil moyen pour toutes nos expériences. Dans ces conditions, notre profil de température
n’est plus une entrée de notre problème, mais une condition opératoire fixe.
Figure 1.7 – Schéma de notre problème : modèle cinétique
Sorties : Concernant les sorties de notre système, nous en avons trois, mesurées par des analyseurs à la sortie
de notre piège à NOx : la composition du gaz où seules les trois espèces suivantes sont considérées : CO, HC, et
NOx (NO et NO2 groupés). Il s’agit donc de courbes cinétiques en fonction de la température voir figures 1.8a,
1.8b et 1.8c. La figure 1.7 fournit une schématisation claire de notre système.
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Paramètres : Au regard de la description du modèle cinétique, voici une liste de tous les paramètres qui doivent
a priori être ajustés. Cette liste initiale est diminuée par des considérations développées dans un second temps :
– Pour chaque réaction, le facteur préexponentiel et l’ énergie d’activation de la constante cinétique, soit 8x2=16
paramètres
– Le facteur préexponentiel et l’énergie d’activation des constantes d’adsorption : Aa et Eaa détaillées précé-
demment
– Le facteur préexponentiel et l’énergie d’activation de la constante d’équilibre de NO/NO2, Aeq et Eaeq
– Les exposants α et β présents dans le calcul de R7
– Les constantes dans le dénominateur du calcul de R3, ainsi que la variable xgibbs utilisée dans le calcul de R6
Soit un total de 32 paramètres. Néanmoins, à l’aide des connaissances métiers du problème, il est possible de
réduire ce nombre de paramètres :
– Tout d’abord, dans notre cas (mélange pauvre), seules les équations (1.1), (1.2) et (1.7), correspondant aux
réactions d’oxydation du CO, HC et NO, sont prépondérantes. Les facteurs préexponentiels de toutes les
réactions (excepté pour ces trois réactions) sont donc fixés à zéro. Ceci entraîne donc 14 paramètres en moins,
à savoir les Ai, Eai, pour i = 3, 4, 5, 6, 8, soit 10 paramètres, la variables xgibbs et les trois constantes présentes
dans le dénominateur du calcul de R3, sujets à controverse (cf thèse de Matthess [109] et [110])
– Le facteur préexponentiel et l’énergie d’activation des constantes d’adsorption : Aa et Eaa sont conservés
– De plus, les deux paramètres associés à l’oxydation du NO, A7 et Ea7, peuvent être considérés comme
connus. En effet, la réaction (1.7) intervenant après les deux autres réactions d’oxydation, ils ont pu être
calibrés indépendamment
– Le facteur préexponentiel et l’énergie d’activation de la constante d’équilibre de NO/NO2, Aeq et Eaeq,
peuvent être obtenus grâce aux données thermodynamiques, en les reliant aux énergies de Gibbs, voir Millet,
[112] pour plus de détails. Ils ne sont donc pas à calibrer
– Les exposants de NO et O2, à savoir α et β, sont supposés égaux respectivement à 1 et 0.5, de façon à respecter
la stœchiométrie de la réaction d’oxydation de NO/NO2, et ne sont donc pas à ajuster
Au final, il ne nous reste plus que quatre paramètres (objectif d’un travail déjà effectué, voir El Habachi, [48]) :
les facteurs préexponentiels et énergies d’activation des réactions d’oxydation de CO et HC.
Exemple de résultats expérimentaux
Nous nous intéressons donc principalement à la composition des gaz en sortie du piège à NOx, qui sont des
sorties fonctionnelles, des courbes en fonction de la température. Ces courbes ont des allures similaires pour
chaque expérience.
Pour ce qui est du CO et HC, nous avons un premier palier, nommé palier initial, symbolisant le fait qu’au
début de l’essai rien ne se passe, les polluants ne sont pas traités car la température n’est pas assez élevée, puis
une décroissance très forte pour le HC et plus lente pour le CO, et enfin un palier final, où tous les polluants ont
été convertis. On voit donc tout l’intérêt de la TLO, qui correspond de fait à la température autour de laquelle
le système est actif.
En ce qui concerne les NOx, nous avons un palier initial, puis une chute correspond au stockage des NOx et
enfin une remontée au dessus du niveau initial due au relargage des NOx, dont le stockage est rendu instable du
fait de la température élevée. Les figures 1.8a, 1.8b et 1.8c illustrent l’allure type de chacune des trois espèces.
Les courbes rouges correspondent aux résultats expérimentaux lissés.
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Figure 1.8 – Sorties expérimentales et lissées de l’essai 1
L’obtention des courbes lissées a été effectuée à l’aide d’un filtre adaptatif, voir Haykin [83], que nous avons
développé, tenant compte de la forme des courbes. En effet, l’utilisation d’une seule spline de lissage (Wahba
[158]) sur tout le domaine n’est pas suffisante du fait de la forte non linéarité, et des oscillations très fortes sur
le palier initial. Ainsi, le domaine a été découpé en trois zones.
Pour HC et CO, nous avons le palier initial, la décroissance et le palier final. Pour les NOx, nous observons un
palier initial, une décroissance/croissance et un palier final pour les NOx légèrement supérieur au palier initial.
Sur chacune de ces zones, des splines de lissage avec des fenêtres adaptées ont été appliquées (Pintore et al [129]).
Néanmoins, ce découpage provoquant des cassures au niveau des jointures, un filtre médian (Hamza [10]) a dû
être en plus mis en place. À noter que, de plus, des lissages locaux ont été employés, avec détection automatique
par changement de valeur de la dérivée, pour contraindre la décroissance monotone pour HC et CO. Le détail
complet sur la procédure mise en place est présenté dans l’annexe A, et l’on peut voir sur l’exemple exposé de
la validité de notre méthode. En effet, les courbes lissées sont représentatives des résultats obtenus du point de
vue des expérimentateurs.
Des méthodes de lissage sous contraintes de monotonie ont également été testées telles que la méthode de Racine
[130], Bigot [14] ou Dette [41], donnant des résultats moins satisfaisants.
Dorénavant, les courbes expérimentales brutes ou lissées sont utilisées indistinctement tout au long de ce ma-
nuscrit, tout en gardant à l’esprit que ce sont sur ces dernières que les méthodes sont implémentées.
Ce choix est motivé par au moins deux raisons. D’une part du fait que les fortes oscillations sur le palier initial
ne nous permettent pas de déterminer son niveau réel qui est pourtant contraint par la composition en entrée,
et d’autre part car elles entraînent des problèmes numériques d’optimisation.
1.1.3 Modèle numérique
Le but de cette partie est d’introduire le modèle numérique utilisé pour représenter le système physico-chimique
se produisant dans le piège à NOx qui est construit à partir du modèle cinétique. Nous donnons également des
précisions quant à son implémentation, les entrées, sorties et paramètres de ce modèle numérique. Enfin, nous
exhibons la matrice de plan d’expériences à notre disposition, expériences réalisées sur BGS. Cela nous permet
dans la section suivante de comparer les résultats expérimentaux aux résultats numériques.
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Système d’équations différentielles
À partir du modèle cinétique présenté dans la section précédente, et en assimilant le catalyseur à un réacteur
parfaitement mélangé, les équations de conservation des espèces et de l’énergie forment le système d’équations
différentielles suivant :


dYi
dt
=
1
V ol
(
Y ini
ΣjY inj
·Qin −
Yi
ΣjYj
·Q+Wi · Scata · ωi
)
, pour l’ensemble des espèces gazeuses i.
dTg
dt
=
1
mg · ΣiXi · cvi
(
Qin · T ing · ΣiX
in
i · cpi −Q · Tg · ΣiXi · cpi −
dmg
dt
· Tg · ΣiXi · cvi
−
2, 89 · λg
Lcanaux
· Scata · (Tg − Ts)−mg · Tg · Σi
dXi
dt
· (cpi −
R
Wi
)
)
.
dTs
dt
=
Scata
V oltot · ρapp · CpCC
·
(
2, 89 · λg
Lcanaux
· (Tg − Ts)− Σiωi · hi ·R
)
.
Avec,
Yi : masse volumique de l’espèce i (kg/m3),
V ol : volume ouvert du monolithe (m3),
Q : débit massique du gaz (kg/s),
Wi : masse molaire de l’espèce i (kg/mol),
Scata : surface géométrique du catalyseur (m2),
ωi : taux de réaction molaire de l’espèce i (mol/m3/s),
T : température (K),
Xi : fraction massique de l’espèce i (−),
cpi : chaleur spécifique à pression constante de l’espèce i (J/kg/K),
m : masse total (kg),
cvi : chaleur spécifique à volume constant de l’espèce i (J/kg/K),
λ : conductivité thermique (W/m/K),
Lcanaux : largeur des canaux (m),
hi : enthalpie de l’espèce i (J/kg),
ρapp : densité apparente du monolithe (kg/m3),
V oltot : volume total du monolithe (m3),
R : constante des gaz parfaits (J/mol/K),
CpCC : capacité calorifique du catalyseur (J/kg/K).
Indices,
g : relatif au gaz,
s : relatif au solide (monolithe),
i ou j : relatif aux espèces.
Exposant,
in : conditions en entrée.
La résolution de ce système est réalisée par une méthode de résolution d’équation différentielle basée sur la
méthode de Gear, [70] (fonction LSODE de Fortran).
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Dans un premier temps, ce modèle était implémenté dans le logiciel métier AMESim (voir Lynn et al [102]
pour un exemple d’application). Il s’agit d’un environnement de simulation permettant de relier des systèmes
de différents domaines physiques (hydraulique, pneumatique, mécanique, électrique, ...). Mais diverses raisons
(lenteur d’exécution, plus grande facilité de modification, vérification plus facile, accès aux librairies scientifiques
standards), nous ont conduit à réimplémenter ce modèle en Fortran.
Entrées, sorties du modèle numérique et paramètres
En ce qui concerne les sorties seules les compositions de HC et CO du piège à NOx sont analysées, puisque
nous le rappelons, dans la première phase de son fonctionnement (fonctionnement en mélange pauvre), seules
ces deux espèces sont traitées.
Pour les entrées du modèle, il s’agit des mêmes que celles définies pour le modèle cinétique, à savoir le débit
massique, la température du gaz en entrée, ainsi que la composition massique pour cinq espèces : HC, CO, O2,
CO2 et NO. Les quatre autres espèces présentes dans le gaz en entrée ainsi que le profil de température ne sont
pas considérés comme entrées pour les mêmes raisons que celles présentées dans la section 1.1.2.
De plus, comme nous nous plaçons en fonctionnement en mélange pauvre, dans lequel seules les sorties HC et
CO sont analysées, et après discussions avec les expérimentateurs, les entrées prépondérantes de notre système
qui nous intéressent sont la composition massique de HC et de CO les eﬄuents du moteurs, auxquelles nous
rajoutons la composition massique du O2.
En effet, pour cette dernière, comme nous nous plaçons dans le cas d’un mélange pauvre, c’est-à-dire en excès
d’oxygène, la variable O2 apparaît également prépondérante dans l’étude du fonctionnement du piège à NOx. Par
ailleurs, les compositions de CO2 et NO, ont été prises égales à la valeur médiane de leurs plages de variations
respectives (voir tableau 1.2), soit 8% et 525 ppm.
De plus, concernant le débit massique, bien qu’il ait un effet sur la conversion des polluants, il a été choisi de
ne pas le considérer afin de simplifier le système. Il est donc, comme la température initiale du gaz, fixé à une
valeur identique pour tous les essais. Ce qui nous conduit, au final, à trois entrées, les compositions initiales de
HC, CO et O2, les autres composants ou conditions opératoires étant soit déduites de ces dernières, soit fixées.
Pour ce qui est des paramètres, nous retrouvons les mêmes paramètres que pour le modèle physique, à savoir les
facteurs préexponentiels et énergies d’activation des réactions d’oxydation de CO et HC (ACO, EaCO , AHC et
EaCO , voir équation 1.12).
Figure 1.9 – Schéma de notre problème : modèle numérique
Nous avons donc au final trois entrées (schéma 1.9), la composition initiale de CO, HC et O2, deux sorties qui
sont les courbes en sortie du moteur de CO et HC et quatre paramètres.
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Plan d’expériences
Le tableau 1.3 présente la matrice d’expérience réalisée sur BGS, avec le numéro d’expérience affecté à chacune,
ainsi que la composition de HC, CO et O2, la démarche précise d’obtention de la matrice d’expérience étant
présentée dans le chapitre 5. À noter tout de même que, le domaine de chaque espèce à été échantillonné en 11
nœuds du fait des appareillages expérimentaux.
n° 1 2 3 4 5 6 7 8 9 10
HC (ppmC) 3380 2140 3380 900 900 1520 2760 3380 3690 1520
CO (ppm) 4410 1230 4940 1230 3350 1760 2290 1230 2820 6000
O2 (%) 16.50 6.52 10.80 3.67 16.50 15.07 15.07 7.94 13.65 13.65
n° 11 12 13 14 15 16 17 18 19 20
HC (ppmC) 2760 900 1210 3070 2140 2140 4000 3070 4000 2140
CO (ppm) 700 2290 4940 4410 3350 4940 3350 2820 4940 2290
O2 (%) 10.80 12.22 5.09 6.52 12.22 16.50 7.94 5.09 3.67 2.24
Tableau 1.3 – Numérotation et composition de HC, CO et O2 des 20 essais réalisés sur BGS
La représentation graphique du plan d’expériences dans le domaine défini est donnée par la figure 1.10, les valeurs
ayant été normalisées selon les plages de variations données pour chaque espèce (0 étant la borne inférieure et 1
la borne supérieure). Notre domaine ainsi défini correspond à un plan factoriel complet à 11 niveaux par facteurs.
La construction de ce plan est donnée dans le chapitre 5.
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Figure 1.10 – Représentation du plan d’expériences dans le domaine
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1.1.4 Comparaison résultats expérimentaux et résultats numériques
Dans cette partie, nous comparons maintenant les résultats expérimentaux obtenus sur BGS avec les résultats
du modèle numérique.
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Figure 1.11 – Sorties expérimentales lissées, en rouge, et du modèle numérique, en noir, de l’essai 2
Les figures 1.11a et 1.11b montrent les résultats expérimentaux lissés de l’essai 2 en rouge et les résultats du
modèle numérique en noir, dont les paramètres cinétiques sont déterminés par moindres carrés. Ce calage des
paramètres cinétiques est fait sur tous les essais à la fois, ce qui peut expliquer que certains peuvent être "sacrifiés".
Il se dégage clairement de ces deux figures que, malgré un calage des paramètres par une méthode de type
moindres carrés, le modèle n’arrive pas à représenter la réalité expérimentale de manière satisfaisante. Tout
d’abord, pour la sortie CO, la forme de la courbe issue du modèle numérique ne correspond pas à la sortie
expérimentale, cette dernière ayant une décroissance légère, alors que le modèle à une décroissance beaucoup
plus forte avec un palier initial beaucoup plus marqué. En revanche, il est à noter que la température de "light-off"
est relativement bien déterminée par le modèle. Pour ce qui est de la sortie HC, le modèle respecte la forme
attendue, à savoir un palier initial, une forte décroissance, et un palier final, mais est décalé par rapport aux
résultats expérimentaux.
Au travers de ces deux figures, il apparaît clairement que le modèle numérique est inadéquat à représenter la
réalité expérimentale. Afin de mieux mettre en évidence cette différence, la figure 1.12 illustre la différence entre
les résultats expérimentaux et du modèle numérique pour l’essai 2. De plus, cette figure nous permet également
de constater le caractère non-stationnaire de notre problème.
En effet, notre système est un système non-stationnaire, dans le sens où ce n’est pas le temps d’expérience, c’est
la température du gaz en entrée du catalyseur qui définit la progression de notre système.
La stationnarité en covariance est définie de la manière suivante, en prenant un processus temporel à valeurs
réelles et en temps discret Z1, Z2, . . . , Zt :
E [Zi] = µ,∀i = 1, . . . , t (1.15)
Cov [Zi, Zi−k] = ρk∀i = 1, . . . , t;∀k = 1, . . . , t (1.16)
Autrement dit, la valeur de la covariance ρk entre deux variables Zt et Zt−k dépend seulement de l’ampleur
k. Or, pour notre cas d’étude, bien que l’intégration du système se fasse selon le temps, c’est la température
qui détermine le degré d’avancement du processus. On a une relation liant la température au temps (profil de
température).
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Ceci entraîne le phénomène que nous voyons sur la figure 1.12, à savoir que sur le palier il n’y a pas d’erreur
de modélisation et ainsi les fortes erreurs sont très locales, et donc la covariance entre deux points n’est pas
indépendante de la température. Il s’agit là d’une réelle difficulté que les méthodes envisagées pour ce travail
n’ont pas toutes pu intégrer complètement.
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Figure 1.12 – Résidus de CO, en pointillés, et HC, en trait plein, entre les résultats expérimentaux et du modèle
numérique pour l’essai 2
1.1.5 Modification du modèle numérique
Au cours de la thèse, il a été décidé, en concertation avec les expérimentateurs, de modifier le dénominateur utilisé
dans le calcul des vitesses de réactions, équation 1.9. Nous soulignons le fait que le choix de cette modification est
intervenu tardivement, car notre objectif premier était le suivant : étant donné un modèle certes inadéquat, mais
qui apporte de l’information, quelle(s) méthode(s) peut-on mettre en place pour réaliser un plan d’expériences ?
Cependant, pour différentes raisons évoquées dans le chapitre 4, nous nous sommes penchés sur les raisons de
l’inadéquation du modèle numérique. Après plusieurs études, nous sommes arrivés à déterminer une nouvelle
expression pour ce dénominateur permettant de mieux ajuster les résultats du modèle aux résultats expérimen-
taux. Cette nouvelle expression nécessite également l’ajout d’un paramètre cinétique à estimer, la constante
d’adsorption de la réaction de HC.
Une fois ce nouveau modèle mis en place, nous avons estimé le vecteur des cinq paramètres cinétiques constant
pour tous les points du domaine. De manière classique, cette estimation est effectuée, comme précédemment,
par moindres carrés, soit en minimisant la somme des résidus au carrés entre modèle numérique et résultats
expérimentaux. Nous ne présentons pas les résultats obtenus par cette méthode, puisque malgré l’amélioration
constatée, nous ne sommes pas capables de déterminer un vecteur optimal pour tous les points. En revanche, il
est possible de déterminer un jeu de paramètres cinétiques expérience par expérience.
Cette particularité constatée, nous a permis de développer une méthode pertinente de modélisation, introduite
dans la section 4.2. Nous insistons donc sur le fait que les modifications du modèle présentées ici, n’interviennent
que dans le chapitre 4. Le choix d’introduire ces modifications dans ce premier chapitre est naturelle et a pour
objectif de ne pas surcharger le chapitre 4 de considérations physiques et ainsi perdre le lecteur.
On rappelle que le modèle numérique correspond à l’intégration d’un système d’équations aux dérivées ordinaires
(voir section 1.1.3). Ce système a été obtenu à partir des équations de conservation des espèces et de l’énergie
relativement au modèle cinétique retenu.
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Lors de l’intégration de ce système, il est notamment nécessaire de calculer le taux de réaction molaire ω de
chaque espèce défini comme étant la somme des vitesses des réactions impliquant l’espèce, pondérées par le
coefficient stœchiométrique du modèle cinétique. On rappelle que la vitesse de réaction pour l’oxydation de
l’espèce générique esp retenue est définie par,
Ri =
ki · xesp · xO2
F
, (1.17)
où ki correspond à la constante cinétique, xesp et xO2 aux fractions molaires respectives des espèces esp et O2,
et F au dénominateur utilisé dont l’expression est rappelée ci-après, équation 1.18.
Ce sont ces vitesses de réactions qui dépendent, au travers des constantes cinétiques ki (équation 1.12), des
paramètres cinétiques que l’on cherche à ajuster. Au final, nous avions déterminé quatre paramètres cinétiques
à ajuster, les facteurs préexponentiels Ai et énergies d’activation Eai pour les réactions d’oxydation de CO et
HC.
En ce qui concerne les constantes d’adsorption (équation 1.13), nous avons notamment signalé le fait que l’expres-
sion du dénominateur F (équation 1.18) qui les emploie, est empirique et couramment utilisée dans la littérature.
Elle est issue des travaux de Voltz et al [157]. Néanmoins, dans ces travaux, l’obtention de cette expression a été
réalisée dans un contexte différent du nôtre, puisqu’il s’agit d’une étude sur un moteur essence, avec une richesse
de 1. La forme de ce dénominateur est la suivante :
F = Ts(1 +K0xCO +K1xHC)2(1 +K2x2COx
2
HC)(1 +K3x
0.7
NO) (1.18)
Les auteurs ne décrivent pas l’obtention de ce dénominateur mais donne une explication sur chacun des termes.
Le premier terme, (1+K0xCO +K1xHC)2, correspond à une fonction du second ordre prenant en compte l’effet
d’inhibition due à la chimiosorption de CO et HC. Le second terme, (1 + K2x2COx
2
HC), est nécessaire pour
l’ajustement aux données expérimentales (du cas présenté) pour des concentrations élevées de CO et HC. Et
enfin le terme d’adsorption de NO, (1+K3x0.7NO) s’adapte bien à l’effet d’inhibition deNO pour les deux réactions
d’oxydation, l’exposant 0.7 étant lui aussi déterminé de manière empirique.
Notre démarche a été alors de remettre en cause ce terme, et les constantes d’adsorption associées (tableau
1.1). Ainsi, nous sommes partis de l’expression la plus simple possible avec des effets de premier ordre pour
chacune des variables, en gardant les valeurs des constantes d’adsorption puis nous avons ajusté les paramètres
cinétiques par moindres carrés. Nous avons réitéré ce procédé jusqu’à l’obtention du meilleur résultat au sens de
l’ajustement aux résultats expérimentaux, en modifiant soit la forme de F , soit en rajoutant dans l’estimation
des paramètres cinétiques les constantes d’adsorption.
Au final, le dénominateur retenu est le suivant :
F = Ts(1 +KadsxHC)(1 +K3xNO) (1.19)
On voit donc que nous avons pris un terme d’adsorption du premier ordre pour HC dans lequel la constante
d’adsorption Kads est rajoutée au vecteur des paramètres cinétiques à calibrer, et un terme du premier ordre
pour NO, en conservant la valeur de la constante d’adsorption K3 associée issue de la littérature. À noter,
que l’exposant 0.7 a été supprimé, car ce dernier n’avait aucune valeur cinétique, mais n’était qu’un artefact
numérique.
Ainsi, nous avons au final un modèle numérique dépendant d’un vecteur β de cinq paramètres cinétiques à
ajuster, soit respectivement, β1 et β2 le facteur préexponentiel et énergie d’activation pour la réaction de CO,
β3 et β4 ceux pour la réaction de HC, et β5 la constante d’adsorption de HC.
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1.2 Cas maîtrisé
Afin de tester et vérifier les diverses solutions envisagées pour répondre à notre problématique, nous voulons
partir d’un cas similaire au cas d’étude, mais que nous maîtrisons.
Ce cas maîtrisé comporte deux éléments : tout d’abord un modèle cinétique simulant le comportement expéri-
mental, et dont les réponses sont très différentes, à forte et faible température ; ensuite, un modèle cinétique qui
nous sert de simulateur. Ce modèle est choisi de telle sorte qu’il ne représente pas adéquatement les résultats
expérimentaux.
On s’intéresse à l’évolution de la concentration d’une espèce, en présence d’un catalyseur. Ce système est régi par
une formalisation de type Langmuir-Hinshelwood (Gadsby et al [68]). Le tutoriel de McCann et Maeder [111]
pour la modélisation de processus chimique pourra éclairer de manière accessible le lecteur non averti, ainsi que
l’article de Brauner et Shacham [15] pour les questions liées aux constantes d’Arrhenius.
Nous présentons donc dans un premier temps ces deux modèles qui vont jouer le rôle, par analogie avec notre
cas d’étude, des résultats expérimentaux et numériques, et rappelons les motivations qui nous ont conduit à
mettre en place ce cas maîtrisé. Puis nous introduisons les conditions de simulation, les considérations pratiques
liées aux choix des paramètres et du domaine, et exposons les résultats de simulation des deux modèles pour
plusieurs cas. Enfin, nous comparons ce cas avec le cas d’étude, afin de bien mettre en exergue la similitude des
deux phénomènes que nous utilisons tout au long de ce manuscrit.
1.2.1 Présentation du cas maîtrisé et motivations
Le cadre de notre cas maîtrisé, est proche de notre cas d’étude puisque nous nous intéressons à l’évolution de la
concentration d’une espèce en présence d’un catalyseur. Considérons un système cinétique simple de la forme,
A→ B,
où A et B correspondent à des espèces chimiques, qui réagissent en présence d’un catalyseur. Ce système est
régi par le système d’équations (1.20), selon la formalisation de Langmuir-Hinshelwood.


d[A]
dt
= −
k0 exp{− ERT }[A]
1 + b0 exp{−∆HRT }[A]
,
[A]0 = A0,
(1.20)
où [A] correspond à la concentration de l’espèce A, [A]0 sa valeur initiale, T la température, R constante des gaz
parfaits, et γ = {k0, E, b0,∆H} est le vecteur des paramètres cinétiques.
Ces paramètres sont choisis pour conduire à des comportements de l’évolution de la concentration de l’espèce A
très différents à faible et forte températures.
L’intégration du système se fait sur l’intervalle [0, 200] secondes. Trois concentrations initiales sont posées pour
l’espèce A, [A]0 = {1, 2, 3}. La plage de température est fixée entre 20°C et 60°C. On choisit
pour 20°C, k0 exp{−
E
RT
} = 0.1 et b0 exp{−
∆H
RT
} = 3,
pour 60°C, k0 exp{−
E
RT
} = 2 et b0 exp{−
∆H
RT
} = 0.2.
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À partir de ces connaissances, il est possible de déterminer les paramètres cinétiques. On a,
γ = {6.8541e9, 6.0815e4, 4.8056e− 10,−5.4974e4}. (1.21)
On note gγ(x), le modèle régi par le système (1.20), où γ est le vecteur de paramètre cinétique, et x correspond
aux entrées de notre système : la température, le temps et la concentration initiale. En sortie, nous regardons
l’évolution de la concentration de l’espèce A en fonction soit du temps, soit de la température.
On se donne le système cinétique simple suivant (terme d’adsorption non pris en compte) :

d[A]
dt
= −k′0 exp{−
E′
RT }[A],
[A]0 = A0.
(1.22)
On note f(x,β), le modèle régi par le système (1.22), où β est le vecteur de paramètres cinétiques, {k′0, E
′}.
Le but de ces deux systèmes est de disposer d’un cas similaire à notre cas d’étude mais plus simple et surtout
totalement maîtrisé, sur lequel, il nous sera plus commode d’expérimenter diverses méthodes.
1.2.2 Simulations
Trois simulations ont été réalisées et sont présentées dans la figure 1.13. Cette figure représente l’évolution de la
concentration de l’espèce A pour les trois concentrations initiales, à la température de 20°C. La simulation de la
tendance (système approché (1.22)) est également tracée pour chacune des concentrations initiales, en pointillés.
k′0 et E
′ sont respectivement fixés à 3.6075e4 et 9.1641e4. Ces valeurs ont été obtenues par moindres carrés, sur
une base de résultats expérimentaux déterminés par le système 1.20 et les résultats numériques correspondants
calculés par le système 1.22.
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Figure 1.13 – Simulation du système (1.20) en traits continus, et du système (1.22) en pointillés, pour 3 concen-
trations initiales différentes en fonction du temps, pour T=20°C
Afin de se placer dans la même disposition que le cas de déNOx, il est possible de représenter l’évolution de la
concentration de A, en fonction de la température, à temps fixé (figure 1.14). Le modèle (1.22) n’arrive pas à
approcher correctement le vrai système (1.20).
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Figure 1.14 – Simulation du système (1.20) en traits continus, et du système (1.22) en pointillés, pour 3 concen-
trations initiales différentes en fonction de la température, pour t=80sec
1.2.3 Pertinence du cas maîtrisé
Le but de cette partie est de bien faire le lien entre notre cas d’étude et notre cas maîtrisé, et d’exposer les
similitudes entre ces deux cas. L’objectif était de mettre en place un cas proche de notre cas d’étude mais que
nous maîtrisions totalement afin de pouvoir dans un premier temps développer les méthodes implémentées sur
ce cas, afin de pouvoir juger de la pertinence de ces méthodes.
Tout d’abord, l’exemple même de notre cas maîtrisé, est proche de notre cas d’étude, dans le sens où il s’agit
dans les deux cas de regarder l’évolution d’une espèce qui réagit en présence d’un catalyseur, en fonction de la
température. Cependant, la complexité du cas est réduite, le nombre d’entrées, de sorties et de paramètres étant
beaucoup plus faible (trois entrées, quatre paramètres et deux sorties pour le cas d’étude contre trois entrées,
deux paramètres et une sortie pour le cas maîtrisé). De plus nous disposons également d’une infinité de résultats
expérimentaux pour le cas maîtrisé contre vingt pour le cas d’étude.
Dans un premier temps, nous nous sommes dotés d’un premier modèle cinétique régi par le système d’équations
(1.20) selon la formalisation de Langmuir-Hinshelwood. Les résultats de ce premier système font office de "résul-
tats expérimentaux". Au regard de la figure 1.14, on peut voir tout d’abord que la forme même de la courbe en
sortie est proche des résultats expérimentaux de notre cas d’étude. En effet, on distingue les trois grandes zones
qui caractérisent notre cas d’étude : un palier initial, une décroissance plus ou moins forte, et un palier final.
De plus, comme dans notre cas d’étude, le comportement de ce système est très différent selon les conditions
opératoires choisies.
Une des hypothèses avancées pour expliquer l’inadéquation du modèle numérique à représenter la réalité ex-
périmentale pour notre cas d’étude est que le modèle cinétique retenu n’est pas complet (réaction manquante,
expression du terme d’adsoprtion erroné, ...). Partant de ce constant, nous nous sommes dotés, pour le cas maî-
trisé, d’un second système, proche du premier, mais incomplet. En effet, le terme d’adsorption n’est pas présent.
Ce second système, par analogie avec le cas d’étude, joue le rôle de modèle numérique.
Après avoir calibré les paramètres de ce second système de la même manière que dans le cas d’étude, soit sur une
base d’expériences, il nous est possible de simuler pour différentes conditions opératoires les résultats obtenus
par ce second système. Ainsi, comme on peut le voir sur la figure 1.14, il y a incapacité du "modèle numérique"
à représenter les résultats "expérimentaux". En effet, soit le décrochage de la courbe, moment où la décroissance
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débute, est décalé, comme pour la sortie HC dans le cas d’étude, soit la forme de la sortie n’est pas pleinement
satisfaisante, comme pour le CO.
Nous avons donc répondu à l’objectif que nous nous étions fixé : avoir un outil plus simple et totalement
maîtrisé sur lequel il sera possible de jauger la pertinence des différentes méthodes que nous présentons dans
ce manuscrit. La validation de ces méthodes sur ce cas maîtrisé est essentielle préalablement à l’application sur
notre cas d’étude.
1.3 En bref
Nous rappelons en bref dans cette dernière section les grandes lignes de ce chapitre, afin de fournir les éléments
clés de cette mise en place de notre problématique : la planification d’expériences adaptée aux problèmes de
cinétique. Dans ce premier chapitre, nous présentons les phénomènes étudiés : notre cas d’étude, le piège à NOx
et un second cas fabriqué afin d’être similaire au cas d’étude mais totalement maîtrisé.
Dans un premier temps, nous avons mis en avant les enjeux économiques et écologiques qui obligent à développer
des systèmes de post-traitement de plus en plus perfectionnés. Les travaux que nous présentons se situent
dans ce cadre puisque notre cas d’étude est le système de post-traitement des polluants à l’échappement des
moteurs Diesel, et plus exactement le piège à NOx. Après en avoir explicité le principe général et son schéma
de fonctionnement, ainsi que le protocole expérimental mis en place, nous avons pu rentrer plus en détails dans
le fonctionnement précis, en introduisant le modèle physico-chimique le régissant, mais également les entrées,
sorties et paramètres qui vont nous intéresser tout au long de cette thèse. Il est à noter que notre cas d’étude, se
place dans un contexte fonctionnel, puisque les sorties considérées sont des courbes en fonction de la température.
Enfin, le modèle numérique développé a été amplement détaillé, ce qui nous a permis de mettre en exergue son
incapacité à représenter le fonctionnement réel du piège à NOx.
Ce premier constat d’inadéquation, nous a obligé a travaillé sur la modélisation du phénomène étudié, en partant
de ce premier modèle numérique. Cette tache étant loin d’être triviale, comme nous pourrons le voir, nous nous
sommes dotés d’un second cas, appelé cas maîtrisé, que nous avons fabriqué afin d’être similaire au cas d’étude
dans sa forme, mais que l’on pourra utiliser comme outil au développement de méthode répondant à notre
problématique.
Ce second phénomène a pour but d’étudier l’évolution d’une espèce chimique en présence d’un catalyseur. Après
en avoir expliqué la construction, et présenté quelques simulations, nous avons pu le comparer au cas d’étude, et
nous avons constaté que ces deux cas sont bien similaires, aussi bien dans l’approche que dans sa construction,
ainsi que la forme des sorties fonctionnelles étudiées.
Ces deux phénomènes maintenant présentés, nous sommes à même de traiter le problème qui nous est soumis,
à savoir développer une méthodologie de planification d’expériences appliquée aux problèmes de cinétique. Ce-
pendant, pour en arriver là, il nous faut dans un premier temps résoudre le problème d’inadéquation du modèle
numérique, car les méthodes envisagées pour la planification d’expériences partent du postulat que nous avons à
disposition un modèle pertinent. Cette première étape a constitué la majeure partie des travaux durant cette thèse
du fait de la complexité du problème, de sa forte non linéarité, mais surtout de son caractère non-stationnaire,
comme nous avons pu le noter.
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Chapitre
2
Outils de modélisation
Ce chapitre présente les outils de modélisation utilisés au cours de la thèse et est scindé en deux parties. La
première partie concerne les méthodes utilisées dans le cadre non fonctionnel, basées sur la théorie de krigeage,
la seconde concerne les méthodes fonctionnelles, avec notamment l’introduction des données fonctionnelles et
des modèles à coefficients variables.
2.1 Krigeage
Le krigeage est une méthode stochastique d’interpolation spatiale qui prévoit la valeur d’un phénomène en des
sites non échantillonnés par une combinaison linéaire sans biais et à variance minimale des observations du
phénomène en des sites voisins. Un des intérêts de cette méthode est qu’elle fournit, à faible coût, une estimation
de l’erreur de prédiction en tout point du domaine d’étude, ce qui donne une idée de la précision du modèle aux
points non échantillonnés.
Le krigeage est la première méthode d’interpolation spatiale à prendre en considération la structure de dépen-
dance spatiale des données. Les travaux de l’ingénieur minier sud-africain Krige (1951) sont précurseurs de la
méthode.
Cependant, le terme krigeage et le formalisme de cette méthode sont dus au français Matheron ([105], [106],
[107]), qui en a aussi assuré le développement au Centre de Géostatistique de l’École des Mines de Paris. Les
fondements de la méthode ont été développés parallèlement par d’autres chercheurs, notamment le météorologue
Gandin de l’ex-URSS, mais c’est aujourd’hui sous la terminologie proposée par Matheron qu’elle est la plus
connue (Cressie [35]).
Nous commençons par introduire la base de la théorie du krigeage, puis, nous présentons et discutons les noyaux
de covariance les plus usuels et introduisons un exemple de noyau non stationnaire. Ensuite, deux extensions de
cette théorie sont présentées. Tout d’abord, la théorie de krigeage avec bruit, puis la notion de cokrigeage.
2.1.1 Krigeage
Généralités
Le krigeage est une méthode qui prévoit la valeur d’une réponse par une combinaison linéaire sans biais et à
variance minimale des données. Son modèle de base a la même forme que le modèle de régression classique ou
locale, mais les erreurs sont maintenant supposées dépendantes spatialement. Ce modèle est défini par :
Y (s) = µ(s) + z(s), s ∈ D (2.1)
où µ(·) est la structure déterministe pour l’espérance de Y (·) et z(·) une fonction aléatoire stationnaire, d’es-
pérance nulle et de structure de dépendance connue. Pour formuler complètement le modèle, il faut spécifier la
forme de la tendance µ(·). C’est en fait cette tendance qui précise le type de krigeage effectué.
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Les trois types classiques de krigeage sont :
– Le krigeage simple : µ(s) = m est une constante connue.
– Le krigeage ordinaire : µ(s) = µ est une constante inconnue.
– Le krigeage universel : µ(s) =
∑p
j=0 fj(s)βj est une combinaison linéaire de fonctions de la position de s, p
étant une dimension quelconque.
De plus, la structure de dépendance de la fonction aléatoire z(·) doit être précisée. Si elle n’est pas connue
préalablement, ce qui est presque toujours le cas en pratique, elle est déterminée à partir des données lors de
l’"analyse variographique", étape qui permet de décrire la variabilité spatiale de phénomènes régionalisés.
Le krigeage est une méthode d’interpolation très souple, qui peut être globale ou locale dépendamment du
voisinage choisi. De plus, il s’agit d’une méthode d’interpolation exacte. Il restitue donc les valeurs régionalisées
mesurées aux sites d’observation. Cependant, il est aussi possible d’effectuer un krigeage dit avec erreurs de
mesure qui constitue alors une approximation (voir section 2.1.3).
Finalement, comme en régression classique ou locale, des variables régionalisées auxiliaires peuvent être intégrées
au krigeage en les ajoutant à la tendance générale µ(·) du modèle. Le krigeage incorporant une telle tendance est
nommé "krigeage avec dérive externe". Le krigeage possède aussi d’autres extensions multivariables, notamment
le "cokrigeage" (voir section 2.1.4).
Le modèle de krigeage, équation (2.1), a la même forme que le modèle de régression classique, à ceci près que
z(s) n’est pas indépendamment et identiquement distribué, mais on suppose qu’il s’agit d’un processus gaussien
de moyenne nulle, de variance σ2, et de fonction de corrélation,
r(θ; s, t) = Corr(z(s), z(t)), (2.2)
où r(θ; s, t) est une fonction définie positive spécifiée de z(s) et z(t). Étant donné que cette fonction de corrélation
est censée représenter la corrélation spatiale, une classe naturelle est la famille stationnaire définie par :
r(θ; s, t) ≡ r(θ; |s− t|). (2.3)
La fonction de corrélation la plus répandue dans la littérature est la fonction de corrélation exponentielle, définie
par :
r(θ; s, t) = e−
∑
p
k=1
θk|sk−tk|
q
, pour 0 < q ≤ 2 (2.4)
dans le cas anisotrope, et
r(θ; s, t) = e−θ
∑
p
k=1
|sk−tk|
q
, pour 0 < q ≤ 2 (2.5)
dans le cas isotrope. La section 2.1.2 introduit quelques noyaux classiques.
Supposons que l’on connaisse les valeurs de la fonction objectif, équation (2.1), aux points x1, . . . , xn, et que l’on
souhaite prédire Y (x0). Le modèle (2.1), implique que Y0 = Y (x0) et Y n = (Y (x1), . . . , Y (xn)) possèdent la loi
multivariée, (
Y0
Y n
)
∼ N1+n
[(
f t0
F
)
β, σ2
(
1 rt0
rt0R 1
)]
, (2.6)
où
– f0 = f(x0) est le vecteur p× 1 des fonctions de régression pour Y (x0),
– F = (fj(xi)) est la matrice n× p des fonctions de régression pour les points du plan courant,
– r0 = (R(x0 − x1), . . . , R(x0 − xn))
t est le vecteur n× 1 des corrélations de Y n avec Y (x0),
– R = (R(xi − xj)) est la matrice n× n des corrélations de Y n.
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Les paramètres β ∈ Rp et σ2 > 0, sont inconnus.
Formules de prédicteur et de variance de prédiction
Soit un ensemble de n points d’expériences, S = [s1 . . . sn]t où si ∈ Rp et le vecteur des réponses associées,
Y = [y1 . . .yn]t. On cherche à ajuster les réponses par le modèle suivant,
y(x) = f(x)tβ + zσ2,θ(x). (2.7)
Le processus aléatoire z est de moyenne nulle et la covariance entre z(w) et z(x) s’exprime par,
E[z(w)z(x)] = σ2Rθ(w − x), (2.8)
où σ2 est la variance du processus et Rθ(w − x) est le modèle de corrélation, de paramètre θ. Par la suite, on
note Rij = Rθ(si − sj), i, j = 1, . . . , n, et r(x) le vecteur de corrélation entre les points d’expériences et un
nouveau point x.
Soit le prédicteur linéaire, yˆ(x) = ctY , où c = c(x) ∈ Rn. L’erreur de prédiction est :
yˆ(x)− y(x) = ctY − y(x),
= ct(f(S)β +Z)− (f(x)tβ + z),
= ctZ − z +
(
f(S)tc− f(x)
)t
β.
(2.9)
où Z = [z1 . . . zn]t est le vecteur des erreurs aux points d’expériences.
Afin de conserver un prédicteur non biaisé, quel que soit c, il faut que f(S)tc(x) = f(x). Sous cette condition,
la variance de prédiction est donnée par :
ϕ(x) = σ2
(
1 + ctRc− 2ctr
)
. (2.10)
La fonction de Lagrange du problème de minimisation de ϕ selon c et son gradient sont définis par,
L(c, λ) = σ2 (1 + ctRc− 2ctr(x))− λt(f(S)tc− f(x)), (2.11)
∂L(c,λ)
∂c = 2σ
2(Rc− r(x))− f(S)λ . (2.12)
À l’optimum, le gradient s’annule et on obtient le système d’équations suivant :[
R f(S)
f(S) 0
] [
c
λ˜
]
=
[
r(x)
f(x)
]
avec λ˜ = −
λ
2σ2
, (2.13)
dont la solution est :
λ˜ = (f(S)tR−1f(S))−1(f(S)tR−1r(x)− f(x)), (2.14)
c = R−1
(
r(x)− f(S)λ˜
)
. (2.15)
Compte tenu du fait que R est symétrique,
(
R−1
)t
= R−1, on obtient,
yˆ(x) = (r(x)− f(S)λ˜)tR−1Y ,
= r(x)tR−1Y −
(
f(S)tR−1r(x)− f(x)
)t (
f(S)tR−1f(S)
)−1
f(S)tR−1Y .
(2.16)
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Or, on sait que
β∗ =
(
f(S)tR−1f(S)
)−1
f(S)tR−1Y . (2.17)
On a donc, en posant γ∗ = R−1(Y − f(S)β∗),
yˆ(x) = f(x))β∗ + r(x)tγ∗. (2.18)
Avec (2.14) et (2.15), la variance de prédiction de notre prédicteur devient,
ϕ(x) = σ2
(
1 + ut(f(S)tR−1f(S))−1u− r(x)tR−1r(x)
)
, (2.19)
où u = f(S)tR−1r(x)−f(x) et σ2 est obtenu par (2.26). La généralisation au cas multiréponse est immédiate, il
suffit de remplacer σ par σl, la variance du processus pour la lème réponse, pour obtenir la variance de prédiction
du krigeage pour la lème réponse.
Soit x = si, le iéme point d’expérience. Ainsi, r(x) = R:,i, la iéme colonne de R, et R−1r(x) = ei, la iéme colonne
de la matrice unité. En reprenant (2.16), on a alors :
yˆ(si) = f(si)β
∗ + r(si)tR−1(Y − f(S)β
∗),
= f(si)β
∗ + eti(Y − f(S)β
∗),
= f(si)β
∗ + yi − f(si),
= yi .
Notre prédicteur de krigeage est interpolant. On vérifie que si l’on reprend le calcul de la variance de prédiction
pour x = si, on trouve u = f(S)tei − f(si) = 0, et on a,
ϕ(x) = σ2
(
1− r(si)tR−1r(si)
)
,
= σ2
(
1− etir(si)
)
,
= σ2 (1−Rii) ,
= 0.
Il s’agit là de la présentation historique mais, en fait, on peut montrer que tout cela découle de l’équation 2.6
(calcul d’espérance et variance conditionnelles).
Estimation des paramètres de krigeage
L’estimation des paramètres de covariance passe par la maximisation selon θ d’un critère d’adéquation entre les
données observées et celles d’un processus de noyau de covariance. En pratique, on trouve deux grandes méthodes
d’estimation dans la littérature :
– L’estimation par maximum de vraisemblance (EMV) consiste à déterminer le paramètre θˆ maximisant la
vraisemblance, définie comme étant la densité de probabilités des observations. Cette méthode repose sur
l’hypothèse que ces observations sont une réalisation d’un vecteur gaussien de matrice de covariance construite
à partir de r(θ, ·). Il est préférable de travailler en pratique avec la log-vraisemblance, la méthode consistant
alors à trouver,
θˆEMV = max
θ
L(β, σ2,θ|y), (2.20)
où L(β, σ2,θ|y) est la log-vraisemblance des observations y en fonction des paramètres β, σ2 et θ. Nous
détaillons plus précisément la méthode ci-après.
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– La validation croisée (CV pour Cross validation) a pour objectif de quantifier la capacité de généralisation
d’un modèle en se basant uniquement sur les données d’apprentissage. La démarche consiste à retirer une
partie des observations, à prédire, pour ces observations retirées, les réponses à l’aide du modèle de krigeage
sélectionné, et à mesurer la distance entre ces observations et les prédictions (généralement en utilisant la
somme des écarts au carré). On réitère cette démarche en changeant à chaque fois les observations retirées. En
pratique, on utilise la technique du leave-one-out, dans laquelle une seule observation est retirée et on effectue
la démarche sur chacune des observations. L’estimation de θˆ correspond à la valeur de θ qui minimise l’erreur
globale de validation croisée, soit
θˆCV = argmin
θ
∑
i
|yi − yˆ
−i
i |
2, (2.21)
où yˆ−ii est la prédiction par la méthode de krigeage, à partir des observations auxquelles on retire la i
ème
composante.
L’estimation par maximum de vraisemblance est la méthode que nous avons retenue. Cette méthode est moins
coûteuse en temps de calcul et, de plus, les routines utilisées en pratique (par exemple la routine Dace, Lophaven
et al. [97] [98]), ont recours à ce type d’estimation.
L’hypothèse de normalité du modèle de krigeage gaussien, entraîne la densité de y suivante :
(2πσ2)−n/2|R|1/2 exp
{
−
1
2σ2
(y − f(x)tβ)tR−1(y − f(x)tβ)
}
. (2.22)
La log-vraisemblance est :
L(β, σ2,θ|y) = −
n
2
log(σ2)−
1
2
log(|R|)−
1
2σ2
(y − f(x)tβ)tR−1(y − f(x)tβ)). (2.23)
Or β et σ2 sont inconnus. β est estimé en minimisant,
(y − f(x)tβ)tR−1(y − f(x)tβ), (2.24)
par rapport à β. Cette formule correspond au critère des moindres carrés généralisés classique puisque,
E[y] = f(x)tβ Cov[y] = σ2R. (2.25)
Ensuite, on estime σ2 en résolvant
∂L(β, σ2,θ|y)
∂σ2
= 0, et on a :
σˆ2 = n−1(y − f(x)tβˆ)tR−1(y − f(x)tβˆ). (2.26)
La log-vraisemblance devient alors,
L(β, σ2,θ|y) = −
n
2
(
log(σ2 · |R|
1
n ) + 1
)
. (2.27)
D’après (2.27) et (2.20), on cherche θ∗ tel que :
θ∗ = min
θ
{ψ(θ) = σ2 · |R|
1
n }. (2.28)
D’un point de vue pratique, pour éviter les problèmes d’instabilité numérique, on décompose R par la factorisa-
tion de Cholesky, R = CCt, et (2.26) devient,
σˆ2 = n−1||C−1(y − f(x)tβˆ)||22, (2.29)
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et l’estimation de β s’obtient en minimisant,
||C−1(y − f(x)tβ)||22. (2.30)
Dépendant du choix de la fonction de corrélation choisie et du paramètre θ, la matrice R peut être mal condi-
tionnée. Afin de réduire l’effet des erreurs d’arrondis, on utilise une factorisation de Cholesky modifiée,
CCt = R+ νId où ν = (10 + n)εm, (2.31)
où εm est la précision machine (εm = 2−52 ≃ 2, 22.10−16).
Exemple d’application
Afin d’illustrer la méthode, nous utilisons un des cas présentés dans l’ouvrage de Santner et al. ([138], § 4.2.4). Cet
exemple est intéressant, car sa simplicité nous permet dans la section 2.1.4 de mesurer l’apport de l’information
des dérivées.
On pose,
y(x1, x2) = 2x31x
2
2, (2.32)
sur [−1, 1]2.
La surface de réponse correspondante est donnée sur la figure 2.1a. Les points noirs représentent les points
d’expériences qui sont utilisés pour modéliser la réponse par un modèle de krigeage universel, modèle 2.1, avec
une corrélation gaussienne anisotropique (équation 2.4 avec q = 2). La prédiction obtenue est donnée sur la
figure 2.1b.
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Figure 2.1 – Surface de réponse du modèle y(x1, x2) = 2x31x
2
2 sur [−1, 1]
2 et prédiction par krigeage universel
avec corrélation gaussienne anisotropique à partir de 14 points d’expériences (points noirs)
On vérifie bien sur cet exemple que la prédiction est interpolante. Les portées obtenues pour chaque direction
sont également intéressantes à analyser. Nous avons estimé θ1 = 0.4 et θ2 = 12.8. La faible valeur de θ1 explique
pourquoi selon x1 la prédiction est moins bonne, puisque le champ d’influence des points est plus réduite. En
revanche, la forme de la prédiction si l’on se place selon x2 est plus proche de la surface de réponse, du fait de
la valeur de θ plus élevée.
En bref
La prédiction quand la fonction de covariance est inconnue, mais paramétrique, s’écrit :
Yˆ (x) = f(x)tβˆ + rtR−1(Y − f((S))tβˆ), (2.33)
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où βˆ = (f((S))tR−1f((S)))−1f((S))tR−1Y est l’estimateur des moindres carrés pondérés de β, et les prédictions
R et r sont données par un prédicteur de la fonction de corrélation R(·) (Santner et al. [138]).
L’erreur quadratique moyenne, notée EQM (ou MSE pour Mean Square Error), est définie par,
σ2
(
1 + (f((S))tR−1r − f(x))t(f((S))tR−1f((S)))(f((S))tR−1r − f(x))− rtR−1r
)
(2.34)
Pour plus de détails sur la théorie du krigeage, ses différentes variantes et les applications, de nombreux ouvrages
existent. Nous citons les ouvrages complets de Fang et al. [57] et Santner et al. [138].
Le krigeage est une méthode intermédiaire entre des méthodes rigides telles que la régression, où l’on impose des
fonctions, et des méthodes plus souples telles que les modèles additifs, reposant sur l’estimation de splines dans
chaque direction.
2.1.2 Choix du noyau
Dans cette section, nous présentons les familles de covariances paramétrées classiques que nous avons été amenés
à utiliser. Pour plus de détails, le lecteur pourra se reporter aux nombreux ouvrages traitant de ce sujet dans
le domaine des statistiques notamment Yaglom [167], Matern [108], Ginsbourger [72] et Vazquez [156] et en
géostatistique Cressie [35], Chilès et Delfiner [29] et Stein [147].
Nous considérons tout d’abord les covariances stationnaires usuelles, avant d’offrir une brève vision de l’utilisation
des noyaux non stationnaires.
2.1.2.1 Familles classiques de covariances
Fonctions sphériques
Les expressions des fonctions de corrélation pour d = 1, 2, 3 et 5 sont respectivement, pour h ≤ a,
r(θ, h) = 1−
h
θ
, pour d = 1, (2.35)
r(θ, h) = 1−
2
π

h
θ
√
1−
(
h
θ
)2
+ arcsin
(
h
θ
) , pour d = 2, (2.36)
r(θ, h) = 1−
3
2
h
θ
+
1
2
(
h
θ
)3
, pour d = 3, (2.37)
r(θ, h) = 1−
15
8
h
θ
+
5
4
(
h
θ
)3
−
3
8
(
h
θ
)5
, pour d = 5. (2.38)
Fonctions cubiques
Le modèle cubique possède un terme principal irrégulier en |h|3. Une covariance cubique peut donc être utilisée
pour modéliser un processus aléatoire différentiable en moyenne quadratique, mais n’est admissible qu’en dimen-
sion au plus égale à trois. Comme pour les covariances sphériques, la covariance cubique est nulle pour h > θ.
Pour h ≤ θ, la fonction de corrélation cubique est
r(θ, h) = 1− 7
(
h
θ
)2
+
35
4
(
h
θ
)3
−
7
2
(
h
θ
)5
+
3
4
(
h
θ
)7
. (2.39)
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On peut construire sur ces modèles des covariances dérivables aux ordres supérieurs avec des termes principaux
irréguliers en |h|2p+1,p ∈ N. Nous n’utilisons pas cette covariance en pratique car elle n’est utilisable qu’en
dimension trois au plus.
Fonctions exponentielles
Les covariances exponentielles s’écrivent
r(θ, h) = σ2 exp (−(θ h)α) , pour 0 < α ≤ 2. (2.40)
Un processus gaussien avec un noyau de covariance exponentiel, avec α = 1, est également appelé processus
d’Ornstein-Uhlenbeck. Pour α = 2, on retrouve la covariance la plus utilisée en pratique, la covariance gaussienne,
dont nous avons eu principalement recours lors de l’application des méthodes.
Fonctions de Matèrn
Le modèle de Matèrn (Matèrn [108]) est défini par
r(θ, h) =
21−υ
Γ(υ)
(
|h|
θ
)υ
Kυ
|h|
θ
, (2.41)
où υ ∈ ]−1,+∞] et Kυ est la fonction de Bessel modifiée de deuxième espèce de paramètre υ (Abramowitz et
Stegun [2]). Ce modèle est apprécié pour la flexibilité apportée par le paramètre υ, qui permet de régler finement
la régularité de r en 0, et donc la dérivabilité en moyenne quadratique des processus associés (Gaetan et Guyon
[69]).
Citons enfin l’existence d’autres fonctions de covariance, telles que les noyaux circulaire ou puissance. Tous ces
modèles sont détaillés et étudiés en détail dans le cadre de la géostatistique, notamment dans l’ouvrage de Cressie
[35].
2.1.2.2 Noyaux de covariance non stationnaires
L’utilisation de noyaux stationnaires est relativement courante. Pourtant cette hypothèse forte, n’est pas force-
ment vérifiée en pratique. Dans ce cas, afin de respecter la structure des processus l’utilisation de noyaux non
stationnaires semble plus indiquée.
Cependant, même si l’utilisation de noyaux de covariance non stationnaires ne pose pas de problème théorique
majeur, il est rare d’en trouver dans les applications du krigeage. Les raisons de ce désintérêt sont principalement
d’ordre numérique et d’optimisation. On citera tout de même les travaux de thèse de Ginsbourger [72] qui
s’intéressent aux limites liées à l’hypothèse de stationnarité et l’article de Xiong et al. [166] qui propose un
exemple d’application dans le domaine des plans d’expériences.
Nous nous bornons dans cette section à présenter deux types de noyaux de covariances, en dimension 1 et 2.
Ces deux exemples permettent d’apprécier l’intérêt de ce type de noyau et les difficultés liées à son utilisation.
L’objectif est ici de fournir un bref aperçu de ces noyaux, puisque nous avons été amenés à définir un tel type
de noyau pour notre cas d’étude (section 3.2.4).
Dans les deux exemples, on se place dans le cas simple où l’on observe des résidus qui ne sont pas de variance
constante en fonction de la, ou d’une des, variable(s). Le principe du noyau repose sur la volonté de modéliser
les résidus localisés sur une zone bien précise.
CHAPITRE 2. OUTILS DE MODÉLISATION 51
Simulation en 1D
On se place dans le cas très simple, en une dimension, dans lequel on observe des résidus fortement localisés
selon la température. Pour prendre en compte les observations, il est possible de définir un grand nombre de
noyaux. Nous en présentons un en particulier pour illustrer la forme du noyau.
L’exemple proposé se rapproche de la forme des résidus que l’on a observée pour notre cas d’application. Ce
choix se justifie puisque c’est ce type de noyau dont nous sommes partis lors de nos travaux, quand nous nous
sommes penchés sur le choix d’un noyau non stationnaire.
Par conséquent, on se place dans cet exemple en 1D, dans le cas où l’on observe deux intervalles de température
où les résidus sont peu variables, et un sur lequel les résidus sont fortement variables.
Quelques essais ont été réalisés en dimension sur [−1, 1] avec le noyau suivant :
r(θ, T, T ′) = σ2 exp{−θ‖T − T ′‖2}f(T )f(T ′) (2.42)
où f(T ) = exp{−‖T−m‖
2
δ } traduit la non stationnarité de la variance. Ce noyau relativement simpliste implique
cependant l’ajout de deux paramètres δ et m, dont l’estimation est un problème difficile à traiter, et d’autant
plus problématique, que la dimension du problème est grande.
La simulation d’un tel processus conduit aux réalisations exposées sur la figure 2.2, avec m = 0 et les autres
paramètres fixés arbitrairement. On note que les simulations obtenues ont la même forme que les résidus observés
dans le chapitre 1.
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Figure 2.2 – Simulations d’un noyau de covariance non stationnaire en 1D
Évolution du noyau en 2D
En reprenant la même démarche, nous avons étendu le noyau au cas de dimension 2. On a donc deux variables,
notées T et C, et la non-stationnarité n’est vérifiée que selon T .
L’extension directe en 2D du noyau précédent est
r(θ, (T,C), (T ′, C ′)) = σ2 exp{−θT ‖T − T ′‖2 − θC‖C − C ′‖2}f(T,C)f(T ′, C ′) (2.43)
où
f(T,C) = exp{−
‖T −m(T )‖2
δ(T )
} (2.44)
avec m(T ) = α1T +α2 et δ(T ) = γ1T + γ2. On se rend compte que pour ce noyau, on rajoute quatre paramètres
qui sont à ajuster, les paramètres α et γ, qui caractérisent la non stationnarité.
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La figure 2.3 illustre une simulation d’un noyau non stationnaire en T . Il est important de noter dans ce cas, que
l’augmentation d’une dimension, entraîne l’ajout de deux paramètres supplémentaires.
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Figure 2.3 – Simulations d’un noyau de covariance non stationnaire en 2D
Ces deux exemples illustrent bien le type de noyau non stationnaire qu’il est possible de mettre en place. L’intérêt
principal est de pouvoir être très représentatif des résidus que l’on observe. Dans la plupart des cas, ces noyaux
rajoutent un certain nombre de paramètres dont l’estimation est un problème à part entière, ce qui peut expliquer
que l’on ne trouve que très rarement des travaux utilisant ce type de noyau.
2.1.3 Krigeage avec bruit
Cette section présente les équations du krigeage lorsque l’on ajoute un bruit de mesure. On se place dans le cas
du krigeage universel, dont on modifie le modèle (equation 2.1) en y ajoutant un terme modélisant le bruit de
mesure,
Y (s) = f(s)tβ + Z(s) + ε, (2.45)
où ε est un bruit gaussien, de moyenne nulle, d’écart-type σε, indépendant de Z(s). Pour faire la distinction, on
note σz l’écart-type du processus Z.
Dans le cas où l’on souhaite modéliser un phénomène physique, les observations sont entachées d’un bruit de
mesure dont il faut tenir compte pour éviter le phénomène de sur-ajustement (overfitting), quand le modèle a
des variations trop fortes par rapport à la réalité. De plus, construire un interpolateur basé sur des observations
bruitées n’aurait pas de sens, car répéter les observations en un même point donne des valeurs différentes. On
va donc faire de l’approximation en les points de données, et non plus de l’interpolation comme précédemment.
Dans un premier temps, on suppose que les caractéristiques du processus sont connues. Le but est de présenter
l’obtention des formules de prédiction et de variance de prédiction. Dans un second temps, nous exhibons la
méthode d’estimation des paramètres par maximum de vraisemblance.
Formules de prédiction et de variance de prédiction : paramètres du processus connus
Les notations utilisées sont tirées de l’ouvrage de Santner et al. [138]. Soit x1, . . . , xn, n points en lesquels on
observe la sortie y, que l’on note y1, . . . , yn. Comme dans le cas du krigeage (voir section 2.1.1), on cherche à
construire un prédicteur linéaire de la forme
yˆ(x0) = a0 + atY (2.46)
où a0 et a sont à déterminer.
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On pose les notations suivantes :
Y n =


y1
y2
...
yn

 ,Zn =


Z(x1)
Z(x2)
...
Z(xn)

 ,F =


f(x1)
f(x2)
...
f(xn)

 , ε =


ε1
ε2
...
εn

 , (2.47)
et R la matrice de corrélation de Zn.
On sait que le prédicteur du krigeage est un prédicteur linéaire sans biais si, ∀β,
f t0β = a0 + a
tFβ, (2.48)
avec f t0 = f(x0). Autrement dit, a0 = 0 et a
tF = f t0.
La variance de prédicteur est donnée par
E
[
(atY n − y0)2
]
= E
[(
at(Fβ +Zn + ε)− (f t0β + Z0 + ε0)
)2]
,
= E
[(
(atF − f t0)β + a
tZn − Z0 + atε− ε0
)2]
,
= E
[(
atZn − Z0 + atε− ε0
)2]
,
= σ2z
(
atRa− 2atr0 + 1
)
+ σ2ε
(
atIna+ 1
)
,
= σ2z
(
at
[
R+
σ2ε
σ2z
In
]
a− 2atr0 + 1
)
+ σ2ε .
(2.49)
Les coefficients a sont ceux qui minimisent la variance du prédicteur sous la contrainte que le prédicteur est non
biaisé,
at
[
R+ σ
2
ε
σ2z
In
]
a− 2atr0 (2.50)
s.c. atF = f t0 (2.51)
Si l’on note R la matrice définie par
R = R+
σ2ε
σ2z
In, (2.52)
alors le problème d’optimisation est le même que dans le cas de krigeage sans bruit (avec R remplaçant R).
Le prédicteur de krigeage est donc
yˆ(x0) = f t0β + r
t
0R
−1(Y n − F βˆ) (2.53)
avec βˆ l’estimation par moindres carrés de β donnée par,
βˆ = (F tR−1F )−1F tR−1Y n. (2.54)
En revanche, on remarque que la variance de prédiction, définie par
σ2z
(
atRa− 2atr0 + 1
)
+ σ2ε , (2.55)
se distingue de celle calculée sans bruit, équation 2.10, par l’ajout de σ2ε (avec le remplacement de R par R).
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Estimation des paramètres du processus par maximum de vraisemblance
La log-vraisemblance s’écrit à une constante près (Forrester et al. [63])
L(β, σ2z ,θ, σ
2
ε |Y
n) = −
1
2
[
log(|σ2zR+ σ
2
εIn|) + (Y
n − Fβ)t(σ2zR+ σ
2
εIn)
−1(Y n − Fβ)
]
. (2.56)
Il est à noter que le paramètre σ2ε s’apparente à un terme de régularisation, la matrice σ
2
zR+ σ
2
εIn étant mieux
conditionnée que la matrice σ2zR apparaissant dans l’équation de la log-vraisemblance du krigeage sans bruit.
D’ailleurs, pour améliorer le conditionnement des matrices de corrélation, les routines de krigeage telles que
DACE (Lophaven et al. [97] [98]), utilisent cette technique (voir section 2.2.1, équation 2.31).
On note par la suite λ = σ2z/σ
2
ε . En introduisant la matrice R, la log-vraisemblance se réécrit
L(β, σ2z ,θ, λ|Y
n) = −
1
2
[
n log(σ2z) + log(|R|) +
(Y n − Fβ)tR−1(Y n − Fβ)
σ2z
]
, (2.57)
qui a une forme similaire à ce que l’on obtient dans le cas du krigeage sans bruit (équation 2.23).
En annulant les dérivées partielles par rapport à β et σ2z , on obtient
βˆ = (F tR−1F )−1F tR−1Y n, (2.58)
et
σˆ2z =
1
n
(Y n − Fβ)tR−1(Y n − Fβ). (2.59)
En substituant ces deux estimations dans l’équation de log-vraisemblance, on a
L(β, σ2z ,θ, λ|Y
n) = −
1
2
[
n log(σˆ2z) + log(|R|) + n
]
, (2.60)
qui ne dépend que de θ et λ au travers de R.
L’estimation par maximum de vraisemblance revient donc à
(θˆ, λˆ) = argmin
θ,λ
[
n log(σˆ2z) + log(|R|)
]
. (2.61)
Dans ces travaux de thèse, Bettinger, [12], expose la construction d’un prédicteur qui n’est pas interpolant, mais
dont l’erreur de prédiction est nulle aux points d’observation. Dans cette méthode, le prédicteur est obtenu par
krigeage avec bruit de mesure. La variance de prédiction est calculée à partir des valeurs des paramètres de
moyenne et de corrélation obtenues avec le modèle bruité, mais en utilisant la formule de variance de prédiction
empirique sans bruit de mesure.
2.1.4 Cokrigeage
Nous nous intéressons dans ce paragraphe à la modélisation par krigeage dans le cas où l’on observe simultanément
plusieurs réponses d’un même système, et l’on souhaite prendre en compte le fait que les réponses sont corrélées.
Ce type de modélisation, appelée cokrigeage (Chilès et Delfiner, [29], Santner et al. [138]), utilise des processus
vectoriels. Nous présentons dans un premier temps le modèle de cokrigeage avec dérivées, qui est un cas particulier
du cokrigeage, ainsi que les formules de prédicteur en dimension 1 puis en dimension p, et illustrons la méthode
sur un exemple.
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La méthode appelée cokrigeage permet d’effectuer une prédiction lorsque l’on observe plusieurs processus aléa-
toires Fα(x), α = 1, . . . , q. On peut, par exemple, vouloir prédire F1(x) en fonction d’observations Fα(xi), i =
1, . . . , n. Le principe reste le même que dans le cas d’un seul processus aléatoire.
Soit (Y (x))x∈D un processus gaussien de moyenne E(Y (x)) = m(x) et de noyau (fonction de covariance)
Cov(Y (x1),Y (x2)) = r(θ,x1 − x2), où r est une forme bilinéaire symétrique positive.
Soit L un opérateur linéaire, alors (LY (x))x∈D est également un processus gaussien (sous certaines conditions
d’existence). Par conséquent, si l’on prend l’opérateur de dérivée en dimension 1, alors(
dY
dx
(x)
)
x∈D
(2.62)
est un processus gaussien de moyenne E
[
dY
dx (x)
]
= m′(x) (existe si m est dérivable) et de noyau (fonction de
covariance) Cov
(
dY
du (x1),
dY
dv (x2)
)
= d
2r
dudv (θ,x1 − x2) (existe si le noyau r est dérivable deux fois).
Soient x1, . . . ,xn, n points du domaine où on connaît la valeur de la réponse, et w1, . . . ,wm, m points du
domaine où on connaît la valeur de la dérivée.
Le vecteur
Ynm =


Y (x1)
...
Y (xn)
dY
dx (w1)
...
dY
dx (wm)


(n+m×1)
, de moyenne M =


m(x1)
...
m(xn)
m′(w1)
...
m′(wm)


(n+m×1)
, (2.63)
est aussi gaussien, de matrice de variance-covariance
R =


r(θ,x1 − x1) · · · r(θ,x1 − xn) drdv (θ,x1 −w1) · · ·
dr
dv (θ,x1 −wm)
...
. . .
...
...
. . .
...
r(θ,xn − x1) · · · r(θ,xn − xn) drdv (θ,xn −w1) · · ·
dr
dv (θ,xn −wm)
dr
du (θ,w1 − x1) · · ·
dr
du (θ,w1 − xn)
d2r
dudv (θ,w1 −w1) · · ·
d2r
dudv (θ,w1 −wm)
...
. . .
...
...
. . .
...
dr
du (θ,wm − x1) · · ·
dr
du (θ,wm − xn)
d2r
dudv (θ,wm −w1) · · ·
d2r
dudv (θ,wm −wm)


(n+m×n+m)
(2.64)
Plaçons-nous dans le cas d’un krigeage en dimension 1. On désire connaître la loi de la réponse au point x0,
c’est-à-dire la loi de Y (x0)|Ynm. Il s’agit d’une loi normale de moyenne et de variance "habituelle", c’est-à-dire
données par le krigeage simple :
E(Y (x0)|Ynm) = m(x0)− r(x0)tR−1(Ynm −M) (2.65)
Var(Y (x0)|Ynm) = r(θ,x0 − x0)− r(x0)tR−1r(x0) (2.66)
avec r(x) =
(
r(θ,x1 − x0), . . . , r(θ,xn − x0), drdu (θ,w1 − x0), . . . ,
dr
du (θ,wm − x0)
)t
.
Plaçons maintenant dans un contexte élargi, i.e. en dimension p. La connaissance de la dérivée en un point
implique la connaissance de p dérivées partielles. Le krigeage peut également se conduire avec une connaissance
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de quelques dérivées partielles, c’est-à-dire ne connaissant pas forcement les p dérivées partielles pour chaque
point.
On pose alors les notations suivantes :
R =


R00 R01 · · · R0p
Rt01 R11 · · · R1p
...
...
. . .
...
Rt0p R
t
1p · · · Rpp

 où R00 =

r(θ,x1 − x1) · · · r(θ,x1 − xn)... . . . ...
r(θ,xn − x1) · · · r(θ,xn − xn)

 (2.67)
avec
∀j ∈ [1, p],R0j =


∂r
∂vj
(θ,x1 −w1) · · · ∂r∂vj (θ,x1 −wm)
...
. . .
...
∂r
∂vj
(θ,xn −w1) · · · ∂r∂vj (θ,xn −wm)

 (2.68)
et
Rij =


∂2r
∂ui∂vj
(θ,w1 −w1) · · · ∂
2r
∂ui∂vj
(θ,w1 −wm)
...
. . .
...
∂2r
∂ui∂vj
(θ,wn −w1) · · · ∂
2r
∂ui∂vj
(θ,wn −wm)

 . (2.69)
On pose également
Ynmp =


Y (x1)
...
Y (xn)
∂Y
∂u1
(w1)
...
∂Y
∂u1
(wm)
...
∂Y
∂up
(w1)
...
∂Y
∂up
(wm)


, r(x) =


r(θ,x1 − x)
...
r(θ,xn − x)
∂r
∂u1
(θ,w1 − x)
...
∂r
∂u1
(θ,wm − x)
...
∂r
∂up
(θ,w1 − x)
...
∂r
∂up
(θ,wm − x)


etM =


m(x1)
...
m(xn)
∂m
∂u1
(w1)
...
∂m
∂u1
(wm)
...
∂m
∂up
(w1)
...
∂m
∂up
(wm)


. (2.70)
On obtient alors les formules suivantes :
E(Y (x0)|Ynmp) = m(x0)− r(x0)tR−1(Ynmp −M) (2.71)
Var(Y (x0)|Ynmp) = r(θ,x0 − x0)− r(x0)tR−1r(x0) (2.72)
Exemple d’application
Pour illustrer la méthode nous reprenons le cas présenté dans la section 2.1.1, tiré de l’ouvrage de Santner et al.
[138]. On rappelle que la surface de réponse est définie sur [−1, 1]2 (figure 2.1) par,
y(x1, x2) = 2x31x
2
2. (2.73)
Les dérivées premières partielles de y(·) sont
y(x1, x2)(1) =
∂y(x1, x2)
∂x1
= 6x21x
2
2, (2.74)
y(x1, x2)(2) =
∂y(x1, x2)
∂x2
= 4x31x2. (2.75)
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La fonction de corrélation utilisée est un noyau de covariance gaussien anisotropique défini par,
r(θ, h) = exp{−θ1h21 − θ2h
2
2}. (2.76)
Cette première relation définit les corrélations entre les éléments de y. Afin de calculer les fonctions de corrélations
entre les éléments de y(·) et y(j)(·),j = 1, 2, deux à deux, nous partons de la corrélation 2.76 que nous dérivons
par rapport à chacune des composantes.
Au final, on obtient les formules de covariances suivantes :
Cov
(
y(x1), y(j)(x2)
)
= −2θj(xj,1 − xj,2)σ2r(θ, x1 − x2) (2.77)
Cov
(
y(j)(x1), y(j)(x2)
)
= (2θj − 4θ2j (xj,1 − xj,2)
2)σ2r(θ, x1 − x2) pour j = 1, 2. (2.78)
Cov
(
y(1)(x1), y(2)(x2)
)
= 4θ1θ2(x1,1 − x1,2)(x2,1 − x2,2)σ2r(θ, x1 − x2) (2.79)
Deux configurations sont testées. Premièrement, nous conditionnons notre krigeage par l’apport des dérivées
partielles selon la première variable uniquement. Deuxièmement, nous conditionnons par les dérivées partielles
des deux variables.
Pour montrer l’apport des dérivées, nous calculons et comparons pour chacune des trois prédictions (sans condi-
tionnement, avec une seule dérivée, avec les deux dérivées) la racine de l’erreur quadratique moyenne empirique
(ERMSPE pour Empirical Root Mean Squared Prediction Error), définie par
ERMSPE(yˆ) =
√√√√ 1
np
np∑
i=1
(y(xi)− yˆ(xi))
2 (2.80)
où np est le nombre de points en lesquels les prédictions sont effectuées (les mêmes pour les trois applications).
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(a) Surface de réponse prédite avec conditionne-
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(b) Surface de réponse prédite avec conditionne-
ment par y(1)(·) et y(2)(·)
Figure 2.4 – Prédiction par krigeage universel conditionné par une et deux dérivées partielles à partir de 14
points d’expériences (points noirs)
Les figures 2.4 correspondent aux prédictions obtenues. La figure 2.4a correspond au cas où seule la dérivée
partielle selon la première variable est prise en compte, la figure 2.4b à celui où les deux dérivées partielles sont
exploitées. Les points noirs représentent le plan d’expériences utilisé pour l’estimation des paramètres. Ce plan
est le même que celui utilisé dans la section 2.1.1 (prédiction par krigeage universel).
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Le tableau 2.1 résume les valeurs des ERMSPE de chaque cas. La prédiction dans le cas d’un conditionnement
par la dérivée partielle selon la première composante a un ERMSPE plus faible, égale à 0.13 que sans condi-
tionnement 0.35. La prédiction avec les deux dérivées partielles obtient une valeur encore plus faible de 2.7e-4.
Les prédictions obtenues sont d’une part meilleures visuellement parlant que la prédiction sans conditionnement
(la seconde étant semblable à la vraie surface de réponse) et d’autre part, l’information selon une dérivée a
permis de diminuer ERMSPE de 63% et selon les deux dérivées de 99.9%. Cet exemple reflète bien l’intérêt de
l’information des dérivées comme conditionnement du modèle de krigeage.
Prédictions basées sur
y(·) (y(·), y(1)(·)) (y(·), y(1)(·), y(2)(·))
ERMSPE 0.35 0.13 2.7e-4
Tableau 2.1 – Valeurs des paramètres et des ERMSPE de chaque cas
En bref
Il peut être intéressant dans certaines situations de supposer des dérivées partielles (ou le gradient) connues
en des points de l’espace des facteurs. Par exemple, on peut vouloir prendre en compte des connaissances a
priori sur la physique du système, comme des conditions aux limites. Dans ce cas, nous pouvons considérer ces
connaissances comme les observations des vecteurs aléatoires ∇F (yj), j = 1, . . . ,m.
Dans les figures 2.4, nous utilisons à la fois des observations de la fonction et de sa dérivée. Ceci permet
d’améliorer la prédiction. Il s’agit donc d’une autre possibilité pour incorporer de l’information connue a priori.
Dans Morris et al., [118], ce problème est abordé du point de vue de la modélisation de résultats de simulation
et de la planification d’expériences. On cite également les articles de Nerini et al., [122] [123], qui proposent une
application de cokrigeage dans un contexte similaire au nôtre.
Enfin, soulignons également que, dans ses travaux de thèse, Vazquez [156] présente plusieurs situations d’utili-
sation de cokrigeage avec l’information de la dérivée. La méthode permet de dériver des signaux bruités, ce qui
est généralement considéré comme un problème délicat de traitement du signal, ou inversement d’intégrer les
dérivées pour obtenir une approximation d’une fonction.
2.2 Données fonctionnelles
L’informatisation omniprésente de notre société est à l’origine d’un volume de données très important dont
l’analyse et l’exploitation posent des problèmes complexes (volume de données, redondance dans les observations,
structure des données). Dans l’optique de répondre à ces problèmes, l’analyse de données fonctionnelles devient
un outil incontournable dans l’étude des cas rencontrés, par exemple, en météorologie, en médecine, en imagerie
satellite et dans de nombreux autres domaines d’études, pour lesquels les objets manipulés sont des courbes ou
des images. La modélisation et le traitement statistique de ces données ouvrent un champ très vaste de recherche
visant des aspects théoriques et appliqués. L’intérêt porté à ces données au cours des dernières décennies n’a
cessé de croître, offrant aujourd’hui, une littérature fournie sur ce domaine (Ramsay et Silverman [131] ; Ferraty
et Vieu [60] ; Mizuta et Kato [114] ; Hall et Horowitz [76]).
Le principe de base de la théorie et de l’analyse de données Fonctionnelles, (Ramsay et Silverman [131] ; Ferraty
et Vieu [60]), est de considérer que les phénomènes étudiés sont décrits par des fonctions plutôt que par des
vecteurs de Rn. En d’autres termes, chaque variable observée est à valeurs fonctionnelles plutôt que réelles.
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Après avoir présenté ce que sont des données fonctionnelles, et donné un état de l’art des ouvrages de référence sur
l’analyse de données fonctionnelles, nous introduisons le modèle que nous avons retenu pour répondre à notre
problématique qui est un modèle à coefficients variables (VCM). Deux méthodes d’estimation des fonctions
coefficients sont exhibées, premièrement les polynômes locaux, puis deuxièmement les P-splines. Enfin, le modèle
de base retenu suppose une relation linéaire, dont l’hypothèse n’est pas forcement avérée. Pour vérifier le type
de relation qui peut exister, le modèle additif est un outil intéressant, puisque sa structure même est proche des
VCM. Nous introduisons donc cette théorie à laquelle nous avons eu recours.
2.2.1 Définition et état de l’art
Les évolutions en terme de puissance de calcul informatique ont ouvert la voie à des données de grande taille
et de complexité accrue. Ces changements ont motivé le développement de méthodologies opérationnelles, dont
le but est d’identifier des structures de données sous-jacentes, à moindres coûts. Les techniques d’analyse de
données développées à partir de la théorie des statistiques montrent de bons comportements pour l’exploitation
de structures cachées en grande dimension.
Parmi les nombreuses méthodes, on peut citer les modèles additifs (Breiman et Friedman, [17] ; Hastie et Tib-
shirani, [80]), les modèles d’interaction sous-jacents (Friedman, [67] ; Gu et Wahba, [74] ; Stone et al., [149]),
les modèles partiellement linéaires (Green et Silverman, [73]), les modèles linéaires à coefficients variables (Cle-
veland et al., [31] ; Hastie et Tibshirani, [81]) et leurs hybrides (Carroll et al., [24] ; Fan et al., [53]). L’intérêt
de ces modèles est d’atténuer ce que l’on nomme le "fléau de la dimension" (appelé "curse of dimension" par
les anglo-saxons) en explorant des structures sous-jacentes. De plus, ces différents modèles explorent différents
aspects des données de grande dimension et incorporent des connaissances a priori. Par conséquent, en fonction
des particularités des jeux de données étudiés certaines méthodes fonctionnent mieux que d’autres, et donc sont
plus appropriées, mais aucune n’est globalement supérieure. Pour des connaissances générales sur les techniques
de modélisation semi ou non paramétrique, nous renvoyons le lecteur aux ouvrages de Hastie et Tibshirani, [80],
de Wahba, [158], de Green et Silverman, [73], et de Fan et Gijbels [52].
Dans leur ouvrage, Ferraty et Vieu, [60] définissent les données fonctionnelles de la façon suivante. Une variable
aléatoire χ est appelée fonctionnelle si elle prend ses valeurs dans un espace de dimension infinie (ou espace
fonctionnel). Une observation χ de χ est appelée une donnée fonctionnelle.
Pour mieux appréhender, l’émergence de ce type de données, considérons la situation dans laquelle une variable
aléatoire peut être observée à différents instants, dans l’intervalle (tmin, tmax). Une observation peut s’exprimer
par la famille aléatoire {X(tj)}j=1,··· ,J . L’automatisation et l’informatisation des méthodes de mesure entraînent
des grilles d’observations de plus en plus fines, indiquant que les observations sont de plus en plus proches. Une
façon de tenir compte de ce phénomène est de considérer que les données sont des observations de la famille
continue χ = {X(tj); t ∈ (tmin, tmax)}. Avec la démocratisation et l’amélioration des puissances de calculs et
de traitement des ordinateurs, on voit que ce type de données intervient dans quasiment tous les domaines de
recherche, fournissant ainsi un volume de données de plus en plus grand.
Nous illustrons quelques cas, par les exemples suivants :
– l’étude du climat est un domaine particulièrement adapté à la modélisation fonctionnelle. Les objets observés
présentent systématiquement une variabilité temporelle et/ou spatiale. Par exemple, les prédictions clima-
tiques, compte tenu des variations de la température mensuelle moyenne au cours d’une année en différentes
localisations. Chaque station météo est un "individu", décrit par une fonction, associant au moins la tempé-
rature moyenne observée (Ramsay et Silverman [131]). Une extension de cet exemple est l’observation d’une
zone géographique avec deux échelles temporelles (Besse et al. [11]) ;
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– les cas dans lesquels les individus étudiés présentent une variabilité temporelle. Par exemple, l’étude de la
croissance d’enfants. Chaque individu (enfant) est modélisé par une fonction liant l’âge à la taille (Ramsay
et Silverman, [131]). On cite également l’exemple présenté dans Abraham et al., [1] qui étudie l’évolution du
pH lors du processus d’acidification des fromages (individus) au cours du temps. On peut aussi citer Ferraty
et Vieu, [60], (entre autres), ouvrage qui présente le problème de la consommation d’électricité mensuelle au
Etats-Unis entre janvier 1973 et février 2001. Le nombre d’exemples disponibles dans la littérature, montre que
la variabilité temporelle est extrêmement fréquente dans les données réelles. L’approche fonctionnelle permet,
dans ces cas, de ne pas avoir recours à des simplifications souvent abusives. Elle permet aussi de traiter des
données pour lesquelles les instants d’observation sont différents pour chaque individu ;
– les cas dans lesquels les individus étudiés présentent des variabilités spatiales. Par exemple, l’étude de l’évo-
lution au cours du temps d’une ou plusieurs grandeurs observées en plusieurs emplacements, comme l’étude
de l’évolution de la pluviométrie sur une zone donnée : un individu est décrit par la fonction associant des
coordonnées géographiques au niveau de pluie reçu sur un temps donné ;
– enfin, l’ADF permet de répondre aux cas de tous les domaines dans lesquels on sait représenter une variabilité
dans les observations caractérisant un individu sous la forme d’une ou plusieurs fonctions. Par exemple, des
mesures spectroscopiques (des sources lumineuses caractérisées par leur spectre d’émission, Ferraty et Vieu,
[60])ou des courbes de réponse (en cinétique, comme notre cas). Autre exemple intéressant, celui des images,
que l’on peut considérer comme une fonction liant des coordonnées dans R2 à un niveau de couleur (Morel et
Solimini, [115]).
Bien souvent, l’ADF permet de résumer les données en remplaçant les observations réelles par une modélisation
fonctionnelle simple, c’est-à-dire d’approcher les fonctions qui décrivent chaque individu par une représentation
régulière, par exemple en projetant sur une base de splines ou d’ondelettes. Cette méthode permet, premièrement,
de réduire le volume des données et, deuxièmement, de prendre en compte leur structure. Par exemple, il
est possible de tenir compte d’informations a priori sur les individus pendant la phase de modélisation. La
redondance dans les données, et plus généralement les liens entre les observations peuvent souvent être pris en
compte sous forme de contraintes de régularité sur les fonctions manipulées. La phase de modélisation permet
justement d’introduire ce type de contrainte : on peut par exemple représenter les individus par des fonctions
C2.
Le livre de Ramsay et Silverman, [131], présente de façon assez synthétique et complète les méthodes les plus
classiques en ADF. Cependant, cet ouvrage est avant tout orienté vers la mise en œuvre pratique des algorithmes
et contient très peu de résultats théoriques. De plus, il ne contient bien entendu pas les développements les plus
récents de l’ADF. En complément de Ramsay et Silverman, nous proposons les travaux de thèse de Conan-Guez,
[32], qui offrent un panorama des méthodes de l’ADF, en mentionnant les résultats théoriques importants. Bien
entendu, l’ADF forme un domaine trop large et trop actif pour prétendre à une quelconque exhaustivité.
En bref, cette bibliographie forcement restreinte nous permet de mieux appréhender le domaine de l’analyse
fonctionnelle, et fournit surtout un éventail de méthodes relativement important. L’abondance de ce type de
données mais surtout leur grande variété de caractéristique et de complexité font que chacune de ces méthodes
a ses propres avantages (et donc ses propres limites), souvent directement hérités du modèle sous-jacent pour
lequel la méthode a été construite. La section suivante s’attarde plus en détails sur les modèles à coefficients
variables, puisque ce sont ces derniers que nous utilisons dans le chapitre 4.
2.2.2 Modèles à coefficients variables
Les modèles à coefficients variables (VCM pour varying coefficient model), appelés également modèle fonctionnel
linéaire, ont été introduits par Hastie et Tibshirani, [81]. L’idée principale des VCM est de permettre aux
coefficients de régression de varier (interagir) avec d’autres variables, générant ainsi des courbes de coefficients.
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Ces fonctions coefficients peuvent, par exemple, refléter des changements de comportement en temps, en espace
ou en température. L’estimation de ces fonctions coefficients nécessite généralement des algorithmes itératifs,
c’est-à-dire des algorithmes estimant chacune des fonctions une à une, les lissant successivement, jusqu’à la
convergence.
Dans notre cas, nous avons retenu deux méthodes d’estimation, l’utilisation des polynômes locaux cubiques,
inspirée des travaux de Fan et Zhang [56], et le recours aux P-splines de Ruppert et Carroll [135], basées sur
l’article de Fang et al. [57]. Nous avons eu recours également à la regression ridge à noyau (KRR pour Kernel
Ridge Regression), introduite par Hastie et al, [82]. Mais avant de présenter ces trois outils, nous présentons plus
en détails les VCM, en offrant une vue d’ensemble de cette théorie. Nous introduisons dans la section suivante,
les aspects relatifs à l’estimation de ces fonctions coefficients.
2.2.2.1 Présentation
Le premier article abordant les VCM est celui de Cleveland et al. [31], qui propose une extension des techniques
de régression locale monodimensionnelle au cas multidimensionnel. Mais la paternité de ces modèles est unani-
mement accordée à Hastie et Tibshirani [81], qui ont clairement défini ces modèles et leurs aspects théoriques.
Depuis, les VCM ont été appliqués avec succès à la régression non paramétrique multidimensionnelle, aux modèles
linéaires généralisés, aux modèles non-linéaires de séries chronologiques, l’analyse de données longitudinales et
fonctionnelles, pour le calcul des taux d’intérêt en finance, pour l’étude des conflits internationaux en sciences
politiques et autres.
Soient une variable aléatoire Y et les prédicteurs X1, . . . , Xp et U1, . . . , Up. Le modèle de base proposé par les
auteurs est
Y = a0 +X1a1(U1) + . . .+Xpap(Up) + ε. (2.81)
Les variables U1, . . . , Up changent les coefficients de X1, . . . , Xp, au travers des fonctions (inconnues) a0, . . . , ap.
L’idée de base consiste à approcher une fonction de régression inconnue multidimensionnelle par un modèle
linéaire (conditionnel) avec des coefficients fonctions d’une des variables, appelée en anglais "index". Dans la plu-
part des travaux cette covariable, ou variable longitudinale, est le temps, l’espace ou la température. Cependant,
dans certains cas d’application, cette dernière est difficilement identifiable. Des méthodes telles que les VCM
adaptatifs permettent d’identifier ces dernières (Fan et al., [54]). Nous ne présentons pas cet aspect, et nous
bornons au cas où la variable longitudinale est clairement identifiée.
Si la fonction aj(Uj) = aj , c’est-à-dire si aj est une fonction constante, alors ce terme est linéaire en Xj . Si tout
les termes sont linéaires, alors le modèle (2.81) est le modèle linéaire classique. Par contre, si Xj est une constante
(par exemple Xj = 1), alors le jème terme correspond à aj(Uj), une fonction inconnue de Uj . Si tous les termes
ont cette forme, ou sont linéaires, alors le modèle (2.81) correspond un modèle additif, et plus largement aux
modèles additifs généralisés (GAM). Les GAM sont donc un cas particulier des VCM, comme étant le modèle
linéaire dynamique généralisé (West et al. [160]). Cependant, l’estimation et l’inférence sont différentes dans ce
dernier.
Dans la plupart des cas (comme pour nous), les Uj correspondent aux mêmes variables, un facteur tel que l’âge,
le temps, l’espace (la température pour nous), dont on suppose qu’il modifie les effets de X1, . . . , Xp. Le modèle
ainsi obtenu, et auquel nous avons eu recours est
Y =
p∑
j=1
aj(U)Xj + ε, (2.82)
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pour les covariables (U,X1, . . . , Xp)T et la réponse Y avec
E [ε|U,X1, . . . , Xp] = 0 et Var [ε|U,X1, . . . , Xp] = σ2(U). (2.83)
D’autres cas de figure, dérivés du modèle (2.81), sont introduits dans l’article de Hastie et Tibshirani, [81], mais
nous nous bornons au modèle (2.82), qui correspond à notre cas d’étude, et à la majeure partie des cas rencontrés
en pratique. Il est toutefois intéressant de préciser que les Uj peuvent être des scalaires ou des vecteurs.
Bien que la forme de ce modèle semble restrictive, son domaine d’application est relativement vaste. Par exemple,
on peut citer les travaux de Hoover et al., [86], Brumback et Rice, [18], Wu et al., [165] et Fan et Zhang, [56] pour
des applications sur des données longitudinales, et Chen et Tsay, [27], et Cai et al., [20], pour des applications
sur des séries temporelles non linéaires.
En supposant, que les fonctions coefficients, aj(·), possèdent le même degré de régularité, Hastie et Tibshirani
proposent une estimation de ces fonctions à l’aide des moindres carrés pénalisés (Wahba [158]) sur un modèle
linéaire dynamique (West et al. [160]). Par la suite, une méthode en deux étapes a été proposée par Fan et
Zhang, [56], pour les cas où ces fonctions coefficients admettent différents degrés de régularité. C’est une des
deux approches que nous avons utilisées dans le chapitre 4.
Une fois les fonctions coefficients estimées, aˆj(·), la prédiction en un nouveau point du domaine x0, est directe
et s’obtient par
yˆ(U) =
p∑
j=1
aˆj(U)x0j . (2.84)
Il est important de préciser que plusieurs cas de figure peuvent se rencontrer concernant la structure des différentes
variables. Premièrement, le cas le plus fréquent, les variables Xj peuvent être des données fonctionnelles (fonction
de la variable U). Par exemple, dans l’article de Fan et Zhang [56], l’étude porte sur le nombre d’entrées au service
des problèmes respiratoires de l’hôpital de Hong-Kong, sur une période de un an, à partir des taux de certains
polluants présents dans l’air mesurés quotidiennement sur la même période. Cependant, comme on le voit dans
le modèle (2.82), il est également possible d’avoir des scalaires comme valeurs. C’est notre cas d’étude, qui, pour
des conditions opératoires (concentration, débit, température initiale) fixes pendant une expérience, consiste à
étudier la concentration des polluants en sortie du système.
Une des questions primordiales lors de l’application de ce type de modèle est de déterminer si certaines des
fonctions coefficients ne sont pas constantes. En effet, dans des cas d’études où le nombre de variables est élevé, la
détection des variables importantes peut être une tâche fastidieuse. L’article de Leng, [94] propose une méthode
de vraisemblance pénalisée dans le cadre des modèles de spline de lissage ANOVA, avec une pénalité conçue
pour distinguer automatiquement les fonctions coefficients variables et celles qui ne le sont pas. Contrairement
à la procédure par étapes introduite par la suite, la méthode quantifie et estime les fonctions coefficients. Un
algorithme efficace est introduit et la technique de choix des paramètres de lissage est largement discutée.
Le biais et la variance conditionnels des estimateurs sont dérivés dans les articles de Carroll et al., [25], et Fan
et Zhang, [56]. Comme attendu, le biais dépend uniquement des erreurs d’approximation locales, et la variance
dépend du nombre effectif de points de données locaux, de la variance conditionnelle locale et de la matrice
de corrélation locale des covariables X. Nous ne détaillons pas plus cet aspect de la méthode des VCM, notre
démarche ne nous ayant pas conduit à avoir besoin de ces spécificités.
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2.2.2.2 Méthodes d’estimations
La régression analytique est une des techniques les plus utilisées en statistiques. Quand la dimension des variables
indépendantes est grande, il est très difficile de conduire une analyse non-paramétrique efficace à partir des
données. Alternative intéressante aux modèles additifs et autres modèles non paramétrique, les VCM peuvent
réduire le biais de modélisation et prévenir, ce que l’on appelle, le "fléau de la dimension".
Il existe différentes méthodes pour l’estimation des fonctions coefficients des VCM, telles que, les méthodes à
noyau (Wu et al., [165]),les polynômes locaux (Cai et al., [19] [20]), l’approximation par des fonctions de base
(Huang et al, [88], Lu et Mao, [99]), les splines de lissage (Chiang et al., [28], Hoover et al., [86]), la kernel ridge
regression (Hastie et al, [82]) et ainsi de suite. Bien que toutes ces approches pour l’ajustement des VCM aient
démontré de bons comportements, certains problèmes persistent. Par exemple, le calcul de l’approximation de
fonction de base est facile, mais la normalité asymptotique est difficile à établir. Pour les splines de lissage, les
multiples paramètres de lissage peuvent être difficiles à estimer. Pour les méthodes à noyau et locales linéaires,
toutes les fonctions coefficients sont estimées en utilisant une seule taille de fenêtre.
L’intérêt des VCM est que les fonctions coefficients peuvent être facilement estimées via une simple régression
locale. Dans ce contexte, Fan et Zhang [56], présentent un algorithme efficace en deux étapes via l’utilisation
des polynômes locaux cubiques. Cette méthode permet d’autoriser des largeurs de fenêtres différentes selon
les directions, mais également des régularités différentes pour chacune des fonctions coefficients. Nous avons
également fait le choix de nous inspirer de l’article de Fang et al., [57], comme seconde méthode d’estimation. La
variable longitudinale est discrétisée. Ainsi, en chacun de ces points, on obtient un modèle de régression linéaire,
dont les coefficients sont estimés par moindres carrés. Des travaux ont montré, Li et al [95], qu’une deuxième
étape de lissage peut être pertinente pour améliorer la modélisation, surtout lorsque les fonctions coefficients
obtenues présentent des fluctuations.
Polynômes locaux
L’idée principale de l’estimation par polynômes locaux est d’approcher les fonctions coefficients, a, par des
polynômes d’ordre q localement autour de chaque point x, à savoir
a(z) ≈
q∑
j=1
bj(z − x)j (2.85)
pour z dans un voisinage de x. Les coefficients de ce polynôme sont alors estimés à partir des observations
(Xi, Yi)i = 1, ..., n en résolvant le problème de moindres carrés pondérés
min
b
n∑
i=1

Yi − q∑
j=0
bj(Xi − x)j

2Kh(Xi − x) (2.86)
où Kh(·) est une fonction appelée noyau et h un paramètre d’échelle. On peut remarquer la différence avec la
régression polynômiale classique due au rajout du terme Kh(Xi−), terme correctif qui permet de sélectionner
les observations Xi autour de x qui vont intervenir dans le calcul du polynôme (d’où le terme local).
Les travaux basés sur ce type d’estimation des fonctions coefficients sont nombreux. Citons tout d’abord l’article
de Fan et Zhang [56], dont nous nous inspirons. La procédure proposée par les auteurs est en deux étapes, dans
laquelle chaque fonction coefficient est estimée par un polynôme local d’ordre 3. Dans cette approche, le choix
des fenêtres de recherche h est crucial. Pour cette question, les articles de Zhang et Lee, [170] [169], permettent
de mettre en place une méthode d’estimation pertinente et complémentaire à la méthode envisagée.
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Première étape : estimation initiale des fonctions coefficients
Soit un échantillon aléatoire {(Ti, Xi1, Xi2, . . . , Xip, Yi)}
n
i=1. Une approche simple pour estimer les fonctions
coefficients (aj(·))
p
j=1 est d’utiliser un modèle linéaire local, ce qui nous conduit au problème local des moindres
carrés local : Minimiser
n∑
i=1

Y (Ti)− p∑
j=1
{aj + bj(Ti − t0)}Xij

2Kh(Ti − t0) (2.87)
pour un noyau donné K et une fenêtre h, où Kh(·) = K(·/h)/h. Mais cette approche implique implicitement
que les fonctions coefficients possèdent le même ordre de régularité, et qu’elles peuvent être estimées également
dans le même intervalle, ce qui peut ne pas être le cas, entraînant ainsi des estimateurs sous optimaux.
Si l’on suppose que ap(·) est plus lisse que les autres fonctions, plus précisément une dérivée quatrième bornée,
il est possible de l’approcher localement par une fonction cubique. Cela nous conduit au problème des moindres
carrés pondérés suivant :
n∑
i=1

Yi − p−1∑
j=1
{aj + bj(Ti − t0)}Xij −
{
ap + bp(Ti − t0) + cp(Ti − t0)2 + dp(Ti − t0)3
}
Xip

2Kh1(Ti − t0)
(2.88)
Seconde étape : estimation des fonctions coefficients par un polynôme local cubique
Le premier estimateur obtenu est appelé l’estimateur en une étape (one-step estimator) et il est possible de
montrer que la vitesse de convergence n’est pas optimale avec cette procédure. Une procédure en deux étapes est
nécessaire (two-step estimator). L’idée est que dans une première étape, on utilise une régression linéaire locale
pour obtenir une estimation initiale des fonctions coefficients, on obtient les aˆ1,1(t0), . . . , aˆp,1(t0). Ensuite, dans
une seconde étape, on remplace les p− 1 premières fonctions coefficients par leurs estimations pour estimer par
un polynôme local cubique, la fonction coefficient ap(t0),c’est-à-dire minimiser
n∑
i=1

Yi − p−1∑
j=1
aˆj,1(Ti)Xij −
{
ap + bp(Ti − t0) + cp(Ti − t0)2 + dp(Ti − t0)3
}
Xip

2Kh2(Ti − t0) (2.89)
selon ap, bp, cp, dp, où h2 est la fenêtre déterminée dans la deuxième étape.
D’un point de vue pratique, le choix de la fenêtre initiale h1 n’est pas primordial dans la procédure en deux
étapes. Nous reviendrons sur ce point par la suite, mais il est à noter que la seule condition à remplir pour cette
fenêtre initiale est qu’elle soit suffisamment petite pour que le biais dans la première étape soit négligeable.
Un avantage de cette procédure est que dans la deuxième étape, le problème est réellement un problème de
lissage univarié, de sorte que le problème de sélection de fenêtre devient relativement simple.
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Notations utilisées dans le cas classique
Avant d’introduire les formules pour l’estimateur en deux étapes, il est nécessaire d’introduire quelques notations.
X1 =

X11 X11(T1 − t0) · · · X1p X1p(T1 − t0)... ... . . . ... ...
Xn1 Xn1(Tn − t0) · · · Xnp Xnp(T1 − t0)


(n,2p)
, (2.90)
Y = (Y1, . . . , Yn)t, et W1 = diag(Kh1(T1 − t0), . . . ,Kh1(Tn − t0)). (2.91)
Ainsi, la solution du problème de moindres carrés pour l’obtention des estimations initiales des fonctions coeffi-
cients est donnée par
aˆj,1(t0) = et2j−1,2p(X
T
1 W1X1)
−1Xt1W1Y, j = 1, . . . , p (2.92)
où ek,m dénote le vecteur unitaire de longueur m avec 1 à la ke`me position.
On pose également,
X2 =

X1p X1p(T1 − t0) X1p(T1 − t0)
2 X1p(T1 − t0)3
...
...
...
...
Xnp Xnp(Tn − t0) Xnp(Tn − t0)2 Xnp(T1 − t0)3


(n,4)
, (2.93)
ainsi que,
W2 = diag(Kh2(T1 − t0), . . . ,Kh2(Tn − t0)), et V = (V1, . . . , Vn)
t, (2.94)
où Vi =
∑p−1
j=1 aˆj,1(Ti)Xij .
Ainsi, l’estimateur en deux étapes est donné par
aˆp,2(t0) = (1 0 0 0)(Xt2W2X2)
−1Xt2W2(Y − V ) (2.95)
Les auteurs de cette méthode exposent également dans leur article les propriétés asymptotiques de l’estimateur.
Ils ont signalé que cette méthode était plus performante (en terme de calcul) que les fonctions splines de lissage
et plus souple que les méthodes à noyau classique. Pour la comparaison, il est nécessaire de comparer les résultats
présentés avec le biais et la variance asymptotique de la méthode à noyau, étudiés par Hoover et al. [86]. En outre,
Wu et al. [165] ont proposé des approches pour la construction des régions de confiance pour les méthodes à
noyau. En ce qui concerne les intervalles de confiance pour la méthode que nous venons de présenter, ces derniers
sont calculés lors de la deuxième étape de régression locale cubique. Nous renvoyons le lecteur à l’ouvrage de
Fan et Gijbels, [52], (section 4.3), pour la méthode d’estimation des erreurs standards dans le contexte de la
régression locale polynômiale.
P-splines
La seconde méthode d’estimation utilisée est issue de la théorie des données longitudinales (Singer et Willet
[146]). La variable longitudinale est discrétisée. Ainsi, en chacun de ces points, on obtient un modèle de régression
linéaire, dont les coefficients sont estimés par moindres carrés. Les travaux de Li et al [95], montrent l’intérêt
d’une deuxième étape de lissage. Cet intérêt est d’autant plus important que les fonctions coefficients obtenues
présentent des fluctuations. En supposant un nombre très élevé de nœuds fixes, il est montré que les estimateurs
obtenus sont consistants et asymptotiquement normaux. Plus récemment, l’article de Lu et al., [100], reprend cette
démarche, en développant un algorithme d’optimisation systématique pour la sélection des multiples paramètres
de lissage.
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Nous proposons dans cette section de donner un aperçu des P-splines, outil que nous avons utilisé pour l’étape
de lissage. La procédure mise en œuvre dans le chapitre 4 est inspirée de l’article de Li, Sudjianto et Zhang,
[95]. Le principe de la méthode implémentée comporte deux étapes, avec tout d’abord, l’estimation des fonctions
coefficients point à point selon la variable longitudinale, puis une étape de lissage à l’aide de P-splines.
Le lissage des fonctions coefficients est opéré par des splines de lissage, et plus particulièrement des P-splines.
Eilers et Marx, [45] introduisent les P-splines comme une méthode de lissage pour les modèles linéaires généralisés.
Cette méthode a plusieurs intérêts dont sa flexibilité, sa facilité d’application ainsi que le lien entre spline de
lissage et régression polynômiale.
Divers articles sur différentes utilisation des P-splines ont été publiés par ces auteurs. Par exemple, Eilers et
Marx, [46] et Marx et Eilers, [104] dans lesquels sont présentés une estimation d’une surface bidimensionnelle
basée sur le produit tensoriel de P-splines. D’autres exemples d’application sont également disponibles dans la
littérature tels que Currie et al, [36], Muggeo et Ferrara, [119], et Li et al, [95].
La théorie des P-spline de Eilers et Marx se compose d’un grand nombre de splines équidistantes, plus exactement
des B-splines, où la variabilité des coefficients associés est contrôlée par une pénalité. Cet ensemble de B-splines
est nommé base d’expansion. Une série de B-splines est placée sur une grille à intervalles réguliers, les nœuds,
entre les valeurs minimales et maximales de la variable. Du fait de l’estimation d’un grand nombre de coefficients,
bien souvent les données sont sur-ajustées. Pour palier à cela, un paramètre de pénalité est utilisé. Ce paramètre,
choisi par l’utilisateur, contrôle la régularité de la forme fonctionnelle.
Les coefficients β des P-splines sont calculés en utilisant l’équation de régression modifiée
β =
(
BtB + λDtD
)−1
Bty (2.96)
où B est la matrice des bases de B-splines, λ est le paramètre de pénalité et D est une matrice différentielle des
coefficients, généralement de premier ou second ordre. Pour ce qui est des B-splines, il s’agit de bases locales de
fonction, constituées de segments polynômiaux de faible degré, généralement quadratique ou cubique.
Pour une pénalité trop faible, on a sur-ajustement des données. En revanche, une trop grande pénalité ne permet
pas un bon ajustement aux données. On s’aperçoit donc que dans cette approche, l’estimation du paramètre de
lissage est cruciale.
Les travaux de Ruppert et Carroll [135] autorisent la pénalité à varier spatialement afin de s’adapter à l’hété-
rogénéité de la fonction de régression. Cette particularité semblant plus pertinente dans notre cas, nous avons
décidé d’avoir recours à la théorie des P-splines introduite par ces auteurs. Contrairement, aux P-splines de Eilers
et Marx dans lesquelles les nœuds sont uniformément répartis et des bases de B-splines sont utilisées, Ruppert
et Carroll proposent d’utiliser les quantiles de la distribution comme nœuds et la base de fonction puissance
tronquée.
Pour illustrer la méthode, plaçons nous dans le cas du lissage de la fonction coefficients pour la jème direction
estimée. Soient A = (aj(t1), . . . , aj(tm))t et B la "matrice d’expériences" pour la spline de régression telle que
la ième ligne de B est définie par
Bi =
[
1, ti, . . . , tri , (ti − κ1)
r
+, . . . , (ti − κK)
r
+
]
, (2.97)
où κ = (κ1, . . . , κK) correspond aux K nœuds, et r est la puissance choisie. En pratique, une puissance de r = 3
est relativement bonne.
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Soit D(λ∗) une matrice diagonale pour laquelle les (r + 1) premiers éléments de la diagonale sont nuls, et les
autres restants sont λ∗(κ1), . . . , λ∗(κK). On a donc les coefficients β(λ
∗) des P-splines qui sont donnés par
β(λ∗) = (BtB +D(λ∗))BtA. (2.98)
Traditionnellement, la sélection des paramètres de lissage λ∗ est basée sur un critère de type validation croisée gé-
néralisée (GCV) (Craven et Wahba [34]) ou critère d’information de Akaike (AIC) (Akaike [3]) et la minimisation
du critère choisi est effectuée sur une grille de recherche.
On a ainsi
Aˆ = B(BtB +D(λ∗))BtA. (2.99)
Soit Pλ = B(BtB +D(λ∗))Bt. Cette matrice peut être vue comme une matrice de projection et
e(λ) = tr(Pλ), (2.100)
comme le degré de liberté (ou le nombre effectif de paramètres) du modèle ajusté.
Dans notre cas, la sélection du paramètre de lissage a été effectuée par minimisation de GCV. Soit
λ∗ = min
λ
GCV (λ) (2.101)
avec
GCV (λ) =
1
m
‖A−Bβ(λ)‖2
(1− e(λ)/m)2
(2.102)
Kernel Ridge Regression
La Kernel Ridge Regression (KRR) introduite par Hastie et al, [82], est largement utilisée notamment dans
le domaine de la reconnaissance automatique d’image. On peut citer entre autres les travaux de An et al [5],
Georghiades et al [71], ou encore Everingham et Zisserman [50]. Cette méthode appartenant au domaine de la
classification (Breiman et et al [17]), est une méthode de régression par moindre carrés régularisés. La version
linéaire est similaire à la méthode du discriminant pour la classification (Zhang et Ma [168]) et dans le cas
non-linéaire, au Support Vector Machine (SVM) (Vapnik [155]).
Afin de présenter cette méthode, dans un premier temps, nous introduisons la ridge regression comme une
alternative à la méthode des moindres carrés lorsque les données sont mal conditionnées.
L’estimateur des moindres carrés, βˆMC , est défini par βˆMC = argminβ ‖y − Xβ‖2 et s’obtient en résolvant
l’équation normale (XtX)−1Xty. Classiquement, on mesure la précision d’un estimateur βˆ de β par son erreur
quadratique moyenne (EQM), qui se compose de deux termes. Le premier terme correspond au carré du biais
de l’estimateur tandis que le second terme correspond au terme de variance de l’estimateur. D’après le théorème
de Gauss-Markov, l’estimateur des moindres carrés, βˆMC , est de tous les estimateurs sans biais celui de variance
minimale. Il s’ensuit qu’on ne peut diminuer la variance de l’estimateur qu’au détriment d’estimateur biaisé.
C’est l’objectif central des estimateurs régularisés.
Dans le cas de p variables, l’erreur quadratique moyenne de βˆMC est définie par :
EQM(βˆMC) =
p∑
i=1
E
[
(βˆi − βi)2
]
=
p∑
i=1
Var(βˆi) = σ2trace(XtX)−1 = σ2
p∑
i=1
1
φi
. (2.103)
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Si la matrice XtX est mal conditionnée, au moins une des valeurs propres {φi}
p
i=1 sera petite, impliquant alors
une large EQM. XtX est mal conditionnée soit parce que les variables explicatives sont fortement corrélées
soit parce que le nombre de variables excède le nombre d’observations. Dans de telles situations, plutôt que de
chercher l’estimateur de norme minimale solution de l’equation normale, on peut chercher un compromis entre
minimisation de la fonction de coût et faible valeur de la norme ‖β‖ : cette approche est connue sous le nom
de Ridge Regression (Hoerl and Kennard, [85]). L’estimateur de la ridge regression est solution du problème
d’optimisation suivant :
βˆRR = arg min
β∈Rp
(y −Xβ)t(y −Xβ) + λ‖β‖2 (2.104)
où λ est une constante positive à valeur réelle pondérant le compromis entre faible norme et minimisation de la
fonction de coût.
En annulant la dérivée par rapport à β on obtient :
XtXβˆRR + λβˆRR = (XtX + λ1p)βˆRR = Xty, (2.105)
avec 1p la matrice identité de dimension p et dont la solution est définie par
βˆRR = (XtX + λ1p)−1Xty. (2.106)
Notons que (XtX + λ1p) est systématiquement inversible lorsque λ > 0. Le modèle final est de la forme :〈
βˆRR, x
〉
= ytX(XtX + λ1p)−1x (2.107)
Cette méthode est conceptuellement intéressante car elle permet de gérer les données corrélées. Cependant, la
solution βˆRR est obtenue en inversant une matrice de dimension p×p rendant pour le moment sa mise en œuvre
difficile dans les espaces de grande dimension. Il est possible de contourner cette difficulté en remarquant que
βˆRR peut s’exprimer sous sa représentation dite duale, c’est-à-dire non plus comme combinaison linéaires des
variables, mais des observations (Saunders et al., [139]).
βˆRR = λ−1Xt(y − xβˆRR) = Xtα, (2.108)
où αˆ = λ−1(y −XβˆRR), ce qui nous conduit à
αˆ = (XtX + λ1n)−1y, (2.109)
et donc le modèle final est donné par, 〈
βˆRR, x
〉
=
n∑
i=1
αˆi 〈xi, x〉 . (2.110)
Les modèles 2.107 et 2.110 sont bien évidemment équivalent. Soulignons deux propriétés fondamentales :
1. L’expression duale de βˆRR ne s’exprime qu’au travers de produits scalaires entre observations. De la même
manière, par le modèle 2.110, la prédiction d’un nouvel individu x ne nécessite que l’information fournie
par le produit scalaire entre x et chacun des xi. Ainsi, il est possible d’exprimer la solution de la ridge
regression uniquement par les valeurs des produits scalaires entre individus.
2. La solution βˆ nécessite l’inversion de la matrice (XtX+λ1n) de dimension n×n. Ceci est particulièrement
intéressant lorsque p >> n
Bien souvent, les relations entre la variable à expliquer y et les variables explicatives sont supposées linéaires.
Ces relations peuvent s’avérer insuffisantes lorsque l’on cherche à maximiser le pouvoir prédictif d’un modèle.
On peut alors s’interroger sur la possibilité d’étendre la ridge regression au cadre non linéaire. Pour ce faire,
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nous allons nous placer dans le contexte des Espaces de Hilbert à Noyau Reproduisant (RKHS pour Reproducing
Kernel Hilbert Space). Puisque la solution 2.110 ne s’exprime que par le produit scalaire entre observations,
l’application d’un noyau au contexte de la ridge regression prend alors tout son sens.
Notons K = (k(xi, xj))i,j=1,...,n, la matrice de Gram associée à la fonction noyau k. Cette matrice, de dimension
n×n fournit les valeurs des produits scalaires des n individus dans un RKHS que l’on ne connaît pas explicitement
et dans lequel αˆ est défini par
αˆ = (K + λ1n)−1y, (2.111)
et la solution finale est fournie par : 〈
βˆKRR, x
〉
=
n∑
i=1
αˆik(xi, x). (2.112)
Notons que (K + λ1n) est systématiquement inversible quand λ > 0 et que l’on retrouve alors l’équivalence
souhaitée en posant K = XtX.
2.2.3 Modèles non paramétriques additifs
La régression non paramétrique a été étendue au cas multidimensionnel, par Hastie et Tibshirani, [80], c’est-
à-dire à l’étude d’une fonction de régression de Rp, f(x) = E [Y |X = x] p-dimensionnelle, avec Y la variable
réponse et X = (X1, · · · , Xp) un vecteur de variables explicatives.
La regression dite non paramétrique additive (Stone [148]) regroupe une gamme de modèles qui proposent, dans
les cas où l’on ne dispose pas d’échantillons de taille suffisante pour envisager une approche p-dimensionnelle
directe, une approximation additive pour f , du type :
f(x1, · · · , xp) = a+
p∑
j=1
fj(xj). (2.113)
Les fonctions fj , 1 ≤ j ≤ p, sont des fonctions réelles d’une seule variable réelle, de type fonctions lisses définies
point par point et non de forme analytique fixée a priori. Ce modèle constitue une extension naturelle de différents
modèles paramétriques, prenant en compte trois aspects fondamentaux d’un modèle de régression, aspects liés
aux deux qualités requises pour un modèle, qui sont les qualités explicatives et prédictives.
Ces trois aspects sont :
– la flexibilité du modèle, qui permet de s’adapter à des situations très variées. En effet, il est possible de faire
le lien entre l’absence de flexibilité et le risque possible de biais du modèle estimé, risque d’autant plus grand
que l’information sur la fonction de régression est faible. Cette flexibilité doit cependant être mesurée, pour
ne pas détériorer les qualités prédictives ;
– la dimension du problème, lié à la variance des estimations, qui croit rapidement pour n fixé, si p augmente
(fléau de la dimension) et entraîne donc l’instabilité du modèle estimé. La structure additive du modèle, avec
estimation de fonctions univariées, offre une échappatoire à ce problème. La flexibilité et la dimension, sont
étroitement liées et la recherche d’un modèle correct peut se baser sur un compromis de ces deux aspects ;
– l’interprétabilité du modèle, importante pour la compréhension de la structure sous jacente. La représentation
des fonctions fj , favorise une telle interprétation, en révélant la relation entre Y et un régresseur particulier,
conditionnellement à la présence des autres régresseurs.
Différentes extensions de ce modèle de base ont été développées, toutes basées sur une hypothèse d’additivité de
l’approximation.
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On peut citer
– les modèles de Régression par Directions Révélatrices (Freedman [66]) :
E [Y |X = x] = f(x1, · · · , xp) =
M∑
m=1
fm

 p∑
j=1
bjmxj

 , (2.114)
qui supposent que les fonctions fm sont des fonctions réelles d’une variable réelle, combinaison linéaire des
variables Xj . L’idée est donc d’étudier une fonction de p variables au travers de son approximation par p
fonctions d’une seule variable ;
– la méthode "Alternating Conditional Expectation" (ACE) (Breiman et Friedman, [16]) :
E [φ(Y )|X = x] =
p∑
j=1
fj(xj) (2.115)
qui propose une double transformation, de la variable réponse et des régresseurs ;
– les Modèles Additifs Généralisés (GAM) (Hastie et Tibshirani, [79] [80]) :
g(E [Y |X = x]) = g(f(x1, · · · , xp)) =
p∑
j=1
fj(xj), (2.116)
qui constituent une extension des modèles linéaires généralisés, avec étude de f au travers d’une fonction lien
g. C’est ce type de modèles que nous avons utilisé dans nos travaux.
Afin de calibrer au mieux les modèles à coefficients variables (VCM) présentés précédemment et utilisés dans le
chapitre 4, l’influence de chaque variable sur la sortie a été testée indépendamment par un modèle additif. Ce
modèle permet de savoir quel type de relation (linéaire, quadratique ou autre) existe entre variables réponses et
explicatives. Ces modèles ont été calculés grâce au logiciel R avec la fonction "GAM" de la librairie "MGCV"
(Wood [163] [164]).
Les modèles additifs généralisés (GAM) sont des modèles linéaires généralisés dans lesquels la relation entre une
variable-réponse et des prédicteurs multiples est décrite en partie par une somme de fonctions continues des
prédicteurs. Les GAM offrent un bon compromis entre flexibilité et structure et sont, depuis leur introduction
par Hastie et Tibshirani, [79] [80], largement appliqués en biostatistique (Cans et Lavergne, [22]), en écologie
(Wood et Augustin, [162]), en épidémiologie (Richardson, [133]) et en finances (Coussement et al., [33]). Par la
suite, le cadre des GAM a été renforcé par la mise au point de méthodes fiables permettant de sélectionner le
degré de continuité des composantes du modèle, par l’élaboration de nouveaux moyens efficaces pour représenter
les fonctions continues de plusieurs prédicteurs.
On rencontre les modèles additifs généralisés quand on essaye de décrire une situation non linéaire avec un
nombre de variables élevé (si le modèle était linéaire, ce nombre de variables serait tout à fait raisonnable, avec
la non linéarité, le nombre de paramètres à estimer explose). La version simplifiée est le modèle additif décrit
par :
E[Y ] = a+ f1(x1) + f2(x2) + · · ·+ fp(xp), (2.117)
où les fi sont des fonctions quelconques qui peuvent être paramétriques (polynômiale, trigonométriques, splines
de régression, noyau, etc.) ou non paramétriques (splines de lissage, régression locale pondérée ou non, loess).
L’important est que ces fonctions dépendent d’une seule variable et ne soient pas trop complexes.
Le modèle additif généralisé (GAM) repose sur deux conditions. La première est que la fonction de distribution
de Y appartient à la famille exponentielle, et la seconde est que la fonction lien g est monotone et différentiable.
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Le GAM se présente donc sous la forme :
Y ∼ Lexp, µ = E[Y ] et η = g(µ) = a+
p∑
j=1
fj(xj). (2.118)
Bien sûr, toutes les fonctions Rp dans R ne peuvent se mettre sous cette forme. De plus, dans cette représentation,
on oublie complètement les éventuelles interactions entre les variables. Toutefois, on peut généraliser ce modèle
en ajoutant des termes d’ordre supérieur (si nécessaire), comme par exemple, fij(xi, xj).
Les fonctions les pus utilisées dans les modélisations de séries temporelles (proche de notre cas) sont les splines
et les fonctions loess (pour locally weighted scatterplot smoothing, Cleveland et Devlin [30]). Nous ne rentrons
pas dans les détails de ces outils, et renvoyons le lecteur à des ouvrages spécialisés, tel que l’ouvrage de Hastie
et Tibshirani [80], qui traite par ailleurs d’autres fonctions de ce type. Ces fonctions sont des outils très utiles
car elles permettent de réaliser des ajustements souples aux données et d’exercer un lissage de celle-ci.
Donnons une expression formelle et donc générale de ces fonctions intervenant dans les modèles additifs. Pour
cela, il faut supposer qu’il existe une relation réelle mais non connue entre la variable expliquée et les variables
explicatives. On peut écrire
Y = f(X) + ε, (2.119)
avec ε indépendant, E[ε] = 0, Var[ε] = σ2 (de variance constante).
Nous savons que la partie mathématique (explicative) de la modélisation représente l’espérance de Y , condition-
nellement aux variables explicatives. Donc, E[Y |X = x] = f(x), c’est-à-dire que quand X prend les valeurs de
x, alors l’espérance conditionnelle de Y vaut f(x).
Le lissage estime, pour une valeur de x donnée, x0 par exemple, des valeurs fˆ(x0), proches des vraies valeurs
f(x0), en général, en moyennant les valeurs de y proches de f(x0).
L’algorithme utilisé pour trouver ces fonctions est itératif. Pour illustrer la démarche, reprenons l’écriture sim-
plifiée du modèle additif,
Y = a+
p∑
j=1
fj(xj) + ε. (2.120)
On en déduit, en isolant fk(Xk), que :
Y − a+
p∑
j=1
j 6=k
fj(xj) = fk(Xk) + ε. (2.121)
D’où
E

Y − a+
p∑
j=1
j 6=k
fj(xj)|Xk

 = fk(Xk). (2.122)
Ceci signifie que la valeur de fk(Xk) est exprimable à partir des fonctions des autres variables.
Le principe de l’algorithme est qu’à chaque étape, la valeur prise par la fonction d’une variable donnée est
calculée à partir des valeurs prises par les fonctions des autres variables à l’étape précédente.
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L’algorithme d’"ajustement arrière" (backfitting en anglais) repose sur les étapes suivantes :
1. On choisit des valeurs initiales pour les fj(Xj) :
a =
1
n
p∑
i=1
yi, (2.123)
en d’autres terme, on prend la moyenne des yi pour valeur initiale de a. Pour les autres, on choisit p valeurs
de départ f01 , f
0
2 , ·, f
0
p . Comme on n’a pas d’a priori, on peut choisir des valeurs déduites d’une régression
de y sur les xj ;
2. On estime f1k , pour k = 1, ..., p, tel que
f1k = S

y − a−
p∑
j=1
j 6=k
f0j |Xk

 , (2.124)
avec S une fonction de lissage prédéterminée ;
3. On estime ensuite f2k , pour k = 1, ..., p, de la même façon, mais à partir des f
1
k et ainsi de suite ;
4. On s’arrête quand les fonctions ne diffèrent plus trop d’une étape à l’autre. Il est donc nécessaire de définir
un seuil.
Dans leur ouvrage, Hastie et Tibshirani, [80], montrent la convergence de cet algorithme dans le cas de l’utilisation
de splines de lissage. En revanche, cette convergence n’est pas assurée, avec les fonctions loess.
Le principe de l’algorithme reste le même dans le cas de l’ajustement du GAM, mais diffère quelque peu en
pratique. Cet algorithme, appelé local scoring algorithm, reprend, en le généralisant, celui de la méthode des
scores de Fischer (Fischer [62]). On y retrouve donc l’expression de Taylor mais avec la notion de lissage.
L’estimation de a et des fj est effectuée par les étapes suivantes :
1. On démarre l’algorithme en donnant une valeur arbitraire à a et aux fj :
a0 = g(
n∑
j=1
yi
n
) et f01 = f
0
2 = · · · = f
0
p = 0; (2.125)
On sait alors calculer η0i = a
0 +
∑p
j=1 f
0
j (xij) et µ
0
i = g
−1(η0i ), avec g connue (fonction ln par exemple) ;
2. On construit une nouvelle variable dépendante que l’on pondère. Soit
zi = η0i + (yi − µ
0
i )
(
∂ηi
µi
)
0
. (2.126)
Soit wi une pondération de zi, dépendante de la dérivée de g−1 et de l’inverse de la variance ;
3. On ajuste un modèle additif pondéré sur les valeurs de la nouvelle variable dépendante zi. Cet ajustement se
fait à l’aide de l’algorithme précédemment introduit, d’ajustement arrière. On obtient ainsi une estimation
des fonctions f1j , la valeur des η
1
i et des µ
1
i . Enfin, on calcule le critère de convergence basé sur la somme
relative des valeurs absolues des différences entre f1j et f
0
j .
4. On revient à l’étape 2, en remplaçant les valeurs initiales par les nouvelles valeurs et on itère jusqu’à ce
que le critère de convergence soit suffisamment proche de 0.
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Au final, il est possible de mesurer la qualité de l’ajustement en calculant la déviance, qui repose sur la log-
vraisemblance ou à l’aide du critère d’Akaike (AIC pour Akaike information criterion) qui correspond à la
déviance pénalisée par un terme dépendant du nombre de paramètres du modèle (Akaike [3] [4]).
2.3 Conclusions
Nous avons donné dans ce chapitre un aperçu des différents outils de modélisation que nous utilisons par la suite.
Ces outils sont répartis en deux parties. La première concerne les méthodes basées sur la théorie du krigeage,
méthodes que nous utilisons, étendons, modifions dans le chapitre 3, relatif aux méthodes de modélisation non
fonctionnelle. Le second groupe s’attarde sur la définition des données fonctionnelles, des outils relatifs et plus
particulièrement des VCM. Ces modèles sont utilisés dans le chapitre 4 relatif aux méthodes fonctionnelles mise
en place.
L’extrême simplicité du krigeage est un de ses avantages majeurs. Le krigeage permet en effet de modéliser avec
la même simplicité des systèmes observés avec ou sans bruit, des systèmes comportant des sorties corrélées,
d’estimer des dérivées (ce qui est souvent considéré comme un problème difficile) ou de prendre en compte des
connaissances a priori, telles que des comportements particuliers aux bords du domaine (exemple des gradients
nuls). L’utilisation du krigeage pour la modélisation comportementale de systèmes nous semble pertinente tant
du point de vue théorique que pratique.
Les différents aspects de cette théorie sont utilisés ou étendus dans le chapitre 3. Ces extensions concernent
principalement notre choix de modifier la tendance déterministe par notre modèle numérique, qui est non linéaire
et le caractère fonctionnel des données.
La notion de données fonctionnelles est primordiale pour notre cas d’étude. Cette caractéristique doit obligatoire-
ment être prise en compte. Il est important de souligner que dans notre étude, contrairement aux cas rencontrés
dans les nombreux travaux sur le sujet, les variables sont des scalaires et seules les sorties sont des données
fonctionnelles.
Une étude plus attentive de nos données (section 4.1.1.1) fait apparaître la pertinence des modèles à coefficients
variables pour notre cas d’étude. Ces modèles qui supposent une relation linéaire présentent de bonnes propriétés
d’ajustement et de prédiction dans de nombreux cas, et les méthodes d’estimation des fonctions coefficients sont
relativement simple à mettre en œuvre. Enfin, nous avons donné un bref aperçu des modèles additifs généralisés,
un domaine vaste et très usité dans la littérature. Les modèles GAM permettent de modéliser de façon flexible
et interprétable une classe très large de problème concernant la relation entre une variable réponse et plusieurs
variables explicatives. C’est dans ce cadre que nous les avons appliqués dans le chapitre 4, afin de visualiser si la
relation linéaire supposée dans les VCM est valable, pour leur application.
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Chapitre
3
Approche non-fonctionnelle
Il est courant, lors d’études expérimentales, que le modèle postulé pour représenter un système physique ou
chimique ne convienne que partiellement. C’est le cas de notre système, introduit dans le chapitre 1.
Un schéma réactionnel a été élaboré et un modèle pour le mettre en œuvre a été construit (simulateur). Ce
premier modèle est fortement non linéaire, et peut s’exprimer par y = f(x,β), où y est la réponse étudiée (par
exemple la teneur en hydrocarbures imbrûlés), x les conditions expérimentales et β les paramètres cinétiques du
modèle f .
Pour ajuster ce modèle aux n = 20 résultats expérimentaux disponibles et estimer les paramètres du vecteur, la
première idée est de déterminer par moindres carrés un vecteur de paramètres globaux, valable quelle que soit
l’expérience considérée.
βˆ = argmin
β
n∑
i=1
∫ ∥∥yi(T )− f(xi, T,β)∥∥2 dT (3.1)
où yi correspond aux résultats expérimentaux de l’expérience i ([CO] et [HC]), et xi à ces conditions opératoires
([CO]0,[HC]0,[O2]0).
Malheureusement, tous les essais basés sur l’équation (3.1) se sont révélés infructueux, montrant que le modèle
proposé est insuffisant pour représenter toute la réalité expérimentale, même si les grandes tendances sont
respectées. La confrontation aux premiers résultats expérimentaux a montré son inadéquation (section 1.1.4).
Une deuxième idée pour exploiter au mieux le modèle est de considérer que celui-ci rend compte d’un effet
moyen, qui doit être corrigé d’un effet modélisé comme un processus gaussien zσ2,θ(x) de moyenne nulle et dont
la matrice de variance-covariance est paramétrée par θ.
Notre démarche est donc la suivante : nous proposons de considérer que les différences observées entre ce premier
modèle et la réalité expérimentale peuvent se représenter par un processus gaussien. Dès lors, nous posons
y = f(x,β) + zσ2,θ(x) (3.2)
où la tendance linéaire d’un modèle de krigeage classique est remplacée par le modèle initial, et où zσ2,θ(x) est
un processus gaussien centré de variance σ2 et de paramètre de portée θ. Classiquement, on a recours à un noyau
gaussien.
Les principaux intérêts du krigeage sont de :
1. Corriger les écarts entre expériences et simulations
2. Calculer la variance de prédiction en tout point, à faible coût
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Nous sommes partis de la théorie du krigeage, présentée dans le chapitre 2, afin de développer la théorie du
krigeage étendue à une tendance non-linéaire. Deux motivations expliquent l’utilisation du krigeage dans notre
cas :
1. Nécessité d’avoir un bon modèle pour faire un plan d’expériences pertinent
2. Existence d’une variance de krigeage dépendant de l’espace et donc permettant l’existence de critères et
d’outils de plan d’expériences pour des modèles de krigeage
Dans cette approche, et toutes celles présentées dans ce chapitre, on considère que la sortie d’une expérience n’est
pas une courbe mais une succession de points. Le caractère fonctionnel des sorties n’est pas pris en considération.
Les résultats obtenus font apparaître des comportements atypiques. Par exemple, la stricte positivité de la
sortie dans certains cas n’est pas respectée, du fait de l’apparition d’oscillations sur le palier final. Les travaux
de Vazquez [156] nous ont guidés vers une amélioration de cette modélisation, en conditionnant le processus
gaussien par les dérivées selon la température. Ce conditionnement par la dérivée est motivé par le fait que sur
les deux paliers identifiés sur les courbes, ces dérivées sont nulles. L’objectif est de prévenir les oscillations qui
perturbent certaines prédictions obtenues. L’ouvrage de Santner et al. [138] expose précisément la théorie dans
le cas du krigeage universel.
Comme nous l’exposons dans la section 3.2.2, bien que le conditionnement par la dérivée apporte une amélioration
de nos prédictions, celles-ci présentent néanmoins, pour des cas extrêmes des comportements singuliers. Les
limites de cette seconde approche seront clairement explicitées dans la section 3.2.3, avec notamment la remise
en cause du noyau stationnaire afin de modéliser un processus non stationnaire. Si l’utilisation de noyaux de
covariances non-stationnaires ne pose pas de problème conceptuel majeur dans le cadre d’une modélisation par
processus gaussiens (voir Ginsbourger [72]), il est plutôt rare d’en trouver dans les applications classiques du
krigeage, du fait des problèmes d’estimation qu’ils posent.
Nous avons alors décidé de déterminer une modélisation pour les dérivées en fonction de l’avancement (le taux de
conversion du polluant). Notamment, l’écart entre dérivée expérimentale en fonction de l’avancement et simulée
correspond au cas classique de modélisation par un processus gaussien conditionné aux bords. Il est possible de
montrer que ce type de processus, appelé pont brownien (voir Ginsbourger [72]), est équivalent à prendre un
noyau exponentiel conditionné aux bords. Cette particularité est à l’origine de la troisième approche présentée
dans ce chapitre : la modélisation directe de la dérivée en fonction de l’avancement.
Cependant, cette approche entraîne là encore quelques obstacles que nous avons en partie su contourner (inté-
gration de la dérivée, apparition d’un écart entre prédictions et résultats expérimentaux), et que nous présentons
dans la section 3.3.2.
La construction de ce chapitre respecte donc la démarche chronologique mise en place. Dans un premier temps,
nous présentons la théorie du krigeage à tendance non linéaire. Cette première méthode, validée sur le cas
maîtrisé, montre ses limites que nous exposons de manière claire à partir de résultats de prédiction. Dans un
second temps, nous introduisons le conditionnement par la dérivée. Encore une fois la validation sur le cas
maîtrisé, nous permet de motiver l’application sur le cas d’étude. Les résultats sont notamment comparés aux
résultats précédents afin de bien mettre en avant l’amélioration apportée par l’information de la dérivée, et
exhibent les limites de cette seconde approche. Enfin, nous terminons par la modélisation directe de la dérivée
selon l’avancement appliquée directement sur le cas d’étude.
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3.1 Krigeage à tendance non linéaire
L’inadéquation du modèle à représenter la réalité expérimentale nous a conduits à développer une méthode
afin de corriger les écarts entre expériences et simulations. La forme des résidus (différence entre expériences et
simulations) nous permet d’envisager l’utilisation du krigeage pour ajuster le modèle aux réponses expérimentales.
Pour notre cas d’étude nous avons dû étendre la théorie de krigeage au cas d’une tendance non-linéaire. En effet,
on suppose dans notre cas que les résidus peuvent se représenter par un processus gaussien zσ2,θ de moyenne
nulle et de variance-covariance donné par un noyau d’hyperparamètres σ2 et θ. On remplace donc la tendance
d’un modèle de krigeage par notre modèle numérique soit,
y = f(x,β) + zσ2,θ(x) (3.3)
où y est la réponse, x les conditions expérimentales et β les paramètres cinétiques du modèle noté f .
La première difficulté de cette approche est d’estimer les paramètres β de la tendance, qui dans notre cas corres-
pondent aux paramètres cinétiques, considérant le caractère non-linéaire de notre modèle et les hyperparamètres
du noyau σ2 et θ. La deuxième difficulté est de déterminer un critère pour la sélection des nouveaux points
d’expériences à réaliser.
Concernant l’estimation des paramètres, de manière classique nous utilisons une estimation par maximum de
vraisemblance. Cependant, de manière similaire à la théorie de régression non-linéaire, la formule analytique
traditionnelle pour β est remplacée par une procédure de minimisation.
Pour la détermination des nouveaux points d’expériences à réaliser, l’idée est de choisir les points du domaine
où notre connaissance du système au travers du modèle numérique est la plus incertaine, soit aux points de plus
forte variance de prédiction. Ce premier critère de plan d’expériences n’est pas abordé dans cette partie du fait
des limites de la méthode d’estimation exposées dans la section 3.1.5.
3.1.1 Prédicteur de krigeage
Soit un ensemble de n points d’expériences, S = [s1 . . . sn]T où si ∈ Rp et le vecteur des réponses associées,
Y = [y1 . . .yn]T . On cherche à ajuster les réponses par le modèle (3.3), où f(x,β) est une fonction non-linéaire
de x ∈ Rp et β ∈ Rq.
L’approche proposée correspond à un krigeage avec dérive externe puisque β n’est pas estimé en même temps
(Ginsbourger, [72]). On peut donc enlever la moyenne et la rajouter à la fin. En reprenant les notations de la
section 2.1.1, on obtient la formule de prédicteur de krigeage, définie par :
yˆ(x) = (r(x)− f(S,β) · λ˜)TR−1Y ,
= r(x)TR−1Y −
(
f(S,β)TR−1r(x)− f(x,β)
)T
(
f(S,β)TR−1f(S,β)
)−1
f(S,β)TR−1Y .
(3.4)
où f(S,β) est la tendance définie par f(S,β) = [f(s1,β) . . . f(sn,β)]T , et la variance de prédiction de notre
prédicteur devient,
ϕ(x) = σ2
(
1 + uT (f(S,β)TR−1f(S,β))−1u− r(x)TR−1r(x)
)
, (3.5)
où u = f(S,β)TR−1r(x) − f(x,β) et σ2 est obtenu par (3.15). La généralisation au cas multiréponse est
immédiate, il suffit de remplacer σ par σl, la variance du processus pour la lème réponse, pour obtenir la variance
de prédiction du krigeage pour la lème réponse.
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3.1.2 Estimation des paramètres
Fang et al., ([57],§5.4), montrent dans le cas du krigeage classique, qu’il est possible d’estimer séparément et
itérativement β et (σ2,θ). Nous montrons, dans le cas où la tendance est non-linéaire, que la procédure reste
valable.
L’hypothèse de normalité du modèle de krigeage gaussien, entraîne la densité de y suivante :
(2πσ2)−n/2|R|1/2 exp
{
−
1
2σ2
(y − f(x,β))TR−1(y − f(x,β))
}
. (3.6)
La log-vraisemblance est :
l(β, σ2,θ) = −
n
2
log(σ2)−
1
2
log(|R|)−
1
2σ2
(y − f(x,β))TR−1(y − f(x,β)). (3.7)
Maximiser la log-vraisemblance revient à maximiser l’estimateur de vraisemblance de (β, σ2,θ). En pratique,
maximiser simultanément (β, σ2,β) est instable numériquement à cause du déterminant de la matrice R, noté
|R|, car R peut être presque singulière et σ2 peut être très petit. De plus, les paramètres β et θ jouent des rôles
différents ; β est utilisé pour modéliser la tendance moyenne, alors que θ est un vecteur de paramètres de portée.
Il est préférable de les estimer séparément. Or, on observe que,
∂2l(β, σ2,θ)
∂β∂σ2
= −
1
σ4
(y − f(x,β))TR−1
∂f(x,β)
∂β
,, (3.8)
et
∂2l(β, σ2,θ)
∂β∂θ
= −
1
σ2
(y − f(x,β))T
∂R−1
∂θ
∂f(x,β)
∂β
. (3.9)
Comme E [y] = f(x,β),
E
[
∂2l(β, σ2,θ)
∂β∂σ2
]
= 0 = E
[
∂2l(β, σ2,θ)
∂β∂θ
]
. (3.10)
Ceci implique que l’estimateur du maximum de vraisemblance de β est asymptotiquement indépendant de celui
de (σ2,θ), car la matrice d’information de Fisher,
E
[
∂2l(β, σ2,θ)
∂β∂(σ2,θ)
]
= E


∂2l(β, σ2,θ)
∂β2
∂2l(β, σ2,θ)
∂β∂(σ2,θ)
∂2l(β, σ2,θ)
∂β∂(σ2,θ)
∂2l(β, σ2,θ)
∂(σ2,θ)2

 =
[
A 0
0 B
]
, (3.11)
est une matrice bloc diagonale. Ceci nous permet d’estimer β et (σ2,θ) séparément et itérativement.
3.1.3 Algorithme mis en place
Soit le vecteur de paramètres θ, de dimension d. Dans le cas isotrope, d = 1 et d = p, la dimension de x, pour le
cas anisotrope (à titre informatif, les différentes méthodes présentées dans ce manuscrit qui utilisent un noyau,
sont appliquées dans le cas anisotropique, c’est pourquoi nous noterons θ de dimension p) . On cherche (une
approximation de) θ∗ dans la région 0 < lj ≤ θj ≤ uj , j = 1, . . . , q, où lj et uj sont respectivement la borne
inférieure et supérieure du j e`me composant de θ.
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Le choix optimal de θ∗ est défini comme l’estimateur de maximum de vraisemblance. On cherche θ∗, qui maximise
la log-vraisemblance, soit
θ∗ = max
θ
{l(β, σ2,θ)}. (3.12)
.
Or β et σ2 sont inconnus. β est estimé en minimisant,
(y − f(x,β))TR−1(y − f(x,β)), (3.13)
par rapport à β. Cette formule correspond au critère des moindres carrés généralisés classique puisque,
E[y] = f(x,β) Cov[y] = σ2R. (3.14)
Ensuite, on estime σ2 en résolvant
∂l(β, σ2,θ)
∂σ2
= 0, et on a :
σˆ2 = n−1(y − f(x, βˆ))TR−1(y − f(x, βˆ)). (3.15)
On remplace alors σ2 par (3.15) dans (3.7), la log-vraisemblance devient :
l(β, σ2,θ) = −
n
2
(
log(σ2 · |R|
1
n ) + 1
)
. (3.16)
D’après (3.16) et (3.12), on cherche θ∗ tel que :
θ∗ = min
θ
{ψ(θ) = σ2 · |R|
1
n }. (3.17)
L’algorithme consiste à chercher θ∗, en minimisant la fonction objectif (3.17) à l’aide d’une méthode de Hooke
et Jeeves modifiée, décrite dans Kowalik et Osborne,[92], Section 2.4. Pour chaque appel à la fonction objectif,
on procède à une mise à jour de β à l’aide de (3.13) puis de σ2 avec (3.15).
Pour plus de renseignements Lophaven et al., ([97], Section 6) décrivent précisément les étapes de l’algorithme,
dans le cas linéaire. La seule modification apportée porte sur le calcul de β.
D’un point de vue pratique, pour éviter les problèmes d’instabilité numérique, on décompose R par la factorisa-
tion de Cholesky,
R = CCT . (3.18)
Ainsi, (3.15) devient,
σˆ2 = n−1(y − f(x, βˆ))TR−1(y − f(x, βˆ)),
= n−1(y − f(x, βˆ))T (CCT )−1(y − f(x, βˆ)),
= n−1(y − f(x, βˆ))TC−TC−1(y − f(x, βˆ)),
= n−1||C−1(y − f(x, βˆ))||22.
(3.19)
De même, l’estimation de β s’obtient en minimisant,
||C−1(y − f(x,β))||22. (3.20)
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Dépendant du choix de la fonction de corrélation choisie et du paramètre θ, la matrice R peut être mal condi-
tionnée. Afin de réduire l’effet des erreurs d’arrondis, on utilise une factorisation de Cholesky modifiée, où (3.18)
est remplacée par
CCT = R+ νId où ν = (10 + n)εm, (3.21)
où εm est la précision machine (εm = 2−52 ≃ 2, 22.10−16 pour nous).
3.1.4 Applications
Nous présentons dans cette section deux applications de notre méthode d’estimation. Tout d’abord sur le cas
maîtrisé, puis sur le cas d’étude.
La première étape, sur le cas maîtrisé, nous permet de confronter les résultats obtenus par notre méthode aux
résultats obtenus par un krigeage classique, et ainsi de pouvoir conclure quant à la pertinence de notre modèle.
On rappelle que ce cas a été construit de manière à correspondre à notre cas d’étude, mais plus simple et
totalement maîtrisé. L’idée est de valider dans un premier temps notre méthodologie sur ce cas avant de passer
à notre cas d’étude.
Cette deuxième étape, l’application sur notre cas d’étude, est ensuite présentée. Des résultats de prédiction sont
exhibés et commentés. À partir de ces résultats, nous dressons, dans la dernière section, les limites de notre
méthode et les améliorations envisagées.
3.1.4.1 Comparaison krigeage classique et à tendance non linéaire sur le cas maîtrisé
Pour comparer le krigeage à tendance non-linéaire (KNL), que nous avons mis au point, au krigeage classique,
nous avons appliqué ces deux méthodes sur notre cas maîtrisé. Nous montrons que le KNL s’ajuste mieux aux
résultats expérimentaux que le krigeage à tendance linéaire, en dehors du domaine d’échantillonnage (zones
d’extrapolation). Mais surtout, nous montrons que la qualité de prédiction est bien meilleure avec le krigeage à
tendance non-linéaire.
Le modèle de krigeage à tendance linéaire choisi est le suivant :
Y (x) = f(x)Tβ + zσ2,θ(x) (3.22)
où :
– Y est la réponse expérimentale,
– x est le vecteur des conditions expérimentales : la concentration initiale de l’espèce A, la température et le
temps,
– f(x) est une fonction linéaire des entrées,
– β est le vecteur des coefficients de régression
– zσ2,θ(x) est un processus stochastique de moyenne nulle, de paramètres σ2 et θ.
Le krigeage non-linéaire choisi est défini par le modèle suivant :
Y (x) = f(x,β) + zσ2,θ(x) (3.23)
où f(x,β) correspond à la tendance, dans notre cas le modèle régi par le système cinétique, et β est le vecteur
des paramètres cinétiques du modèle.
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Dans les deux cas, la corrélation utilisée est la corrélation gaussienne anisotrope. Les résultats obtenus sont
présentés dans les figures 3.1a et 3.1b, correspondant respectivement au krigeage à tendance linéaire et au KNL.
À temps fixé à 100 secondes, nous avons choisi 30 points (10 températures pour 3 [A]0 différents) représentés par
les points noirs sur les figures. La courbe bleue correspond aux résultats expérimentaux, et les courbes pointillées
à la prédiction de krigeage.
Pour le krigeage à tendance linéaire, l’ajustement du modèle n’est pas bon en dehors du domaine d’échantillon-
nage. De plus, les β calculés n’ont pas de sens physiques, puisque ces derniers correspondent aux coefficients du
modèle 3.22.
Pour le krigeage à tendance non-linéaire, l’ajustement est bien meilleur dans les zones d’extrapolation, car le
simulateur est bon dans cette région. La prédiction est interpolante, et de plus, les β calculés correspondent aux
paramètres cinétiques optimaux du système (1.22).
−20 −10 0 10 20 30 40 50 60
−1.5
−1
−0.5
0
0.5
1
1.5
2
2.5
3
3.5
Température (°C)
[A
]
Temps=100
Résultats expérimentaux
Prédictions
Points d’expériences
(a) Résultat du krigeage à tendance linéaire
−20 −10 0 10 20 30 40 50 60
0
0.5
1
1.5
2
2.5
3
Température (°C)
[A
]
Temps=100
Résultats expérimentaux
Prédictions
Points d’expériences
(b) Résultat du krigeage à tendance non-linéaire
Figure 3.1 – Résultats du krigeage tendance linéaire et non-linéaire pour un temps de 100 secondes
On peut voir que la courbe de krigeage, dans le cas non-linéaire, prend des valeurs négatives autour de la
température de 25°C, pour une concentration initiale de 2. Ce phénomène est dû aux oscillations induites par
le krigeage. En effet, on a interpolation des points d’expériences, et entre on a une gaussienne. L’importance du
phénomène est à minimiser dans un premier temps, même si rappelons-le cela n’a pas de sens physique. Il est
possible de répondre en partie au problème en rajoutant des points d’expériences.
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Figure 3.2 – Résultats de prédiction du krigeage tendance linéaire et non-linéaire pour un temps de 80 secondes
et A0 = 2.5
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À partir des modèles déterminés par le krigeage à tendance linéaire et le krigeage non-linéaire, nous prédisons
l’évolution de notre système pour un temps et une concentration initiale, différents de ceux pris dans le plan
d’expériences. La figure 3.2 présente la prédiction pour un temps de 80 secondes et une concentration initiale,
A0 = 2.5, à l’aide de nos deux modèles déterminés.
La courbe bleue correspond aux résultats expérimentaux, celle en rouge à la prédiction par KNL, et celle en noir
à la prédiction par krigeage tendance linéaire. Dans le cas du KNL, la prédiction est bien meilleure que celle
obtenue avec le krigeage tendance linéaire. En effet, on constate que la prédiction par krigeage à tendance non-
linéaire est très proche des résultats expérimentaux, alors que la prédiction par krigeage tendance linéaire non
seulement est éloignée, mais la forme même de la courbe ne correspond pas à celles des résultats expérimentaux.
3.1.4.2 Application du krigeage à tendance non linéaire sur le cas d’étude
L’application du krigeage à tendance non-linéaire sur le cas d’étude a été faite à partir des expériences à notre dis-
position. Les points d’expériences sont choisis uniformément sur les courbes lissées par rapport à la température.
On définit ainsi notre matrice d’expériences et les réponses associées.
Avant de présenter les résultats, il apparaît judicieux de présenter précisément la construction de la matrice
d’expériences S et du vecteur des sorties associées Y . Les approches présentées dans ce chapitre considèrent les
courbes en sorties non pas comme des courbes, mais comme une succession de points. Ainsi, on sélectionne un
nombre nT de températures pour lesquelles on récupère les valeurs en sortie.
La matrice S est donc une matrice bloc de taille n · nt × p, avec n le nombre d’expériences et p (=4 dans notre
cas) le nombre de variables. Chacun des n blocs est construit de la manière suivante :
1. la première colonne correspond aux températures associées à chacun des points : discrétisation uniforme de
taille nT entre la température minimale commune à tous les essais, et la température maximale commune,
2. les trois autres colonnes correspondent respectivement aux concentrations initiales de HC, CO et O2 de
l’essai considéré. Par conséquent, dans une colonne les éléments sont égaux.
Nous donnons ci-dessous une définition de la matrice d’expériences S et du vecteur des sorties associées Y à
titre informatif. Cette définition est un peu abusive quant aux notations utilisées, mais n’a uniquement pour but
que de clarifier la construction de ces matrices.
S =


T1 [HC]10 [CO]
1
0 [O2]
1
0
...
...
...
...
TnT [HC]
1
0 [CO]
1
0 [O2]
1
0
T1 [HC]20 [CO]
2
0 [O2]
2
0
...
...
...
...
TnT [HC]
2
0 [CO]
2
0 [O2]
2
0
...
...
...
...
T1 [HC]n0 [CO]
n
0 [O2]
n
0
...
...
...
...
TnT [HC]
n
0 [CO]
n
0 [O2]
n
0


,Y =


Y 1(T1)
...
Y 1(TnT )
Y 2(T1)
...
Y 2(TnT )
...
Y n(T1)
...
Y n(TnT )


(3.24)
où T = [T1, · · · , TnT ] est le vecteur des températures discrétisées (le même pour tous les essais), [esp]
i
0 correspond
à la concentration initiale de l’espèce esp pour l’expérience i et Y i(Tj) est la sortie considérée (soit HC ou CO)
de l’expérience i à la température Tj .
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Les deux sorties sont traitées indépendamment. La matrice d’expériences ainsi définie avec les réponses associées
permet l’estimation de β, ainsi que σ2 et θ, définissant le processus stochastique zσ2,θ. À l’aide de la formule
(3.4), il est alors possible de prédire l’évolution de CO et HC en n’importe quel point du domaine.
La démarche mise en place afin d’éprouver notre méthode reprend les deux mêmes étapes que pour le cas
maîtrisé : dans un premier temps, nous utilisons les n = 20 expériences à disposition pour estimer les paramètres
et étudions la prédiction pour un de ces essais afin de vérifier que nos résultats sont interpolants et de bonne
qualité, puis dans un second temps, nous n’utilisons que 19 des 20 essais, et comparons le résultat de prédiction
avec le résultat expérimental pour l’essai exclu du domaine d’apprentissage. Cette seconde étape est réalisée pour
chaque essai et nous permet de mieux observer la qualité de prédiction.
Prédictions pour un essai inclus dans le domaine d’apprentissage
D’un point de vue pratique, nous avons pris nT = 15 points uniformément répartis selon la température sur
chacune des n = 20 expériences, soit 300 points. À partir de ces points, nous avons estimé les paramètres
de notre modèle, et prédisons les sorties HC et CO pour un de ces essais. Les figures 3.3a et 3.3b illustrent
respectivement pour la sortie CO et HC, les résultats de prédiction pour un essai (essai 10) compris dans le
domaine d’apprentissage et utilisés pour l’estimation des paramètres.
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Figure 3.3 – Résultats de prédiction pour un essai inclus dans le domaine d’apprentissage
Sur les deux figures, la courbe rouge correspond à la prédiction obtenue, la bleue au résultat expérimental, la
verte à la tendance (le simulateur), et les points noirs aux points d’expériences relatifs à cet essai qui ont été
utilisés pour l’estimation des paramètres.
La première chose que l’on vérifie à l’aide de ces premières figures est l’interpolation des prédictions aux points
d’expériences utilisés. De plus, on retrouve, comme dans le cas maîtrisé, des oscillations sur le palier final mais
également sur le palier initial pour HC. Deuxième remarque, on constate que pour le CO le simulateur est
relativement proche des résultats ce qui n’est pas le cas pour le HC. Néanmoins, dans les deux cas, mis à part les
oscillations, les prédictions obtenues sont relativement bonnes, puisque ces dernières sont proches des résultats
expérimentaux.
Nous avons étudié, pour tous les jeux, les résultats de prédiction. Bien que le modèle numérique ne représente
pas les résultats expérimentaux de manière satisfaisante, les prédictions obtenues par le krigeage à tendance
non linéaire, pour chaque sortie, sont proches des résultats expérimentaux, c’est-à-dire que zσ2,θ joue un rôle
complémentaire au modèle numérique.
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En regardant pour les autres essais les prédictions, dont nous n’exposons pas les résultats, on observe que les
oscillations, qui apparaissent sur les deux paliers, se situent là où la forme de la courbe change brusquement
et fortement, soit avant et après la décroissance, et sont plus marquées pour le HC du fait de sa plus forte
non linéarité. En plus de ne pas respecter la contrainte de décroissance du système (puisque le piège traite les
polluants mais n’en fabrique pas), ces oscillations entraînent des concentrations négatives, ce qui est physiquement
impossible.
Pour limiter ce phénomène, une possibilité est d’ajouter des points dans l’ensemble d’apprentissage, par une
plus grande discrétisation. En prenant 17 points au lieu de 15 uniformément répartis selon la température, il est
possible d’observer que les oscillations sont moins fortes mais toujours présentes. Cependant, l’ajout de points
est une alternative peu pertinente, puisque d’une part le temps de calcul évolue rapidement selon le nombre de
points ajoutés et d’autre part, un trop grand nombre de points peut conduire à des problèmes numériques.
Une solution envisagée pour prévenir ces oscillations est d’utiliser l’information apportée par les dérivées selon
la température, puisque sur les paliers ces dérivées sont nulles. Cette solution est l’objet de la section 3.2.
Prédictions pour un essai exclu du domaine d’apprentissage
L’étape suivante a été de vérifier les qualités de prédictions de notre méthode pour des points du domaine non
inclus dans l’ensemble d’apprentissage. Pour cela, nous excluons un des jeux de données de l’ensemble utilisé
pour l’estimation et comparons les résultats de prédiction aux résultats expérimentaux dont nous disposons.
En pratique, nous avons choisi nT = 15 points uniformément répartis selon la température sur 19 des 20 jeux
d’expériences à disposition, on dispose donc de 285 points d’expériences à partir desquels les estimations des
paramètres sont effectuées. Au final, nous prédisons la sortie pour l’essai non utilisé, et comparons le résultat
obtenu au résultat expérimental. Nous réitérons cela pour chaque essai et chaque sortie.
Afin de mesurer la qualité de prédiction pour chacun des jeux, nous calculons pour chacun d’eux, l’erreur moyenne
quadratique (EMQ) entre le résultat expérimental (normalisé) et la prédiction obtenue, soit
EMQ =
1
m
m∑
i=1
(yexp(Ti)− yˆ(Ti))
2
, (3.25)
où m est le nombre de températures où la prédiction est effectuée, yexp est la courbe expérimentale et yˆ la courbe
prédite. Il est important de préciser que les calculs ont été effectués sur les valeurs normalisées (entre 1 et 0) des
courbes, afin de pouvoir comparer les résultats entre eux et avec d’autres approches présentées par la suite. De
plus, pour les valeurs expérimentales nous utilisons les courbes lissées (voir annexe A pour la méthode de lissage
appliquée).
Les résultats de ces EMQ sont exposés sur la figure 3.4a, pour la sortie CO et 3.4b pour le HC. La première
chose que l’on observe est que, d’une manière générale, la méthode de krigeage à tendance non-linéaire développée
donne de meilleurs résultats pour la sortie CO. Ce constat s’explique par le fait que la non linéarité que l’on
observe pour CO est moins forte que pour la sortie HC.
En ce qui concerne les EMQ obtenues pour CO, ceux-ci sont relativement faibles impliquant des résultats de
prédiction proche des résultats expérimentaux. Néanmoins, pour trois de ces essais, on remarque des valeurs
beaucoup plus élevées : les essais 1, 3 et 4. Pour comprendre pourquoi, pour ces essais, la méthode est moins
performante, il est nécessaire de se reporter à leur localisation dans le domaine expérimental (voir figure 1.10).
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Figure 3.4 – Valeurs des EMQ obtenues pour chaque jeu de données à disposition selon chacune des deux sorties
par krigeage à tendance non-linéaire
L’étude de la répartition de ces points, nous montre que ces trois essais correspondent à des essais extrêmes et
isolés. Le fait que ces trois essais soient isolés est la raison de l’échec de la méthode, puisque, on le rappelle, à
chaque fois le jeu est exclu de l’ensemble d’apprentissage pour l’estimation des paramètres. Or, on sait que les
méthodes de krigeage sont d’autant plus mauvaises dans les zones d’extrapolation que l’on se situe loin de points
d’expériences (voir Vasquez [156]).
De plus, pour les essais 1 et 3, ce sont des essais à fortes teneurs en polluants, à l’inverse l’essai 4 correspond
à un cas de très faible teneur en polluants. Cette faible teneur en polluants explique que l’essai 4 bien que mal
prédit, soit meilleur que les deux autres. En effet, il est possible de montrer que le comportement du simulateur
est meilleur dans ce cas de figure.
Pour ce qui est de HC, comme nous l’avons mentionné sa forte non linéarité est à l’origine des résultats de
prédiction moins proches des résultats expérimentaux. On retrouve les essais 1 et 3 qui ont des EMQ très
élevées, et ce pour les mêmes raisons qu’évoquées précédemment (essais isolés et forte teneur en polluants),
cependant pour l’essai 4 le constat est différent. Pour cet essai, le simulateur est proche des résultats observés
expérimentalement (du fait de la faible teneur en HC), donc bien qu’isolé, la prédiction est bonne.
On retrouve ce constat pour les autres essais. En effet, on observe que les essais les plus mauvais au sens de
l’EMQ, mis à part les essais 1 et 3, correspondent à des essais où les teneurs en polluants CO, HC ou les deux,
sont élevées (essais 19, 16, 17, 9). On retrouve donc le fait que plus la teneur en polluants est élevée, plus le
simulateur est inadéquat à représenter la sortie HC. Le complément de modèle joue bien son rôle mais ne suffit
pas à compenser l’écart observé de manière satisfaisante.
Afin d’illustrer les prédictions que l’on obtient, nous exposons les pires et meilleurs résultats pour chaque sortie
selon l’EMQ. Les figures 3.5a et 3.5b correspondent respectivement aux pire et meilleur cas pour CO, et les
figures 3.6a et 3.6b celles respectivement pour HC. Pour chacune de ces figures, la courbe rouge correspond à
la prédiction obtenue par krigeage à tendance non-linéaire, la courbe bleue aux résultats expérimentaux et la
courbe en pointillé verte représente la tendance donnée par le simulateur.
L’étude de ces courbes vient conforter les premières conclusions émises. En effet, pour ce qui est des pires cas,
on observe que la prédiction correspond à la tendance donnée par le simulateur. L’absence de points dans le
domaine expérimental proche de ces essais, conjuguée à des petites portées est à l’origine de ce phénomène. Le
complément de modèle zσ2,θ étant nul dans ce cas (ou presque en tout point), la prédiction correspond aux
résultats du simulateur.
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Figure 3.5 – Résultats de la prédiction par krigeage à tendance non-linéaire pour la sortie CO : pire et meilleur
cas au sens de l’EMQ
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Figure 3.6 – Résultats de la prédiction par krigeage à tendance non-linéaire pour la sortie HC : pire et meilleur
cas au sens de l’EMQ
En revanche, pour les meilleurs cas, les prédictions des deux sorties ont des comportements différents. Pour ce
qui est de CO, la forme du modèle numérique est différente de la forme des résultats expérimentaux, cependant
la prédiction est bonne puisqu’elle arrive à s’ajuster aux données observées expérimentalement. Le complément
de modèle joue bien son rôle.
Pour ce qui est du cas présenté pour HC, le simulateur est proche de la courbe bleue. La prédiction est donc
bonne, cependant comme sur la figure 3.3b, on constate une oscillation en fin de décroissance conduisant à des
concentrations négatives. Ce qui d’un point de vue expérimentateur est inaceptable.
3.1.5 Conclusions et limites
La méthode d’estimation des paramètres introduite et appliquée a montré sur notre cas maîtrisé de bons résultats
de prédiction. De plus, nous avons également pu confronter ces résultats à ceux obtenus par un krigeage classique,
et nous en avons conclu que ce type de méthode est pertinent pour des cas où l’on remplace la tendance linéaire
par un modèle non-linéaire dont il nous faut estimer les paramètres.
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Cependant, l’application sur notre cas d’étude a mis en évidence les limites de cette méthode. En effet, nous
avons constaté que bien que les prédictions soient meilleures au sens de la proximité et de la forme de la courbe
que le simulateur initial, on observe l’apparition d’oscillations, notamment sur les paliers initiaux et finaux. Ce
comportement n’a aucun sens physique, et peut conduire à des concentrations négatives.
Afin de répondre à ce problème, la solution envisagée est de conditionner le krigeage par la dérivée. En effet, sur
les deux paliers, on a une dérivée nulle. Cette méthode est connue sous le nom de cokrigeage.
L’intérêt de cette méthode est de forcer la prédiction sur ces paliers à une valeur correspondant à la concentration
initiale de l’espèce concernée, pour le premier palier, et à 0 sur le palier final. De plus, cette méthode permet
une amélioration de la prédiction sur des zones sous-échantillonnées et en extrapolation (Tapsoba et al, [151]).
C’est l’objet de la prochaine partie.
3.2 Conditionnement par la dérivée
Les oscillations apparues dans les prédictions par notre modèle de krigeage à tendance non-linéaire, surviennent
principalement quand la forme de la réponse change fortement. Ces brusques variations sont expliquées par
le fait que le processus n’est pas stationnaire. Les hypothèses de modélisation ne sont pas vérifiées et donc la
prédiction n’est pas adéquate. Pour contraindre la forme de la courbe, nous suggérons dans cette partie d’inclure
la connaissance des dérivées dans la procédure d’estimation.
En outre, puisque la dérivée est un opérateur linéaire, la loi jointe entre réponses et dérivées reste gaussienne.
Par conséquent, l’inférence et la prédiction sont menées de la même manière que précédemment. Le chapitre 2
présente dans le cas du krigeage universel, l’équivalence des formules de prédicteurs et de variance, avec et sans
conditionnement par la dérivée.
Partant du fait que les deux paliers initiaux et finaux ont des dérivées nulles, conditionner le krigeage par
les dérivées peut être une bonne solution afin de remédier au problème d’oscillations. Tapsoba et al. [151]
montrent que ce conditionnement par la dérivée améliore la prédiction sur des zones sous échantillonnées et en
extrapolation.
Nous nous sommes inspirés de leurs travaux, et les avons adaptés à notre cas d’étude. Notamment, le condi-
tionnement est effectué uniquement sur les paliers. Le principal intérêt de ce conditionnement par la dérivée
est de conserver ces paliers observés expérimentalement. Les dérivées selon la température en chaque point
d’expériences sur ces paliers sont nulles.
Comme précédemment, nous appliquons tout d’abord la méthode sur notre cas maîtrisé, et comparons les
résultats à ceux par krigeage à tendance non-linéaire sans conditionnement. Les résultats probants sur ce cas,
nous permettent dans un second temps d’appliquer la méthode sur notre cas d’étude. Enfin nous concluons et
présentons, grâce aux résultats exposés, les avantages et inconvénients de notre méthode.
3.2.1 Présentation de la démarche
Le conditionnement par la dérivée selon la température correspond à un krigeage multisortie appelé également
cokrigeage (Chilés et Delfiner [29], Santner et al. [138]). Une des sorties est la dérivée selon la température, et
on sait exprimer la covariance entre la réponse et sa dérivée à travers une matrice C. Dans ses travaux de thèse,
Vazquez [156] introduit le cokrigeage et présente plusieurs applications liées à la prédiction de la dérivée. Il montre
notamment que la prédiction d’une sortie avec informations sur la dérivée permet d’améliorer les prédictions,
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par exemple, lorsque l’on connaît des comportements du système aux limites de son domaine de définition, tels
que des gradients nuls.
Dans notre cas, on sait que les courbes ont une forme générale composée d’un premier palier où rien ne se passe
(le piège n’est pas actif, la concentration est constante), une décroissance plus ou moins brutale (le piège entre
en action) et un palier final où la concentration est également constante (tous les polluants sont convertis).
On souhaite donc incorporer l’information des gradients nuls selon la température (une des entrées) dans notre
modèle de krigeage à tendance non-linéaire.
Soient s = (s1, · · · , sn1) le vecteur des n1 points d’expériences de taille p où la sortie est connue, v = (v1, · · · , vn2)
le vecteur des n2 points d’expériences de taille p où l’on connaît la dérivée partielle selon la première direction
(la température).
On pose :
Y =
(
Y1, · · · , Yn1 , Y
(1)
1 , · · · , Y
(1)
n2
)T
, (3.26)
et
F =
(
f(s1,β), · · · , f(sn1 ,β), f
(1)(v1,β), · · · , f (1)(vn2 ,β)
)
(3.27)
où l’exposant (1) fait référence aux sorties relatives aux dérivées partielles selon la première composante (la
température dans notre cas), par exemple f (1)(v1,β) = ∂f(v1,β)/∂v1,1 avec v1,1 correspondant à la température.
La matrice d’expériences utilisée pour l’estimation est donc définie par X = [s v]T , avec s et v définie comme
dans la section 3.1.4.2 (voir équation 3.24).
Concernant le calcul des dérivées expérimentales partielles selon la température, celles-ci ne peuvent être calculées
à partir des résultats expérimentaux bruts, elles sont donc calculées par différences finies à partir des données
expérimentales lissées. L’annexe A décrit l’étape de lissage que nous avons mise au point. Cette dernière assure
notamment la contrainte de décroissance de la sortie.
En nous basant sur les travaux de Santner et al, [138], nous avons fait le choix d’utiliser une corrélation spatiale
gaussienne anisotropique, définie par,
∀h ∈ Rp, Rθ(h) = exp
{
−
p∑
i=1
θih
2
i
}
. (3.28)
Cette première relation définit les corrélations entre les éléments de Yi, 1 ≤ i ≤ n1. Afin de calculer les fonctions
de corrélations entre les éléments de Yi(·) et Y
(1)
j (·) deux à deux, nous partons de la corrélation (3.28) que nous
dérivons par rapport à la température, soit la première composante des points si (ou vj), que l’on note par sj,1
(resp. vj,1).
Au final, on obtient les formules de covariances suivantes :
Cov
(
Y (si), Y (1)(vj)
)
= σ22θ1(si,1 − vj,1)Rθ(si − vj) (3.29)
Cov
(
Y (1)(vi), Y (1)(vj)
)
= σ2(2θ1 − 4θ21(vi,1 − vj,1)
2)Rθ(vi − vj) (3.30)
CHAPITRE 3. APPROCHE NON-FONCTIONNELLE 91
On a donc,
C =
(
C00 C01
CT01 C11
)
, (3.31)
où C00 est la n1 × n1 matrice des corrélations parmi les éléments de Yi,1 ≤ i ≤ n1, calculée par la corrélation
spatiale, équation 3.28, C01 est la n1 × n2 matrice des corrélations entre Yi et Y
(1)
j ,1 ≤ j ≤ n2, donnée par
l’équation 3.29, et C11 est la n2 × n2 matrice des corrélations parmi les éléments de Y
(1)
j , évaluée par la relation
3.30.
Enfin, le vecteur de corrélation, c = (c0, c1)
T , entre un nouveau point x0 et les points d’expériences est défini
par,
c0 = (Rθ(x0 − si))1≤i≤n1 (3.32)
c1 = (2θ1(x0,1 − vj,1)Rθ(x0 − vj))1≤j≤n2 (3.33)
Les diverses notations ayant été définies, les formules de prédicteur de krigeage et l’algorithme d’estimation des
paramètres restent les mêmes que celles introduites dans la section 3.1, mise à part le fait que la matrice C se
substitue à la matrice R, et le vecteur c au vecteur r. Par conséquent, le prédicteur de krigeage est défini par,
yˆ(x) = c(x)TC−1Y −
(
f(S,β)TC−1c(x)− f(x,β)
)T
(
f(S,β)TC−1f(S,β)
)−1
f(S,β)TC−1Y .
(3.34)
3.2.2 Application sur le cas maîtrisé
Comme précédemment, afin d’évaluer la méthode, nous l’appliquons sur notre cas maîtrisé. Les résultats et
conclusions nous guideront vers l’application sur notre cas d’étude.
Le plan d’expériences est construit de la manière suivante : trois concentrations initiales, huit temps fixes sont
choisis et dix températures sont prises uniformément sur chaque courbe. Ainsi, le plan contient 240 points.
Dans le cas présenté ici, le choix de la prise en compte de l’information de la dérivée s’est porté en chacun
des points d’expériences, et non pas uniquement sur les paliers. Autrement dit, s = v dans ce cas. La théorie
de krigeage à tendance non-linéaire est d’abord appliquée, puis l’information de la dérivée est ajoutée, afin de
conclure sur l’apport de cette information.
Il est également intéressant de préciser que pour ce cas maîtrisé, la valeur de la dérivée pour le "simulateur",
est calculée par une formule analytique, déterminée à partir du système cinétique introduit dans le chapitre 1,
section 1.2.1.
La figure 3.7 présente les résultats obtenus. La courbe pleine bleue correspond à la courbe expérimentale. La
courbe pleine rouge représente la prédiction obtenue par krigeage à tendance non-linéaire avec les dérivées, et
celle en pointillée, par krigeage à tendance non-linéaire, sans dérivée. Les points noirs correspondent aux points
expérimentaux utilisés dans le cas présenté.
On observe que les deux courbes pleines sont quasiment confondues. De plus, comme nous l’espérions, le problème
d’oscillations sur le palier final conduisant à des concentrations négatives a disparu.
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Figure 3.7 – Prédictions du cas maîtrisé par krigeage à tendance non-linéaire sans dérivée(courbe pointillée
rouge), et avec dérivée (courbe pleine rouge) comparées aux résultats expérimentaux (courbe pleine bleue)
On en conclut que cette méthode corrige bien le problème d’oscillations comme attendu et par conséquent la
prédiction est très bonne. Ainsi, l’application sur notre cas d’étude apparaît judicieuse afin d’obtenir une bonne
représentation de notre système, sans comportements atypiques tels que des concentrations négatives.
Cette méthode nous permet également de prédire la valeur de la dérivée. En effet, le conditionnement est
équivalent à un krigeage multi-sorties pour lequel la dérivée est choisie comme seconde sortie. La figure 3.8
expose le résultat de prédiction pour la dérivée.
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Figure 3.8 – Prédiction de la dérivée pour le cas maîtrisé (courbe rouge) comparées à la dérivée expérimentale
(courbe bleue)
On s’aperçoit que la prédiction de la dérivée est bonne, mis à part pour des températures élevées, où l’on voit
apparaître des oscillations. Celles-ci sont à l’origine des oscillations très petites observées sur le palier final de
la figure 3.7. Néanmoins, l’importance de ces oscillations est à minimiser car d’une part celles-ci sont faibles, et
d’autre part elles n’entraînent pas de concentrations négatives.
CHAPITRE 3. APPROCHE NON-FONCTIONNELLE 93
3.2.3 Application sur le cas d’étude
Les résultats obtenus sur notre cas maîtrisé justifient l’application du krigeage à tendance non-linéaire conditionné
par la dérivée (KNLD) sur notre cas d’étude. Le conditionnement par la dérivée n’est effectué que sur les paliers
initiaux et finaux, où les valeurs de dérivées sont en dessous d’un certain seuil, proche de zéro.
Dans un premier temps, nous avons essayé, comme sur le cas maîtrisé, de conditionner par les dérivées en chacun
des points d’expériences, mais les résultats nous ont montré que le processus était trop contraint pour s’ajuster
efficacement et nous rappelons de plus, que les oscillations surviennent sur les deux paliers à proximité de la
décroissance, d’où notre choix de ne tenir compte de l’information de la dérivée uniquement sur les paliers.
La démarche d’application sur notre cas d’étude reprend le cheminement suivit dans la section 3.1.4.2, c’est-à-
dire dans un premier temps, tous les essais sont pris pour l’estimation des paramètres et nous prédisons la sortie
pour l’essai 10, puis dans un second temps, nous réalisons la prédiction pour tous les essais, avec chaque fois
l’exclusion du jeu prédit de l’ensemble d’apprentissage.
La première étape nous permet de constater l’amélioration apportée par le conditionnement, la seconde de
conclure quant à la pertinence de notre méthode.
Prédictions pour un essai inclus dans le domaine d’apprentissage
Comme précédemment, nous avons pris nT = 15 points uniformément répartis selon la température sur chacune
des n = 20 expériences, soit n1 = 300 points contenus dans le vecteur s. Parmi ces points, ceux dont la dérivée
selon la température est inférieure à un certain seuil (proche de 0), sont sélectionnés pour former le vecteur v.
À partir de ces deux vecteurs, nous construisons la matrice d’expériences X = [s v]T et le vecteur des sorties
Y associées, et estimons les paramètres de notre modèle, afin de prédire les sorties HC et CO pour un de ces
essais. Les figures 3.9a et 3.9b illustrent respectivement pour la sortie CO et HC, les résultats de prédiction
pour l’essai 10, le même que celui présenté dans la section 3.1.4.2, pour pouvoir comparer les résultats obtenus
par les deux méthodes.
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Figure 3.9 – Résultats de prédiction pour un essai inclus dans le domaine d’apprentissage
Première remarque, le simulateur (courbe en pointillé verte) est plus proche des résultats expérimentaux que ce
que l’on observe sur la courbe 3.3. Cependant, les résultats de prédiction sont relativement proches des résultats
précédents.
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Lors de l’application du krigeage à tendance non linéaire, on rappelle que nous avions observé des oscillations
en fin de décroissance pour CO et HC et également au début de la décroissance pour HC.
On en conclut que le conditionnement par la dérivée mis en place permet de répondre en partie à ce problème. En
effet, pour la sortie CO, on remarque que non seulement la prédiction est très bonne, mais de plus, les oscillations
ont disparus. Pour la sortie HC, les oscillations sur le palier initial ont été éliminées, mais, en revanche, il subsiste
sur le palier final, à la base de la décroissance une oscillation.
Cette constatation met en lumière la plus grande difficulté d’estimation des paramètres pour la sortie HC. En
effet, on a pu voir que la non linéarité pour cette sortie est très forte, la non-stationnarité du phénomène est
d’autant plus marquée, alors que le noyau utilisé dans notre approche est un noyau stationnaire. Autrement
dit, les observations du complément de modèle z, ne peuvent être considérées comme stationnaires en T . Nous
revenons sur ce point dans la section conclusions et limites (section 3.2.4).
Prédictions pour un essai exclu du domaine d’apprentissage
La méthode d’échantillonnage utilisée est identique à celle des précédentes applications, c’est-à-dire nT = 15
points uniformément répartis sur 19 des 20 expériences, et la prédiction est effectuée sur la vingtième. Les
valeurs des EMQ (équation 3.25) pour chacun des essais sont données sur les figures 3.10a et 3.10b.
0 5 10 15 20
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
0.045
0.05
0.055
0.06
E
M
Q
 p
o
u
r 
C
O
n° exp
(a) Valeurs des EMQ pour CO
0 5 10 15 20
0
0.005
0.01
0.015
0.02
0.025
0.03
E
M
Q
 p
o
u
r 
H
C
n° exp
(b) Valeurs des EMQ pour HC
Figure 3.10 – Valeurs des EMQ obtenues pour chaque jeu de données à disposition selon chacune des deux sorties
par krigeage à tendance non-linéaire conditionné par la dérivée
D’une manière générale, pour les deux sorties, les valeurs des EMQ sont inférieures aux valeurs observées des EMQ
pour le krigeage à tendance non-linéaire sans conditionnement. On constate donc que l’information apportée par
les dérivées entraîne une réelle amélioration de nos prédictions.
Pour ce qui est de CO, on retrouve nos trois essais à forte EMQ (essais 1, 3 et 4). Dans les autres cas, les valeurs
des EMQ sont soit inférieures soit très proches des valeurs précédentes.
On note tout de même que seul un cas est radicalement modifié, l’essai 5, dont l’EMQ est plus élevée (valeur
multipliée par 4). L’essai 5 est un essai à très forte teneur en O2 et très faible en HC, l’oxydation du CO est
donc rapide et le comportement en sortie du CO est atypique (pas de points proches). Cette particularité peut
expliquer que pour ce cas le conditionnement par la dérivée dégrade la prédiction.
En ce qui concerne les valeurs des EMQ pour HC, on remarque une très nette amélioration, par rapport aux
valeurs obtenues par KNL, d’une manière générale. Si l’on étudie de plus près ces valeurs une à une, et qu’on les
compare à celles de la figure 3.4b, on constate que des valeurs très faibles précédemment (essai 2, 15, 20) sont
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légèrement moins bonnes et inversement les valeurs très fortes sont meilleures (essais 1, 3, 7, 10, 19). On assiste
à un nivellement de ces valeurs, qui d’une manière générale se traduit par une amélioration des prédictions.
Pour illustrer ces améliorations de prédiction, nous exposons les résultats pour la sortie CO de l’essai 11, figure
3.11a et pour la sortie HC de l’essai 12, figure 3.11b, et les comparons à ceux présentés précédemment (figures
3.5b et 3.6b). Ces deux essais correspondent aux meilleurs essais au sens de l’EMQ pour le KNL.
Les résultats pour les pires cas (essais 1 pour CO et essai 3 pour HC) ne sont pas exposés car comme précédem-
ment, on observe que la prédiction correspond au simulateur, du fait du manque d’information pour ces essais
(zone d’extrapolation éloignée). On notera toutefois que pour le HC, le simulateur est de meilleure qualité, ceci
explique la valeur plus faible de l’EMQ.
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Figure 3.11 – Résultats de la prédiction par krigeage non-linéaire conditionné par la dérivée pour les deux essais
exposés dans la section 3.1.4.2
Tout d’abord, pour les deux sorties, les prédictions sont très bonnes. La prédiction de CO pour l’essai 11 arrive
à représenter le palier intermédiaire et est très proche du résultat expérimental alors que le modèle numérique
(simulateur) ne respecte pas la forme même de la courbe.
Sur la figure 3.11b, la prédiction de la sortieHC pour l’essai 12 est également très proche du résultat expérimental.
On observe une amélioration de cette prédiction comparée à celle obtenue par KNL (figure 3.6b). En revanche,
bien que l’oscillation sur le palier final soit plus localisée, cette dernière est toujours présente, et entraine des
prédictions de concentrations négatives.
Là encore, la non stationnarité des résidus du phénomène observé est à l’origine de ce constat. On en conclut
donc que pour le CO, la méthode donne de bons résultats, en revanche pour HC, ce n’est pas le cas.
Afin de mieux visualiser les limites de la méthode pour la sortie, nous donnons pour l’essai 1, la prédiction de la
sortie HC sur la figure 3.12.
Ce contre-exemple du bon comportement du KNLD illustre bien le problème de non-stationnarité. En effet, on
constate que dans le cas où le simulateur est très mauvais, la prédiction arrive à être meilleure sur la décroissance,
à ne plus avoir d’oscillations sur le palier initial, mais en revanche, on observe une forte oscillation, en fin de
décroissance, un comportement inacceptable.
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Figure 3.12 – Contre-exemple du bon comportement du KNLD sur notre cas d’étude
3.2.4 Conclusions et limites
La mise en place de la méthode de krigeage à tendance non-linéaire conditionné par la dérivée a montré de bons
résultats sur notre cas maîtrisé, mais également sur notre cas d’étude. Cette méthode a également montré ses
limites sur des cas extrêmes.
Deux raisons expliquent l’échec de la méthode sur notre cas d’étude : la non stationnarité des résidus selon la
température et la non prise en compte du caractère fonctionnel des courbes (contraintes non respectées).
Cette méthode est l’aboutissement de diverses améliorations successives : le krigeage à tendance non-linéaire
(fortes oscillations), conditionnement par la dérivée en tout point (oscillations moins fortes mais processus trop
contraint) et enfin conditionnement uniquement sur les paliers (résultats meilleurs sauf dans certains cas).
Divers autre points ont été pris également en considération, mais avec des résultats équivalents. Notamment, nous
nous sommes attardés sur le choix du noyau. On rappelle que le noyau choisi au cours des différentes méthodes est
un noyau gaussien. Par conséquent, nous avons exploré différents noyaux, qui ne nous ont pas permis de résoudre
les problèmes rencontrés. Tout d’abord, nous avons testé d’autres noyaux stationnaires classiques tels que le
noyau exponentiel, de Matèrn, sphérique,... mais qui ont donné des résultats équivalents. La non stationnarité
du problème est à l’origine de la non pertinence des noyaux stationnaires utilisés.
Les résidus observés entre le simulateur et les résultats expérimentaux ne sont pas de variance constante en
fonction de la température, on observe deux intervalles de température où les résidus sont peu variables (les
deux paliers sur lesquels le conditionnement a été effectué) et un intervalle sur lequel la réaction chimique
se déroule, et où les résidus sont fortement variables. On pense donc à utiliser un noyau de covariance qui
prenne ces observations en compte. La fonction choisie pour traduire la non stationnarité doit être fonction de
la température, or on sait que la variance est la plus forte à la température de "light-off", qui est corrélée aux
conditions opératoires. Partant de ce constat, nous avons mis en place un noyau non stationnaire, défini par,
Rθ(u,v) = exp
{
−
p∑
i=1
θi ‖ui − vi‖
2
}
g(u)g(v), où g(u) = exp
{
−‖uT −m(u)‖
2
}
, (3.35)
avec m(u) = α1uCO + α2uHC et ui, la composante de u relative à l’entrée i. Ce noyau non-stationnaire en T
est fonction des concentrations initiales de CO et HC les deux espèces étudiées en sortie. Les paramètres de
non stationnarité α sont maintenant contenus dans le vecteur des hyper paramètres à estimer. Mais dans ce cas,
nous avons pu observer que la procédure de minimisation se concentre uniquement sur les paramètres de non
stationnarité, ce qui a pour conséquence de ne pas modifier, ou très peu, les hyperparamètres de notre modèle.
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Les résultats obtenus à l’aide de ce noyau donnent des valeurs aberrantes, c’est la raison pour laquelle nous
n’exposons pas les résultats et ne détaillons pas plus l’étude que nous avons effectuée sur les noyaux utilisés.
On voit donc que l’idée de considérer que le modèle numérique rend compte d’un effet moyen qui doit être corrigé
d’un effet modélisé par un processus gaussien zσ2,θ n’est pas un succès, pour deux raisons : la première est que
les réalisations observées de z ne peuvent être considérées comme stationnaire en T , la non stationnarité étant
non trivialement modélisable, et la seconde que les courbes obtenues doivent respecter impérativement certaines
contraintes, ce qui n’est pas le cas si on ne les considère pas comme des courbes. En effet, les sorties, une fois
normalisées, doivent être strictement décroissantes toujours inférieures à 1 et positives car elles représentent des
concentrations.
L’idée est alors de se ramener à une modélisation plus classique, c’est-à-dire se ramener à une modélisation
dans laquelle le problème de non stationnarité est contourné. Plus exactement, une modélisation où seule la non
stationnarité en variance demeure. Le travail effectué sur les dérivées, nous a offert une piste. Si l’on regarde,
le résultat de prédiction de la dérivée dans le cas maîtrisé, figure 3.8, on s’aperçoit que celle ci est relativement
bonne. L’idée alors explorée est de modéliser la dérivée selon l’avancement. L’intérêt d’une telle approche est
qu’aux bords du domaine (en 0 et 1) la dérivée est nulle, et par conséquent, dans cette représentation la non-
stationnarité est contournée. La difficulté réside dans la reconstruction de la fonction à partir de la dérivée. Cette
approche est l’objet de la prochaine partie.
3.3 Modélisation de la dérivée par rapport à l’avancement
Dans cette section, nous cherchons à trouver une autre représentation de notre problème pour laquelle la non-
stationnarité est contournée. Dans l’article de Favergeon et al. [58], les auteurs proposent de remplacer l’étude de
l’avancement de la réaction en fonction du temps par l’étude de la vitesse de réaction (dérivée de l’avancement
en fonction du temps) en fonction de l’avancement.
L’avancement en cinétique, plus particulièrement en catalyse, correspond au taux de conversion d’une espèce.
Autrement dit pour notre cas, un avancement de 0, symbolise le fait que le polluant n’est pas encore traité
(palier initial) et un avancement de 1, représente le fait que tout le polluant est converti. Cette notion, notée α
est définie par
α(T ) =
[A]0 − [A]T
[A]0
. (3.36)
avec [A]0 la concentration initiale de l’espèce A, et [A]T celle relative à la température T .
Nous proposons dans cette partie de modéliser la dérivée (selon la température) des sorties étudiées (CO et HC)
en fonction de l’avancement. Cette modélisation comporte un avantage majeur, à savoir que les résidus dans
ce cas sont stationnaires. En effet, les deux paliers correspondent à une infinité de points en lesquels la dérivée
selon T est nulle. Les résidus entre le simulateur et le résultat expérimental ne sont plus localisées. La figure 3.15
illustre la forme des résidus que l’on observe.
Après avoir présenté la démarche mise en place dans une première section, nous réalisons une étude préliminaire,
dans laquelle nous définissons clairement ce qu’est l’avancement, la forme des dérivées et quelques considérations
pratiques quant à l’application sur notre cas d’étude. Ensuite, nous appliquons la méthode et présentons, dans
un premier temps les résultats obtenus pour la prédiction de la dérivée puis, dans un second temps, ceux après
intégration. Cette intégration est réalisée en deux étapes qui nous permettent au final de présenter le calcul de
l’intervalle de confiance. Enfin, nous détaillons les conclusions et les limites de cette approche, et évoquons les
perspectives d’application pour d’autres cas.
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3.3.1 Présentation de la démarche
Notre volonté de déterminer une représentation dans laquelle les résidus sont stationnaires, nous a guidés vers
la modélisation directe de la dérivée en fonction de la température, selon l’avancement. Cette représentation
(Favergeon et al., [58]) est peu courante dans la littérature. Classiquement en cinétique, les sorties sont étudiées
en fonction de la température ou du temps.
Dans cette représentation, on observe des courbes de résidus entre le modèle numérique et la réalité expérimentale,
plus classique (voir figure 3.15), dans le sens où ces résidus sont stationnaires et ont un comportement permettant
une approche couramment utilisée, à savoir le krigeage avec un noyau stationnaire. On rappelle que le problème
de non stationnarité est la cause principale de l’échec sur notre cas d’application des méthodes précédemment
introduites et appliquées.
Avant d’introduire plus précisément la forme des courbes et la méthode appliquée dans cette section, il est
nécessaire de définir à quoi correspond, en catalyse, la notion d’avancement. D’une manière générale, ce terme,
noté α, correspond à la quantité de matière d’un réactif à un instant donné. En catalyse, ce concept se ramène
donc au taux de conversion d’une espèce. L’avancement, défini par (3.36), correspond au contraire de la sortie
normalisée (1 sur le palier initial et 0 sur le palier final). Les figures 3.13 illustrent, pour un essai, les sorties CO
et HC en avancement en fonction de la température. Les courbes bleues représentent les résultats expérimentaux
(lissés) et les courbes vertes les résultats du modèle numérique.
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Figure 3.13 – Représentations des sorties CO et HC en avancement en fonction de la température pour un essai
(essai 11)
Les figures 3.14 présentent les dérivées de l’avancement en fonction de la température selon l’avancement. La
figure 3.14a est respective à la sortie CO et la figure 3.14b à la sortie HC. Sur ces deux figures, les courbes
bleues sont les dérivées expérimentales par rapport à la température et les courbes en pointillés vertes, celles
relatives au modèle numérique. Pour illustrer la forme des dérivées expérimentales et simulées, nous avons fixé
un vecteur de paramètre cinétique de manière arbitraire. On rappelle (voir section 3.2.1) que les dérivées selon
la température sont calculées par différences finies.
La dérivée est nulle pour des avancements de 0 et 1 et une étude plus attentive de la forme de ces résidus, nous
fait penser à un pont brownien. La loi de ce dernier est définie comme étant la loi d’un mouvement brownien
partant de 0 à l’instant 0 et contraint de passer par 0 en t = 1.
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Figure 3.14 – Représentations des dérivées de l’avancement des sorties CO et HC par rapport à la températures
en fonction de l’avancement pour un essai (essai 11)
Afin de bien visualiser la forme des résidus obtenus dans cette configuration, nous donnons sur les figures 3.15,
les résidus entre résultats expérimentaux et numériques pour CO (figure 3.15a) et pour HC (figure 3.15b). Il
est important de souligner que dans cette représentation, les résidus sont stationnaires, et de plus, deux valeurs
sont conditionnées, à savoir les deux bords du domaine pour lesquels les valeurs des dérivées sont nulles (palier
initial et final).
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Figure 3.15 – Représentations des résidus des dérivées entre résultats expérimentaux et numériques pour les 20
essais
Nous proposons donc dans cette partie que les écarts observés peuvent se représenter par un processus gaussien,
soit
∂α
∂T
=
∂g(x,β)
∂T
+ zσ2,θ(x) (3.37)
avec α la sortie expérimentale convertie en avancement, g(x,β) le résultat du modèle numérique converti en
avancement et où zσ2,θ est un processus gaussien. On se ramène donc à la théorie de krigeage à tendance
non-linéaire que nous avons détaillée dans la section 3.1.
L’assimilation des résidus à un pont brownien est une caractérisation intéressante, puisqu’elle nous a guidés dans
le choix du modèle posé et du noyau à utiliser. Le choix de ce noyau est important. Or, il est possible de montrer
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que l’utilisation d’un processus gaussien avec un noyau de covariance exponentiel défini par l’équation (3.38),
processus encore appelé processus d’Ornstein-Uhlenbeck, conditionné aux bords est équivalent à un pont brow-
nien, dont on sait caractériser la moyenne et la covariance. L’équivalence entre processus d’Ornstein-Uhlenbeck
conditionné aux bords et pont brownien est donnée en annexe B.
∀h ∈ Rp, Rθ(h) = exp
{
−
p∑
i=1
θi|hi|
}
, (3.38)
Les formules et inférences relatives à cette méthode sont introduites dans la section 3.1. Cette méthode est
appliquée directement sur notre cas d’application, sans, au préalable, la tester sur le cas maîtrisé. Ce choix se
justifie pour deux raisons. Tout d’abord la méthode a déjà été testée sur le cas maîtrisé (section 3.1.4.1). Ensuite,
la limite de cette méthode sur notre cas provient principalement de la non stationnarité, qui dans cette nouvelle
représentation est contournée.
Deux difficultés sont envisagées dans cette approche. La première concerne l’intégration des prédictions des
dérivées, et la seconde provient de l’impossibilité de prédire le début de démarrage de la réaction (fin du palier
initial), ce qui peut entrainer un écart avec le résultat expérimental.
3.3.2 Résultats sur le cas d’étude
Avant de présenter les résultats d’application, il est nécessaire d’introduire la construction du vecteur des réponses
et de la matrice d’expériences, ainsi que de donner quelques détails sur les conditions d’applications pratiques
mises en place.
Nous sommes, dans cette approche, sur une modélisation d’une sortie scalaire, l’avancement étant considéré
comme un facteur d’entrée supplémentaire aux conditions expérimentales (pour rappel [CO]0, [HC]0 et [O2]0).
Par conséquent, si l’on fait le parallèle avec la section 3.1, l’avancement prend la place de la température dans
la matrice d’expériences, et le vecteur des sorties est composé des valeurs des dérivées en températures.
Afin de clarifier la construction de ces matrices, nous reprenons les notations (abusives) utilisées dans l’équation
(3.24). La matrice S est la matrice d’expériences utilisée et Y le vecteur des réponses associé. On note na la
taille de discrétisation de l’avancement.
S =


α1 [HC]10 [CO]
1
0 [O2]
1
0
...
...
...
...
αna [HC]
1
0 [CO]
1
0 [O2]
1
0
...
...
...
...
α1 [HC]n0 [CO]
n
0 [O2]
n
0
...
...
...
...
αna [HC]
n
0 [CO]
n
0 [O2]
n
0


,Y =


∂α
∂T
(1)
(α1)
...
∂α
∂T
(1)
(αna)
...
∂α
∂T
(n)
(α1)
...
∂α
∂T
(n)
(αna)


(3.39)
où α = [α1, · · · , αna ] est le vecteur des avancements discrétisés, uniformément entre 0 et 1 (le même pour
tous les essais, de taille na), [esp]i0 correspond à la concentration initiale de l’espèce esp pour l’expérience i et
∂α
∂T
(i)
(αj) est la dérivée en température de la sortie considérée en avancement (soit HC ou CO) de l’expérience
i à l’avancement αj .
Les deux sorties sont traitées indépendamment. La matrice d’expériences ainsi définie avec les réponses associées
permet l’estimation de β, ainsi que σ2 et θ, définissant le processus stochastique zσ2,θ. À l’aide de la formule
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(3.4), il est alors possible de prédire l’évolution des dérivées en température de l’avancement de CO et HC en
n’importe quel point du domaine.
La démarche mise en place afin d’éprouver notre méthode reprend uniquement la seconde étape mise en place
dans les deux approches précédentes (KNL et KNLD), soit l’utilisation de 19 des 20 essais, et la comparaison du
résultat de prédiction avec le résultat expérimental pour l’essai exclu du domaine d’apprentissage. Cette seconde
étape est réalisée pour chaque essai et nous permet de mieux observer la qualité de prédiction.
D’un point de vue pratique, nous avons pris na = 31 points uniformément répartis selon l’avancement sur chacune
des n = 20 expériences, soit 620 points, auxquels sont rajoutées les bornes de l’essai exclu (en 0 et 1) dont les
valeurs des dérivées sont connues et égales à 0. Au final, nous prédisons la sortie pour l’essai non utilisé, et
comparons le résultat obtenu au résultat expérimental. Nous réitérons cela pour chaque essai et chaque sortie.
Les EQM de chacune des prédictions sont calculées après intégration de la dérivée et sont données dans la section
suivante.
Afin d’illustrer les résultats de prédiction des dérivées, nous exhibons sur les figures 3.16a et 3.16b, les prédictions
obtenues des dérivées respectivement pour CO et HC de l’essai 11, présenté précédemment (voir figure 3.14).
Les courbes bleues correspondent aux résultats expérimentaux et les courbes rouges aux prédictions.
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Figure 3.16 – Prédictions des dérivées en température selon l’avancement des sorties CO et HC de l’essai 11
Il est assez difficile de juger ces prédictions. En effet, dans cette approche, l’important n’est pas tant la valeur de la
dérivée mais la forme de la courbe. En cela, nous pouvons dire que ces deux prédictions sont relativement bonnes,
bien que certaines zones ne soient pas bien prédites. On pense par exemple au pic observé entre l’avancement de
0.3 et 0.4 pour la prédiction pour la sortie CO.
Pour cet essai 11, le comportement ponctuellement très irrégulier de la dérivée ne peut pas être reproduit par
un processus de type processus gaussien. Une modélisation par ondelettes (Antoniadis [6]), par exemple, peut
être une solution pour tenir compte des irrégularités locales de ce type.
Nous donnons ci-dessous les courbes prédites pour le meilleur cas après intégration pour CO et HC. Nous
revenons sur la définition de meilleur cas dans la section suivante (section 3.3.3), mais il nous semble intéressant
de présenter ces deux prédictions de dérivées ici. Pour le CO et leHC, il s’agit de l’essai 14, illustré respectivement
par les figures 3.17a et 3.17b.
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Figure 3.17 – Prédictions des dérivées en température selon l’avancement des sorties CO et HC pour les meilleurs
cas après intégration présentée dans la section 3.3.3
Dans le cas du CO, la valeur de la dérivée n’est pas respectée, cependant la forme de la courbe de prédiction
obtenue est similaire à celle que l’on observe expérimentalement. Ainsi, après intégration (cf. section 3.3.3) la
forme de la courbe prédite est très proche du résultat expérimental. En ce qui concerne la sortie HC, aussi bien
la valeur que la forme des dérivées sont très proches des dérivées expérimentales, ce qui nous conduit à de très
bons résultats de prédiction du comportement du système étudié.
D’une manière générale, on en conclut que la méthode de modélisation par krigeage à tendance non linéaire, est
une méthode performante pour la modélisation de la dérivée en température selon l’avancement.
3.3.3 Intégration des résultats
L’étape d’intégration des dérivées prédites se déroule en deux étapes. Tout d’abord, à l’aide d’un schéma d’Euler
explicite, on reconstruit la fonction, puis dans un deuxième temps, on ajuste la courbe obtenue en prédisant la
température de light-off (TLO) théorique de l’essai par krigeage universel avec effet de pépite.
Intégration des dérivées
L’approche mise en place nous permet de prédire pour chaque avancement la valeur de la dérivée selon la
température, soit
α 7→
∂α
∂T
. (3.40)
Ceci implique, que pour reconstruire la sortie à partir des dérivées, la seule solution possible est l’utilisation
d’un schéma d’Euler explicite. En effet, nous souhaitons pour chaque avancement déterminer la température
correspondante, sachant que pour un avancement de 0 (palier initial), la température est égale à T0.
On rappelle que les dérivées sont calculées par différences finies, soit
∂α(Ti)
∂T
=
α(Ti + h)− α(Ti)
h
(3.41)
or h = Ti+1 − Ti en prenant un pas constant, donc
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Ti+1 = Ti +
α(Ti+1)− α(Ti)
∂α(Ti)/∂T
(3.42)
avec T0 connu, et
∂α(T0)
∂T = 0.
Cette méthodologie soulève néanmoins un problème, il s’agit du calcul de T1. Selon le schéma défini ci-dessus, le
calcul de T1 utilise comme dénominateur la valeur de la dérivée en T0, dont on sait qu’elle est nulle.
Cette température n’est pas forcement primordiale puisqu’elle correspond à un point sur le palier. Nous avons
donc fixé arbitrairement sa valeur égale à T0 + 1, et commençons l’intégration par le schéma d’Euler à partir de
T2.
Après intégration, on obtient donc les sorties exposées sur les figures 3.18a et 3.18b pour l’essai 14 respectivement
pour CO et HC.
Comme on pouvait s’y attendre, les formes des prédictions sont très proches de ce que l’on observe expérimen-
talement. Cependant, comme il ne nous est pas possible de définir le début de la réaction, soit la fin du palier
initial au moment où la réaction commence à être effective, on a apparition d’un décalage de la courbe prédite
par rapport aux résultats expérimentaux.
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Figure 3.18 – Prédictions après intégration des dérivées pour l’essai 14 et apparition du décalage
Correction du décalage
Il nous est impossible de définir la température de la fin du palier initial, ce qui nous a contraint à intégrer la
dérivée à partir de T0, et a conduit à l’apparition d’un décalage entre prédiction et résultat expérimental. En
revanche, nous avons été amenés à constater que la température de "light-off" (TLO) dépend linéairement de
la richesse du mélange. Les figures 3.19a et 3.19b exposent le nuage de points des TLO observés sur nos essais
respectivement pour CO et HC. On rappelle que la TLO est la température correspondant à un avancement de
0.5.
Nous proposons donc, pour la correction du décalage, d’estimer la TLO théorique à l’aide d’un modèle de krigeage
universel avec pépite. La théorie est introduite dans le chapitre 2. Deux raisons ont motivé ce choix, premièrement
car la relation linéaire est quelque peu abusive, et deuxièmement car cette méthode nous permet une estimation
de la variance de prédiction que nous utilisons par la suite pour définir la variance de prédiction de nos sorties.
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On pose donc le modèle,
TTLOtheo = γ0 + r γ1 + zσ2,θ + ǫ (3.43)
avec r la richesse du mélange, zσ2,θ un processus gaussien (différent de celui utilisé précédemment) régi par un
processus gaussien, et ǫ un bruit blanc de variance choisie arbitrairement. La courbe rouge sur les figures 3.19a
et 3.19b représente les prédictions en tout point du domaine par ce modèle.
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Figure 3.19 – TLO de CO et HC en fonction de la richesse du mélange et prédiction par krigeage ordinaire avec
effet pépite
Soit ∆TTLO, la correction appliquée sur notre prédiction,
∆TTLO = TTLOtheo − T
TLO
pred , (3.44)
avec TTLOtheo , la TLO théorique estimée par KU avec pépite, et T
TLO
pred la TLO de la prédiction. Notons T˜ les
températures respectives à la prédiction après intégration, Tˆ correspondant à ces températures après ajustement.
La procédure consiste à déplacer notre prédiction de ∆TTLO, soit
Tˆ = T˜ +∆TTLO. (3.45)
Ainsi après correction du décalage, on obtient les courbes en pointillé noires sur les figures 3.20.
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Figure 3.20 – Prédictions après intégration des dérivées et correction du décalage pour l’essai 14
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Calcul des EQM et comparaison avec les précédentes méthodes
Les valeurs des EMQ (équation 3.25) pour chacun des essais sont données sur les figures 3.21a et 3.21b. Il est
important de souligner que pour le calcul de ces EQM, nous avons utilisé exactement la même méthodologie
que pour les approches précédentes (KNL et KNLD) de manière à pouvoir comparer ces résultats entre eux. Par
conséquent le nombre de points utilisé et leurs localisations sont les mêmes que précédemment, soit 1001 points
répartis uniformément selon la température.
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Figure 3.21 – Comparaison des valeurs des EMQ obtenues pour chaque jeu de données à disposition selon chacune
des deux sorties après intégration de la dérivée prédite (points bleus) avec les EMQ calculées par KNLD (points
rouges)
Ces valeurs sont très faibles. Pour CO, elles sont toutes inférieures à ce que nous avons obtenu précédemment,
pour HC elles sont du même ordre, mais comme nous le montrons par la suite, nous n’observons pas de com-
portement atypique tel que des oscillations pouvant conduire à des concentrations négatives.
Pour les deux sorties, le meilleur cas au sens de ce critère est l’essai 14. Cet essai a été utilisé afin d’illustrer les
deux étapes d’intégration de nos prédictions des dérivées. Les deux pires cas correspondent à l’essai 1 pour le
CO et à l’essai 9 pour le HC.
Conclusions
Comme on peut le constater, les prédictions obtenues au final pour l’essai 14 (figures 3.20) sont très bonnes
puisque quasiment confondues avec les résultats expérimentaux. D’une manière générale, les résultats obtenus
sont très satisfaisants. Pour bien visualiser la pertinence de notre méthode, on expose les pires cas pour CO et
HC sur les figures respectivement 3.22a et 3.22b.
Les résultats sont également satisfaisants. On notera que l’erreur pourHC provient principalement de la mauvaise
correction du décalage.
En conclusion, on peut dire que l’on a développé un outil performant pour la prédiction. Cette approche tient
compte du modèle numérique au travers de sa dérivée, et également de considération théorique telle que la relation
liant richesse et TLO. Afin de parfaire cette méthode, il est nécessaire de quantifier la valeur des prédictions, au
travers de l’estimation des variances de prédictions, puisqu’on le rappelle, le critère de planification d’expériences
envisagé est basé sur cette information.
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Figure 3.22 – Prédictions après intégration des dérivées et correction du décalage pour les pires cas au sens de
l’EQM
3.3.4 Calcul de la variance de prédiction
Les limites de notre méthode apparaissent lors du calcul de la variance de prédiction. Deux problèmes sont iden-
tifiés. Le premier provient des limites de l’intervalle de confiance pour la prédiction des dérivées, qui sur certaines
zones sont positives. Le second problème est la surestimation des intervalles de confiance finaux (composés de
l’intervalle des prédictions plus l’intervalle lié à l’ajustement de la courbe après intégration).
Pour illustrer ce calcul, nous utilisons l’essai 14 (figures 3.20). Tout d’abord, nous donnons l’intervalle de pré-
diction de la dérivée, puis celui pour l’ajustement de la courbe. Cette double estimation nous permet au final de
définir l’intervalle de prédiction total.
Estimation de la variance de prédiction des dérivées
La formule de la variance de prédiction dans le cas du krigeage à tendance non linéaire (voir section 3.1 pour
plus de détails) est donnée par
ϕ(x) = σ2
(
1 + uT (f(S,β)TR−1f(S,β))−1u− r(x)TR−1r(x)
)
, (3.46)
où u = f(S,β)TR−1r(x)− f(x,β) et σ2 est obtenu par (3.15).
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Figure 3.23 – Intervalles de prédiction des dérivées par krigeage à tendance non linéaire (essai 14)
CHAPITRE 3. APPROCHE NON-FONCTIONNELLE 107
Les figures 3.23 présentent pour les dérivées prédites les limites de l’intervalle de confiance pour les deux sorties
de l’essai 14, en courbes pointillées magenta. Les courbes bleues et rouges correspondent toujours respectivement
aux résultats expérimentaux et prédits.
On observe pour la limite supérieure de l’intervalle de confiance des zones positives. Ce phénomène est très
problématique puisque le schéma d’intégration utilisé ne permet pas de déterminer les températures relatives à
chaque essai. En effet, le schéma conduit à définir des températures de plus en plus faibles pour des avancements
de plus en plus petits, ce qui est physiquement impossible. On perd la surjectivité de la fonction.
On constate également la surestimation de l’intervalle. Le cas présenté correspond au meilleur cas de prédiction
obtenu. Cependant, on voit que l’intervalle autour de cette prédiction est très grand. Ce phénomène est propagé
et amplifié après intégration.
Nous avançons l’hypothèse que ces bandes de confiance si grandes proviennent du "plug-in" du vecteur β dans
la formule 3.46. Il ne nous est pas possible, comme dans le cas du krigeage universel, de déterminer une formule
indépendante de ce vecteur. Ne connaissant pas les "vraies" valeurs de ces paramètres cinétiques, nous sommes
contraints à utiliser l’estimation obtenue dans la formule de variance de prédiction, ce qui peut être à l’origine
de ces intervalles de confiance si larges.
Estimation de la variance de prédiction de l’ajustement du décalage
Notre but ici est d’exposer la seconde limite de notre méthode. Même si l’intégration de l’intervalle de confiance
des prédictions était possible pour les deux bornes, la seconde étape (ajustement du décalage) entraîne une
seconde surestimation de l’intervalle de confiance final.
Pour illustrer nos propos, nous intégrons la borne inférieure, toujours négative. L’intégration de cette courbe
définit la borne de l’intervalle de prédiction finale. Les figures 3.24 illustrent, après intégration mais avant
ajustement, la limite inférieure de l’intervalle de confiance.
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Figure 3.24 – Limite inférieure de l’intervalle de prédiction des dérivées intégrées par le schéma d’Euler (cf.
section 3.3.3)
La seconde étape consiste à ajuster la prédiction après intégration par krigeage universel (KU) avec pépite.
Cette méthode fournit également la variance de prédiction de TTLOtheo . L’obtention de l’intervalle de confiance de
la prédiction est effectuée en déplaçant notre borne inférieure, sur le même principe que pour le calcul de Tˆ ,
mais par rapport à la variance de prédiction de la TLO théorique.
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La variance de prédiction du KU avec pépite est donnée par
ϕ(x0) = σ2z
(
1 + γT
[
R+
σ2ǫ
σ2z
In
]
γ − 2γT r0
)
+ σ2ǫ (3.47)
où In est la matrice identité de dimension n, σz la variance du processus gaussien, σǫ celle de l’erreur et γ les
coefficients du modèle. Pour plus de détails, nous renvoyons le lecteur au chapitre 2. À partir de ϕ, on calcule la
borne inférieure de notre estimation de TTLOtheo , notée T
TLO
bf .
Soient T˜bf les températures respectives à la borne inférieure de l’intervalle de confiance après intégration, et Tˆbf
celles après ajustement, on a
Tˆbf = T˜bf +
(
TTLObf − T
TLO
pred
)
. (3.48)
Les figures 3.25 exposent les limites inférieures de l’intervalle de confiance final (courbes en pointillées magenta).
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Figure 3.25 – Limite inférieure de l’intervalle de prédiction après intégration des dérivées par le schéma d’Euler
et correction du décalage par KU avec pépite
On se rend compte sur cet exemple, pourtant bien prédit, que l’intervalle de prédiction obtenu est très grand.
Par conséquent, l’utilisation de ce critère pour la planification est inenvisageable, la surestimation de la variance
de prédiction rendant inopérant un tel critère.
3.3.5 Conclusions et limites
La modélisation directe de la dérivée en fonction de l’avancement, motivée par le contournement du problème
de non stationnarité, est une méthode pertinente de prédiction pour représenter le comportement du système
du piège à NOx. Cette méthode repose d’une part sur la prédiction des dérivées en températures en fonction de
l’avancement et d’autre part sur l’intégration des prédictions.
Bien que les prédictions des dérivées ne soient pas pour tous les essais, exactement égales aux dérivées expéri-
mentales, les formes de ces courbes sont relativement bien respectées. Ceci conduit après intégration à de bons
résultats. Cette méthode d’intégration en deux étapes (Schéma d’Euler et correction du décalage) est judicieuse,
et reste cohérente avec la connaissance des experts.
Les limites de cette troisième démarche, proviennent du calcul de la variance de prédiction que nous proposons
d’utiliser comme critère de plan d’expériences. Tout d’abord, la détermination d’intervalles de confiance des déri-
vées positifs, empêche l’intégration par notre schéma. De plus, les différentes étapes, conduisent à la surestimation
de l’intervalle de prédiction, rendant inutilisable cette information comme critère de plan d’expériences.
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On conclut donc cette section en insistant sur le fait que cette méthode bien qu’inadaptée pour les objectifs de
notre thèse, reste néanmoins une méthode pertinente pour les cas rencontrés en cinétique pour lesquels seule la
prédiction du phénomène est importante.
3.4 Conclusions
Trois points ont été abordés dans ce chapitre. Premièrement le krigeage étendu au cas d’une tendance non-
linéaire, deuxièmement, une amélioration possible de cette première approche, par le conditionnement par la
dérivée et troisièmement la modélisation directe de la dérivée par rapport à l’avancement.
Le caractère fonctionnel est omis, puisque les sorties étudiées sont considérées non pas comme des courbes mais
comme une succession de points. Ces trois méthodes, appelées donc approches non fonctionnelles, sont basées
sur la théorie du krigeage et sont l’aboutissement de diverses améliorations successives.
1. Tout d’abord, nous avons étendu la théorie de krigeage au cas d’une tendance non linéaire qui correspond
au modèle numérique. Cette méthode souffre d’un certain nombre de lacunes, dont les principales raisons
sont la non stationnarité du problème et sa forte non linéarité.
2. Nous avons alors apporté une amélioration de cette première méthode, en conditionnant le krigeage par
les dérivées. En effet, les premiers résultats montrent des phénomènes non désirables sur les paliers, or on
sait que les dérivées sont nulles sur ces zones. Néanmoins, là encore les résultats obtenus dans certains cas
sont non concluants, ce qui nous a poussés à changer de système de représentation pour contourner la non
stationnarité. En effet, si l’on s’intéresse au cas maîtrisé, les résultats que nous avons exposés montrent un
très bon comportement de la méthode. De même, pour les résultats de CO qui sont certes dans certains cas
extrêmes, très mauvais du fait du manque d’information mais restent dans l’ensemble plutôt intéressants,
la non stationnarité et la non linéarité étant moins forte. Ce comportement nous pousse à penser que cette
méthode bien qu’inadaptée pour notre cas d’étude, reste intéressante pour d’autres cas d’application sous
certaines conditions.
3. Enfin, la troisième méthode reprend la théorie de krigeage à tendance non linéaire que nous avons dévelop-
pée, mais cette fois ci l’application est effectuée pour modéliser la dérivée des sorties selon la température
en fonction de l’avancement. Les résultats de prédiction de la dérivée par cette approche sont très intéres-
sants. Cependant, lors de l’application sur notre cas d’étude, la difficulté réside dans la reconstruction de la
courbe cinétique à partir des dérivées. Le seul choix possible est l’utilisation d’un schéma d’Euler explicite.
Cette intégration a deux conséquences principales. Premièrement, on observe l’apparition d’un écart entre
la prédiction et le résultat expérimental, deuxièmement, une petite erreur au début de la prédiction de
la dérivée peut entraîner de grandes erreurs une fois l’intégration effectuée. L’ajustement est opéré tenant
compte de la possibilité de prédire la TLO en fonction de la richesse. Les limites de cette troisième démarche
proviennent de la surestimation des intervalles de confiance.
En conclusion sur ces méthodes, nous pouvons dire qu’elles ne sont certes pas adaptées pour notre cas d’étude,
mais qu’elles pourront, sous certaines conditions, convenir à d’autres cas d’application. Nous avons dans ce cha-
pitre essayé de présenter pour chacune les limites d’applications. Principalement, il s’agit de la non stationnarité
des résidus pour les deux premières méthodes et de la surestimation de la variance de prédiction pour la troi-
sième. Concernant cette dernière, les résultats probants font de cette méthode une alternative efficace si l’on
s’intéresse uniquement à la prédiction d’un système, et peut facilement s’adapter aux nombreux cas rencontrés
en pratique par les expérimentateurs.
Au final, ces différentes méthodes introduites mettent en lumière l’importance de la prise en compte de la
dimension fonctionnelle de nos données afin de prévenir des comportements atypiques. De plus, ces méthodes
plus adaptées à notre cas, offrent la possibilité d’estimer des intervalles de confiance plus pertinents.
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Chapitre
4
Approche fonctionnelle
Dans ce chapitre, nous détaillons deux méthodes de modélisation tenant compte du caractère fonctionnel de
notre cas d’étude : l’utilisation de modèles à coefficients variables et une modélisation des paramètres cinétiques
par kernel ridge regression avec calcul des régions de confiance par bootstrap fonctionnel.
Dans de nombreux domaines, les quantités mesurées sont des éléments de plus en plus complexes : courbes,
images... donc mathématiquement des fonctions. C’est la raison pour laquelle on parle alors de données fonction-
nelles (Ramsay and Silverman [131]). Le développement de ce thème de recherche est motivé par l’abondance de
données de plus en plus fines du fait de l’automatisation et l’informatisation des procédures de mesures : c’est
par exemple le cas en météorologie, en médecine, en imagerie satellitaire et dans de nombreux autres domaines
d’études. La modélisation et le traitement statistique de ces données ouvrent un champ très vaste de recherche
visant des aspects théoriques et appliqués.
La première partie de ce chapitre est consacrée aux modèles à coefficients variables (Hastie et Tibshirani [81],
Ferraty et Vieu [60]), nous y montrons que si d’un point de vue général il est possible d’utiliser cette méthode,
l’omission de l’expertise métier entraîne dans notre cas des comportements qui n’ont pas de sens physique. Deux
méthodes d’estimation des fonctions coefficients sont présentées.
Dans la seconde partie, nous décrivons à partir des modifications apportées au modèle cinétique (voir chapitre 1
section 1.1.5), les approches successives qui nous ont guidés vers l’utilisation des kernel ridge regression (Hastie
et al, [82]) pour la modélisation des paramètres cinétiques, en fonction des conditions initiales des polluants. Une
extension de la technique de bootstrap (Efron, [43]) aux données fonctionnelles, nous permet dans un second
temps, de déterminer la région de confiance pour les prédictions obtenues.
4.1 Modèles à coefficients variables
Les évolutions technologiques nous offrent la possibilité de collecter de plus en plus de données, avec une grande
précision mais également de traiter ces données. Par conséquent, l’analyse de données fonctionnelles devient un
outil incontournable dans l’étude de ces cas, afin de résoudre aux mieux les problèmes rencontrés. En général,
il s’agit d’étudier des courbes en sortie d’un modèle en fonction d’une variable longitudinale généralement le
temps, l’espace ou la température. De nombreux exemples sont présents dans la littérature : Ferraty et Vieu [60],
Mizuta et Kato [114], Hall et Horowitz [76], et également dans l’ouvrage de Ramsay et Silvermann [131], ainsi
que des modèles variés pour les traiter.
Dans le domaine de la cinétique, les études portant sur des données fonctionnelles sont devenues de plus en plus
courantes (jiang et Martin [89], Shi et Wang [145]), notamment grâce aux moyens d’acquisition et de traitement
de données actuels. C’est le cas pour notre application dans laquelle nous étudions des courbes d’émissions
de polluants en sortie d’un système de post-traitement en fonction de la température. De plus, les niveaux de
performance demandés en termes de précision entraînent le besoin de méthodes spécifiques adaptées à ce type
d’étude. De nombreux travaux sont disponibles dans la littérature (Fan et Gijbels [52], Li et al, [95]). Deux
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méthodes sont présentées et appliquées dans les parties suivantes, toutes deux basées sur un modèle fonctionnel
linéaire, ou modèle à coefficients variables (voir chapitre 2) de la forme suivante :
Y (T ) =
p∑
j=1
aj(T )Xj + ǫ, avec E[ǫ] = 0 et Var[ǫ] = σ2, (4.1)
mais dont l’estimation des fonctions coefficients aj diffère, et inspirés respectivement des travaux de Fang et al
[57] et Fan et Zhang [56]. Ce modèle peut se voir comme un modèle de régression. Si t = T on tombe sur la
définition du modèle classique. Ce type de modèle peut également être vu comme un cas particulier des modèles
additifs (Hastie et Tibshirani [80]), dans lequel on suppose que la sortie peut s’expliquer par une somme de
fonctions chacune dépendant d’une des variables (voir equation 4.5). Dans ce cas là, on applique une relation
linéaire.
Dans la première méthode proposée, il s’agit d’une estimation point à point réalisée sur un échantillonnage de la
variable longitudinale, les fonctions coefficients étant lissées dans une seconde étape. La seconde méthode estime
les fonctions coefficients par des polynômes locaux cubiques (voir Fan et Zang [56]).
Pour chacune de ces deux méthodes, il est nécessaire, au préalable, de définir les variables explicatives du modèle
et d’étudier leur structure de dépendance par rapport aux sorties. Cette réflexion constitue la première partie. La
seconde partie traite de la première approche avec estimation point à point des fonctions coefficients et lissage par
P-splines (Ruppert et Carroll [135]) et la troisième partie avec estimation par polynômes locaux. De nombreux
résultats sont présentés et comparés. Enfin, nous concluons sur les méthodes et résultats obtenus et donnons des
pistes de recherche sur les améliorations envisageables.
4.1.1 Introduction des modèles à coefficients variables
Dans cette section, nous commençons par motiver l’étude des VCM, avant de définir le modèle retenu et de
réaliser une étude sur la faisabilité et la pertinence de ces approches. Les différents outils ont été introduits dans
la section 2.2, nous nous attardons en particulier sur une étude de la dépendance entre les variables explicatives
choisies et les sorties considérées.
4.1.1.1 Motivations
Lors du développement des méthodes afin de résoudre le problème de modélisation du phénomène étudié, le
piège à NOx, nous nous sommes rendu compte que son caractère fonctionnel rendait caduque les approches non
fonctionnelles testées dans le chapitre précédent.
L’idée de l’utilisation d’un modèle fonctionnel linéaire est issue du phénomène observé dans la section 3.3.4 où
nous avons montré qu’il est possible de prédire efficacement la température de "light-off" (TLO) en fonction de la
richesse du mélange considéré par l’intermédiaire d’un modèle linéaire. Pour rappel, la température de light-off
est la température à laquelle 50% des polluants considérés sont convertis, soit la température correspondante
à un avancement de 0.5. Cette constatation innovante d’un point de vue cinétique, nous permet d’entrevoir
une première approche, basée sur le principe que, s’il est possible de prédire précisément la TLO c’est-à-dire
la température pour un avancement de 0.5, il est également envisageable de procéder de même pour toutes les
températures.
Le modèle postulé dans ce cas est le suivant,
T (y) =
p∑
i=1
ai(y)Xi + ǫ, avec E[ǫ] = 0 et Var[ǫ] = σ2, (4.2)
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où T est la température, y la concentration normalisée des polluants CO ou HC en sortie du système et les Xi
sont les variables explicatives du modèle. Les ai sont les fonctions coefficients, qu’il nous faut estimer.
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Figure 4.1 – Nuage de points de la température de light-off pour CO en fonction de la richesse
La figure 4.1 illustre la relation linéaire que l’on observe entre la TLO du CO et la richesse du mélange. Ce
constat nous a permis de corriger l’écart apparu lors de l’intégration de la modélisation directe de la dérivée dans
la section 3.3.4.
Cependant, la prise en compte de la richesse comme seule variable pour prédire la température correspondante
à la sortie, n’est pas suffisante, pour tous les avancements. Il semble naturel, d’utiliser, en plus de la richesse,
d’autres variables explicatives, à savoir les espèces présentes dans le mélange à l’entrée du catalyseur, que nous
avons définies comme étant les espèces prédominantes dans le fonctionnement du piège à NOx, soit la composition
de HC, CO et O2.
Néanmoins, cette approche contredit l’intuition, car dans le modèle 4.2 on prédit la température en fonction de
la concentration. Or, un cinéticien raisonne de manière inverse. Par conséquent, le modèle 4.1 est choisi pour
tester les méthodes d’estimation des fonctions coefficients introduites par la suite.
4.1.1.2 Choix des variables et étude de la dépendance linéaire
Dans cette section nous présentons le choix des variables explicatives et nous étudions la dépendance entre ces
variables et les sorties étudiées.
À l’aide des vingt expériences à disposition, dans un premier temps, nous donnons une représentation des nuages
de points des sorties, fonction des variables explicatives, en certaines valeurs de température représentatives, que
nous examinons graphiquement. Comme les points étudiées figurent dans un espace à quatre dimensions, dans
un deuxième temps, nous appliquons les modèles additifs sur notre problème, afin de mieux pouvoir interpréter
la dépendance existante et essayer de dégager la structure la plus adaptée.
Choix des variables
Nous avons quatre variables explicatives possibles pour notre cas : la richesse, [HC]0, [CO]0 et [O2]0 correspon-
dant respectivement à la concentration initiale de HC, de CO et de O2.
On rappelle tout d’abord que l’écriture classique des modèles à coefficients variables, suppose la forme suivante :
Y (T ) =
p∑
j=1
aj(T )Xj + ǫ, avec E[ǫ] = 0 et Var[ǫ] = σ2, (4.3)
où T est la variable longitudinale, Xj la j e`me variable explicative et Y la sortie considérée.
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Concernant, les variables explicatives, afin d’avoir un maximum d’information, il semble logique de prendre les
quatre variables à disposition. Néanmoins, l’information apportée par [O2]0 est très faible, puisque déjà en partie
contenue dans la richesse, pour des raisons cinétiques. En effet, la richesse caractérise, de par son expression, le
taux d’oxygène du mélange. De plus, la richesse est défini par,
richesse =
2[CO2]0Kb+ [H2O]0 + (2 + 1/3)[CO]0Kb+ 9[HC]0
2[CO2]0Kb+ [H2O]0 + 2[O2]0Kb+ [CO]0Kb+ [NO]0
, (4.4)
où Kb correspond à une constante donnée. Étant donné également, que dans notre plan d’expériences les concen-
trations initiales des espèces CO2, H2O et NO sont fixes, la richesse dépend seulement des trois espèces HC,
CO et O2. On constate donc que l’une des deux variables, la richesse ou [O2]0 doit être retirée du modèle à
postuler.
Compte tenu du fait que l’observation de la relation linéaire observée lie la richesse et la TLO, nous avons fait
le choix de garder la richesse comme variable explicative. De plus, le fait de n’avoir que vingt expériences pour
calibrer nos fonctions coefficients, nous incite à limiter le nombre de variables. Pour ces raisons, les variables
explicatives retenues pour l’approche fonctionnelle sont la richesse, et les concentrations initiales de CO et HC.
La question désormais est de savoir si l’hypothèse d’un modèle de type VCM est envisageable, c’est à dire est-ce
que la sortie dépend linéairement des variables d’entrée pour une température fixée. Nous avons voulu regarder
si une telle relation est vérifiée sur les données disponibles. Ainsi, nous donnons dans un premier temps une
représentation des nuages de points température après température puis dans un second temps une modélisation
par modèles additifs température par température.
Représentation des nuages de points
Afin de représenter le nuage de points, nous récupérons sur les courbes expérimentales la valeur de sortie pour
six températures normalisées représentatives (0, 0.25, 0.4, 0.5, 0.6, et 1). Les températures sont normalisées entre
0 et 1 (0 plus grande valeur minimale commune de degré d’avancement nul et 1 plus petite valeur maximale
commune). Ainsi, selon chaque expérience, les températures choisies sont les mêmes.
Les ensembles de figures 4.2, 4.3 et 4.4 présentent les nuages de points obtenus pour la sortie CO aux différentes
températures en fonction respectivement de la richesse, de [CO]0 et de [HC]0. Ces variables sont normalisées
selon les bornes fournies par les expérimentateurs.
Si l’on s’intéresse aux figures 4.2 relatives à la variable richesse, on retrouve une relation entre la sortie CO et
la richesse. Le nuage de points se déplace avec les températures étudiées et sa dispersion reste assez limitée. En
revanche, sur les figures 4.3 et 4.4, relatives à [CO]0 et [HC]0, cette dispersion est d’autant plus importante
que l’on est proche de la température de 0.4, qui se situe dans l’échelle normalisée sur la partie décroissante des
courbes.
Pour ce qui est de la sortie HC, les figures 4.5, 4.6 et 4.7 exposent les nuages de points obtenus respectivement
pour les variables richesse, [CO]0 et [HC]0. Ces nuages de points ne nous permettent pas de pouvoir envisager
une structure de dépendance linéaire entre les variables et la sortie. En effet, même dans le cas favorable où l’on
étudie la sortie HC en fonction de la richesse, nous n’observons pas de relation visible.
La structure de dépendance entre variables et sorties que nous voulons tester, est une structure linéaire. Cepen-
dant, bien que pour la sortie CO cette hypothèse puisse être envisagée, il n’en est pas de même pour HC, au vu
des nuages de points présentés.
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Figure 4.2 – Nuages de points de la sortie CO normalisée selon la richesse pour différentes températures
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Figure 4.3 – Nuages de points de la sortie CO normalisée selon [CO]0 pour différentes températures
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Figure 4.4 – Nuages de points de la sortie CO normalisée selon [HC]0 pour différentes températures
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Figure 4.5 – Nuages de points de la sortie HC normalisée selon la richesse pour différentes températures
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Figure 4.6 – Nuages de points de la sortie HC normalisée selon [CO]0 pour différentes températures
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
[HC]
0
 normalisée
H
C
 n
o
rm
a
li
s
é
(a) T=0
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
[HC]
0
 normalisée
H
C
 n
o
rm
a
li
s
é
(b) T=0.25
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
[HC]
0
 normalisée
H
C
 n
o
rm
a
li
s
é
(c) T=0.4
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
[HC]
0
 normalisée
H
C
 n
o
rm
a
li
s
é
(d) T=0.5
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
[HC]
0
 normalisée
H
C
 n
o
rm
a
li
s
é
(e) T=0.6
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
[HC]
0
 normalisée
H
C
 n
o
rm
a
li
s
é
(f) T=1
Figure 4.7 – Nuages de points de la sortie HC normalisée selon [HC]0 pour différentes températures
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Modèles additifs
Pour examiner de façon plus large la structure de dépendance entre la température à un avancement fixé et les
variables choisies pour notre problème, nous avons recours aux modèles additifs. Les figures précédentes sont des
projections du nuage sur des plans et l’on souhaite ici une meilleure représentation afin de vérifier s’il est possible
de postuler une relation linéaire entre les variables explicatives et les sorties, notamment pour HC. La méthode
a été introduite dans le chapitre 2. On rappelle brièvement, que cette méthode se propose de décomposer la
sortie étudiée en somme de fonctions, chacune étant dépendante d’une des variables explicatives soit
yT = sT0 + s
T
1 (x1) + s
T
2 (x2) + s
T
3 (x3), (4.5)
où sT0 est une constante. On cherche à vérifier si pour T fixé, les fonctions s
T
i (xi) sont linéaires. Pour cela, nous
avons eu recours au package ’GAM’ (pour modèles additifs généralisés) disponible sous R (Hastie, [78]). Les
figures 4.8 (resp. 4.9) exposent les si, i = 1, 2, 3 pour la sortie CO (resp. HC), relativement à la richesse, [CO]0
et [HC]0. Dans cette représentation, les six courbes obtenues pour les six températures d’échantillonnage sont
présentées sur un même graphique. Les étoiles représentent les observations après retrait de la partie dépendant
des autres variables.
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(a) s1 : GAM relatif à la richesse
     







	





	





	











     
















































 
 

 




 !

	

	


(b) s2 : GAM relatif à la [CO]0
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(c) s3 : GAM relatif à la [HC]0
Figure 4.8 – Représentation des fonctions si du modèle GAM 4.5 pour CO à différentes températures
Intéressons nous tout d’abord, aux résultats obtenus pour la sortie CO (figures 4.8). On peut voir sur la figure
4.8a, comme sur les figures 4.2, que la procédure estime une relation quasi-linéaire entre la variable richesse et
la sortie CO. En revanche, les estimations des fonctions si selon [CO]0 et [HC]0 sont beaucoup plus difficiles à
interpréter. La figure 4.8b laisse tout de même la possibilité d’appliquer une structure linéaire, mais l’on note
toutefois, qu’à la température de 0.5, s2 a un comportement atypique. En effet, il s’agit d’une fonction affine
par morceaux, avec un changement aux alentours de [CO]0 = 0.7. Pour ce qui est de la relation liant [HC]0 à
la sortie CO mis à part l’estimation obtenue pour une température de 0.4 une relation linéaire ne semble pas
totalement inappropriée.
En ce qui concerne la sortie HC, les figures 4.9 nous présentent les résultats d’estimation des si. On voit sur
la figure 4.9a, que la relation linéaire envisagée n’est pas vérifiée pour deux températures, T = 0.4 et T = 0.6,
ceci s’expliquant par la forte non linéarité de la sortie HC. Pour la fonction s2, fonction selon [CO]0, la relation
linéaire semble cohérente, sauf pour T = 0.5 où l’on observe sur la figure 4.9b une estimation affine par morceaux,
avec une cassure pour [CO]0 = 0.7, comme pour la sortie CO. Enfin, la figure 4.9c vient conforter la structure
envisagée, puisque si l’on omet le début de l’estimation de s3 à une température de 0.4, la forme des courbes
obtenues montre une relation quasi-linéaire.
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(a) s1 : GAM relatif à la richesse
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(b) s2 : GAM relatif à la [CO]0
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(c) s3 : GAM relatif à la [HC]0
Figure 4.9 – Représentation des fonctions si du modèle GAM 4.5 pour HC à différentes températures
On en conclut que bien que la structure de dépendance linéaire envisagée pour le modèle à coefficients variables
ne soit pas la structure la plus adaptée, celle-ci ne semble pas trop inadéquate et les estimations que nous
exhibons pour les différentes températures, laissent néanmoins présager de bons résultats de prédiction avec
cette structure. De plus, devant le faible nombre de données expérimentales à notre disposition (20 essais) dans
un espace à trois dimensions, la valeur à accorder à ces résultats est restreinte. En effet, si nous avions observé
une structure claire apparaître avec si peu de points, il nous aurait été possible de conclure précisément, ce qui
n’est pas le cas. Pour autant, cela ne nous permet pas d’infirmer ou confirmer la structure envisagée.
La structure utilisée par la suite est donc définie par :
y(T ) = a0(T ) + a1(T )richesse+ a2(T )[CO]0 + a3(T )[HC]0 + ǫ (4.6)
avec ǫ de moyenne nulle et de variance σ2.
4.1.2 Méthode 1 : Estimation des fonctions coefficients par P-splines
L’objectif de cette partie est de présenter la première méthode fonctionnelle testée. Il s’agit d’une méthode basée
sur un modèle à coefficients variables, issue de la théorie des données longitudinales (Singer et Willet [146]). La
variable longitudinale est discrétisée. Ainsi, en chacun de ces points, on obtient un modèle de régression linéaire,
dont les coefficients sont estimés par moindres carrés. Des travaux ont montré, Li et al [95], qu’une deuxième
étape de lissage peut être pertinente pour améliorer la modélisation, surtout lorsque les fonctions coefficients
obtenues présentent des fluctuations.
La procédure mise en œuvre s’est inspirée de l’article de Li, Sudjianto et Zhang, [95]. Dans leurs travaux, la
méthode implémentée comporte deux étapes, avec tout d’abord, l’estimation des fonctions coefficients point à
point selon la variable longitudinale, puis une étape de lissage à l’aide de P-splines. Nous présentons donc dans
les sections suivantes, les résultats après une première étape dans laquelle aucun lissage n’est effectué puis les
résultats à l’issue de la seconde étape.
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4.1.2.1 Première étape : Estimation point à point des fonctions coefficients par moindres carrés
Soit n le nombre d’observations à disposition, p le nombre de variables explicatives et m la dimension de la
variable longitudinale T . On pose,
X =


x10 · · · x
1
p
...
. . .
...
xn0 · · · x
n
p


(n,p+1)
,At =

a0(t1) · · · ap(t1)... . . . ...
a0(tm) · · · ap(tm)


(m,p+1)
,Y =

y
1(t1) · · · y1(tm)
...
. . .
...
yn(t1) · · · yn(tm)


(n,m)
(4.7)
où X correspond aux variables d’entrées avec xi0 = 1, pour i = 1, . . . , n, T = (t1, . . . , tm) aux températures nor-
malisées et Y à la sortie normalisée considérée. À noter que les sorties CO et HC sont traitées indépendamment.
On a alors :
Y =XA+Σ. (4.8)
On pose y(ti) = (y1(ti), . . . , yn(ti))t le vecteur des réponses en ti pour les n jeux de données, soit la ie`me colonne
de Y , Σ étant la matrice des erreurs.
Ainsi, pour ti fixé, on estime a(ti) = (a0(ti), a1(ti), a2(ti), a3(ti))t par moindres carrés,
aˆ(ti) = (XtX)−1Xty(ti), (4.9)
et on réitère pour i = 1, . . . ,m. La prédiction pour un nouveau jeu de données x0 s’obtient alors par
y(x0, ti) =
p∑
j=0
aˆj(ti)x0j , i = 1, . . . ,m. (4.10)
Le résultat de cette première étape est bruité (cf. figures 4.11 et 4.12).
Ici, nous avons échantillonné T uniformément en m = 1001 points, de manière arbitraire. En chacun de ces
points, on obtient un modèle de régression linéaire, que l’on estime par moindres carrés, à partir des n = 20
expériences à dispositions. À noter que, contrairement au chapitre 3, les données brutes sont utilisées dans cette
approche, afin de ne pas biaiser l’estimation que l’on pourrait obtenir du fait du prétraitement des données.
Nous donnons tout d’abord, le résultat des fonctions coefficients obtenues (figures 4.10a et 4.10b) pour la sortie
CO et HC, qui est utilisé pour commenter les résultats de prédiction présentés.
Les figures 4.11 et 4.12 illustrent quelques résultats obtenus à l’aide de cette méthode. En abscisse, nous avons
la température normalisée, et y en ordonnée. Les courbes bleues correspondent aux résultats expérimentaux et
les courbes rouges aux prédictions obtenues. Les figures 4.11a et 4.11b exemplifient les résultats pour la sortie
CO puisqu’il s’agit du meilleur et pire cas (voir figure 4.13), selon le Integrated Square Error (ISE) (Scott [141])
définie par :
ISE =
∫
(yexp(T )− yˆ(T ))
2
dT, (4.11)
où yexp est la courbe expérimentale et yˆ la courbe prédite. De même pour les figures 4.12a et 4.12b concernant
HC. En pratique, la valeur de l’ISE est calculée par la formule suivante :
ISE =
1
nT
nT∑
i=1
(yexp(Ti)− yˆ(Ti))
2 (4.12)
avec nT le nombre de températures en lesquelles on calcule l’erreur entre expériences et prédictions. Ces points
sont les mêmes quelles que soient les méthodes que nous présentons dans ce chapitre, de manière à pouvoir
comparer les valeurs entre elles, et ainsi comparer les résultats des méthodes.
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(a) Fonctions coefficients pour CO
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(b) Fonctions coefficients pour HC
Figure 4.10 – Fonctions coefficients du modèle 4.6 pour la sortie CO et HC
En ce qui concerne la sortie CO, avec le modèle 4.6, pour le meilleur cas, on observe une prédiction très proche
du résultat expérimental, et pour le pire cas, la forme de la courbe est proche mais on a une translation de la
prédiction par rapport au résultat expérimental. En revanche, on observe une zone de prédiction de concentration
négative, ce qui est inacceptable.
Pour ce qui est de la sortie HC, on voit que dans le pire cas, figure 4.12b, cette procédure entraîne une oscillation,
juste avant le début de la décroissance. Cette oscillation, là encore, n’a aucun sens physique. De plus, pour certains
cas, non présentés ici, on a également des prédictions pouvant atteindre, en fin de décroissance, des concentrations
négatives.
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(a) Meilleur cas (Essai 11) : ISE=4.4955e-4
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
T
y
C
O
Résultat expérimental
Prédiciton
(b) Pire cas (Essai 1) : ISE= 0.0055
Figure 4.11 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle 4.6, pour la sortie CO
Sur la figure 4.11b, la zone où la concentration devient négative, se situe aux alentours de T = 0.55. Cette
figure correspond à l’essai 1 pour lequel on a une concentration initiale de CO et de HC très élevée et une
richesse très faible (concentration de O2 très forte). Si l’on observe les fonctions coefficients, on voit que la zone
proche de la température de 0.55, est une zone dans laquelle a2, fonction correspondant à [CO]0 à quasiment
la même influence que a1 relative à la richesse, qui elle, est très faible, les deux autres fonctions coefficients
se compensant mutuellement. Ceci explique que dans cette zone, des cas extrêmes puissent conduire à des
concentrations négatives.
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(a) Meilleur cas (Essai 2) : ISE=0.0026
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(b) Pire cas (Essai 20) : ISE=0.0213
Figure 4.12 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle 4.6, pour la sortie HC
Pour la sortie HC, le pire cas présenté, essai 20, correspond au cas où la richesse est la plus forte parmi tous
nos essais, avec des valeurs initiales de CO et HC de même ordre. En regardant attentivement la figure 4.10b,
on voit que dans la zone de température normalisée comprise entre 0.4 et 0.5, zone où l’oscillation est présente
dans la prédiction, les fonctions a2 et a3, relatives respectivement à [CO]0 et [HC]0 ont des influences contraires,
pratiquement de même ordre, mais légèrement plus forte pour a3. Pour l’essai 20, ces deux variables sont de
même ordre de grandeur, cela conduit à un premier pic. Ceci est prolongé par le fait que la richesse est très élevée
et que la fonction a1 atteint son maximum pour une température de 0.5, second pic que l’on retrouve dans la
prédiction, en T=0.5. Il s’agit là encore d’un cas extrême.
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Figure 4.13 – Résidus de prédiction pour les deux sorties et pour chaque expérience
En conclusion, cette approche naturelle d’un point de vue physique, conduit à des comportements inacceptables.
Regardons maintenant si les résultats sont améliorés si l’on effectue un lissage sur les estimations ponctuelles
obtenues. En ce basant sur les travaux de Li et al [95], l’utilisation d’une seconde étape de lissage peut apparaître
pertinente pour corriger les phénomènes décrits précédemment. D’autant plus que les fonctions coefficients sont
très oscillantes.
4.1.2.2 Seconde étape : Lissage des fonctions coefficients par P-spline
La procédure basée sur une variable longitudinale, n’est pas suffisante pour aboutir à des résultats pertinents d’un
point de vue physique. Afin d’y remédier, nous avons mis en place une seconde étape de lissage à l’aide de splines
pénalisées (P-splines). L’idée est de tenir compte en un point des estimations précédentes et suivantes. Cette
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approche a été inspirée des travaux de Li et al 2005 [95]. Cette étape de lissage est d’autant plus intéressante
que les fonctions coefficients oscillent.
La théorie des P-splines est présentée dans le chapitre 2. Pour notre cas, nous utilisons les P-splines introduits
par Ruppert et Carroll, [135], avec des bases de fonctions d’ordre r = 3 et les nœuds choisis sont les points de la
discrétisation de la variable longitudinale T . Ces choix ont été motivés par les considérations pratiques présentées
dans l’article de Li et al [95]. Nous présentons tout d’abord le résultat des fonctions coefficients, figures 4.14a et
4.14b avant de présenter les résultats de prédiction.
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(a) Fonctions coefficients lissées pour CO
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Figure 4.14 – Fonctions coefficients du modèle 4.6 lissés par P-splines pour la sortie CO et HC
On peut voir que la procédure de lissage a permis d’obtenir des fonctions coefficients régulières. Cette étape a
également entraîné un rabotage au sommet des différentes bosses. Notamment, pour les fonctions coefficients
relatives à HC, on observe que pour a1, ce lissage élimine le petit palier juste avant le sommet, de même pour
a0 aux alentours de T = 0.5. Il est remarquable que les zones où le lissage modifie les fonctions coefficients
coïncident avec les zones où l’on a des problèmes de prédiction. Étudions les courbes de prédictions des essais
pris dans la première étape.
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(a) Essai 11 : ISE=2.1788e-4
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(b) Essai 1 : ISE=0.0049
Figure 4.15 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle 4.6 et lissage des fonctions coefficients par P-splines, pour la sortie CO
Si l’on compare ces résultats aux résultats obtenus après la première étape, on remarque que les prédictions
obtenues sont régulières. Ceci provient de la régularité estimée des fonctions coefficients. Néanmoins, on observe
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toujours des cas où la prédiction de concentration est négative, comme sur la figure 4.15b. Le lissage ne traite
pas le problème de fond d’inadéquation du modèle linéaire.
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(a) Essai 2 : ISE=0.0016
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(b) Essai 20 : ISE=0.0165
Figure 4.16 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle 4.6 et lissage des fonctions coefficients par P-splines, pour la sortie HC
Pour la sortie HC, figures 4.16a et 4.16b, là encore, les prédictions sont régulières du fait de la régularité des
fonctions coefficients. Ceci n’a néanmoins pas permis de supprimer la bosse observée juste avant la décroissance,
comme sur la figure 4.12b. On note toutefois que les valeurs des ISE pour les deux sorties ont été réduites après
lissage des fonctions coefficients, indiquant de meilleures prédictions. Le tableau 4.1 résume les valeurs obtenues.
ISE CO ISE HC
Pire cas Meilleur cas Pire cas Meilleur cas
Première étape 0.0055 4.4955e-4 0.0213 0.0026
Seconde étape 0.0049 2.1788e-4 0.0165 0.0016
Tableau 4.1 – Récapitulatif des valeurs des ISE de la première et second étape sur les essais présentés
L’étape de lissage est d’autant plus intéressante que les fonctions coefficients présentent des oscillations. Comme
dans notre cas, la méthode de lissage a conduit à des courbes régulières. De plus, les zones où l’étape de lissage
a principalement agi correspondent aux zones où l’on observe des phénomènes non physiques lors des prévisions
en utilisant la première approche. Malgré ce constat, cette étape de lissage, n’a pas pu résoudre les problèmes
rencontrés (oscillations avant la décroissance, et valeurs de concentration négatives).
Afin de nous rendre compte si les problèmes de prédictions peuvent venir de la structure de dépendance choisie
(structure linéaire dont nous savons, voir section 4.1.1.2, que pour certains cas, ce choix n’est pas forcement le
plus adapté), étudions plus en détails la figure 4.16b, correspondant au pire cas pour HC, et interprétons-le à
l’aide notamment des courbes de GAM introduites dans la section 4.1.2.
D’un point de vue expérimental, ce cas correspond à un cas où la richesse est très élevée. On note que pour ce
cas l’oscillation avant la décroissance intervient entre T = 0.4 et T = 0.5. Or, si l’on regarde la courbe GAM
obtenue pour HC selon la richesse, figure 4.9a, on s’aperçoit que pour T = 0.4 une relation linéaire n’était pas
des plus appropriées, et le fait que l’on soit sur un extremum (richesse normalisée égale à 1) peut expliquer en
partie le phénomène rencontré. Il convient donc d’étudier, ce que donne une autre estimation du modèle VCM,
avant de conclure sur la validité du modèle.
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Cette seconde méthode d’estimation des fonctions coefficients est l’objet de la prochaine section. Dans cette
seconde méthode, l’estimation est effectuée par polynômes locaux. L’idée est d’estimer les fonctions coefficients
à l’aide d’une méthode directe, adaptée aux données fonctionnelles. En outre, on espère ainsi conclure quant à
la mise en cause de la structure de dépendance dans les problèmes de prédiction rencontrés.
4.1.3 Méthode 2 : Estimation des fonctions coefficients par polynômes locaux
Nous nous proposons dans cette partie, d’introduire et appliquer la seconde méthode d’estimation des fonctions
coefficients testée. Dans cette méthode l’estimation est effectuée par des polynômes locaux, l’ordre des polynômes
étant fixé à 3.
Les modèles fonctionnels linéaires sont très utiles pour l’étude des données longitudinales. Ces modèles incluent
entre autres les modèles additifs, Hastie et Tibshirani [80], et les modèles à coefficients variables, Hastie et
Tibshirani [81]. L’estimation des fonctions coefficients a donné lieu à de nombreux travaux, Hoover et al [86],
Brumback et Rice [18], Cardot, Ferraty et Sarda [23]. Parmi ces méthodes d’estimation, les splines de lissage et
les méthodes à noyaux ont été proposées dans le but de fournir une estimation non paramétrique. Néanmoins,
ces méthodes d’estimation sont soit très lourdes algorithmiquement, soit inefficaces en terme de performance
de prédiction. Pour corriger ces problèmes, Fan et Zhang, [56], [55], proposent une estimation simple en deux
étapes, basée sur une méthode de régression non paramétrique : les polynômes locaux d’ordre 3.
Le principe général de la méthode, dans le cas classique est introduit dans le chapitre 2. Dans un premier temps,
nous présentons des considérations pratiques quant à l’application de notre méthode, et dans un second temps,
nous exhibons les résultats de prédiction. Enfin, nous concluons et donnons quelques perspectives pour cette
méthode d’analyse de données fonctionnelles.
4.1.3.1 Présentation de la méthode
Le principe de la méthode est le suivant : dans une première étape, on utilise une régression linéaire locale pour
obtenir une estimation initiale des fonctions coefficients, puis, dans une seconde étape, on estime par un polynôme
local cubique une des fonctions coefficients en substituant aux autres fonctions leurs estimations initiales. Cette
procédure est réitérée selon toutes les directions. Lors de l’application de cette méthode de régression non
paramétrique, il est notamment nécessaire de déterminer les fenêtres de recherche optimales : fenêtre initiale
globale et fenêtres dans chaque direction. Plusieurs travaux traitent de ce point tels que Ruppert et al [136] ou
Fan et Gijbels [51]. La procédure choisie est une règle empirique dite du pouce décrite dans Fan et Gijbels [52].
Avant de présenter les résultats d’application de cette méthode sur notre cas d’étude, plusieurs points pratiques
doivent être explicités. Tout d’abord le choix du noyau. Nous avons fait le choix de prendre le noyau d’Epanech-
nikov, défini par
K(t) = 0.75(1− t2)1|t|≤1 (4.13)
La formule de la fenêtre optimale peut être déterminée en minimisant l’erreur moyenne quadratique asymptotique
intégrée. Cette dérivation peut être trouvée dans l’ouvrage de Fan et Gijbels,[52]. La partie ambigu de ce processus
repose sur la méthode à utiliser pour estimer les quantités inconnues telles que la variance, certaines fonctions
dérivées et de densité.
Fan et Gijbels, [52], suggèrent l’ajustement d’un polynôme de degré quatre par la méthode des moindres carrés
ordinaires et en utilisant les dérivés de ce polynôme et la somme des carrés des résidus standardisés comme des
estimations de leurs analogues inconnus. Ruppert et al., [136], suggèrent d’utiliser une technique similaire, sauf
que leur polynôme est ajusté par blocs. Le nombre de blocs est choisi en fonction de la statistique de Mallows
[103].
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Nous avons retenu la règle dite du pouce (ROT pour Rule Of Thumb) décrite dans l’ouvrage de Fan et Gijbels,[52]
section 4.2. Le principal avantage de cette méthode est sa rapidité. En reprenant les notations utilisées par les
auteurs, nous présentons brièvement la méthode ci-dessous.
En pratique, on détermine des estimations de la fonction de densité, f(·), de la variance conditionnelle, σ2(·)
et de m(p+1)(·), la dérivée p + 1ème de l’espérance conditionnelle m(x), en ajustant globalement un polynôme
d’ordre p+ 3 à cette dernière, soit
mˇ(x) = αˇ0 + . . .+ αˇp+3xp+3. (4.14)
On s’intéresse à l’estimation de m(ν)(·) et on pose comme fonction poids w(x) = f(x)w0(x) pour des fonctions
spécifiques de w0. En substituant ces estimations dans la formule de fenêtre constante optimale de Fan et
Gijbels,[52], on obtient
hROT = Cν,p(K)
[
σˇ2
∫
w0(x)dx∑
i=1n
[
mˇ(p+1)(Xi)
]2
w0(Xi)
]1/(2p+3)
, (4.15)
où Cnu,p(K) =
[
(p+1)!2(2ν+1)
∫
K∗2ν (t)dt
2(p+1−ν)
[∫
tp+1K∗2ν (t)dt
]2 ]−1/(2p+3) est une constante (tabulée pour différents noyaux K et
différentes valeurs de ν et p), et σˇ2 est la somme des carrés des résidus standardisés de l’ajustement (4.14).
Cette selection de fenêtre simple est dérivée sous certaines conditions. Cependant, même dans des situations où
ces conditions ne sont pas strictement vérifiées, cette formule peut être appliquée afin d’avoir une idée du degré
de lissage à utiliser.
L’estimateur en deux étapes est calculé par la formule 2.95 dans laquelle interviennent les estimations initiales
des fonctions coefficients au travers des Vi. Contrairement aux exemples d’application de cette méthode, dans
notre cas, il est nécessaire de réaliser l’estimation selon toutes les directions, et dans ce contexte, il apparaît plus
judicieux de remplacer à chaque itération, c’est-à-dire pour chaque direction, les fonctions coefficients obtenues
initialement par les estimateurs en deux étapes déjà calculés. Le pseudo code (algorithme 4.1) permet une
meilleure compréhension de cette démarche.
En revanche, dans ce cadre, on s’aperçoit que l’ordre dans lequel les directions sont traitées peut avoir une
influence. Afin de contourner ce problème, nous réalisons une boucle sur l’estimation des p fonctions coefficients,
jusqu’au moment où ces estimations se stabilisent. En pratique, nous avons pu constater qu’à partir de trois
itérations, ces coefficients ne variaient plus. De plus, nous avons effectué des tests en changeant l’ordre des
variables d’entrée pour en mesurer l’influence, et nous avons pu constater que grâce à cette boucle supplémentaire,
l’ordre n’intervient plus..
Notations dans notre cas
Le cadre classique dans lequel est appliquée la méthode VCM, est celui d’entrées fonctionnelles et d’une sortie
scalaire. Dans notre cas, nous avons des sorties fonctionnelles et des entrées scalaires. La méthode reste valide
dans cette configuration mais nécessite de redéfinir les notations précédemment introduites (section 2.2.2.2).
Soit p le nombre de variables explicatives envisagées, contenant le terme constant. Nous avons à disposition n
expériences qui correspondent à différentes conditions opératoires (richesse, [HC]0, [CO]0). Sur chacune de ces
courbes expérimentales, nous réalisons une discrétisation selon la température en m points.
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Ainsi, on définit la matrice X1 , de taille (nm)× 2p de la manière suivante
X1 =


X111 X
1
11(T1 − t0) · · · X
1
1p X
1
1p(T1 − t0)
...
...
. . .
...
...
X1m1 X
1
m1(Tm − t0) · · · X
1
mp X
1
mp(Tm − t0)
X211 X
2
11(T1 − t0) · · · X
2
1p X
2
1p(T1 − t0)
...
...
. . .
...
...
Xnm1 X
n
m1(Tm − t0) · · · X
n
mp X
n
mp(Tm − t0)


(nm,2p)
, (4.16)
et le vecteur des réponses associées Y de taille (nm) par
Y = (Y 11 , . . . , Y
1
m, Y
2
1 , . . . , Y
n
m)
T , (4.17)
où l’exposant i, i = 1, . . . , n est relatif à l’expérience i. La notation Xikj correspond donc à l’entrée j à la
température k pour l’expérience i.
On pose également
W1 = diag(K1h1(T1 − t0), . . . ,K
1
h1(Tm − t0), . . . ,K
n
h1(Tm − t0)), (4.18)
où Kh(Ti − t0) = 34h
(
1− (Ti−t0)
2
h2
)
1|Ti−t0|≤h, i = 1, . . . ,m, et h1 est la fenêtre initiale choisie.
Quelques remarques concernant ces notations. Dans notre cas, les entrées sont constantes au cours d’une expé-
rience, autrement dit, nous avons
∀j = 1, . . . , p Xikj = X
i
lj , i = 1, . . . , n k, l = 1, . . . ,m. (4.19)
On dénote donc par Xi les entrées relatives à l’expérience i.
De plus, nous avons fait le choix de discrétiser la courbe en m points uniformément répartis selon la température.
Cette température est normalisée entre 0 et 1, 0 correspondant à la plus grande valeur minimale commune
entre les expériences et 1 à la plus petite valeur maximale commune. Par conséquent, selon chaque expérience,
les températures choisies sont les mêmes, et correspondent également aux nœuds utilisés pour le calcul des
estimateurs. On s’aperçoit donc que
Kih(Tk − t0) = K
j
h(Tk − t0) ∀k = 1, . . . ,m ∀j = 1, . . . , n (4.20)
Et enfin, il nous faut encore définir les notations nécessaires pour la deuxième étape. Soit
X2,k =

X
1
1k X
1
1k(T1 − t0) X
1
1k(T1 − t0)
2 X11k(T1 − t0)
3
...
...
...
...
Xnmk X
n
mk(Tm − t0) X
n
mk(Tm − t0)
2 Xnmk(Tm − t0)
3


(nm,2p)
,∀k = 1, . . . , p, (4.21)
W2,k = diag(K1h2,k(T1 − t0), . . . ,K
n
h2,k
(Tm − t0)),∀k = 1, . . . , p (4.22)
où h2,k correspond à la fenêtre optimale calculée par ROT pour la direction k et enfin
V2,k = (V2,k(T1, X1), . . . , V2,k(Tm, X1), V2,k(T1, X2), . . . , V2,k(Tm, Xn))T (4.23)
où
V2,k(Tj , Xi) =
p∑
l=1
l 6=k
aˆl,1(Ti)Xijl. (4.24)
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Avec ces nouvelles notations, on a ainsi l’estimation initiale des fonctions coefficients qui est donnée par
aˆj,1(t0) = eT2j−1,2p(X
T
1 W1X1)
−1XT1 W1Y, j = 1, . . . , p (4.25)
et l’estimateur en deux étapes est donné par
aˆk,2(t0) = (1 0 0 0)(XT2,kW2,kX2,k)
−1XT2,kW2,k(Y − V2,k), k = 1, . . . , p (4.26)
Voici le pseudo-code de la méthode implémentée :
Algorithme 4.1 Estimation des fonctions coefficients par polynômes locaux
Initialisation de h1
Calcul des aˆj,1(·) par la formule 4.25, pour j = 1, . . . , p
Pour i = 1 à 3
1. Pour k = 1 à p
(a) Calcul de h2,k par ROT
(b) Calcul des aˆk,2(·) par la formule 4.26
(c) On remplace aˆk,1(·) par aˆk,2(·)
2. Fin pour
Fin pour
Tout d’abord mesurons l’influence de la fenêtre initiale h1. Le choix de cette fenêtre initiale n’est pas crucial,
dans le sens où il suffit qu’elle soit suffisamment petite. D’autant plus que pour chaque itération, nous remplaçons
la valeur initiale des fonctions coefficients par l’estimation obtenue à la deuxième étape, et que nous réitérons
cette étape. Pour s’en convaincre, nous avons testé des fenêtres initiales de 0.011, 1 et 20, puis nous comparons
le critère IMSE calculé dans chaque cas.
En réalisant cette vérification, on peut s’apercevoir que le choix de h1 n’est pas primordial. En effet, dans le cas
d’une fenêtre initiale de 0.01, le critère obtenu pour la sortie CO est le même. En revanche, lorsque l’on prend
une fenêtre initiale supérieure, ce critère à tendance à augmenter. Néanmoins, si dans les deux cas, on augmente
le nombre de boucles réalisées, on retrouve les mêmes valeurs de fonctions coefficients et donc la même valeur
pour le critère.
En conclusion, on peut voir que si la fenêtre initiale est mal choisie, c’est-à-dire trop grande, cela nécessitera
davantage d’itérations pour arriver au résultat.
Concernant l’échantillonnage selon la température, nous avons pris les m = 2652 points d’échantillonnage des
résultats expérimentaux, soit la totalité des points disponibles.
En revanche, dans le modèle que nous postulons, le fait de prendre un terme constant, entraîne un problème
quant au calcul par ROT de la fenêtre (fenêtre nulle). Pour remédier à cela, la valeur de la fenêtre pour le terme
constant a été déterminé par minimisation du ISE réalisé sur un échantillonnage fin entre 0 et 1 de h2,1. Ainsi,
la valeur de la fenêtre pour le terme constant est fixée à une valeur basse de 0.06.
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4.1.3.2 Applications et résultats
Les figures 4.17a et 4.17b exhibent les fonctions coefficients, respectivement pour la sortie CO et HC. Les courbes
pleines correspondent aux fonctions coefficients estimées par polynômes locaux, les courbes pointillées celles
obtenues par la première méthode d’estimation (cf. section 4.1.2). Si l’on compare les deux méthodes au travers
de ces fonctions coefficients, on peut voir que l’influence de chaque variable reste la même, plus précisément la
forme des courbes relativement à chaque variable est proche, en revanche les amplitudes et donc leurs importances
diffèrent. Malgré cette constatation, on obtient au final des résultats de prédictions comparables.
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Figure 4.17 – Fonctions coefficients pour la sortie CO et HC estimées par la seconde méthode en traits pleins,
et celles de la première méthode en pointillée
Les résultats présentés, figures 4.18 et 4.19, font références aux mêmes essais que ceux introduits dans la section
4.1.2.
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Figure 4.18 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle 4.6, pour la sortie CO
Les résultats exhibés sont intéressants puisque proches des résultats expérimentaux, tout en respectant la forme
des courbes cinétiques étudiées. De plus, nous avons obtenu des valeurs d’ISE relativement faibles.
Cependant, bien que cette seconde méthode soit différente de celle présentée dans la section précédente, et donc
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Figure 4.19 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle 4.6, pour la sortie HC
les fonctions coefficients estimées aussi (figures 4.17), les résultats nous conduisent à des prédictions semblables.
Ainsi, on continue d’observer les mêmes phénomènes physiques inacceptables (concentrations négatives, bosses
avant la décroissance) que ceux obtenus dans la section 4.1.2.
Plusieurs points ont également été vérifiés afin de tenter d’expliquer les problèmes de concentrations négatives,
ou les oscillations avant la décroissance pour la sortie HC, notamment l’utilisation des données lissées, ou le
calcul des fenêtres optimales. Cependant, aucune de ces vérifications ne nous a permis de mettre en défaut la
méthode utilisée, mise à part le choix de la structure de dépendance linéaire.
En conclusion, on constate que cette méthode semble plus naturelle afin de traiter les données fonctionnelles
comme dans notre cas. D’une part, par son approche plus adaptée à ce type de données, d’autre part par les
résultats légèrement meilleurs obtenus. Cependant, il apparaît que dans cette méthode encore une fois le choix
de la structure de dépendance est primordial.
Les diverses améliorations et vérifications apportées n’ont pas permis de corriger ces phénomènes. Il devient alors
évident que la méthode mise en place n’est pas à mettre en cause, mais c’est bien la structure de dépendance
linéaire, qui est à l’origine de ces résultats non pertinents.
4.1.4 Conclusions
Le but de cette première partie est l’application de méthodes fonctionnelles afin de modéliser le système physico-
chimique étudié, le piège à NOx. Il s’agit d’étudier des courbes cinétiques en fonction de la température. Dans
ce contexte, plusieurs méthodes peuvent être envisagées pour répondre à nos besoins.
Du fait de la possibilité de prédire efficacement la TLO en fonction de la richesse, notre choix s’est légitimement
porté sur des modèles à coefficients variables. Il s’agit de modèles de régression dans lesquels les coefficients
dépendent d’une certaine variable longitudinale, généralement le temps, l’espace ou la température. Le cœur de
ces méthodes réside dans l’estimation des fonctions coefficients.
Nous avons présenté deux méthodes d’estimation. La première consiste en une estimation point à point de ces
fonctions coefficients par moindres carrés puis en un lissage des courbes obtenues par des P-splines. La seconde
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méthode d’estimation propose une estimation de chacune des fonctions coefficients par des polynômes locaux
cubiques.
À partir des variables explicatives déterminées, à savoir la richesse, [CO]0 et [HC]0, nous avons appliqué ces
deux méthodes. Les résultats que nous avons obtenus, nous permettent de conclure que ces deux méthodes, bien
que pertinentes, ne répondent pas totalement à nos attentes. En effet, certains comportements physiquement
impossibles sont apparus en certains points expérimentaux.
Néanmoins, après avoir regardé plus précisément les raisons de ces défaillances, nous avons pu mettre en avant le
fait que ces problèmes sont essentiellement dûs à la structure de dépendance linéaire par rapport aux variables
explicatives choisies.
Malgré l’étude de la dépendance entre les variables explicatives et les sorties, nous n’avons pu dégager de structure
précise. Ceci provient essentiellement du nombre restreint d’essais expérimentaux à notre disposition. Ainsi, cette
incapacité à définir la façon dont chaque variable influence les sorties est le principal problème des méthodes
présentées. Il est important de souligner que l’on aurait pu adapter le modèle VCM si on avait pu identifier une
structure de dépendance comme une structure linéaire par morceaux.
On en conclut que les deux méthodes mises en place dans ce chapitre bien qu’adaptées à notre cas d’étude, sont
très influencées par la structure de dépendance localement (à température constante) utilisée. Dans notre cas,
la dépendance linéaire n’est pas satisfaisante. Des travaux récents dans d’autres domaines peuvent peut être
apporter une solution. Par exemple, les travaux de Chen et Tsay [27], dans lesquels les auteurs proposent dans le
cadre de l’analyse de série temporelle non linéaire, une méthode d’estimation des fonctions liens autorégressives,
ou encore dans le domaine de la classification avec le boosting, Tutz et Binder [153] [154], dans lesquels les
variables d’intérêts sont sélectionnées et les fonctions liens sont estimées.
4.2 Estimation des paramètres cinétiques
Dans la procédure de développement de système de dépollution catalytique, et d’une manière générale, de système
cinétique, bien souvent, la première étape consiste à déterminer un modèle numérique censé représenter la réalité
expérimentale. Néanmoins, dans la plupart des cas, la complexité de ces systèmes imposant des simplifications,
ou bien la connaissance imparfaite de ce qui se passe en réalité, conduisent à des modèles numériques inadaptés.
C’est le cas de notre modèle numérique (voir chapitre 1).
L’incapacité à déterminer un jeu de paramètres cinétiques pour toutes les expériences, nous a amenés dans
un premier temps à ne pas tenir compte de ce modèle dans les approches fonctionnelles testées. Cependant,
l’utilisation de méthodes fonctionnelles dans lesquelles l’expertise métier est totalement ignorée, a pour consé-
quence l’apparition de comportements inacceptables dans certains cas, comme par exemple des concentrations
négatives. Ce constat démontre l’utilité du modèle numérique. En effet, bien que ce modèle soit inadapté pour
représenter ce que nous observons expérimentalement, il apporte toutefois une information cruciale sur la nature
des sorties étudiées, et donc sur le lien physico-chimique entre les variables d’entrée (concentrations initiales) et
la concentration de sortie.
Dans ce contexte, nous nous sommes alors penchés sur les raisons de l’inadéquation du modèle numérique. Pour
cela, nous avons remis en cause le dénominateur utilisé dans le calcul des vitesses de réactions pour des raisons
expertises métiers que nous détaillons dans le chapitre 1 section 1.1.5. La modification de ce dénominateur a
entraîné l’ajout d’un paramètre cinétique à ajuster, soit cinq paramètres au total, et a pour conséquence une
amélioration de la pertinence du modèle.
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La démarche d’estimation du vecteur des cinq paramètres cinétiques mise en place a été la suivante : première-
ment, une estimation constante sur tout le domaine, deuxièmement, une estimation en chaque point à disposition
(vingt points) du domaine, troisièmement, une estimation en fonction des prédicteurs. Pour résoudre cette troi-
sième étape, nous avons commencé par la seconde afin de nous guider vers la fonctionnelle la plus adéquate.
Ce plan en trois étapes se justifie puisque l’on constate que le modèle est inadéquat si on prend toutes les
expériences pour estimer les paramètres cinétiques, mais convient si on considère les expériences une à une. D’où
l’idée d’estimer les paramètres expérience par expérience pour trouver un modèle qui relie les paramètres aux
entrées.
Cette partie se compose de trois sections. Tout d’abord, nous rappelons brièvement les modifications apportées
au modèle numérique, le nouveau vecteur de paramètre cinétique et la méthode d’estimation de ces paramètres
expérience par expérience. Dans une seconde section, nous introduisons trois fonctionnelles reliant paramètres
cinétiques et prédicteurs. Enfin dans une troisième section, nous introduisons la méthode mise en place pour le
calcul des régions de confiance, et exhibons les résultats.
4.2.1 Modifications du modèle numérique et estimations des paramètres cinétiques
Les résultats de prédiction obtenus à l’aide des méthodes fonctionnelles basées sur des modèles à coefficients
variables, ont fait apparaitre que l’omission de l’expertise métier dans les modèles peut conduire à des compor-
tements impossibles.
Dans cette optique, l’utilisation du modèle numérique des experts présenté dans le chapitre 1 semble être une
solution pour éviter ce type de comportements. En effet, bien qu’inadapté, ce modèle numérique apporte une
certaine connaissance sur le comportement du système. L’idée étant de tirer un maximum d’information de ce
modèle.
Modification du modèle numérique et nouveau vecteurs
Comme nous l’avons précisé dans le premier chapitre, le modèle numérique postulé est inadapté pour représenter
efficacement la réalité expérimentale. Malgré des tentatives d’estimations des paramètres cinétiques, les résultats
obtenus ne sont pas satisfaisants. Plus précisément, nous sommes incapables de déterminer un jeu de paramètres
cinétiques valable pour toutes les expériences.
Nous avons décidé, en concertation avec les expérimentateurs, de modifier le dénominateur utilisé dans le calcul
des vitesses de réactions. Après plusieurs études, nous sommes arrivés à déterminer une nouvelle expression
pour ce dénominateur permettant de mieux ajuster les résultats du modèle aux résultats expérimentaux. Cette
nouvelle expression nécessite également l’ajout d’un paramètre cinétique à estimer, la constante d’adsorption de
la réaction de HC. Pour plus de détails, nous renvoyons le lecteur au chapitre 1, section 1.1.5.
Ainsi, nous avons au final un modèle numérique dépendant d’un vecteur β de cinq paramètres cinétiques à
ajuster, soit respectivement, β1 et β2 le facteur pré exponentiel et énergie d’activation pour la réaction de CO,
β3 et β4 ceux pour la réaction de HC, et β5 la constante d’adsorption de HC.
Une fois ce nouveau modèle mis en place, nous avons estimé le vecteur des cinq paramètres cinétiques constant
pour tous les points du domaine. De manière classique, cette estimation est effectuée par moindres carrés, soit
βˆ = argmin
β
n∑
i=1
∫
‖yi(T )− f(xi, T,β)‖2dT (4.27)
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Malheureusement, tous les essais basés sur l’équation (4.27) se sont révélés infructueux, montrant bien que le
modèle proposé est insuffisant pour représenter toute la réalité expérimentale, même si les grandes tendances sont
respectées. Néanmoins, on constate tout de même une amélioration par rapport à ce que l’on avait précédemment
(avant les modifications). Notamment, il est possible de déterminer un jeu de paramètres cinétiques expérience
par expérience, ce qui n’était pas le cas avec le modèle précédent.
Estimation des paramètres cinétiques
Malgré l’amélioration du modèle numérique, nous ne sommes toujours pas à même d’estimer un vecteur de
paramètres cinétiques pertinents constants pour tous les points du domaine.
En revanche, il est possible de déterminer expérience par expérience un vecteur de paramètres cinétiques. Dans
ce cas,
βˆi = argmin
β
∫
‖yi(T )− f(xi, T,β)‖2dT, pour i = 1, . . . , n (4.28)
où n est le nombre d’expériences à disposition, f(·) est le modèle numérique, βi = (βi,j)j=1,...,5 est le vecteur des
cinq paramètres cinétiques de l’expérience i, T est la température et xi représente les concentrations initiales
de CO, HC et O2 de l’expérience i. Cette approche revient à faire varier les paramètres en fonction des xi. Par
conséquent, on a, au final, cinq paramètres cinétiques à ajuster pour chacune des vingt expériences, soit cent
paramètres.
Les figures 4.20a et 4.20b illustrent le type de prédictions que l’on obtient, et correspondent aux pires cas,
respectivement pour CO et HC, étudiés dans la section précédente. Les courbes bleues représentent les résultats
expérimentaux et les courbes rouges les prédictions obtenues à l’aide du modèle après estimation des paramètres
cinétiques.
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(a) Résultat pour CO de l’essai 1 : ISE=4.9051e-4
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Figure 4.20 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle numérique après estimation des paramètres pour la sortie CO de l’essai 1, et pour la sortie HC de l’essai
20
On peut voir que les prédictions obtenues dans ces cas présentés, sont relativement proches des résultats expéri-
mentaux. De plus, nous n’avons pas de comportement atypique de ces prédictions. On observe également que les
ISE de chacune de ces prédictions, sont largement inférieures à celles obtenues précédemment (4.9e-4 < 5.5e-3
pour CO et 4.7e-3 < 2.13e-2 pour HC).
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On rappelle que l’ISE est définie par l’équation
ISE =
1
nT
nT∑
i=1
(yexp(Ti)− yˆ(Ti))
2 (4.29)
avec nT le nombre de températures en lesquelles on calcule l’erreur entre expériences et prédictions (les mêmes
que pour les méthodes introduites précédemment), et avec les valeurs de yexp et yˆ normalisées (contrairement
aux courbes présentées sur les figures 4.20).
On définit l’IMSE pour HC et CO, comme étant la somme des ISE de chaque essai, soit
IMSE =
n∑
j=1
1
nT
nT∑
i=1
(yexp,j(Ti)− yˆj(Ti))
2
, (4.30)
où yexp,j est la courbe expérimentale normalisée de l’expérience j et yˆj sa courbe normalisée prédite.
Pour ce qui est de la sortie HC, nous avons obtenu un IMSE de 0.0958, et pour CO de 0.0111, qui sont
relativement faibles, et illustrent bien la proximité des prédictions par rapport aux résultats expérimentaux.
Nous allons maintenant étudier plus attentivement les valeurs de paramètres cinétiques estimés pour chacune
des expériences, en fonction des prédicteurs. Le but est de pouvoir dégager une relation, si elle existe, reliant les
valeurs de paramètres cinétiques à ces prédicteurs.
Les figures 4.21 et 4.22 exposent les valeurs des paramètres cinétiques (en log) obtenues fonction de [CO]0, [HC]0
et [O2]0. Les figures 4.21a et 4.21b exhibent les résultats des paramètres relatifs à CO, le facteur pré exponentiel
et l’énergie d’activation de la réaction d’oxydation de CO. Les figures 4.22a, 4.22b et 4.22c représentent respec-
tivement le facteur pré exponentiel et l’énergie d’activation de la réaction d’oxydation du HC et la constante
d’adsorption de HC.
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Figure 4.21 – Répartition des paramètres cinétiques relatifs à la réaction d’oxydation de CO fonction des variables
normalisées
Les βˆi obtenus sont dispersés, deux expériences proches pouvant conduire à des βˆi très différents. L’exemple de
l’essai 16, sur les figures 4.22 illustre bien ce phénomène, directement lié aux problèmes d’optimisation rencontrés.
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Figure 4.22 – Répartition des paramètres cinétiques relatifs à la réaction d’oxydation de HC et de la constante
d’adsorption de HC fonction des variables normalisées
Bien que les prédictions soient bonnes, nous souhaitons que les valeurs des paramètres cinétiques aient un sens
du point de vue des expérimentateurs.
On remarque que pour certains paramètres, nous observons presque une relation linéaire entre les paramètres
et une des variables. C’est le cas, par exemple, pour la valeur du paramètre pré exponentiel et de l’énergie
d’activation de CO en fonction de [CO]0. En revanche, ces relations observées ne concernent pas la variable O2.
Ce constat peut s’expliquer par le fait que les paramètres cinétiques sont relatifs à HC et CO. Par conséquent,
nous choisissons d’utiliser uniquement [HC]0 et [CO]0 comme variable de la relation que nous mettons en place
dans la section suivante.
4.2.2 Modélisation des paramètres cinétiques en fonction des entrées
Le but de cette section est de déterminer une modélisation pertinente des paramètres cinétiques en fonction
des prédicteurs, définis comme étant les concentrations initiales de HC et CO. On cherche donc une fonction
β(x) qui a x associe un vecteur de paramètres cinétiques tel que le modèle numérique soit proche des résultats
expérimentaux.
Nous avons mis en avant dans la section précédente qu’il est possible de déterminer pour chaque essai à disposition
un vecteur de paramètres cinétiques tel que le modèle numérique s’ajuste bien aux résultats expérimentaux. En
étudiant la répartition de ces paramètres dans l’espace des entrées, nous avons pu observer une relation linéaire
dans certains cas.
À partir de ce constat, nous avons mis en place une relation linéaire en les prédicteurs pour déterminer les
paramètres cinétiques. On pose comme première approche, la fonction suivante :
β(x) = xγ (4.31)
où γ représente les coefficients de la relation linéaire. La méthode repose donc sur l’estimation de ces coefficients.
Les résultats de cette première fonction liant les paramètres cinétiques aux prédicteurs ne sont pas totalement
satisfaisants, mais nous ont guidés vers deux autres méthodes d’estimation.
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La première de ces deux méthodes consiste à résoudre un problème aux moindres carrés pondérés et à poser :
βˆ(x) = argmin
β
n∑
i=1
∫
‖yi(T )− f(xi, T,β)‖2Kh(xi, x)dT. (4.32)
Dans cette première méthode la fonction noyau dépend des x. Dans le cas d’un noyau gaussien, le paramètres h
est un vecteur de même dimension p que x.
La seconde méthode, dans la lignée de Hastie et Tibshirani [81], propose de remplacer les βˆi du modèle 4.28 par
des coefficients dont les estimations sont lissées. Pour ce faire, Hastie et Tibshirani utilisent des B-splines. Nous
avons choisi d’employer la méthode "Kernel Ridge Regression" (KRR) (voir chapitre 2), exposée par exemple
dans Saunders et al. [139] particulièrement simple à mettre en œuvre.
Les résultats obtenus par ces deux méthodes sont comparables. Cependant, la seconde offre l’avantage de déter-
miner l’équation d’une surface de réponse pour représenter l’évolution des paramètres, qu’il suffit d’évaluer pour
déterminer un nouveau point, alors que dans la première méthode une optimisation est nécessaire à chaque fois
que l’on veut déterminer βˆ pour un nouveau point.
Par conséquent, nous n’introduisons, par la suite, que cette seconde méthode, qui est plus intéressante et perti-
nente pour notre cas. Il est à souligner que ces deux méthodes ne nécessitent que d’interfacer le calcul du modèle
numérique, et sont donc non intrusives. De plus, ces méthodes sont des méthodes analogues à celles des VCM,
et en étendent l’application à un cadre non-linéaire.
Nous présentons donc dans un premier temps, l’estimation des coefficients d’une relation linéaire entre prédicteurs
et paramètres cinétiques, modèle 4.31, et les résultats obtenus. Dans un second temps, la théorie des KRR ayant
été introduite dans le chapitre 2, nous l’appliquons sur notre cas d’étude.
4.2.2.1 Estimation des coefficients d’une relation linéaire entre prédicteurs et paramètres ciné-
tiques
Partant des observations de relation linéaire entre les concentrations initiales de HC et CO, la première approche
testée consiste à estimer les coefficients d’une relation linéaire entre les variables et les paramètres cinétiques.
Soient p le nombre de variables et q le nombre de paramètres cinétiques, on pose
γ =

γ1,0 · · · γq,0... . . . ...
γ1,p · · · γq,p


(p+1,q)
. (4.33)
On note xi = (xi,j)j=1,...,p, les entrées relatives à l’expérience i, i = 1, . . . , n, avec n le nombre d’expériences.
L’approche consiste à estimer γˆ, par moindres carrés, soit
γˆ = argmin
γ
n∑
i=1
∫
‖yi(T )− f(xi, T,β(xi))‖2dT , avec β(xi) = (1, xi) γ. (4.34)
Deux variables sont retenues (i.e p = 2), les concentrations initiales de CO et de HC, et nous avons q = 5
paramètres. La méthode consiste donc à estimer les q × (p+ 1) = 15 paramètres de la matrice γˆ.
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Comme précédemment, nous présentons les résultats de prédictions de CO pour l’essai 1, et de HC pour l’essai
20, respectivement les figures 4.23a et 4.23b. Les courbes rouges correspondent aux prédictions et les courbes
bleues aux résultats expérimentaux.
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(a) Résultat pour CO de l’essai 1 : ISE=0.0041
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(b) Résultat pour HC de l’essai 20 : ISE=0.0072
Figure 4.23 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle numérique après estimation des coefficients de la relation linéaire des paramètres par rapport aux variables
de l’expérience pour la sortie CO de l’essai 1, et pour la sortie HC de l’essai 20
On peut voir sur ces deux figures, que les prédictions obtenues, sont encore une fois très proches des résultats
expérimentaux. Afin de comparer les résultats obtenus à ceux précédemment présentés, nous avons estimé la
matrice γ à partir de 19 des 20 expériences et prédits la vingtième, et avons réitéré cette démarche pour chaque
essais à disposition. Ceci nous permet de calculer les ISE de chaque cas ainsi que les IMSE pour les sorties CO
et HC.
En ce qui concerne les ISE, on voit que par rapport à la première approche, les prédictions sont moins bonnes
(4.1e-3>4.9e-4 pour CO et 7.2e-3>4.7e-3 pour HC). De plus, si l’on s’intéresse à l’IMSE pour cette approche,
on obtient une valeur pour HC égale à 0.1453 et pour CO égale à 0.0432, soit des valeurs plus élevées que pour
l’approche consistant à estimer les paramètres expérience par expérience (0.0958 et 0.0111 respectivement pour
HC et CO). Néanmoins, les valeurs des paramètres cinétiques estimés semblent acceptables du point de vue des
experts, et de plus, deux expériences proches conduisent à des paramètres cinétiques proches.
Ce constat peut s’expliquer par le fait que la relation linéaire que nous avons postulée, ne s’observe pas selon
tous les prédicteurs (voir figures 4.21 et 4.22), par conséquent cette première modélisation est trop restrictive.
Nous avons alors décidé dans un deuxième temps, de la relaxer en ne tenant compte pour l’estimation en un
point que des points qui sont proches dans l’espace des entrées, proximité déterminée par un noyau. On retrouve
donc le principe des kernel ridge regression.
4.2.2.2 Applications et résultats de la KRR
La théorie des KRR est présentée dans le chapitre 2. Nous présentons brièvement dans notre cas, comment nous
avons utilisé cet outil.
Cette méthode dépend de deux hyperparamètres : un paramètre de régularisation λ et un paramètre pour la
portée du noyau h. De manière classique, on utilise un noyau gaussien. Ces deux paramètres sont ajoutés aux
paramètres cinétiques à estimer dans la procédure de minimisation.
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L’avantage de la KRR pour notre cas, est de combiner une modélisation linéaire en les prédicteurs et un noyau
gaussien pour ne tenir compte que des points proches dans l’espace des entrées. La simplicité d’application de
cette méthode est un argument supplémentaire qui a guidé notre choix.Si pour chaque expérience i, le vecteur
bi des "vrais" paramètres non lissés du modèle était connu, les coefficients estimés et lissés βˆi se déduiraient de
ceux-ci par la relation linéaire en bi par
βˆi = k
t(K + λI)−1bi, (4.35)
où Kh(u, v) est une fonction noyau, k désigne le vecteur de dimension n dont chaque composante vaut K(xi, x)
et K est la matrice de composantes Kh(xi, xj), I est l’identité d’ordre n.
Cependant, les bi sont inconnus et nous les collectons dans un vecteur bˆ qui contient donc n × q composantes
pour n expériences et q paramètres cinétiques par expérience. Le critère à estimer s’apparente au critère 4.27,
sauf que la minimisation porte maintenant sur b, à partir duquel on reconstruit chaque βi :
bˆ = argmin
b
n∑
i=1
∫
‖yi(T )− f(xi, T,βi)‖
2dT (4.36)
Dans le cas de notre application, q = 5 et n = 20 et la minimisation de 4.36 porte donc sur n× q = 100 variables
au lieu des 5 initiales.
Nous présentons ici deux résultats de prédiction obtenus, un pour chaque sortie, effectués sur deux essais distincts.
Comme précédemment, nous avons choisi les essais 1 et 20 respectivement pour la sortie CO et HC. Les courbes
bleues correspondent aux résultats expérimentaux et les courbes rouges aux prédictions obtenues. Mais avant
cela nous donnons les ISE de chaque essai sur les figures 4.24.
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Figure 4.24 – Résidus de prédiction pour les deux sorties et pour chaque expérience
Comme les deux précédentes approches (détermination d’un vecteur global expérience par expérience et par une
relation linéaire en les prédicteurs), les ISE sont relativement faibles. Les valeurs obtenues sont plus petites que
celles déterminées par la seconde approche, et du même ordre que celles de l’approche 1.
Ce constat est également valable pour les autres essais (voir figure 4.24). Cela se traduit par de bonnes prédic-
tions de nos essais, comme on peut le constater sur les figures 4.25. Ces prédictions sont proches des résultats
expérimentaux. En outre, dans cette approche, les valeurs des paramètres cinétiques que nous avons estimés, ont
un sens du point de vue expérimentateur.
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(a) Résultat pour CO de l’essai 1 : 0.0020
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(b) Résultat pour HC de l’essai 20 : 0.0068
Figure 4.25 – Comparaison des résultats expérimentaux (courbes bleues) et prédits (courbes rouges) avec le
modèle numérique après estimation par KRR des paramètres cinétiques fonction des variables de l’expérience
pour la sortie CO de l’essai 1, et pour la sortie HC de l’essai 20
4.2.2.3 Récapitulatif des résultats des différentes approches et conclusion
Nous avons présenté différentes approches d’estimation des paramètres que nous avons pu comparer grâce no-
tamment aux ISE sur les essais 1 et 20 respectivement pour CO et HC, et aux IMSE. Dans ces différentes
approches, nous nous sommes également intéressés aux valeurs des paramètres cinétiques et à leur répartition
dans l’espace des entrées. Le tableau 4.2 fournit un récapitulatif des résultats de ces méthodes en précisant sur
quelle variable porte la minimisation, sa taille, sa relation la liant aux prédicteurs xi et enfin la valeur de l’IMSE
pour chaque sortie.
Approche Variable Taille Relation IMSE
avec les xi CO HC
1 β 100 aucune 0.0958 0.0111
2 γ 15 linéaire 0.1453 0.0432
3 b 100 KRR 0.1007 0.0156
Tableau 4.2 – Récapitulatif des méthodes d’estimation des paramètres cinétiques et des résultats
La première approche consiste en l’estimation par moindres carrés des paramètres cinétiques expérience par
expérience. On a q = 5 paramètres cinétiques à ajuster pour chacune des n = 20 expériences, soit 100 paramètres.
La seconde approche consiste à estimer les coefficients γ d’une relation linéaire liant les paramètres cinétiques aux
prédicteurs. Deux variables sont retenues (i.e p = 2), les concentrations initiales de CO et de HC. La méthode
consiste donc à estimer les q × (p+ 1) = 15 paramètres de la matrice γˆ.
Enfin la troisième méthode est équivalente à estimer les paramètres d’une méthode des moindres carrés pénalisés,
en tenant compte de toutes les expériences (poids suivant la distance au point courant).
L’approche 2 a l’avantage d’avoir un nombre de paramètres à estimer beaucoup plus faible que les deux autres
approches, mais la relation linéaire postulée est trop restrictive, et l’on s’aperçoit que les résultats de prédiction
sont moins bons.
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Les prédictions de l’approche 3 sont proches de celles obtenues par l’approche 1, puisqu’on obtient un IMSE de
0.1007 pour HC et de 0.0156 pour CO, proches de ceux obtenus par l’approche 1 (respectivement de 0.0958 et
0.0111).
Ces faibles valeurs sont représentatives des bonnes prédictions obtenues. En revanche, les valeurs des paramètres
cinétiques que nous avons estimés dans l’approche 3, ont un sens du point de vue expérimentateur. En cela, cette
méthode est très pertinente pour notre cas puisqu’elle allie performance de prédiction et validité des valeurs
estimées.
Nous avons développé un outil qui est performant en terme de prédiction et censé d’un point de vue expéri-
mentateur. Nous sommes donc maintenant à même de prédire pour n’importe quel nouvel essai, la sortie des
polluants. La prise en compte du modèle cinétique apporte une légitimité des résultats, et la méthode d’estima-
tion des paramètres cinétiques par KRR en fonction de [HC]0 et [CO]0 contraint leur valeur dans un domaine
raisonnable.
4.2.3 Calcul des régions de confiance
La modélisation par KRR des paramètres cinétiques, nous permet désormais de prédire pour n’importe quel
point du domaine, un vecteur de paramètres cinétiques tel que le modèle numérique s’ajuste correctement aux
résultats expérimentaux. L’objectif maintenant est de pouvoir quantifier la qualité et la robustesse de la méthode
d’optimisation que nous avons mise en place. On propose pour cela, de calculer les régions de confiance.
L’idée est d’une part de pouvoir fournir un outil de diagnostic qualitatif sur les prédictions, et d’autre part, à
l’instar de ce que nous envisagions dans le chapitre 3, de définir un critère de plan d’expériences selon ces régions
de confiance. Par exemple, on peut choisir de placer les nouveaux points d’expériences là où l’aire de cette région
de confiance est la plus grande.
Comme nous l’avons expliqué, la méthode de modélisation des paramètres cinétiques par KRR repose sur l’es-
timation d’une matrice b (voir équation 4.36) contenant n × q = 100 paramètres. Pour calculer la région de
confiance relative à la prédiction pour un point du domaine x0, la démarche consiste premièrement à générer un
grand nombre de bˆ par bootstrap et deuxièmement, à utiliser ces estimations pour reconstruire un grand nombre
de vecteurs de paramètres cinétiques à partir desquels nous prédisons la sortie du modèle en x0. L’enveloppe de
ces prédictions déterminant la région de confiance.
Dans les cas où l’échantillon à disposition est trop petit mais également lorsque la loi de l’estimateur a priori est
inconnue, les méthodes statistiques classiques ne peuvent être utilisées pour l’estimation de la loi des paramètres.
La méthode de bootstrap (Efron [43]) est couramment utilisée (Da Veiga [38], Hertog [40]) dans ce cadre.
Par conséquent, nous avons décidé de mettre en place une méthode de bootstrap des résidus, adaptée aux
données fonctionnelles, afin de générer un grand nombre de matrices b, utilisées dans l’approche considérée, pour
reconstruire les paramètres cinétiques.
Nous présentons dans un premier temps la méthode mise en place, appelée bootstrap fonctionnel, consécutivement
à une introduction générale sur le bootstrap. Dans un second temps, nous appliquons la méthode sur notre cas
d’étude, et discutons les résultats, notamment au travers du calcul de la région de confiance pour un des essais
à disposition afin de pouvoir conclure quant à la pertinence de notre démarche.
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4.2.3.1 Bootstrap fonctionnel
Le but de cette partie est d’introduire la méthode de bootstrap fonctionnel développée afin d’estimer la loi des
paramètres de la modélisation par KRR mise en place. Cette méthode s’apparente à un bootstrap des résidus
mais dans un cadre fonctionnel avec un modèle non-linéaire. Afin de mieux comprendre la méthode mise en
place, nous présentons dans un premier temps une introduction générale du bootstrap avant de présenter en
détail dans le cas d’un modèle de régression la procédure de bootstrap des résidus. Enfin, nous terminons par la
présentation de l’application de la méthode dans notre cas pratique.
Principe du bootstrap
L’article de Efron, [43] présente la méthode dans le cas de variables aléatoires identiquement distribuées (i.i.d).
D’importants travaux ont par la suite vu le jour de sorte qu’aujourd’hui les applications comme les ouvrages sur
le bootstrap sont nombreux, nous pouvons citer entre autres ceux de Efron et Tibshirani [44], Shao et Tu [143]
ou encore Davison et Hinkley [39].
Depuis, la méthode a été étendue aux cas des variables non i.i.d. dans divers contextes comme dans les modèles
ARMA (Hardle et al [77]), le block bootstrap (Lahiri, [93]) ou encore le bootstrap autorégressif non-paramétrique
(Franke et al [65]). Dans le cadre fonctionnel, cette approche peut se justifier grâce aux résultats de Bickel et
Freedman [13] et Freedman [66].
Le principe de la méthode du bootstrap est de générer une série d’échantillons aléatoires et simples avec remise
de n observations dans l’échantillon initial. Ces échantillons successifs seront notés :
x∗1,x
∗
2, · · · ,x
∗
B , (4.37)
où B est le nombre de rééchantillonages effectués.
On considère θˆ un estimateur d’un paramètre θ0 de la distribution de l’échantillon par exemple la moyenne,
la médiane ou la variance. On s’intéresse alors à la distribution de θˆ − θ0. Pour cela, on calcule pour chaque
échantillon généré x∗i , l’estimateur θˆ
∗
i de la même manière que l’on a estimé θˆ. Au final, on s’attend à ce que la
distribution de θˆ∗i − θˆ approche la distribution de θˆ − θ0.
Les deux cas les plus classiques reposent sur la connaissance d’appartenance ou non de la distribution à une
famille de lois paramétriques. Si par exemple, on sait que la loi de l’échantillon initiale suit une loi paramétrique,
on parle alors de bootstrap paramétrique, sinon on parle de bootstrap non-paramétrique ou empirique.
D’autres choix existent, l’article de Horowitz [87] en donne quelques exemples. Il est à noter que si le bootstrap
paramétrique fournit une meilleure approximation que le bootstrap empirique lorsque l’on est assuré que la loi
de l’échantillon appartient à une famille paramétrique, ce n’est plus le cas si l’on n’a aucune connaissance a
priori sur cette loi (auquel cas l’hypothèse d’appartenance à une famille paramétrique peut donner de mauvais
résultats si l’on choisit cette famille éloignée de la loi de l’échantillon).
La méthode dans le cas non paramétrique peut se résumer de la manière suivante :
1. On génère un échantillon x∗ = (x∗1, · · · , x
∗
n), en tirant aléatoirement avec remise dans l’échantillon initiale
x = (x1, · · · , xn)
2. On calcule θˆ∗ à partir de x∗
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3. On répète cette opération B fois, avec B grand, afin d’obtenir un échantillon
(
θˆ∗1 , · · · , θˆ
∗
B
)
de l’estimateur
bootstrap
Bootstrap des résidus
La technique de rééchantillonnage présentée ci-dessus est la plus simple et la plus courante. Des méthodes un
peu différentes sont utilisées pour des applications particulières. Ainsi, dans les problèmes de régression lorsque
les valeurs des variables explicatives sont fixées a priori par l’utilisateur, le rééchantillonnage d’individus peut
difficilement se justifier. Dans une telle situation, on peut remplacer le bootstrap des individus par le bootstrap
des résidus.
Soit y le vecteur de la variable à expliquer et X la matrice des variables explicatives. Soit θˆ le vecteur des
coefficients estimés par une méthode donnée d’ajustement. On peut calculer le vecteur des valeurs estimées de
la variable à expliquer et en déduire le vecteur des résidus :
e = y − yˆ. (4.38)
Dans le cas du modèle linéaire, on a :
yˆ =Xθˆ, (4.39)
mais, de manière plus générale, yi peut être une fonction quelconque des valeurs observées des variables expli-
catives et des paramètres estimés :
yˆ = f
(
X, θˆ
)
. (4.40)
Soit e∗k un échantillon aléatoire prélevé avec remise dans le vecteur e. En additionnant, e
∗
k à la partie déterministe
du modèle f
(
X, θˆ
)
, on obtient le vecteur y∗k :
y∗k = f
(
X, θˆ
)
+ e∗k. (4.41)
Ce vecteur est un rééchantillonnage à partir duquel on estime θˆ
∗
k, par la même méthode utilisée pour estimer θˆ.
Comme précédemment, on réitère cette étape B fois.
La méthode de bootstrap des résidus peut donc se résumer de la manière suivante :
1. On génère un échantillon e∗ = (e∗1, · · · , e
∗
n), en tirant aléatoirement avec remise dans l’échantillon initiale
e = (e1, · · · , en)
2. On calcule y∗ = f
(
X, θˆ
)
+ e∗
3. On estime θˆ
∗
à partir de y∗
4. On répète cette opérations B fois, avec B grand, afin d’obtenir un échantillon
(
θˆ
∗
1, · · · , θˆ
∗
B
)
de l’estimateur
bootstrap
Bootstrap fonctionnel
Dans notre cas d’étude, les observations sont des courbes. De plus, les valeurs des variables explicatives sont
fixées a priori par l’utilisateur. Ainsi, nous avons dû développer une méthode de bootstrap des résidus applicable
lorsque les sorties étudiées sont des courbes.
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Soit y = (y1(T ), · · · , yn(T )) la matrice des variables étudiées, où T est la variable fonctionnelle et yi(T ) un
vecteur de taille m, correspondant à l’expérience i. On pose le modèle :
yˆi(T ) = f(xi, T, βˆ(xi)), i = 1, · · · , n. (4.42)
avec βˆ obtenu par KRR.
Le vecteur des résidus ei(T ) pour l’expérience i est donc donné par yˆi(T )− yi(T ). Pour chaque expérience, on
obtient donc une courbe de résidus.
Basée sur le bootstrap des résidus dans le cas de modèle de régression, notre méthode consiste à répéter B fois
les étapes suivantes :
1. On génère un échantillon e∗ = (e∗1(T ), · · · , e
∗
n(T )), en tirant aléatoirement avec remise dans l’échantillon
initiale e = (e1(T ), · · · , en(T ))
2. On calcule y∗i (T ) = f
(
xi, T, βˆ(xi)
)
+ e∗i (T ) pour i = 1, · · · , n
3. On estime βˆ
∗
à partir de y∗ = (y∗1(T ), · · · , y
∗
n(T ))
Au final, on obtient un échantillon
(
βˆ
∗
1, · · · , βˆ
∗
B
)
de l’estimateur bootstrap.
4.2.3.2 Estimation de la loi des paramètres de la modélisation par KRR
Nous avons n = 20 expériences à disposition. À partir de ces essais, la procédure d’optimisation nous permet
d’estimer la matrice bˆ de la modélisation par KRR des paramètres cinétiques. Lors de cette estimation nous
avons également déterminé le paramètre de lissage du KRR, λ et le paramètre de portée du noyau h. Dans la
suite, λ et h sont fixes.
Il est également à noter que dans notre cas, nous avons deux sorties pour chaque expérience, la sortie CO et HC
en fonction de la température T . Ainsi, dans la procédure de bootstrap fonctionnel que nous voulons tester, deux
choix s’offrent à nous quant à la génération à chaque étape des nouveaux y∗i (T ), pour i = 1, · · · , n. Soit nous
déterminons aléatoirement et indépendamment le vecteur des résidus pour chaque sortie et chaque expérience,
soit nous fonctionnons avec des paires de courbes de résidus lors du tirage aléatoire avec remise. C’est cette
option qui a été choisie, puisque les résidus des deux sorties pour une expérience donnée sont corrélés.
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Figure 4.26 – Résidus entre résultats expérimentaux et prédits
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Les figures 4.26 exposent les résidus pour CO et HC que nous avons obtenus suite à la méthode d’estimation
avec utilisation de la KRR. Ce sont ces résidus dans lesquels nous tirons aléatoirement pour générer à chaque
étape y∗i (T ).
Nous avons réalisé B = 1000 boucles de bootstrap. À chaque étape, nous avons donc une base de calibration de
n = 20 expériences obtenues en rééchantillonnant les résidus par paires (CO et HC) aléatoirement avec remise.
La démarche se résume de la façon suivante :
1. On estime la matrice bˆ de la modélisation par KRR et des hyperparamètres associés à partir des n = 20
essais à disposition
2. On calcule les paramètres cinétiques optimaux βˆi pour i = 1, · · · , n
3. On calcule les paires de courbes de résidus ei(T ) (sorties CO et HC) entre modèles numériques et résultats
expérimentaux, pour chaque essai avec les paramètres cinétiques optimaux estimés.
4. On réalise B boucles de bootstrap fonctionnel des résidus de la manière suivante
(a) On génère un échantillon e∗ = (e∗1(T ), · · · , e
∗
n(T )), en tirant aléatoirement avec remise dans l’échan-
tillon initiale e = (e1(T ), · · · , en(T ))
(b) On calcule y∗i (T ) = f
(
xi, T, βˆ(xi)
)
+ e∗i (T ) pour i = 1, · · · , n
(c) On estime la matrice bˆ∗ par notre procédure d’optimisation à partir de y∗ = (y∗1(T ), · · · , y
∗
n(T ))
(d) On construit βˆ
∗
par KRR avec bˆ∗
4.2.3.3 Calcul de la région de confiance
Afin d’illustrer le calcul de la région de confiance, nous avons généré 1000 jeux de paramètres cinétiques, à partir
de 100 générations de bˆ, pour un de nos essais à disposition. Les 1000 prédictions ainsi obtenues, délimitent la
région de confiance.
La figure 4.27 expose les résultats pour les deux sortiesHC et CO. Les courbes rouges correspondent aux résultats
expérimentaux lissés (choix pour une meilleure visibilité), les courbes vertes représentent les prédictions obtenues
à l’aide de notre méthode d’estimation et les courbes pointillées délimitent la région de confiance à 95%.
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Figure 4.27 – Région de confiance de la prédiction relative à l’essai 14
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On voit donc sur cet exemple que la région de confiance, qui est centrée sur la prédiction, est relativement
resserrée. On constate que pour la sortie CO, le résultat expérimental est compris dans cette région, ce qui est
très intéressant. En revanche, pour le HC, cette observation n’est pas totalement vérifiée.
Nous avons donc pu voir que l’approche mise en place dans son ensemble, c’est-à-dire la modélisation par kernel
ridge regression des paramètres cinétiques et le calcul des régions de confiance à l’aide du bootstrap fonctionnel
est une approche pertinente pour la modélisation du phénomène physique étudiée. Les résultats de prédiction
sont proches des résultats expérimentaux comme nous avons pu le constater sur les essais à disposition.
Il est important de signaler, que la procédure de calcul de la région de confiance mise en place, fournit de très
bons résultats et permet donc d’avoir un critère de qualité et de robustesse des prédictions. Du point de vue des
expérimentateurs, ces résultats sont relativement pertinents, et laissent entrevoir des possibilités d’application
sur d’autres cas, du fait du caractère général de la méthode.
4.2.4 Conclusions
Nous nous sommes rendu compte qu’une modification dans le calcul des vitesses de réaction et l’ajout d’un
paramètre cinétique nous permet un meilleur ajustement. Ainsi, nous avons pu mettre en avant la possibilité
d’estimer pour chaque expérience un jeu de paramètres cinétiques efficace.
Les valeurs de paramètres obtenues nous permettent de prédire précisément chacune des expériences, mais dans
certains cas, ces valeurs n’ont aucun sens d’un point de vue expérimentateur. L’idée est alors de déterminer ces
valeurs en fonction des variables d’entrées afin de contraindre les estimations obtenues dans un cadre pertinent.
La méthode retenue est une estimation par Kernel Ridge Regression. Le choix de cette méthode s’est fait
consécutivement à plusieurs méthodes successives.
Une fois les paramètres cinétiques estimés, à partir des variables d’entrée, il nous est possible de prédire les
sorties en n’importe quel nouveau point d’essai. De plus, les sorties CO et HC sont traitées simultanément dans
cette approche. Toutefois, il est nécessaire de quantifier la valeur des prédictions obtenues. Pour cela, nous avons
mis en place une méthode de bootstrap fonctionnel afin d’estimer la loi des estimations obtenues.
Cette méthode de bootstrap fonctionnel nous a permis de calculer de la région de confiance pour chacune des
prédictions. L’idée étant, comme auparavant, de fournir un outil efficace de prédiction pour les expérimentateurs,
de quantifier cette efficacité, et au travers de cette valeur, de définir la méthodologie de plan d’expériences la
plus adaptée, une des idées envisagées étant de choisir les points du domaine dont l’aire de la région de confiance
est la plus élevée, méthodologie que nous n’avons pas eu le temps de développer.
4.3 Conclusions et perspectives
Conclusions
Nous avons exposé dans ce chapitre deux types de méthodes tenant compte du caractère fonctionnel du problème,
afin de modéliser les sorties expérimentales. La première est basée sur un modèle à coefficients variables (VCM), en
omettant l’expertise métier (le modèle numérique), la seconde consiste en l’estimation des paramètres cinétiques
du modèle numérique par une relation à partir des conditions expérimentales.
L’hypothèse forte sur laquelle est basée la première méthode est que, à température constante, les sorties en
fonctions des conditions expérimentales peuvent se modéliser par une relation linéaire. L’examen de ces points à
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différentes températures permet de valider l’idée d’une dépendance longitudinale en température pour la sortie
CO mais pas pour HC. Comme on pouvait s’y attendre, les résultats obtenus par les deux méthodes d’estimation
des fonctions coefficients (par P-splines ou par polynômes locaux) pour la première réponse sont acceptables,
mais ne sont pas satisfaisants pour la seconde, les courbes pouvant présenter au moment du démarrage effectif
de la réaction un sursaut choquant pour l’œil expert. Cette première approche a le grave inconvénient de ne pas
tenir compte de la connaissance des experts en ignorant le modèle numérique et de forcer un caractère linéaire
quelle que soit la température considérée.
Pour remédier à cela, nous avons décidé de réincorporer l’expertise métier dans notre modélisation. La seconde
approche est une méthode non-intrusive qui offre l’avantage majeur de déterminer l’équation d’une surface de
réponse pour représenter l’évolution des paramètres, qu’il suffit d’évaluer pour déterminer un nouveau point.
Cette approche emploie une méthode intrinsèquement analogue à celle des VCM, mais étendue au cadre non-
linéaire. En effet, il est proposé de modéliser les paramètres cinétiques par kernel ridge regression à partir
des conditions expérimentales. Les résultats de prédiction ont permis de conclure que cette méthode est très
pertinente pour notre cas puisqu’elle allie performance de prédiction et validité des valeurs estimées.
Nous avons développé un outil qui est performant en terme de prédiction et censé d’un point de vue expéri-
mentateur. Nous sommes donc maintenant à même de prédire pour n’importe quel nouvel essai, la sortie des
polluants. La prise en compte du modèle cinétique apporte une légitimité des résultats, et la méthode d’estima-
tion des paramètres cinétiques par KRR en fonction de [HC]0 et [CO]0 contraint leur valeur dans un domaine
raisonnable.
À partir de là, nous avons réussi à développer une méthodologie judicieuse pour quantifier la qualité de ces
prédictions. Pour cela, nous avons mis en place une méthode de bootstrap fonctionnel afin d’estimer la loi des
estimations obtenues, et ainsi déterminer les régions de confiance des prédictions. Les résultats présentés sont
convenables et représentatifs de ce que l’on est en droit d’attendre.
L’approche ainsi mise en place dans son ensemble, c’est-à-dire la modélisation par kernel ridge regression des
paramètres cinétiques et le calcul des régions de confiance à l’aide du bootstrap fonctionnel est une approche per-
tinente pour la modélisation du phénomène physique étudié et la planification d’expériences que nous proposons
de baser sur l’aire des régions de confiance obtenues.
Perspectives
Les perspectives sont nombreuses. D’une part nous avons développé une première approche (VCM) intéressante
sous certaines conditions, qui certes ne sont pas respectées dans notre cas d’étude, mais qui peuvent être ren-
contrées par les expérimentateurs. D’autre part, la méthodologie d’estimation par KRR complétée par le calcul
des régions de confiance par bootstrap fonctionnel, laisse entrevoir un critère efficace pour répondre pleinement
à la problématique posée initialement par cette thèse, et plus particulièrement pour notre cas d’étude.
Il est également intéressant de souligner que cette méthodologie nécessite une base d’expériences convenable-
ment définie. Notre choix s’est porté sur un critère de maximum d’entropie, motivé par plusieurs avantages et
caractéristiques. C’est l’objet du chapitre suivant. Cette première étape vient achever la méthodologie envisagée,
que l’on peut résumer de la manière suivante :
1. Génération d’un premier plan d’expériences par maximum d’entropie (cf. chapitre 5),
2. Estimation de la matrice b utilisée pour le calcul des paramètres cinétiques par KRR,
3. Calcul de la région de confiance (définie comme l’aire comprise entre la borne supérieure et inférieure de
l’intervalle de confiance) en chacun des points du domaine par bootstrap fonctionnel
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4. Définition du nouveau point d’expérience là où l’aire de cette région de confiance est maximale,
5. Réalisation de l’expérience et retour à l’étape d’estimation de la matrice b
Cette méthodologie complète doit maintenant être éprouvée en l’appliquant pour de futurs essais et d’autres cas
d’étude proches, correspondant à de nombreux cas rencontrés en pratiques.
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Chapitre
5
Plans d’expériences exploratoires
Le travail de ma thèse est de déterminer le meilleur métamodèle représentant le comportement du système
physico-chimique étudié. Deux grands types de modèles ont été explorés, les premiers basés sur des modèles de
krigeage (cf. chapitre 3), les seconds sur des modèles à coefficients variables (cf. chapitre 4).
L’objectif de la thèse étant de comparer différents métamodèles, les points expérimentaux doivent être bien
répartis dans l’espace (Morris et Mitchell [117]). Or, le plan initial à disposition au début de la thèse présente
une mauvaise répartition. Donc une des tâches de la thèse a été de refaire l’expérimentation afin de pouvoir
comparer sereinement les métamodèles envisagés.
Ce chapitre présente dans un premier temps les motivations qui nous ont conduits à définir un plan exploratoire,
puis dans un second temps deux types de plans que nous avons confrontés pour cet objectif. Premièrement,
les plans maximin (Johnson et al., [90]) et, deuxièmement, les plans à entropie maximale (Currin et al. [37]).
Ensuite, nous présentons plus en détail l’application et les résultats du plan retenu.
Les critères de plans d’expériences classiques basés sur les métamodèles développés dans cette thèse, sont des
plans itératifs. Le principe étant de rajouter un à un des points du plan en se basant sur l’incertitude des
prédictions obtenues. Cette incertitude est obtenue au travers de la variance de prédiction. Pour les modèles non
fonctionnels, la variance de prédiction est donnée par une formule analytique (un des avantages du krigeage).
Pour les méthodes fonctionnelles, nous avons mis en place un bootstrap fonctionnel afin d’estimer les régions de
confiance. Dans les deux cas, l’idée du plan itératif envisagée, est de placer les points un à un aux points du
domaine où l’incertitude (l’aire de l’intervalle ou région de confiance selon le cas) est la plus forte.
5.1 Motivations
Le modèle numérique est inadéquat pour représenter de manière efficace la réalité expérimentale. Cette confi-
guration n’est pas le reflet d’un cas isolé, puisqu’il est de plus en plus fréquent que les modèles postulés ne
conviennent que partiellement à représenter le comportement d’un système (Canaud et al. [21], Ayed [8], Naar
[120]), et ce pour deux raisons principales. D’une part, des systèmes de plus en plus complexes, d’autre part, des
précisions attendues de plus en plus fines.
Nos travaux se sont donc orientés vers la détermination du métamodèle le plus pertinent. Malgré les simplifica-
tions du modèle postulées dans le chapitre 1, cette étape de modélisation est loin d’être triviale. Les différentes
approches qu’elles soient non fonctionnelles (chapitre 3) ou fonctionnelles (chapitre 4), nécessitent un certain
nombre d’expériences pour la calibration des paramètres des métamodèles. Il est donc nécessaire de mettre en
place un premier plan d’expériences explorant le domaine le plus efficacement possible.
Pour le moment, ces expériences sont réalisées à partir de connaissances métiers, et donc, le plus souvent,
sans stratégie pertinente. Or, le nombre croissant de paramètres à ajuster, sur des domaines de plus en plus
importants, ne permet plus de se satisfaire de cette façon de procéder. Pour illustrer cela, nous présentons le
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plan initial à disposition. Ce premier plan est issu de travaux de thèse menés sur le fonctionnement du piège
à NOx, par Chedotal, [26] et présente une répartition dans l’espace des entrées, insuffisante, engendrant des
problèmes d’optimisation numériques et des prédictions aberrantes.
Les figures 5.1 montrent la répartition du plan d’expériences initial sur le domaine. Nous avons étudié la ré-
partition du plan pour chaque variable indépendamment des autres variables puis deux à deux. On code pour
chacune des variables espèces par 1 la valeur maximum, et par 0 la valeur minimum.
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Figure 5.1 – Représentation du plan d’expériences dans l’espace des entrées deux à deux
Cette figure nous permet de distinguer plusieurs choses. Tout d’abord, on remarque que pour les variables O2
et NO, le domaine est relativement bien couvert. En revanche, pour les trois autres espèces, HC, CO et CO2,
seuls deux points du domaine sont explorés. De plus, pour le CO, ces deux points sont contenus dans une seule
moitié du domaine (entre 0 et 0.5). Ce constat est d’autant plus dramatique que nous avons, en accord avec les
expérimentateurs, déterminé que les variables prépondérantes gouvernant le système sont les espèces HC, CO
et O2. Or, la répartition des points dans l’espace CO/HC montre uniquement deux points explorés. Nous avons
ainsi défini deux types de jeux de données, symbolisés par les points rouges et bleus.
Les métamodèles explorés dans nos travaux ne peuvent être performants en prédiction, avec l’utilisation d’un tel
type de plan d’expériences. On sait, par exemple, que pour les modèles de krigeage sur lesquels sont basées nos
premières approches, la variance de krigeage grandit quand on s’éloigne des points, il est donc souhaitable que
ceux-ci soient éparpillés (Vazquez [156]).
Nous avons alors décidé de mener une campagne expérimentale au cours de la thèse, afin de répondre à cette pro-
blématique de bonne répartition des points dans l’espace et surtout pour pouvoir baser notre étude comparative
des métamodèles sur un plan d’expériences propre.
L’objectif de cette seconde campagne est double. D’une part, le but est de fournir des jeux de données de
meilleure qualité pour l’estimation des paramètres cinétiques et des métamodèles. D’autre part, la méthode de
planification mise en place, doit pouvoir être un premier outil pertinent pour les expérimentateurs.
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5.2 Plans exploratoires et critères de comparaison de plans
Comment choisir un bon plan d’expériences ? Tout dépend de l’objectif visé par l’étude expérimentale. Par
exemple pour des études d’impact ou de sélection des variables, les plans factoriels à deux niveaux, sont pré-
conisés, pour des études de surface de réponse type régression linéaire, on a recours aux plans optimaux (plus
particulièrement D-optimaux), et dans le cas non-linéaire, aux plans D-optimaux non linéaires. Dans notre cas,
les modèles visés sont des modèles de type splines, ce qui nécessite d’avoir des points dans tout le domaine.
Les plans remplissant l’espace, appelés plans "space-filling", ont pour objectif de répartir les points aussi unifor-
mément que possible dans la région expérimentale et sont construits sans faire d’hypothèse sur le modèle reliant
les facteurs et les réponses. Ils peuvent être générés aléatoirement, mais nous évitons cette approche car dans le
cas de petits échantillons en grande dimension, les points générés aléatoirement ont tendance à se concentrer à
certains endroits, phénomène appelé clustering (Santner et al., [138]).
Parmi tous les plans envisageables, nous avons fait le choix d’en retenir deux. Le premier est un plan, basé sur un
critère usuellement utilisé, le critère maximin (Johnson et al., [90]). Le second est peu présent dans la littérature,
mais est particulièrement indiqué lorsque la surface de réponse est ajustée par krigeage, ce qui constitue l’idée
de base des approches non fonctionnelles explorées. L’avantage pour notre étude de ce critère, est d’obtenir un
plan tel que l’information apportée soit maximale pour des méthodes telles que celles présentées dans le chapitre
3. L’idée étant d’avoir une base d’expériences, renseignant au maximum le complément de modèle. Pour cela, la
méthode consiste à maximiser le déterminant de la matrice de corrélation.
Nous conseillons la lecture des travaux de Koehler et Owen [91] et Franco [64] pour un état de l’art concernant
les plans space filling.
La question de la comparaison des plans a donc été abordée. Pour cela, trois critères sont utilisés, dont l’objectif
est de juger du bon remplissage de l’espace ainsi que de la distribution uniforme. Ces trois critères sont la mesure
de recouvrement (Gunzburger et al., [75]), le critère maximin (Johnson et al., [90]) et la discrépance en norme
L2-étoile (Fang et al., [57]). Nous citons le package DiceDesign de R qui permet l’évaluation de ces critères et la
génération des plans à entropie maximale (Dupuy et al. [42]).
Cette partie est donc construite en trois sections. Premièrement nous introduisons les plans maximin/minimax,
deuxièmement les plans à entropie maximale, troisièmement, les critères de comparaison de plans d’expériences.
5.2.1 Plans maximin et minimax
Les plans basés sur un critère de distance sont relativement courants. Ce critère permet de quantifier la répartition
d’un ensemble de points. Parmi eux, les plus célèbres sont les plans maximin et minimax introduits par Johnson
et al., [90].
Introduisons, tout d’abord, quelques notations : soit D le domaine expérimental, et S ⊂ D ⊂ Rd un plan
consistant en n points distincts (x1, · · · , xn). On se donne une distance ρ sur D associée à la norme Lp :
ρp(w, x) =
(
d∑
i=1
‖wi − xi‖
p
) 1
p
(5.1)
D’autres critères de distance existent, notamment le critère de distance moyenne, pour la présentation duquel
nous renvoyons le lecteur à l’ouvrage de Santner et al., [138].
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Plans maximin
Pour les plans maximin, l’approche est la suivante : on considère que les points d’un plan sont "bien répartis", si
les points sont aussi éloignés les uns des autres que possible.
Une façon de quantifier la proximité des points de l’ensemble S, est de prendre la plus petite distance entre deux
points quelconques de S, soit
min
w,x∈S
ρp(w, x). (5.2)
Un plan qui maximise cette quantité est appelé plan de distance maximin, et est noté S∗, et
min
w,x∈S∗
ρp(w, x) = max
S⊂D
min
w,x∈S
ρp(w, x). (5.3)
Ce type de plan garantit que deux points quelconques ne sont pas trop proches, et donc que les points du plan
sont bien répartis dans D.
Typiquement, ces plans ont tendance à contenir des points sur le bord du domaine expérimental. Pour des
illustrations de ce phénomène, nous renvoyons le lecteur à l’article de base de Johnson et al., [90].
Une façon pratique de construire un plan maximin approché est de se focaliser sur les hypercubes latins. Chaque
arête du domaine expérimental est divisé en n segments de même longueur de façon à obtenir un maillage
du domaine. Un hypercube latin sélectionne alors n points parmi les nd points de la grille de façon à ce que
les n niveaux des variables d’entrée soient testés une fois par les simulations. Les hypercubes latins présentent
beaucoup d’avantages :
1. Ils sont simples à construire. En effet, chaque colonne d’un hypercube est une permutation de {1, ..., n} ou
de n symboles quelconques.
2. Les points sont uniformément distribués sur chaque axe du domaine.
La distribution uniforme sur chaque axe n’assure pas l’uniformité sur le domaine expérimental. Cependant, pour
n fixé, ils existent (n!)d hypercubes latins possibles. La démarche est donc la suivante : on part de l’ensemble des
hypercubes latins à n points et on choisit celui (ou un de ceux) qui satisfait le critère maximin, appelé hypercube
latin maximin. Park [126] propose également un algorithme d’échange pour déterminer un hypercube optimal
(localement) pour un critère donné.
Enfin, il est intéressant de préciser que le problème de construction d’un plan maximin à n points dans [0, 1]d
est équivalent au problème de placer dans [0, 1]d les centres de n sphères, disjointes ou d’intersection égale à un
singleton, de même rayon r, de façon à ce que r soit le plus grand possible (Bettinger, [12]).
Cette vision permet de faire le lien avec les plans de Strauss (Strauss [150], Ripley et Kelly [134], Franco [64]). Ces
derniers sont similaires aux plans maximin, puisqu’ils reposent sur le processus ponctuel de Strauss, et dont le
principe est de remplir l’espace de particules (points dans le domaine représentant les expériences) en minimisant
les interactions entre elles, chacune ayant une sphère d’influence de rayon r/2.
Cependant, ces plans nécessitent la mise en place de méthodes de Monte-Carlo par chaîne de Markov, qui
peuvent être coûteuses en temps de calcul. De plus, l’intérêt principal de ces plans est de pouvoir incorporer
une connaissance a priori, par exemple sur les liens entre les entrées ou sur des zones de densité plus forte,
connaissance dont nous ne disposons pas pour notre cas.
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Plans minimax
Pour les plans minimax, l’approche est différente : on considère qu’un plan S est bien réparti dans D, si tout
point de l’espace D est suffisamment proche d’un point de S.
Formellement, définissons la distance entre un point quelconque x ∈ D, et le plan S ⊂ D, par :
ρp(x, S) = min
xi∈S
ρp(x, xi). (5.4)
Un plan est appelé plan de distance minimax, et noté S∗, si la distance maximale, entre un point x ∈ D et le
plan S∗, est minimale parmi tous les plans (à n points) S ⊂ D :
max
x∈D
ρp(x, S∗) = min
S⊂D
max
x∈D
ρp(x, S). (5.5)
L’inconvénient de ce type de plan est qu’ils sont difficiles à générer. En effet, la fonction utilisée pour la construc-
tion de ces plans, utilise non seulement l’ensemble des points candidats pour le plan S, mais aussi l’ensemble des
points de tout le domaine expérimental D.
De plus, les points sont rarement aux bords du domaine, ce qui peut amener à faire de l’extrapolation, bien
moins performante que l’interpolation quand on utilise le krigeage. En effet, le krigeage (voir chapitre 2) donne
de bons résultats de prédiction, à condition de se situer à l’intérieur de l’enveloppe convexe des points du plan
(Vazquez, [156]).
Dans ce second type de plan, le problème de construction d’un plan minimax à n points dans [0, 1]d est équivalent
au problème de placer dans [0, 1]d les centres de n sphères de même rayon r qui recouvrent D, de façon à ce que
r soit le plus petit possible (Bettinger, [12]).
5.2.2 Plans à entropie maximale
Boltzmann a été le premier à formaliser de manière probabiliste l’entropie qui fut utilisée par Shannon en 1948,
[142], dans le contexte de la théorie de l’information. Celui-là même a défini, dans un cadre probabiliste, une
notion d’entropie, qui a des interprétations diverses en informatique, en thermodynamique et en probabilités,
pourtant toutes liées par des intuitions communes. Shewry et Wynn, [144], l’ont décrit comme étant "la quantité
d’information dans une expérience". Plus généralement, l’entropie mesure la quantité d’information contenue
dans une distribution.
Par exemple, si l’on s’intéresse à la quantité d’incertitude liée à un évènement aléatoire, prenons un évènement
dont la loi est uniforme, alors cette incertitude est la plus grande, son entropie est donc maximale. À l’inverse,
si la densité de probabilités est très concentrée, l’incertitude est toute petite, et l’entropie minimale.
Afin de bien comprendre cette notion d’un point de vue mathématique, considérons une variable aléatoire discrète
X dont la distribution est donnée par P (X = xi) = pi.
L’entropie de X est alors définie par (Shannon, [142]) :
H(X) = −
n∑
i=1
pi ln(pi). (5.6)
où H(X) correspond à l’entropie associée à la variable (ou la distribution) X.
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Dans le cas d’une distribution régulière des valeurs de X i.e pi = 1/n ∀i = 1, ..., n, alors cette dernière est la
plus imprévisible possible et H(X) = ln(n) atteint sa valeur maximale. À l’inverse, si X prend une seule valeur
x0, i.e. P (X = x0) = 1, alors la valeur de X est complètement prévisible et l’entropie associée est minimale,
H(X) = 0.
Lindley, [96], utilise par la suite cette notion de quantité d’information introduite pas Shannon, afin de mesurer
l’information apportée par une expérience. Cette vision lui permet de définir le concept de gain d’une expérience.
L’article de Shewry et Wynn [144] consiste justement à établir le lien entre gain et entropie.
Construire un plan à entropie maximale a donc pour but de maximiser la quantité d’information apportée
par les expériences. On voit donc que la définition générale de ces plans ne fait pas de ce critère un critère
intrinsèquement space-filling, puisqu’il nécessite d’avoir la réponse aux points d’expériences.
Cependant, en s’intéressant au calcul de l’entropie de la loi d’un processus gaussien, Shewry et Wynn, [144],
démontrent (voir également Koehler et Owen, [91]) que H(X) dépend simplement de ln(det(C(X))) où C(X)
est la matrice de corrélation associée au plan. Par conséquent, générer un plan à entropie maximale revient à
maximiser le déterminant de la matrice de corrélation. Les auteurs précisent toutefois que cette équivalence existe
uniquement si les réponses aux points suivent une loi normale multidimensionnelle, mais sans aucune condition
sur la structure de covariance utilisée.
En revanche, le choix de la portée est déterminant. Nous avons opté, en se basant sur les noyaux les plus courants
de la littérature, pour un noyau gaussien. Concernant le choix de la portée, nous avons testé en pratique plusieurs
valeurs (voir section 5.3.1), et étudié les valeurs des critères de comparaison obtenues dans chacun des cas.
Algorithme 5.1 Génération d’un plan à entropie maximale
Initialisation : choisir un vecteur de n points X(0) au hasard et fixer un variogramme
Calcul du déterminant de la matrice de corrélation spatiale associée => det(C(X(0)))
Pour k = 1 à Nmax
1. Choisir une expérience i au hasard dans {1, · · · , n}
2. Simuler zi uniformément dans [0, 1]d
3. Accepter de remplacer xi par zi si det(C(X(k))) > det(C(X(k−1)))
Fin pour
La génération d’un plan à entropie maximale consiste donc à maximiser le déterminant de C(X) par un algo-
rithme d’échange du type Fedorov (Fedorov [59]), ou de Mitchell (Mitchell [113]). Le pseudo-code 5.1 présente
l’algorithme classique dans le cas de plan d’expériences numériques. La valeur Nmax est une valeur choisie
arbitrairement. Il est à noter que plutôt que de fixer un nombre Nmax de boucles, nous aurions pu mettre un
critère d’arrêt plus pertinent, basé sur les valeurs successives du déterminant. Cependant, empiriquement, on
constate qu’après quelques itérations (cinq dans notre cas), les points du plan ne sont plus modifiés.
Ce premier code général a été quelque peu modifié pour les besoins de notre cas, et d’une manière générale,
pour s’adapter à différentes applications. Tout d’abord, lorsque des essais ont déjà été effectués (m essais), ces
points sont inclus dans le plan d’expériences, et ne peuvent pas être modifiés. Ensuite, plutôt que de simuler
uniformément zi, le nouveau point à tester, nous balayons tous les points du domaine, et ne gardons que celui
dont le déterminant de la matrice de corrélation est maximal. Et enfin, nous balayons également tous les points du
plan initialement déterminé, l’ordre étant aléatoire, et nous bouclons Nmax fois cette démarche. Le pseudo-code
5.2 présente l’algorithme mis en place et utilisé pour générer les plans à entropie maximale.
CHAPITRE 5. PLANS D’EXPÉRIENCES EXPLORATOIRES 157
Algorithme 5.2 Génération d’un plan à entropie maximale
Initialisation : Rajouter aux m expériences disponibles un vecteur de n points aléatoirement dans le domaine
D => X(0)
Calcul du déterminant de la matrice de corrélation spatiale associée : det(C(X(0)))
Pour k = 1 à Nmax
1. Créer le vecteur V des indices des points modifiables dans X(0)
2. Pour i = 1 à n
(a) Extraction d’un indice, ind, parmi V , aléatoirement
(b) Pour j = 1 à Card(D)
i. Calcul de det(C(X(j))) où xind est remplacé par dj
(c) Fin pour
(d) Calcul de maxj tel que det(C(X(j))) est maximum pour j = maxj => det(C(X(i)))
(e) Accepter de remplacer xind par dmaxj si det(C(X(i))) > det(C(X(i−1)))
3. Fin pour
Fin pour
Cet algorithme génère des plans ayant de bonnes propriétés de remplissage, et permet de s’adapter à des cas
où un certain nombre d’essais a déjà été effectué ou au cas où certains essais sont imposés, comme cela est
souvent le cas en cinétique. Il s’applique également dans les cas où aucune contrainte d’essais n’est posée, et
pour des domaines aux formes géométriques particulières (toutefois dans des limites raisonnables), autrement
dit, l’algorithme reste valable si le domaine, pour des raisons expérimentales, est non hypercubique.
5.2.3 Critères de comparaison de plans d’expériences
Afin de comparer les plans générés et faire notre choix sur les expériences à réaliser pour la campagne, il est
nécessaire de faire appel à des critères usuels permettant de juger du bon remplissage de l’espace ainsi que de la
distribution uniforme.
La qualité de la répartition spatiale est mesurée soit à l’aide de critères déterministes comme les distances minimax
ou maximin (Johnson et al., [90]), soit à l’aide de critères statistiques comme la discrépance (Niederreiter [124],
Hickernell [84] et Fang et al. [57]). Les trois critères retenus sont la mesure de recouvrement, le critère maximin
et la discrépance en norme L2-étoile.
Mesure de recouvrement : Rec
La mesure de recouvrement permet de mesurer l’écart entre les points du plan et ceux d’une grille régulière
(Gunzburger et al., [75]), et est définie par
Rec =
1
γ
(
1
n
n∑
i=1
(γi − γ¯)2
)1/2
, avec γi = min
k 6=i
ρ2(xi, xk) et γ¯ =
1
n
n∑
i=1
γi (5.7)
où ρ2 est la distance euclidienne, définie par l’équation 5.1 avec p = 2. γi désigne donc la distance (euclidienne)
minimale entre le point xi et les autres points du plan et γ¯, la moyenne des γi. Cette expression fait apparaître
explicitement le coefficient de variation de l’échantillon des γi, c’est-à-dire le rapport de l’écart-type avec la
moyenne.
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Ce critère est nul pour une grille régulière (γ1 = . . . = γn = γ¯). L’objectif est donc de le minimiser pour
se rapprocher d’une grille régulière, et ainsi assurer le remplissage de l’espace, sans toutefois l’atteindre pour
respecter une distribution uniforme notamment en projection sur les axes.
Critère maximin : Mindist
Johnson et al., [90], ont introduit les distances maximin et minimax afin de construire des plans répondant à la
question de remplissage de l’espace. Le critère maximin consiste à maximiser la distance minimale entre deux
points du plan.
Nous renvoyons le lecteur à la section 5.2.1 pour plus de détails.
Discrépance en norme L2-étoile : DisL2
Avant de présenter le critère utilisé, nous introduisons la notion de discrépance. La discrépance est une mesure
de l’écart existant entre une situation de référence (l’uniformité théorique) et une configuration donnée. Soient n
points x = (x1, . . . , xn) dans [0, 1]d, xi = (xi1, . . . , xid) pour i = 1, ..., n et t = (t1, . . . , ts) ∈ [0, 1[d. La discrépance
locale, notée disc, est définie par
disc(t) =
A(t, x)
n
−
d∏
j=1
tj , (5.8)
où A(t, x) est le nombre de points de x qui appartiennent au pavé P = [0, t1[× . . .× [0, td[.
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Figure 5.2 – Représentation d’une suite de n=30 points en dimension d=2 et du pavé P = [0, t1[×[0, t2[
La figure 5.2 nous permet d’illustrer la notion de discrépance en dimension 2. Pour que la répartition de notre
ensemble x se rapproche de l’uniformité, on s’attend à ce que la proportion de points situés dans le pavé P soit
proche de son aire λ(P ) =
∏2
j=1 tj . Par conséquent, il semble naturel de juger peu uniforme une suite finie pour
laquelle il est possible d’exhiber un pavé avec une grande différence entre les deux, c’est-à-dire une importante
discrépance locale. Cette idée exprime la notion d’équirépartition.
Une suite est équirépartie lorsque sa fonction de répartition empirique converge vers la fonction de répartition
uniforme. On voit ainsi qu’une suite de variables aléatoires uniformes indépendantes est équirépartie. La définition
de discrépance découle directement de cette notion.
Soient Fn, la fonction de répartition empirique des points du plan et U celle de la loi uniforme, on définit la
discrépance par,
sup
t∈[0,1]d
|Fn(t)− U(t)| avec Fn(t) =
1
n
n∑
i=1
1xi≤t (5.9)
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Contrairement aux deux critères précédents, la discrépance n’est pas basée sur la distance entre les points. Il
existe différentes mesures de discrépance (Fang et al., [57] et Thiemard [152]). Nous retenons la discrépance
(extrême) en norme L2-étoile, appelée aussi discrépance carrée moyenne.
En suivant la même approche que Warnock (Warnock [159]), Morokoff and Caflish [116] définissent la formule
analytique de la discrépance extrême en norme L2-étoile, que nous utilisons,
DisL22 = 12−d −
21−d
n
n∑
k=1
d∏
l=1
(1− x2kl) +
1
n2
n∑
k=1
n∑
j=1
d∏
i=1
[1−max(xki, xji)]min(xki, xji), (5.10)
où xk = (xk1, . . . , xkd), k = 1, . . . , n, avec n le nombre de points de dimension d du plan.
5.3 Génération des plans exploratoires et comparaison
Ce chapitre s’adressant également aux chimistes et dans un souci pédagogique, nous détaillons de manière précise
la démarche mise en place au cours de la campagne, les obstacles pratiques rencontrés, les solutions apportées,
et les avantages de notre procédure.
Notre démarche s’est faite en deux étapes. Tout d’abord, nous avons voulu rajouter vingt points expérimentaux
aux vingt expériences déjà disponibles. Cependant, nous avons rapidement constaté que l’échantillon de cataly-
seur utilisé précédemment, avait évolué et que son comportement ne correspondait plus à ce qui était observé.
Nous avons alors décidé toujours en accord avec les expérimentateurs d’avoir recours à un nouvel échantillon, et
donc d’oublier les jeux initiaux.
Nous détaillons chacune de ces étapes. Ainsi, nous présentons et comparons, tout d’abord, les plans maximin
et à entropie maximale générés tenant compte des vingt expériences initiales. Nous montrons, dans l’annexe C,
comment nous avons observé le changement de comportement de la carotte. Enfin, nous exhibons le plan final
qui a été mené et que nous avons utilisé tout au long de ce manuscrit pour illustrer les résultats.
La première étape a donc pour objectif d’expliquer la démarche lorsque l’on a des essais déjà effectués, la seconde
de montrer le changement de comportement de la carotte et ses implications, et la troisième étape, la méthode
de génération du plan lorsqu’aucun essai n’a été réalisé.
5.3.1 Plan à entropie maximale et maximin
Considérations pratiques et définition du domaine
Pour les deux plans, quelques considérations pratiques ont été faites, principalement motivées par le nombre
restreint d’expériences réalisables pendant cette campagne expérimentale.
Le plan initial contient majoritairement des essais ayant la même valeur de débit massique. Bien que cette
variable ait un effet sur la conversion des polluants, il a été choisi de ne pas la considérer afin de simplifier le
système. Il est donc, comme la température initiale du gaz et le profil de température (voir chapitre 1) fixé à
une valeur identique pour tous les essais (0.948 kg/h).
Ensuite, comme nous nous plaçons en fonctionnement en mélange pauvre, dans lequel seules les sorties HC et
CO sont analysées, et après discussion avec les expérimentateurs, les entrées prépondérantes de notre système
qui nous intéressent sont la composition massique des HC et du CO, les eﬄuents du moteur, auxquelles nous
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rajoutons la composition massique du O2 (voir chapitre 1). Par ailleurs, les compositions de CO2 et NO, ont été
prises égales à la valeur médiane de leurs plages de variations respectives (voir tableau 1.2), soit 8% et 525 ppm.
Notre domaine est donc de dimension d = 3. Pour chaque direction, les plages sont discrétisées en nd = 11
points, ce qui correspond aux limites de précision expérimentale (précision des débitmètres contrôlant l’entrée de
chaque espèce). On a donc au final Card(D) = 113− 20 = 1311, dont on souhaite extraire un plan d’expériences
de taille n = 20.
Plan maximin
La méthode de construction des plans maximin a été donnée dans la section 5.2.1. Johnson et al. [90] précisent que
le choix optimal du plan, sous le critère de maximin, réside dans l’utilisation d’un hypercube latin. Cependant,
comme nous partons d’une base de vingt expériences, la construction de ce premier plan est différente et consiste
à rajouter un à un, vingt points appartenant au domaine, tels qu’à chaque itération la distance maximale soit
minimale entre les points du plan et le nouveau point. Le pseudo-code 3 présente la méthode mise en place.
Algorithme 5.3 Génération d’un plan maximin
Initialisation : On dispose d’un premier plan S ⊂ D
Pour k = 1 à n
1. Pour chaque point du plan S on calcul la distance maximale avec un point du domaine D => V
2. On récupère la valeur minimale de V , qui correspond au point x∗ du domaine D tel que la distance
maximale entre ce point et le plan S soit minimale
3. On rajoute le x∗ au plan S
Fin pour
La figure 5.3 illustre la répartition dans l’espace des entrées de ce premier plan généré par un critère maximin.
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Figure 5.3 – Représentation du plan d’expériences généré selon un critère maximin. Les points rouges corres-
pondent au plan initial, et les points noirs au plan généré
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Les valeurs des trois mesures utilisées pour la comparaison des plans sont données dans le tableau 5.1. On note
Rec la valeur de la mesure de recouvrement, Mindist la valeur du critère maximin et DisL2 la valeur de la
discrépance en norme L2-étoile.
Rec Mindist DisL2
0.4817 0.3674 0.0143
Tableau 5.1 – Critères pour la comparaison des plans pour le plan maximin généré
Plan à entropie maximale
La section 5.2.2 présente le principe et le pseudo-code pour la génération des plans à entropie maximale. Il est
notamment précisé que le choix du noyau n’est pas essentiel. Nous avons opté arbitrairement pour un noyau
gaussien.
Nous avons également étudié l’influence de la portée. Pour cela, nous avons testé un grand nombre de valeurs de
portée et ne retenons que la meilleure au sens des critères de comparaison DisL2 et Rec. Une portée de 0.1, la
taille de discrétisation choisie selon chaque axe, semble être le meilleur choix. La figure 5.4 représente les valeurs
du critère DisL2 et Rec en fonction de la portée.
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Figure 5.4 – Critère DisL2 (courbe pleine bleue) et Rec (courbe pointillée verte) en fonction de la portée
La figure 5.5 illustre la répartition dans l’espace des entrées de ce second plan généré par un critère d’entropie
maximale.
Les valeurs des trois mesures utilisées pour la comparaison des plans sont données dans le tableau 5.2 (Rec =
mesure de recouvrement, Mindist = critère maximin, DisL2 = discrépance en norme L2-étoile).
Rec Mindist DisL2
0.4567 0.255 0,0137
Tableau 5.2 – Critères pour la comparaison des plans pour le plan à entropie maximale généré
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Figure 5.5 – Représentation du plan d’expériences généré par maximum d’entropie. Les points rouges corres-
pondent au plan initial, et les points noirs au plan généré
Comparaison et conclusion
Après avoir généré ces deux plans, il a fallu déterminer celui que nous souhaitons mettre en place. Pour cela,
nous avons basé notre choix selon trois critères usuels de comparaison de plan et également sur la représentation
visuelle du plan puisque cette dernière est disponible. On précise également que les caractéristiques typiques de
ces plans sont entrées en considérations dans notre décision.
Tout d’abord, étudions la valeur des trois critères retenus pour chaque plan. On rappelle que ces trois critères
sont la mesure de recouvrement, Rec, qui permet de mesurer l’écart entre les points du plan et ceux d’une grille
régulière, le critère maximin, Mindist qui consiste à calculer parmi les distances minimales entre les points du
plan, celle qui est la plus faible, et enfin la discrépance en norme L2-étoile, DisL2, qui mesure l’écart entre la
fonction de répartition empirique des points du plan et celle de la loi uniforme.
Pour ce qui est du critère DisL2 et Rec, on souhaite que la valeur soit la plus petite possible. En revanche, pour
Mindist, le critère maximin consistant à maximiser la distance minimale entre deux points du plan, l’objectif
est d’obtenir la valeur la plus grande possible.
Le plan à entropie maximale montre des valeurs de critères, toutes trois inférieures à celles obtenues pour le plan
maximin. Autrement dit, au sens du critère de recouvrement et de la discrépance, le plan à entropie maximale
présente une meilleure répartition. En revanche, pour le critèreMindist, le plan maximin est meilleur. Ce constat
est totalement normal puisque le principe même de ce plan est de maximiser la valeur de ce critère.
Les figures 5.3 et 5.5 nous permettent, dans un second temps, de comparer la répartition des plans dans le
domaine de manière visuelle, et ainsi confirmer l’information apportée par les critères.
D’une manière générale, la répartition du plan à entropie maximale, figure 5.5, est meilleure. Pour s’en convaincre,
il est nécessaire de s’attarder sur la figure présentant la répartition dans l’espace CO/HC (figure en bas à droite).
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Bien que des zones, pour le plan à entropie maximale restent inexplorées, ces zones sont moins importantes et
moins nombreuses que pour le plan maximin. De plus, ce dernier place un grand nombre de points aux bords
du domaine et notamment aux coins. Cela se traduit entre autre, par un point du domaine dont la valeur de
richesse est très proche de 0.9 (0.898).
Cette répartition n’est pas étonnante puisque, comme nous l’avons introduit dans la section 5.2.1, les plans
maximin ont tendance à explorer les bords du domaine, ce qui, rappelons-le, n’est pas souhaitable pour les cas
rencontrés par les expérimentateurs.
En revanche, l’utilisation du critère du maximum d’entropie est particulièrement indiquée si l’on se sert d’une
modélisation par krigeage, ce qui, si l’on replace la campagne expérimentale dans le contexte de la thèse, est le
principe des méthodes envisagées.
En conclusion, l’utilisation des plans à entropie maximale semble plus pertinente et plus adaptée aux cas ren-
contrés en pratique par les expérimentateurs. Le plan à entropie maximale fournit un premier outil facilement
utilisable, pouvant inclure des contraintes (sur le domaine ou d’essais), et donnant des plans de bonne qualité.
Nous ne rentrons pas plus dans les détails concernant la composition de ce plan, puisque comme nous le montrons
dans l’annexe C, des considérations expérimentales pratiques, nous ont obligés à ne plus tenir compte des
expériences initiales et redéfinir un nouveau plan.
5.3.2 Génération du plan d’expériences final
Nous présentons dans cette section le nouveau plan d’expériences à effectuer, basé sur le critère du maximum
d’entropie, sur un nouvel échantillon de catalyseur.
Pour déterminer, ce nouveau plan, aucun point du domaine n’a été imposé. En effet, aucune expérience n’a été
réalisée au préalable sur cette carotte, et les bornes expérimentales étant choisies arbitrairement, il n’apparaît
pas obligatoire de prendre les coins du domaine ou le point central dans la matrice d’expériences, comme cela
est souvent le cas en cinétique.
n° 1 2 3 4 5 6 7 8 9 10
HC (ppmC) 3380 2140 3380 900 900 1520 2760 3380 3690 1520
CO (ppm) 4410 1230 4940 1230 3350 1760 2290 1230 2820 6000
O2 (%) 16.50 6.52 10.80 3.67 16.50 15.07 15.07 7.94 13.65 13.65
richesse 0.41 0.63 0.53 0.75 0.40 0.41 0.43 0.60 0.46 0.46
n° 11 12 13 14 15 16 17 18 19 20
HC (ppmC) 2760 900 1210 3070 2140 2140 4000 3070 4000 2140
CO (ppm) 700 2290 4940 4410 3350 4940 3350 2820 4940 2290
O2 (%) 10.80 12.22 5.09 6.52 12.22 16.50 7.94 5.09 3.67 2.24
richesse 0.51 0.47 0.70 0.66 0.48 0.41 0.61 0.71 0.81 0.86
Tableau 5.3 – Numérotation, composition de HC, CO et O2 et richesse des 20 essais réalisés sur BGS
Le tableau 5.3 présente la nouvelle matrice d’expériences. On peut voir que deux expériences ont une richesse
élevée, les expériences 19 et 20. Elles ont été volontairement placées en dernier dans la matrice, afin de ne pas
risquer de reproduire ce qui s’est déroulé avec la première carotte (vieillissement rapide et/ou cokage).
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On remarque également que l’expérience n°4 à une richesse de 0.75, et peut éventuellement entraîner des pro-
blèmes, cependant les niveaux des HC et CO sont pratiquement au plus bas.
L’essai de référence (voir annexe C) n’apparaît pas dans cette matrice, mais des essais de contrôle ont été réalisés
au cours de la démarche, afin de contrôler que l’échantillon n’était pas altéré (cf. figure 5.7).
La représentation graphique du plan d’expériences dans l’espace des entrées est donnée par la figure 5.6. Cette
représentation du plan défini montre une répartition dans le domaine correcte et suffisante, et sauf comportement
extrême sur ces coins, il n’est pas nécessaire de les contraindre.
On note tout de même que des zones du domaine sont non explorées, ce qui n’est pas surprenant puisque le
nombre d’essais est restreint.
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Figure 5.6 – Représentation du plan d’expériences dans l’espace des entrées
La figure 5.7 reprend le résultat des TLO du CO et HC pour chaque expériences. On peut voir que l’on a une
relation linéaire entre richesse et TLO.
Trois essais de référence ont été effectués au cours de la campagne d’essais. Un au début, "ref1", un à mi-parcours,
"ref2", et un à la fin, "ref3". Le point de recoupement réalisé environ à mi parcours a montré une évolution de
20°C des TLO par rapport au premier essai de référence. Cette différence, que l’on considère minime, provient
du changement de comportement de l’échantillon de catalyseur. Le point de recoupement effectué à la fin de la
prestation ne montre pas d’évolution des TLO par rapport à celui effectué à mi parcours. On peut donc d’une
manière générale conclure que les résultats ne montrent pas de changement significatif de comportement de la
carotte.
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Figure 5.7 – Relation entre TLO et richesse et vérification du bon comportement du nouvel échantillon
5.4 Ouvertures/Perspectives
L’utilisation des plans à entropie maximale dans la planification d’expériences appliqués aux cas de cinétique,
permet de construire des plans de bonne qualité, dont la répartition dans l’espace des entrées est pertinente
relativement au faible nombre d’expériences. Ces plans sont intéressants d’un point de vue théorique et d’un
point de vue pratique.
D’un point de vue théorique d’une part, puisqu’ils ne se contraignent pas à choisir les bords du domaine (même
si certains sont tout de même sélectionnés), et qu’ils sont particulièrement indiqués lorsqu’une modélisation du
phénomène est effectuée par krigeage. D’un point de vue pratique d’autre part, car les résultats de cette méthode
d’application simple sont meilleurs que ce qui est fait actuellement et plus pertinents que des plans basés sur
des critères de distance. Par ailleurs, nous avons constaté une amélioration pour l’estimation des paramètres
cinétiques, bien que cette dernière ne soit pas suffisante. Cela nous a conduit à une amélioration des prédictions,
et également à déterminer une méthode de modélisation satisfaisante et prometteuse (chapitre 4, section 4.2).
De surcroît, la méthodologie des plans à entropie maximale ne nécessite pas de connaissance a priori du système,
et peut s’appliquer aux nombreux cas rencontrés par les expérimentateurs, constituant donc une alternative
appropriée pour ces cas pratiques et/ou comme plan initial.
Cependant, cette approche ne répond pas entièrement à la problématique de planification d’expériences adaptée
au cas de cinétique, dans le sens où l’expertise métier n’est pas prise en compte. Toutefois, nous avons introduit,
dans le chapitre 4, une méthode de modélisation encourageante en vue de répondre totalement à la problématique.
Cette méthodologie propose d’estimer les paramètres cinétiques expérience par expérience en estimant ces pa-
ramètres par une méthode à noyau (Kernel Ridge Regression), offrant l’avantage de déterminer une surface de
réponse pour représenter l’évolution des paramètres et ainsi il suffit de l’évaluer pour déterminer un nouveau
point. Il s’agit donc d’une méthode non-intrusive, qui combine l’avantage de tenir compte de l’expertise métier, et
de pouvoir calculer en tout point du domaine l’aire de la région de confiance de la prédiction, à l’aide d’un boots-
trap fonctionnel (section 4.2.3). Cette démarche emploie une méthode analogue à celle des VCM (section 4.1),
et en étend l’application à un cadre non linéaire, c’est-à-dire représentant la majeure partie des cas rencontrés
en pratique par les expérimentateurs.
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L’idée alors avancée et à explorer est la suivante : les nouveaux essais à réaliser (points du domaine à explorer)
sont les essais dont l’aire de la région de confiance de la prédiction est maximale. Cette perspective nécessite
néanmoins une série d’essais initiale, pour laquelle l’entropie maximale est un critère intéressant. On voit donc
que la conjugaison de ces deux outils semble appropriée pour les cas de cinétique, pertinente à chaque étape, et
laisse entrevoir une méthodologie complète répondant totalement à la problématique.
Cet axe de recherche est envisagé pour de prochaines études menées au sein de IFP Energies Nouvelles, sur
d’autres cas pratiques. De plus, il est intéressant de souligner le fait que la méthodologie de plan à entropie
maximale sera réutilisée, puisqu’elle offre un outil simple pour les expérimentateurs, s’adaptant aux spécificités
et caractéristiques recherchées (points contraints, essais déjà réalisés ou non, domaine non hypercubique), et
donnant de meilleurs résultats que ce qui est fait actuellement.
Conclusions et perspectives
Conclusions
Le travail que nous avons présenté dans ce mémoire s’articule principalement autour de la modélisation du
phénomène physico-chimique se déroulant au sein du piège à NOx, avec en arrière plan la définition d’un critère de
planification d’expériences adapté. Les différentes méthodes développées pour atteindre ces objectifs ont montré
leurs limites, pour la plupart, sur notre cas d’étude, mais nous ont conduits au final à répondre à la problématique
posée, ou tout au moins à définir une piste pertinente et prometteuse pour y répondre pleinement.
Les premières approches, appelées approches non fonctionnelles, sont basées sur la théorie du krigeage. Le
caractère fonctionnel est omis, puisque les sorties étudiées sont considérées non pas comme des courbes mais
comme une succession de points. Trois méthodes ont ainsi été développées et appliquées premièrement sur le
cas maîtrisé puis dans un second temps sur le cas d’étude. Tout d’abord, nous avons étendu la théorie de
krigeage au cas d’une tendance non linéaire qui correspond au modèle numérique. Cette méthode souffre d’un
certain nombre de lacunes, dont les principales raisons sont la non stationnarité du problème et sa forte non
linéarité. Les résultats montrant des phénomènes non désirables sur les paliers, nous avons alors apporté une
amélioration de cette première méthode, en conditionnant le krigeage par les dérivées, dont on sait qu’elles
sont nulles sur ces zones. Néanmoins, là encore les résultats obtenus dans certains cas sont non concluants, ce
qui nous a poussés à changer de système de représentation pour contourner la non stationnarité. En effet, si
l’on s’intéresse au cas maîtrisé, les résultats que nous avons exposés montrent un très bon comportement de la
méthode. De même, pour les résultats de CO qui sont certes dans certains cas extrêmes, très mauvais du fait du
manque d’information mais restent dans l’ensemble plutôt intéressants, la non stationnarité et la non linéarité
étant moins forte. Ce comportement nous pousse à penser que cette méthode bien qu’inadaptée pour notre cas
d’étude, reste intéressante pour d’autres cas d’application sous certaines conditions. Enfin, la troisième méthode
non fonctionnelle présentée, reprend la théorie de krigeage à tendance non linéaire que nous avons développée,
mais cette fois ci l’application est effectuée pour modéliser la dérivée des sorties selon la température en fonction
de l’avancement. Le principe étant de se ramener à un cadre dans lequel la non stationnarité est contournée.
Couplée à différents artifices pour l’intégration de la prédiction, les résultats obtenus montrent qu’il s’agit d’une
méthode très pertinente pour modéliser le phénomène. En revanche, dans cette approche, le calcul de la variance
de prédiction entraîne une impossibilité de définir un critère de plan d’expériences pertinent. Néanmoins, les
résultats probants font de cette méthode une alternative efficace si l’on s’intéresse uniquement à la prédiction
d’un système, et peut facilement s’adapter aux nombreux cas rencontrés en pratique par les expérimentateurs.
En conclusion sur ces méthodes, nous pouvons dire qu’elles ne sont certes pas adaptées pour notre cas d’étude,
mais qu’elles pourront, sous certaines conditions, convenir à d’autres cas d’application. Nous avons dans le
chapitre relatif à ces méthodes, le chapitre 3, essayé de présenter pour chacune les limites d’applications. Prin-
cipalement, il s’agit de la non stationnarité des résidus.
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Dans un deuxième temps, nous avons eu recours à des méthodes qui sont adaptées aux données fonctionnelles.
La première approche consiste à utiliser un modèle à coefficients variables, approche motivée par la relation
linéaire que nous avons observée entre TLO et richesse. Deux méthodes d’estimation des fonctions coefficients
ont été utilisées : par P-spline et par polynômes locaux. Cette première approche a le défaut de supposer un lien
linéaire entre les concentrations initiales et la concentration des polluants, hypothèse non validée en pratique.
Mais surtout, cette approche ne permet pas de tenir compte de la connaissance des experts en ignorant le
modèle numérique. Comme on pouvait s’y attendre, les résultats obtenus par les deux méthodes d’estimation
des fonctions coefficients pour la première réponse (CO) sont acceptables, mais ne sont pas satisfaisants pour
la seconde (HC), les courbes pouvant présenter au moment du démarrage effectif de la réaction un sursaut
choquant pour l’œil expert. La seconde méthode propose elle de réincorporer cette expertise métier, en estimant
les paramètres cinétiques utilisés dans le modèle numérique par kernel ridge regression. Cette seconde méthode
permet d’obtenir des prédictions de très bonne qualité. De plus, la mise au point d’un bootstrap fonctionnel pour
l’estimation de la loi des paramètres de la kernel ridge regression nous a permis de déterminer des régions de
confiance satisfaisantes, dont il est possible d’avoir recours pour définir un critère de plan d’expériences. Cette
méthodologie complète n’a pu être testée en pratique par manque de temps, mais sera prochainement étudiée
pour de futures applications.
En conclusion de ces deux méthodes, nous pouvons dire que bien que la première méthode, basée sur les VCM,
soit là encore inadaptée pour l’application, elle a déjà été réutilisée sur un autre cas d’étude et a montré un
bon comportement vis à vis de la prédiction. En ce qui concerne la seconde méthode, les résultats de prédiction
pour notre application sont très bons. De plus, la méthode pour l’estimation des régions de confiance permet
d’entrevoir un critère répondant pleinement à la problématique posée lors de cette thèse.
Enfin, il est à noter que pour mener à bien notre méthodologie, et du fait de la possibilité de mener une
campagne expérimentale au cours de ces trois ans, nous avons été amenés à réfléchir à la définition d’une méthode
de planification initiale qui soit la plus pertinente pour les méthodes explorées tout au long de ce manuscrit.
Notre choix s’est porté sur un critère de maximum d’entropie dont les caractéristiques sont très avantageuses
d’une part par sa facilité d’application, d’autre part, par la bonne répartition dans le domaine, entraînant une
information maximale pour les méthodes envisagées et couramment utilisées telles que le krigeage. Les résultats
sont satisfaisants du point de vue des expérimentateurs, ce qui leur permet de disposer d’ores et déjà d’un premier
outil. De plus, il s’intègre judicieusement dans la méthodologie complète que nous avons dégagée, en fournissant
un plan initial.
Perspectives
Les perspectives de ces travaux sont nombreuses. Tout d’abord comme nous l’avons mentionné les trois approches
non fonctionnelles pourront être réutilisées pour d’autres cas pour lesquels certaines conditions telles que la
non stationnarité ou la forte non linéarité seront plus faibles. Notamment, la troisième méthode, basée sur un
changement de représentation, dont le principe novateur est peu présent dans la littérature, et est particulièrement
adaptée aux nombreux cas de cinétiques rencontrés en pratique.
La première approche fonctionnelle basée sur les VCM a déjà pu être réutilisée avec succès sur un autre cas
étudié à IFP Énergies Nouvelles, et à ce titre mérite une étude plus approfondie notamment sur les diverses
questions liées à l’estimation des fonctions coefficients, et les questions de convergence de l’algorithme développé.
Enfin, il reste encore à tester la méthodologie complète proposée sur des nouveaux échantillons de catalyseurs
et à étendre son domaine d’action en prenant le modèle cinétique dans son ensemble, puisqu’on le rappelle, des
simplifications ont été opérées dès le début de thèse et juste une partie du fonctionnement du piège à NOx a été
CONCLUSIONS ET PERSPECTIVES 169
considérée.
Cette méthodologie complète réside en 6 étapes :
1. Réalisation d’un premier plan par maximum d’entropie,
2. Estimation des paramètres cinétiques par KRR,
3. Calcul des régions de confiance en tout point du domaine par bootstrap fonctionnel,
4. Détection du point où l’aire de cette région de confiance est la plus forte,
5. Prédiction par la modélisation directe de la dérivée selon l’avancement, que l’on considère comme la vraie
sortie du système,
6. Retour à l’étape 2, jusqu’à l’obtention du nombre d’expériences défini au préalable.
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Annexe
A
Méthode de lissage des courbes ex-
périmentales
La campagne expérimentale qui a été menée au cours de cette thèse, a été réalisée sur un dispositif expérimental
appelé "banc gaz synthétique" (BGS). Ce dispositif et le plan d’expériences appliqué sont introduits dans le
chapitre 1. Pour construire ce plan, un critère de maximum d’entropie a été utilisé, dont une description précise
est donnée dans le chapitre 5.
Les courbes expérimentales obtenues lors de cette campagne, font apparaître des bruits de mesure. Ces courbes,
nommées également courbes brutes pour faire le distinguo avec les courbes lissées, présentent des caractéristiques
générales propres à chaque sortie. Les oscillations dues aux bruits de mesure, localisées différemment selon la
sortie CO, HC ou NOx, sont plus ou moins importantes selon les conditions opératoires.
Nous proposons dans cet annexe de présenter la méthode de lissage que nous avons développée et appliquée sur
ces courbes expérimentales. Nous nous sommes bornés tout au long de ce manuscrit à l’étude des sorties CO et
HC, et pour cette raison, nous avons fait le choix de n’introduire cette méthode que pour ces deux cas.
L’étude des courbes brutes pour les 20 essais révèle que pour chaque sortie, il est possible de caractériser la
forme générale des courbes de manière spécifique. L’idée de base de notre méthode consiste à tenir compte de
ces formes particulières, en l’adaptant à la sortie considérée. Les figures A.1a et A.1b illustrent respectivement
pour CO et HC les deux cas de figures constatés.
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Figure A.1 – Résultats expérimentaux de l’essai 1 pour CO et HC
Pour les deux sorties, une allure générale se dégage :
– un premier palier, nommé palier initial, qui correspond au fait que tant que la température adéquate n’est pas
atteinte, le piège n’est pas opérationnel et le polluant n’est pas converti (oxydé),
– une décroissance très forte pour les HC et plus lente pour le CO, les polluants sont traités, puisque la
température d’activation du piège a été atteinte,
– un palier final symbolisant le fait que tous les polluants sont traités.
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Cependant, on distingue tout de même des différences notables pour chaque sortie. Pour CO, le palier initial peut,
pour certaines conditions expérimentales, être plus ou moins plat. Le piège fonctionne, mais la température n’est
pas assez élevée pour que l’oxydation soit totale. On observe également, dans certains cas, un palier intermédiaire
(entre 170°C et 190°C sur la figure A.1a), de longueur très variable, dont l’origine n’est pas clairement définie.
Pour HC, il est à noter que le palier initial dans la majorité des cas, est très oscillant, et la décroissance brutale.
Les différences de comportement entre les deux sorties, nous ont contraints à utiliser deux méthodes, toutes deux
adaptées spécifiquement selon les propriétés observées.
Les raisons du lissage des courbes brutes sont multiples. Premièrement, ce lissage permet d’obtenir des courbes
représentatives de la connaissance du fonctionnement du système, comme par exemple la décroissance de la courbe
(le piège ne fabrique pas de polluants), ou encore que la valeur initiale de la courbe soit la valeur initiale du
polluant contenu dans le mélange. Deuxièmement, pour certaines des méthodes de modélisation que nous avons
explorées, nous avons eu recours au calcul des dérivées selon la température, information disponible uniquement
par différences finies sur les courbes lissées. Troisièmement, le résultat du simulateur étant une courbe C1, le
calcul des résidus à partir des courbes lissées, dans certains cas, a été préféré. Notamment, pour le calcul de
l’erreur moyenne quadratique, équation 3.25, pour une meilleure interprétabilité des résultats de prédiction.
Afin de comprendre, pour chacune des deux sorties, le fonctionnement de la méthode de lissage, nous avons fait
le choix de les présenter séparément au travers d’un exemple, l’essai 1 (figures A.1). La description étape par
étape décrit précisément le déroulement du lissage, qui bien qu’adapté aux spécificités citées précédemment, peut
être considéré comme une boîte noire et utilisable afin de lisser les futurs essais réalisés.
Les deux principaux outils utilisés sont deux filtres, que nous appliquons sur des zones spécifiques des courbes
et avec des paramétrages différents. Ces deux filtres sont :
– le filtre moyen : variante du filtre médian, un outil couramment utilisé en traitement de l’image. L’ouvrage de
Najim [121] offre un descriptif des filtres utilisés dans ce domaine,
– le filtre de Savitzky-Golay : méthode introduite en 1964 par Savitzky et Golay [140], et appartenant au domaine
du traitement du signal.
Nous consacrons le début de cet annexe à une description de ces deux outils, puis nous présentons la méthode
de lissage étape par étape sur un exemple pour la sortie CO et enfin pour HC.
A.1 Filtre moyen et de Savitzky-Golay
Nous présentons succinctement le principe de fonctionnement de chacun des deux filtres : le filtre moyen et le
filtre de Savitzky-Golay.
Le filtre moyen est une variante du filtre médian, un outil largement utilisé en traitement de l’image. Son
principe est simple, il consiste à remplacer la valeur d’un pixel par la valeur médiane de l’ensemble des pixels de
son voisinage. Pour nos besoins, nous avons remplacé la valeur médiane par la valeur moyenne (empirique), sur
des fenêtres de températures variables, ce changement répondant mieux à nos besoins.
Savitzky et Golay ont introduit leur filtre dans leur article "Smoothing and Differentiation of Data by Simplified
Least Squares Procedures", [140], de 1964. La méthode repose sur une régression polynomiale locale sur une
distribution afin de déterminer la valeur lissée en chaque point. Elle est également utilisée pour calculer les
dérivées d’ordre 1 à 5., dans des cas où ces dérivées ne sont pas disponibles.
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La combinaison des avantages de chacune de ces deux méthodes, à des étapes précises, nous permet d’obtenir
des résultats de lissage satisfaisants, dont certains sont présentés dans les sections A.2 et A.3.
A.1.1 Filtre moyen (FM)
Le filtre moyen est un outil classique en traitement de l’image. Cependant, dans ce domaine d’application, le
filtre médian lui est souvent préféré. Une des propriétés fondamentales du filtre médian, est qu’il ne crée pas de
nouvelles valeurs de niveaux de pixels dans l’image, et son principe de fonctionnement est parallélisable.
Son fonctionnement consiste à remplacer la valeur d’un pixel par la valeur médiane de l’ensemble des pixels
de son voisinage. Néanmoins, dans notre cas, nous décidons d’utiliser ce filtre pour effectuer un lissage sur une
courbe bruitée. Les données sont triées en ordre croissant selon la température, et nous ne souhaitons pas le
paralléliser. Le choix de prendre la moyenne empirique plutôt que la médiane apparaît plus adapté. Ce choix
arbitraire est fait en accord avec les résultats obtenus.
Plus précisément, le principe consiste à prédire en chaque température, la valeur lissée à l’aide d’un ensemble de
points, centré sur la valeur que l’on souhaite. Ce lissage utilise une fenêtre coulissante dans le sens croissant des
températures, et remplace la valeur à chaque température par la moyenne empirique de l’ensemble de points.
Soit yexp(Ti) la valeur de la courbe brute à la température Ti, i = 1, · · · ,m, où m est le nombre de température
discrétisées. La valeur ylisse(Ti) de la courbe lissée à la température Ti, i = 1, · · · ,m avec une fenêtre de taille
h (h impaire !) est donnée par
ylisse(Ti) =
1
h

 i−1∑
j=i−h−1
2
ylisse(Tj) +
i+h−1
2∑
k=i
yexp(Tk)

 . (A.1)
Le lissage s’effectue pour les températures triées dans l’ordre croissant.
Cette notation met en évidence ce que l’on appelle l’effet de bord. Par exemple, le lissage de la première valeur
(respectivement de la dernière) utilise des valeurs non disponibles, les ylisse pour des températures plus faible
(resp. des yexp pour des températures plus fortes). La littérature fournit plusieurs choix pour traiter cet effet de
bord : soit on fixe par convention que ces valeurs sont égales à la valeur du point le plus proche (le premier ou
le dernier point), soit on fixe arbitrairement ces valeurs à 0, soit les h−12 premières valeurs (resp.
h+1
2 dernières
valeurs) ne sont pas modifiées. Ces trois choix sont les plus couramment appliqués, et nous avons décidé de
retenir la première de ces trois options.
Autrement dit, pour le calcul des ylisse des h−12 premières valeurs (resp.
h−1
2 dernières valeurs), les valeurs
manquantes pour le calcul de la moyenne sont fixées égales à la première valeur de yexp (resp. à la dernière valeur
de yexp).
Ce type de filtrage local est qualifié de filtrage linéaire puisque la valeur du nouveau pixel est une combinaison
linéaire des valeurs des pixels du voisinage. Son principal avantage est de pouvoir uniformiser la courbe en
éliminant les discontinuités, puisqu’en prenant une fenêtre adéquate autour d’un point de discontinuité, les
fortes transitions sont éliminées. En revanche, cette méthode n’élimine pas des pics importants mais ne fait que
les diffuser.
Pour nos essais, nous disposons de 2652 températures pour lesquelles nous connaissons la valeur de la courbe
brute. Pour l’élimination des discontinuités, la taille de fenêtre comprend environ 101 points, pour des lissages
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globaux d’uniformisation, des fenêtres plus petites d’environ 30 points, et dans le cas d’un premier lissage, des
fenêtres plus grande (environ 200 points).
A.1.2 Filtre de Savitzky-Golay (FSG)
Les filtres lissant de Savitzky-Golay, également appelés filtres lissant des moindres carrés, sont typiquement utili-
sés pour lisser un signal bruité dont l’amplitude de la fréquence (sans bruit) est large. Dans ce type d’application,
ces filtres fonctionnent significativement mieux que des filtres moyens standards, notamment pour conserver la
pertinence des hautes fréquences (Orfanidis [125]).
Le filtre de lissage de Savitzky-Golay utilise une régression locale au lieu du calcul habituel de la moyenne
mobile. L’utilisation de ce filtre est particulièrement intéressante pour lisser des signaux dont les pics doivent
être préservés aussi intégralement que possible. Dans notre cas, nous utilisons cette méthode pour fournir une
première estimation de la courbe lissée du fait de la forme générale de nos sorties, mais également pour le palier
initial des HC.
L’approche utilisée pour lisser une série temporelle est de remplacer chaque valeur de la série par une nouvelle
valeur, obtenue par l’ajustement d’un polynôme basé sur les 2n + 1 points voisins (incluant le point à lisser),
avec n au moins égal à l’ordre du polynôme.
Figure A.2 – Illustration du filtrage d’une valeur par la méthode de Savitzky-Golay
La figure A.2 illustre la méthode pour le lissage d’une valeur en t0, à l’aide d’un polynôme local du second ordre,
avec 7 points.
Dans leur article original [140], les auteurs ont montré qu’un ajustement polynomial coulissant peut être numé-
riquement traité exactement de la même manière qu’une moyenne coulissante pondérée, puisque les coefficients
de la procédure de lissage sont constants pour toutes les valeurs y. Ainsi, le lissage de Savitzky-Golay est très
facile à appliquer. De plus, le même algorithme peut être utilisé pour calculer les dérivées lissées de premier et
second ordre d’un signal bruité.
Nous avons fait le choix de prendre des polynômes d’ordre 3, et des tailles de fenêtre qui sont relativement grandes,
afin de bien respecter ce que l’on observe expérimentalement. Comme nous l’avons évoqué précédemment, nous
disposons en tout de 2652 points pour chaque essai. Ainsi, nous avons opté pour une fenêtre de taille maximale
lorsque nous l’utilisons pour lisser le palier initiale de HC qui est très bruitée, pour obtenir un lissage le plus
plat possible, tout en respectant la valeur moyenne du palier. Et une fenêtre conséquente (environ 700) pour
obtenir la première courbe lissée pour CO, qui d’une manière générale est peu bruitée.
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A.2 Lissage des HC
Les courbes pour HC ont une forme beaucoup plus simple et caractéristique que pour le CO : un palier initial très
bruité, une décroissance brutale (bruité ou non) et un palier final très peu (voir pas du tout) bruité. Pour cette
raison, le lissage de ces résultats est beaucoup plus simple que pour le CO, qui nécessite quelques adaptations
supplémentaires (voir section A.3).
Un lissage complet unique, que se soit par filtre moyen ou de Savitzky-Golay, n’est pas satisfaisant car soit la
fenêtre est trop petite et dans ce cas on a toujours des oscillations sur le palier initial, soit il est trop grand, et
dans ce cas, la courbe lissée présente un écart sur la décroissance et le palier final, pouvant même entrainer des
concentrations négatives.
Ainsi la méthode consiste en un premier lissage moyen sur la courbe et un second plus petit sur la première
courbe lissée pour réduire les oscillations sur le palier initial. Ces deux filtrages successifs garantissent un bon
lissage sur la décroissance et le palier final. Il reste néanmoins à traiter le palier initial qui, comme on le voit sur
la figure A.3b, ne représente pas la connaissance du système (décroissance, palier à la valeur de [HC]0).
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Figure A.3 – Étape 1 du lissage du résultat expérimental pour HC
La figure A.3a montre le résultat du premier lissage effectué. À l’aide d’un filtre moyen (FM), avec une taille de
fenêtre comportant 81 points, on constate que le premier lissage obtenu capte bien le début de la décroissance
et respecte bien les propriétés déjà évoquées à partir de cette zone.
Un zoom sur le palier initial, figure A.3b, illustre les petites oscillations sur cette zone. Le second lissage par FM
avec une fenêtre de 11 points sur la première courbe obtenue (courbe rouge) vient corriger ces petites oscillations.
C’est une étape importante, puisqu’elle fournit une courbe plus lisse (courbe verte) nous permettant de délimiter
la fin du palier initial efficacement.
La détermination de la fin du palier est opérée de manière très simple en choisissant un point suffisamment
éloigné de la dernière oscillation restante. Le point noir x1 sur la figure A.3b illustre sur l’exemple le résultat.
On délimite ainsi notre palier initial entre la température initiale et le point x1.
L’étape suivante consiste à lisser uniquement ce palier en appliquant un filtre de Savitzky-Golay (FSG), avec
l’ensemble des points compris sur ce palier comme fenêtre. Ce choix très large de fenêtre pour le lissage par FSG
permet d’obtenir une courbe ondulante de faible amplitude et de longueur d’onde élevée (courbe magenta sur la
figure A.4). On notera également la discontinuité en x1.
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Figure A.4 – Étape 2 du lissage du résultat expérimental pour HC
Afin de respecter un palier initial plat de valeur égale à [HC]0, on remplace la courbe lissée entre le début de
la courbe est le point maximal de l’ondulation par une droite horizontale au niveau de [HC]0. Le maximum de
l’ondulation est obtenu à l’aide des dérivées et se situe aux alentours de 110°C dans le cas présenté (voir figure
A.5). Le tout est une nouvelle fois lissé par FM, avec une taille de fenêtre très petite (21 points) afin de lisser la
discontinuité en x1 et uniformiser la courbe générale.
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Figure A.5 – Étape 3 du lissage du résultat expérimental pour HC
On conserve donc les propriétés de continuité et de décroissance, un lissage très proche du résultat expérimen-
tal, une TLO correcte et un palier initiale plat, à la valeur de [HC]0 et qui représente bien ce qu’il se passe
expérimentalement. La figure A.6 présente le résultat final obtenu.
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Figure A.6 – Résultat final du lissage du résultat expérimental pour HC
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Voici quelques exemples caractéristiques illustrant les résultats obtenus :
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(a) Essai 4
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(b) Essai 12
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Figure A.7 – Trois exemples de lissage des résultats expérimentaux
L’essai 4 illustre un cas où le palier initial est très oscillant (figure A.7a), l’essai 12 un cas où les oscillations se
poursuivent sur la décroissance (figure A.7b) et l’essai 18, un essai dans lequel le palier initial est très long, figure
A.7c. Les courbes lissées obtenues pour ces trois essais représentatifs sont très bonnes dans le sens du respect
des contraintes et de la concordance avec les courbes brutes.
A.3 Lissage du CO
Pour ce qui est de la méthode de lissage pour la sortie CO, le principe général s’apparente à la méthode que
nous venons de présenter dans le cas des HC. Cependant, les différences de comportement notables des courbes
brutes, expliquent la mise en place d’étapes supplémentaires, et des paramétrages de fenêtre différents.
Les courbes brutes des 20 essais montrent des comportements plus complexes et variés, et une décroissance pas
forcement brusque selon les cas. On observe également pour la plupart des essais, un palier intermédiaire dont
l’importance peut être très différente. Par exemple, ce palier est faiblement marqué sur notre exemple, figure
A.8, se situant à peu près entre 160°C et 180°C. Ce palier peut être relativement plat, de longueurs variables et
éventuellement présenter des oscillations.
D’une manière générale, il est possible de découper la courbe en quatre zones, chacune étant lissées d’une manière
différente. Un lissage complet final permet d’uniformiser le lissage en supprimant les discontinuités aux points de
jonction de chaque zone. Nous détaillons par la suite précisément comment l’identification et le découpage de ces
zones sont effectués. D’une manière simple, ces quatre zones sont le palier initial (du début de la courbe au début
de la décroissance plus marquée), le début de la décroissance (de la fin du palier initial à la TLO et qui contient
le palier intermédiaire s’il existe), la fin de la décroissance (de la TLO à la température où la concentration est
en dessous d’un seuil) et le palier final.
La première étape consiste à appliquer un FSG avec une taille de fenêtre conséquente (701 points). L’avantage
de cette méthode est de bien représenter le début de la courbe brute jusqu’à la TLO. En effet, au delà, comme
on peut le voir sur la figure A.8, la courbe lissée présente un certain écart avec la courbe brute et surtout décroit
jusqu’à des valeurs négatives. On délimite donc deux premières zones : avant et après la TLO. On note que le
palier initial n’étant pas très bruité, la valeur initiale de la courbe correspond bien à la valeur initiale [CO]0 du
mélange.
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Figure A.8 – Étape 1 du lissage du résultat expérimental pour CO
En revanche, une étude plus attentive sur la première partie fait apparaître de petites oscillations, ou zone
de croissance, que nous souhaitons prévenir. On détermine alors, à l’aide de la valeur de la dérivée (selon
la température par différences finies), ces zones où la courbe est croissante. On parcourt la courbe lissée du
début jusque la TLO, en remplaçant une à une ces croissance par une droite horizontale, de manière à "étêter"
l’oscillation. Ainsi, on obtient certes plusieurs points de discontinuités, mais la décroissance de la courbe est
respectée.
La figure A.9 exhibe l’étêtage d’une oscillation sur notre exemple. La courbe bleue représente la courbe brute,
la rouge, la première courbe lissée que l’on parcourt, et la courbe verte, le résultat après étêtage.
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Figure A.9 – Étape 2 du lissage du résultat expérimental pour CO
Cet exemple est également intéressant car il correspond à la dernière croissance corrigé sur la première partie de
la courbe. C’est précisément à cette endroit (point x1 sur les prochaines figures) que nous délimitons la fin du
palier initial.
En effet, ces croissances trouvent leur origine dans le fait que la température adéquat n’étant pas atteinte, le
fonctionnement du piège n’est pas optimal, et ainsi la décroissance est faible. En revanche, dès que le piège entre
pleinement en action, la décroissance s’accélère, et ces petites oscillations disparaissent. On définit ainsi la limite
du palier initial.
Enfin, on détermine le premier moment où la courbe brute atteint son minimum (proche ou égal à 0). Ce point
marque la fin de la décroissance et le début du palier final (point x3).
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Notre courbe est ainsi décomposée en quatre zones :
– palier initial : du début de la courbe à x1,
– début de la décroissance : de x1 à x2, le point correspondant à la TLO (c’est cette zone qui contient le palier
intermédiaire s’il existe),
– fin de la décroissance : de x2 à x3
– palier final : de x3 à la fin de la courbe.
La figure A.10 offre une visualisation claire de ces quatre zones. Sur chacune, un lissage particulier est opéré que
nous détaillons un à un par la suite. Auparavant, nous insistons sur le fait que l’étêtage des croissances et la
détermination des zones est automatique pour chaque essai, compte tenu des connaissances du système.
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Figure A.10 – Détermination des quatre paliers
Premier palier : 0 à x1
La valeur initiale correspond à [CO]0 et, de plus, la décroissance est respectée car chacune des croissances, ou
oscillations, ont été remplacées par une droite (voir figure A.9). Cependant, des discontinuités dues à l’étêtage
sont présentes sur ce palier, et sont corrigées par la suite.
Second palier : x1 à x2
Sur le second palier, nous faisons le choix d’appliquer un FM sur la courbe lissée. La taille de la fenêtre n’est
pas fixe, puisque selon les cas, cette zone est plus ou moins grande. L’idée est de choisir une fenêtre relativement
grande, correspondant à un quart de la zone, pour respecter mieux la courbure brusque observée expérimenta-
lement. Dans notre cas, une fenêtre comportant 201 points a été utilisée sur la courbe lissée.
Troisième palier : x2 à x3
Pour la fin de la décroissance, nous avons pu voir que la courbe lissée obtenue initialement n’est pas satisfaisante,
car celle-ci n’est pas proche du résultat expérimentale, mais également car la décroissance descend jusqu’à
atteindre des valeurs négatives. Pour cette raison et le fait que la courbe brute soit peu chahutée, nous utilisons
un FM de petite taille (101 points) appliqué sur les données expérimentales de cette zone.
Quatrième palier : x3 à la fin
On fixe la valeur de ce palier constante et égale à la valeur lissée de x3 (proche ou égal à 0).
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On obtient donc une fonction discontinue en les points de jonction des paliers x1, x2, x3. Mais qui respecte
la décroissance et les paliers, en étant proche du résultat exp. L’étape finale consiste donc à uniformiser notre
courbe. Cette uniformisation se déroule en deux temps : Premièrement, on lisse chacune des jonctions par un
FM en prenant une zone centrée sur chacun des points x1, x2, x3 de taille raisonnable (51, 101, 101). Cette étape
permet une atténuation des discontinuités. Deuxièmement, on réalise un lissage par FM sur l’ensemble, plus
grossier (fenêtre de 151 points). Ceci afin d’obtenir un lissage parfait qui respecte les contraintes de décroissance,
la valeur initiale et le palier final ainsi que la TLO.
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(a) Courbe discontinue aux points de jonction
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(b) Résultat final du lissage du résultat expé-
rimental pour CO
Figure A.11 – Courbes discontinues et résultat final
Cette méthode automatique de lissage qui tient compte des connaissances que l’on a des courbes en sorties,
donnent de bons résultats sur tous les essais. Les figures A.12a, A.12b et A.12c illustrent bien sur des exemples
très différents, le bon comportement de la méthode.
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(a) Essai 4
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(b) Essai 12
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Figure A.12 – Trois exemples de lissage des résultats expérimentaux
L’essai 4 correspond à un cas où le palier intermédiaire est important est oscillant (figure A.12a), l’essai 12 à un
essai de faible valeur initiale de CO avec une décroissance bruitée (figure A.12b), et enfin l’essai 18 illustre un
cas de forte valeur de CO, avec un palier initial très plat et long, et un palier intermédiaire peu marqué (figure
A.12c). Là encore, les résultats de lissage sur ces essais représentatifs, confortent le bon fonctionnement de notre
méthode.
Annexe
B
Processus de Ornstein-Uhlenbeck
conditionné aux bords
Cet annexe a pour but de montrer que le noyau d’Ornstein-Ulhenbeck, ou encore noyau exponentiel, défini par :
∀h ∈ R, k(h, σ2, α) = σ2
(
e−α‖h‖
)
, (B.1)
dans le cas où il est conditionné aux bords du domaine est équivalent à un pont brownien.
Notre motivation ici est de justifier l’emploi du noyau exponentiel dans l’approche de la section 3.3, dans laquelle
on modélise la dérivée des sorties en fonction de l’avancement. Dans cette modélisation, les résidus entre résultats
expérimentaux et simulés sont proches d’un pont brownien, et on espère ainsi parvenir à une modélisation efficace.
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Figure B.1 – Représentations des résidus des dérivées entre résultats expérimentaux et numériques pour les 20
essais
L’objectif de cet annexe est de trouver un noyau de krigeage qui reproduise la forme d’un pont brownien.
Dans un premier temps, nous donnons un rapide aperçu historique des mouvements browniens, puis nous dé-
taillons la définition d’un mouvement brownien que l’on conditionne en une valeur de temps. Un cas particulier
est le pont brownien, dont nous détaillons quelques caractéristiques. Dans un second temps, nous introduisons
la définition d’un processus d’Ornstein-Ulhenbeck, et montrons que ce dernier est, à une transformation près, un
mouvement brownien, et que le fait de le conditionner aux bords se résume donc, à une transformation près, à
un pont brownien, dont nous détaillons l’espérance et la covariance.
B.1 Mouvement brownien et pont brownien
Historiquement, le mouvement brownien est associé à l’analyse de particules qui évoluent au cours du temps
de manière si désordonnée qu’il semble difficile de prévoir leur position, même dans un intervalle de temps très
court. Il joue un rôle central dans la théorie des processus aléatoires comme le modèle de bruit blanc gaussien,
parce que dans de nombreux problèmes théoriques ou appliqués, le mouvement brownien ou les diffusions que
l’on en déduit fournissent des modèles limites simples sur lesquels de nombreux calculs peuvent être faits.
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C’est le botaniste anglais Robert Brown qui le premier décrit en 1827 le mouvement erratique de fines particules
organiques en suspension dans un gaz ou un fluide. Au XIXème siècle, après lui, plusieurs physiciens reconnaissent
que ce mouvement est très irrégulier et ne semble pas admettre de tangente ; on ne pourrait donc pas parler de
sa vitesse, ni a fortiori lui appliquer les lois de la mécanique.
Mais ce sont les travaux de Paul Lévy [101] qui ont fixé l’usage de nommer "mouvement brownien", les processus
introduits mathématiquement par Wiener. Auparavant, Louis Bachelier [9] introduit le mouvement brownien
pour modéliser la dynamique des prix des actions à la Bourse. Cependant, ses travaux n’ont connu une notoriété
importante, notamment en mathématiques financières que bien après. En fait, ce sont les travaux de Einstein,
[47], et de Perrin,[127], au début du siècle dernier qui sont à l’origine du grand intérêt porté à ce processus. Et
en 1923, Norbert Wiener, [161] est le premier à construire rigoureusement "la fonction aléatoire" du mouvement
brownien, il établit en particulier que les trajectoires sont continues.
D’autres liens ou sources sont établis par plusieurs auteurs. Les retombées de ces différentes approches sont très
nombreuses, et notre but n’est pas ici de définir de manière précise l’historique et les applications de ce type
de processus. Le récent ouvrage de El Karoui et Gobet [49] fournit une description historique et précise de son
origine à nos jours, et les implications dans les recherches récentes et dans notre quotidien. On citera également
les divers travaux de Kahane qui fournissent un éclairage accessible, notamment historique, et captivant de cet
objet.
Le mouvement brownien joue un rôle clef en théorie des processus aléatoires et en calcul stochastique. On le définit
comme étant un processus stochastique {Bt}t∈R+ tel que B0 = 0 (départ à l’origine), ∀t ∈ R+, Bt ∼ N (0, t),
et ∀t1, t2, t3, t4 ∈ R+ tel que t1 < t2 < t3 < t4, Bt4 − Bt3 est indépendant de Bt2 − Bt1 . On parle alors
d’accroissements indépendants et stationnaires.
Le mouvement brownien possède de nombreuses propriétés remarquables, parmi lesquelles la propriété de Mar-
kov : si 0 ≤ s < t, la loi de Bt ne dépend des valeurs {Bu}u≤s prises par le processus B avant le temps s que via
la valeur Bs.
Nous donnons ci-dessous une autre définition du mouvement brownien B, utilisée par la suite. La figure B.2
présente une réalisation d’un mouvement brownien.
Définition B.1.1 Un mouvement brownien est défini comme étant le processus gaussien B tel que
E(Bt) = 0 et Cov(Bs, Bt) = s ∧ t (B.2)
x
T
Figure B.2 – Réalisation d’un mouvement brownien
On s’intéresse maintenant à un mouvement brownien conditionné par la valeur x au temps T (cf. figure B.2). Ce
type de problème est connu sous l’appellation de conditionnement d’un processus gaussien. Il s’agit d’un sujet
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central en probabilités et constitue le fondement théorique de nombreuses méthodes. Les travaux de Revuz et
Yor, [132], introduisent ces objets de manière claire, et fournissent notamment un descriptif du conditionnement.
Déterminons maintenant le processus conditionnel (Bt, t ∈ [0, T ]|BT = x), qui pour des raisons théoriques est
supposé gaussien, soit le mouvement brownien tel que la valeur en T est fixée à x.
On écrit la projection orthogonale (dans L2(P )) du processus Bt :
Bt = αtBT + ǫt; 0 ≤ t ≤ T (B.3)
où donc αt est solution de
E(BtBT ) = αtE(B2T ). (B.4)
On en déduit
Bt =
t
T
BT + ǫt; 0 ≤ t ≤ T (B.5)
On a donc
E(Bt|BT = x) =
t
T
x et Cov(Bt, Bs) = s ∧ t =
t
T
s
T
T + Cov(ǫt, ǫs). (B.6)
On en tire que :
Cov(ǫt, ǫs) = t ∧ s−
ts
T
= (t ∧ s)
[
1−
t ∨ s
T
]
. (B.7)
D’où le résultat :
Définition B.1.2 Le processus gaussien (Bt, t ∈ [0, T ]|BT = x) est
de moyenne t→ tT x (B.8)
de covariance (t ∧ s)
[
1− t∨sT
]
(B.9)
C’est aussi le processus
t→
t
T
x+Bt −
t
T
BT (B.10)
où (Bt)t est un mouvement brownien (standard).
On vérifie bien que Cov(Xt,Xs) = (t ∧ s)
[
1− t∨sT
]
en notant Xt = tT x+Bt −
t
TBT .
On retient donc :
Définition B.1.3 Soit Bt un mouvement brownien standard (i.e. Cov(Bt, Bs) = t ∧ s).
Alors (Bt, t ∈ [0, T ]|BT = x) est le processus gaussien
Xt =
t
T
x+Bt −
t
T
BT , 0 ≤ t ≤ T (B.11)
de moyenne t→ tT x, et de covariance (t ∧ s)
[
1− t∨sT
]
Ce type de processus gaussien conditionné en un point est l’exemple du pont brownien.
On appelle loi du pont brownien, la loi d’un mouvement brownien Bt sur [0, 1] contraint à passer par 0 en t = 1.
En prenant, la définition B.1.3, et en l’appliquant pour le cas T = 1, il est possible de définir le pont brownien
(standard) comme étant le processus Bt − tB1, 0 ≤ t ≤ 1. Ce processus est un processus gaussien centré et de
covariance (t ∧ s) [1− t ∨ s].
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Figure B.3 – Réalisation d’un pont brownien
B.2 Le processus d’Ornstein-Uhlenbeck conditionné aux bords
Cette section présente dans un premier temps le processus d’Ornstein-Uhlenbeck, et nous montrons qu’il s’agit,
à une transformation près, d’un mouvement brownien. Ainsi, comme nous venons de le montrer, le condition-
nement aux bords du domaine, avec comme cas particulier T = 1, de ce processus entraîne l’équivalence, à
une transformation près, à un pont brownien dont nous détaillons dans un second temps, les caractéristiques
(moyenne et covariance).
B.2.1 Représentation du processus d’Ornstein-Uhlenbeck
L’origine de ce processus introduit par Ornstein et Ulhenbeck appartient là encore au domaine de la physique,
et peut représenter, par exemple, la vitesse d’une particule dans un milieu visqueux, soumise à des variations
désordonnées dues aux chocs des molécules.
En géostatistique, le variogramme (ou noyau) associé est plus connu sous le nom de noyau exponentiel, et est
défini par l’équation B.1. Le paramètre 1/α correspond à la portée, et σ2 est appelé de manière générale, palier,
et représente la valeur limite de k lorsque ‖h‖ tend vers l’infini. Cette valeur correspondant à la distance |h| à
partir de laquelle k = 0. La portée donne justement un ordre de grandeur de la distance critique à partir de
laquelle le variogramme atteint ce palier, c’est-à-dire à partir de laquelle deux réalisations cessent d’avoir de
l’influence l’une sur l’autre.
Pour démontrer que le processus d’Ornstein-Ulhenbeck est un mouvement brownien (ou plutôt un cousin), on
considère l’équation différentielle stochastique suivante :{
dXt = −αXtdt+ σ0dBt
X0 ∼ N
(
0, σ
2
0
2α
)
indépendant de B
(B.12)
où Bt est un mouvement brownien standard.
En multipliant par eαt, les deux membres de l’équation B.12, on obtient
eαt (dXt + αXtdt) = σ0dBteαt, (B.13)
soit
d
[
eαtXt
]
= σ0dBteαt. (B.14)
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Cette équation est équivalente à
Xt = X0e−αt + σ0
∫ t
0
e−α(t−u)dBu, (B.15)
ce qui constitue une expression du processus d’Ornstein-Ulhenbeck, d’où la définition suivante :
Définition B.2.1 Soit Xt le processus défini par :
Xt = X0e−αt + e−αt
∫ t
0
σ0e
αudBu (B.16)
où X0 est de loi normale, et B est un mouvement brownien. Alors Xt est le processus gaussien centré de
covariance :
Cov(Xt, Xs) =
σ20
2α
e−α|t−s| = σ2e−α|t−s| (B.17)
en posant σ2 = σ
2
0
2α .
L’équation B.16 peut également s’exprimer sous la forme, où la lettre B désigne à chaque fois un mouvement
brownien différent,
Xt = X0e−αt + e−αtB∫ t
0
σ2
0
e2αudu
(B.18)
Soit,
Xt = X0e−αt + e−αtBσ2
0
e2αt−1
2α
,
= X0e−αt + e−αtBσ2(e2αt−1),
= X0e−αt + σe−αtBe2αt−1.
(B.19)
On a donc :
Xt = X0e−αt + σe−αtBe2αt−1. (B.20)
On vérifie bien que, Xt bien gaussien centré (E(Xt) = 0) et de covariance :
Cov(Xt, Xs) = σ2e−2αt + σ2e−αte−αs(e2αt − 1) ∧ (e2αs − 1), (B.21)
si donc s ≤ t, on a :
Cov(Xt, Xs) = σ2e−2αt + σ2e−αte−αs(e2αt − 1) ∧ (e2αs − 1),
= σ2e−2αt + σ2e−α(t+s)(e2αs − 1),
= σ2e−α(t−s),
= σ2e−α|t−s|.
(B.22)
Cette dernière représentation et ses caractéristiques, nous permet de conclure que le processus d’Ornstein-
Ulhenbeck est, à un changement de temps près et une transformation physique près, un mouvement brownien !
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B.2.2 Processus d’Ornstein-Uhlenbeck conditionné aux bords
Nous avons donc défini le processus de Ornstein-Ulhenbeck par :
Xt = X0e−αt + σe−αtBe2αt−1. (B.23)
Le conditionnement de ce processus aux bords du domaine est donc
(Xt|X0 = x0, X1 = x1) = x0e−αt + σe−αt Be2αt−1|X1 = x1︸ ︷︷ ︸
Be2αt−1|Be2α−1=
1
σ
(eαx1−x0)
. (B.24)
D’après l’équation B.10, on a(
Be2αt−1|Be2α−1 =
1
σ
(eαx1 − x0)
)
= Be2αt−1 −
e2αt − 1
e2α − 1
Be2α−1 +
e2αt − 1
e2α − 1
1
σ
(eαx1 − x0). (B.25)
Ainsi, en conclut que (Xt|X0 = x0, X1 = x1) est le processus gaussien :
Zt = x0e−αt + σe−αt
[
Be2αt−1 −
e2αt − 1
e2α − 1
Be2α−1 +
e2αt − 1
e2α − 1
1
σ
(eαx1 − x0)
]
(B.26)
et donc :
Zt = x0e−αt + e−αt(eαx1 − x0)
(
e2αt − 1
e2α − 1
)
+ σe−αt
[
Be2αt−1 −
e2αt − 1
e2α − 1
Be2α−1
]
(B.27)
Il nous faut maintenant déterminer l’espérance et la covariance de ce processus.
Sa moyenne est donc :
m(t) = x0e−αt + e−αt(eαx1 − x0)
e2αt − 1
e2α − 1
,
=
x0e
−αt(e2α − 1)
e2α − 1
+ e−αt(eαx1 − x0)
e2αt − 1
e2α − 1
,
= (e2α − 1)−1
[
x0e
−αt(e2α − 1) + e−αt(eαx1 − x0)(e2αt − 1)
]
,
= (e2α − 1)−1
[
x0e
−αt+2α − x0e
−αt + (eαx1 − x0)(eαt − e−αt)
]
,
=
eα
e2α − 1
[
x0e
−α(t−1) − x0e
−α(t+1) + (x1 − x0e−α)(eαt − e−αt)
]
,
= (eα − e−α)−1
[
x0
(
e−α(t−1) − e−α(t+1) − e−α+αt + e−α−αt
)
+ x1(eαt − e−αt)
]
,
= (eα − e−α)−1
[
x0(eα(1−t) − e−α(1−t)) + x1(eαt − e−αt)
]
,
= x0
shα(1− t)
shα
+ x1
shαt
shα
.
(B.28)
où sh correspond au sinus hyperbolique. On vérifie bien que m(t = 0) = x0 et m(t = 1) = x1.
Pour le calcul de la covariance, on sait que Cov(Zt, Zs) = E(ZtZs)− E(Zt)E(Zs).
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Or on a :
E(ZtZs) = x20e
−α(t+s) + x0e−α(t+s)(eαx1 − x0)
[
e2αt − 1
e2α − 1
+
e2αs − 1
e2α − 1
]
+ e−α(t+s)(eαx1 − x0)
e2αt − 1
e2α − 1
e2αs − 1
e2α − 1
+ σ2e−α(t+s)
[(
(e2αt − 1) ∧ e2αs − 1
)
−
(e2αt − 1)(e2αs − 1)
e2α − 1
]
,
(B.29)
et
E(Zt)E(Zs) = x20e
−α(t+s)+x0e−α(t+s)(eαx1−x0)
[
e2αt − 1
e2α − 1
+
e2αs − 1
e2α − 1
]
+e−α(t+s)(eαx1−x0)
e2αt − 1
e2α − 1
e2αs − 1
e2α − 1
.
(B.30)
Donc,
Cov(Zt, Zs) = σ2e−α(t+s)
[(
(e2αt − 1) ∧ e2αs − 1
)
−
(e2αt − 1)(e2αs − 1)
e2α − 1
]
,
= σ2e−α(t+s)
[(
(e2αt − 1) ∧ e2αs − 1
)
−
((e2αt − 1) ∧ (e2αs − 1))((e2αt − 1) ∨ (e2αs − 1))
e2α − 1
]
,
= σ2e−α(t+s)
[
(e2αt − 1) ∧ (e2αs − 1)
] [
1−
(e2αt − 1) ∨ (e2αs − 1)
e2α − 1
]
.
(B.31)
En prenant de nouveau s ≤ t, on obtient,
Cov(Zs, Zt) = σ2e−α(t+s)(e2αs − 1)
(
1−
e2αt − 1
e2α − 1
)
,
= σ2e−α(t+s)(e2αs − 1)(e2α − e2αt),
=
σ2
e2α − 1
e−αt(eαs − e−αs)(e2α − e2αt),
=
σ2
e2α − 1
e−αt(eαs − e−αs)(e2α − e2αt),
=
σ2
eα − e−α
(eαs − e−αs)(eα(1−t) − e−α(1−t))
(B.32)
D’où,
Cov(Zs, Zt) = σ2
shα(s ∧ t) shα(1− t ∨ s)
shα
(B.33)
et, si s = t,
Var(Zt) = σ2
shαt shα(1− t)
shα
. (B.34)
On vérifie bien Var(Zt) = 0 pour t = 0 et t = 1.
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Définition B.2.2 Le processus d’Ornstein-Uhlenbeck conditionné aux bords est le processus gaussien
Zt = m(t) + σe−αt
[
Be2αt−1 −
e2αt − 1
e2α − 1
Be2α−1
]
, (B.35)
où
m(t) = x0
shα(1− t)
shα
+ x1
shαt
shα
(B.36)
de covariance,
Cov(Zs, Zt) = σ2
shα(s ∧ t) shα(1− t ∨ s)
shα
(B.37)
Dans le cas particulier où x0 = x1 = 0, alors on a
Z(t) ∼ PG
(
0, σ2
shα(s ∧ t) shα(1− t ∨ s)
shα
)
. (B.38)
On voit donc que le processus d’Ornstein-Ulhenbeck est, à un changement de temps près et une transformation
physique près un pont brownien !
Annexe
C
Vieillissement de la carotte
Ce manuscrit s’adressant également aux expérimentateurs afin de les guider dans leurs démarches de planification
d’expériences, nous avons fait le choix de présenter dans cette annexe les raisons qui nous ont poussés à mettre
de coté les expériences initiales. Nous détaillons comment nous avons observé le changement de comportement
de l’échantillon utilisé historiquement, et avançons quelques explications quant à ce changement.
D’un point de vue expérimental, pour chaque nouvel échantillon de catalyseur, appelé "carotte", il est réalisé un
premier essai après la stabilisation du système, nommé essai de référence. Cet essai permet aux expérimentateurs
de vérifier si le comportement du catalyseur a évolué au cours des expériences (vieillissement, cokage,...).
Il a donc été tout d’abord vérifié que la carotte n’avait pas évolué, afin de pouvoir réutiliser les expériences déjà
effectuées. Les figures C.1 présentent les résultats pour CO et HC de l’essai de référence initial et du premier essai
effectué. On peut voir que le comportement est proche avec néanmoins une différence sur la décroissance pour le
CO. Cependant, il apparaît qu’il est possible de réutiliser cet échantillon pour la nouvelle matrice d’expériences
à réaliser.
Malheureusement, après le cinquième essai, l’essai de référence a été reconduit et il est clairement apparu que la
carotte avait subi un vieillissement rapide et important. Ce vieillissement peut s’expliquer par les cinq premiers
essais réalisés, qui ont des richesses très élevées (proche de 0.9), dont on sait qu’elles favorisent le cokage des
catalyseurs, surtout ceux ayant subi un grand nombre d’essais.
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Figure C.1 – Comparaison des essais de contrôle à l’essai de référence
Il s’est alors posé la question de la suite à donner quant aux expériences à réaliser. En effet, deux choix s’offraient
à nous. Soit on continuait sur le même échantillon, en sachant que nous ne pouvions pas réutiliser les essais déjà
réalisés, et que la carotte était susceptible d’avoir un comportement particulier du fait du grand nombre d’essai
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menés dessus. Soit on partait sur une nouvelle carotte sur laquelle nous n’avions pas d’expériences réalisées,
ayant un comportement proche de la carotte initiale, et relativement jeune. Nous avons décidé, pour des raisons
évidentes, de choisir cette seconde option.
Il a fallu alors redéfinir un plan d’expériences, puisque celui que nous avions déterminé, tenait compte du fait
que des expériences étaient disponibles.
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Abstract : 
Physico-chemical models designed to represent experimental reality may prove to be 
inadequate. This is the case of nitrogen oxide trap, used as an application support of our 
thesis, which is a catalyst system treating the emissions of the diesel engine. The outputs are 
the curves of concentrations of pollutants, which are functional data, depending on scalar 
initial concentrations. 
The initial objective of this thesis is to propose experiental design that are meaningful to the 
user. However, the experimental design relying on models, most of the work has led us to 
propose a statistical representation taking into account the expert knowledge, and allows to 
build this plan. 
Three lines of research were explored. We first considered a non-functional modeling with 
the use of kriging theory. Then, we took into account the functional dimension of the 
responses, with the application and extension of varying coefficent models. Finally, starting 
again from the original model, we developped a model depending on the kinetic parameters 
of the inputs (scalar) using a nonparametric representation.  
To compare the methods, it was necessary to conduct an experimental campaign, and we 
propose an exploratory design approach, based on maximum entropy. 
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Résumé : 
Les modèles physico-chimiques destinés à représenter la réalité expérimentale peuvent se 
révéler inadéquats. C'est le cas du piège à oxyde d'azote, utilisé comme support applicatif de 
notre thèse, qui est un système catalytique traitant les émissions polluantes du moteur Diesel. 
Les sorties sont des courbes de concentrations des polluants, qui sont des données 
fonctionnelles, dépendant de concentrations initiales scalaires. 
L'objectif initial de cette thèse est de proposer des plans d'expériences ayant un sens pour 
l'utilisateur. Cependant  les plans d'expérience s'appuyant sur des modèles, l'essentiel du 
travail a conduit à proposer une représentation statistique tenant compte des connaissances 
des experts, et qui permette de construire ce plan.
Trois axes de recherches ont été explorés. Nous avons d'abord considéré une modélisation 
non fonctionnelle  avec le recours à la théorie du krigeage. Puis, nous avons pris en compte la 
dimension fonctionnelle des réponses, avec l'application et l'extension des modèles à 
coefficients variables. Enfin en repartant du modèle initial, nous avons fait dépendre les 
paramètres cinétiques des entrées (scalaires) à l'aide d'une représentation non paramétrique. 
Afin de comparer les méthodes, il a été nécessaire de mener une campagne expérimentale, et 
nous proposons une démarche de plan exploratoire, basée sur l’entropie maximale.  
