Diferenciabilidad de funciones de covarianza espacio temporal no separables / Diferenciability of nonseparable space-time covariance function by Bohórquez Castañeda, Martha Patricia
DIFERENCIABILIDAD DE FUNCIONES DE COVARIANZA
ESPACIO TEMPORAL NO SEPARABLES
Tesis para optar al t´ıtulo de
Magister en Estad´ıstica
Martha Patricia Bohorquez Castan˜eda
Director
Luis Guillermo Dı´az Monroy
Universidad Nacional de Colombia
Departamento de Estad´ıstica
2010
ii
INTRODUCCION
En este trabajo, se aportan herramientas para el modelamiento geoestad´ıstico
de datos espacio temporales, tanto en la interpretacio´n y adaptacio´n de algunas
desarrollos teo´ricos recientes, como en la correspondiente implementacio´n
computacional. Espec´ıficamente los resultados obtenidos son:
Se presenta de forma detallada la representacio´n espectral como base
para la interpretacio´n de propiedades de las funciones de covarianza y de
su construccio´n.
Se propone el uso de una medida de suavidad para las superficies
generadas por las funciones de covarianza espacio tiempo.
Se adapta una prueba formal de separabilidad
Se implementa el me´todo de estimacio´n de verosimilitud compuesta (퐶퐿)
para el modelamiento de funciones de covarianza espacio temporales, con
las respectivas estimaciones de sus errores esta´ndar y un criterio para la
seleccio´n del modelo.
Se construyen vecindades espacio temporales, las cuales son utilizadas en
tres momentos fundamentales del modelamiento:
∙ Prueba formal para elegir entre el uso de modelos separables o de
modelos no separables
∙ Criterio de seleccio´n de modelos (CLIC) con base en la matriz de
informacio´n de Godambe
∙ Estimacio´n de los errores esta´ndar de los para´metros estimados
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En el primer cap´ıtulo se hace una revisio´n de los conceptos ba´sicos de
la geoestad´ıstica espacio-temporal y de sus propiedades; se ilustran casos
de algunas de las familias de funciones de covarianza, y se describen los
avances mas recientes en el tema; se desarrolla la interpretacio´n espectral
del proceso espacio tiempo, que es fundamental debido a que una de las
familias de covarianza usadas en el trabajo, basa su construccio´n en esta
representacio´n, adema´s de requerirse para la validacio´n del supuesto de
separabilidad, tratado en el cap´ıtulo 2. Posteriormente se hace una revisio´n
del concepto de diferenciabilidad tanto de la funcio´n de covarianza como del
proceso espacio-tiempo y se propone una medida para evaluar la suavidad de
la superficie generada por el modelo de covarianza propuesto (Stein 2005).
En el segundo cap´ıtulo se aborda el modelamiento espacio temporal desde un
punto de vista aplicado; se hace un recorrido por los pasos necesarios para
estimar una funcio´n de covarianza de un proceso espacio-tiempo; la primera
decisio´n que hay que tomar es entre familias de covarianza separables y familias
de covarianza no separables. Aunque esta decisio´n podr´ıa tomarse de forma
subjetiva y preferir como regla general una u otra clase de modelos, la sencillez
de los modelos separables amerita llevar a cabo algu´n procedimiento formal,
que permita determinar si la interaccio´n espacio-tiempo es o no significativa
antes de descartarla. Se utiliza en este trabajo la prueba propuesta por Fuentes
(2006), la cual parte de la representacio´n espectral del proceso espacio temporal
y usa el concepto de coherencia para series tiempo bivariadas. En la aplicacio´n
de la prueba se encontraron algunas dificultades para llevarla a la pra´ctica y
por tanto se proponen algunos procedimientos que hacen mas sencilla y general
su uso, adema´s de proponer una alternativa para la prueba formal de decisio´n,
como es el uso de regresio´n beta. En cuanto a me´todos de estimacio´n, se hace
una revisio´n de los me´todos de mı´nimos cuadrados y maxima verosimilitud,
y sus desventajas en este contexto; lo cual lleva a proponer la utilizacio´n del
me´todo de verosimilitud compuesta, para la estimacio´n de los para´metros de
una funcio´n de covarianza espacio-temporal; (Lindsay 1988), (Bevilacqua et al.
2007), (Varin 2008). Se presenta una propuesta de implementacio´n de este
me´todo: estimacio´n de para´metros, estimacio´n de sus errores esta´ndar y criterio
de informacio´n asociado.
Por u´ltimo, se realiza una aplicacio´n para la Ciudad de Bogota´, a una de
las variables que mas influye en la calidad de aire, el material particulado
(푃푀10); esta es medida actualmente apenas en 14 estaciones; aunque el costo
de recolectar medidas repetidas en cualquiera de las estaciones no es muy alto,
si lo es el costo operacional de instalacio´n y mantenimiento de las mismas; esto
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implica que en general, las redes ambientales funcionen en pocas ubicaciones
espaciales, mostrando un caso particular donde es natural la utilizacio´n del
me´todo de estimacio´n 퐶퐿.
Finalmente, se encuentran las conclusiones del trabajo y se plantean algunas
de las posibilidades de investigacio´n existentes en el modelamiento estad´ıstico
de datos espacio–temporales. Adicionalmente se incluyen algunos ape´ndices
que contienen conceptos fundamentales usados en el documento, procurando
hacer de este autocontenido.
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CAP´ITULO 1
Geoestad´ıstica espacio temporal
En este cap´ıtulo se presentan algunos conceptos ba´sicos de la geoestad´ıstica
espacio - temporal y se muestra la construccio´n de la representacio´n espectral
de la funcio´n de covarianza a partir de la representacio´n espectral del
correspondiente proceso estacionario espacio tiempo.
1.1. Proceso espacio temporal, definicio´n y propiedades
Un proceso espacio - temporal, es un proceso estoca´stico
{푍(풔, 푡) : (풔, 푡) ∈ 퐷 × 푇}
donde el conjunto 퐷 ⊂ ℝ푑 es el conjunto ı´ndice de la ubicacio´n espacial
풔 y el conjunto 푇 ⊂ ℝ es el conjunto ı´ndice del tiempo 푡; es decir,
(풔, 푡) ∈ ℝ푑 × ℝ. El dominio D puede ser un conjunto discreto o continuo, fijo
o aleatorio. En este trabajo se asume D fijo y continuo, lo cual corresponde a
un estudio geoestad´ıstico.
Uno de los objetivos de la geoestad´ıstica espacio - temporal, es
la prediccio´n o´ptima del valor de la variable aleatoria 푍(풔0, 푡0),
en la coordenada espacio - tiempo (풔0, 푡0) con base en el vector
Z = (푍(풔1, 푡1), . . . , 푍(풔푵 , 푡푁)) observado en un nu´mero finito N de
1
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coordenadas espacio - tiempo (풔1, 푡1), . . . , (풔푵 , 푡푁). Las 푁 observaciones
espacio - tiempo corresponden a푁 = 푛푇 , donde 푛 es la cantidad de ubicaciones
espaciales y 푇 es la longitud de la serie de tiempo.
El predictor lineal o´ptimo para 푍(풔0; 푡0), conocido como kriging simple, esta
dado por
푍∗(풔0; 푡0) = 휇(풔0; 푡0) + 푐(풔0; 푡0)′Σ−1(Z− 흁)
y su error cuadra´tico medio es
푐(풔0; 푡0)
′Σ−1푐(풔0; 푡0)
donde
Σ ≡ 퐶표푣(Z), 푐(풔0; 푡0)′ = 푐표푣(푍(풔0; 푡0);Z) y 흁 ≡ 퐸(Z);
dado que 푍(풔0; 푡0) sea estacionario de segundo orden y posea una funcio´n de
covarianza definida positiva (Cressie & Huang 1999), supuestos que se definen
a continuacio´n:
Estacionariedad de segundo orden
El proceso {푍(풔, 푡) : (풔, 푡) ∈ 퐷×푇} es al menos, estacionario de segundo
orden; esto es,
퐸(푍(풔, 푡)) = 휇 y 퐶표푣(푍(풔풊, 푡), 푍(풔풋 , 푡
′)) = 퐶(풔풊 − 풔풋 ; 푡− 푡′)
dado que 푣푎푟(푍(풔; 푡)) < ∞. Es decir, que el proceso tiene media
constante y la funcio´n de covarianza, dependera´ u´nicamente de las
separaciones espacial 풔풊 − 풔풋 y temporal 푡− 푡′.
Notacio´n. Sean 풉 = 풔풊 − 풔풋 y 푢 = 푡 − 푡′. Si el proceso es estacionario
de segundo orden1, se puede escribir la funcio´n de covarianza del proceso
espacio temporal como sigue:
퐶표푣(푍(풔, 푡), 푍(풔+ 풉, 푡+ 푢)) = 푪(풉; 푢)
푪 es la funcio´n covarianza del proceso espacio temporal; 풉 es el rezago
espacial y 푢 es el rezago temporal.
1Se referencia a un proceso estacionario de segundo orden como un proceso estacionario
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퐶(풉;푢) es una funcio´n definida positiva
La funcio´n 푪 debe ser definida positiva para garantizar una varianza de
error de prediccio´n no negativa. Esto es, para cualquier nu´mero finito m
de ubicaciones espacio-temporales
(풔1, 푡1), (풔2, 푡2), . . . , (풔풎, 푡푚)
y cualquier conjunto de nu´meros reales, {푎1, 푎2, . . . , 푎푚} con 푚 ∈ ℤ+, 푪
debe satisfacer
푚∑
푖=1
푚∑
푖=1
푎푖푎푗푪(풔풊 − 풔풋 ; 푡− 푡′) ≥ 0 (1.1)
Para asegurar el cumplimiento de 1.1, con frecuencia se especifica una funcio´n
de covarianza 푪 que pertenezca a una familia parame´trica 푪0, en la cual todas
las funciones cumplen dicha propiedad; se asume que
퐶표푣(푍(풔풊, 푡), 푍(풔풋 , 푡
′)) = 푪0(풔풊 − 풔풋 ; 푡− 푡′∣휽)
donde 푪0 es una funcio´n definida positiva, para todo vector de para´metros
휃 ∈ Θ ⊂ ℝ푝.
En la pra´ctica, se debe seleccionar la mejor funcio´n de covarianza entre
algunas familias, pues la estructura de dicha matriz dif´ıcilmente puede
resultar conocida a priori. Adema´s, las matrices de covarianza sin estructura
pueden llevar a problemas de convergencia en un proceso de estimacio´n
iterativo, debido a que su taman˜o es demasiado grande con respecto al
nu´mero de observaciones, ya que la cantidad de para´metros a estimar puede
resultar excesivo: 푁(푁−1)
2
.
Para la construccio´n de mas funciones de covarianza se usan con frecuencia
las siguientes dos propiedades conocidas como aditiva y multiplicativa,
respectivamente (Schabenberger & Gotway 2005):
Si 푪 푙(⋅) son modelos de covarianza va´lidos, con 푙 = 1, . . . , 푘, entonces∑푘
푙=1 푏푙푪 푙(⋅) es un modelo de covarianza va´lido, con 푏푙 ≥ 0, ∀푙.
Si 푪 푙(⋅) son modelos de covarianza va´lidos, con 푙 = 1, . . . , 푘, entonces∏푘
푙=1푪푗(⋅) es un modelo de covarianza va´lido.
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A continuacio´n, se presenta un supuesto que con frecuencia se hace sobre
funciones de covarianza espacio - tiempo para simplificar los procesos de
estimacio´n, (Kyriakidis & Journel 1999):
Separabilidad
Con base en las propiedades aditiva y multiplicativa, se definen nuevas
familias de modelos de covarianza espacio temporales, conocidos como
separables. Sean 푪풔(풔푖, 풔푗∣휽1) una funcio´n definida positiva en ℝ푑 y푪푡(푡, 푡′∣휽2)
una funcio´n definida positiva en ℝ; un proceso espacio temporal tiene
funcio´n de covarianza separable en cualquiera de los siguientes dos casos,
con 휽 = (휽1,휽2)
su funcio´n de covarianza se puede descomponer en la suma de un
componente puramente espacial y uno puramente temporal:
푪0(풔푖, 풔푗; 푡, 푡
′∣휽) = 푪풔(풔푖, 풔푗∣휽1)) +푪푡(푡, 푡′∣휽2)
su funcio´n de covarianza se puede descomponer en el producto de un
componente puramente espacial y uno puramente temporal:
푪0(풔푖, 풔푗; 푡, 푡
′∣휽) = 푪풔(풔푖, 풔푗∣휽1)푪푡(푡, 푡′∣휽2)
En la construccio´n de estos modelos es indispensable tener en cuenta que si
푪 푙(⋅) es una funcio´n de covarianza va´lida en ℝ푑 es va´lida en ℝ푝 para 푝 < 푑.
La complejidad del modelamiento de la variacio´n simulta´nea espacial y
temporal de un proceso, hace atractiva la idea de la funcio´n 푪(0, ⋅), como
la covarianza de un u´nico lugar que var´ıa en el tiempo y 푪(⋅, 0), como la
covarianza en un tiempo fijo pero variando a trave´s del espacio; sin embargo,
el supuesto de separabilidad implica la ausencia de interaccio´n entre espacio y
tiempo, hecho que no siempre coincide con la realidad; en muchos casos el efecto
de un desplazamiento en la ubicacio´n espacial para un feno´meno de intere´s, no
es el mismo para diferentes momentos en el tiempo, provocando que el modelo
de dependencia espacial var´ıe y mostrando que existe una interaccio´n que debe
ser tenida en cuenta. En el caso de la contaminacio´n ambiental, por ejemplo,
debido a factores dina´micos como los automo´viles, su variacio´n en dos lugares
distintos 풔푖 y 풔푗 depende de la hora a la cual se realice la comparacio´n; esto
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es, cambios simulta´neos en ubicacio´n y tiempo generan diferentes relaciones
entre los valores de contaminacio´n. Sin embargo, al usar un modelo separable
no queda inclu´ıdo este efecto de interaccio´n espacio - tiempo.
Por lo tanto, antes de proponer un modelo de covarianza separable es necesario
establecer un mecanismo que permita decidir si este supuesto puede o no
asumirse. En este trabajo, se utiliza como mecanismo formal, una adaptacio´n
de la prueba de hipo´tesis propuesta en Fuentes (2006); la cual es presentada
en el cap´ıtulo 2.
Nota 1 (Los modelos de covarianza separables podr´ıan
no resultar siempre va´lidos). Las propiedades aditiva y
multiplicativa no se cumplen en general, cuando alguna de las
funciones depende solo de un subconjunto de componentes del vector;
(Rouhani & Myers 1990) presenta un ejemplo en el que luego de modelar de
forma separada los componentes espacial y temporal, el modelo resultante de
la suma de e´stos, no es va´lido.
En el ejemplo 1.1 se muestran algunas funciones usuales de covarianza va´lidas
en ℝ푑, que pueden ser usadas para la construccio´n de nuevos modelos y en la
figura 1.1 se ilustran algunos casos.
1.1 Ejemplo (Algunas funciones de covarianza isotro´picas en ℝ푑). Las mismas
funciones de covarianza va´lidas para proceso espaciales son va´lidas para los
procesos temporales, ya que estos se encuentran definidos en un subconjunto de
ℝ. En este trabajo se considera un proceso espacial definido en dos coordenadas
geogra´ficas: este y norte, por tanto solo se requieren funciones va´lidas para
푑 = 2. Sin embargo, las que se presentan a continuacio´n son en general, va´lidas
en ℝ푑.
Modelo de covarianza de Matern, para 푣 > 0, 휽 = (휎2, 푎, 푣), 푎 > 0
퐶(풉) =
휎2
2푣−1Γ(푣)
(∥풉∥/푎)푣풦푣(∥풉∥/푎)
donde 풦푣(⋅) es la funcio´n de Bessel modificada de la tercera clase de
orden 푣, ver ape´ndice A.2. Este modelo es va´lido siempre que 푣 > 0. El
para´metro 푣 es de suavizamiento.
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Si 푣 = 1
2
el modelo de Matern coincide con el modelo exponencial
퐶(풉) = 휎2푒−∥풉∥/푎
Si 푣 → ∞ el modelo de Matern tiene como caso l´ımite el modelo
gaussiano
퐶(풉) = 휎2푒−(∥풉∥/푎)2
Modelo de covarianza estable, para 0 < 훼 ≤ 2, 휽 = (휎2, 푎, 훼) , 푎 > 0
퐶(풉) = 휎2푒−(∥풉∥/푎)훼
Modelo de covarianza esfe´rico, 휽 = (휎2, 푎), , 푎 > 0
퐶(풉) =
⎧⎨⎩휎2
(
1− 3
2
∥풉∥
푎
− 1
2
(
∥풉∥
푎
)3)
si ∥풉∥ ≤ 푎,
휎2 si ∥풉∥ ≥ 푎
1.2. Introduccio´n al ana´lisis espectral del proceso
espacio tiempo
A continuacio´n se presentara´n aspectos ba´sicos del ana´lisis espectral con base
en los cuales se construyen familias de funciones de covarianza y pruebas de
validacio´n de supuestos, adema´s de ofrecer opciones alternativas para el ana´lisis
del proceso espacio-tiempo.
La informacio´n que proporciona la funcio´n de covarianza espacio-temporal,
esta´ dada en te´rminos del vector de rezagos (풉, 푢); sin embargo, esta no es
la u´nica forma de analizar un proceso estacionario; dadas ciertas propiedades,
es posible encontrar para estas funciones, una representacio´n alternativa en
un dominio diferente; se utiliza en este caso la transformada de Fourier, que
permite llevar a una funcio´n de covarianza al dominio de las frecuencias para
producir su espectro. El espectro de un proceso estacionario es la transformada
de Fourier de su funcio´n de autocovarianza, siempre que esta sea absolutamente
integrable. (Wei 1990)
1.2. INTRODUCCIO´N AL ANA´LISIS ESPECTRAL DEL PROCESO ESPACIO TIEMPO 7
a.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Matern kappa=0.2
b.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
2
0.
4
0.
6
0.
8
1.
0
Matern kappa=1.5
c.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
2
0.
4
0.
6
0.
8
1.
0
Exponencial
d.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Gaussiano
e.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
0
0.
2
0.
4
0.
6
0.
8
1.
0
Esférico
f.
0.0 0.5 1.0 1.5 2.0 2.5 3.0
0.
2
0.
4
0.
6
0.
8
1.
0
Estable
Figura 1.1. Modelos de covarianza que pueden ser usados como 퐶푠(∥풉∥) o 퐶푡(푢) con
para´metros: a)휃 = (1, 1, 0.2), b)휃 = (1, 1, 1.5), c), d) y e)휃 = (1, 1); f.휃 = (1, 1, 0.99)
Transformada de Fourier
Una funcio´n perio´dica puede ser expresada como suma de senos y/o cosenos
de diferentes frecuencias, cada una multiplicada por una constante; la suma es
llamada una serie de Fourier y las constantes son los coeficientes de Fourier.
Si la funcio´n no es perio´dica, pero tiene un a´rea finita bajo la curva, puede ser
expresada como una integral de senos y cosenos, la cual al llevarla a su forma
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exponencial compleja da origen a la Transformada de Fourier (O’neil 2004):
Definicio´n 1 (Transformada de Fourier). Si 퐶(풉, 푢) es una funcio´n
absolutamente integrable, entonces, la transformada de Fourier de 퐶 se define
como la funcio´n
푔(풘, 휏) = (2휋)−푑−1
∫ ∫
퐶(풉, 푢)푒−푖(풉
′풘+푢휏))푑풉푑푢
donde (풉, 푢),∈ ℝ푑 ×ℝ; 풘 y 휏 son las frecuencias espacial 푑− 푑푖푚푒푛푠푖표푛푎푙 y
temporal respectivamente.
Rec´ıprocamente, dada 푔(풘, 휏) se puede obtener 퐶(풉, 푢), por medio de la
transformada inversa de Fourier:
퐶(풉, 푢) =
∫ ∫
푔(풘, 휏)푒푖(풉
′풘+푢휏)푑풘푑휏
푔(풘, 휏) y 퐶(풉, 푢) son conocidas como “par de Fourier”.
Esta representacio´n posee la propiedad de que las dos funciones pueden ser
reconstruidas cada una a partir de la otra sin pe´rdida de informacio´n mediante
un proceso inverso.
La importancia de esta propiedad radica en que permite trabajar en el dominio
de la frecuencia por medio de la transformada de Fourier o en el dominio
original de la funcio´n, en este caso, tiempo y/o espacio, a trave´s de la
transformada inversa de Fourier, segu´n donde sea ma´s claro el ana´lisis o ma´s
sencillos los procesos.
Representacio´n espectral de un proceso estacionario espacio-tiempo
En esta seccio´n se adapta la representacio´n espectral general de un proceso
estacionario, al caso espacio-tiempo.
Un proceso estacionario de media cero 풁(풔, 푡), (풔, 푡) ∈ ℝ푑 × ℝ puede ser
representado como una suma de funciones de senos y cosenos con coeficientes
no correlacionados, de la siguiente forma:
Sean 풘 ∈ ℝ푑 y 휏 ∈ ℝ las frecuencias espacial y temporal respectivamente;
dado que 퐸(풁(풔, 푡)) = 0, (풔, 푡) ∈ ℝ푑 × ℝ, y que
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퐶표푣(푍(풔, 푡), 푍(풔+ 풉, 푡+ 푢) = 퐶(풉, 푢)
existe {푉 (풘, 푥)} un proceso ortogonal de media cero asociado al proceso
풁(풔, 푡), tal que: (Bartlett 1956)
풁(풔, 푡) =
∫ ∫
푒푖(풔
′풘+푡휏)푑푉 (풘, 휏) (1.2)
Utilizando 1.2 la representacio´n espectral de 푍(0, 0) y 푍(풉, 푢) es:
푍(0, 0) =
∫ ∫
푒푖(0
′풘+0휏)푑푉 (풘, 휏) =
∫ ∫
푑푉 (풘, 휏)
푍(풉, 푢) =
∫ ∫
푒푖(풉
′풘+푢휏))푑푉 (풘, 휏)
Adema´s, como el proceso es estacionario la funcio´n de covarianza푪 no depende
de (풔, 푡) sino que solo depende de (풉, 푢) y se puede expresar como
퐶(풉, 푢) = 퐸(푍(0, 0)푍(풉, 푢)) (1.3)
donde 푍(0, 0) es el conjugado complejo de 푍(0, 0) y
퐸(푍(0, 0)푍(풉, 푢)) =
∫ ∫
푒푖(풉
′풘+푢휏)퐸(∣푑푉 (풘, 휏)∣2)
Si se nota 퐸(∣푑푉 (풘, 휏)∣2) = 푑퐺(풘, 휏), la respectiva funcio´n de covarianza del
proceso tiene la siguiente representacio´n espectral:
퐶(풉, 푢) =
∫ ∫
푒푖(풉
′풘+푢휏)푑퐺(풘, 휏) (1.4)
As´ı que la funcio´n de covarianza es la transformada inversa de Fourier de una
funcio´n 푑퐺(풘, 휏) que es llamada la distribucio´n espectral o medida espectral
de 풁, y que cumple las propiedades de una funcio´n de distribucio´n excepto
que se encuentra acotada entre 0 y 퐶(0).
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Nota 2. 퐶(풉, 푢) es la funcio´n caracter´ıstica de una variable aleatoria con
funcio´n de distribucio´n 푑퐺(풘, 휏).
Nota 3. 퐸(∣푑푉 (풘, 휏)∣2) se interpreta como la contribucio´n a la varianza total
de los componentes de frecuencia existentes entre (풘, 휏) y (풘 + 푑풘, 휏 + 푑휏).
Nota 4. La ortogonalidad de 푉 se refiere a que 퐸(푑푉 (풘, 휏)푑푉 (휉, 휑)) = 0,
siempre que 풘′ ∕= 흃′ o 휏 ∕= 휑. Esto se puede ver de la siguiente manera: 푑푉
en cada frecuencia representa un conjunto de la forma
푑푉 (풘, 휏) = {푉 (풘 + 푑풘, 휏 + 푑휏)− 푉 (풘, 휏)}
푑푉 (흃, 휑) = {푉 (흃 + 푑흃, 휑+ 푑휑)− 푉 (흃, 휑)}
donde 푑풘, 푑흃, 푑휏 y 푑휑 se consideran muy pequen˜os, entonces en frecuencias
distintas, los conjuntos son disyuntos. Por lo tanto 퐸(푑푉 (풘, 휏)푑푉 (휉, 휑)) ∕= 0
solamente cuando 풘′ = 흃′ y 휏 = 휑 por lo que se obtiene la igualdad en 1.4.
El teorema 1 generaliza las ideas anteriores y constituye un criterio formal
para determinar si una funcio´n de covarianza es va´lida. Su versio´n original
incluida la demostracio´n se encuentra en (Bochner et al. 1959). A continuacio´n
su adaptacio´n al caso espacio–tiempo.
Teorema 1 (Teorema de Bochner Espacio-Tiempo). Sea 퐶 una funcio´n
continua y sime´trica en ℝ푑×ℝ; entonces 퐶 es una funcio´n de covarianza si y
solo si es de la forma
퐶(풉, 푢) =
∫∫
푒푖(풉
′풘+푢휏)푑퐺(풘, 휏) (1.5)
con (풉, 푢) ∈ ℝ푑 × ℝ, y donde 퐺(푤, 휏) es la distribucio´n espectral del proceso.
Para funciones continuas, la propiedad de ser definida positiva (퐷푃 ) equivale
a que el proceso tenga una funcio´n de distribucio´n espectral.
Si 퐶 es integrable, existe la funcio´n de densidad espectral
푑퐺(풘, 휏) = 푔(풘, 휏)푑풘푑휏 y el teorema 1 se puede escribir como
퐶(풉, 푢) =
∫ ∫
푒푖(풉
′풘+푢휏)푔(풘, 휏)푑풘푑휏 (1.6)
y rec´ıprocamente la transformada de Fourier de la funcio´n de covarianza es
la funcio´n de densidad espectral 푔(풘, 푢). Por medio de la transformada de
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Fourier la funcio´n de covarianza espacio temporal se lleva a una funcio´n de
las frecuencias; este es el paso necesario para ir del dominio espacio-tiempo
al dominio espectral; la densidad espectral 푔(풘, 휏) describe la distribucio´n
del total de la varianza sobre los diferentes componentes de frecuencia de la
sucesio´n 풁(풔, 푡).
푔(풘, 휏) = (2휋)−푑−1
∫ ∫
퐶(풉, 푢)푒−푖(풉
′풘+푢휏)푑풉푑푢 (1.7)
1.3. Funciones de covarianza espacio-tiempo no
separables
A continuacio´n se detallan dos metodolog´ıas para la construccio´n de funciones
de covarianza espacio tiempo no separables: la propuesta en Cressie-Huang,
(1999) y la propuesta en Gneiting (2002).
1.3.1. Cressie y Huang (1999)
Este me´todo se basa en las representaciones espectrales de las funciones de
covarianza; se construyen familias parame´tricas de covarianzas estacionarias,
encontrando transformadas inversas de Fourier de densidades espectrales. Este
procedimiento no impone restricciones de separabilidad, aunque podr´ıan surgir
modelos separables como casos particulares. El procedimiento es el siguiente:
A partir de 1.7, la funcio´n 푔(풘, 휏) se puede escribir como una transformada
escalar de Fourier en 푢, as´ı
푔(풘, 휏) = (2휋)−1
∫
푒−푖푢휏ℎ(풘, 푢)푑푢 (1.8)
donde
ℎ(풘, 푢) = (2휋)−푑
∫
푒−푖풉
′풘퐶(풉, 푢)푑풉 (1.9)
la cual es la transformada inversa escalar de Fourier de 푔(풘, 휏)
ℎ(풘, 푢) =
∫
푒푖휏푢푔(풘, 휏)푑휏 (1.10)
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A partir de 1.10, la expresio´n 1.6 queda
퐶(풉, 푢) =
∫
푒푖풉
′풘ℎ(풘, 푢)푑풘
Por lo tanto, la construccio´n de 퐶(풉, 푢) depende de la seleccio´n de la funcio´n
ℎ(풘, 푢). Se asume que ℎ(풘, 푢) puede escribirse como el producto de dos
funciones 푘(풘) y 휌(풘, 푢),
ℎ(풘, 푢) = 푘(풘)휌(풘, 푢)
donde 푘(풘) es la densidad espectral de un proceso espacial puro y 휌(풘, 푢) una
funcio´n de autocorrelacio´n temporal para cada 풘 ∈ ℝ푑; estas funciones deben
satisfacer las siguientes propiedades:
A) 휌(풘, .) es una funcio´n de autocorrelacio´n temporal continua ∀풘 ∈ ℝ푑, con∫
휌(풘, 푢)푑푢 <∞ y 푘(풘) > 0
B)
∫
푘(풘)푑풘 <∞
As´ı que la fo´rmula general para la construccio´n de las funciones de covarianza
se puede escribir como
퐶(풉, 푢) =
∫
푒푖풉
′풘푘(풘)휌(풘, 푢)푑풘
Por lo tanto, esta metodolog´ıa requiere pares de transformadas de Fourier que
posean una forma cerrada.
1.2 Ejemplo. (Cressie & Huang 1999)
Las funciones 휌(풘, 푢) y 푘(풘) elegidas son
휌(푤;푢) = 푒−∥푤∥
2푢2/4푒−훿푢
2
y
푘(푤) = 푒−푐0∥푤∥
2/4
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con 푐0 > 0. La funcio´n de covarianza espacio temporal resultante es
퐶(ℎ; 푢) 훼 1
(푐0+푢2)푑/2
푒−
ℎ2
푐0+푢
2−훿푢2
para 훿 > 0, con base en la cual resulta el siguiente modelo de 3 para´metros:
퐶(ℎ;푢∣휃)= 휎2
(푎2푢2+1)푑/2
푒−
푏2ℎ2
푎2푢2+1
para 훿 → 0 y 휃 = (푎, 푏, 휎2), y 푎 ≥ 0, 푏 ≥ 0 para´metros de escala temporal y
espacial respectivamente y 휎2 = 퐶(0, 0∣휃). Se ilustran algunos casos de esta
funcion de covarianza espacio temporal en la figura 1.2.
Las familias de funciones de covarianza de la seccio´n 1.3.1 presentan toda
clase de posibilidades; pueden ser co´ncavas o convexas, tienen diferentes
velocidades de cambio; unas decrecen de manera uniforme con respecto a los
dos ejes, mientras que otras decrecen mas ra´pido con respecto a uno de ellos,
permitiendo variados comportamientos para todas las posibles combinaciones
de rezagos espacio tiempo; esto se puede observar en las superficies de la figura
1.2 y en las curvas de nivel presentadas en la figura 1.3, donde se aprecia que
algunos gra´ficos tienen sus isol´ıneas muy separadas como en b., indicando un
cambio lento en el eje vertical, mientras que en otras ocasiones las isol´ıneas se
encuentran muy juntas indicando que la covarianza cambia muy ra´pidamente,
como en c.. La figura a. muestra que la variacio´n es mas fuerte en el eje vertical
mientras que en la figura c. se observa que la covarianza cambia en forma
similar con respecto a ambos ejes. La figura d. ilustra un modelo separable; la
variacio´n solo se presenta en el eje horizontal.
Nota 5 (Error en los ejemplos 5 y 6 del art´ıculo Cressie (1999)).
En Cressie (1999), se muestran 7 familias de funciones de covarianza
espacio–temporales, dos de las cuales no son va´lidas por un error en su
construccio´n; en los ejemplos 5 y 6 del art´ıculo, las funciones 휌(풘, 푢)
propuestas no son en general funciones de correlacio´n, como se muestra en
la figura 1.4. Dichas funciones son:
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a. b.
c. d.
Figura 1.2. Cressie-Huang, ejemplo 1.2, 휃 = (휎2, 푎, 푏), 0 ≤ ∥ℎ∥ ≤ 1 y 0 ≤ 푢 ≤ 1. a.
휃 = (1, 1, 1), b. 휃 = (1, 5, 1), c. 휃 = (1, 10, 50), d. 휃 = (1, 0.5, 50)
휌(풘;푢) =
(
푐0
푢2 + 푐0
)푑/2
푒−
∥풘∥2
4(푢2+푐0)
+
∥풘∥2
4푐0
푦
휌(풘; 푢) =
(
푐0
∥푢∥+ 푐0
)푑/2
푒−
∥풘∥2
4(∥푢∥+푐0)+
∥풘∥2
4푐0
para 풘 ∈ ℝ푑 y 푢 ∈ (0,∞).
Nota 6 (Seleccio´n de 푘(풘)). En el ejemplo 1.2 la funcio´n 푘(풘) es la
densidad espectral correspondiente a una funcio´n de covarianza gausiana, cuya
expresio´n general esta´ dada por
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Figura 1.3. Gra´ficos de contornos de algunos casos la familia de covarianza de Cressie.
a.푎 = 0.5, 푏 = 0.2; b.푎 = 0.5, 푏 = 1; c.푎 = 0.005, 푏 = 0.005; d.푎 = 0, 푏 = 0.95;
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Figura 1.4. Funcio´n 휌(풘, 푡) propuesta en Cressie-Huang, ejemplos 5 y 6
respectivamente, las cuales no resultan ser siempre menores que 1
푓(풘) =
푎휎2
2휋1/2
푒−(푤푎2)2/4
donde 푘 es una constante positiva.
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La otra densidad espectral utilizada en el art´ıculo es la correspondiente a la
funcio´n de covarianza de Matern. Su uso esta´ muy generalizado debido a
su expresio´n sencilla y a la gran cantidad de formas que toma gracias a su
para´metro de suavizamiento 푣. (Stein 1999):
푓(풘) =
푘
((1/푎)2 +풘2)푣+1/2
No todas las funciones de covarianza poseen una densidad espectral asociada
con forma cerrada como es el caso del modelo estable. Una tabla con
algunas funciones de covarianza y sus correspondientes densidades espectrales
esta´ dada en Lantue´joul (2002).
Nota 7. Aunque la ventaja del me´todo es la construccio´n de funciones
no separables, cuando 휌(풘, 푢) es independiente de 풘, genera funciones de
covarianza separables, como caso particular.
1.3.2. Gneiting (2002)
En este art´ıculo se propone una clase de funciones de covarianza para procesos
espacio-tiempo que a diferencia de la propuesta por Cressie-Huang (1999), no
depende de la existencia de la transformada de Fourier. La construccio´n de
esta clase de funciones es resumida en el Teorema 2.
Teorema 2 (Teorema de Gneiting). Para 푟 ≥ 0, sean 휑(푟) una funcio´n
completamente mono´tona y 휙(푟), una funcio´n positiva con una derivada
completamente mono´tona. Entonces para (ℎ, 푢) ∈ ℝ푑 × ℝ
퐶(풉, 푢) =
휎2
휙(푢2)푑/2
휑
( ∥풉∥2
휙(푢2)
)
es una funcio´n de covarianza espacio-tiempo.
1.3 Ejemplo. Sean las siguientes dos funciones que cumplen los requisitos del
teorema 2:
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휑(푟) = 푒(−푐푟훾)
푦
휙(푟) = (1 + 푎푟훼)훽
Para 푐 > 0, 푎 > 0, 0 < 훾 ≤ 1, 0 < 훼 ≤ 1 y 0 ≤ 훽 ≤ 1. La familia parame´trica
de funciones de covarianza generada es
퐶(풉, 푢) =
휎2
(1 + 푎푢2훼)
훽푑
2
푒
(
− 푐∥풉∥2훾
(1+푎푢2훼)훽훾
)
(1.11)
donde 푎 y 푐 (no negativos) son para´metros de escala de tiempo y espacio
respectivamente. Los para´metros 훼 y 훾 controlan la suavidad de la funcio´n y
el para´metro 훽 corresponde a la interaccio´n espacio-tiempo; 휎2 es la varianza
del proceso. En la seccio´n 1.5 se presentan dos casos de esta familia.
a. b.
Figura 1.5. Dos casos de la familia de funciones de covarianza de Gneiting, ejemplo
1.3: 휃 = (휎2, 푎, 훼, 훽, 푐, 훾), a. 휃 = (1, 1, 0.5, 0.5, 1, 0.5), b. 휃 = (1, 0.5, 0.8, 0.8, 1, 0.8)
1.4 Ejemplo (Gneiting-Matern). En este ejemplo se usa la funcio´n de
covarianza de Matern ilustrada en la figura 1.1 como funcio´n mono´tona 휑(푟).
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휑(푟) =
1
2푣−1Γ(푣)
(푐푟
1
2 )푣풦푣(푐푟 12 )
푦
휙(푟) = (푎푟훼 + 1)훽
La familia parame´trica de funciones de covarianza generada es
퐶(풉, 푢) =
휎2
2푣−1Γ(푣)(푎푢2훼 + 1)훿+훽푑/2
(
푐∣풉∣
(푎푢2훼 + 1)훽/2
)푣
×풦푣
(
푐∣풉∣
(푎푢2훼 + 1)훽/2
)
(1.12)
con (풉, 푢) ∈ ℝ푑 × ℝ.
donde 푎 y 푐 (no negativos) son para´metros de escala de tiempo y espacio
respectivamente, 0 < 훼 ≤ 1 es el para´metro de suavidad del tiempo, 푣 > 0
es es el para´metro de suavidad del espacio; 0 ≤ 훽 ≤ 1, es el para´metro de
interaccio´n, 훿 ≥ 0, 휎2 > 0 y 풦푣 es la funcio´n de Bessel modificada de la
segunda clase de orden 푣, ver ape´ndice A.2.
1.3.3. Otras familias de funciones de covarianza
Existen varias otras metodolog´ıas para la construccio´n de familias de
covarianzas espacio-tiempo no separables, en general partiendo de funciones
va´lidas tanto en el espacio como en el tiempo. A continuacio´n se citan algunas:
La familia de funciones de covarianza suma - producto, (Iaco et al. 2001).
퐶푠,푡(풉, 푢) = 푎퐶푠(풉, 휃)퐶푡(푢, 휃) + 푏퐶푠(풉, 휃) + 푐퐶푡(푢, 휃)
donde 푎, 푏, 푐 son coeficientes no negativos y 퐶푠(풉, 휃) y 퐶푡(푢, 휃) funciones
de covarianza va´lidas en el espacio y en el tiempo, respectivamente.
Otro me´todo de construccio´n es presentado en De Iaco 2002, a trave´s del
teorema 3.
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Teorema 3. Sea 휇 una medida finita no negativa sobre un conjunto no
vac´ıo Θ. Sean 퐶푠(풉, 휃) y 퐶푡(푢, 휃) funciones de covarianza va´lidas en ℝ푑 y
ℝ respectivamente, y dado que 퐶푠(풉, 휃)퐶푡(푢, 휃) es integrable con respecto
a la medida 휇 sobre Θ, entonces
퐶(풉, 푢) =
∫
퐶푠(풉, 휃)퐶푡(푢, 휃)푑휇(휃), (풉, 푢) ∈ ℝ푑 × ℝ
es una funcio´n de covarianza en ℝ푑 × ℝ
Cuando en el teorema 3 la medida 휇 es considerada como una distribucio´n
gamma con Θ = [0,∞) y tanto la covarianza espacial como la temporal
corresponden a un modelo estable, esto es,
퐶푠(풉, 휃1) = 휎
2푒−(ℎ/푎)훼 , 퐶푠(풉, 휃2) = 휎2푒−(푢/푏)
훽
(1.13)
donde 푎 > 0, 푏 > 0 y 훾 > 0, 훼 ∈ (0, 2], 훽 ∈ (0, 2], se llega como caso
particular a la familia
퐶(풉; 푢) = 휎2
(
1 +
∥∥∥∥풉푎
∥∥∥∥훼 + ∣∣∣푢푏 ∣∣∣훽
)−훾
(1.14)
En Ma (2003) se muestran otras familias construidas a partir del teorema
3.
Se encuentra una funcio´n de covarianza espacio-tiempo mediante una
adaptacio´n de la funcio´n de supervivencia de Dagum, ecuacio´n 1.15,
(Porcu et al. 2007).
휑(푟) =
{
1, si 푟 = 0(
1− 1
(1+휆푟−휃)휀
)
, si 푟 > 0
(1.15)
donde los para´metros 휆, 휃, 휀 son estrictamente positivos. 휃, 휀 son
para´metros de suavizamiento y 휆 es un para´metro de escala.
En Porcu et al (2007), se estudia como una funcio´n de base radial y se
construye una funcio´n definida positiva en ℝ푑, para 푑 = 1, 2, ....
Se consideran las siguientes dos alternativas:
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∙ Una funcio´n de covarianza separable, obtenida como el siguiente
producto tensorial
퐶1(푠,푡)(풉,푢) = 휑(∥ℎ∥)휑(∣푢∣)
∙ Una funcio´n de covarianza no separable obtenida como la siguiente
suma convexa
퐶2(푠,푡)(풉,푢) = 휗휑(∥ℎ∥) + (1− 휗)휑(∣푢∣)
donde 휗 ∈ [0, 1]. Esta funcio´n de covarianza espacio-tiempo es va´lida
siempre que 휃 < 7−휀
1+5휀
y 휀 < 7.
Adema´s, Stein (2005) presenta un me´todo de construccio´n de funciones de
covarianza espacio - temporal no estacionarias a partir de la funcio´n de
covarianza de Matern. Porcu y Mateu (2008) trata funciones de covarianza
espacio - tiempo estacionarias y anisotro´picas particionando el dominio espacial
y muestra algunas formas generalizadas de las funciones de Gneiting al caso
anisotro´pico.
1.4. Diferenciabilidad
La diferenciabilidad de un proceso estoca´stico tiene una relacio´n directa
con la diferenciabilidad de su funcio´n de covarianza. En esta seccio´n,
se aborda el tema de la diferenciabilidad de los modelos de covarianza
y sus repercusiones en las ca´lculos de correlaciones para combinaciones
lineales de las observaciones; espec´ıficamente interesa una combinacio´n lineal,
que es aquella formada por la variable comu´nmente llamada incrementos,
푍(풙+ 풉)−푍(풙). A partir de los incrementos se puede observar como cambia
la funcio´n de covarianza desde el origen, es decir, desde la ubicacio´n en el
punto espec´ıfico de intere´s (풉 = 0) y a medida que 풉 crece; con base en este
comportamiento se pueden determinar las caracter´ısticas de las predicciones,
ya que estas dependen de los valores que toma la funcio´n de covarianza;
espec´ıficamente se usara´ el concepto de “suavidad”, que se puede considerar
como una visio´n geome´trica de la diferenciabilidad; por lo tanto, al final de
la seccio´n se propone una forma de medir la suavidad de cualquier funcio´n
de covarianza. En este trabajo se asumen isotro´picos todos los procesos
mencionados.
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A continuacio´n se presentan las definiciones de primera derivada y derivada de
orden superior de un proceso estoca´stico, as´ı como el teorema 4 que evidencian
la relacio´n entre la derivada de un proceso estoca´stico y su correspondiente
funcio´n de covarianza, (Abrahamsen 1997):
Definicio´n 2 (Derivada de un proceso estoca´stico).
Primera derivada
Sea un proceso estoca´stico 푍(풙) en ℝ푛 con funcio´n de covarianza
푪(풙,풚); el gradiente asociado 푍˙(풙) es un vector en el espacio ℝ푛 definido
en un sistema de coordenadas cartesianas por sus componentes:
푍˙푖(풙) =
∂푍(풙)
∂푥푖
= l´ım
ℎ→0
푍(풙+ ℎ풆풊)− 푍(풙)
ℎ
(1.16)
donde 풆푖 es un vector unitario en la 푖−푒푠푖푚푎 direccio´n y ℎ es un escalar;
푖 = 1, ..., 푛.
Derivadas de orden superior
La derivada general del proceso 푍, dado que se cumplan las condiciones
de regularidad necesarias, es
푍푚(풙) =
∂∣푚∣푍(풙)
∂푥푚11 ...∂푥
푚푛
푛
(1.17)
donde ∣푚∣ =∑푛푖=1푚푖.
Teorema 4. Sea 푍(풙) un proceso estoca´stico en ℝ푛 con funcio´n de covarianza
푪 y esperanza diferenciables. Si la derivada
∂2
∂푥푖∂푦푖
퐶(풙,풚) (1.18)
existe y es finita para todo 푖 = 1, ..., 푛 en el punto (풙,풙), entonces 푍(풙) es
diferenciable en media cuadra´tica en 풙, y la expresio´n 1.18 es la funcio´n de
covarianza del proceso 푍˙푖(풙).
Lo anterior se generaliza a derivadas de cualquier orden 푚:
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Corolario 1. Sea un proceso estoca´stico 푍(풙) con 풙 ∈ ℝ푛 cuyas funciones
media y covarianza poseen las derivadas necesarias y sea 푚 ∈ ℕ. Si la derivada
∂2∣푚∣퐶(풙,풚)
∂푥푚11 ...∂푥
푚푛
푛 ∂푦
푚1
1 ...∂푦
푚푛
푛
(1.19)
existe y es finita para todo 푖 = 1, ..., 푛 en el punto (풙,풙), entonces el proceso
푍(풙) es diferenciable en media cuadra´tica en 풙, y la expresio´n 1.19 es la
funcio´n de covarianza del proceso 푍푚(풙).
Nota 8. Del teorema 4 y del corolario 1 se puede concluir entonces que:
A mayor suavidad de la funcio´n de covarianza propuesta, mayor es la
suavidad supuesta del proceso
El proceso puede poseer diferentes caracter´ısticas de diferenciabilidad en
cada una de sus coordenadas.
1.5 Ejemplo (Proceso estacionario). Sea el proceso estacionario 푍(풙),
con 풙,풚 ∈ ℝ푛 y 풉 = 풙− 풚. Si
∂2퐶(풉)/∂ℎ2푖
existe y es finita en 0, para todo 푖 = 1, ..., 푛, entonces 푍˙푖(풙) es diferenciable
en cualquier 풙, y su funcio´n de covarianza esta´ dada por
− ∂2퐶(풉)/∂ℎ2푖 (1.20)
ℎ푖 puede referirse a una de las coordenadas geogra´ficas o a un componente
temporal.
Debido a que la construccio´n de modelos de covarianza tanto separables como
no separables, en general, se basa en modelos va´lidos para procesos temporales
o procesos espaciales, es suficiente el ana´lisis de la diferenciabilidad del proceso
en una de sus coordenadas y su influencia en las posteriores predicciones,
ya que los modelos espacio-tiempo heredan automa´ticamente en la respectiva
componente estas caracter´ısticas. Para este ana´lisis se parte de la equivalencia
entre la continuidad de un proceso en media cuadra´tica y su equivalencia con
la continuidad de la funcio´n de covarianza en el origen, (Stein 1999):
1.4. DIFERENCIABILIDAD 23
퐸(푍(풙)− 푍(풚))2 = 2(퐶(0)− 퐶(풙, 풚))
Si el proceso es estacionario entonces se puede expresar como
퐸(푍(풙)− 푍(풚))2 = 2(퐶(0)− 퐶(풙− 풚))
La proposicio´n 1.1 muestra las implicaciones de funciones de covarianza muy
suaves en la continuidad del proceso asociado, a partir del comportamiento de
su derivada en una vecindad del origen. La proposicio´n requiere la siguiente
definicio´n:
Definicio´n 3 (Correlacio´n en el origen. Proceso diferenciado). Se
define la correlacio´n de la variable incrementos para pequen˜os rezagos de
taman˜o 휖 como:
휌푚휖 (푥, 푦) = 푐표푟푟 (푍
푚(휖, 0)− 푍푚(0, 0), 푍푚(푥+ 휖, 푦)− 푍푚(푥, 푦)) (1.21)
y sea 휌푚 su l´ımite cuando 휖→ 0.
El proceso se ha diferenciado solo en su primera coordenada.
1.1 Proposicio´n. (Stein 2005)
Sean 퐶푚 una funcio´n continua en ℝ2, 0 < 훼1 < ... < 훼푝 < 2, 퐶1, 퐶2, ..., 퐶푝
son funciones pares en ℝ, con 퐶1(0) ∕= 0, tal que
퐶푚(푥, 푦) = 퐶푚(0, 푦) +
푝∑
푗=1
퐶푗(푦)∣푥∣훼푗 +푅푦(푥) (1.22)
donde, para cualquier 푦, 푅푦(푥) = 푂(푥
2) cuando 푥→ 0, y 푅푦(⋅) tiene segunda
derivada acotada. Entonces
sup
푥∈푅
l´ım
휖→0
∣∣∣∣퐶1(푦){∣푥+ 휖∣훼1 − 2∣푥∣훼1 + ∣푥− 휖∣훼1}2퐶1(0)휖훼1 − 휌푚휖 (푥, 푦)
∣∣∣∣ = 0
y 휌푚(푥, 푦) existe para todo (푥, 푦) con
휌푚(푥, 푦) =
{
퐶1(푦)
퐶1(0)
si 푥 = 0
0 si 푥 ∕= 0
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Nota 9 (Interpretacio´n de la proposicio´n 1.1). La proposicio´n 1.1
muestra que las funciones de covarianza que son muy suaves en el origen,
generan discontinuidades en algunas correlaciones de combinaciones lineales
del proceso 풁. Esta suavidad es de intere´s porque todas las funciones de
covarianza de un proceso estacionario son suaves lejos del origen, debido a
que ellas son asinto´ticas a 퐶(풉, 푢) = 휎2 cuando alcanzan el rezago espacial
y/o temporal al cual ya no existe dependencia. Por lo tanto, lo ideal es que el
modelo sea poco suave cerca al origen y paulatinamente vaya aumentando su
suavidad, lo cual determina ponderaciones altas para observaciones cercanas,
pero que disminuyen a medida que las observaciones se alejan del punto de
intere´s.
Si 푚 = 0 y 푍(휖, 0) es la variable a predecir con base en
푍1 = 푍(0, 0), 푍2 = 푍(0, 푦), 푍3 = 푍(휖, 푦)
.
El predictor o´ptimo es el obtenido utilizando kriging 푍∗(휖, 0) =
∑3
푖=1 푍푖
y su error cuadra´tico medio, dado que su funcio´n de covarianza cumple la
propiedad 1.22 es
{
2퐶1(0)− 2퐶1(푦)
퐶1(0)
}
휖훼1 + 표(휖훼1 ) (1.23)
Sin embargo, si en lugar de usar kriging se propone 푍(0, 0) como predictor para
푍(휖, 0), dado que,
휌(휖, 0)→ 1 cuando 휖→ 0
su error cuadra´tico medio utilizando el mismo modelo de covarianza y la
propiedad 1.22 esta dado por
2퐶1(0)휖
훼
1 + 표(휖
훼
1 ) (1.24)
el cual en general, es mayor que el correspondiente al kriging. La falta de
continuidad de 휌 a lo largo del eje 푦 implica que aunque la correlacio´n de
푍(휖, 0) con otras variables muy alejadas debiera ser despreciable, esta´s tienen
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au´n mucho peso en la prediccio´n. De acuerdo al comportamiento del proceso, la
prediccio´n 푍(0, 0) es mejor pero solo logra ser asinto´ticamente o´ptima cuando
퐶1(푦) = 0.
As´ı, se muestra que un modelo de covarianza que es lo suficientemente
suave como para admitir una aproximacio´n por la propiedad 1.22 genera
discontinuidades en las correlaciones; estas funciones justamente son aquellas
que se caracterizan por ser muy suaves inclusive cerca del origen. De aqui,
la necesidad de analizar la suavidad de las funciones de covarianza y preferir
aquellas que muestren ser mas suaves lejos del origen de lo que lo son en el
origen.
La diferenciabilidad de una funcio´n de covarianza espacio-tiempo puede
interpretarse en te´rminos de la existencia del plano tangente en cada punto;
si este plano tiene una variacio´n continua sobre la superficie, se tendra´ una
superficie suave, con vector normal en todas partes y derivadas parciales
continuas. Sin embargo, en general, las funciones de covarianza tienen estas
caracter´ısticas, y mostrar para cada coordenada de una funcio´n que se cumple
o no la propiedad 1.22 es bastante dispendioso. Por lo tanto, es u´til tener
una forma pra´ctica de medir la suavidad de la superficie generada por cada
uno de los modelos; se presentan dos posibilidades en la seccio´n 1.5. En
el ape´ndice A.3 se presenta una breve revisio´n de los aspectos ba´sicos de
la geometr´ıa diferencial, necesarios para construir las medidas de suavidad,
(Carmo Manfredo 1976).
1.5. Medidas de suavidad de una superficie
En esta seccio´n se presenta un enfoque conceptual, del significado de la
suavidad de una funcio´n de covarianza, una vez se ha visto su importancia para
la prediccio´n. Se propone analizar la suavidad de las funciones de covarianza
en te´rminos de la superficie que cada una de ellas genera, por medio de dos
medidas de suavidad llamadas de segundo orden (휆) y de tercer orden (Λ), que
fueron propuestas con otros fines en (Mehlum & Tarrou 1998). Se basan en la
curvatura y en las formas fundamentales de una superficie; estos conceptos se
resumen en el ape´ndice A.3.
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Definicio´n 4 (Suavidad de segundo orden). La suavidad de segundo orden
se define como
휆(∥ℎ∥, 푢) =
(
1
휋
∫ 휋
0
k2푛(휃)푑휃)
)1/2
(1.25)
la cual integra el cuadrado de la curvatura normal sobre todas las direcciones
del plano tangente; por lo tanto, mide la tendencia de la funcio´n a curvarse,
as´ı que toma los menores valores en los lugares en los cuales la funcio´n es mas
suave. El a´ngulo 휃 es medido desde la direccio´n principal.
Esta medida se puede calcular de manera sencilla recurriendo a la fo´rmula de
Euler: k푛(휃) = k1 cos
2(휃) + k2 sin
2(휃). Adema´s se puede expresar en te´rminos
de la curvatura media 퐻 y la curvatura gaussiana 퐾:
휆2(∥ℎ∥, 푢) = 3
2
퐻2 − 1
2
퐾 (1.26)
En te´rminos pra´cticos de ca´lculo es u´til la siguiente equivalencia para la medida
de suavidad de segundo orden,
휆2 =
1
8휎4
[3퐺2퐿2+(4푀2+2퐿푁)(퐸퐺+2퐹 2)+3퐸2푁2−12퐹푀(퐸푁+퐺퐿)]
(1.27)
donde 퐸,퐹 y 퐺 son los coeficientes de la primera forma fundamental y 퐿,푀
y 푁 los coeficientes de la segunda forma fundamental. Ver ape´ndice A.3.
Otra opcio´n para medir la suavidad de una funcio´n es la medida de suavidad de
tercer orden, (Mehlum & Tarrou 1998), la cual corresponde a la variacio´n de la
curvatura normal integrada sobre todas las direcciones 푙 en el plano tangente:
Definicio´n 5 (Suavidad de tercer orden). La suavidad de tercer orden se
define como
Λ(∥ℎ∥, 푢) =
(
1
휋
∫ 휋
0
(k′푛(휃푙))
2푑휃푙)
)1/2
(1.28)
la cual integra el cuadrado de la variacio´n de la curvatura sobre todas las
direcciones del plano tangente.
Λ(∥ℎ∥, 푢) puede expresarse en te´rminos de los coeficientes de la primera forma
fundamental 퐸,퐹 y 퐺 y de los coeficientes 푃,푄, 푆, 푇 que surgen a partir de
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escribir la variacio´n de la curvatura normal en te´rminos de la longitud de arco:
푃 = Σ푢푢푢 ⋅ 풏+ 3Σ푢푢 ⋅ 풏푢
푄 = Σ푢푢푣 ⋅ 풏+ 3Σ푢푣 ⋅ 풏푢 + Σ푢푢 ⋅ 풏푣
푆 = Σ푢푣푣 ⋅ 풏+ 2Σ푢푣 ⋅ 풏푣 + Σ푣푣 ⋅ 풏푢
푇 = Σ푣푣푣 ⋅ 풏+ 3Σ푣푣 ⋅ 풏푣
(1.29)
En te´rminos pra´cticos de ca´lculo es u´til la siguiente equivalencia para la medida
de suavidad de tercer orden:
Λ2 =
1
16휎6
[5퐺3푃 2 + 5퐸3푇 2 + 9퐺(퐸퐺+ 4퐹 2)푄2 + 9퐸(퐸퐺+ 4퐹 2)푆2+
6(퐸퐺+4퐹 2)(퐺푃푆+퐸푄푇 )−2퐹 (3퐸퐺+2퐹 2)(푃푇+9푄푆)−30퐹 (퐺2푃푄+퐸2푆푇 )]
Nota 10. Σ corresponde en este caso a de cada una de las funciones de
covarianza
퐶(∥풉∥, 푢) : ℝ2 → ℝ
y la parametrizacio´n usada es
(∥풉∥, 푢, 퐶(∥풉∥, 푢))
1.6 Ejemplo (Suavidad funciones de covarianza en ℝ2). Para ilustrar
las medidas de suavidad que se van a usar, estas son aplicadas inicialmente a
algunos casos en ℝ2, ver figura 1.6.
Aunque la para´bola (a.), no es una funcio´n de covarianza va´lida, se incluye con
propo´sitos ilustrativos de interpretacio´n de la medida 휆; el ma´ximo valor de 휆
se encuentra en el mı´nimo de la para´bola, que es donde tiene mayor tendencia
a curvarse, mientras que se vuelve constante cuando la funcio´n tiene un
comportamiento aproximadamente lineal; el modelo esfe´rico es constante para
∥풉∥ ≥ 푎, por lo cual el gra´fico de suavidad solo se muestra hasta este valor; esta
funcio´n es pra´cticamente lineal hasta 0.4 por lo tanto 휆 ≃ 0 para ∥풉∥ ≤ 0.4.
El modelo de covarianza exponencial es poco suave al comienzo y alcanza
su ma´xima suavidad en forma mas gradual, comportamiento que concuerda
con la recomendacio´n basada en la proposicio´n 1.1; el modelo exponencial de
hecho no es diferenciable en el origen; por u´ltimo el modelo de covarianza
gaussiano alcanza su ma´xima suavidad muy ra´pido cerca del origen, lo cual
implica que observaciones con rezagos superiores aproximadamente a ℎ = 0.4
tienen ponderaciones muy bajas; esto es coherente con un proceso que pueda
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medirse de forma muy continua. Los gra´ficos de la para´bola y la funcio´n de
covarianza esfe´rica son ejemplos de funciones que son tan suaves en el origen
como lejos del origen. En los u´ltimos dos casos, se muestran tanto 휆 como Λ,
siendo Λ un poco mas sensible a los comportamientos cerca al origen, por lo
tanto, en lo sucesivo se calculara´ Λ para las funciones espacio-tiempo.
1.7 Ejemplo (Suavidad funciones de covarianza en ℝ3). El intere´s
es determinar si cerca al origen la funcio´n de covarianza espacio tiempo es
tan suave como lejos del origen. En este trabajo se parte del supuesto de
estacionariedad, por lo cual todas las funciones son suaves lejos del origen,
as´ı que el aspecto importante es establecer si la funcio´n presenta este mismo
comportamiento en vecindades de 0; esto es, si la funcio´n es aproximadamente
plana para rezagos muy pequen˜os; este comportamiento se ilustra en el gra´fico
1.7, para el cual a distancias muy cortas la funcio´n alcanza la misma suavidad
que para las mayores distancias.
Los gra´ficos de Λ son decrecientes a partir del punto en el cual empieza a
disminuir la dependencia espacio tiempo; por lo tanto, lo ideal es que crezcan
al comienzo y posteriormente empiecen a decrecer paulatinamente como se ve
en los gra´ficos de la figura 1.8 donde se muestran distintas posibilidades: en a.
el gra´fico de Λ para el modelo exponencial espacio-tiempo hasta 0.1, mostrando
que cerca a 0 la funcion no es suave y en b. el mismo gra´fico pero hasta 1 que
muestra como el modelo se vuelve suave lejos del origen. Los dema´s gra´ficos
de all´ı tienen una forma similar, se muestran para funciones de covarianza de
Iaco, 1.14; 퐶푟푒푠푠푖푒−퐻푢푎푛푔 ejemplo 1.2 y la familia de Gneiting presentada en
el ejemplo 1.3; todas los casos que se presentan en la figura 1.8 tienen mayor
suavidad lejos del origen que en el origen; en todos los casos, se muestran
funciones de covarianza, que alcanzan su ma´xima suavidad para rezagos de 1
aproximadamente.
Adicionalmente se puede tener una consideracio´n conceptual que surge de
manera natural para una funcio´n de covarianza: los rezagos que realmente
resultan informativos y la distancia a la cual esta funcio´n se estabiliza para
determinar si esto concuerda con el comportamiento del proceso; algunos
modelos se vuelven muy suaves desde distancias muy cortas, indicando que
es posible predecir de manera exacta con informacio´n muy cercana como es el
caso de la funcio´n de Gneiting (f.), el cual alcanza su ma´xima suavidad para
rezagos de 0.07 aproximadamente, indicando que observaciones mas alejadas
en este eje, no serian relevantes para la prediccio´n, genera´ndose la necesidad
de medir a distancias menores a este valor, ya sea en tiempo, en espacio, o en
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ambos.
Las gra´ficas de la familia de covarianza de Gneiting-Matern, en general,
son muy suaves o se vuelven constantes muy ra´pido dando lugar a los
comportamientos de suavidad mostrados en la figura 1.9; solo presentan
comportamientos adecuados de suavidad para valores de los para´metros de
suavizamiento 훼 ≃ 0.5 y 훼 ≃ 1, as´ı como para 푣 ≃ 0.5 푣 ≃ 1.5. Las gra´ficas
de suavidad del modelo de covarianza basado en la funcio´n de supervivencia
de Dagum 1.15, tienen un comportamiento t´ıpico como el de la figura 1.9 b..
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Figura 1.6. Suavidad de algunas funciones en ℝ2, los modelos en b., e. y f. tienen
vector de para´metros 휃 = (1, 1)
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a. b.
c. d.
Figura 1.7. Ilustracio´n funcio´n con la misma suavidad en el origen que lejos del origen.
Suavidad de Gneiting caso 1, ejemplo 1.3, 휃 = (1, 0.5, 0.8, 0.8, 1, 0.8), a. 퐶(풉, 푢) con
∥풉∥ ∈ (0, 1) b. 퐶(풉, 푢) con ℎ ∈ (−1, 1) c. 휆 d. Λ
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a) b)
c) d)
e) f)
Figura 1.8. Suavidad de algunos modelos de covarianza espacio temporal 휃 = (1, 1, 1)
en los casos exponencial, CH, Iaco (2001): a. Exponencial 0 ≤ ∥풉∥ ≤ 0.1, 0 ≤ 푢 ≤
0.1, b. Exponencial, 0 ≤ ∥풉∥ ≤ 1, 0 ≤ 푢 ≤ 1, c. CH caso 4, d. Iaco; e. y f. Gneiting
ejemplo e. 휃 = (1, 0.5, 0.8, 0.1, 1, 0.3), f. 휃 = (1, 0.5, 0.8, 0.8, 1, 0.8)
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a. b.
Figura 1.9. Λ para una funcio´n de covarianza tan suave en el origen como lejos
del origen, gra´ficos gene´ricos para las familias de funciones de covarianzas de
Gneiting-Matern y Dagum
34 CAPI´TULO 1. GEOESTADI´STICA ESPACIO TEMPORAL
CAP´ITULO 2
Propuesta metodolo´gica para el modelamiento de la
funcio´n de covarianza de un proceso espacio tiempo
En este cap´ıtulo se sugiere una forma para abordar el ana´lisis y modelamiento
de un feno´meno que varia simulta´neamente en el tiempo y en el espacio, cuando
este puede asumirse estacionario. Se muestra la adaptacio´n tanto de una prueba
formal para decidir entre el uso de modelos de covarianza separables y modelos
de covarianza no separables (Fuentes 2006), como del metodo de verosimilitud
compuesta (Lindsay 1988), para la respectiva estimacio´n de para´metros. Se
proponen procedimientos que permiten llevar fa´cilmente a la pra´ctica estos dos
procesos de manera general, por medio de la construccio´n de vecindades espacio
tiempo, que sean independientes entre s´ı; estas vecindades son necesarias tanto
para la aplicacio´n de la prueba de separabilidad como para la estimacio´n
de los errores estandar de los para´metros estimados mediante el me´todo de
verosimilitud compuesta 퐶퐿 y de su respectivo criterio de informacio´n. Todos
estos procedimientos son implementados en R.
A continuacio´n se presenta una breve revisio´n de la estimacio´n de la densidad
espectral de una serie de tiempo, (Brockwell & Davis 1991) y a partir de este
concepto se construye la densidad espectral cruzada espacio-tiempo, la cual es
requerida para la prueba formal de separabilidad.
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2.1. Densidad espectral de una serie de tiempo
Una vez se ha verificado que el proceso puede suponerse estacionario de
segundo orden, se procede con la estimacio´n de la densidad espectral cruzada
espacio tiempo; en esta densidad se basa la interpretacio´n del concepto de
separabilidad y la posterior construccio´n de la respectiva prueba de hipo´tesis.
La densidad espectral depende de la funcio´n de covarianza de acuerdo a la
expresio´n 1.7; por tanto, su estimacio´n se puede encontrar a partir de la
funcio´n de covarianza muestral; pero esta u´ltima solo podra´ calcularse para
un nu´mero finito de rezagos; por ejemplo, si se requiere la estimacio´n de la
densidad espectral para la serie de tiempo 푍(풂, 푡) en un lugar fijo 푎 solo se
tendra´n 푇 observaciones y por lo tanto un ma´ximo de 푇 − 1 rezagos; por esta
razo´n hay que recurrir a su transformada finita de fourier:
푔ˆ풂(휏푗) =
1
2휋
푇−1∑
푢=−(푇−1)
퐶ˆ풂(푢)푒
−푖푢휏푗 (2.1)
la cual esta definida en las frecuencias 휏푗 = 2휋푗/푇 , 휏푗 ∈ [−휋, 휋]. 퐶ˆ푎 se refiere a
la estimacio´n de la covarianza de la serie de tiempo en el lugar con ubicacio´n
geogra´fica 푎.
Los estimadores 푔ˆ aunque insesgados son inconsistentes. Por lo cual, es
necesario utilizar un estimador alternativo que se basa en la aplicacio´n
de te´cnicas de suavizamiento. Existen varias funciones de ponderacio´n que
permiten suavizar los valores de 푔ˆ, mediante el uso de promedios mo´viles
ponderados, en donde se asignan pesos a las observaciones de acuerdo a su
cercan´ıa a la frecuencia de intere´s. Estas funciones de ponderacio´n W, deben
cumplir las siguientes propiedades:
W(0) = 1
∣W(푥)∣ ≤ 1, ∀푥
∣W(푥)∣ = 0, para ∣푥∣ > 1
As´ı, un estimador consistente de la densidad espectral es:
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푔˜풂(휏푗) =
1
2휋
∑
∣푢∣≤푟
W(푢/푟)퐶ˆ풂(푢)푒
−푖푢휏푗 (2.2)
donde 푟 → ∞ y 푟/푇 → 0 cuando 푇 → ∞. 푟 es llamado el punto de
truncamiento.
Para estimar 푔ˆ푎(휏) se incluyen los 2푟+1 te´rminos mas cercanos a la frecuencia
de intere´s, truncando 퐶ˆ푎(푢) en un valor 푟, debido a que la cantidad de pares
con los que se calcula 퐶ˆ푎(푢) se hace muy pequen˜a cuando 푢 esta cerca de 푇−1,
por lo cual no es conveniente tomar siempre todos los rezagos, sino incluir en
los ca´lculos solo aquellos que tienen suficiente cantidad de pares tomando como
base para la decisio´n, por ejemplo, el valor del rezago para el cual la funcio´n de
autocovarianza muestral se hace aproximadamente cero. En el ape´ndice A.1 se
presentan con sus gra´ficos algunas de las funciones de ponderacio´n, que pueden
ser usadas para esta estimacio´n.
Las siguientes dos expresiones son u´tiles para el siguiente paso que es la
estimacio´n de la densidad espectral cruzada.
Nota 11. Se puede expresar la densidad espectral como 푔ˆ푎(휏푗) = 퐼푎(휏푗)/2휋,
donde
퐼푎(휏푗) =
∑
∣푢∣<푇
퐶ˆ푎(푢)푒
−푖푢휏푗 si 휏푗 ∕= 0 (2.3)
퐼푎(휏푗) es llamado el periodograma del proceso 풁(풂, 푡)
Nota 12. De la expresio´n 1.2 el estimador 푔ˆ푎(휏푗) puede tambie´n expresarse
en te´rminos del proceso estoca´stico 푍 de la siguiente forma:
푔ˆ풂(휏푗) =
1
2휋푇
∣∣∣∣∣
푇∑
푡=1
푍(풂, 푡)푒−푖푡휏푗
∣∣∣∣∣
2
(2.4)
2.1 Ejemplo. Un ejemplo con el que se alcanza la propiedad de consistencia
es el promedio mo´vil de longitud 2푚+ 1, la funcio´n de ponderacio´n esta´ dada
por:
W(푘) =
1
2푚+ 1
(2.5)
y se conoce como funcio´n de ponderacio´n de Daniell; ∣푘∣ ≤ 푛/(2푚) La
estimacio´n de la densidad espectral queda:
38 CAPI´TULO 2. PROPUESTA METODOLO´GICA
푔˜풂(휏푗) =
1
2휋
∑
∣푘∣≤푚
1
2푚+ 1
퐼(휏푗+푘) (2.6)
donde 2푚+1 representa el nu´mero de frecuencias usadas en el suavizamiento
para cada 휏푗. En este caso se ponderan igualmente los 2푚 + 1 valores de 푔˜
que corresponden a las frecuencias adyacentes a 푤, (centradas en 푤); con este
suavizamiento se logra que a medida que 푚 aumenta, 푉 푎푟(푔˜) disminuya pero
con el efecto colateral de que simulta´neamente aumenta el sesgo; por lo tanto
al usar esta posibilidad,se requiere encontrar el valor de 푚 que equilibre estas
dos situaciones.
2.2. Densidad espectral cruzada espacio-tiempo
En este caso se requiere adema´s del ana´lisis temporal, el ana´lisis de
la interaccio´n espacio tiempo y por tanto se debe estimar la densidad
espectral cruzada entre todos los posibles pares de ubicaciones espaciales
para determinar el grado de asociacio´n entre las series de tiempo ocurridas
en diferentes lugares. La estimacio´n de la densidad espectral espacio-tiempo
representa el aporte a la varianza total de una banda de frecuencias alrededor
de 휏 y una vecindad de 푎 y 푏.
La densidad espectral espacio-tiempo se estima en tres pasos: En primer lugar
se estiman las densidades espectrales cruzadas, posteriormente se realiza un
suavizamiento en el tiempo y finalmente un suavizamiento en el espacio.
Estimacio´n de las densidades espectrales cruzadas Se estiman las densidades
espectrales cruzadas entre las series de tiempo ubicadas en cada par
de lugares 푎 y 푏.
En este caso la densidad espectral es la matriz hermitiana(
푔풂,풂(휏) 푔풂,풃(휏)
푔풃,풂(휏) 푔풃,풃(휏)
)
(2.7)
donde 푔풂,풂(휏) y 푔풃,풃(휏) son reales y cada uno de los elementos puede ser
estimado generalizando la estimacio´n de la densidad espectral de una
serie de tiempo as´ı:
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Sea 퐽푎(휏푗) la transformada discreta de Fourier del proceso 푍(푎, 푡).
퐽풂(휏푗) =
1
푇 1/2
푇∑
푡=1
푍(풂, 푡)푒−푖푡휏푗 (2.8)
Entonces el periodograma cruzado entre las series de tiempo de las
estaciones ubicadas en los lugares 푎 y 푏 es
퐼풂풃(휏푗) = 퐽풂(휏푗)퐽풃(휏푗) (2.9)
donde 퐽풃(휏푗) es el conjugado de 퐽풃(휏푗). Por lo tanto, la estimacio´n de
la densidad espectral cruzada en te´rminos de la representacio´n espectral
del proceso es
푔ˆ풂풃(휏푗) =
1
2휋푇
푇∑
푡=1
푍(풂, 푡)푒−푖푡휏푗
푇∑
푡=1
푍(풃, 푡)푒푖푡휏푗 (2.10)
Adema´s, si 푍(풂, 푡) y 푍(풃, 푡) son variables de media cero, la covarianza
cruzada entre ellas se define como 퐶풂풃(푡, 푡+푢) = 퐸[푍(풂, 푡)푍(풃, 푡+푢)], y
se puede estimar la funcio´n de covarianza muestral mediante la fo´rmula
cla´sica:
퐶ˆ풂풃(푢) =
1
푇
푇−푢∑
푡=1
푍(풂, 푡)푍(풃, 푡+ 푢), si 푢 ≥ 0 (2.11)
donde 퐶ˆ풂풃(푢) = 퐶ˆ풃풂(−푢) determina la funcio´n para rezagos negativos.
As´ı la estimacio´n de la densidad espectral cruzada espacio tiempo en
te´rminos de la respectiva funcio´n de covarianza muestral queda
푔ˆ풂풃(휏푗) =
1
2휋
∑
∣푢∣<푇
퐶ˆ풂풃(푢)푒
−푖푡휏푗 (2.12)
Suponiendo 푍 de media cero en cada una de las ubicaciones 풂 y 풃.
Suavizamiento temporal Se aplica una funcio´n de ponderacio´n para suavizar la
estimacio´n de 푔ˆ풂풃(휏푗) en el dominio temporal, de forma ana´loga al caso
univariado; se referencian algunos casos en el ape´ndice A.1. Se obtiene
푔˜풂풃(휏)
푔˜풂풃(휏) =
1
2휋
∑
∣푢∣≤푟
W(푢/푟)퐶ˆ풂풃(푢)푒
−푖푢휏 (2.13)
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Suavizamiento espacial Se aplica una funcio´n de ponderacio´n para suavizar
la estimacio´n en el dominio espacial. Para esto se aplicara´n de nuevo
ponderaciones a los valores obtenidos 푔˜풂풃(휏푗). Sin embargo, como se
deben considerar simulta´neamente las distancias 풂− 풔 y 풃− 풔, esta
funcio´n de ponderacio´n debe ser bivariada y debe garantizar una
ponderacio´n inversamente proporcional a la distancia de cada punto 풔 a
los lugares de intere´s 푎 y 푏. La estimacio´n del espectro espacio tiempo
es:
푔˘풂풃(휏푗) =
∫ ∞
−∞
∫ ∞
−∞
H흆(풂− 풔, 풃− 풔)푔˜풂+풔,풃+풔(휏푗)푑푠 (2.14)
Para este fin con frecuencia se usan funciones de probabilidad bivariadas.
Una te´cnica comu´n para la generacio´n de funciones de ponderacio´n
multivariadas es el producto de univariadas. La funcio´n de ponderacio´n
H para un proceso 풀 se puede construir a trave´s del producto de kernel
univariados de cada una de las componentes 푦푖:
H(풀 ) =
푑∏
푖=푖
W(푦푖)
H debe cumplir las propiedades de la seccio´n 2.1, y se deben definir los
puntos de truncamiento en cada una de las coordenadas.
2.2 Ejemplo. Si se usa una funcio´n de ponderacio´n gaussiana alrededor
de los puntos 풂 y 풃, la funcio´n bivariada correspondiente es
H(풂, 풃) =
1√
2휋휌2
푒
− ∣푎−푠푖∣
2+∣푏−푠푖∣2
2휌2 (2.15)
En este caso el 휌 considerado, es el mismo para ambas coordenadas ya
que el proceso se supone isotro´pico.
Ahora, con base en esta estimacio´n se construye la funcio´n de coherencia que
mide la relacio´n lineal entre las series de tiempo ocurridas en los lugares 푎 y 푏
en cada frecuencia 휏 , con el fin de expresar posteriormente dicha relacio´n como
modelo tanto de la frecuencia como de la ubicacio´n espacial.
Definicio´n 6 (Coherencia). La coherencia entre las dos series de tiempo
푍(풂, 푡) y 푍(풃, 푡) en una frecuencia 휏 se define como:
푅푎푏(휏) =
∣푔푎푏(휏)∣
[푔(휏)푎푎(휏)푔(휏)푏푏(휏)]1/2
(2.16)
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y se estima reemplazando las densidades espectrales 푔푎푏(푤) por las estimaciones
푔˘푎푏(푤)
푅˘푎푏(휏) =
∣푔˘푎푏(휏)∣
[푔˘(휏)푎푎(휏)푔˘(휏)푏푏(휏)]1/2
(2.17)
Esta medida toma valores entre 0 y 1 y se analiza en forma similar a un
coeficiente de correlacio´n.
2.3. Coherencia y separabilidad
En esta seccio´n se muestra que bajo separabilidad, la coherencia no depende
de la frecuencia, a partir de su equivalencia con la densidad espectral.
En el caso en el que el proceso es estacionario tanto en el tiempo como en
el espacio y dado que 퐶 sea integrable, se tiene la densidad espectral as´ı,
(Fuentes 2006):
푔(풘, 휏) = (2휋)−푑−1
∫ ∫
퐶(풉, 푢)푒−푖(풉
′풘+휏푢)푑풉푑푢 (2.18)
notando
푔′(풉, 휏) = (2휋)−1
∫
퐶(풉, 푢)푒−푖휏푢푑푢 (2.19)
queda
푔(풘, 휏) = (2휋)−푑
∫
푔′(풉, 휏)푒−푖풉
′풘푑풉 (2.20)
푔′ es entonces la densidad espectral cruzada para un tiempo fijo 푡 de los
procesos espaciales 풁(푠) y 풁(풔+ 풉).
Si 퐶(풉, 푢) es separable, se tiene que 퐶(풉, 푢) = 퐶푠(풉)퐶푡(푢) y por lo tanto
푔′(풉, 휏) = (2휋)−1
∫
퐶푠(풉)퐶푡(푢)푒
−푖휏푢푑푢 = 퐶푠(풉)푘(휏) (2.21)
donde 푘(휏) es una funcio´n integrable y positiva, ya que 퐶푠 y 퐶푡 son ambas
funciones definidas positivas. Bajo estacionariedad, la covarianza espacial entre
푍(풂, 푡) y 푍(풃, 푡) depende solo de 풂 − 풃 = 풉 y 푔풂,풃(휏) = 푔풂,풃(ℎ, 휏); de
la interpretacio´n espectral del proceso, se tiene que bajo separabilidad la
coherencia se puede escribir como:
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푅푎,푏(휏) =
∣푔푎푏(휏)∣
[푔푎,푎(휏)푔푏,푏(휏)]1/2
==
퐶푠(풉)푘(휏)
∣퐶푠(0)푘(휏)∣2/2 =
퐶푠(풉)
퐶푠(0)
(2.22)
Por lo tanto, si el proceso es separable, la coherencia no depende de la
frecuencia 휏 , solo depende del vector de distancias 풉, y coincide con la
correlacio´n espacial.
2.4. Prueba de separabilidad
De acuerdo con la seccio´n anterior, en general, la coherencia depende tanto de
la frecuencia 휏 como de la ubicacio´n espacial 풉. Adema´s, del mismo modo
en que un coeficiente de correlacio´n entre dos variables 푋 y 푌 puede ser
transformado en una variable aproximadamente normal con varianza constante
por medio de la transformacio´n de Fisher, (Fisher et al. 1921), aplicando a
푅ˆ푎,푏(휏) esta transformacio´n, se tiene la nueva variable 휙ˆ푎,푏(휏):
휙ˆ풂,풃(휏) = tanh
−1(푅ˆ풂풃(휏))
Por lo tanto, la variable 휙풂,풃(휏) en 푙 frecuencias 휏 y 푘 pares de ubicaciones
(풂, 풃) se puede expresar como el siguiente modelo a dos v´ıas:
휙(풂,풃)풊(휏푗) = 휇+ 훼푖 + 훽푗 + 휀푖푗 (2.23)
con 푖 = 1, ..., 푘 y 푗 = 1, ..., 푙; donde los para´metros 훼푖, 훽푗 representan los efectos
de la ubicacio´n espacial y de la frecuencia respectivamente.
Para verificar el supuesto de separabilidad, (Fuentes 2006), propone realizar
una prueba de ana´lisis de varianza para el modelo 2.23.
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2.5. Aspectos pra´cticos y adaptacio´n de la prueba
Vecindades espacio tiempo independientes
La aplicacio´n de la prueba de separabilidad por medio del ana´lisis de varianza a
dos v´ıas, requiere garantizar independencia entre las realizaciones de 휙(풂,풃)풊(휏푗).
Esto se logra incluyendo solamente aquellos 휙ˆ(풂,풃)풊(휏푗) que corresponden a
pares de ubicaciones independientes en el espacio entre si, en frecuencias a su
vez independientes. Para este fin, se propone utilizar un criterio basado en los
alcances marginales que se encuentren en los estimadores tanto de dependencia
espacial como temporal. Por lo tanto, para garantizar la independencia
entre los 휙ˆ(풂,풃)푖(휏푗), se incluyen u´nicamente las coherencias entre 푘 pares
de ubicaciones y 푙 frecuencias suficientemente separadas tanto espacial como
temporalmente, as´ı:
Para determinar la distancia mı´nima de separacio´n espacial, se estima el
alcance pra´ctico espacial a partir de la semivarianza, y solo se estima
휙ˆ(풂,풃)푖(휏푗) para aquellos 푘 pares de ubicaciones cuya distancia entre
ellos supere el alcance espacial (휌), esto es, se incluyen (푎, 푏)푖 y (푎, 푏)푖′
solamente si
mı´n{∥푎푖 − 푎푖′∥, ∥푎푖 − 푏푖′∥, ∥푏푖 − 푎푖′∥, ∥푏푖 − 푏푖′∥} ≥ 휌
Para determinar la mı´nima separacio´n temporal, se usa el punto de
truncamiento 푟 observado en la funcio´n de covarianza muestral, y solo
se estima 휙ˆ(풂,풃)푖(휏푗) en frecuencias 푗 que correspondan a una separacio´n
mayor a 2휋푟/푇 .
La densidad espectral cruzada de cada (푎, 푏)푖 se suaviza espacialmente con los
datos que quedan a su alrededor, pero suficientemente lejos de (푎, 푏)푖′ ; esto
genera 푘 vecindades espaciales en cada una de las cuales se estima 푔˜ para
cada frecuencia 휏푗. Por lo tanto, en total se construyen 푘푙 vecindades espacio
tiempo: 픸푝푞, 푝 = 1, ..., 푘 y 푞 = 1, ..., 푙, centradas en cada par de puntos (풂, 풃)푖
y cada frecuencia 휏푗.
Estas vecindades 픸푝푞 se usan nuevamente en el proceso de estimacio´n de
para´metros de la funcio´n de covarianza.
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Estimacio´n de 푔˘풂풃(휏푗)
La estimacio´n de la densidad espectral cruzada espacio–tiempo, expresio´n 2.14,
requiere el conocimiento de los datos de las series de tiempo tanto en la 풂+ 풔
como en la ubicacio´n 풃+ 풔 para cualquier vector de desplazamiento 푠, sin
embargo, cuando se hace este desplazamiento se llega a un lugar en el que en
general, no se cuenta con observaciones y por lo tanto no es posible calcular
los estimadores 푔˘풂풃(휏푗); de este modo la estimacio´n de 푔˘풂풃(휏푗) se debe llevar a
cabo por medio de una suma finita. Por otro lado, en cada vecindad es posible
que queden pocas ubicaciones, as´ı que se propone y as´ı se ha implementado en
este ana´lisis, generar la vecindad espacial 픸푝푞 y posteriormente al interior de
dicha vecindad utilizar todos los pares posibles. Por lo anterior, en la pra´ctica
el estimador de 푔˘풂풃(휏푗) cuando el proceso es estacionario es la siguiente suma
finita ponderada:
푔˘푝(휏푗) =
∣픸푝∣∑
푠=1
∣픸푝∣∑
푠′=1
H휌(∥풂풔 − 풂풔′∥, ∥풂풔 − 풂풔′∥)푔˜풂풔,풂풔′ (휏푗) (2.24)
donde 풂풔, 풂풔′ ∈ 픸푝, 푝 = 푖, ..., 푘 y 푘 es el total de vecindades espaciales que se
consideran independientes entre s´ı; ∣픸푝∣ es el nu´mero de ubicaciones espaciales
en la vecindad 푝.
Por lo tanto, las hipo´tesis nula y alternativa para probar separabilidad son
퐻0 : 휙ˆ풑푖(휏푗) = 휇+ 훼푖 + 휀푖푗
퐻푎 : 휙ˆ풑푖(휏푗) = 휇+ 훼푖 + 훽푗 + 휀푖푗
Una alternativa: Regresio´n beta
La coherencia 푅풂,풃(휏) toma valores entre 0 y 1 y el uso de regresio´n normal para
variables en este intervalo tiene algunas desventajas, debido a su naturaleza
frecuentemente asime´trica y a la imprecisio´n de las estimaciones para muestras
pequen˜as, como ocurre en muchas ocasiones en el contexto espacial. Una de
las propuestas para el ana´lisis de variables continuas y restringidas al intervalo
(0, 1) es la regresio´n beta, (Ferrari & Cribari-Neto 2004). Utilizando este
enfoque, se evita el uso de la transformacio´n de Fisher en la variable respuesta
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y se puede aplicar la prueba de hipo´tesis directamente sobre 푅ˆ푎,푏(휏), bajo el
supuesto de que la coherencia proviene de una distribucio´n beta; este supuesto
no es muy restrictivo en este contexto, gracias a la flexibilidad de la distribucio´n
beta, de acuerdo a la variacio´n de sus para´metros. Adema´s, la varianza de la
variable respuesta es una funcio´n de la media, razo´n por la cual no se requiere
supuesto de homocedasticidad. En este caso las covariables son las variables
categorizadas que identifican la frecuencia y los pares de ubicaciones como
fueron usadas en el modelo 2.23.
En resumen, los pasos para la prueba de separabilidad son:
1. Remover la tendencia y/o estacionalidad tanto espacial como temporal
2. Determinar la separacio´n espacial a la cual se puede suponer
independencia a partir del semivariograma espacial
3. Determinar la separacio´n temporal a la cual se puede suponer
independencia a partir de la funcio´n de covarianza temporal
4. Seleccionar las funciones de ponderacio´n tanto temporal como espacial
5. Estimar las densidades espectrales cruzadas espacio–tiempo para las
vecindades generadas a partir de 2 y 3.
6. Estimar las coherencias
7. Aplicar ana´lisis de varianza a dos v´ıas para la variable transformada
휙푎,푏(휏) = tanh
−1(푅푎푏(휏)) suponiendo distribucio´n normal o regresio´n
beta para la coherencia 푅풂,풃(휏)
8. Evaluar la significancia de la frecuencia en cualquiera de los dos casos
2.6. Estimacio´n de la funcio´n de covarianza
En esta seccio´n se describen los me´todos de estimacio´n que son usados
regularmente, sus ventajas y desventajas, para finalmente hacer e´nfasis en
un me´todo reciente en este contexto espacio-tiempo, el de verosimilitud
compuesta. El me´todo fue´ propuesto originalmente por Lindsay(1988), para
datos correlacionados y posteriormente ha sido adpatado al caso espacial en por
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Curriero y Lele, (1999) y posteriormente al caso espacio-tiempo en Bevilacqua
et al, (2009). Se presentan resultados obtenidos para diferentes me´todos de
estimacio´n tanto para datos simulados como para datos reales.
2.6.1. Me´todos basados en la funcio´n de verosimilitud
La estimacio´n de para´metros de la funcio´n de covarianza usando
los me´todos de Maxima verosimilitud (ML) y maxima verosimilitud
restringida (REML), requieren la especificacio´n de la distribucion del vector
풁 = (푍(풔1, 푡1), . . . , 푍(풔푵 , 푡푁)); en general, se asume normalidad multivariada.
Para el caso ML se tiene que Z ∼푵푁(푋훽,Σ(휃)), dondeΣ(휃) = 퐶표푣(Z) es una
matriz de dimensio´n 푁 ×푁 y 푋 es una matriz de dimensio´n 푁 ×푞 con 푞 < 푁 ,
de variables explicativas, dentro de las cuales comu´nmente se encuentran las
coordenadas geogra´ficas; el negativo de la funcio´n logveros´ımil es
퐿(훽, 휃) =
푛
2
푙표푔(2휋) +
1
2
푙표푔∣Σ(휃)∣+ 1
2
(Z−푿휷)′Σ−1(휃)(Z−푿휷)
donde cada elemento 푖푗 de la matriz Σ(휃) corresponde a la covarianza espacio
temporal entre las variables 푍(푠푖, 푡) y 푍(푠푗, 푡
′), esto es, 퐶(푠푖 − 푠푗, 푡− 푡′; 휃).
El estimador 휃ˆ es sesgado pero asinto´ticamente eficiente; sin embargo,
parado´jicamente, tener una muestra grande genera el inconveniente de tener
que realizar gran cantidad de operaciones debido al ca´lculo de la inversa de la
matriz de covarianza en forma iterativa.
Una variacio´n del estimador ML que reduce el sesgo de las estimaciones es
el estimador REML, el cual sustituye la maximizacio´n de la verosimilitud del
vector Z por la del vector A′Z que satisface 퐸(A′Z) = 0 1. La matriz A
es una matriz de dimensio´n 푁 × (푁 − 푝), de rango columna completo. Con
esta modificacio´n y dado que 푉 푎푟(A′Z) = A′Σ(휃)A, el negativo de la funcio´n
logveros´ımil queda:
퐿(휃) =
푁 − 1
2
푙표푔(2휋) +
1
2
푙표푔∣(A′Σ(휃)A)∣+ 1
2
Z′A(A′Σ(휃)A)−1A′Z (2.25)
La funcio´n 퐿 ahora depende solamente de 휃; de tal manera que este me´todo
se basa directamente en un vector de incrementos de media 0. Sin embargo,
a pesar de reducir el sesgo en las estimaciones de 휃, aun requiere una
1Se usa el modelo de funcio´n aleatoria intr´ınseca de orden 푘
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cantidad muy grande de operaciones. (Zimmerman 1989) presenta algunas
propuestas para hacer mas eficientes estos me´todos computacionalmente, pero
sus desarrollos se refieren al caso en el que las observaciones conforman una
grilla regular.
2.6.2. Mı´nimos cuadrados ponderados
En geoestad´ıstica es muy popular el me´todo de mı´nimos cuadrados
ponderados utilizando la matriz de ponderacio´n 푊 (휃) propuesta en
(Cressie 1985); aunque este me´todo se suele expresar en te´rminos del
variograma 2훾(ℎ, 푢∣휃), para un proceso estacionario de segundo orden existe
equivalencia con la covarianza debido a la relacio´n:
2훾(ℎ, 푢∣휃) = 푉 푎푟(Z(s+ h; 푡+ 푢)− Z(s; 푡)) = 2 (퐶0(0; 0∣휃)− 퐶0(h;푢∣휃))
para h ∈ ℝ푑, 푢 ∈ ℝ; 휎2 = 퐶0(0; 0∣휃)
Este me´todo se puede generalizar al caso espacio temporal de la siguiente
forma:
Se estima 휃 para un variograma espacio-temporal minimizando
(2훾ˆ − 2훾(휃))′푊−1(휃)(2훾ˆ − 2훾(휃))
La matriz de ponderacio´n esta dada por
푊 (휃) = 퐷푖푎푔(푉 푎푟(2훾ˆ(ℎ푘, 푢))) ≃ 퐷푖푎푔
(
2(2훾(ℎ푘, 푢∣휃))2
푁(ℎ푘;푢)
)
con
푁(ℎ푘; 푢) = {(푖, 푗, 푡, 푡′) : 푠푖 − 푠푗 = ℎ푘; ∣ 푡− 푡′ ∣= 푢}
para los primeros 푢 rezagos temporales 푢 = 0, . . . , 푈 , y para las ubicaciones
푖, 푗 = 1, . . . , 푛, que generan los primeros 푘 rezagos espaciales 푘 = 1, ..., 퐾;
en general se usan los rezagos espaciales hasta la mitad de la ma´xima
distancia entre cualquier par de ubicaciones, debido a que para ubicaciones
muy separadas ya sea en tiempo o en ubicacio´n, disminuye notoriamente la
cantidad de puntos inclu´ıdos en la estimacio´n del variograma. En el tiempo es
comu´n, que los datos se encuentran igualmente espaciados, pero en el espacio,
en general, las muestras son tomadas en una grilla irregular, por lo que es dif´ıcil
encontrar suficientes pares de puntos con separacio´n exacta 풔푖 − 풔푗 = 풉푘; se
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acostumbra definir una tolerancia tanto de longitud como de a´ngulo; de tal
forma que ∥푠푖− 푠푗∥ ∈ (ℎ푘− 휉, ℎ푘+ 휉) y el a´ngulo entre 풔푖 y 풔푗 esta´ entre 휃−휔
y 휃 + 휔.
La aproximacio´n de 푉 푎푟(2훾ˆ(ℎ푘, 푢∣휃), se obtiene bajo el supuesto de que
푍(s, 푡) ∼ 푁(휇; 휎2) ∀s ∈ ℝ푑, 푡 ∈ ℝ, y que por lo tanto
푍(s+ h; 푡+ 푢)− 푍(s; 푡)2 = 2훾(h, 푢) ⋅ 휒21
Existen otras opciones de ponderacio´n pero esta es la mas frecuentemente
usada; en ocasiones funciona mejor que los me´todos basados en la verosimilitud
de Z. La desventaja que presenta el uso de los me´todos de mı´nimos cuadrados,
es la necesidad de definir clases de rezagos, en este caso, espacio-temporales
(풉, 푢), para realizar una estimacio´n emp´ırica de la covarianza o del
semivariograma; cuando no se tienen muchas observaciones, la cantidad de
datos en cada una de estas clases es muy pequen˜a, de tal forma que para los
menores rezagos se pueden tener suficientes datos para la estimacio´n de cada
훾ˆ(ℎ푘, 푢) pero no as´ı para los rezagos mayores.
Un me´todo que no se ve afectado por ninguno de los inconvenientes
mencionados es el me´todo de verosimilitud compuesta (CL) que se presenta
a continuacio´n. y sobre el cual se esta trabajando actualmente en muchas
direcciones en series de tiempo, analisis de sobrevida, datos binarios,...
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2.7. Verosimilitud compuesta 퐶퐿
El me´todo 퐶퐿 (Lindsay 1988), que se usa en este caso para estimar 휃, consiste
en sumar componentes individuales de logverosimilitud, correspondiendo a las
marginales de las variables de intere´s. Por lo tanto, este me´todo no requiere
el conocimiento de la distribucio´n multivariada de 풁; solo se requieren las
marginales 푓(푍(푠푖, 푡푖), 휃); se asume que existen tanto el gradiente como la
matriz Hessiana de 푓 .
Supongamos conocidas 푓(푍(푠푖, 푡푖), 휃), excepto por el para´metro 휃; entonces
푙(푍(푠푖, 푡푖), 휃) = 푙푛(푓(푍(푠푖, 푡푖), 휃)) es una funcio´n logveros´ımil y la funcio´n de
verosimilitud compuesta es
퐶퐿(휃) =
푛∑
푖=1
푙(푍(푠푖, 푡푖), 휃)
A su gradiente ∇퐶퐿(휃) = 퐶푆(휃) se le llama la funcio´n score compuesta. As´ı,
para encontrar el estimador 휃ˆ se resuelve el sistema de ecuaciones
퐶푆(휃) =
푛∑
푖=1
∇푙(푍(푠푖, 푡푖), 휃) = 0
Una implementacio´n de este me´todo para la estimacio´n del semivariograma
espacio temporal es la siguiente (Bevilacqua et al. 2007):
2.7.1. Construccio´n de la funcio´n de estimacio´n
1. El objetivo es estimar los para´metros del semivariograma, y por lo tanto
es muy natural la construccio´n de la variable incrementos espacio-tiempo,
la cual se va a notar 푉 :
푉 (푖, 푗, 푡, 푡′) = 푍(푠푖, 푡)− 푍(푠푗, 푡′)
La variable 푉 se logra efectuando todas las combinaciones posibles con
ubicacio´n fija y variando en el tiempo, tiempo fijo y variando en la
ubicacio´n, y variando tanto el tiempo como la ubicacio´n, generando una
inmensa cantidad de datos, lo que muestra una de las fortalezas del
me´todo; sin embargo, es suficiente ingresar a la estimacio´n solo aquellos
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datos que involucran informacio´n sobre la dependencia espacio-tiempo,
as´ı que pueden omitirse aquellos pares de observaciones que se encuentren
muy alejados, de acuerdo a algu´n criterio definido, tal como el alcance
espacial y alcance temporal observados en los covariogramas.
2. Se requieren las funciones de verosimilitud marginales de las variables de
intere´s. Asumiendo normalidad para las distribuciones marginales de 풁,
푍(풔, 푡) ∼ 푁(휇;휎2),∀(풔, 푡) ∈ 퐷 × 푇
se tiene que
푉 (푖, 푗, 푡, 푡′) ∼ 푁(0, 2훾(푠푖 − 푠푗, 푡− 푡′, 휃))
As´ı que el negativo de la funcio´n logveros´ımil es
푙(푉 (푖, 푗, 푡, 푡′), 휃) =
ln 2휋
2
+
ln 2훾(푠푖 − 푠푗, 푡− 푡′, 휃)
2
+
푉 2(푖, 푗, 푡, 푡′)
4훾(푠푖 − 푠푗, 푡− 푡′, 휃)
3. Se determina la funcio´n de verosimilitud compuesta 퐶퐿(휃), sumando
todas las funciones logveros´ımil marginales de la variable 푉 ;
퐶퐿(휃) =
푇∑
푡=1
푇∑
푡′>푡
푛∑
푖=1
푛∑
푗>푖
푙(푣(푖, 푗, 푡, 푡′), 휃) +
푇∑
푡=1
푛∑
푖=1
푛∑
푗>푖
푙(푣(푖, 푗, 푡, 푡), 휃)
+
푛∑
푖=1
푇∑
푡=1
푇∑
푡′>푡
푙(푣(푖, 푖, 푡, 푡′), 휃)
4. Se propone un modelo va´lido para el variograma espacio-tiempo
2훾(푠푖 − 푠푗, 푡− 푡′, 휃)
5. Establecer un umbral que permita seleccionar los datos que no superan
rezagos espacio-tiempo a partir de los cuales ya no existe dependencia.
6. Se resuelve el sistema de ecuaciones
퐶푆(휃) = ∇퐶퐿(휃)
donde un te´rmino gene´rico para las ecuaciones del sistema resultante se
puede escribir como:
퐶푆(휃; 푖, 푗, 푡, 푡′) =
∂훾(푠푖 − 푠푗, 푡− 푡′, 휃)/∂휃
4훾2(푠푖 − 푠푗, 푡− 푡′, 휃)
(
푣2(푖, 푗, 푡, 푡′)− 2훾(푠푖 − 푠푗, 푡− 푡′, 휃)
)
(2.26)
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La expresio´n 2.26 es una funcio´n de estimacio´n ponderada por el cociente
∂훾(푠푖 − 푠푗, 푡− 푡′, 휃)/∂휃
4훾2(푠푖 − 푠푗, 푡− 푡′, 휃)
el cual disminuye a medida que los rezagos espacio-tiempo aumentan; esto
justifica la seleccio´n de los datos segu´n umbrales espacio-tiempo determinados,
mas alla´ de los cuales no exista dependencia y se incluyen solamente las
observaciones 푣(푖, 푗, 푡, 푡′) cuyos rezagos no superen dichos umbrales, para
optimizar el procedimiento.
2.7.2. Caracter´ısticas
퐶퐿(휃) es una funcio´n de estimacio´n insesgada, ya que cada uno de sus
componentes es una verosimilitud:
퐸(푉 2(푖, 푗, 푡, 푡′)) = 퐸((푍(푠푖, 푡)− 푍(푠푗, 푡′))2) = 2훾(푠푖 − 푠푗, 푡− 푡′, 휃)
independientemente del supuesto que se haga sobre la distribucio´n de
푍(푠, 푡);
Bajo condiciones de regularidad Curriero y Lele (1999) muestran que
la funcio´n objetivo cumple la desigualdad de informacio´n de Kullback
Leibler, esto es,
퐸(−푙(푉 (푖, 푗, 푡, 푡′; 휃)) > 퐸(−푙(푉 (푖, 푗, 푡, 푡′; 휃0))) (2.27)
y que existe una solucio´n consistente dado que los dos primeros momentos
del proceso hayan sido bien especificados.
La varianza de 퐶푆(휃) no coincide con la matriz de informacio´n de Fisher
sino que esta´ dada por la matriz de informacio´n de Godambe 퐺(휃),
expresio´n 2.28, (Godambe & Kale 1991):
퐺(휃) = 퐻(휃)퐽−1(휃)퐻(휃) (2.28)
donde
퐻(휃) = 퐸(−∇퐶푆(휃))
y
퐽(휃) = 푉 푎푟(퐶푆(휃))
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Song (2007) encuentra que 퐼(휃) − 퐺(휃) donde 퐼(휃) es la matriz de
informacio´n de Fisher, es una matriz semidefinida positiva; por lo
tanto, la estimacio´n 퐶퐿 es menos eficiente que la estimacio´n 푀퐿. Sin
embargo, Lindsay (1988) muestra que esta eficiencia aumenta cuando
se utilizan ponderaciones; por lo que de acuerdo a lo comentado de la
expresio´n 2.26, en este contexto se usan ponderaciones dicoto´micas, para
seleccionar aquellas observaciones que no superan simulta´neamente el
alcance espacial y el alcance temporal, logrando entonces mejorar la
eficiencia de 퐶퐿 y simulta´nemente optimizar los datos ingresados al
proceso de estimacio´n. Las ponderaciones se definen como:
푤푖,푗,푡,푡′ =
{
0 si 푠푖 − 푠푗 > 휌 y 푡− 푡′ > 푚
1 en caso contrario.
Por lo tanto, la funcio´n a minimizar finalmente sera´:
퐶퐿(휃) =
푇∑
푡=1
푇∑
푡′>푡
푛∑
푖=1
푛∑
푗>푖
푤푖,푗,푡,푡′푙(푣(푖, 푗, 푡, 푡
′), 휃)+
푇∑
푡=1
푛∑
푖=1
푛∑
푗>푖
푤푖,푗,푡,푡′푙(푣(푖, 푗, 푡, 푡), 휃)
+
푛∑
푖=1
푇∑
푡=1
푇∑
푡′>푡
푤푖,푗,푡,푡′푙(푣(푖, 푖, 푡, 푡
′), 휃)
2.7.3. Estimacio´n de los errores esta´ndar y seleccio´n del
modelo
El proceso de maximizacio´n involucra u´nicamente una matriz 푝 × 푝, donde 푝
es el nu´mero de para´metros del modelo de covarianza propuesto. Se requieren
operaciones eficientes vectoriales y/o matriciales, que permitan generar todos
los rezagos espacio–tiempo necesarios; pero una vez encontrados, la estimacio´n
de unos pocos para´metros se basa en una gran cantidad de datos. Sin embargo,
no existe au´n una manera espec´ıfica para hallar las medidas de calidad de estos
estimadores; una propuesta para este fin se presenta a continuacio´n.
2.7. VEROSIMILITUD COMPUESTA 퐶퐿 53
Estimacio´n de los errores esta´ndar
La estimacio´n de los errores esta´ndar para los para´metros estimados por el
me´todo 퐶퐿 esta´ au´n sin resolver, incluso en el caso puramente espacial.
Las especifidades de cada uno de los contextos de aplicacio´n son diferentes
y as´ı tambie´n las formas de adaptar el procedimiento. Por lo tanto, a
continuacio´n se presenta una propuesta para encontrar estos estimadores,
derivada del submuestreo de ventana propuesto Heagerty y Lele (1998); estos
autores lo aplican en modelos de regresio´n con datos por a´reas. En este trabajo,
se realiza una adaptacio´n al caso de un dominio continuo espacio tiempo,
usando las vecindades generadas para la prueba de separabilidad.
Ana´logo al caso de la matriz de informacio´n de Fisher, la covarianza asinto´tica
de 휃ˆ esta´ dada por
퐺−1(휃) = 퐻−1(휃)퐽(휃)퐻−1(휃)
por lo cual es indispensable obtener estimadores consistentes tanto de la matriz
퐽(휃) como de la matriz 퐻(휃). Un estimador emp´ırico para 퐻(휃) es la matriz
hessiana evaluada en la estimacio´n, (Varin 2008):
퐻ˆ(푉 ) =
1
푀
∑
푤푖,푗,푡,푡′∇퐶푆(휃ˆ; 푖, 푗, 푡, 푡′)
con 푀 =
∑
푤푖,푗,푡,푡′ ; en ambos casos los sub´ındices varian como en la funcio´n
de verosimilitud compuesta.
Para obtener un estimador consistente de 퐽 se requiere dividir la regio´n de
estudio en subregiones que generen grupos independientes. As´ı, el estimador
para la matriz 퐽ˆ(푉 ) es
퐽ˆ(푉 ) =
1
푘푙
푘∑
푝=1
푙∑
푞=1
∣픸푝푞∣퐶푆(휃ˆ, 푣푖,푗,푡,푡′ ∈ 픸푝푞)퐶푆(휃ˆ, 푣푖,푗,푡,푡′ ∈ 픸푝푞)′
donde 픸푝푞 son las mismas vecindades espacio-tiempo generadas para la prueba
de separabilidad, buscando de nuevo garantizar independencia entre cada uno
de estos subconjuntos con el fin de obtener una estimacio´n consistente de la
varianza de 휃ˆ. En total se cuenta con 푘푙 vecindades que corresponden a 푘
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Cressie-Huang, ejemplo 1.2, n=32, T=24
Me´todo 휎2 푎 푏
CL 1.076251 1.285458 0.9522214
ML 1.188304 1.240938 1.154308
Cuadro 2.1. El vector de para´metros utilizado para la simulacio´n es
(휎2, 푎, 푏) = (1, 1, 1)
vecindades espaciales y a 푙 saltos en el tiempo, definidos como en la seccio´n
2.4. ∣픸푝푞∣ es la cantidad de datos en la vecindad 픸푝푞.
Seleccio´n del modelo
Con base en la estimacio´n propuesta para las matrices 퐻(푉 ) 퐽(푉 ), se cuenta
con un criterio de informacio´n ana´logo al criterio de Akaike para el me´todo de
verosimilitud compuesta; este criterio se conoce como 퐶퐿퐼퐶 y fue propuesto
por Varin y Vidoni (2005); su expresio´n se deduce de la sustitucio´n de la
desigualdad de Kullback Leibler para la funcio´n 퐶퐿, ecuacio´n 2.27, en la
deduccio´n del 퐴퐼퐶. El 퐶퐿퐼퐶 selecciona el modelo que maximiza 2.29
퐶퐿퐼퐶 = 퐶퐿(휃ˆ;푉 )− 푡푟((퐽ˆ(푉 ))퐻ˆ−1(푉 )) (2.29)
donde la penalizacio´n a la dimensio´n del vector de para´metros esta dada por
푡푟((퐽ˆ(푉 ))퐻ˆ−1(푉 )).
Simulacio´n
En esta seccio´n se muestran los resultados de las estimaciones obtenidas por los
me´todos 퐶퐿 y 푀퐿, para los para´metros de diferentes modelos de covarianza
espacio–temporal. Los conjuntos de datos fueron simulados bajo diferentes
estructuras de covarianza; los resultados se muestran en los cuadros 2.1 a 2.4.
Se presenta la comparacio´n con respecto al me´todo de ma´xima verosimilitud,
mostrando que en general, los resultados son buenos y la ganancia en tiempo
computacional usando el me´todo 퐶퐿 es notoria.
2.7. VEROSIMILITUD COMPUESTA 퐶퐿 55
Gneiting, ejemplo 1.3, 푛 = 22, 푇 = 25
Me´todo 휎2 훼 훽 훾
CL 0.962215 0.552541 0.925684 0.415635
ML 1.0990818 0.32878771 0.7640853 0.285698
Cuadro 2.2. El vector de para´metros utilizado para la simulacio´n es
(휎2, 훼, 훽, 훾) = (1, 0.4, 0.8, 0.3)
Gneiting, ejemplo 1.4, 푛 = 22, 푇 = 25, 푣 = 3/2
Metodo 휎2 훼 훽 훾
CL 0.9892912 0.4998704 0.4185021 0.965236
ML 1.020539 0.935085 0.4204162 1.107658
Cuadro 2.3. El vector de para´metros utilizado para la simulacio´n es
(휎2, 훼, 훽, 훾) = (1, 1, 0.5, 1)
Iaco-Cesare, seccio´n 1.3.3, 푛 = 14, 푇 = 73
Metodo 휎2 훼 훽 훾
CL 1.1673761 1.395961 1.045612 1.821788
ML 1.2746612 1.299662 1.244916 1.928317
Cuadro 2.4. El vector de para´metros utilizado para la simulacio´n es
(휎2, 훼, 훽, 훾) = (1, 1, 1, 2)
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CAP´ITULO 3
Aplicacio´n PM10 Bogota´
3.1. Modelamiento espacio temporal del PM10 en
Bogota´
En esta seccio´n se muestra una aplicacio´n de la metodolog´ıa para el
modelamiento geoestad´ıstico (espacio-tiempo), con estructuras de covarianza
no separables. El problema a abordar es la distribucio´n del material particulado
(PM) en la ciudad de Bogota´, el cual es un componente importante de la
contaminacion del aire; sus caracter´ısticas f´ısico-qu´ımicas y sus efectos sobre
la salud humana, hacen que su monitoreo y control sean prioritarios. Este
material esta´ compuesto por part´ıculas l´ıquidas o so´lidas que provienen de
procesos como la erosio´n, las erupciones volca´nicas y los incendios, as´ı como
del uso de combustibles fo´siles en la industria y el transporte, entre otros.
Una de las caracter´ısticas f´ısicas ma´s importantes de este material, es el
dia´metro por part´ıcula, puesto que parte de e´l puede ingresar al tracto
respiratorio y producir dan˜os en los tejidos y o´rganos que lo conforman o servir
como veh´ıculo para bacterias y virus. Las part´ıculas PM10 son aquellas cuyo
taman˜o es menor o igual a 10 micras; varios estudios han mostrado evidencia
de que estas part´ıculas esta´n asociadas con la mortalidad y morbilidad de la
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poblacio´n. (Benavides 2003)
La secretar´ıa distrital de ambiente actualmente opera la red de monitoreo
de calidad del aire de Bogota´ (RMCAB), la cual cuenta con 14 estaciones
ubicadas en puntos estrate´gicos de la ciudad que monitorean cada hora,
las concentraciones de material particulado (PM10,PM2.5, PST), de gases
contaminantes (SO2, NO2, CO, O3) y los para´metros meteorolo´gicos de
precipitaciones, vientos, temperatura, radiacio´n solar y humedad relativa.
Su objetivo es obtener, procesar y divulgar informacio´n de la calidad del
aire, de forma confiable y clara, para evaluar el cumplimiento de esta´ndares
y como base para la definicio´n de pol´ıticas de control de contaminacio´n,
(Gaita´n et al. 2007).
El cuadro 3.1 resume las caracter´ısticas de los sectores de la ciudad en donde
se encuentran ubicadas las estaciones de la RMCAB.
SECTOR ESTACIO´N CARACTERISTICAS
Norte
U. Bosque, Escuela
Ingenier´ıa
Zona residencial de baja
densidad poblacional y alto
tra´fico vehicular
Nor-occidental
Carrefour calle 80,
Universidad Corpas,
Fontibo´n
Alto tra´fico vehicular y uso
residencial y comercial
Sur
Hospital del Olaya,
Central de Mezclas
Alto tra´fico vehicular, uso
residencial, comercial
Sur-occidente Sony Music, Cazuca´
Zona industrial con alto tra´fico
vehicular y uso residencial
Central
MMA, U. Nacional,
Universidad Santo
Toma´s
Alto tra´fico vehicular y
uso residencial, comercial e
institucional
Centro-occidente Cade-Energ´ıa, Merck
Zona industrial con alto tra´fico
vehicular y uso residencial
Cuadro 3.1. Estaciones Red de Calidad del Aire Bogota´
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3.1.1. Ana´lisis exploratorio
A continuacio´n, se analizan los datos de la red de calidad del aire en la ciudad
de Bogota´, modelando la dependencia espacio-temporal con fines predictivos.
Los datos usados para la ilustracio´n de la metodolog´ıa corresponden a 73 horas
consecutivas desde el 16 de agosto del 2008 a las 6 de la tarde hasta el 18 de
agosto del 2008 a las 11 de la noche. En Bogota´ exist´ıan en ese momento 14
estaciones ambientales, cuya ubicacio´n se muestra en la figura 3.1. 1.
Bosque
Cadenerg
carrefEng
cazuca
Cmezclas
Corpas
EscuelaIng
Fontibon
HOlaya
MercPtar MMA
Santoto
Sony
Unal
Figura 3.1. Red de calidad del aire en la ciudad de Bogota´ - 2008
En la resolucio´n 0601 DE 2006 del ministerio de Ambiente, Vivienda y
Desarrollo Territorial, se establecen entre otros los niveles ma´ximos permisibles
para el PM10: 70휇푔/푚3 promedio anual, y 150휇푔/푚3 en 24 horas; adema´s
1Se toma esta fraccio´n de datos por ser la u´nica franja de la cual se cuenta con informacio´n
en todas las estaciones; existe gran dificultad para tener series largas debido a las continuas
fallas en las estaciones, solo hay 5 o 6 registrando datos simulta´neamente
60 CAPI´TULO 3. APLICACIO´N PM10 BOGOTA´
en el primer para´grafo se hace la aclaracio´n de que estos niveles ma´ximos
disminuira´n a 60휇푔/푚3 en el an˜o 2009 y a 50휇푔/푚3 en el an˜o 2011.
El ana´lisis de este tipo de datos, en general se hace solamente temporal (serie
de tiempo en 푠0) o solamente espacial (distribucio´n espacial en 푡푖) y se compara
a trave´s del tiempo. En este trabajo se evalu´a la necesidad de usar modelos de
covarianza no separables que incluyan la interaccio´n entre estas dos estructuras.
En lo que sigue se lleva a cabo un ana´lisis exploratorio, a trave´s del cual se
evaluan la homocedasticidad y estacionariedad en media del proceso PM10 en
la ciudad de Bogota´.
En la figura 3.2 se evidencia la diferencia entre los comportamientos del
contaminante en los diferentes sectores de la ciudad. Se encuentran valores
at´ıpicos en Suba, pero en general, los valores son muy altos con respecto a
lo que indica la norma; se notan mayores varianzas a medida que las medias
aumentan, indicando la presencia de heterocedasticidad. Esta es confirmada
por la figura 3.3 a., donde se evidencia una fuerte relacio´n entre la media y la
varianza, razo´n por la cual, se lleva a cabo una transformacio´n Box Cox con
휆 = −0.1; los datos transformados ya no muestran dicha relacio´n; figura 3.3,
b..
1 2 3 4 5 6 7 8 9 10 11 12 13 14
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1−>MMA
2−>Cadener
3−>CarrefEng
4−>Cmezclas
5−>EscuelaIng
6−>HOlaya
7−>Sony
8−>Unal
9−>Santoto
10−>MercPtar
11−>Corpas
12−>Fontibon
13−>cazuca
14−>Bosque
Figura 3.2. PM10 Bogota´; 16-18 de agosto de 2008
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Figura 3.3. a. Promedio Vs Desviacio´n Esta´ndar, b. Promedio Vs Desviacio´n
Esta´ndar, datos transformados, c. Dispersio´n 푍−0.1 = 푌 (푠, 푡) d. Dispersio´n 휀ˆ(푠, 푡)
En la figura 3.3 c., se muestra un gra´fico de dispersio´n para las 10푎.푚. con
los datos resultantes de la transformacio´n una ilustracio´n, ya que se observan
las mismas caracter´ısticas en diferentes horas; se puede ver que la media no
es constante; para la estimacio´n de la misma y debido a que la cantidad de
ubicaciones espaciales es pequen˜a (14), se usa un me´todo resistente, como lo es
el pulimiento de medianas, (Emerson & Hoaglin 1983). Se consideran los datos
como una tabla a dos v´ıas, en la cual el factor fila corresponde a la hora de
observacio´n (푡) y el factor columna a la estacio´n ambiental (푠). De esta forma,
si 푌 (푠, 푡) es la variable que resulta de la transformacio´n Box Cox, esta variable
puede ser descompuesta como:
푌 (푠, 푡) = 휇(푠, 푡) + 휀(푠, 푡) (3.1)
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y el modelo usado para la tendencia es
휇(푠, 푡) = 휈 + 훼푡 + 훽푠 (3.2)
donde 휈 es la media global, comu´n a todo el proceso; el efecto fila 훼푡,
corresponde al efecto de la hora 푡 y el efecto columba 훽푠 es el efecto
correspondiente a la estacio´n ambiental ubicada en el lugar 푠; 휀(푠, 푡) son los
errores del modelo. En el gra´fico de Tukey, figura 3.4, se verifica que no es
necesario incluir un te´rmino de interaccio´n entre filas y columnas.
−0.003 −0.002 −0.001 0.000 0.001 0.002 0.003
−
0.
10
−
0.
05
0.
00
0.
05
0.
10
0.
15
Diagnostic Comparison Values
R
es
id
ua
ls
Figura 3.4. Gra´fico de diagno´stico de aditividad
Algunas de las series de tiempo resultantes del pulimiento de medianas
se muestran en la figura 3.5; no muestran tendencia ni comportamientos
estacionales; espacialmente, tampoco hay indicios de que la media no sea
constante, como se ilustra en la figura 3.3 d..
3.1.2. Prueba de separabilidad
Se procede al modelamiento de la estructura de dependencia espacio-temporal
de 휀(푠, 푡). Sin embargo, el primer paso es aplicar la prueba de separabilidad,
seccio´n 2.4, para determinar si se requiere un modelo de covarianza
espacio-temporal no separable.
Para determinar la mı´nima separacio´n espacial a la cual se puede suponer
independencia, se hace uso de los semivariogramas para cada una de las
73 horas consideradas. En general, la dependencia espacial disminuye en las
noches y nuevamente aumenta a medida que el d´ıa avanza. En la figura 3.6 se
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Figura 3.5. Series de tiempo por estacio´n
observa que el alcance pra´ctico de los semivariogramas es a partir de 12000,
asi que se pueden establecer tres regiones en Bogota´: norte, centro y sur, las
cuales constituyen las vecindades espaciales; aunque en algunos casos este
rango pra´ctico es menor, se toma el mayor para garantizar independencia.
En este caso, el proceso se asume isotro´pico, ya que desafortunadamente no
hay suficientes puntos en el espacio que permitan llevar a cabo un ana´lisis
satisfactorio de esta propiedad.
La estimacio´n de los periodogramas suavizados se llevo´ a cabo para un punto
de truncamiento 푟 = 10, y asignando las ponderaciones a trave´s de la funcio´n
de Hanning:
W(푡) =
1
2
[1 + cos(휋푡/푟)] (3.3)
con 푡 = 0, ...푇 − 1; Para garantizar independencia, se incluyen u´nicamente las
coherencias cada 10 frecuencias; estas se muestran en el cuadro 3.2.
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Figura 3.6. Algunos semivariogramas para establecer el alcance espacial
En el gra´fico de medias de las coherencias estimadas, figura 3.7, se ilustra
la ausencia de separabilidad, ya que el valor de la coherencia 푅ˆ풂,풃(휏), cambia
notoriamente de una a otra frecuencia; esto se corrobora a un 95% de confianza
con el ana´lisis de varianza del cuadro 3.3, que muestra que la coherencia cambia
significativamente con la frecuencia, (푅2 = 0.7726). Las series de tiempo mas
correlacionadas se encuentran ubicadas en las estaciones Cazuca y Sony; las
dos se encuentran en zonas con caracter´ısticas muy similares, como se detalla
en el cuadro 3.1. Las coherencias mas bajas se encuentran en la zona central,
entre las estaciones de Santo Tomas y el ministerio del medio ambiente, que
aunque tambie´n se encuentran en zonas de similares caracter´ısticas, no son
zonas con fuerte presencia de sector comercial o industrial, que son dos de los
factores que mas influyen en la presencia de 푃푀10.
3.1. MODELAMIENTO ESPACIO TEMPORAL DEL PM10 EN BOGOTA´ 65
Frecuencia Corpas Vs EscuelaIng. SantoTomas Vs MMA Cazuca Vs Sony
휋/37 0.71 0.41 0.82
11휋/37 0.71 0.42 0.69
21휋/37 0.68 0.35 0.35
31휋/37 0.53 0.30 0.50
41휋/37 0.60 0.12 0.56
51휋/37 0.66 0.32 0.36
61휋/37 0.32 0.24 0.37
71휋/37 0.46 0.28 0.53
Cuadro 3.2. Coherencias (푅ˆ풂,풃(휏)) PM10 Bogota´
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Figura 3.7. Coherencias, (푅ˆ풂,풃(휏))
Separabilidad, anova bajo normalidad
A un 95% de confianza resulta significativa la diferencia de la variable
휙(풂,풃)푖(휏푗) entre frecuencias, indicando que efectivamente se requiere un modelo
no separable para la dependencia espacio–tiempo del 푃푀10 en Bogota´. El
gra´fico de comparacio´n de cuantiles para los residuales se muestra en la figura
3.8; la transformacio´n hecha para 휙(풂,풃)푖(휏푗), ha tenido buenos resultados.
Separabilidad, regresio´n beta
De acuerdo a la seccio´n 2.4, una alternativa es el uso de la regresio´n beta.
Los mejores resultados se obtuvieron usando la funcio´n de enlace loglog, y se
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Fuente de variacio´n Df Sum Sq Mean Sq F value Pr(>F)
Entre ubicaciones 2 0.24 0.12 13.02 0.0006
Entre frecuencias 7 0.20 0.03 3.07 0.0351
Residuals 14 0.13 0.01
Cuadro 3.3. Prueba de separabilidad PM10 Bogota´, 휙ˆ(풂,풃)푖(휏푗), ana´lisis de varianza
bajo supuesto de normalidad
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Figura 3.8. Gra´fico de cuantiles para los residuales de 휙ˆ(풂,풃)푖(휏푗)
encontro´ un Pseudo R-cuadrado de 0.7806, concluye´ndose de nuevo ausencia
de separabilidad. Cuadro 3.4.
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Coeficientes Estimate Std. Error z value 푃푟(> ∣푧∣)
(Intercept) 0.38986 0.15112 2.580 0.009884
휏.2 -0.09931 0.18840 -0.527 0.598106
휏.3 -0.53141 0.18380 -2.891 0.003837
휏.4 -0.54012 0.18376 -2.939 0.003291
휏.5 -0.61526 0.18355 -3.352 0.000802
휏.6 -0.54776 0.18374 -2.981 0.002871
휏.7 -0.91930 0.18373 -5.003 5.63e-07
휏.8 -0.59448 0.18360 -3.238 0.001204
푝.2 -0.74859 0.11081 -6.756 1.42e-11
푝.3 -0.17610 0.11062 -1.592 0.111380
Cuadro 3.4. Prueba de separabilidad PM10 Bogota´, 푅ˆ(풂,풃)푖(휏푗), regresio´n beta
3.1.3. Estimacio´n
Una vez se ha verificado la ausencia de separabilidad, se procede con la
estimacio´n de la funcio´n de covarianza espacio–tiempo, usando el me´todo de
estimacio´n 퐶퐿. El cuadro 3.5 muestra algunos de los modelos estimados, con
sus respectivos criterios de informacio´n 퐶퐿퐼퐶.
El caso Gneiting-Matern, mostrado en el ejemplo 1.4, genera modelos con igual
suavidad en el origen que lejos del origen, segu´n lo sen˜alado en la seccio´n 1.5;
debido a esto no se realiza estimacio´n del para´metros 푣; en su lugar se estima
un caso particular del mismo para cuando 푣 = 1/2; en este caso la funcio´n
queda simplicada segu´n la expresio´n 3.4; se obtiene un 퐶퐿퐼퐶 de 169794.
퐶(∥풉∥, 푢) = 휎
2
(푎푢2훼 + 1)훽
exp
(
− 푐∥풉∥
(푎푢2훼 + 1)훽
)
(3.4)
Se ajustaron 4 clases distintas de modelos de Cressie-Huang (1999), as´ı como
los de Gneiting (2002) presentados en el cuadro 3.6; finalmente, el modelo que
mejor se ajusto´ a los datos de material particulado PM10, segu´n el 퐶퐿퐼퐶, fue´
퐶(∥풉∥, 푢) = 휎
2(푎2푢2 + 1)
((푎2푢2 + 1)2 + 푏2∥풉∥2)3/2 (3.5)
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Comparacio´n de modelos
Para´metros Cressie - Ej. 1 Gneiting Ej. 1.3 Gneiting Ej. 1.4, 푣 = 1/2
a 1.2824 1.9565 1.2568
s.e.(a) 0.1940 0.3652 0.1456
c 0.3695 0.2989 0.3412
s.e.(c) 0.0523 0.1402 0.0174
훼 0.6859 0.7016
s.e.(훼) 0.0468 0.0985
훽 0.5942 0.5241
s.e.(훽) 0.0384 0.0829
훾 0.5124
s.e.(훾) 0.0193
휎2 0.0042 0.0040 0.0036
s.e.(휎2) 1.83× 10−4 2.00× 10−4 1.92× 10−4
퐶퐿퐼퐶 165841 152523 169794
Cuadro 3.5. Desempen˜o de algunos modelos de covarianza espacio tiempo para PM10
en Bogota´. Para´metros estimados, errores esta´ndar y criterio de informacio´n
con un 퐶퐿퐼퐶 igual a 150835. La gra´fica de suavidad de este modelo presenta
buenas caracter´ısticas, por lo cual se utilizara´ como base para algunas
predicciones de intere´s.
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Para´metros a b 휎2
Estimaciones 1.11256345 0.49526378 0.00354982
s.e. 0.09894236 0.032519432 1.76× 10−4
Cuadro 3.6. Modelo Cressie-Huang (1999) ; Ejemplo 4
a. b.
Cuadro 3.7. Prediccio´n PM10 Bogota´ 2008 6 p.m.
a. Kriging de la variable PM10 b. Varianzas estimadas del error prediccio´n 6
p.m.
Prediccio´n
Por u´ltimo, se examinan los mapas de prediccio´n para algunas horas. Los
datos fueron corregidos por el sesgo generado por la transformacio´n Box Cox,
utilizando la expansio´n de Taylor de segundo orden, kriging transgaussiano,
(Schabenberger & Gotway 2005).
En las figuras 3.7 a. y b. se muestra el mapa de prediccio´n del PM10 a las 6
p.m. con sus respectivas varianzas. A esta hora en Suba se alcanzan niveles
que superan los 200휇푔/푚3, estos empiezan a descender a las 7 p.m. pero se
recuperan al amanecer.
En la figura 3.8 se muestra la prediccio´n espacial entre las 7 p.m. y las 2
a.m.. Se puede ver en los gra´ficos por hora, que los niveles de 푃푀10 estan
siendo superados principalmente en las zonas de alto flujo vehicular y de
actividad industrial y comercial. Las zonas mas afectadas son Suba, Puente
Aranda y Fontibo´n; En la noche, en general bajan los niveles en toda la ciudad,
pero los ma´ximos se desplazan hacia la zona industrial de Fontibo´n y Puente
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a. b.
c. d.
e. f.
g. h.
Cuadro 3.8. Prediccio´n PM10 Bogota´ 2008 7 p.m. - 2 a.m.
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Aranda. Entre las horas de alto y bajo tra´fico vehicular la diferencia entre
concentraciones de PM10 puede variar hasta en 150휇푔/푚3.
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CAP´ITULO 4
Conclusiones y recomendaciones
Con el gran desarrollo que ha tenido recientemente la geoestad´ıstica
espacio temporal, han surgido nuevas familias de funciones de covarianza,
partiendo de metodolog´ıas muy diversas; sin embargo, a pesar de que
todas ellas cumplan el requisito de ser definidas positivas, no todas
representan la realidad del feno´meno particular de estudio. Por lo tanto,
es necesario analizar otras caracter´ısticas que pueda tener el proceso de
intere´s, tales como su suavidad, antes de determinar cual modelo puede
representar bien esta realidad.
Un gra´fico ideal de suavidad es aquel que muestra una superficie
ascendente en vecindades de 0 pero que en el momento del alcance
espacio–tiempo coincida con el momento de mayor suavidad. En general,
en las funciones de covarianza de Cressie-Huang (1999), de Iaco, 1.14
y varios casos de Gneiting ejemplo 1.3, las funciones muestran ser mas
suaves lejos del origen de lo que lo son en el origen, mientras que en
las funciones de Gneiting-Matern la mayor´ıa de las combinaciones de
para´metros llevan a funciones que son tan suaves en el origen como lejos
de e´ste; solo presentan comportamientos adecuados de suavidad para
valores de los para´metros de suavizamiento 훼 ≃ 0.5 y 훼 ≃ 1, as´ı como
para 푣 ≃ 0.5 푣 ≃ 1.5; lo mismo ocurre con las funciones basadas en la
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supervivencia de Dagum. Es necesario hacer este ana´lisis para cada uno
de los modelos propuestos antes de pasar a la etapa de prediccio´n.
Es necesario decidir formalmente entre el uso de modelos separables y no
separables; la prueba de Fuentes (2006), con las adaptaciones presentadas
en este trabajo, permite hacerlo y genera un proceso sencillo de analizar
y aplicar. El tiempo de ca´lculo es en general menor que el utilizado por
el me´todo de ma´xima verosimilitud.
El me´todo de estimacio´n de verosimilitud compuesta presenta un buen
desempen˜o tanto en la estimacio´n de para´metros simulados como en el
caso del material particulado en Bogota´.
Es necesario establecer los umbrales hasta donde se incluyen los datos,
para aplicar la versio´n ponderada del me´todo 퐶퐿 pues en casos en los
cuales la serie de tiempo es muy larga la cantidad de datos es excesiva y
no aporta informacio´n nueva al proceso de estimacio´n.
La cantidad de para´metros a estimar en general es pequen˜a con respecto
a la cantidad total de datos, cuando se usa el me´todo 퐶퐿.
Las llamadas en este trabajo vecindades espacio tiempo son requeridas
para garantizar independencia en diferentes contextos de aplicacio´n. Su
construccio´n se basa en elementos ba´sicos de estad´ıstica espacial y series
de tiempo; su implementacio´n final son operaciones de ana´lisis espacial
y muestreos sistema´ticos.
Los procesos espacio–tiempo son dif´ıciles de visualizar por su dimensio´n.
Por esta razo´n, siempre se requiere analizar los procesos espaciales y
temporales en forma marginal, para obtener mayor comprensio´n del
feno´meno, y maneras objetivas de asignar para´metros necesarios para
el posterior modelamiento conjunto.
Es necesario analizar los temas abordados en esta tesis para funciones de
covarianza no estacionarias, as´ı como para el caso donde no se supone
una distribucio´n normal multivariada.
La configuracio´n espacial de los puntos de muestreo, as´ı como la
frecuencia temporal, son la base de los resultados del ana´lisis; por lo tanto
es necesario utilizar disen˜os de muestreo espacio-tiempo que optimicen
la estimacio´n de para´metros o la prediccio´n.
APE´NDICE A
Ape´ndices
A.1. Funciones de ponderacio´n
A continuacio´n se presentan algunas de las funciones de ponderacio´n que
pueden ser usadas para obtener un estimador suavizado de la densidad
espectral, con sus respectivas gra´ficas. (Wei 1990).
Gaussiana
W(푢) = 푒푢
2/2휎2 (A.1)
Rectangular
W(푢) =
{
1, si ∣푢∣ ≤ 푟
0 en otro caso
(A.2)
Triangular (Bartlett)
W(푢) =
{
1− ∣푢∣/푟, si ∣푢∣ ≤ 푟,
0 si ∣푢∣ > 푟 (A.3)
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Haining
W(푢) =
{
1
2
[1 + cos(휋푢/푟)], si ∣푢∣ ≤ 푟
0 si ∣푢∣ > 푟 (A.4)
Hamming
W(푢) =
{
27
50
+ 23
50
[cos(휋푢/푟)], si ∣푢∣ ≤ 푟
0 si ∣푢∣ > 푟 (A.5)
Blackman y Tukey
W(푢) =
{
21
50
+ 1
2
[cos(휋푢/푟)] + 2
25
[cos(2휋푢/푟)], si ∣푢∣ ≤ 푟
0 si ∣푢∣ > 푟 (A.6)
La transformada inversa de Fourier deW() es conocida como kernel o ventana
espectral, 풲(). Cualquiera de los dos procesos generan el mismo efecto
sobre la serie de 푔ˆ푎; esto es, dar mayores ponderaciones a las ordenadas
que corresponden a frecuencias mas cercanas a 푤 y menores ponderaciones
a las mas alejadas, es decir, la ponderacio´n es inversamente proporcional a la
distancia de cada frecuencia a 푤. La funcio´n 풲() depende de la frecuencia
푤푟 = 2휋푟/푛, posee las siguientes propiedades:
푟 →∞, 푟/푇 → 0 cuando 푇 →∞
풲(푤) =풲(−푤), ∀푘∑
∣푤∣≤푟풲(푤) = 1∑
∣푤∣≤푟풲2(푤)→ 0, cuando 푛→∞
푟 es el punto de truncamiento.
A.2. FUNCIONES DE BESSEL 77
0 40 80
0.
00
0.
05
0.
10
0.
15
0.
20
Index
G
AU
SS
IA
N
0 40 80
0.
06
0.
08
0.
10
0.
12
0.
14
Index
R
EC
TA
N
G
LE
0 40 80
0.
00
0.
05
0.
10
0.
15
Index
TR
IA
N
G
LE
0 40 80
0.
00
0.
05
0.
10
0.
15
Index
H
AN
N
IN
G
0 40 80
0.
05
0.
10
0.
15
Index
H
AM
M
IN
G
0 40 80
0.
00
0.
05
0.
10
0.
15
Index
BL
AC
KM
AN
Figura A.1. Funciones de ponderacio´n
A.2. Funciones de Bessel
Una ecuacio´n diferencial muy importante en matema´ticas aplicadas y que en
este trabajo se usa en algunas funciones de covarianza es la ecuacio´n diferencial
de Bessel, (Bowman 1958):
푥2푦′′ + 푥푦′ + (푥2 − 푣2)푦 = 0
para la cual una solucio´n esta dada por la llamada funcio´n de Bessel de primera
clase de orden 푣:
퐽푣(푥) = 푥
푣
∞∑
푚=0
(−1)푚푥2푚
22푚+푣푚!Γ(푚+ 푣 + 1)
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La funcio´n
퐼푣(푥) = 푖
푣퐽푣(푖푥) =
∞∑
푚=0
푥2푚+푣
22푚+푣푚!Γ(푚+ 푣 + 1)
es conocida como la funcio´n de Bessel modificada de la primera clase de orden
푣 y corresponde a la solucio´n de la ecuacio´n diferencial
푥2푦′′ + 푥푦′ − (푥2 + 푣2)푦 = 0 (A.7)
퐼푣(푥) es real para todo 푥 ∈ ℝ y para todo 푣 ∈ ℝ.
Otra solucio´n de la ecuacio´n diferencial A.7 esta dada por la funcio´n de Bessel
modificada de la tercera clase de orden 푣.
풦푣(푥) = 휋
2푠푒푛(푣휋)
[퐼−푣(푥)− 퐼푣(푥)]
A.3. Formas fundamentales y curvaturas
La primera forma fundamental permite medir longitudes de curvas y a´ngulos
entre dos curvas en un punto sobre una superficie, adema´s de a´reas sobre la
superficie.
Sea Σ(푢, 푣) una superficie parametrizada y Σ(푢(푡), 푣(푡)) una curva regular sobre
dicha superficie, cuya longitud de arco esta´ dada por la integral
푠(푡) =
∫ 푡
푡0
√
Σ′(휍)푑휍 (A.8)
donde
Σ′(푡) = Σ푢
푑푢
푑푡
+ Σ푣
푑푣
푑푡
(A.9)
Primera forma fundamental
La primera forma fundamental es una cantidad siempre positiva dada por el
cuadrado de la longitud de arco, expresio´n A.8:
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푰 =
(
푑푠
푑푡
)2
= 퐸
(
푑푢
푑푡
)2
+ 2퐹
푑푢
푑푡
푑푣
푑푡
+퐺
(
푑푣
푑푡
)2
(A.10)
donde
퐸 = Σ푣 ⋅ Σ푢, 퐹 = Σ푢 ⋅ Σ푣, 퐺 = Σ푣 ⋅ Σ푣
Adema´s,
∥Σ푢 × Σ푣∥ = 퐸퐺− 퐹 2 (A.11)
lo cual garantiza que 퐸퐺− 퐹 2 > 0
Segunda forma fundamental
Con la segunda forma fundamental se busca medir la desviacio´n de la superficie
de su plano tangente, en una vecindad del punto de tangencia.
El vector normal a la superficie en cada punto esta´ dado por
풏 = Σ푢 × Σ푣 (A.12)
y
풏 =
풏
∥풏∥ (A.13)
Usando polinomios de Taylor para aproximar Σ(푢, 푣) alrededor de
(푢, 푣) = (0, 0), esto es, desplazando el vector (푢, 푣) al origen, la segunda forma
fundamental esta´ dada por:
푰푰 = Σ(푢, 푣) = Σ(0, 0)+푢Σ푢+푣Σ푣+
1
2
(푢2Σ푢푢+2푢푣Σ푢푣+푣
2Σ푣푣)+ . . . (A.14)
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푰푰 = 퐿푢2 + 2푀푢푣 +푁푣2 (A.15)
donde 퐿, 푀 y 푁 son los coeficientes de la segunda forma fundamental y
corresponden a:
퐿 = Σ푢푢 ⋅ 풏, 푀 = Σ푢푣 ⋅ 풏, 푁 = Σ푣푣 ⋅ 풏
Curvatura normal
La curvatura se puede interpretar como la ra´zo´n de cambio de direccio´n de cada
curva sobre la superficie; por lo tanto es el cociente entre entre la segunda y
las dos primeras formas fundamentales:
푘푛 =
푰푰
푰
Curvaturas gaussiana y media
La ma´xima curvatura normal 푘1 y la mı´nima curvatura normal 푘2, en
direcciones ortogonales, son llamadas las curvaturas principales para un punto
푝. Las curvaturas gaussiana 퐾 y media 퐻 pueden ser expresadas en te´rminos
de las curvaturas principales, as´ı:
퐾 = 푘1푘2 y 퐻 =
1
2
(푘1 + 푘2)
La curvatura media y gaussiana esta´n relacionadas con la primera y segunda
forma fundamentales de acuerdo a las siguientes equivalencias, lo cual hace
mas sencillo el ca´lculo de las medidas de suavidad, de la seccio´n 1.5.
퐻 =
퐸푁 + 퐿퐺− 2푀퐹
2(퐸퐺− 퐹 2) (A.16)
퐾 =
퐿푁 −푀2
퐸퐺− 퐹 2 (A.17)
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