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We consider the structure of positive radial solutions of
u + u−α − u−β = 0 in BR , u = 0 on ∂BR ,
where BR is a ball in RN with radius R . When 0 < α < β < 1, we show that there exists
R∗ > 0 such that when R > R∗, the Dirichlet problem has exactly two radial solutions;
when R = R∗, the solution is unique and there is no solution for R < R∗. When 0 < β <
α < 1, we show that for any R > 0, the radial solution exists and is unique.
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1. Introduction and examples
We consider the following semilinear elliptic partial differential equations with singular nonlinearity
u + (λu−α − u−β)= 0, u > 0 in B1, u = 0 on ∂B1, (1)
where 0<α,β < 1 and B1 ⊂ RN is the unit ball centered at the origin.
Singular elliptic equations of this type arise in many interesting applications such as the steady states of thin ﬁlms,
chemical heterogeneous catalysts, non-Newtonian ﬂuids. For example, the thin ﬁlm dynamics can be modeled by:
ut = −∇ ·
(
f (u)∇u)− ∇ · (g(u)∇u). (2)
The air liquid interface is represented by the graph of the function z = u(x, t). The coeﬃcient f (u) is used to model the
surface tension. It is degenerate at 0, i.e., f (0) = 0 and f (u) > 0 if u > 0. The coeﬃcient g(u) models the additional forces
such as gravity. If a thin ﬁlm is hanging from a ﬂat surface in the presence of gravity, it is typical to choose f (u) = u3,
g(u) = u3. We refer the readers to [1,2,10,11] and the review articles [13,16] for more information on the modeling of thin
liquid ﬁlms. Similar elliptic problems involving singular nonlinearity have also appeared in modeling of MEMS, see [8,17]
and references therein.
We shall consider the van der Waals interactions g(u) = um − cul with m < 0, l < 0 and c  0 and |m| > |l| [16]. The
steady state of (2) satisﬁes:
f (u)∇u + g(u)∇u = C
where C is a constant vector. Assuming C = 0, we have
u + 1
m − 2u
m−2 − c
l − 2u
l−2 = C
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v = vm−2 − c(|m| + 2)
(3−l)/(3−m)
|l| + 2 v
l−2,
which is in the form of the equation
v = v−β − λv−α.
As usual, we may replace the parameter λ by the radius of the ball domain. Eq. (1) is equivalent to
u + (u−α − u−β)= 0, u > 0 in BR , u = 0 on ∂BR , (3)
where BR is a ball in RN with radius R .
Due to the presence of the singular terms in the equation, (3) does not have solutions in C2(B¯ R). However, it is possible
to study this problem in the weak sense.
Deﬁnition 1. u ∈ H10(Ω) is a weak solution if u satisﬁes the following equality∫
Ω
[∇u · ∇φ − u−αφ + u−βφ]dx = 0, φ ∈ H10(Ω).
We cannot say nontrivial solutions of correspond to nontrivial critical points of the following functional on H10(Ω):
H(u) = 1
2
∫
Ω
|∇u|2 dx− 1
1− α
∫
Ω
u1−α dx+ 1
1− β
∫
Ω
u1−β dx,
which is again due to the presence of singularity. We shall address this issue elsewhere.
However, it is possible to show that u ∈ C2(BR) ∩ C(B¯ R) which will be referred to as a classical solution [7]. Several
authors have studied the existence and regularity of the solutions to elliptic problem with singular nonlinearity of the form:
Lu = −
n∑
i, j=1
∂
∂xi
(
aij(x)
∂
∂x j
)
= g(x,u), x ∈ Ω, u(x) = 0, x ∈ ∂Ω, (4)
where Ω is a bounded region in Rn , n 3. g(x, t) is singular in the sense that it is only deﬁned for t > 0 and g(x, t) → ∞ as
t → 0+ . In [7], the authors treated such problem by means of the associated nonlinear eigenvalue problem. For the special
case g(x, t) = t−α with α > 1, they were able to show that u ∈ C2/(α+1)(Ω¯).
When g(x,u) = k(x)u−α , Gomes [9] studied the existence in C1(Ω¯) and uniqueness via the equivalent integral equa-
tion
u(x) =
∫
Ω
G(x, s)k(s)
[
u(s)
]−α
ds
where G(x, s) is the associated Green’s function for the Dirichlet problem. In particular, a condition that guarantees
the existence and uniqueness of a solution in C1(Ω¯) is: There is some 0  τ < 1 such that [d(x)]τ−αk(x) ∈ L∞(Ω),
where d(x) denotes the distance from x to ∂Ω . When k(x) is a constant, this condition clearly indicates that 0 
α < 1.
This problem has also been studied via critical points theory. In [19], the author considered the case when L(u) is the
regular Laplace operator and g(x,u) = p(x)u−γ + λ f (u), 0 < γ < 1. He obtained some existence and multiplicity results.
However, no exact multiplicity results were obtained.
The purpose of this paper is to study the radial solutions to the problem. In general, the radial symmetry of solutions
to such elliptic problem with singular nonlinearity cannot be guaranteed. The nonlinearity involving singular terms does
not satisfy the well-known conditions by Gidas, Ni and Nirenberg. However, there are several results improving theirs. For
example, Cortázar, Elgueta and Felmer [5] studied a similar problem with non-Lipschitz nonlinearity
u + up − uq = 0, u  0 in RN
where 0< q < 1< p < (N + 2)/(N − 2) and N  3. They showed that u must be radial about some point if {x: u(x) > 0} is
connected. A similar problem has also been studied in [4]. In both cases, the non-Lipschitzian nonlinearity is nonincreasing
near u = 0, which makes it possible to apply the maximum principle.
The multiplicity of radial solutions of similar singular elliptic problems with f (u) = up − u−β has studied by several
authors. The case p = 1 appeared in [3]. Ouyang et al. [15] studied the case 0 < p < 1. They obtained the multiplicity
results. p > 1 was studied in [6]. Due to the singular and convex-concave nature of the nonlinearity, the analysis of (3) is
more challenging. An illustration of f (u) is given in Fig. 1 for 0<α < β < 1.
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The main results of our paper are formulated as follows.
Theorem 1. Let 0<α < β < 1. There exists R∗ > 0 such that
1. (3) has exactly two radial solutions for R > R∗;
2. (3) has one radial solution for R = R∗;
3. (3) has no radial solution for R < R∗ .
Theorem 2. Let 0< β < α < 1. Then for any R > 0, (3) has a unique radial solution.
The proof of our results relies on the shooting method. We regard u as a function of r = |x| and denote u′ = ∂ru. We
then study the initial value problem
u′′ + N − 1
r
u′ + f (u) = 0, u > 0, r ∈ (0, T (p)); u(0) = p > 0, u′(0) = 0 (5)
where f (u) = u−α − u−β .
Let u(r, p) be the solution to the above initial value problem deﬁned on a maximal interval [0, T (p)) where T (p) is
referred to as the time-map.
Deﬁnition 2. The time-map corresponding to the above initial value problem is the following function T : T (p) := sup{r > 0:
u(s, p) > 0, ∀s ∈ [0, r)}; with its domain given by D(T ) := {p > 0: ∃R0 > 0, limr→R−0 u(r, p) = 0}.
T (p) = +∞ if u(r, p) > 0 for all r  0. For simplicity, we shall write the solution just as u(r) where it does not cause
ambiguity. It is useful to deﬁne the following energy function
E(r) = 1
2
u′(r)2 + F (u(r))
where
F (u) =
u∫
0
f (s)ds = u
1−α
1− α −
u1−β
1− β .
A differentiation yields
dE(r)
dr
= −N − 1
r
u′(r)2,
implying that E is nonincreasing. Moreover, a simple argument will show that E(r) is strictly decreasing if u ≡ 1. We shall
also note the following behavior of F (u):
• α < β: F (u) < 0 for 0< u < p0; F (u) > 0 for u > p0;
• α > β: F (u) > 0 for 0< u < p0; F (u) < 0 for u > p0
where p0 = ( 1−α1−β )1/(β−α) > 1.
We organize our paper as follows. We prove Theorem 1 in Section 2. In Section 3, we prove Theorem 2.
2. Proof of Theorem 1 for 0< α < β < 1
We devote this section to the proof of Theorem 1.
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In this subsection we give some properties of the radial solution u(r).
Lemma 3. Let u(r) be a solution of (5), then u(r)max(p, p0).
Proof. If p < 1, then f (p) < 0 and u achieves a local minimum at r = 0. We claim that u(r) < p0 for all r > 0. Suppose this
fails and there is an r1 > 0 such that u(r1) = p0, then
E(r1) = 1
2
u′(r1)2 + F (p0) = 1
2
u′(r1)2  0.
But E(0) = F (p) < 0. This contradicts the fact that E(r) is strictly decreasing.
If p > 1, then f (p) > 0 and u(0) is a local maximum. We claim u(r) < p for all r > 0. Suppose otherwise there exists
r2 > 0 such that u(r2) = p, then
E(r2) = 1
2
u′(r2)2 + F (p) = E(0).
Again contradicting the fact E is decreasing. 
Lemma 4. If 0< p  p0 , then T (p) = ∞.
Proof. For 0 < p  p0, E(0) = F (p)  0 and therefore E(r)  0 for all 0  r < T (p). Thus there exists δ > 0 such that
E(r)  −δ for all r ∈ [δ, T (p)). Suppose that T (p) < +∞, we may choose some sequence {rn} → T (r, p) with u(rn) → 0,
then lim inf E(rn)  0 which is impossible. So limr→T (p) u(r) exists and is positive. Then the solution can be continued
beyond T and hence T (p) = +∞. 
Lemma 5. For any p > p∗ > p0 , T (p) < ∞.
The proof of the lemma above is very similar to Lemma 2.1 of [15]. We omit it here.
Lemma 6. Let p > p0 and T (p) < +∞, then u′(r) < 0 for all r ∈ (0, T (p)).
Proof. Since p > p0 > 1, u′′(0) < 0, hence u′(r) < 0 in some neighborhood [0, δ). If there is no r0 ∈ (0, T (p)) such that
u′(r0) = 0, it is clear that u′(r) < 0 for 0< r < T (p).
If u′(r0) = 0 and u′(r) < 0 for 0 < r < r0, then u′′(r0) 0. Then at r = r0, f (u(r)) 0. It follows that E(r0) = F (u(r0)) <
0(u(r0) < 1). But E(T (p)) = 12u′(T (p))2 + F (0) 0 which contradicts the fact that E is monotonically decreasing. 
Lemma 7. Let p2 > p1 > (
1+β
1+α )
β−α and u1(r), u2(r) be the corresponding solutions. Then u2(r) > u1(r) for r ∈ [0, r0) where r0 > 0
satisﬁes u1(r0) > (
1+β
1+α )
β−α .
Proof. We show that ( u2u1 )
′ > 0 for r ∈ [0, r0) where r0 is the value such that u1(r0) = ( 1+β1+α )β−α .
It is clear that
lim
r→0+
u′2
u′1
= lim
r→0+
u−β2 − u−α2
u−β1 − u−α1
= p
−β
2 − p−α2
p−β1 − p−α1
<
p2
p1
since p2 > p1 > (
1+β
1+α )
β−α . Hence (u2/u1)′ > 0 for r suﬃciently close to zero.
Suppose that there exists r¯ ∈ (0, r0) such that(
u2
u1
)′
> 0, r ∈ (0, r¯);
(
u2
u1
)′
= 0 at r = r¯. (6)
Now by direct calculation, using the fact that (u2/u1)′ = 0 at r = r¯, we ﬁnd that(
u2
u1
)′′
= 1
u21
[
u2
(
u−α1 − u−β1
)− u1(u−α2 − u−β2 )],
at r = r¯.
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u−α1 − u−β1
u1
>
u−α2 − u−β2
u2
.
Hence(
u2
u1
)′′
> 0, r = r¯,
which clearly contradicts (6). 
The solution of (5) is of class C1 and not of class C2. In fact, the solution belongs to a certain Hölder function class C1,m .
The following lemma gives the asymptotic behavior of the solution at T (p) and shows the regularity of the solutions. The
proof of it is similar to that of [15]. For completeness sake, we include it for the readers.
Lemma 8. Suppose u is a solution to (5) with R = T (p) < ∞ and such that u′(R) = 0, then
limr→R u(r)(R − r)−m = A;
limr→R u′(r)(R − r)1−m = −A;
limr→R u′′(r)(R − r)2−m = Am(m − 1)
where m = 21+β and A = [ 1m(m−1) ]1/(1+β) .
Proof. Since u(r) → 0 and ur(r) → 0 as r → R− , it is clear that uβu′′(r) → 1 when r → R− . We consider v(r) = [u(r)]1/m
with m = 2/(1+ β). It’s easy to verify that v(r) satisﬁes
mvv ′′ +m(m − 1)(v ′)2 + (N − 1)m
r
vv ′ + v 2(β−α)1+β − 1 = 0. (7)
Since limr→R− uβu′′(r) = limr→R− mv(r)v ′′(r) + m(m − 1)v ′(r)2 = 1 and v(r) → 0 as r → R− . It follows from (7) that
limr→R− vv ′ = 0. Let A(r) = vv ′ which is then clearly in C0[0, R].
In what follows we prove the limit of v ′(r) at R exists and is negative. We ﬁrst assert that limsupr→R− v ′(r) < 0. In view
of the fact that v ′(r) < 0 for r < R , it is clear that limsupr→R− v ′(r) 0. We may then assume that limsupr→R− v ′(r) = 0.
We claim that in this case lim infr→R− v ′(r) = 0, thus limr→R− v ′(r) = 0. Suppose otherwise, then we may ﬁnd an increasing
sequence {ri} → R− such that v ′(r2k+1) → 0, v ′′(r2k+1) = 0, v ′(r2k) → c, v ′′(r2k) = 0 for some negative number c. This
clearly violates the fact that limr→R− mv(r)v ′′(r) +m(m − 1)v ′(r)2 = 1. Thus limr→R− v ′ < 0, hence
lim
r→R−
A′(r) = lim
r→R−
[
vv ′′ + v ′2]= 1
m
,
which indicates that A(r) is in fact in C1[0, R] with A′(R) = 1m .
Let M = supr0rR |v ′(r)|, we apply Schwarz inequality to get
R∫
r0
∣∣A(r)∣∣dr =
R∫
r0
∣∣v(r)v ′(r)∣∣dr

( R∫
r0
v(r)2 dr
) 1
2
( R∫
r0
v ′(r)2 dr
) 1
2

( R∫
r0
M2(1− r)2 dr
) 1
2
( R∫
r0
M2 dr
) 1
2
 1
3
M2(R − r0)2.
Here r0 is a number close to R such that |A(r)| 12m (1− r) for r ∈ [r0, R].
On the other hand,
∫ R
r0
|A(r)|ds  14m (R − r0)2. This yields a contradiction since M → 0 as r0 → R . We have proved the
assertion that limsupr→R− v ′(r) < 0. Let k := limsupr→R− v ′(r). For r suﬃciently close to R , we have
u′(r) =m[v(r)]m−1v ′(r) < kmum−1m .
2
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u1/m(r)−k/2(R − r).
Or equivalently, u(r) (−k/2)m(R − r)m .
Similarly, we conclude lim infr→R− v ′(r) = k and thus limr→R− v ′(r) = k for some k < 0. By L’Hopital’s rule, we may then
conclude that limr→R u(r)(R − r)−m = A, where m = 21+β and A = [ 1m(m−1) ]1/(1+β) . 
Lemma 9. Suppose that u is a solution to (5) with R = T (p) < ∞ and such that u′(R) < 0. Then as r → R, u(r) = O (R − r),
u′(r) = O (1), u′′(r) = O ((R − r)−β).
Proof. The proof in this case is elementary and we omit it here. 
2.2. Multiplicity of solutions
The proof of our results relies on the characterization of the shape of the time-map. We shall study the domain of the
time-map; the limit of the time-map function at the boundary points of the domain; the monotonicity of the time-map.
We begin with the following estimate of T (p).
Lemma 10. T (p) p√
2(F (p)−F (1)) . In particular, T (p) T (p
∗) where p∗ satisﬁes 2F (p∗)− 2F (1)− p∗ f (p∗) = 0. Furthermore, it is
also clear from this estimate that T (p) → +∞ as p → +∞.
Proof. Applying E(r) E(0) and F (u) F (1), we have 12u′2  F (p) − F (u) F (p)− F (1). Hence,
p = −
T (p)∫
0
u′(r, p)dr (8)

T (p)∫
0
√
2
(
F (p)− F (1))dr (9)
=
√
2
(
F (p)− F (1))T (p). (10)
Thus T (p) p√
2(F (p)−F (1)) , which has a minimum at p
∗ where p∗ satisﬁes 2F (p∗)− 2F (1) − p∗ f (p∗) = 0, or equivalently
1+ α
1− α p
1−α + 1+ β
1− β p
1−β = 2
1− α −
2
1− β . 
The function T (p) is determined implicitly by the equation
u
(
T (p), p
)= 0. (11)
Differentiating (11) with respect to p, we obtain the following equations for the derivatives of T (p):
ur
(
T (p), p
)
T ′(p) + up
(
T (p), p
)= 0, (12)
and
urr
(
T (p), p
)
T ′(p)2 + 2upr
(
T (p), p
)
T ′(p)+ ur
(
T (p), p
)
T ′′(p)+ upp
(
T (p), p
)= 0. (13)
If we write h(r, p) = up(r, p), z(r, p) = upp(r, p), v(r, p) = ur(r, p), then Eqs. (12) and (13) are equivalent to
v
(
T (p), p
)
T ′(p)+ h(T (p), p)= 0, (14)
and
vr
(
T (p), p
)
T ′(p)2 + 2hr
(
T (p), p
)
T ′(p) + v(T (p), p)T ′′(p)+ z(T (p), p)= 0. (15)
Moreover, h(r, p), z(r, p) and v(r, p) satisfy the following equations respectively(
rN−1h′
)′ + rN−1 f ′(u)h = 0, h(0, p) = 1, h′(0, p) = 0, (16)(
rN−1z′
)′ + rN−1 f ′(u)z + rN−1 f ′′(u)h2 = 0, z(0, p) = 0, z′(0, p) = 0, (17)(
rN−1v ′
)′ + rN−1( f ′(u)− N − 1
2
)
v = 0, v(0, p) = 0, v ′(0, p) = − f (p) . (18)r N
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Theorem 11. h(r, p) has exactly one zero in (0, T (p)).
We introduce the following function which also appeared in [12]:
I(u,) = −( + 2) f (u)+  f ′(u)u,
where  > 0. A straightforward calculation yields the following lemma.
Lemma 12. For each p > 1 there is a  = (p) > 0 such that
I(u,) > 0 for 0< u < p
and
I(u,) < 0 for u > p.
In fact,
(p) = 2(p
−α − p−β)
(−α − 1)p−α + (β + 1)p−β .
We shall also need the following Sturm Comparison Principle from [12].
Lemma 13. Let Y1 and Y2 be nontrivial solutions of
Y ′′1 +
N − 1
r
Y ′1 + g1(r)Y1 = 0,
Y ′′2 +
N − 1
r
Y ′2 + g2(r)Y2 = 0,
on some interval (τ1, τ2) ⊂ (0,∞), where g1(r) g2(r) are continuous on (τ1, τ2) and g1 ≡ g2 . If either
(a) τ1 > 0 and Y1(τ1) = Y2(τ1) = 0, or
(b) τ1 = 0, Y1 , Y2 are continuous at τ1 and Y ′1(0) = Y ′2(0) = Y1(τ2) = 0,
then Y2 has at least one zero in (τ1, τ2). We also call that Y1 oscillates slower than Y2 .
With the help of this lemma, we may prove the following
Lemma 14. h(r, p) has at least one zero in (0, T (p)).
Proof. We introduce the following auxiliary function
Φ(r) = ru′(r)+ u(r).
A straightforward calculation yields the following equation satisﬁed by Φ(r)
Φ ′′ +
N − 1
r
Φ ′ + f ′(u)Φ = I(u,), (19)
which can be rewritten as
Φ ′′ +
N − 1
r
Φ ′ +
[
f ′(u)− I(u,)
Φ
]
Φ = 0, (20)
in any interval such that Φ(r) = 0.
Now we suppose that h(r, p) never vanishes in (0, T (p)). Then h > 0 in (0, T (p)). For any p > 0 with T (p) < ∞, we let
(p) be the value in Lemma 12. Then I(u,) > 0 for 0< u < p.
Comparing Eqs. (20) and (16) and applying the Comparison Lemma, we arrive at the conclusion that Φ oscillates slower
than h as long as Φ > 0. However, Φ(0) = p > 0 and Φ(T (p)) < 0, so Φ must have at least one zero in (0, T (p)), thus
h must have at least one zero in (0, T (p)). 
Finally, we apply another version of Sturm Comparison Lemma from [14] to prove that h has at most one zero in
(0, T (p)).
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Lv2(r)  0, v2(t)  0 and L(v2) ≡ 0. Then v1 has at most one zero in [a,b]. Moreover, if v ′1(a) = 0 or p(a) = 0, then v1 doesn’t
have any zero in [a,b].
Lemma 16. h(r, p) has at most one zero in (0, T (p)).
Proof. Since T (p) < ∞ indicates that p > p0 > 1 where p0 > 1 is deﬁned as before. Since ur < 0, there exists τ ∈ (0, T (p))
such that u(τ ) = 1. We show that h(r, p) cannot have a zero in [0, τ ). To apply the Comparison Principle, we shall consider
the following operator
Lv = (rN−1vr)r + rN−1 f ′(u)v.
It’s easy to check
L f (u) = rN−1 f ′′(u)u2r .
Since f (u) 0 for r ∈ [0, τ ] and f ′′(u) > 0 for r ∈ [0, τ ]. By the Comparison Lemma, h has no zero n [0, τ ].
We shall show that h has at most one zero in (τ , T (p)). To that aim, we let v2 = rur(r), it follows that Lv2(r) =
−rN−1 f (u) > 0 since f (u) < 0 for 0< u < 1. Then for any  > 0, v2 < 0 and Lv2 > 0 on (τ , T (p) − ]. By the Comparison
Lemma again, we arrives at the conclusion that h(r, p) has at most one zero in (τ , T (p) − ]. Since  is arbitrary, we
conclude that h has at most one zero in (τ , T (p)). 
Theorem 11 is a direct result from Lemmas 14 and 16.
Lemma 17. If T ′(p) = 0, then T ′′(p) > 0.
To prove this lemma, we ﬁrst note that if T ′(p) = 0, Eqs. (14) and (15) imply
h
(
T (p), p
)= 0
and
T ′′(p) = − z(T (p), p)
v(T (p), p)
.
We shall also make use of the technique in [14] to prove the following lemma.
Lemma 18. There exists k > 0 and r0 ∈ (0, T (p)) such that
kh(r, p)−v(r, p) for r ∈ (0, r0), and
kh(r, p)−v(r, p) for r ∈ (r0, T (p)).
Proof. Based on the nonlinear term f (u) = u−α −u−β , there exists a unique r0 ∈ (0, T (p)) such that f ′′(u) 0 for r ∈ (0, r0)
and f ′′(u) 0 for r ∈ (r0, T (p)).
We put ω(r) := h(r, p) + v(r, p). Then ω(0) = 1 and ω(T (p)) < 0, thus ω has at least one zero in (0, T (p)). In fact, we
will show that the zeros of ω is unique. By Theorem 11, this zero can only lie in (0, θ) where θ ∈ (0, T (p)) is the only zero
of h(r, p). Moreover, h(r, p) > 0 on (0, θ). By Eqs. (16) and (18), ω satisﬁes(
rN−1ω′
)′ + rN−1 f ′(u)ω = (N − 1)rN−3v < 0 (21)
for all r ∈ (0, T (p)). Thus, from Eq. (16) and the equation above, we have(
rN−1h′
)′
ω − (rN−1ω′)′h = −(N − 1)rN−3hv > 0,
for r ∈ (0, θ). Suppose that ω has the last two zeros 0 < θ1 < θ2 < θ . Then by integrating the above equation over (θ1, θ2),
we have
θN−11 w
′(θ1)h(θ1)− θN−12 w ′(θ2)h(θ2) = −(N − 1)
θ2∫
θ1
rN−3h(r, p)v(r, p)dr > 0.
However, it is clearly true that
θN−1w ′(θ1)h(θ1)− θN−1w ′(θ2)h(θ2) < 0.1 2
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can prove this lemma. 
We are now in position to prove Lemma 17.
Proof of Lemma 17. It follows directly from Eqs. (16) and (17) that(
rN−1h′
)′
z − (rN−1z′)′h = rN−1 f ′′(u)h3. (22)
Integrating this equation over (0, T (p)), we obtain
[
rN−1
(
h′z − z′h)]T (p)0 =
T (p)∫
0
rN−1 f ′′(u)h3 dr.
Thus
z
(
T (p), p
)= 1
T (p)N−1h′(T (p))
T (p)∫
0
rN−1 f ′′(u)h3 dr.
By Lemma 2.4 in [14], we have
T (p)∫
0
rN−1 f ′′(u)v(r, p)2h(r, p)dr > 0.
Thus
0<
r0∫
0
rN−1 f ′′(u)v(r, p)2h(r, p)dr +
T (p)∫
r0
rN−1 f ′′(u)v(r, p)2h(r, p)dr (23)
< k2
T (p)∫
0
rN−1 f ′′
(
u(r, p)
)
h(r, p)3 dr. (24)
In view of Theorem 11 and the fact that if T ′(p) = 0, h(T (p)) = 0, we conclude that h′(T (p)) > 0. Thus
Z
(
T (p), p
)
> 0.
It follows from T ′′(p) = − z(T (p),p)v(T (p),p) > 0. This ends the proof of Lemma 17. 
The result of Theorem 1 then follows directly from Lemmas 10, 17.
3. Proof of Theorem 2 for 1> α > β > 0
In this section, we prove the uniqueness of the radial solution for the case 1>α > β > 0.
Lemma 19. If p  p0 , then T (p) = ∞.
Proof. The proof is almost the same as in the proof of Lemma 4. 
Lemma 20. limp→0+ T (p) = 0.
Proof. Let 0< p < 1, then f (u) p−α − p−β for r ∈ [0, T (p)] since 0 u(r) p on this interval. Then integrating(−rN−1u′)′ = f (u)rN−1  (p−α − p−β)rN−1
yields
−u′  (p
−α − p−β)r
.
N
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u(r) p − (p
−α − p−β)r2
2N
.
Thus u(r) < 0 if r >
√
2Np
p−α−p−β . It follows that T (p) <
√
2Np
p−α−p−β , so T (p) → 0 as p → 0. 
Lemma 21. limp→1− T (p) = ∞.
The uniqueness result in this section follows from the following result regarding the uniqueness of non-autonomous
ordinary differential equations.
Theorem 22. (See Theorem 2 in [18].) Suppose that along an orbit σt(p) of
u′′ + ϕ(u,u′, t)= 0, 0< t < R, u′(0) = u(R) = 0, (25)
the following condition v2 + uϕ(u, v, t) > 0 where v = u′ , and uvφϕt < 0 and φ > 0, ϕt > 0 in (0, R). Here φ = ϕ − uϕu − vϕv .
Then the boundary value problem has locally unique solution. Moreover, if the domain of the time-map T : D(T ) → R+ is connected,
then the problem has a unique global solution.
Theorem 23. There is at most one positive solution with u′(R) < 0 to the problem (3) if 1>α > β > 0.
Proof. The fact that D(T ) is connected follows from a similar argument as in the proof of Theorem 3 in [18]. It then follows
that D(T ) ⊂ (0,1).
We shall verify the conditions in the above theorem with ϕ(u, v, t) = N−1r v + u−α − u−β . For 0 < p < 1, we note that
0 u  p. Thus φ = ϕ − uϕu − vϕv = (1+α)u−α − (1+ β)u−β > 0 and ϕr = −(N − 1)r−2u′ > 0 since u′ < 0 in (0, T (p)). It
then follows that uvφϕt < 0.
Now we verify v2 + uϕ(u, v, t) > 0. To this aim, we let
Ψ (r) = v2 + uϕ(u, v, t).
Notice that
Ψ (0) = v(0)2 + u(0)ϕ(u(0), v(0),0)= p[−(N − 1) p−α − p−β
N
+ p−α − p−β
]
> 0
for 0< p < 1. Here we’ve applied the L’Hopital’s rule to calculate limr→0 N−1r v .
On the other hand,
Ψ ′(r) = 2vv ′ + u′ϕ + u(ϕu v − ϕvϕ + ϕr) (26)
= 2v(−ϕ)+ u′ϕ + uϕu v − uϕvϕ + uϕr (27)
= −v[ f (u)− u f ′(u)]− N − 1
r2
uv (28)
> 0 (29)
since v < 0 and f (u)− u f ′(u) > 0 for u ∈ [0, p] with p ∈ (0,1). 
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