Abstract. We demonstrate an efficient method for computing a Gröbner basis of a zero-dimensional ideal describing the key-recovery problem from a single plaintext/ciphertext pair for the full AES-128. This Gröbner basis is relative to a degree-lexicographical order. We investigate whether the existence of this Gröbner basis has any security implications for the AES.
Introduction
Gröbner bases are standard representations of polynomial ideals that possess several useful properties: -given a Gröbner basis of an ideal I ⊂ R, we can efficiently decide whether a polynomial f ∈ R lies in I -for suitable term orders (e.g. lexicographical orders), the variety of the ideal can be efficiently computed; this yields solutions for the polynomial system induced by the ideal. Usually, the Gröbner basis of a set of polynomials is computed using either a variant of Buchberger's algorithm [3] or using Faugere's F 4 [10] or F 5 [11] algorithm. These algorithms involve polynomials reductions which are costly. In general the time and the space complexity of these algorithms is difficult to predict. For polynomials in a large number of variables, these algorithms quickly become infeasible.
Rijndael, the block cipher that has been selected as the Advanced Encryption Standard (AES) in 2001, has become the industry-wide standard block cipher by now. Its design, the wide-trail strategy, is considered state of the art. However, Rijndael has from the beginning been critized for its mathematical simplicity and rich algebraic structure [15, 13, 8] . On the other hand this criticism has not yet substantiated into an attack; quite to the contrary, claims of an algebraic attack using XSL [8] have recently been debunked [6] .
For the Rijndael block cipher, two algebraic representations in the form of multivariate polynomial systems of equations have been proposed so far. Courtois and Pieprzyk have demonstrated how to obtain overdefined systems of quadratic equations over GF (2) , while Murphy and Robshaw have constructed an embedding for the AES called Big Encryption System (BES) for which a system of overdefined quadratic equations over GF (2 8 ) exists [16] .
A representation considering the output of the S-Box as a polynomial expression of the input over GF (2 8 ) has thus far been neglected because the polynomials in this case are of relatively high degree. Using this representation we can describe the key recovery problem for the AES cipher with a key length of 128 bits as a system of 200 polynomial equations of degree 254 and 152 linear equations. In this paper we will show that by choosing an appropriate term order and by applying linear operations only, we can generate a Gröbner basis for AES-128 from this system without a single polynomial reduction.
The structure of this paper is as follows: in Section 2 we establish the notation used in this paper, in Section 3 we explain how to construct the Gröbner basis for Rijndael, in Section 4 we study the cryptanalytic importance of our result. Finally we summarize the impact of our result in Section 5 and conclude.
Notation
We assume the reader to be familiar with the description of AES as given in [17] . In the following we restrict ourselves to AES-128, i.e. Rijndael with a block and key size of 128 bits.
We will deviate from the standard representation by using a column vector instead of a matrix for the internal state and the round keys. The elements in the column vector are identified with the elements of the matrix in a column-wise fashion by the following map:
Furthermore we define the 16 × 16 matrix P to be the permutation matrix that achieves the exchange of elements in the column vector that is equivalent to transposing the state matrix. The field F is the finite field GF (2 8 ) as defined for Rijndael. The polynomial ring R is defined as
Construction of the Gröbner Basis
In this section we will explain how to construct a degree lexicographical Gröbner basis describing the AES key recovery problem step by step. To accomplish this task we will first give a very minimal introduction to Gröbner bases; just enough to follow this paper. We kindly refer the inclined reader to [9] and [2] for a more gentle introduction to the topic.
Gröbner Bases
Some confusion regularly arises out of the expressions term and monomial. One school calls a product of variables a term and the product of said term and a coefficient a monomial; notably this is done in [2] . The other camp, e.g. the authors of [9] , uses term and monomial in an interchanged fashion. We adopt the conventions of [2] .
For a given ideal there usually exists more than one Gröbner basis. These are relative to a so called term order, which we shall now define: Definition 1 (Term order). A term order ≤ is a linear order on the set of terms T (R) such that 1. 1 ≤ t for all terms t ∈ T (R) 2. for all terms s, t 1 , t 2 ∈ T (R) whenever t 1 ≤ t 2 then st 1 ≤ st 2 The maximum element of the set of terms of a polynomial p under a fixed term order ≤ shall be referred to as the head term of p, short HT(p).
We will now introduce two useful and widely used term orders. First, however, we define two technicalities: For a term t = v
we define the exponent vector of t to be (t) = (e 1 , e 2 , . . . , e k ) ∈ N k 0 . The total degree of the term t then is deg
Example 1 (lexicographical term order). For terms s, t we define s < lex t iff there exists an i with 1 ≤ i ≤ k such that the first i − 1 components of (s) and (t) are equal but the ith component of (s) is smaller than the ith component of (t).
Example 2 (degree lexicographical term order). For terms s, t we define s < dlex t iff either deg(s) < deg(t) or if deg(s) = deg(t) and s < lex t. Remark 1. Note that there is more than one lexicographical order and more than one degree lexicographical term order. Different orderings on the variables induce different term orders!
The formal definition of a Gröbner basis does not give much insight about how to construct one:
Definition 2 (Gröbner basis). Let I be an ideal of R. A set of polynomials {g 1 , . . . , g m } ⊂ I is a Gröbner basis if the following holds:
The first Buchberger criterion [4] is a basic test that is used in most implementations of Buchberger's algorithm to avoid "useless" polynomial reductions. The following theorem follows almost instantaneously from this criterion and gives an important hint how a Gröbner basis can be attained without knowing anything about polynomial reductions. Theorem 1. Let G be a set of polynomials and H = {HT (f ) : f ∈ G}. If all elements in H are pairwise prime, then G is a Gröbner basis.
Proof. See [5] .
A zero-dimensional ideal is an ideal that has a finite number of solutions over the closure of the field. It usually is advantageous to have this property for Gröbner basis computations. By using Corollary 6.56 of [2] we can determine whether an ideal I is zero-dimensional. Below we state a reduced version of this corollary:
Then the following assertions are equivalent: -dim(I) = 0 -There exists a term order ≤ such that for each 1 ≤ i ≤ n there is g i ∈ I with HT(g i ) = x ν i i for some 0 ≤ ν i ∈ N.
The S-Box
The S-Box used in Rijndael can be interpolated as a sparse polynomial over F :
whilst the interpolation polynomial of the inverse S-Box
is dense. This polynomial is given in Appendix A.
The Linear Transformation
The linear transformation of AES consists of two operations, ShiftRows and MixColumns. We can perform the linear transform by multiplying the state column vector with a 16 × 16-matrix D from the left. In the following, we calculate D; however at the start of each round we apply the transposition matrix P since it makes expressing the operations as matrices easier. At the end we multiply with the matrix P to undo the initial transposition. A matrix that shifts the elements of a 1 × 4 row vector cyclically by an offset t is of the following form:
where ∆ i,j is the Kronecker delta. The ShiftRows operation is equivalent to multiplying by the matrix D SR :
The MixColumns operation is applied to each row of the internal state. We use the matrix D MC to transform the column vector equivalently:
where ⊗ denotes the tensor product. Concatenation of the two operations in the diffusion layer is achieved by multiplying the above matrices, yielding the matrix D:
The diffusion layer of the last round is missing the MixColumns transformation; it will be described by the matrixD:
This enables us to obtain the following vectorial representation of a system of 16 polynomial equations that holds for rounds 1 ≤ j ≤ 9 of the cipher:
. . .
For the last round we need to take the simplified diffusion layer and the final key addition into account:
. . . Choosing any degree lexicographical term order, either a term x 254 i,j or a term k 254 i,j occurs as head term of each polynomial. We take note that none of the head terms is a power of a plaintext nor of a ciphertext variable. Moreover all of the head terms are pairwise prime. The variable order chosen will influence whether the head term is a power of a key variable or of an intermediate state variable.
The Key Schedule
In order to obtain a Gröbner basis of both the cipher and the key scheduling polynomials, we need to set up the key scheduling in a slightly different way. Usually, the key scheduling expresses the elements of the round subkey of round 1 ≤ j ≤ 10 as a vector of polynomials in the key variables of the previous round as follows:
where the γ 0 , . . . , γ 9 are the round constants. To make all head terms pairwise prime (see also Section 3.5 on the term order chosen), we we have to proceed in reverse order:
Choosing a Suitable Variable Order
The plaintext and ciphertext polynomials simply are of the form
Let A be the union of the left-hand side of equations (9), (10) and (12) The degree lexicographical term order with the above variable order will be in the following be referred to as < A . By Theorem 1, the set of polynomials A is a Gröbner basis relative to this term order! Moreover, checking Lemma 1 we verify that this ideal is zero-dimensional.
Exploiting the Gröbner Basis
In the previous section we have shown how to obtain a zero-dimensional Gröbner basis A for AES-128. In this section we explore the cryptanalytic impact of this finding. To this end, we investigate the complexity of a Gröbner basis conversion algorithm, find an invariant under the elimination of variables and explain why the naïve way of applying the ideal membership test does not work for guessing parts of the round key.
Complexity of Gröbner Basis Conversions
An obvious question is whether the Gröbner basis we have computed in the previous section can be efficiently converted to a different, more suitable order, i.e. a lexicographical order or an elimination order [1] .
Two algorithms and variations of them are known for performing Gröbner basis conversions, the FGLM algorithm [12] and the Gröbner Walk [7] . While the FGLM algorithm as described in [12] only works for zero-dimensional ideals, the Gröbner Walk naturally also works for ideals of positive dimension. Since we have established that A is zerodimensional, we are in a position to use FGLM and give an estimate for its time complexity below.
An important characteristic of the ideal is the vector space dimension of the residue class ring obtained when factoring the polynomial ring R by the ideal I:
Then the F -space dimension of the ideal I ⊂ R shall be denoted by dim(R/I).
From Lemma 6.51 and Proposition 6.52 in [2] it is straightforward to deduce the following lemma: Lemma 2. Let ≤ be a term order on T (R) and G a Gröbner basis of I w.r.t. ≤. Then dim(R/I) = # {t ∈ T (R) : s t for all s ∈ HT(I)} = # {t ∈ T (R) : s t for all s ∈ HT(G)} Applying the lemma to a Gröbner basis with univariate head terms yields the following corollary: Corollary 1. Let G = {g 1 , . . . , g n } be a Gröbner basis for the ideal I ⊂ F [x 1 , . . . , x n ] with head terms x
This result is sufficient to give a bound on the complexity of the Gröbner basis conversion using FGLM. The following theorem is a slightly rephrased version of Theorem 5.1 in [12] : Theorem 2. Let F be a finite field and R = F [x 1 , . . . , x n ] . Furthermore G 1 ⊂ R is the Gröbner basis relative to a term order < 1 of an ideal I, and D = dim(R/I). We can then convert G 1 into a Gröbner basis G 2 relative to a term order < 2 in O(nD 3 ) field operations.
From Corollary 1 we conclude that the vector space dimension of the ideal generated by the Gröbner basis A is way too big for the FGLM algorithm be useful for cryptanalytic purposes in this case:
For the Gröbner Walk, the running time strongly depends on the source and the target term order. It is an open problem to give bounds on the time and space complexity for this algorithm. The only bounds known are local bounds, namely for adjacent term orders, due to Kalkbrener [14] .
Elimination of Variables
In this section we establish that the dimension of the vector space of the ideal remains invariant when eliminating certain variables. We first prove the following more general statement: Proposition 1. Let I be a zero-dimensional ideal of R := F [x 1 , . . . , x n ], I an ideal of R := R [x n+1 ] and I = I ∩ R . Then dim R/I = dim R /I iff there exists a polynomial g ∈ R such that x n+1 + g ∈ I.
Proof. W.l.o.g. we fix a lexicographical term ordering such that x n+1 is the greatest variable. Let RT(I) and RT(I ) be defined as follows:
RT(I) = {t ∈ T (R) : s t for all s ∈ HT(I)} RT(I ) = t ∈ T (R ) : s t for all s ∈ HT(I ) ⊂ RT(I) By Lemma 2, dim K (R/I) = #RT(I) holds. Thus it is sufficient to prove that #RT(I) = #RT(I ). Since x n+1 t for t ∈ T (R ), the equality RT(I) = RT(I ) holds iff x n+1 ∈ HT(I), i.e. exists a g ∈ R for which x n+1 + g ∈ I.
Corollary 2. For the set of polynomials A the dimension dim(R/I) is invariant under the elimination of all variables except the round key variables k i,0 with 0 ≤ i ≤ 15 and k i,j with 0 ≤ i ≤ 3, 1 ≤ j ≤ 9.
Proof. By induction using Proposition 1.
So even eliminating a significant amount of variables does not reduce the complexity of converting the Gröbner basis to a term order suitable for key recovery.
Taking the Field Equations into Account
Let R = F [x 1 , . . . , x n ] be a polynomial ring over finite field F = GF (2 m ) with q = 2 m elements. For every element τ ∈ F the relation τ q = τ holds; the equations
are commonly called field equations. The set of roots of each of these equations is the set of all elements of the field F . By adjoining the set of all field polynomials F -the left-hand side of Equation 16 -to the set of polynomials A, we eliminate all points of the variety that only exist in the closure but not in the ground field. The resulting set does not form a Gröbner basis, however.
What we have to do is to compute the intersection of two varieties; this is usually achieved by computing the Gröbner basis of the sum of the corresponding ideals. We have a set of polynomials A, describing AES which is a Gröbner basis relative to the order < A , and a second set of polynomials F, which also forms a Gröbner basis relative to the same order. It is however unclear how to exploit the Gröbner basis property of the input.
Testing Keys
Gröbner bases were invented to solve the ideal membership problem. So why are we not able to simply test whether a linear polynomial of the form
-with C being a key variable guess -lies in the ideal? After all, this would allow us to determine the key piecementally by guessing each byte.
Several problems present themselves here. First of all, the polynomial system has solutions over the closure of the ground field, which means that we have to test for a polynomial
instead, where the C j denote candidate values for the key variable and p is a product of irreducible non-linear polynomials. Moreover the dimension of the ideal again plays an important role here: it is an upper bound on the number of solutions of the corresponding polynomial system in the closure of the field. Hence the degree of g is expected to be very large.
Implications
As far as the authors are aware at the time of writing this paper, the existence of the above Gröbner basis has no security implications for AES. We conjecture that methods similar to the one presented in this paper can be used to produce total-degree Gröbner bases for many other iterated block ciphers -however we like to point out that because of the high algebraic structure of Rijndael, it makes for an excellent example.
Conclusion
We have demonstrated that by choosing a particular variable order, degree lexicographical Gröbner bases for AES-128 can be constructed without polynomial reductions. We have analyzed the implications of this finding and have shown that several obvious approaches do not translate into a successful cryptanalysis. It is an open problem whether the results contained in this paper can be leveraged into an attack. 
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