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Abstract
This work is about a formulation of abelian gauge theories out-of-equilibrium. In con-
trast to thermal equilibrium, systems out-of-equilibrium are not constant in time, and the
interesting questions in such systems refer to time evolution problems. After a short in-
troduction to quantum electrodynamics (Qed), the two-particle irreducible (2Pi) eﬀective
action is introduced as an essential technique for the study of quantum ﬁeld theories out-
of-equilibrium. The equations of motion (Eoms) for the propagators of the theory are then
derived from it. It follows a discussion of the physical degrees of freedom (Dofs) of the
theory, in particular with respect to the photons, since in covariant formulations of gauge
theories unphysical Dofs are necessarily contained.
After that the Eoms for the photon propagator are examined more closely. It turns out
that they are structurally complicated, and a reformulation of the equations is presented
which for the untruncated theory leads to an essential structural simpliﬁcation of the Eoms.
After providing the initial conditions which are necessary in order to solve the Eoms, the
free photon Eoms are solved with the help of the reformulated equations. It turns out that
the solutions diverge in time, i. e. they are secular. This is a manifestation of the fact that
gauge theories contain unphysical Dofs. It is reasoned that these secularities exist only in
the free case and are therefore “artiﬁcial”. It is however emphasized that they may not be a
problem in principle, but certainly are in practice, in particular for the numerical solution
of the Eoms. Further, the origin of the secularities, for which there exists an illustrative
explanation, is discussed in more detail.
Another characteristic feature of 2Pi formulations of gauge theories is the fact that
quantities calculated from approximations of the 2Pi eﬀective action, which are gauge
invariant in the exact theory as well as in an approximated theory at each perturbative
order, are not gauge invariant in general. A closely related phenomenon is the fact that
the Ward identities, which are relations between correlation functions of diﬀerent order,
are not in general applicable to correlation functions which are calculated from the 2Pi
eﬀective action. As an example the photon self-energy is presented, which is transverse in
the exact theory as well as perturbatively at each order, but not if it is calculated starting
from the 2Pi eﬀective action. It is shown that both these phenomena are caused by the
complex resummation implemented by the 2Pi eﬀective action.
Finally, a concrete approximation of the 2Pi eﬀective action is presented, and the self-
energies are derived from it in a form which is suitable for the practical implementation on
a computer. Some results are shown which have been obtained by the numerical solution
of the 2Pi Eoms.
Zusammenfassung
In dieser Arbeit geht es um eine Formulierung von abelschen Eichtheorien im Ungleich-
gewicht. Im Gegensatz zum thermischen Gleichgewicht sind Systeme im Ungleichgewicht in
der Zeit veränderlich, und die interessanten Fragestellungen in solchen Systemen beziehen
sich auf Zeitentwicklungsprobleme. Nach einer kurzen Einführung in die Quantenelektrody-
namik (Qed) wird als wesentliche Technik zum Studium von Quantenfeldtheorien im Un-
gleichgewicht die Zwei-Teilchen-irreduzible (2Pi) eﬀektive Wirkung eingeführt. Aus dieser
werden die Bewegungsgleichungen für die Propagatoren der Theorie abgeleitet. Es folgt
eine Diskussion der physikalischen Freiheitsgrade der Theorie, insbesondere im Hinblick auf
die Photonen, denn in kovarianten Formulierungen von Eichtheorien sind notwendigerweise
unphysikalische Freiheitsgrade enthalten.
Daran anschließend werden die Bewegungsgleichungen für den Photon-Propagator näher
untersucht. Es stellt sich heraus, dass sie strukturell kompliziert sind, und es wird eine
Umformulierung der Gleichungen präsentiert, die für die ungenäherte Theorie zu einer
wesentlichen strukturellen Vereinfachung der Bewegungsgleichungen führt. Nach Angabe
der zur Lösung der Bewegungsgleichungen benötigten Anfangsbedingungen werden die
freien Photon-Bewegungsgleichungen mit Hilfe der umformulierten Gleichungen gelöst. Es
zeigt sich, dass die Lösungen mit der Zeit divergieren, d. h. sie sind sekulär. Tatsächlich
stellt sich das als Manifestation der Tatsache heraus, dass Eichtheorien unphysikalische
Freiheitsgrade enthalten. Es werden Gründe dafür angegeben, dass diese Sekularitäten
überhaupt nur im freien Fall existieren und damit “künstlich” sind. Es wird jedoch betont,
dass, auch wenn sie kein prinzipielles, so doch sicherlich ein praktisches Problem darstellen,
insbesondere für die numerische Lösung der Bewegungsgleichungen. Weiterhin wird auf den
Ursprung der Sekularitäten eingegangen, für den es eine anschauliche Erklärung gibt.
Ein weiteres charakteristisches Merkmal von 2Pi-Formulierungen von Eichtheorien ist
die Tatsache, dass aus Näherungen der 2Pi-eﬀektiven Wirkung berechnete Größen, die
sowohl in der exakten Theorie als auch in in einer genäherten Theorie perturbativ in jeder
Ordnung eichinvariant sind, i. A. nicht eichinvariant sind. Ein eng verwandtes Phänomen
ist die Tatsache, dass die Ward-Identitäten, die Relationen zwischen Korrelationsfunktio-
nen unterschiedlicher Ordnung darstellen, i. A. nicht auf aus der 2Pi-eﬀektiven Wirkung
berechnete Korrelationsfunktionen anwendbar sind. Als Beispiel wird die Photon-Selbst-
energie angegeben, die sowohl in der exakten Theorie als auch perturbativ in jeder Ordnung
transversal ist, jedoch nicht, wenn sie ausgehend von der 2Pi-eﬀektiven Wirkung berechnet
wird. Es wird gezeigt, dass diese beiden Phänomene durch die komplexe Resummierung
verursacht werden, die die 2Pi-eﬀektive Wirkung implementiert.
Schließlich wird eine konkrete Näherung der 2Pi-eﬀektiven Wirkung präsentiert, und
es werden die Selbstenergien aus ihr in einer Form abgeleitet, die für die praktische Im-
plementierung auf einem Computer benötigt wird. Es werden einige Resultate gezeigt, die
durch die numerische Lösung der 2Pi-Bewegungsgleichungen gewonnen wurden.
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Notation and Conventions
Here we gather the notation and conventions used throughout this work unless stated
otherwise.
Units
We use natural units in which ~ = c = kB = 1. It follows in particular that mass, energy,
momentum and temperature all have the same dimension, [m] = [E] = [p] = [T ], while
time has the inverse dimension of a mass, [t] = 1/[m], and actions are dimensionless,
[S] = 1.
We use the fermion massm(f) as the only unit. We can then turn dimensionful quantities
into dimensionless quantities by multiplying with powers of the mass, e. g. pˆ = p/m(f),
tˆ = m(f) t, etc.
Vectors
We use two types of vectors: Lorentz vectors, by which we mean vectors transforming
under the Lorentz group SO(3, 1) (and which we also sometimes call “four-vectors”); and
spatial vectors, by which we mean vectors transforming under the rotation group SO(3).
Lorentz vectors are usually denoted by small Latin letters, like v, while spatial vectors are
denoted by small boldface letters, like v. In particular, we then have v = (v0,v). We will
often use the same symbol for a four-vector and for the modulus of a spatial vector, i. e.
v = |v|. Since we mostly use spatial vectors, there will be no risk of confusion.
Metric
We will exclusively make use of the Minkowski metric (gµν) in this work, which we deﬁne
as
(gµν) = diag(1,−1,−1,−1) = (gµν) ,
where (gµν) is the inverse Minkowski metric.
The metric can be used to deﬁne a scalar product. For two four-vectors v, w, we deﬁne
v · w = gµνvµwν = v0w0 − v ·w = v0w0 − δijviwj.
Correspondingly, for two four-covectors α, β, we employ the inverse metric to deﬁne
α · β = gµναµβν .
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Since we always assume the Minkowski metric to be given, there is usually no need to
discriminate between vectors and covectors since the metric can always be used to map
one to the other.
Further note that we have
4 = gµνg
µν = 1 + gijg
ij = 1 + δijδ
ij ,
so that δijδij = 3.
Integrals
For integrals, we deﬁne:
∫
x
=
∫
d4x ,
∫
p
=
∫ d4p
(2π)4
,
∫
p
=
∫ d3p
(2π)3
,
∫
|p|
=
1
(2π)2
∫ ∞
0
d|p||p|2 ,
so that ∫
p
f(|p|) =
∫
|p|
f(|p|)
for an isotropic function f , i. e. for a function which depends only on |p|.
Fourier Transformation
We deﬁne the (complete) Fourier transform of a function f as
(Ff)(p) =
∫
d4x f(x) ei p·x .
Correspondingly, the (complete) inverse Fourier transform is given by:
(F−1f)(x) =
∫ d4p
(2π)4
f(p) e− i p·x ,
so that F−1Ff = f , or F−1F = id. In order not to clutter the notation, we will usually
use the same symbol for a function f and its Fourier transform Ff .
Changing from position space to momentum space then leads to the replacement rule
∂µ → − i pµ .
We will also often need the partial Fourier transform of a function f with respect to
space,
f(x0;p) =
∫
d3x f(x0,x) e− i p·x .
For an arbitrary spatially homogeneous two-point function C, we then have
C(x, y) = C(x0, y0;x− y) =
∫ d3p
(2π)3
C(x0, y0;p) eip·x ,
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so that it will be convenient to work with its partial Fourier transform C(x0, y0;p). Chang-
ing from position space to time–spatial-momentum space then leads to the replacement
rules
∂xµ → δ0µ
∂
∂x0
− i δiµpi , ∂yµ → δ0µ
∂
∂y0
+ i δiµpi .
If we are only interested in the partially Fourier transformed quantity, we will then also
often use the notation (t, t′) = (x0, y0), so that it reads C(t, t′;p).
Symbols
The following table collects various other symbols used throughout this work.
Symbol Explanation
µ, ν, . . . Lorentz (spacetime) indices (denoted by Greek letters)
i, j, . . . spatial indices (denoted by Latin letters)
:= the left-hand side is deﬁned to be equal to the right-hand side
∂µ = ∂xµ = ∂/∂xµ partial derivative
 = gµν∂µ∂ν d’Alembertian
[·, ·] commutator; [f, g] = f g − g f
{·, ·} anticommutator; {f, g} = f g + g f
1 the unity matrix (where the number of dimensions can be
inferred from the context)
γµ gamma matrix; {γµ, γν} = 2gµν
z∗ complex conjugate of a complex number z
M † Hermitean conjugate of a complex matrix M
M = M †γ0 Dirac conjugate of a complex matrix M
Re, Im real and imaginary parts of a complex number
U(1) unitary group of degree 1; U(1) ∼= {z ∈ C | z∗z = 1} =
{eiϕ |ϕ ∈ R}
SU(n) special unitary group of degree n; SU(n) ∼= {M ∈
Matn(C) |M †M = 1} where Matn(C) is the set of all (n× n)
complex matrices
m(f) fermion mass
Dµν photon (Feynman, i. e. time-ordered) propagator
S fermion (Feynman, i. e. time-ordered) propagator
Πµν , Πµν(ρ), Π
µν
(F ) photon self-energy and its spectral and statistical parts
Σ, Σ(ρ), Σ(F ) fermion self-energy and its spectral and statistical parts
f (g) generic photonic quantity
f (f) generic fermionic quantity
nBE(E) Bose–Einstein distribution at inverse temperature β
nFD(E) Fermi–Dirac distribution at inverse temperature β
Aµ photon quantum ﬁeld operator
Ψ (Dirac) fermion quantum ﬁeld operator
x Contents
Aµ classical photon ﬁeld or dummy variable in path integral
ψ classical fermion ﬁeld or dummy variable in path integral
Fµν electromagnetic ﬁeld strength
B Nakanishi–Lautrup ﬁeld
e gauge coupling constant
Λ gauge parameter/function
ξ gauge ﬁxing parameter
Z generating functional of correlation functions
W generating functional of connected correlation functions
Γ1PI generating functional of 1Pi correlation functions (proper ver-
tex functions); (1Pi) eﬀective action
Γ2PI generating functional of 2Pi correlation functions; 2Pi eﬀec-
tive action
Γ2 2Pi part of the 2Pi eﬀective action
tr trace over Dirac indices; tr(A) =
∑4
a=1Aaa
Tr functional trace over spacetime arguments and Dirac indices
if applicable; Tr(A) =
∫
x
∑4
a=1Aaa(x, x)
Abbreviations
The following table explains the abbreviations used throughout this work.
Abbreviation Meaning
Qed Quantum Electrodynamics
Qcd Quantum Chromodynamics
Qgp Quark–Gluon Plasma
1Pi One Particle Irreducible
2Pi Two Particle Irreducible
Eom Equation of Motion
Ctp Closed Time Path
Dse Dyson–Schwinger equation
Nl Nakanishi–Lautrup
Kms Kubo–Martin–Schwinger
Dof Degree of Freedom
Chapter 1
Introduction
1.1 General Introduction
Many physical processes proceed out of thermal equilibrium. Important examples are the
very early universe, in particular the phenomenon of reheating [KLS94] which supposedly
took place immediately after cosmological inﬂation [Gut81, Lin83] came to an end and
which is believed to be responsible for the creation of matter; the thermalization of the
quark-gluon plasma (Qgp) produced in the “Little Bangs” [Hei01] of heavy ion collisions;
and ultracold atomic gases [GBSS05, BG07, BG08, KG11]. It is clear that studying pro-
cesses which start from a state away from thermal equilibrium means studying their time
evolution since the nonexistence of time-translation invariance is what discriminates out-
of-equilibrium processes from processes taking place in thermal equilibrium or, as a special
case of equilibrium, in vacuum.
Due to the ubiquity of nonequilibrium processes in physics, the development of methods
for dealing with such processes has started a long time ago. One important early example is
the Boltzmann equation which governs the time evolution of a particle distribution function,
i. e. of a function which describes the distribution of on-shell degrees of freedom (Dofs) as
a function of time, position and momentum.1 This corresponds to a kinetic description and
is the basis of kinetic theory. This approach usually works very well in situations where
the classical aspects of a physical system are dominant, like in a dilute gas where the de
Broglie wavelength of the molecules or atoms the respective gas consists of is much shorter
than the inter-particle distance so that there is a clear notion of “particle”2 and hence of
a distribution of particles.
If one integrates out the momentum dependence in the Boltzmann equation, one obtains
an equation for the particle density, i. e. for the number of particles contained in a given
volume. The corresponding equation then governs the dependence of the particle density
on space and time, and, more general, transport equations describe the evolution of related
1One could also say that the Boltzmann equation describes the evolution of a particle distribution in
phase space.
2Or at least of “quasiparticle”, i. e. of something which behaves like a particle. Examples of quasipar-
ticles are phonons in a solid or plasmons (see Sec. 3.2) in a thermal bath.
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quantities like currents. One has thereby arrived at a hydrodynamic description of the
system. This description has for instance turned out to be well-suited for experimental
data regarding the Qgp which behaves almost like an ideal ﬂuid [Zaj08, Hei05]. For a
hydrodynamic description to be possible, at least locally thermal equilibrium has to be
given (see, however, Ref. [BBW04]).
Another approach is linear response theory, i. e. the theory of the relaxation of systems
which are close to thermal equilibrium. The system can then be expanded around its
equilibrium state, and quantities calculated in thermal equilibrium can be used to study
its relaxation to thermal equilibrium. It is clear, however, that this can only possibly work
for small deviations from thermal equilibrium. It is therefore suited for studying systems
in thermal equilibrium which are slightly disturbed and pushed out of equilibrium, and
their successive return to thermal equilibrium.
Mean ﬁeld approaches also have a long history [CKMP95, CHK+94, CHKM97]. How-
ever, they imply an inﬁnite number of unphysical conserved quantities [Ber05] which
severely restricts their domain of application.
Classical statistical simulations can be employed as a very good approximation to the
dynamics of quantum systems if the occupation numbers of the system in question are
large such that it behaves classically [AB02, BSS08, BH09]. It is clear, however, that this
description breaks down e. g. if one aims at the thermalization of a quantum theory since
a classical approximation will certainly fail to evolve a quantum system to (quantum)
thermal equilibrium, i. e. to a Bose–Einstein or Fermi–Dirac distribution for bosons or
fermions, respectively.
In conclusion, all methods mentioned so far for dealing with physical processes out-of-
equilibrium have limitations or a restricted range of validity or applicability. It is therefore
desirable to have a method at hand which on the one hand fully includes quantum eﬀects
of the system in question (i. e. which allows to study the time evolution not of classical
ﬁelds like particle distribution functions in a Boltzmann approach or hydrodynamic modes
in systems which are in thermal equilibrium locally, but of quantum ﬁelds), and on the
other hand is able to (at least in principle) handle systems which at a given time are in a
state far away from thermal equilibrium.
Techniques based on the two-particle irreducible (2Pi) effective action [CJT74, Bay62,
LW60] have turned out to be very well-suited for describing quantum ﬁelds out-of-equi-
librium [CH88, Ber05].3 With these methods, much progress has been achieved in recent
years by simulating quantum ﬁelds out-of-equilibrium numerically. For instance, a quan-
tum ﬁeld theory of fermion production after inﬂation has been established in order to tackle
the problem of matter creation mentioned earlier [BPR09, BGP11]. Further, thermaliza-
tion of initially (highly) non-thermal states could be demonstrated numerically for scalar
theories [BC01, AB01, Ber02] as well as for fermionic theories [BBS03]. So far, however, it
has not been possible to show the thermalization of gauge theories as well. This is because
3The range of applicability of 2Pi techniques is, however, not at all restricted to out-of-equilibrium or
time evolution problems. For instance, they can be employed to study transport properties [AMR05] or
bound states within approaches based on the Bethe–Salpeter equation [SB51].
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there are intricate problems in the real-time formulation which are inherent to gauge theo-
ries and do not occur in non-gauge theories. These problems are all in one way or another
related to the fact that there are non-physical Dofs present in covariant formulations of
gauge theories. It is clear that this fact is unavoidable: A covariant formulation requires
us to describe the gauge boson ﬁeld by a four-(co)vector, but the gauge boson has only two
fundamental Dofs, corresponding to the two possible polarization directions (spin states)
of a massless particle (i. e. of a particle propagating with the speed of light).
While in vacuum, where one can work in momentum space, it is usually simple to
project onto the physical Dofs, it will turn out that this is a severe problem in a real-time
formulation. Instead of discarding the unphysical Dofs altogether in the ﬁrst place, one
has to keep and evolve them as well, and only after the time evolution has ﬁnished one can
try to extract the physical Dofs.
Another problem is that of gauge invariance: Although the exact theory, with all its
information encoded in the 2Pi eﬀective action, has to be gauge invariant, this need not be
true for ﬁnite approximations of the 2Pi eﬀective action and correspondingly for quantities
derived from it. This potential gauge non-invariance manifests itself in a dependence on
the gauge ﬁxing parameter, which can, depending on its value, render the approximation
arbitrarily bad.
Foundational work regarding gauge theories within the 2Pi framework has been carried
out e. g. in Refs. [Ber04, Cal04, RS10]. In this work, however, we are mostly interested
in a practical real-time formulation of gauge theories which is suitable for carrying out
numerical simulations. We will restrict ourselves to the simplest gauge theory, namely
Qed. The great advantage of Qed is that it is an abelian gauge theory, i. e. the gauge
bosons do not exhibit self-interaction. On the other hand, however, fermions necessarily
have to be included in order to obtain an interacting theory, which can create problems in
their own right.
1.2 Outline of this Work
We start by introducing Qed, the theory we will be concerned with in this work. We
discuss the characteristic feature of gauge theories, namely their invariance under (local)
gauge transformations, and the problems gauge symmetry causes when trying to set up
a path integral in order to quantize a gauge theory. We promote classical electrodynam-
ics to its quantum ﬁeld theory (Qft), Qed, by explicitly constructing its path integral
representation.
We then come to the second important aspect of this work, namely nonequilibrium
Qft. We will introduce the 2Pi eﬀective action which is a powerful tool for dealing with
nonequilibrium Qft.
After that, from the 2Pi eﬀective action for Qed we derive Eoms for the photon
and fermion propagators, which contain important information for instance for questions
regarding the thermalization of the theory, in a form which is suitable for studying their
time evolution. It will turn out that in particular the photon Eoms are structurally rather
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complicated. We then discuss the question of Dofs, in particular for the photons. Since one
important feature of a Lorentz covariant description of gauge theories is that it necessarily
includes redundant Dofs, one has to face the question of which Dofs are physical. It will
turn out that the answer to this question is much more involved in real-time formulations
of gauge theories than in momentum-space formulations which can e. g. be employed in
vacuum or thermal equilibrium where time-translation invariance is given. This is one
example for a qualitative diﬀerence of real-time formulations in contrast to momentum-
space formulations of gauge theories.
Due to the complicated form of the photon Eoms, we then propose a reformulation of
the photon Eoms which is based on the introduction of an auxiliary ﬁeld, the so-called
Nakanishi–Lautrup field. For the free theory as well as for the full theory (i. e. for an
untruncated eﬀective action), it turns out that the Eoms for the propagators involving the
auxiliary ﬁeld are free and therefore can be solved exactly analytically. Since they also
appear in the Eom for the pure photon propagator, their solutions can be plugged in, and
they are then eﬀectively “integrated out”, i. e. one is left with the Eoms for the pure photon
propagator only. The interesting point is that the resulting photon Eoms are structurally
much simpler than the original ones, and they seem to be the “natural” formulation.
Although instructive, however, this reformulation is of little practical value since in practice,
one is of course only interested in an interacting theory, and its corresponding eﬀective
action has to be ﬁnitely truncated for concrete applications. The Eoms for the auxiliary
ﬁeld propagators are then not free, and one has eﬀectively increased the number of Dofs
and correspondingly of Eoms to solve. Nevertheless, the reformulation is convenient for
obtaining the solutions to the free photon Eoms, which is easy compared to the original
formulation of the Eoms. After providing the initial conditions for the photon and fermion
correlation functions, which are necessary in order to solve their Eoms which are diﬀerential
equations with respect to time, we then explicitly solve the free photon Eoms.
Their free solutions exhibit a very peculiar feature: They diverge in time, i. e. are
secular. Although it is at ﬁrst sight unexpected to have solutions which grow without
bound, upon a closer examination it turns out that this is another manifestation of the
fact that unphysical Dofs are present in gauge theories, and their behavior is a priori
unpredictable. In fact, due to the problems mentioned above in discarding the unphysical
Dofs in the ﬁrst place as one can often do in momentum-space formulations of gauge
theories, one practically has no choice but to evolve unphysical Dofs as well. This is an
important characteristic of real-time formulations of gauge theories. We also discuss the
origin of the secularities. For this, the reformulation of the photon Eoms again turns out
to be valuable.
We then come to another important feature of real-time formulations of gauge theories,
namely possible gauge dependencies of quantities which in the exact theory are known to
be gauge invariant. This question is closely related to the question of the applicability of
the Ward identities which relate correlation functions of diﬀerent order in gauge theories.
Due to the complicated resummation the 2Pi eﬀective action implements, it turns out
that some nice features of perturbative approaches are lost. For instance, since the 2Pi
eﬀective action mixes diﬀerent perturbative orders, ﬁnitely truncated 2Pi eﬀective actions
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in general yield gauge dependencies which would not be present in a 1Pi formulation.
After that, we come to the numerical implementation of the 2Pi Eoms. We introduce a
concrete truncation of the 2Pi eﬀective action and derive the self-energies from it. We then
cast the equations in a form which is suitable for the implementation on a computer. Due
to the structural complexity of the photon Eoms and the general complexity of the system,
a numerical time evolution turns out to be very challenging. We conclude by presenting
some results of a time evolution starting from nonequilibrium initial conditions.
Finally, there are appendices on the auxiliary ﬁeld in the operator formalism; on gauge
invariant quantities; on the generalized convolutions used in the calculation of the self-
energies; on general properties of the two-point functions appearing in the Eoms; and on
details of the numerical implementation.
A publication of the results presented in this work is in progress.
Chapter 2
Theoretical Background
In this chapter we present the theoretical background of this work. We start by recollecting
the basic features of (classical) electrodynamics with a special focus on its invariance under
(local) gauge transformations and by deriving a path integral which promotes classical
electrodynamics to the quantum ﬁeld theory of Qed.
After that, we introduce the second important concept of this work, namely nonequi-
librium Qft. It will turn out that, instead of the 1Pi eﬀective action following from the
usual path integral to be introduced in the next section, the 2Pi eﬀective action naturally
incorporates essential features of nonequilibrium Qft and is therefore a most valuable
tool for studying quantum ﬁelds out-of-equilibrium. We will hence derive the 2Pi eﬀective
action in some detail.
2.1 Quantum Electrodynamics
Since the theory which this work is build upon is Qed, we start by introducing the theory
and its basic features in this section.
2.1.1 Classical Action
The classical action for Qed with the photon ﬁeld Aµ, the fermion ﬁeld ψ,1 and its Dirac
conjugate ψ = ψ†γ0,
S[A,ψ, ψ] = Sg[A] + Sf[ψ, ψ] + Sint[A,ψ, ψ] , (2.1)
consists of three parts. The pure gauge part is given by:
Sg[A] = −14
∫
x
FµνF
µν , (2.2)
1The fermion can usually be interpreted as an electron; for the sake of generality, however, we will stick
to “fermion”.
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which only depends on the photon ﬁeld Aµ. Here, Fµν = ∂µAν−∂νAµ is the electromagnetic
ﬁeld strength tensor.2 The fermion part reads
Sf[ψ, ψ] =
∫
x
ψ (γµ∂µ −m(f))ψ , (2.3)
and the interaction part is given by:
Sint[A,ψ, ψ] = −e
∫
x
Aµψγ
µψ . (2.4)
While the gauge part depends only on the photon ﬁeld and the fermion part only on
the fermion ﬁeld, photon and fermion ﬁelds are coupled by the interaction part, and the
strength of the coupling is determined by the coupling constant e, which is nothing but
the electric charge.3 The Qed interaction is a vector-type interaction since it couples the
photon (co-)vector to the vector current Jµ = e ψγµψ.
2.1.2 Gauge Transformations
In this subsection, we will consider gauge transformations. We will have to discriminate
two kinds of gauge transformations, namely global and local ones. From a practical point of
view, the only diﬀerence is that the ﬁrst one acts in the same way at each point in spacetime,
while the second one can act independently at each point in spacetime. Although seemingly
a small diﬀerence, it is the second kind of gauge transformation which distinguishes gauge
theories from other theories in a qualitative way.
Global Gauge Transformations
It can easily be veriﬁed that the action S[A,ψ, ψ] is invariant under the global gauge
transformation
Aµ(x) 7→ Agµ(x) = Aµ(x) ,
ψ(x) 7→ ψg(x) = g ψ(x) ,
ψ(x) 7→ ψg(x) = ψ(x) g−1
(2.5)
with g ∈ U(1)4, since each Dirac bilinear ψMψ (with an arbitrary complex (4 × 4)-
matrix M) is clearly invariant under this transformation. The transformation is global
2Upon choosing a rest frame, one can identify the electric field as Ei = Fi0 and the magnetic field as
Bi = εi
jkFjk. In terms of electric and magnetic fields, the pure gauge part of the action reads Sg[E,B] =∫
x
(
E2 −B2)/2.
3Its physical value at low energies is given by e ≈ 1/137 and is therefore extremely small: Qed is a
very weakly coupled theory.
4Any group element g can be parametrized by a real number Λ as g = ei Λ. Since group elements
of U(1) are (commuting) numbers, left and right action by them are identical. We nevertheless prefer to
write the action of a group element on a Dirac conjugate fermion as multiplication from the right to make
it conform to the more general case of the action of elements of non-abelian gauge groups.
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since it acts in the same way at each point in spacetime—g is constant. It acts as the
identity transformation on the photon ﬁeld5 (i. e. leaves it unchanged) and multiplies the
fermion ﬁeld by a phase, i. e. by an element of the group U(1).6
It is often convenient to consider inﬁnitesimal transformations only, i. e. transformations
with an inﬁnitesimal parameter whose square vanishes. This amounts to not operating
with the respective symmetry group, but with its Lie algebra. The inﬁnitesimal form of
the global gauge transformation (2.5) is given by
δΛAµ(x) = 0 ,
δΛψ(x) = i Λψ(x) ,
δΛψ(x) = − iψ(x)Λ .
(2.6)
Since a global gauge transformation is a continuous transformation (the gauge param-
eter is an element of the Lie group of U(1) which is isomorphic to the real numbers, i. e.
Λ ∈ Lie(U(1)) ∼= R), the symmetry of the classical action (2.1) under this transformations
implies the existence of a conserved current via Noether’s theorem. This conserved current
is just what the photon ﬁeld couples to in the interaction, i. e. Jµ = e ψγµψ, with ∂µJµ = 0.
Local Gauge Transformations
Much more important consequences follow however from the invariance of Qed under local
gauge transformations.7 We promote the global gauge transformation (2.5) to a local one
by assuming the gauge parameter to be dependent on spacetime, thereby turning it into
a gauge function. It is easy to see, however, that upon assuming the gauge function to
depend on spacetime, the transformation (2.5) ceases to be a symmetry of the classical
action (2.1). This is so because of the kinetic term in the fermion part of the action, which
contains a derivative which acts on the gauge function and hence generates an additional
term. We have:
Sf[ψ, ψ] 7→ Sf[ψΛ, ψΛ] =
∫
x
ψ(x) e− i Λ(x)(i γµ∂µ −m(f)) ei Λ(x) ψ(x)
= Sf[ψ, ψ]− 1
e
∫
x
[
∂µΛ(x)
]
Jµ(x) . (2.7)
In order to obtain an action which is invariant also under local gauge transformations,
the transformation of the photon ﬁeld has to be modiﬁed. In fact, the classical action is
5In fact, gauge fields transform in the adjoint representation,
Aµ 7→ Agµ = g Aµ g−1 .
Since for abelian gauge groups, g and Aµ are (commuting) numbers, a transformation in the adjoint
representation of an abelian group always acts like the identity transformation.
6To be more precise, the fermion field transforms in the fundamental representation of U(1), while its
Dirac conjugate transforms in the antifundamental representation.
7If not otherwise stated, by “gauge transformation” we always mean local gauge transformations from
now on.
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invariant under the local gauge transformation
Aµ(x) 7→ Agµ(x) = g(x)Aµ(x) g−1(x)−
i
e
g(x)∂µ g
−1(x) ,
ψ(x) 7→ ψg(x) = g(x)ψ(x) ,
ψ(x) 7→ ψg(x) = ψ(x) g−1(x) ,
(2.8)
or in inﬁnitesimal form:
δΛAµ(x) = −1
e
∂µΛ(x) ,
δΛψ(x) = i Λ(x)ψ(x) ,
δΛψ(x) = − iψ(x)Λ(x) .
(2.9)
The pure gauge part is still separately invariant under the local gauge transformation (due
to the antisymmetry of the electromagnetic ﬁeld strength tensor Fµν , the terms containing
the gauge function cancel8), but the interaction part is not due to the nontrivial transfor-
mation of the photon ﬁeld. In fact, the transformation of the interaction,
Sint[A,ψ, ψ] 7→ Sint[AΛ, ψΛ, ψΛ] = −e
∫
x
[
Aµ(x)− 1
e
∂µ(x)Λ(x)
]
ψ(x)γµψ(x)
= Sint[A,ψ, ψ] +
1
e
∫
x
[
∂µΛ(x)
]
Jµ(x) , (2.10)
exactly cancels the additional part in the transformation of the fermion part (2.7). Note
that it reduces to the global gauge transformation (2.5) in the case of a constant gauge
function, ∂µΛ(x) = 0.
Further note that, although the purely fermionic sector of Qed is invariant under the
global gauge transformation (2.5) on its own, in order to obtain invariance under local gauge
transformations, one is forced to introduce the gauge sector as well in order to compensate
for the noninvariance of the purely fermionic sector under local gauge transformations.
It is convenient to introduce the gauge covariant derivative Dµ = ∂µ+ i eAµ. It cancels
the additional term generated by the partial derivative in the kinetic fermion term, so that
under a gauge transformation,
Dµ(x) 7→ Dgµ(x) = g(x)Dµ(x)g−1(x) ,
and therefore
Dµ(x)ψ(x) 7→ Dgµ(x)ψg(x) = g(x)Dµ(x)ψ(x) .
In contrast to the partial derivative of a Dirac spinor, which does not transform (gauge)
covariantly due to the additional term containing the gradient of the gauge function, the
8This is very easy to see in the language of differential forms. In an index-free notation, the electro-
magnetic field strength is given by F = dA, so that under a gauge transformation F = dA 7→ d(A−dΛ) =
dA− d2Λ = dA = F , where we have absorbed the electric charge into the gauge function Λ and used that
d2 = 0.
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gauge covariant derivative of a Dirac spinor does transform covariantly, i. e. in the same
way as a Dirac spinor itself. It immediately follows that ψ(x)Dµ(x)ψ(x) is gauge invariant,
and therefore
Sf[ψ, ψ] + Sint[A,ψ, ψ] =
∫
x
ψ(i γµDµ −m(f))ψ
is gauge invariant as well. Note that the term containing the photon ﬁeld in the gauge
covariant derivative exactly generates the interaction term.
An inﬁnitesimal gauge transformation of the complete action then reads:
δΛS[A,ψ, ψ]
=
∫
x
δΛ(x)
δΛS[A,ψ, ψ]
δΛ(x)
=
∫
x
[
δΛAµ(x)
δ
δAµ(x)
+ δΛψ(x)
δ
δψ(x)
+ δΛψ(x)
δ
δψ(x)
]
S[A,ψ, ψ]
=
∫
x
{
−1
e
[
∂µΛ(x)
] δ
δAµ(x)
+ i Λ(x)ψ(x)
δ
δψ(x)
− i Λ(x)ψ(x) δ
δψ(x)
}
S[A,ψ, ψ]
=
∫
x
Λ(x)
[
1
e
∂µ
δ
δAµ(x)
+ iψ(x)
δ
δψ(x)
− iψ(x) δ
δψ(x)
]
S[A,ψ, ψ]
=
∫
x
Λ(x)G(x)S[A,ψ, ψ] , (2.11)
where in the last line we have deﬁned the generator of gauge transformations9
G(x) = 1
e
∂µ
δ
δAµ(x)
+ iψ(x)
δ
δψ(x)
− iψ(x) δ
δψ(x)
. (2.12)
2.1.3 Classical Effective Action
In this subsection, we will quantize classical electrodynamics by setting up a path integral
for it. We will ﬁnd that contrary to non-gauge theories, where the classical action appears
in the path integral, in gauge theories it is not the classical action of the corresponding
classical theory itself which appears in the path integral, but a modiﬁed action which we
call “classical eﬀective action” and which we shall derive shortly. First, however, in order
to become familiar with the underlying concepts, we will brieﬂy consider the path integral
quantization of a scalar theory.
The Concept of the Generating Functional of Correlation Functions
A convenient way to quantize a theory is to set up a path integral which allows for the
deﬁnition of correlation functions, which encode all the information contained in the re-
spective Qft. For a scalar theory with action S[φ], the path integral, which is called the
9It is essentially a translation along the gauge orbit (see Sec. 2.1.3). It can also be written as G(x) =
{φ(x), ·}PB, where φ(x) = ∂iF i0(x) − J0(x) = ∇ ·E(x) − ρ(x) = 0 is the Gauss constraint and {·, ·}PB is
the Poisson bracket. It is hence the Gauss constraint which generates gauge transformations. It follows
that a functional F [A,ψ, ψ] is gauge invariant if G(x)F [A,ψ, ψ] = {φ(x),F [A,ψ, ψ]}PB = 0.
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generating functional (of correlation functions), is given by
Z[J ] = N
∫
Dφ exp
(
i
{
S[φ] +
∫
x
J(x)φ(x)
})
, (2.13)
where N is some irrelevant normalization constant and Dφ is the integration measure.10
Note that φ is not a quantum ﬁeld, but a classical ﬁeld which can take on arbitrary
conﬁgurations (it is an integration variable11, i. e. a “dummy ﬁeld”). The classical external
source J coupled linearly to the ﬁeld is introduced for computational purposes since it
allows for an easy way to obtain correlation functions of the ﬁeld. In fact, one has:
δZ[J ]
δJ(x)
= iN
∫
Dφ
[
δ
δJ(x)
∫
y
J(y)φ(y)
]
exp
(
i
{
S[φ] +
∫
x
J(x)φ(x)
})
= iN
∫
Dφ
∫
y
δ4(y − x)φ(y) exp
(
i
{
S[φ] +
∫
x
J(x)φ(x)
})
= iN
∫
Dφφ(x) exp
(
i
{
S[φ] +
∫
x
J(x)φ(x)
})
=: i〈φ(x)〉J . (2.14)
Note that the last line is just notation made to resemble the expectation value of the corre-
sponding quantum ﬁeld, and the subscript is to remind that this is the “expectation value”
in the presence of the external source J . Since it was only introduced for computational
reasons and is not physical, it is usually set to zero at the end of the calculation, and we
therefore deﬁne 〈φ(x)〉 := 〈φ(x)〉0.
By repeatedly applying derivatives of the generating functional with respect to the
external source, we can therefore obtain any correlation function of the ﬁelds via
〈φ(x1) . . . φ(xn)〉J = 1in
δnZ[J ]
δJ(x1) . . . δJ(xn)
, (2.15)
hence the name “generating functional of correlation functions”. Since the generating
functional encodes all the information contained in the corresponding Qft, by Taylor
expanding it,
Z[J ] =
∞∑
n=0
1
n!
∫
x1,...,xn
δnZ[J ]
δJ(x1) . . . δJ(xn)
∣∣∣∣∣
J=0
J(x1) . . . J(xn)
=
∞∑
n=0
in
n!
∫
x1,...,xn
〈φ(x1) . . . φ(xn)〉 J(x1) . . . J(xn) (2.16)
10Properly defining a path integral is a highly nontrivial task, since the integration “variables” are fields
which are infinite-dimensional objects. The integration measure is then something like Dφ = ∏x dφ(x),
where
∏
x denotes a continuous product over all spacetime points. It is immediately clear, however, that
a “continuous product” is not a simple object.
The difficulties in defining the path integral are, however, not so important for our concern since we are
only interested in computing quantities from it.
11To be precise: an infinite number of integration variables, one at each point in spacetime.
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it becomes clear that equivalently, all the information is contained in the (inﬁnite number
of) correlation functions of the ﬁelds.
It is important to note that in the deﬁnition of the generating functional, Eq. (2.13),
the classical action appears in the exponential, since, as we shall see now, this is not the
case for gauge theories.
The Generating Functional for Gauge Theories
It is easy to see that the deﬁnition (2.13) for the generating functional of some scalar ﬁeld
theory cannot easily be carried over to gauge theories, i. e. it does not make sense to deﬁne,
for instance, for Qed:
Z[J, η, η]
= N
∫
DADψDψ exp
 i{S[A,ψ, ψ] + ∫
x
[
Aµ(x)J
µ(x) + ψ(x) η(x) + η(x)ψ(x)
]} ,
(2.17)
where DA = ∏3µ=0DAµ = DA0DA1DA2DA3. The reason that this deﬁnition does not
make sense is the gauge symmetry: Since quantities related by a gauge transformation are
physically indistinguishable, the path integral overcounts the number of physical states.
It is therefore important to only sum over physically distinct states in order to set up a
well-deﬁned path integral for gauge theories.12
Since this aﬀects only the photon sector, let us focus on it and neglect the fermions
for now (they can later be added to the generating functional in the usual way without
causing any problems). Further, we will ignore the external source, which can always be
added back at the end by simply coupling it to the photon ﬁeld as in (2.17).
We would then like to be able to factor the “naive”, overcounting generating functional
into the “volume” of the gauge group and the part which only counts physically distinct
states, i. e.
Z˜[0] =
∫
DA exp(iS[A]) =
[∫
U(1)
Dµ(g)
]
Z[0] = VU(1) Z[0] ,
where
Dµ(g) :=∏
x
dµ(g(x))
is the Haar measure of the gauge group, and the Haar integral
VU(1) :=
∫
U(1)
Dµ(g)
12In fact, if we were only calculating gauge invariant quantities, the overcounting could be canceled
by the normalization constant of the generating functional. However, it is usually not possible to get
along without employing gauge noninvariant quantities, if only in intermediate steps of the calculation.
In particular, this is not possible in perturbation theory which depends on the free inverse propagators
which, as we shall see shortly, are not gauge invariant.
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is the volume of the gauge group U(1).
First of all, we will need some concepts and notation with respect to groups. We
denote the action of an element g of a group to some quantity by attaching the element
as a superscript to the quantity, e. g. Agµ. Sometimes we will also write A
Λ
µ for g(x) =
exp(i Λ(x)), i. e. attach the corresponding element of the respective Lie algebra.
Two gauge ﬁelds Aµ and A′µ are called (gauge) equivalent if they are related by a gauge
transformation, i. e.
Aµ ∼ A′µ ⇔ ∃ g ∈ U(1) : Agµ = A′µ ⇔ ∃Λ ∈ R : Aµ −
1
e
∂µΛ = A
′
µ .
For a given gauge ﬁeld Aµ, the set of all gauge ﬁelds which are equivalent to it forms an
equivalence class which is called the (gauge) orbit of Aµ,
[Aµ] = {A′µ |A′µ ∼ Aµ} .
Each element of the orbit is a representative of that orbit. Gauge ﬁelds belonging to the
gauge orbit of zero, [0], are called pure gauge. Note that all longitudinal gauge ﬁelds are
pure gauge.
It is then clear that in the generating functional, we would like to include exactly
one representative of each gauge orbit in the integral. We therefore need a way to pick
one representative of each orbit, which is called fixing a gauge or just gauge fixing. For
each gauge orbit, we therefore require the representative Aµ to satisfy an equation of the
form F (A) = 0, where F is some function which may include diﬀerential operators. The
equation F (A) = 0 parametrizes a hypersurface in the space of gauge ﬁelds which should
be intersected by each gauge orbit exactly once, and the intersection points of all gauge
orbits ﬁll the hypersurface deﬁned implicitly by F (A) = 0 completely.13 In other words:
The generating functional should not be over the space of all gauge ﬁelds, but only over
the hypersurface deﬁned by F (A) = 0. The procedure to implement this condition is due
to Faddeev and Popov [FP67], and we will brieﬂy explain it in the following.
Assume that we would like to integrate some function G of a ﬁxed gauge ﬁeld Aµ along
its gauge orbit,
I˜(A) =
∫
U(1)
Dµ(g)G(Ag) .
Then in order to only take into account the contribution stemming from the intersection
of the gauge orbit with the hypersurface deﬁned by F (A) = 0, we simply include a delta
distribution enforcing this condition:
I˜(A)→ I(A) = ∆(A)
∫
U(1)
Dµ(g) δ[F (Ag)]G(Ag)
with
δ[F (A)] :=
∏
x
δ(F (A(x))) ,
13In practice, this condition may not be satisfiable due to the existence of the so-called Gribov ambigu-
ity [Gri78].
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where the normalization factor ∆(A) ensures that
∆(A)
∫
U(1)
Dµ(g) δ[F (Ag)] = 1 . (2.18)
The normalization to unity is convenient since we can now just insert it into the generating
functional without changing its value.14 We obtain:
Z˜[0] =
∫
DA∆[A]
∫
U(1)
Dµ(g) δ[F (Ag)] exp(iS[A])
=
∫
DAg∆[Ag]
∫
U(1)
Dµ(g) δ[F [Ag]] exp(iS[Ag])
=
∫
DA∆[A] δ[F (A)] exp(iS[A])
∫
U(1)
Dµ(g)
= VU(1)
∫
DA∆[A] δ[F (A)] exp(iS[A]) .
Here we have used that ∆[A] is gauge invariant, i. e. ∆[A] = ∆[Ag]. By deﬁnition, the
Haar measure of the gauge group is gauge invariant as well, so that D(g′ g) = Dg, and
hence∫
Dµ(g) δ[F (Ag)] 7→
∫
Dµ(g) δ[F (Ag′g)] =
∫
Dµ(g′g) δ[F (Ag′g)] =
∫
Dµ(g) δ[F (Ag)] .
Since 1 is clearly gauge invariant, so is ∆[A] according to Eq. (2.18). We therefore ﬁnd
Z[0] =
Z˜[0]
VU(1)
=
∫
DA∆[A] δ[F (A)] exp(iS[A])
as a meaningful deﬁnition of the (source-free) generating functional, i. e. as a deﬁnition
which does not overcount physically equivalent states.
The next goal is to bring this into a form which is more easily manageable, i. e. to ﬁnd
more practical expressions for ∆[A] and δ[F (A)]. Ideally, we would like to end up with an
expression like
Z[0] =
∫
DA∆[A] δ[F (A)] exp(iS[A]) =
∫
DA exp(iSeff[A])
with some “eﬀective” classical action Seff[A] which incorporates the eﬀects of limiting the
path integral to physically distinct states, since we could then treat the gauge theory
described by the classical action S[A] essentially in the same way as a non-gauge theory
with classical action Seff[A].
We have:
1 =
∫
Dg∆[Ag] δ[F (Ag)] =
∫
Dg∆[Ag]
det(δF (Ag)
δg
)∣∣∣∣∣
g=g0
−1 δ[g − g0]
= ∆[Ag0 ]
det(δF (Ag)
δg
)∣∣∣∣∣
g=g0
−1 = ∆[A]
det(δF (Ag)
δg
)∣∣∣∣∣
g=1
−1
14Note that it is not an overall normalization (which would be irrelevant and could be ignored) since it
still depends on the fixed gauge field Aµ and hence contributes to the path integral in a nontrivial way.
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where F (Ag0) = 0, i. e. the gauge ﬁeld which is obtained from the original ﬁxed gauge
ﬁeld Aµ by a gauge transformation with g0 is the one (and only one in its gauge orbit)
which satisﬁes the gauge condition. We can, however, without loss of generality choose the
original gauge ﬁeld thus that it already satisﬁes the gauge condition, so that g0 = 1. It
follows that:
∆[A] = det
(
δF (Ag)
δg
)∣∣∣∣∣
g=1
,
where the argument of the determinant deﬁnes the so-called Faddeev-Popov operator M
with
MA(x, y) :=
δF (Ag(x))
δg(y)
∣∣∣∣∣
g=1
=
∫
z
δF (A(x))
δAµ(z)
δAgµ(z)
δg(y)
∣∣∣∣∣
g=1
,
while ∆[A] = det(MA) is correspondingly called the Faddeev-Popov determinant. The
determinant can be represented by an exponential:
det(MA) =
∫
DcDc exp
(
−
∫
x,y
c(x)MA(x, y)c(y)
)
=
∫
DcDc exp
(
i
∫
x,y
c(x) iMA(x, y)c(y)
)
,
where the (auxiliary, i. e. unphysical) ﬁelds c and c are called Faddeev-Popov ghosts. We
can then rewrite the generating functional as
Z[0] =
∫
DADcDc δ[F (A)] exp
(
i
{
S[A] +
∫
x,y
c(x) iMA(x, y)c(y)
})
.
We have therefore traded the nonlocal Faddeev-Popov determinant for the introduction of
two new ﬁelds.
We can now make use of the fact that
δ[F (A)] = δ[F (A)− B] ,
which is true because B is independent of A.15 We then have:
Z[0] =
∫
DADcDc δ[F (A)−B] exp
(
i
{
S[A] +
∫
x,y
c(x) iMA(x, y)c(y)
})
.
15Compare this to a usual function f with the single root x0. One has
δ(f(x)) =
1
|f ′(x0)| δ(x − x0) .
Now consider the function g with g(x) = f(x) − c and assume it has the single root x˜0. Then:
δ(g(x)) = δ(f(x)− c) = 1|f ′(x˜0)| δ(x− x0) ,
since g′ = f ′. It follows that
δ(f(x)) =
∣∣∣∣f ′(x˜0)f ′(x0)
∣∣∣∣ δ(f(x)− c) = c˜ δ(f(x)− c)
with the constant c˜ (which is in particular independent of x).
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It follows that Z[0] is independent of B, so that, for an arbitrary real parameter ξ,
Z[0] = N
∫
DB exp
(
− i
2ξ
∫
x
B(x)2
)
·
∫
DADcDc δ[F (A)−B] exp
(
i
{
S[A] +
∫
x,y
c(x) iMA(x, y)c(y)
})
= N
∫
DADcDc exp
(
i
{
S[A]− 1
2ξ
∫
x
F (A(x))2 +
∫
x,y
c(x) iMA(x, y)c(y)
})
= N
∫
DADcDc exp(iSeff[A, c, c])
with the eﬀective classical action
Seff[A, c, c] = Sg[A]− 12ξ
∫
x
F (A(x))2 +
∫
x,y
c(x)MA(x, y)c(y)
= Sg[A] + Sgf[A] + Sgh[A, c, c] (2.19)
with the gauge ﬁxing term
Sgf[A] = − 12ξ
∫
x
F (A(x))2 (2.20)
and the ghost term
Sgh[A, c, c] =
∫
x,y
c(x) iMA(x, y)c(y) . (2.21)
Note that the Faddeev-Popov operator is nonlocal in general (bilocal, to be more pre-
cise), and that the ghost term in general depends on the gauge ﬁeld as well, i. e. the ghosts
couple to the gauge ﬁeld unless the Faddeev-Popov operator is linear in the gauge ﬁeld.
Making use of the concrete form of the gauge transformation of the photon ﬁeld, we
can simplify the Faddeev-Popov operator somewhat. With g(x) = exp(i Λ(x)), the gauge
transformation of the photon ﬁeld obtained by acting with g(x) on it is given by
Agµ(x) = Aµ(x)−
1
e
∂µΛ(x) = Aµ(x)− 1i e ∂µ ln(g(x)) = Aµ(x)−
1
i e
∂µg(x)
g(x)
.
It follows that
δAgµ(x)
δg(y)
∣∣∣∣∣
g=1
=
δ
δg(y)
[
Aµ(x)− 1i e
∂xµg(x)
g(x)
]∣∣∣∣∣
g=1
= − 1
i e
[
− 1
g(x)2
δ4(x− y) ∂xµg(x) + 1
g(x)
∂xµδ
4(x− y)
]∣∣∣∣∣
g=1
= − 1
i e
∂xµδ
4(x− y) ,
so that
iMA(x, y) = −1
e
∫
z
δF (A(x))
δAµ(z)
∂xµδ
4(z − y) = 1
e
∂yµ
δF (A(x))
δAµ(y)
.
2.1. Quantum Electrodynamics 17
The ghost term can then be written as
Sgh[A, c, c] =
1
e
∫
x,y
c(x)
[
∂yµ
δF (A(x))
δAµ(y)
]
c(y) . (2.22)
Note that if F (A) is linear in Aµ, then the Faddeev-Popov operator and hence the ghost
term is independent of the gauge ﬁeld. It is then often useful not to introduce the Faddeev-
Popov ghosts but just keep the Faddeev-Popov determinant as an overall factor (which, of
course, is only possible if it does not depend on the gauge ﬁeld).
Gauge Fixing
So far, we have not speciﬁed the function F (A) which ﬁxes the gauge. As is clear from
what we have said above, the only sensible choice is a function which is linear in the gauge
ﬁeld, since then the ghosts decouple from the gauge ﬁeld. A linear gauge ﬁxing function
can always be written in the form
Flinear(A) = f
µAµ
where fµ is a collection of four quantities (not necessarily numbers and not necessarily
forming a Lorentz vector), and the gauges speciﬁed by a linear gauge ﬁxing function are
correspondingly called linear gauges.
In vacuum, there is only one a priori or naturally given vector, namely the partial
derivative. In that case, i. e. fµ = ∂µ, one has
Fcovariant(A) = ∂
µAµ ,
so that the gauge ﬁxing function is Lorentz invariant (i. e. Fcovariant(A) is a Lorentz scalar),
and the corresponding gauge is called (linear) covariant gauge.16
Since there is no other naturally given vector in vacuum, all gauges which do not belong
to the class of covariant gauges are therefore called noncovariant gauges. An important
class of noncovariant gauges is given by choosing fµ = nµ where nµ is a collection of four
numbers. These gauges are therefore deﬁned by the condition
Faxial(A) = n
µAµ .
nµ constitutes a preferred direction or axis, and hence these gauges are called axial gauges.17
Note that the gauge ﬁxing function is not Lorentz invariant.
16Multiplying the gauge fixing function by some nonzero number does not change the gauge condition,
so the gauge condition is essentially uniquely defined.
17One can further distinguish the axial gauges according to the nature of n: If n is timelike, i. e. if
n2 > 0 (like, for instance, n = (1, 0, 0, 0)⊤, so that A0 = 0), one speaks of temporal (axial) gauges. If n is
spacelike, i. e. if n2 < 0 (like, for instance, n = (0, 0, 0, 1)⊤, so that A3 = 0), one speaks of (spatial) axial
gauges. And finally, if n is lightlike, i. e. if n2 = 0 (like, for instance, n = (1, 0, 0, 1)⊤, so that A0+A3 = 0),
one speaks of light cone gauges.
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Another important class of noncovariant gauges is given by choosing fµ = (gµν −
nµnν)∂ν = ∂µ − nµnν∂ν . The corresponding gauge ﬁxing condition reads
FCoulomb(A) = (∂
µ − nµnν∂ν)Aµ = ∂iAi ,
where we have chosen nµ = δµ0 . The gauge deﬁned by this gauge condition is called Coulomb
gauge. It is not a Lorentz scalar, but an SO(3)-scalar. Note that formally, Coulomb gauge
becomes Landau gauge in the limit nµ → 0.
In this work, however, we shall only be concerned with covariant gauges.
We could now further simplify the ghost term. However, since in linear covariant gauges
the ghosts decouple, we are not interested in the ghost term and from here on discard it
altogether.18
With a linear covariant gauge ﬁxing function, the gauge ﬁxing part of the classical
eﬀective action is given by:
Sgf[A] = − 12ξ
∫
x
[∂µAµ(x)]
2 =
1
2ξ
∫
x
Aµ(x) ∂
µ∂νAν(x) (2.23)
where we have integrated by parts in the last step. It is also useful to integrate the photon
part of the eﬀective action by parts, yielding:
Sg[A] = −14
∫
x
Fµν(x)F
µν(x) =
1
2
∫
x
Aµ(x)(g
µν
− ∂µ∂ν)Aν(x) . (2.24)
The photon and the gauge ﬁxing part of the eﬀective action can then be combined to give:
Sg[A] + Sgf[A] =
1
2
∫
x
Aµ(x)[g
µν
− (1− ξ)∂µ∂ν ]Aν(x) . (2.25)
From now on, we will call the original classical action S[A] together with the gauge
ﬁxing part Sgf[A] the “classical eﬀective action” Seff, i. e.
Seff[A,ψ, ψ] = S[A,ψ, ψ] + Sgf[A]
=
∫
x
{1
2
Aµ
[
gµν− (1− ξ) ∂µ∂ν
]
Aν + ψ(i γ
µDµ −m)ψ
}
. (2.26)
The generating functional of correlation functions is then given by:
Z[J, η, η] =
∫
DADψDψ exp
(
i
{
Seff[A,ψ, ψ] +
∫
x
(AµJ
µ + ψ η + η ψ)
})
. (2.27)
2.2 Nonequilibrium Quantum Field Theory
The next task is to formulate a quantum ﬁeld theory out-of-equilibrium. Speaking of
equilibrium or nonequilibrium implies a many-particle system, which has to be described
by statistical means. The appropriate object to implement the state of such a system is
the density operator. The question therefore is how to implement the density operator in
the quantum ﬁeld theory as deﬁned by its path integral, which we will turn to next.
18One exception is the calculation of the energy-momentum tensor in App. B: Although the ghosts
decouple, they do carry energy and momentum and therefore have to be included in its calculation.
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2.2.1 The Density Operator
It is instructive to have a look at a thermal density operator ﬁrst, i. e. a density operator
which describes the statistics of a system which is in thermal equilibrium. We will ﬁnd
that the thermal equilibrium density operator is rather peculiar, which prohibits a simple
generalization of the equilibrium case to the nonequilibrium case.
Thermal Equilibrium
The thermal density operator for a theory governed by a Hamiltonian H at inverse tem-
perature β is given by
ρ =
e−βH
tr(e−βH)
= N e−βH , (2.28)
where the denominator is just a normalization constant ensuring that the trace of the
density operator is unity and hence allows for a proper probabilistic interpretation.19
The peculiar property of the thermal density operator (2.28) is its similarity to the time
evolution operator U(t) = e− iHt. In fact, if one formally admits complex times, we have
ρ = N U(− i β) , (2.29)
i. e. the density operator can be formally interpreted as an operator evolving the system
from the initial time (which can, without loss of generality, assumed to be zero) along the
negative imaginary axis to the ﬁnal “time” − iβ. The advantage of this formal analogy of
the thermal density operator to the time evolution operator is that one essentially gets a
path integral representation of the thermal density operator for free, since the path integral
representation of the time evolution operator is well-known.20
It is also immediately clear now that there is no simple generalization of the thermal
density operator to a general (nonequilibrium) one, since in general, there is no way of
interpreting a given density operator as a time evolution operator. It is therefore necessary
to follow a diﬀerent approach as in thermal equilibrium.
General Density Operator
It is helpful to start with the deﬁnition of the generating functional as the expectation
value of an expression involving quantum ﬁeld operators. In vacuum (represented by the
19tr(ρ) = 1 corresponds to the fact that probabilities need to sum up to unity. Further properties of the
density operator are that it has to be hermitean, ρ = ρ†, corresponding to the fact that probabilities are
real numbers, and that it has to be positive semidefinite, corresponding to the fact that probabilities have
to be nonnegative. Altogether, these properties guarantee that probabilities lie in the interval [0, 1].
20In fact, things are slightly more complicated. Due to the existence of the so-called Kms condi-
tion [Kub57, MS59] which relates the values of fields at t = 0 to their values at t = − iβ (they are
identical for bosons and negatives of each other for fermions), the integration in the path integral is re-
stricted. The Kms condition is a boundary condition and can be interpreted as compactifying complex
time on a circle of circumference β.
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state vector |0〉), it is given by:
Z[J, η, η] =
〈
0
∣∣∣∣Texp(i ∫
x
(AµJµ + ηΨ+Ψ η)
)∣∣∣∣ 0〉 , (2.30)
where Aµ is the photon quantum ﬁeld operator, Ψ is the fermion quantum ﬁeld operator,
and T is the time-ordering symbol. More general states can be described by statistical
means by introducing a density operator ρ. The generating functional then reads:
Zρ[J, η, η] = Tr
(
ρ[A,Ψ,Ψ]T exp
(
i
∫
x
(AµJµ + ηΨ+Ψ η)
))
, (2.31)
and the density operator is normalized such that Tr(ρ) = 1. Vacuum is then described by
the density operator ρ = |0〉〈0|, i. e. by the projection operator onto the vacuum state.
Since the quantum ﬁeld operators are Heisenberg operators, they depend on time. Let
us assume that at some initial time t0, we have:
Aµ(t0,x)
∣∣∣A,ψ, ψ; t0〉 = Aµ(t0,x)∣∣∣A,ψ, ψ; t0〉 ,
Ψ(t0,x)
∣∣∣A,ψ, ψ; t0〉 = ψ(t0,x)∣∣∣A,ψ, ψ; t0〉 ,
Ψ(t0,x)
∣∣∣A,ψ, ψ; t0〉 = ψ(t0,x)∣∣∣A,ψ, ψ; t0〉 ,
(2.32)
which deﬁnes eigenvectors of the Heisenberg quantum ﬁeld operators. With respect to the
basis of eigenvectors, the trace of the generating functional can then be written as:
Zρ[J, η, η]
=
∫
DA(1)Dψ(1)Dψ(1)DA(2)Dψ(2)Dψ(2)
·
〈
A(1), ψ(1), ψ(1); τ(0)
∣∣∣ρ[A,Ψ,Ψ]∣∣∣A(2), ψ(2), ψ(2); τ(1)〉
·
〈
A(2), ψ(2), ψ(2); τ(1)
∣∣∣∣Texp(i ∫
x
(
AµJµ + ηΨ+Ψ η
))∣∣∣∣A(1), ψ(1), ψ(1); τ(0)〉 ,
(2.33)
where
DA(i) =
3∏
µ=0
∏
x
dA(i)µ (x) =
∏
x
dA(i)0 (x) dA
(i)
1 (x) dA
(i)
2 (x) dA
(i)
3 (x) ,
Dψ(i) =∏
x
dψ(i)(x) ,
Dψ(i) =∏
x
dψ(i)(x) .
Note that the path integral does not extend over all ﬁeld conﬁgurations, but only over
those at time t0, since the density matrix is only given at t0. Of course, since we are
interested in studying time evolution, it is not meaningful to set up a generating functional
which only yields correlation functions at a single time t0. Instead of considering a time
path which extends inﬁnitely into past and future (as one usually does when considering
the vacuum and is interested in asymptotic states) or a ﬁxed time only, we will therefore
consider a closed time path (Ctp)21 which starts at the initial time t0, extends to some
21Also called Schwinger–Keldysh contour [Sch61, Kel64].
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τ(0)
τ(1)
t0
t
C+t
C−t
Figure 2.1: Sketch of the Ctp. Note that the displacement away from the real time axis
of the two branches is only to distinguish them pictorially; the domain of the Ctp is the
real interval [t0; t] ⊂ R.
ﬁnite time t and then returns to t0, see Fig. (2.1). The Ctp can be parametrized as follows.
We consider the forward branch C+t and the backward branch C−t separately:
C+t : [0, 1]→ [t0, t] ,
λ 7→ τ+(λ) = λ t ,
C−t : [0, 1]→ [t0, t] ,
λ 7→ τ−(λ) = (1− λ) t ,
and then compose the whole Ctp from the two branches according to:
Ct = C+t ⊕ C−t : [0, 1]→ [t0, t] ,
λ 7→ τ(λ) =
τ+(2λ) ; 0 ≤ λ ≤
1
2
,
τ−(2λ− 1) ; 1
2
≤ λ ≤ 1
=
2λ t ; 0 ≤ λ ≤
1
2
,
2(1− λ)t ; 1
2
≤ λ ≤ 1 .
The Ctp is a loop since the initial and terminal points coincide, τ(0) = τ(1) = t0. The
maximum time is given by τ(1/2) = t. Note that instead of time ordering, we now have a
path ordering: τ(λ1) is later than τ(λ2) if λ1 > λ2. This implies in particular that every
time on C− is later than every time on C+.
This enables us to evaluate the density matrix at the ﬁxed time t0 only and nevertheless
obtain correlation functions at later times. In the following, we will therefore assume all
(space)time integrals to be deﬁned on the Ctp.
In order to turn the above expression into a proper path integral, we need the path
integral representation for Eq. (2.33). According to what we have said in the preceding
paragraph, it is clear that it is given by:〈
A(2), ψ(2), ψ(2)
∣∣∣∣Texp(i ∫
Ct,x
(AµJµ + ηΨ+Ψ η)
)∣∣∣∣A(1), ψ(1), ψ(1)〉
=
∫
A(τ(0),x)=A(1)(x),A(τ(1),x)=A(2)(x)
ψ(τ(0),x)=ψ
(1)
(x),ψ(τ(1),x)=ψ
(2)
(x)
ψ(τ(0),x)=ψ(1)(x),ψ(τ(1),x)=ψ(2)(x)
DADψDψ exp
(
i
{
Seff[A,ψ, ψ] +
∫
Cx0 ,x
[AµJ
µ + η ψ + ψ η]
})
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with the integral over the Ctp ∫
C
x0 ,x
=
∫
C
x0
dx0
∫
d3x .
Then: 〈
A(1), ψ(1), ψ(1); τ(0)
∣∣∣ρ[A,Ψ,Ψ]∣∣∣A(2), ψ(2), ψ(2); τ(1)〉
= ρ[A(1), ψ(1), ψ(1), A(2), ψ(2), ψ(2)]
= N exp
(
i f˜
[
A(1), ψ(1), ψ(1), A(2), ψ(2), ψ(2)
])
.
Note that there is no assumption involved in the last line; it is just a parametrization of
the density matrix resembling a polar decomposition; see also Ref. [CHK+94]. If this were
a proper polar decomposition, N and f˜ would have to be real, and then ρ were complex
in general. Since ρ is real, however, f˜ must in fact be imaginary. Since the exponential is
real, N is then really just a constant (i. e. independent of the ﬁelds).
It is then useful to do a Taylor expansion of f˜ :
f˜
[
A(1), ψ(1), ψ(1), A(2), ψ(2), ψ(2)
]
= α(0,0,0)
+
∫
x
[
α
(1)µ
(1,0,0)(x)A
(1)
µ (x) + α
(2)µ
(1,0,0)(x)A
(2)
µ (x)
+ α(1)(0,1,0)(x)ψ
(1)(x) + α(2)(0,1,0)(x)ψ
(2)(x)
+ α(1)(0,0,1)(x)ψ
(1)(x) + α(2)(0,0,1)(x)ψ
(2)(x)
+
∫
x,y
[
α
(1,1)µν
(2,0,0) (x,y)A
(1)
µ (x)A
(1)
ν (y) + α
(1,2)µν
(2,0,0) (x,y)A
(1)
µ (x)A
(2)
ν (y)
+ α(2,1)µν(2,0,0) (x,y)A
(2)
µ (x)A
(1)
ν (y) + α
(2,2)µν
(2,0,0) (x,y)A
(2)
µ (x)A
(2)
ν (y)
+ α(1,1)(0,1,1)(x,y)ψ
(1)(x)ψ(1)(y) + α(1,2)(0,1,1)(x,y)ψ
(1)(x)ψ(2)(y)
+ α(2,1)(0,1,1)(x,y)ψ
(2)(x)ψ(1)(y) + α(2,2)(0,1,1)(x,y)ψ
(2)(x)ψ(2)(y)
]
+ . . .
= α(0,0,0)
+
2∑
a=1
∫
x
[
α
(a)µ
(1,0,0)(x)A
(a)
µ (x) + α
(a)µ
(0,1,0)(x)ψ
(a)(x) + α(a)µ(0,0,1)(x)ψ
(a)(x)
]
+
2∑
a,b=1
∫
x,y
[
α
(a,b)µν
(2,0,0) (x,y)A
(a)
µ (x)A
(b)
ν (y) + α
(a,b)
(0,1,1)(x,y)ψ
(a,b)(x)ψ(b)(y)
]
+ . . . .
By introducing delta distributions which make the quantities nonvanishing only at the
initial time t0 (corresponding to the endpoints τ(0) and τ(1) of the Ctp), the functional
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can be rewritten as:
f [A,ψ, ψ] = α(0,0,0)
+
∫
C
x0 ,x
[
αµ(1,0,0)(x)Aµ(x) + α(0,1,0)(x)ψ(x) + α(0,0,1)(x)ψ(x)
]
+
1
2
∫
Cx0 ,x,Cy0 ,y
[
αµν(2,0,0)(x, y)Aµ(x)Aν(y) + α(0,1,1)(x, y)ψ(x)ψ(y) + . . .
]
+ . . . .
Note that this is just a Taylor expansion of f with Taylor coeﬃcients
α(0,0,0) = f [0, 0, 0] ,
αµ(1,0,0)(x) =
δf [A,ψ, ψ]
δAµ(x)
∣∣∣∣∣
A=0,ψ=0,ψ=0
α(0,1,0)(x) =
δf [A,ψ, ψ]
δψ(x)
∣∣∣∣∣
A=0,ψ=0,ψ=0
α(0,0,1)(x) =
δf [A,ψ, ψ]
δψ(x)
∣∣∣∣∣
A=0,ψ=0,ψ=0
αµν(2,0,0)(x, y) =
δ2f [A,ψ, ψ]
δAµ(x)δAν(y)
∣∣∣∣∣
A=0,ψ=0,ψ=0
α(0,1,1)(x, y) =
δ2f [A,ψ, ψ]
δψ(x)δψ(y)
∣∣∣∣∣
A=0,ψ=0,ψ=0
,
where the index (i, j, k) denotes the number of variations with respect to A, ψ and ψ,
respectively. Note that in the above expression, already at second order we have left out
terms formally appearing in the Taylor expansion which, however, vanish identically.22 In
fact, the nth order of the Taylor expansion contains all α(i,j,k) with i+ j + k = n.
The generating functional of correlation functions then reads:
Zρ[J, η, η]
=
∫
DA(1)Dψ(1)Dψ(1)DA(2)Dψ(2)Dψ(2)ρ
[
A(1), ψ(1), ψ(1), A(2), ψ(2), ψ(2)
]
∫
A(τ(0),x)=A(1)(x),A(τ(1),x)=A(2)(x)
ψ(τ(0),x)=ψ(1)(x),ψ(τ(1),x)=ψ(2)(x)
ψ(τ(0),x)=ψ(1)(x),ψ(τ(1),x)=ψ(2)(x)
DADψDψ exp
(
i
{
Seff[A,ψ, ψ] +
∫
x
(
AµJ
µ + η ψ + ψ η
)})
=
∫
DADψDψ exp
(
i
{
Seff[A,ψ, ψ] +
∫
x
(
AµJ
µ + η ψ + ψ η
)
+ f [A,ψ, ψ]
})
.
(2.34)
22For instance, at second order, the terms left out correspond to mixing terms involving, e. g., a photon
field and a fermion field, or two fermion fields. They correspond to correlators which vanish at initial time.
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This is the generating functional for correlation functions implementing a general density
operator ρ. The only diﬀerences to the vacuum generating functional are the integration
over the Ctp and the additional term in the exponential stemming from the parametriza-
tion of the density matrix. Note that formally, this term adds new interactions of arbitrary
order to the theory, which, however, only act at the initial time t0 and therefore only inﬂu-
ence the initial state of the system. Note that the 0th order term of the Taylor expansion
of f only generates an overall factor N exp(iα(0,0,0)) which we will ignore in the following,
i. e. we can without loss of generality assume that α(0,0,0) = 0.23 Further note that if f
were linear in the ﬁelds, the coeﬃcients of its Taylor expansion could be absorbed into the
external sources to make the generating functional look even more similar to the vacuum
case. However, a linear f corresponds to a rather trivial density operator which is of no
interest for us. We will come back to this issue after the next subsection.
Finally note that, since so far we have not restricted the density operator at all, it
should in particular include the thermal density operator (2.28) considered earlier. For
an interacting theory, i. e. for a theory with a Hamiltonian which includes powers of
quantum ﬁeld operators higher than two, however, the corresponding density matrix is
very complicated in the sense that the Taylor expansion of f will in general not terminate
at ﬁnite order, leading to arbitrarily complicated interaction terms at initial time.
Only for a free (“Gaussian”) theory, i. e. for a theory with quadratic Hamiltonian, f
becomes simple, i. e. its Taylor series terminates at second order. This corresponds to a
Gaussian density matrix. Restricting to Gaussian density matrices in the thermal case
therefore implies restricting to free theories only. For general density matrices, however,
this is not true: Gaussian density matrices do not necessarily imply considering free theo-
ries only. Considering Gaussian density matrices therefore forces one to consider nonequi-
librium systems if one is interested in interacting theories. The importance of Gaussian
density matrices (besides the fact that they are simple) will become clear shortly.
2.2.2 Secularity and Resummation
Nonequilibrium Qft in a perturbative approach is doomed for failure. In order to see why
and to be concrete, let us assume that we wanted to study the thermalization of some
quantum ﬁeld from ﬁrst principles and think about which approach to use. The logical
ﬁrst guess is perturbation theory, i. e. an expansion in the free propagators of the theory.
This usually works very well if one intends to study e. g. scattering processes in vacuum if
the coupling is weak, like collisions in a particle collider. The reason is that the interaction
is highly localized in spacetime: One starts with an asymptotic state in the inﬁnite past
where nothing is interacting, then “turns on” the interaction corresponding to the collision
of the particles, and then looks at an asymptotic state in the inﬁnite future where again
nothing is interacting.
Another example are bound states (still in vacuum). Here, things are very diﬀerent
from the particle collisions considered in the previous paragraph: Although the interaction
23To be more precise, it can be used to ensure that the trace of the density operator is unity.
2.2. Nonequilibrium Quantum Field Theory 25
is still localized in space (at least for short-range interactions), the interaction in time is
now continuous. In a perturbative calculation, this corresponds to the fact that a large
number of diagrams contributes (possibly inﬁnitely many for a stable bound state). The
study of bound states is therefore clearly not practicable in perturbation theory.
Another situation which is somewhat more close to our concern is thermal ﬁeld theory,
i. e. the statistical theory which is obtained when the density operator is a thermal one.
Let us for the sake of concreteness consider a thermal λφ4 theory (λ ≪ 1) for the case
that the temperature T of the background is very large compared to the mass m of the
theory (so that we can assume it to be massless). Consider the one-loop self-energy Σ1-loop,
which is a tadpole and hence local. Therefore, its Fourier transform does not depend on
momentum and is just a number. For dimensional reasons,
Σ1-loop(G0) ∼ λ
∫
p
G0(p) ∼ λT 2 ∼ m2th ,
where G0 is the free thermal propagator24, and we have introduced the thermal mass mth.
Obviously, the perturbative one-loop photon self-energy is, up to a numerical factor,
just the thermal mass squared and hence constant. From the Dyson–Schwinger equa-
tion (Dse) [Dys49, Sch51a, Sch51b], relating the full propagator to the free propagator
and the self-energy, it follows that the one-loop propagator is determined by
G−1(p) = G−10 (p)− Σ1-loop(G0) = G−10 (p)−m2th ≈ p20 − (p2 + λT 2) ,
so that it is approximately given by
G(p0,p) =
1
p20 − (p2 +m2th)
.
The important point now is to note that there are two diﬀerent scales which have to be
distinguished: The scale set by the temperature, and the scale set by the product of the
square root of the coupling constant times the temperature.25 For “hard” spatial momenta
of the order of the temperature, |p| ∼ T ∼ mth/
√
λ, the eﬀect of the thermal mass leads
to a small correction of the propagator compared to the free one since λ≪ 1 by deﬁnition.
For soft momenta |p| ∼ √λT ∼ mth, however, the correction is of the same order as
the inverse propagator. Therefore, perturbation theory breaks down at the soft scale, no
matter how small the coupling λ.
The physical reason is again the continuous interaction of particles with the thermal
bath. If the momentum of some particle is hard, it does not “see” the thermal bath, but
if it is soft, it gets inﬂuenced severely by its propagation through the bath.
24The thermal propagator in real time can be split into a vacuum and a thermal part [LB00]. Here, we
are only interested in the thermal part, which is finite (while the vacuum part is Uv divergent and would
require regularization), and discard the vacuum part altogether.
25Remember that we have assumed that the mass is negligible compared to the temperature, so that
the mass does not constitute a scale.
26 2. Theoretical Background
The solution to the problem is to do perturbation theory not with the free propagator,
but with a propagator which already includes thermal eﬀects like, for instance, the one-loop
propagator considered above. The Dse then becomes
G−1(p) = G−10 (p)− Σ1-loop(G) ,
i. e. the self-energy is calculated not with the free propagator, but self-consistently with
the propagator we are solving for. The full propagator itself is then recursively given by
G(p) = G0(p)−G0(p)Σ1-loop(G)G(p) ,
which corresponds to the resummation of an inﬁnite number of perturbative diagrams.
As we have seen, there are situations where naive perturbation theory does not work
in thermal equilibrium, and some kind of resummation has to be introduced. Similarly,
it turns out that out-of-equilibrium, perturbation theory fails as well. The reason for the
failure is again easy to understand and can be illustrated by the example of a simple
anharmonic oscillator. Consider the diﬀerential equation [Ber05]
x¨(t) + x(t) = −ε x˙(t)− ε
3x3(t)
1− ε2x2(t) (2.35)
which depends on a small parameter ε≪ 1. For ε = 0, this diﬀerential equation obviously
reduces to that of a simple harmonic oscillator, while for ε > 0, we have a friction term (i. e.
a term depending on x˙(t)—the ﬁrst term on the right-hand side) as well as anharmonic
terms (i. e. terms depending on powers greater than one of x(t)—the second one on the
right-hand side). In order to be able to assess the importance of the diﬀerent terms, it is
convenient to expand the fraction on the right-hand side into a Taylor series in ε. One
obtains [Ber05]:
x¨(t) + x(t) = −ε x˙(t)−
∞∑
n=3
εnxn(t) = −ε x˙(t)− ε3x3(t)− ε5x5(t)− . . . .
Perturbative Approach
A perturbative approach would now proceed to expand the solution x(t) in a series in the
expansion parameter ε and plug it back into the diﬀerential equation. By comparing powers
in ε, one then obtains an inﬁnite hierarchy of equations which can be solved iteratively.
With
x(t) = x0(t) + ε x1(t) +
1
2
ε2x22(t) + . . . , (2.36)
one obtains:
x¨0(t) + x0(t) = 0 , (2.37a)
x¨1(t) + x1(t) = −ε x˙0(t) , (2.37b)
...
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where the subscript refers to the power in ε. In order to solve these equations, we need to
specify initial conditions. With x(0) = 1 and x˙(0) = −ε/2, one can easily solve the ﬁrst
equation:
x0(t) = cos(t) .
The second equation then reads:
x¨1(t) + x1(t) = sin(t) .
It is immediately clear that this equation is problematic: It is the equation of a driven
harmonic oscillator, where the driving term sin(t) has the same frequency as the eigen-
frequency of the harmonic oscillator, namely unity in this example. We therefore have a
resonance, and we expect the solution to grow without bounds, i. e. to diverge in time. In
fact, it can easily be checked that the solution is given by:
x1(t) = −12 t cos(t) ,
so it indeed diverges in time, i. e. is secular.
The full solution then reads:
x(t) = x0(t) + ε x1(t) +O(ε2) = cos(t)− 12 ε t cos(t) +O(ε
2) . (2.38)
It is obvious that the perturbative solution does not give a uniform approximation to the
solution since the quality of the solution does not depend on ε alone, but in fact on the
product ε t. It is then clear that the approximation is only good as long as ε t ≪ 1, i. e.
for times t≪ 1/ε. The conclusion is that for a perturbative solution, there is always some
time t¯ = 1/ε where the solution breaks down. A perturbative approach is therefore not
suitable for studying time evolution problems in nonequilibrium situations.
Resummed approach
There are diﬀerent methods to solve the problem of secularity by resumming the secular
terms appearing at each perturbative order (except for the zeroth order) into ﬁnite terms
which do not diverge in time.26 The method based on the 2Pi eﬀective action employed in
this work proceeds as follows: Instead of expanding not only the diﬀerential equation (2.35)
in the parameter ε, but the solution (2.36) as well, we only expand the diﬀerential equation
and truncate it at some order in ε. This means that we do not have to solve a series of
diﬀerential equations, but exactly one equation. For instance, at zero order in ε, the
equation reads
x¨(t) + x(t) = 0 ,
which of course coincides with the corresponding equation in the perturbative approach.
To ﬁrst order in ε, the equation to solve is given by
x¨(t) + x(t) = −ε x˙(t) .
26Like the dynamical renormalization group, see e. g. Ref. [BdV03].
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Note that in contrast to the ﬁrst-order perturbative equation (2.37b), this equation depends
only on x(t) itself, not on some “external” source coming from a lower-order solution—it
is a self-consistent equation.
The solution then reads
x(t) = cos
√1− 1
4
ε2 t
 e− 12ε t . (2.39)
The ﬁrst thing to note is that the solution looks qualitatively right, i. e. it shows damping
and in particular does not exhibit secular terms. Further, the frequency becomes “renor-
malized”, i. e. shifted from 1 to
√
1− ε2/4.
The reason that this solution does not contain secular terms is that they have been
resummed into the cosine and the exponential. This can be seen by expanding the solution
perturbatively in ε again:
x(t) = cos(t)− 1
2
ε t cos(t) +O(ε2) ,
which just corresponds to the perturbative solution Eq. (2.38) of the corresponding order.
From this point of view, the reason for the appearance of secular terms in the perturbative
approach is therefore simply the fact that ﬁnite expansions of bounded functions need not
be bounded (and in fact are in general not bounded).
The conclusion then is that solving an equation and expanding its solution do not
commute.
2.2.3 The 2PI Effective Action
Now that it should be clear that perturbation theory will most likely not work out-of-equi-
librium, we have to face the question which method to use in order to tackle nonequilibrium
Qft. According to what has been said above, such a method will certainly have to imple-
ment some kind of resummation to accommodate for the continuous interaction with the
system.
An approach which has proved to work very well for many nonequilibrium related
problems is based on the 2Pi eﬀective action. Employing the 2Pi eﬀective action, it has
been possible to numerically demonstrate the thermalization of scalar as well as fermionic
theories from ﬁrst principles, i. e. by directly solving equations of motion (Eoms) for the
fundamental objects of a Qft, namely its correlation functions. The 2Pi eﬀective action
has two very important features which are necessary to address nonequilibrium problems:
It implements a highly eﬃcient resummation, and it guarantees the conservation of global
charges as required by the continuous symmetries of the given theory. In particular, the
conservation of the total energy is crucial for problems regarding thermalization. A nice
overview of applications of 2Pi eﬀective action techniques as well as other methods for
dealing with nonequilibrium problems can be found in Ref. [Ber05] as well as in the mono-
graph [CH08].
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In order to understand the mode of action of the 2Pi eﬀective action, it is useful to
brieﬂy recapitulate the closely related 1Pi eﬀective action, which should be more familiar.
The 1Pi eﬀective action is in turn related to the generating functional of correlation func-
tions considered before. Starting from the generating functional for correlation functions,
one ﬁrst constructs the generating functional of connected correlation functions W [J, η, η],
deﬁned by
Z[J, η, η] = exp(iW [J, η, η]) . (2.40)
Correlation functions can be obtained fromW in the same way as from Z, i. e. by calculat-
ing variations with respect to the external sources. Correlation functions obtained fromW ,
however, can be shown to always be connected, i. e. in a diagrammatic representation, the
corresponding diagrams do not consist of separate graphs. W therefore implements a more
eﬃcient way of storing the information contained in a Qft.
The 1Pi eﬀective action Γ1PI can now be obtained from W by doing a Legendre trans-
form with respect to the sources:
Γ1PI[A,ψ, ψ] = W [J(A,ψ, ψ), η(A,ψ, ψ), η(A,ψ, ψ)]
−
∫
x
[
AµJ
µ(A,ψ, ψ) + η(A,ψ, ψ)ψ + ψ η(A,ψ, ψ)
]
. (2.41)
Note that the dependence on the external sources has been traded for a dependence on the
expectation values of the ﬁelds. Correlation functions can then be obtained by calculating
variations of the 1Pi eﬀective action with respect to the expectation values of the ﬁelds,
and the correlation functions thus obtained can be shown to be one-particle irreducible,
i. e. in a diagrammatic representation, diagrams do not become disconnected by cutting
one propagator line. They are also called proper vertex functions, and the 1Pi eﬀective
action is correspondingly also called generating functional of proper vertex functions. Since
every diagram contained in W can be obtained by joining two diagrams contained in Γ1PI
by a propagator line, Γ1PI implements an even more eﬃcient way to store the information
contained in a Qft. In a sense, the correlation functions obtained from Γ1PI provide the
most basic building blocks (propagators and proper vertices) from which diagrams can be
constructed.
Since the 1Pi eﬀective action is a functional of the ﬁeld expectation values, Eoms
for the ﬁeld expectation values can be obtained by a variational principle. Just like for
the classical action, the Eoms for the ﬁeld expectation values follow from requiring the
variation of the 1Pi eﬀective action to vanish. Higher-order correlation functions can then
be obtained by calculating variations of the 1Pi eﬀective action with respect to the ﬁelds
and evaluating them at the solutions to the Eoms. For instance,
δΓ1PI[A,ψ, ψ]
δAµ
∣∣∣∣∣
phys
= 0 ,
δΓ1PI[A,ψ, ψ]
δψ
∣∣∣∣∣
phys
= 0 ,
δΓ1PI[A,ψ, ψ]
δψ
∣∣∣∣∣
phys
= 0 , (2.42)
where . . . |phys means that the values of the arguments of the 2Pi eﬀective action are such
that they satisfy the equations. Then the inverse photon propagator, for instance, is given
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by:
i
(
D−1
)µν
(x, y) =
δ2Γ1PI[A,ψ, ψ]
δAµ(x)δAν(y)
∣∣∣∣∣
phys
,
while the proper three-point function, i. e. the full electron-photon vertex, is given by:
i Γµ(x, y, z) =
δ3Γ1PI[A,ψ, ψ]
δAµ(x)δψ(y)δψ(z)
∣∣∣∣∣
phys
,
and so on for higher correlation functions. The important point to note here is that in order
to obtain higher order than one-point functions, one ﬁrst has to solve the Eoms (2.42) for
the ﬁeld expectation values.
The 2Pi eﬀective action is obtained in a very similar way as the 1Pi eﬀective action.
However, instead of starting with a generating functional of correlation functions which
depends on one external source for each ﬁeld coupled linearly to the ﬁeld, one introduces
in addition external sources coupled bilinearly to the ﬁelds:27
Zρ[J, η, η, R,K]
=
∫
DADψDψ exp
(
i
{
Seff[A,ψ, ψ] + f [A,ψ, ψ]
+
∫
x
[
Aµ(x)J
µ(x) + η(x)ψ(x) + ψ(x) η(x)
]
+
1
2
∫
x,y
[
Aµ(x)R
µν(x, y)Aν(y) + ψ(x)K(x, y)ψ(y)
]})
=
∫
DADψDψ exp
(
i
{
Seff[A,ψ, ψ]
+
∫
x
{
Aµ(x)
[
Jµ(x) + αµ(1,0,0)(x)
]
+
[
η(x) + α(0,1,0)(x)
]
ψ(x) + ψ(x)
[
η(x) + α(0,0,1)(x)
]}
+
∫
x,y
{
Aµ(x)
[
Rµν(x, y) + αµν(2,0,0)(x, y)
]
Aν(y)
+ ψ(x)
[
K(x, y) + α(0,1,1)(x, y)
]
ψ(y)
}
+ . . .
})
(2.43)
where the dots indicate terms containing higher-order coeﬃcients of the Taylor expansion
of f . The important point now is to note that for Gaussian density operators ρGauss, i. e.
27In general, one should add bilinear sources for every combination of fields, i. e. in the case of Qed for
the pairs (Aµ, Aν), (Aµ, ψ), (Aµ, ψ), (ψ,Aµ), (ψ, ψ), (ψ, ψ), (ψ,Aµ), (ψ, ψ), (ψ, ψ) (where for each pair
the first field is to be evaluated at x and the second one at y). However, since we are only interested in
the photon and fermion propagators, we can omit most of these combinations (see, however, Ref. [RS07]).
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density operators whose Taylor expansion terminates at the second order28, the dots do
not indicate any missing terms, so that we conclude that
ZρGauss [J, η, η, R,K] = Z
[
J + α(1,0,0), η + α(0,1,0), η + α(0,0,1), R+ α(2,0,0), K + α(0,1,1)
]
= Z
[
J˜ , η˜, η˜, R˜, K˜
]
(2.44)
where Z = Zρvac is the vacuum generating functional.
The generating functional of connected correlation functions is deﬁned by
Zρ[J, η, η, R,K] = exp(iWρ[J, η, η, R,K]) , (2.45)
and correspondingly we have
Z
[
J˜ , η˜, η˜, R˜, K˜] = exp
(
iW
[
J˜ , η˜, η˜, R˜, K˜
])
(2.46)
for Gaussian density operators. From this the 2Pi eﬀective action is obtained by a double
Legendre transform with respect to the one-point as well as the two-point sources:
Γ2PI[A,ψ, ψ,D,G] = W
[
J˜ , η˜, η˜, R˜, K˜
]
−
∫
x
[
Aµ(x)J˜
µ(x) + η˜(x)ψ(x) + ψ(x) η˜(x)
]
− 1
2
∫
x,y
{[
Aµ(x)Aν(y) +Dµν(x, y)
]
R˜µν(x, y)
+
[
ψ(x)ψ(y) + S(y, x)
]
K˜(x, y)
}
(2.47)
with J˜ = J˜(A,ψ, ψ,D,G) and similarly for the other external sources. The Eoms following
from the 2Pi eﬀective action are then given by:
δΓ2PI[A,ψ, ψ,D, S]
δAµ(x)
∣∣∣∣∣
phys
=
[
−J˜µ(x)−
∫
y
R˜µν(x, y)Aν(y)
]∣∣∣∣
phys
= −
∫
y
α
(1,0,0)µν
1 (x, y)Aν(y) ,
(2.48a)
δΓ2PI[A,ψ, ψ,D, S]
δψ(x)
∣∣∣∣∣
phys
=
[
−η˜(x)−
∫
y
K˜(x, y)ψ(y)
]∣∣∣∣
phys
= −
∫
y
α
(0,1,0)
1 (x, y)ψ(y) ,
(2.48b)
δΓ2PI[A,ψ, ψ,D, S]
δψ(x)
∣∣∣∣∣
phys
=
[
−η˜(x)−
∫
y
ψ(x)K˜(x, y)
]∣∣∣∣
phys
= −
∫
y
ψ(x)α
(0,0,1)
1 (x, y) ,
(2.48c)
δΓ2PI[A,ψ, ψ,D, S]
δDµν(x, y)
∣∣∣∣∣
phys
= −1
2
R˜µν(x, y)
∣∣∣∣
phys
= −1
2
α
(2,0,0)µν
2 (x, y) , (2.48d)
δΓ2PI[A,ψ, ψ,D, S]
δS(x, y)
∣∣∣∣∣
phys
= −1
2
K˜(x, y)
∣∣∣∣
phys
= −1
2
α
(0,1,1)
2 (x, y) , (2.48e)
28The most general Gaussian density matrix for a one-component scalar field can be found in
Ref. [CHKM97].
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where . . . |phys means that all quantities are evaluated for vanishing external sources, i. e.
J = 0, η = 0, η = 0, R = 0, K = 0.
It now becomes obvious that it is exactly the Gaussian initial conditions which can be
very eﬃciently described by the 2Pi eﬀective action, since the eﬀect of Gaussian density
operators can be completely absorbed into the external sources. The 2Pi eﬀective action
for a Gaussian density operator therefore formally looks almost exactly the same as the
2Pi eﬀective action in vacuum, except for the fact that it is deﬁned on a Ctp and that, as
we shall shortly see, the information contained in the density operator does show up again
in the initial conditions for the Eoms (2.48).
Chapter 3
QED from the 2PI Effective Action
We will now present a convenient parametrization of the 2Pi eﬀective action for Qed for
vanishing ﬁeld expectation values and derive the Eoms from it. They will turn out to
be rather complicated, quantitatively as well as structurally. The quantitative complexity
comes from the many components of the photon and fermion two-point functions.1 For the
photons, not all of them correspond to physical Dofs, though, and since the redundancy
of Dofs employed in the description of gauge ﬁelds is one of the main features of gauge
theories (and which ﬁnds an unusual manifestation in real-time formulations of them), we
will have to say a few things about the physical Dofs of gauge theories ﬁrst.
In order to render the Eoms tractable for a numerical study, we will then implement
an initial state which exhibits certain symmetries while still retaining the features one is
usually interested in. These symmetries will enable us to drastically reduce the number of
independent components for the photons as well as for the fermions, and correspondingly
the number of Eoms which have to be solved.
In order to obtain a system of equations which can indeed be solved, we have to provide
initial conditions, which we will then present.
3.1 Equations of Motion
It can be shown that for vanishing ﬁeld expectation values, the 2Pi eﬀective action can be
parametrized as [CJT74]
Γ2PI[S,D]
=
i
2
Tr ln
(
D−1) +
i
2
Tr
(
D−10 (D −D0)
)
− i Tr ln
(
S−1)− i Tr
(
S−10 (S − S0)
)
+ Γ2[S,D]
(3.1)
where in a diagrammatic representation, Γ2[S,D] contains only 2Pi diagrams, i. e. dia-
grams which remain connected when cutting two propagator lines, and the traces are over
1Altogether, we have 64 components: 16 for each of the spectral and statistical functions for photons
and fermions, and the fermion components are even complex.
33
34 3. QED from the 2PI Effective Action
spacetime indices (discrete and continuous ones).2
The free inverse photon and fermion propagators read, respectively:
i
(
D−10
)µν
(x, y) =
δ2S[A,ψ, ψ]
δAµ(x)δAν(y)
=
[
gµνx −
(
1− 1
ξ
)
∂µx∂
ν
x
]
δ4(x− y) , (3.2)
i
(
S−10
)
(x, y) =
δ2S[A,ψ, ψ]
δψ(x)δψ(y)
=
(
i γµ∂xµ −m(f)
)
δ4(x− y) . (3.3)
Note that without the gauge ﬁxing term, the photon propagator would be (proportional
to) the four-dimensionally transverse projection operator and therefore noninvertible.3
Further note that the (Feynman or time-ordered) propagators S and D are parameters
of the 2Pi eﬀective action. The physical propagators are those which extremize the 2Pi
eﬀective action. This is in complete analogy to the 1Pi eﬀective action, where the ﬁeld
expectation value is a parameter, while its physical value extremizes the 1Pi eﬀective
action.
In terms of the corresponding (Heisenberg) quantum ﬁeld operators, the propagators
are given by
Dµν(x, y) = 〈TAµ(x)Aν(y)〉 , (3.4)
S(x, y) = 〈Tψ(x)ψ(y)〉 , (3.5)
for the photon and the fermion, respectively.
The Eoms can now easily be derived from the 2Pi eﬀective action. One obtains:
δΓ2PI[S,D]
δDµν(x, y)
= − i
2
(
D−1
)µν
(x, y) +
i
2
(
D−10
)µν
(x, y)− i
2
Πµν(x, y) = −1
2
α
(2,0,0)µν
2 (x, y) ,
(3.6)
δΓ2PI[S,D]
δS(x, y)
= iS−1(x, y)− iS−10 (x, y) + iΣ(x, y) = −
1
2
α
(0,1,1)
2 (x, y) , (3.7)
where we have deﬁned the photon and fermion self-energy, respectively, as
Πµν(x, y) = 2 i
δΓ2[S,D]
δDµν(x, y)
, (3.8)
Σ(x, y) = − i δΓ2[S,D]
δS(x, y)
, (3.9)
i. e. (up to constant prefactors) as the variations of the 2Pi part of the 2Pi eﬀective action
with respect to the corresponding propagators.
2Truncations of the 2Pi effective action are also often called Φ-derivable approximations [Bay62], where
the 2Pi part Γ2 is then denoted as Φ.
3It is easy to see that it would annihilate longitudinal quantities like ∂µΛ (i. e. the difference between
two gauge equivalent photon fields). Therefore, the not gauge-fixed free inverse photon propagator has
vanishing eigenvalues.
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The Eoms are of the same form as the Dses for the propagators. Note, however, that
these equations are completely self-consistent since the self-energies depend only on the
propagators and on the free vertex. Therefore, no ansatz is needed for the full vertex
function in order to close the equations as in the standard Dses.
These equations are obviously not very well suited for studying the (time) evolution of
the full propagators. It would be desirable for the Eoms to be diﬀerential equations with
respect to time, reﬂecting the fact that they are evolution equations for the propagators.
This can in fact be achieved by convolving the Eoms with the respecting full propagators,
yielding[
gµλx −
(
1− 1
ξ
)
∂µx∂
λ
x
]
Dλν(x, y) +
∫
z
[
i Πµλ(x, z) + α
(2,0,0)µλ
2 (x, z)
]
Dλν(z, y)
= i δµν δ
4(x− y) , (3.10)
(i γµ∂xµ −m(f))S(x, y) +
∫
z
[
i Σ(x, z) + α
(0,1,1)
2 (x, z)
]
S(z, y) = i δ4(x− y) . (3.11)
From a practical point of view, these equations are still somewhat inconvenient, since
the integrals are deﬁned on a nontrivial contour (the Ctp), meaning that in a calculation,
one has to cope with quantities which are deﬁned on two diﬀerent branches (the branch
from initial time to some given ﬁnite later time, and the one from there back to initial
time). It would be much more convenient to have integrals extending over real intervals
only. This can be achieved by decomposing the Feynman propagators into two new two-
point functions, the so-called statistical and spectral functions. They correspond (up to a
constant factor) to the expectation value of the anticommutator and of the commutator of
two (Heisenberg) quantum ﬁeld operators, respectively.4 For the photon, these are
F (g)µν (x, y) =
1
2
〈{Aµ(x), Aν(y)}〉 , (3.12a)
ρ(g)µν(x, y) = i〈[Aµ(x), Aν(y)]〉 , (3.12b)
while for the fermion, we have
F (f)(x, y) =
1
2
〈[ψ(x), ψ(y)]〉 , (3.13a)
ρ(f)(x, y) = i〈{ψ(x), ψ(y)}〉 . (3.13b)
Making the time-ordering involved in the deﬁnition of the Feynman propagator explicit
by expressing it through sign functions it is easy to see that they are connected with the
corresponding Feynman propagators via
Dµν(x, y) = F
(g)
µν (x, y)−
i
2
sgn(x0 − y0)ρ(g)µν(x, y) , (3.14)
S(x, y) = F (f)(x, y)− i
2
sgn(x0 − y0)ρ(f)(x, y) . (3.15)
4They are also sometimes called Hadamard and (Pauli-)Jordan propagators, respectively. Note that
their definition regarding constant prefactors is not consistent in the literature. The spectral function, for
instance, is also sometimes defined without the factor of i, like e. g. in Ref. [BI02].
36 3. QED from the 2PI Effective Action
In thermal equilibrium (with inverse temperature β), the statistical and spectral func-
tions are not independent but related by the Kms periodicity condition Dµν(x, y)|x0=0 =
Dµν(x, y)|x0=− i β (and similarly for the fermion propagator), but out-of-equilibrium, they
are completely independent in general, and hence their time evolution has to be studied
separately.5
The Eoms for the statistical and spectral functions then follow from the Eoms for the
Feynman propagators. Decomposing the self-energies into statistical and spectral parts in
a similarly way as the propagators,6
Πµν(x, y) = Πµν(F )(x, y)−
i
2
sgn(x0 − y0)Πµν(ρ)(x, y) , (3.16)
Σ(x, y) = Σ(F )(x, y)− i
2
sgn(x0 − y0)Σ(ρ)(x, y) , (3.17)
we obtain for the photons:[
gµλx −
(
1− 1
ξ
)
∂µx∂
λ
x
]
ρ(g)λν(x, y) =
∫ x0
y0
dzΠµλ(ρ)(x, z)ρ
(g)
λν(z, y) , (3.18a)[
gµλx −
(
1− 1
ξ
)
∂µx∂
λ
x
]
F (g)λν (x, y) =
∫ x0
t0
dzΠµλ(ρ)(x, z)F
(g)
λν (z, y)
−
∫ y0
t0
dz
[
Πµλ
(F )
(x, z)− iα(2,0,0)µλ2 (x, z)
]
ρ(g)λν(z, y) ,
(3.18b)
and for the fermions:7
(i γµ∂xµ −m(f))ρ(f)(x, y) =
∫ x0
y0
dz Σ(ρ)(x, z)ρ
(f)(z, y) , (3.20a)
(i γµ∂xµ −m(f))F (f)(x, y) =
∫ x0
t0
dz Σ(ρ)(x, z)F
(f)(z, y)
−
∫ y0
t0
dz
[
Σ(F )(x, z)− iα(0,1,1)2 (x, z)
]
ρ(f)(z, y) , (3.20b)
where
∫ y0
x0 dz :=
∫ y0
x0 dz
0
∫
d3z. Note that the Eoms for the statistical functions depend
explicitly on some initial time t0, which without loss of generality can be set to zero.
5Note that the Kms condition is a boundary condition, and hence thermal equilibrium is a boundary
value problem. In this respect, thermal equilibrium is qualitatively different from nonequilibrium, which
is an initial value problem.
6There is no purely local contribution to the self-energies (which would lead to a spacetime-dependent
mass shift) due to the absence of a tadpole in Qed.
7If we write the memory integral on the right-hand side as I(f)(ρ)(x, y), then ρ
(f) satisfies the Klein-Gordon
type equation (
x +m
(f)2
)
ρ(f)(x, y) = −(i γµ∂xµ +m(f))I(f)(ρ)(x, y) , (3.19)
and similarly for the statistical function.
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In a real-time formulation as above, the integrals over time on the right-hand sides
of the Eoms which encode the interactions are also called memory integrals, since they
integrate over the entire history of the system, from the initial time to the current time.
Note again that the α2-terms encoding the initial density matrix are only nonvanishing
at t0. We have:[
gµλx −
(
1− 1
ξ
)
∂µx∂
λ
x
]
F (g)λν (x, y)
∣∣∣
x0=y0=t0
= i lim
y0→t0
∫ y0
t0
dz0
∫
d3z α
(2,0,0)µλ
2 (x, z)
∣∣∣
x0=t0
ρ(g)λν(z, y)
= i lim
y0→t0
(y0 − t0)
∫
d3z α
(2,0,0)µλ
2 (x, z)
∣∣∣
x0=t0,z0=y0
ρ(g)λν(z, y)
and
(i γµ∂xµ −m(f))F (f)(x, y)
∣∣∣
x0=y0=t0
= i lim
y0→t0
∫ y0
t0
dz0
∫
d3z α
(0,1,1)
2 (x, z)
∣∣∣
x0=t0
ρ(f)(z, y)
= i lim
y0→t0
(y0 − t0)
∫
d3z α
(0,1,1)
2 (x, z)
∣∣∣
x0=t0,z0=y0
ρ(f)(z, y) .
It turns out that the terms on the right-hand side of the equations exactly encode the initial
conditions. Compare this to the diﬀerential equation together with the initial conditions
y′′(x) + y(x) = f(x) , y(0) = y0 , y
′(0) = y1 ,
which is equivalent to the single equation [Mat]
y′′(x) + y(x) = Θ(x)f(x) + y0 δ
′(x) + y1 δ(x) ,
where Θ is the Heaviside theta function8. In the same way, in the Eoms for the two-
point functions, we can just as well omit the α2 altogether and instead provide the initial
conditions for the respective two-point functions separately.
Note that the α2-terms appear only in the Eoms for the statistical function. According
to what has just been stated about their connection to the initial values, this means that
one is only free to choose initial conditions for the statistical functions, not for the spectral
functions. This is because the initial conditions for the spectral functions are ﬁxed by the
equal-time commutation relations. We will elaborate on this in Sec. 3.4.
8The Heaviside theta function is defined as
Θ(x) =
1
2
[1 + sgn(x)] =

0 ; x < 0 ,
1/2 ; x = 0 ,
1 ; x > 0 .
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Therefore, the Eoms are equivalent to the set of equations
[
gµλx −
(
1− 1
ξ
)
∂µx∂
λ
x
]
ρ(g)λν(x, y) =
∫ x0
y0
dzΠµλ
(ρ)
(x, z)ρ(g)λν(z, y) , (3.21a)[
gµλx −
(
1− 1
ξ
)
∂µx∂
λ
x
]
F (g)λν (x, y) =
∫ x0
t0
dzΠµλ
(ρ)
(x, z)F (g)λν (z, y)
−
∫ y0
t0
dzΠµλ
(F )
(x, z)ρ(g)λν(z, y) , (3.21b)
ρ(g)µν(x, y)
∣∣∣
x0=y0=t0
= f (g)1 µν(x,y) , (3.21c)
∂
∂x0
ρ(g)µν(x, y)
∣∣∣∣∣
x0=y0=t0
= f (g)2 µν(x,y) , (3.21d)
∂
∂x0
∂
∂y0
ρ(g)µν(x, y)
∣∣∣∣∣
x0=y0=t0
= f (g)3 µν(x,y) , (3.21e)
F (g)µν (x, y)
∣∣∣
x0=y0=t0
= g(g)1 µν(x,y) , (3.21f)
∂
∂x0
F (g)µν (x, y)
∣∣∣∣∣
x0=y0=t0
= g(g)2 µν(x,y) , (3.21g)
∂
∂x0
∂
∂y0
F (g)µν (x, y)
∣∣∣∣∣
x0=y0=t0
= g(g)3 µν(x,y) (3.21h)
with functions f (g)1 µν , f
(g)
2 µν , f
(g)
3 µν which are ﬁxed by the equal-time commutation relations
and arbitrary functions g(g)1 µν , g
(g)
2 µν , g
(g)
3 µν for the photons, and
(i γµ∂xµ −m(f))ρ(f)(x, y) =
∫ x0
y0
dz Σ(ρ)(x, z)ρ
(f)(z, y) , (3.22a)
(i γµ∂xµ −m(f))F (f)(x, y) =
∫ x0
t0
dz Σ(ρ)(x, z)F
(f)(z, y)
−
∫ y0
t0
dz Σ(F )(x, z)ρ
(f)(z, y) , (3.22b)
ρ(f)(x, y)
∣∣∣
x0=y0=t0
= f (f)(x,y) , (3.22c)
F (f)(x, y)
∣∣∣
x0=y0=t0
= g(f)(x,y) , (3.22d)
with a function f (f) which is ﬁxed by the equal-time commutation relations and an arbitrary
function g(f) for the fermions.
The sets of equations (3.21) and (3.22) constitute the initial value problem which de-
termines the time evolution of the two-point correlation functions of the quantum ﬁelds of
Qed which at some initial time t0 are in a state described by a Gaussian density operator.
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3.2 Degrees of Freedom
The photon ﬁeld is described by four real-valued functions, while photon two-point func-
tions are correspondingly described by 16 real-valued functions and so on for higher corre-
lation functions. Similarly, the fermion ﬁeld is described by four complex-valued functions,
while fermion two-point functions are described by 16 complex-valued functions and so on
for higher correlation functions. However, not necessarily all of the components describe
independent Dofs. There are two sources for the reduction of the independent number
of Dofs: One is a possible symmetry of the initial state (vacuum or a state in- or out-of-
equilibrium). This applies to photons as well as fermions. The second source is the gauge
symmetry of the photons: Physical quantities which are related by a gauge transformation
describe the same physics.
We will ﬁrst discuss the physical, i. e. gauge invariant Dofs of photon and fermion,
and afterwards the reduction of the independent number of Dofs for photons as well as
for fermions by the symmetry of the initial state.
3.2.1 Physical Degrees of Freedom of the Fermion
According to (2.8), the fermion ﬁelds are not gauge invariant and therefore cannot be
physical. The same is true for correlation functions containing fermion ﬁelds, like the
fermion propagator (except for equal spacetime points). It is, however, possible to deﬁne
a gauge invariant fermion ﬁeld according to [Dir58]
ψphys(x) = ψ(x) exp
(
− i e ∂
iAi(x)
∇
2
)
, (3.23)
and correspondingly for the Dirac conjugate. It can easily be checked that ψphys(x) is gauge
invariant, since under a gauge transformation, we have
ψphys(x) 7→ ei Λ(x) ψ(x) exp
− i e ∂i
[
Ai(x)− 1e ∂iΛ(x)
]
∇
2

= ei Λ(x) ψ(x) exp
(
− i e ∂
iAi(x)
∇
2 − i Λ(x)
)
= ei Λ(x) ψphys(x) e
− i Λ(x)
= ψphys(x) .
Although it is hence possible to deﬁne a gauge invariant fermion, ψphys is an awkward
object to work with since it is highly nonlocal due to the appearance of the diﬀerential
operator in the exponential. In most cases, it is therefore easier to work with the original,
gauge noninvariant object ψ(x).
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3.2.2 Physical Degrees of Freedom of the Photon
We have to discriminate two types of physical Dofs: fundamental ones and eﬀective
ones. Fundamental Dofs are those which can be attributed to a single photon, without
reference to any kind of interaction with its environment. They are the only Dofs given in
vacuum. Eﬀective Dofs, however, are due to the interaction with a background medium
and hence usually do not exist in vacuum. Eﬀective Dofs therefore depend on a possible
background medium, and in particular on its symmetries. While it is usually clear what
the fundamental Dofs of a theory are, it is often not so easy to identify the eﬀective Dofs
since they could be generated by complicated interactions.
In gauge theories, however, the situation is complicated by the fact that not all Dofs
are physical, so we further have a discrimination into physical and unphysical Dofs. In
a sense, this is the very essence of gauge theories. While the photon ﬁeld Aµ is described
by four real numbers9, it is well known that a photon has only two Dofs, corresponding
to its two spin states or polarization directions transverse to its direction of propagation.10
Therefore, two of the Dofs contained in Aµ must be unphysical. Let us Fourier transform
the photon ﬁeld to momentum space and split it according to
Aµ(p) = A⊥µ(p) + A‖µ(p) (3.24)
with
A⊥µ(p) = P⊥
ν
µ(p)Aν(p) =
(
gνµ −
pµp
ν
p2
)
Aν(p) , A‖µ(p) = P‖
ν
µ(p) =
pµp
ν
p2
Aν(p) . (3.25)
Here,
P⊥µν(p) = gµν − pµpν
p2
and P‖µν(p) =
pµpν
p2
(3.26)
are the four-dimensionally transverse and longitudinal projection operators, respectively.11
Since P⊥P‖ = 0, Eq. (3.24) is an orthogonal decomposition of the photon ﬁeld.
Let us now consider the gauge transformation of the photon ﬁeld,
Aµ(p) 7→ AΛµ(p) = Aµ(p)−
i
e
pµΛ(p) .
The transverse and longitudinal parts of the photon ﬁeld transform according to
A⊥µ(p) 7→ A⊥µ(p) , A‖µ(p) 7→ A‖µ(p)− i
e
pµΛ(p) ,
9For the sake of simplicity, we only talk about expectation values, i. e. numbers, here so that we do
not need to consider operators. The fact that due to Lorentz invariance, there cannot be a nonvanishing
expectation value of the photon field, does not matter for our reasoning here.
10For a massive vector particle, one could also have polarization along its direction of propagation; for
a massless particle like the photon, however, which propagates with the speed of light, this is not possible.
11A projection operator P is an operator which is idempotent, i. e. P2 = P. It follows that it is not
invertible unless it is the unit operator.
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i. e. a gauge transformation eﬀectively acts on the longitudinal component of the photon
ﬁeld only, while the transverse component is gauge invariant.12 It is then clear that the
physical Dofs of the photon must be contained in the transverse part A⊥µ only, since in
particular they have to be gauge invariant. From this point of view, gauge symmetry is a
manifestation of the fact that we chose a description of the photon which contains super-
ﬂuous, unphysical Dofs in the ﬁrst place. It is, however, not the whole four-dimensionally
transverse part of the photon which corresponds to the physical Dofs since the four-
dimensionally transverse projection operator has rank 3, so there is still one unphysical
Dof left, and it has to be removed by ﬁxing the gauge.
Before we turn to that, let us brieﬂy consider the free photon propagator. In a linear
covariant gauge, the free photon propagator reads
D0µν(p) = − i
p2
[
gµν − (1− ξ) pµpν
p2
]
, (3.27)
so that one has
iD0⊥µν(p) = P⊥
ρ
µ(p)P⊥
σ
ν (p) iD0 ρσ(p) =
1
p2
(
gµν − pµpν
p2
)
,
iD0‖µν(p) = P‖
ρ
µ(p)P‖
σ
ν (p) iD0 ρσ(p) =
ξ
p2
pµpν
p2
,
or, getting rid of the tensor structure,
iD0⊥(p) =
1
3
P
µν
⊥ (p) iD0µν(p) =
1
p2
,
iD0‖(p) = P
µν
‖ (p) iD0µν(p) =
ξ
p2
,
i. e. the four-dimensionally longitudinal part explicitly depends on the gauge ﬁxing param-
eter. This is another conﬁrmation for the fact that the physical Dofs must be contained
in the transverse part.13
It is clear that one cannot hope to ﬁnd a Lorentz invariant description of the phys-
ical Dofs since “transverse to its direction of propagation” is not a Lorentz invariant
statement.14 The direction of propagation is just the direction of the spatial momentum
vector p. Since for now, we are only talking about the fundamental Dofs of the photon,
12To be more precise: A gauge transformation acts on A⊥µ as the identity transformation, i. e. in a
trivial way.
13In fact, in terms of the four-dimensionally transverse and four-dimensionally longitudinal components
of the photon, the photon part of the effective classical action reads:
Sg[A] + S
ξ
gf[A] =
∫
x
[
1
2
(∂µA⊥ν)(∂
µAν⊥)−
1
2ξ
(∂µA‖µ)
2
]
.
14Of course, “transverse” and “direction” are to be understood as spatial terms here.
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we can safely assume that we have transformed all quantities to momentum space.15 We
can then easily write down a projection operator which projects onto a plane transverse
to p:16
P
T
⊥
ij(p) = gij +
pi pj
p2
, (3.28)
since PT⊥
j
i (p) pj = 0. Although not a covariant object, the projector can be written in a
“pseudo-covariant” way by introducing a collection of four numbers nµ constituting an axis
which explicitly breaks Lorentz symmetry [KG06, Wel82]:17
P
T
⊥
µν(p, n) = gµν − p
µpν + p2nµnν − (n · p)(pµnν + pνnµ)
p2 − (n · p)2 , (3.29)
or componentwise:
P
T
⊥
00(p0,p) = P
T
⊥
i0(p0,p) = P
T
⊥
0i(p0,p) = 0 ,
P
T
⊥
ij(p0,p) = g
ij +
pipj
p2
.
(3.30)
Obviously, the only nonvanishing components are the purely spatial ones, and they are
independent of p0. This is an important point, since out-of-equilibrium, we cannot even
Fourier transform with respect to temporal components.
For the physical photon ﬁeld Aphysµ, we then have:18
Aphys µ(p, n) = P
T
⊥
ν
µ(p, n)Aν(p) , (3.31)
so that
Aphys 0(p, n) = 0 , Aphys i(p, n) =
(
gji +
pi p
j
p2
)
Aj(p) . (3.32)
For the sake of deﬁniteness, consider a photon propagating in x3-direction, so that (pµ) =
(1, 0, 0, 1)|p|. Then:
Aphys 1(p, n) = A1(p) , Aphys 2(p, n) = A2(p) , Aphys 3(p, n) = 0 .
15This will not be the case for the effective Dofs, since they depend on a backgroundmedium. Depending
on its symmetries, it might not be possible to do a full Fourier transform to momentum space.
16Actually, the projection operator depends not on p, but only on its direction pˆ := p/|p|, so it would
be more precise to write
P
T
⊥
ij(pˆ) = gij + pˆi pˆj .
17Note that a dependence on p and n is equivalent to a dependence on p and p0 (i. e. they are treated
as independent quantities). Usually, we write (p, n) when we employ a (pseudo-)covariant notation and
(p0,p) when we consider the temporal and spatial components separately.
Further note that formally
lim
n→0
P
T
⊥(p, n) = P⊥(p) ,
i. e. in the vacuum limit (to be more precise, n does not vanish, but does not even exist in vacuum), the
spatially transverse projector becomes the four-dimensionally longitudinal projector.
18Note that Aphysµ is not a Lorentz (co-)vector due to its dependence on n
µ.
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Similarly, the physical photon propagator is then given by
Dphys µν(p, n) = P
T
⊥
ρ
µ(p, n)P
T
⊥
σ
ν (p, n)Dρσ(p) , (3.33)
so that
Dphys 00(p, n) = Dphys i0(p, n) = Dphys 0i(p, n) = 0 ,
Dphys ij(p, n) =
(
gki +
pi p
k
p2
)(
glj +
pj p
l
p2
)
Dkl(p) .
(3.34)
For the free case, one ﬁnds:
iD0 phys ij(p, n) =
1
p2
(
gij +
pi pj
p2
)
=
1
p2
P
T
⊥ij(p, n) , (3.35)
or, getting rid of the tensor structure19,
iD0 phys T(p) =
1
2
P
T
⊥
ij(p, n) iD0 phys ij(p, n) =
1
p2
. (3.36)
Up to the sign, this is the free propagator of a massless scalar particle. In particular, it
does not depend on the preferred direction nµ.
If there is enough energy in the system so that (real) particles can be created, how-
ever, an additional Dof emerges. In contrast to the three-dimensionally transverse Dof,
which is fundamental, the additional Dof is a collective one. Since the speed of a pho-
ton propagating in an environment of particles is eﬀectively reduced due to its interaction
with the particles, it behaves itself like a massive particle.20 According to what has been
stated above, it is then possible for it to be polarized along its direction of propagation.
This amounts to a longitudinal polarization, and the corresponding Dof is known as
the plasmon in the literature [KG06, WH96]. It turns out that there is in fact a sec-
ond projection operator which is four-dimensionally transverse (and hence yields a gauge
invariant quantity when applied to a photon ﬁeld) and three-dimensionally longitudinal,
namely [KG06, Wel82]:21
P
L
⊥
µν(p, n) = gµν − p
µ pν
p2
− PT⊥µν(p, n) , (3.38)
19The factor 1/2 is due to the fact that there are two (degenerate) transverse Dofs.
20It is not a fundamental mass which would break gauge invariance, but an effective one which subsumes
the effects of the interaction with the environment. In fact, it is not a fundamental particle, but a
“quasiparticle”.
21Note that formally
lim
n→0
P
L
⊥(p, n) = 0 , (3.37)
i. e. in the vacuum limit, the spatially longitudinal projector and hence the spatially longitudinal Dof
vanish. This affirms the interpretation of the spatially longitudinal Dof as a dynamical effect which is
due to the interaction with the system.
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or componentwise:
P
L
⊥00(p0,p) = −
p2
p2
,
P
L
⊥i0(p0,p) = P
L
⊥0i(p0,p) = −
pip0
p2
= −p0|p|
p2
pi
|p| ,
P
L
⊥ij(p0,p) = −
p20
p2
pipj
p2
.
(3.39)
Unfortunately, however, the longitudinal projection operator does not share the nice prop-
erty of the transverse one of having only spatial nonvanishing components and being inde-
pendent of p0. There is even a p0-dependence in the denominators. In position space, the
longitudinal projection operator would therefore be an object which is nonlocal in time,
which is not practicable to work with.
In the free case, we obviously have
iD0 phys L(p, n) = P
L
⊥
ij(p, n) iD0 phys ij(p, n) = 0 (3.40)
since PT⊥ and P
L
⊥ are orthogonal to each other, i. e. P
T
⊥P
L
⊥ = 0. This is in accordance
with the fact that in vacuum (or in a system without interactions) there does not exist a
longitudinal physical Dof. However, in linear covariant gauges, we have
iD0
L
⊥(p) = P
L
⊥
ij(p, n) iD0 ij(p) =
1
p2
= iD0
T
⊥(p) , (3.41)
i. e. even in vacuum, there is a propagating longitudinal Dof. This is a clear indication
that linear covariant gauges cannot be physical in the sense that only physical Dofs are
described, and the longitudinal Dof in vacuum has to be removed by hand.
In the end, one is interested in the gauge invariant, potentially physical quantities
DT⊥(p) = P
T
⊥
µνDµν(p) and D
L
⊥(p) = P
L
⊥
µνDµν(p) , (3.42)
and it seems to be obvious to discard the unphysical Dofs altogether. In vacuum and
thermal equilibrium, this can in fact easily be done by projecting onto the gauge invariant
Dofs. If time-translation invariance is not given, however, one would have to work with
projection operators in real time. This is no problem for the transverse one, since it only
depends on spatial quantities. The longitudinal projection operator, however, does depend
on temporal quantities (which even appear in the denominator), which in real time would
translate to a timelike nonlocality. Out-of-equilibrium, it is therefore impractical to obtain
the physical Dofs by projection.
One therefore has to follow a diﬀerent approach: One solves the Eoms for all Dofs,
including the unphysical ones. Thereby it is guaranteed that no information is lost, and
the question has been shifted to the extraction of the physical Dofs after the solution to
the Eoms has been obtained.
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In fact, it is usually not even necessary to solve the Eoms for virtually all Dofs since
the number of independent Dofs is reduced by the symmetries of the initial state under
consideration. The question for the minimum number of Dofs that have to be evolved is
what we will turn to next.
First, however, let us conclude that we have seen that it is possible to deﬁne Qed in
terms of physical ﬁelds (Aphysµ, ψphys, ψphys) only (see also Ref. [Ste84]). The price to pay
is that relativistic covariance is lost since Aphysµ is not a Lorentz vector, and that locality
is lost since ψphys and ψphys are nonlocal. It is therefore usually more convenient to work
with the original ﬁelds (Aµ, ψ, ψ), and this is also what we will do.
3.2.3 Spatially Homogeneous, Isotropic System
In this section, we will specialize the so far general Gaussian initial state to a spatially
homogeneous, isotropic one, in order to reduce the number of independent components.
Symmetries
It is instructive to start with the most symmetric state, the (Minkowski) vacuum, and then
successively reduce the symmetries until we arrive at a system which has suﬃciently few
symmetries so that it captures all the features we are interested in, but is still as symmetric
as possible in order to simplify its treatment. The vacuum is homogeneous and isotro-
pic with respect to spacetime. Spacetime homogeneity corresponds to invariance under
spacetime translations, while spacetime isotropy corresponds to invariance under Lorentz
transformations. The symmetry group of the vacuum is hence given by the Poincaré group
SO(3, 1)×R4, meaning that it is invariant under simultaneous Lorentz transformations and
spacetime translations. A generic two-point function f can therefore depend only on the
diﬀerence of its two spacetime arguments, x− y, i. e. on four real numbers. One can then
Fourier transform and trade the relative spacetime position for momentum, x− y → p.
Thermal equilibrium corresponds to a spatially homogeneous, isotropic state together
with time translation invariance. Spatial homogeneity corresponds to invariance under
spatial translations, while spatial isotropy corresponds to invariance under rotations. The
symmetry group of a thermal equilibrium state is hence given by the group SO(3)×R3×R,
meaning that it is invariant under simultaneous rotations and spatial translations and
separately under time translations. Since the medium breaks the symmetry between space
and time explicitly, spatial and temporal dependencies become independent, so (xµ) →
(x0,x). A generic two-point function f can therefore depend on the diﬀerence of its time
and space arguments separately, (x0−y0,x−y), i. e. on four real numbers (like in vacuum).
One can then do a Fourier transform and trade time diﬀerences for energy, and spatial
position diﬀerences for spatial momentum, (x0 − y0,x− y)→ (E,p).
Since we are interested in a time evolution, time translation invariance has to be broken,
and we arrive at a system with symmetry group SO(3)×R3. A generic two-point function f
can therefore depend on the diﬀerence of its space arguments and on both time arguments
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(which are independent now22), (x0, y0,x−y), i. e. on ﬁve real numbers. One can then do
a partial Fourier transform with respect to space and trade the spatial position diﬀerence
for spatial momentum, (x0, y0,x− y)→ (x0, y0;p).
The statements made above are summarized Table 3.1.
functional dependence
initial state symmetry group before after #
vacuum SO(3, 1)× R4 |x− y| |p| 1
thermal equilibrium SO(3)× R3 ×R (|x0−y0|, |x−y|) (E, |p|) 2
spatially homogeneous and
isotropic
SO(3)× R3 (x0, y0; |x− y|) (x0, y0; |p|) 3
spatially homogeneous R3 (x0, y0;x− y) (x0, y0;p) 5
general – (no symmetry) (x, y) (x, y) 8
Table 3.1: Comparison of systems with diﬀerent symmetries, where “before” refers to the
arguments in position space, and “after” refers to the arguments after a possible (partial)
Fourier transformation in order to reduce the number of arguments.
The given symmetry also aﬀects possible internal components. For instance, the number
of independent internal components is less in vacuum than in thermal equilibrium, as is
to be expected. This is because symmetry transformations in vacuum can only act on
spacetime components in a symmetric way, while in thermal equilibrium, they can act
diﬀerently on the temporal and spatial components.
The question of the independent components can also be phrased in a diﬀerent way:
Which quantities are naturally, i. e. a priori, given that can be used to construct a basis
for the given quantities?23 Let us illustrate this with a few examples:
Vacuum In vacuum, there are two naturally given tensorial quantities: The metric gµν ,
and the derivative operator ∂µ, which becomes (up to a constant factor) the momentum
four-vector pµ after Fourier transformation. A basis for any tensor in vacuum (in Fourier
space) can therefore only consist of the metric, the momentum, and tensor products of
them. Constant quantities vanish when acting with the derivative operator on them (or,
equivalently, are independent of momentum), so they may only involve the metric.
• Constant vector: There is no naturally given constant vector in vacuum.
• Constant rank-two tensor: A basis is given by
B = {gµν} ,
22Alternatively, one could say that there is not only a dependence on x0 − y0, but also on x0 + y0.
23Of course, one can always construct a basis out of unit vectors along arbitrary (independent) directions,
for instance. However, this would introduce a kind of arbitrariness since they are not physical.
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so every constant rank-two tensorMµν in vacuum must be proportional to the metric:
Mµν = gµνM(1) .
In particular, every constant rank-two tensor ﬁeld in vacuum is symmetric. Alto-
gether, the independent numbers have been reduced from the 16 numbers (Mµν) to
the single number M(1). An example of a corresponding physical quantity is the
vacuum energy-momentum tensor Tµν = Λgµν , where Λ is the cosmological constant.
• Vector ﬁeld: A basis is given by
B˜ = {pµ} ,
or, normalizing to unity and making the basis dimensionless,
B =
{
pµ
|p|
}
,
so that the vector ﬁeld must be parallel to momentum24,
vµ(p) =
pµ
|p| v(1)(|p|) ,
Therefore, the number of independent quantities has been reduced from four func-
tions vµ depending on four numbers p = (pµ) to a single function v(1) depending on
a single number |p|. Note that v(1) and |p| are Lorentz scalars.
• Rank-two tensor ﬁeld: An obvious basis is given by the metric and the tensor product
of two momentum vectors,
B˜ = {gµν , pµ pν} .
A more convenient choice, however, is the basis
B =
{
gµν − pµ pν
p2
,
pµ pν
p2
}
,
since, in addition to being normalized, the basis tensors are also orthogonal to each
other (one of them projects along the direction of momentum, and the other projects
onto the plane transverse to it). Then:
Mµν(p) =
(
gµν − pµpν
p2
)
M(1)(|p|) + pµpν
p2
M(2)(|p|) .
Therefore, the number of independent quantities has been reduced from 16 func-
tions (Mµν) depending on four numbers p = (pµ) to two functionsM(1),M(2) depend-
ing on a single number |p|. Note that M(1) and M(2) are Lorentz scalars.
24Equivalently, one could write the argument as p2 instead of |p|, as is found in many textbooks.
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Thermal equilibrium: In a system which is in thermal equilibrium, there are three
naturally given physical quantities: In addition the metric and the derivative operator or
four-momentum as in vacuum, there is also the four-velocity n = (nµ) of the system which
breaks the Lorentz symmetry of the vacuum explicitly. This not only aﬀects the tensorial
structure of physical quantities, but (unless they are constant) also their arguments: In
a spatially homogeneous, isotropic system, quantities depend not on the four-momentum
p = (pµ), but on p and n · p (or, equivalently, on (n · p)n and pµ− (n · p)n, or on p0 and p)
separately. If we choose nµ = δµ0 , we have
(n · p)n =
(
p0
0
)
, p− (n · p)n =
(
0
p
)
.
and √
(n · p)2 − p2 = |p| .
Note that n · p and
√
(n · p)2 − p2 are scalars with respect to SO(3)-rotations.
• Constant vector: An obvious basis is given by
B = {nµ} = {δµ0 } ,
so that
vµ = nµv(1) = δ
µ
0 v(1) ,
or
v0 = v(1) , v
i = 0 .
Therefore, the number of independent quantities has been reduced from four to one.
A physical example is an electromagnetic current Jµ = ρ nµ: In an isotropic system,
there can only be a nonvanishing charge density ρ, but no nonvanishing spatial
currents J i = ρ ni.
• Constant rank-two tensor: An obvious basis is given by the metric and the tensor
product of two medium velocity vectors,
B˜ = {gµν , nµnν} = {δ0µδ0ν + δiµδjν gij, δ0µδ0ν} .
A more convenient one, however, is given by
B = {gµν − nµnν , nµnν} = {δiµδjν gij, δ0µδ0ν} ,
which is orthogonal (one basis tensor projects along the direction of the four-velocity
of the system and the other one transverse to it), so that
Mµν = (gµν − nµnν)M(1) + nµnνM(2) = δiµδjν gijM(1) + δ0µδ0νM(2) ,
or
M00 = M(2) , Mij = gijM(1) , Mi0 = M0i = 0 .
Therefore, the number of independent numbers has been reduced from the 16 num-
bers (Mµν) to the two numbers M(1),M(2). Note that in vacuum, M(1) = M(2).
3.2. Degrees of Freedom 49
• Vector ﬁeld: An obvious basis is given by
B˜ = {nµ, pµ} = {δµ0 , δµ0 p0 + δµi pi} .
A more convenient choice, however, is the basis
B = {nµ, pˆµ − (n · pˆ)nµ} = {δµ0 , δµi pˆi} ,
where we have deﬁned pˆ = p/
√
(n · p)2 − p2 = p/|p|.25 Then:
vµ(p) = nµ v(1)
(
n · p,
√
(n · p)2 − p2
)
+
[
pˆµ − (n · pˆ)nµ
]
v(2)
(
n · p,
√
(n · p)2 − p2
)
or
vµ(p0,p) = δ
µ
0 v(1)(p0, |p|) + δµi
pi
|p| v(2)(p0, |p|) ,
so that
v0(p) = v(1)(p0, |p|) , vi(p) = p
i
|p| v(2)(p0, |p|) .
The number of independent quantities has hence been reduced from the four func-
tions (vµ) to the two functions v(1), v(2) and from the four numbers p = (pµ) to the
two numbers n · p = p0 and
√
(n · p)2 − p2 = |p|.
Therefore, of the four potentially independent functions, only two remain. Note that
in vacuum, v(1) = v(2).
• Rank-two tensor ﬁeld: An obvious basis is given by the metric, the tensor product
of a momentum vector with itself and a medium velocity vector with itself together
with the symmetrized and antisymmetrized tensor product of a momentum vector
with a medium velocity vector,26
B˜ = {gµν , pµ pν , nµ nν , pµ nν + pν nµ, pµ nν − pν nµ}
= {δ0µδ0ν + δiµδjν gij, (δ0µ + δiµpi)(δ0ν + δjνpj), δ0µδ0ν ,
(δ0µp0 + δ
i
µpi)δ
0
ν + (δ
0
νp0 + δ
i
νpi)δ
0
µ, (δ
0
µp0 + δ
i
µpi)δ
0
ν − (δ0νp0 + δiνpi)δ0µ} .
25The reason why we do not choose to orthogonalize the basis by defining pˆ = p/|p| instead will become
clear later.
26One advantage of this basis is that it easily decomposes into a basis for symmetric rank-two ten-
sors and antisymmetric rank-two tensors, B˜ = B˜sym ∪ B˜asym (and B˜sym ∩ B˜asym = ∅), with B˜sym =
{gµν , pµ pν , nµ nν , pµ nν + pν nµ}, i. e. symmetric second-rank tensor fields depend on four independent
functions, and B˜asym = {pµ nν − pν nµ}, i. e. antisymmetric second-rank tensor fields depend on a single
independent function.
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A more convenient basis, however, is given by
B =
{
nµ nν , nµ[pˆν − (n · pˆ)nν ], [pˆµ − (n · pˆ)nµ]nν ,
− [pˆµ − (n · pˆ)nµ][pˆν − (n · pˆ)nν ],
gµν + pˆµpˆν − [1− (n · pˆ)2]nµnν − (n · pˆ)(pˆµnν + pˆνnµ)
}
=
{
δµ0 δ
ν
0 , δ
µ
0 δ
ν
i
pi
|p| , δ
µ
i δ
ν
0
pi
|p| , δ
µ
i δ
ν
j
pipj
p2
, δµi δ
ν
j
(
gij +
pipj
p2
)}
,
so that
Mµν(p)
= nµnνM(1)
(
n · p,
√
(n · p)2 − p2
)
+ nµ
[
pˆν − (n · pˆ)nν
]
M(2)
(
n · p,
√
(n · p)2
)
+
[
pˆµ − (n · pˆ)nµ
]
nνM(3)
(
n · p,
√
(n · p)2
)
−
[
pˆµ − (n · pˆ)nµ
][
pˆν − (n · pˆ)nν
]
M(4)
(
n · p,
√
(n · p)2 − p2
)
+
{
gµν + pˆµpˆν −
[
1− (n · pˆ)2
]
nµnν − (n · pˆ)(pˆµnν + pˆνnµ)
}
·M(5)
(
n · p,
√
(n · p)2 − p2
)
,
or
Mµν(p0,p) = δ
µ
0 δ
ν
0M(1)(p0, |p|) + δµ0 δνi
pi
|p|M(2)(p0, |p|) + δ
µ
i δ
ν
0
pj
|p|M(3)(p0, |p|)
− δµi δνj
pipj
p2
M(4)(p0, |p|) + δµi δνj
(
gij +
pipj
p2
)
M(5)(p0, |p|)
with
M00(p0,p) = M(1)(p0, |p|) ,
M i0(p0,p) =
pi
|p|M(2)(p0, |p|) , M
0i(p0,p) =
pi
|p|M(3)(p0, |p|) ,
M ij(p0,p) = −p
ipj
p2
M(4)(p0, |p|) +
(
gij +
pipj
p2
)
M(5)(p0, |p|) .
Therefore, of the 16 potentially independent functions (Mµν), only the ﬁve func-
tions M(i) (i = 1, . . . , 5) remain. Note that M00 is an O(3)-scalar, M i0 and M0i
are O(3)-vectors, and M ij is a second-rank O(3)-tensor, while the functions M(i) are
O(3)-scalars.
Further note that the purely spatial components M ij are written in a basis of pro-
jection operators.
3.2. Degrees of Freedom 51
For a symmetric second-rank tensor ﬁeld, instead of two independent functions M(2)
and M(3), there is only one independent function M(2+3) with
M i0(p0,p) = M
0i(p) =
pi
|p|M(2+3)(p0, |p|) .
For an antisymmetric second-rank tensor ﬁeld, there is only one independent func-
tion M(2−3) altogether with
M i0(p0,p) = −M0i(p) = p
i
|p|M(2−3)(p0, |p|) ,
and all other functions vanish identically.
Formally, the vacuum expressions are obtained in the limit n → 0 from the medium
expressions, and the constant expressions are obtained in the limit p → 0 from the ﬁeld
expressions. It is clear that the construction of basis tensors in states with less symmetry
quickly becomes rather involved.
It becomes clear now why we have chosen bases diﬀerent from the “naive” ones: In the
“improved” bases, the basis tensors are independent of p0, and the whole p0-dependence
is contained in the scalar functions. We can therefore use the same bases if we drop time-
translation invariance (i. e. temporal homogeneity), and the only diﬀerence will be that
in the scalar functions, we have to replace p0 by (x0, y0), i. e. the functions depend on x0
and y0 separately instead of only on their diﬀerence x0 − y0. The number of independent
functions, however, remains the same, the only diﬀerence being that they depend not on
just two numbers (p0, |p|), but on three numbers (x0, y0, |p|).27
Photons
It immediately follows from the above considerations that the photon spectral function can
be decomposed according to:28
ρ(g)µν(x
0, y0;p) = δ0µδ
0
νρ
(g)
S
(x0, y0; |p|) + δ0µδiν
pi
|p| ρ˜
(g)
V1
(x0, y0; |p|) + δiµδ0ν
pi
|p| ρ˜
(g)
V2
(x0, y0; |p|)
+ δiµδ
j
ν
[(
gij +
pipj
p2
)
ρ(g)
T
(x0, y0; |p|)− pipj
p2
ρ(g)
L
(x0, y0; |p|)
]
, (3.43)
where we have deﬁned the functions ρ(g)
S
, ρ˜(g)
V1
, ρ˜(g)
V2
, ρ(g)
T
, and ρ(g)
L
, which we refer to as the
“scalar”, the “type 1 vector”, the “type 2 vector”29, the “transverse” and the “longitudi-
27Where each of these numbers is a scalar under rotations.
28In fact, the vector components are not actually independent since from ρ(g)µν(x, y) = −ρ(g)νµ(y, x), it
follows that ρ˜(g)V1(x
0, y0; p) = −ρ˜(g)V2 (y0, x0; p) (and similarly for the statistical function). However, in spite
of this identity, we will treat them as independent. The reason is to be found in the implementation of the
Eoms on a computer (see also App. E): In order to save memory, one conveniently only stores times (x0, y0)
for which y0 ≤ x0. In this case, the above identity obviously cannot be used.
29In thermal equilibrium, the type 1 and type 2 vector components are identical, but out-of-equilibrium,
they are in general not.
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nal” component, respectively, or as “isotropic” components collectively.30 An analogous
decomposition of course holds for the statistical function as well.
Note that
ρ(g)T⊥ (x
0, y0; |p|) = ρ(g)T (x0, y0; |p|) . (3.44)
In a spatially homogeneous, isotropic system, the number of independent components
of the photon two-point functions is hence reduced from 16 to ﬁve compared to a system
without any symmetries.
Fermions
Fermionic two-point functions have 16 discrete components as well, which are, however,
complex in general. A basis for the fermionic two-point functions can be constructed out
of the gamma matrices.31 The fermion spectral function (in fact each fermionic two-point
function) can be written as
ρ(f)(x, y) = ρ(f)
S
(x, y) + i γ5ρ
(f)
P
(x, y) + γµρ(f)
Vµ(x, y) + γ
µγ5ρ
(f)
Aµ(x, y) +
1
2
σµνρ(f)
Tµν(x, y) (3.45)
30A complete basis is hence given by
{
e
(g)
S µν , e
(g)
V1µν
, e(g)V2µν , e
(g)
Tµν , e
(g)
Lµν
}
with
e
(g)
S µν = P
(g)
S δ
0
µδ
0
ν , e
(g)
V1µν
= P(g)V i δ
i
µδ
0
ν , e
(g)
V2µν
= P(g)V i δ
0
µδ
i
ν , e
(g)
Tµν = P
(g)
T ij δ
i
µδ
j
ν , e
(g)
Lµν = P
(g)
L ij δ
i
µδ
j
ν
with
P
(g)
S = 1 , P
(g)
V i = i
pi
p
, P(g)T ij = gij +
pipj
p2
, P(g)L ij = −
pipj
p2
.
These quantities have the following properties:
P
(g)
S
2 = 1 = P(g)S , P
(g)
V i P
(g)
V
i = 1 , P(g)V
i
P
(g)
V
j = P(g)L
ij , P(g)T/Li
k
P
(g)
T/Lkj = P
(g)
T/Lij ,
P
(g)
T ijP
(g)
T
ij = 2 , P(g)L ijP
(g)
L
ij = 1 , P(g)T i
k
P
(g)
L kj = 0 ,
i. e. P(g)T and P
(g)
L are projection operators.
31In fact,
{
e
(f)
S , e
(f)
P , e
(f)
V
µ, e(f)A
µ, e(f)T
µν
}
with
e
(f)
S = 1 , e
(f)
P = γ5 , e
(f)
V
µ = γµ , e(f)A
µ = γ5γ
µ , e(f)T
µν = σµν
is an orthogonal basis with respect to the scalar product 〈A,B〉 = tr(AB)/4. Setting e(f)T µν → e(f)T µν/2, it
could even be turned into an orthonormal basis.
e
(f)
S transforms as a scalar, e
(f)
P as a pseudoscalar, e
(f)
V
µ as a vector, e(f)A
µ as a pseudovector (or axial vector),
and e(f)T
µν as a second-rank tensor under Lorentz transformations. I. e., given a Lorentz transformation Λ,
e
(f)
S 7→ e(f)S , e(f)P 7→ det(Λ) e(f)P , e(f)V µ 7→ Λµνe(f)V ν , e(f)A µ 7→ det(Λ)Λµνe(f)A ν , e(f)T µν 7→ ΛµρΛνσe(f)T ρσ .
Note that there is no pseudotensor representation since det(Λ)2 = 1.
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with γ5 = i γ0γ1γ2γ3, σµν = i[γµ, γν ]/2, and32
ρ(f)S (x, y) =
1
4
tr(ρ(f)(x, y)) ,
ρ(f)
P
(x, y) =
1
4 i
tr(γ5ρ
(f)(x, y)) ,
ρ(f)µ
V
(x, y) =
1
4
tr(γµρ(f)(x, y)) ,
ρ(f)µA (x, y) =
1
4
tr(γ5γ
µρ(f)(x, y)) ,
ρ(f)µν
T
(x, y) =
1
4
tr(σµνρ(f)(x, y)) .
(3.46)
Due to the fact that the gamma matrices are Lorentz vectors, the components, which we
refer to as “Lorentz components”, have a deﬁnite behavior under Lorentz transformations,
which makes it easy to exploit spacetime symmetries [PS95]. Under Lorentz transforma-
tions, the Lorentz components transform as a scalar, a pseudoscalar, a vector, an axial
vector, and a second-rank tensor, respectively. Due to the Cp symmetry of Qed, the
pseudoscalar and axial vector components vanish identically.
We then have:
ρ(f)(x0, y0;p) = ρ(f)S (x
0, y0;p) + γµρ(f)Vµ(x
0, y0;p) +
1
2
σµνρ(f)Tµν(x
0, y0;p)
= ρ(f)S (x
0, y0; |p|) + γµ
[
δ0µρ
(f)0
V (x
0, y0; |p|) + δiµ
pi
|p|ρ
(f)
V (x
0, y0;p)
]
+
1
2
σµν(δiµδ
0
ν − δ0µδiν)
pi
|p|ρ
(f)
T (x
0, y0; |p|)
= ρ(f)S (x
0, y0; |p|) + i γ0ρ˜(f)0V (x0, y0; |p|)
− γ · p|p| ρ
(f)
V (x
0, y0; |p|) + i γ0γ · p|p| ρ
(f)
T (x
0, y0; |p|) (3.47)
with i ρ˜(f)0
V
= ρ(f)0
V
33, and where we have used that σi0 = i γiγ0.
Note that each of the components ρ(f)S , ρ˜
(f)0
V , ρ
(f)
V , and ρ
(f)
T is a scalar under spatial
rotations and hence only depends on the modulus of the spatial momentum. Further, all
four components are real instead of complex.
In a spatially homogeneous, isotropic system, the number of independent components
of the fermion two-point functions is hence reduced from 16 complex to four real ones
compared to a system without any symmetries.
Altogether, the total number of real numbers needed to specify the independent com-
ponents of the photon statistical and spectral functions and the fermion statistical and
spectral functions has hence been reduced from 2 · 16 + 2 · 32 = 96 (in general fermions
32One can define a scalar product 〈A,B〉 = tr(AB), where A,B are Dirac matrices. Then one can define
projection operators PS = 〈1, ·〉, PµV = 〈γµ, ·〉 etc., and write, for instance, ρS = PSρ.
33The reason for this definition is that ρ(f)0V is purely imaginary, so that ρ˜
(f)0
V is real; see also App. D.
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have 16 complex and hence 32 real internal components) to 2 · 5 + 2 · 4 = 18, i. e. by a
factor of more than 5. Further, to specify the mode of a quantity at a given time, only
three numbers (x0, y0; p) are needed instead of eight numbers (x, y). We stress, however,
that these simplifying assumptions are in no way necessary and in particular are not an
approximation to the dynamics; they only reduce the number of independent components,
thereby allowing us to focus on our main concern, i. e. on the evolution in time.
Equations of Motion for a Spatially Homogeneous, Isotropic System
In the following, we will only work with the scalar components introduced above for photons
and fermions and hence denote the modulus of the spatial momentum simply by p.
Photon Equations of Motion In terms of the components introduced above, the Eoms
for the photon spectral function then read with (x0, y0)→ (t, t′):(
1
ξ
∂2
∂t2
+ p2
)
ρ(g)
S
(t, t′; p) +
(
1− 1
ξ
)
p
∂
∂t
ρ˜(g)
V1
(t, t′; p)
=
∫ t
t′
dt′′
[
Π(ρ)S(t, t
′′; p) ρ(g)S (t
′′, t′; p) + Π˜(ρ)V2(t, t
′′; p) ρ˜(g)V1(t
′′, t′; p)
]
, (3.48a)(
∂2
∂t2
+
p2
ξ
)
ρ˜(g)V1(t, t
′; p) +
(
1− 1
ξ
)
p
∂
∂t
ρ(g)S (t, t
′; p)
=
∫ t
t′
dt′′
[
Π˜(ρ)V1(t, t
′′; p) ρ(g)
S
(t′′, t′; p) + Π(ρ)L(t, t
′′; p) ρ˜(g)
V1
(t′′, t′; p)
]
, (3.48b)(
1
ξ
∂2
∂t2
+ p2
)
ρ˜(g)
V2
(t, t′; p) +
(
1− 1
ξ
)
p
∂
∂t
ρ(g)
L
(t, t′; p)
=
∫ t
t′
dt′′
[
Π(ρ)S(t, t
′′; p) ρ˜(g)
V2
(t′′, t′; p) + Π˜(ρ)V2(t, t
′′; p) ρ(g)
L
(t′′, t′; p)
]
, (3.48c)(
∂2
∂t2
+
p2
ξ
)
ρ(g)
L
(t, t′; p) +
(
1− 1
ξ
)
p
∂
∂t
ρ˜(g)
V2
(t, t′; p)
=
∫ t
t′
dt′′
[
Π˜(ρ)V1(t, t
′′; p) ρ˜(g)V2(t
′′, t′; p) + Π(ρ)L(t, t
′′; p) ρ(g)L (t
′′, t′; p)
]
, (3.48d)(
∂2
∂t2
+ p2
)
ρ(g)T (t, t
′; p) =
∫ t
t′
dt′′Π(ρ)T(t, t
′′; p) ρ(g)T (t
′′, t′; p) , (3.48e)
and the Eoms for the statistical function read:(
1
ξ
∂2
∂t2
+ p2
)
F (g)S (t, t
′; p) +
(
1− 1
ξ
)
p
∂
∂t
F˜ (g)V1 (t, t
′; p)
=
∫ t
t0
dt′′
[
Π(ρ)S(t, t
′′; p)F (g)
S
(t′′, t′; p) + Π˜(ρ)V2(t, t
′′; p) F˜ (g)
V1
(t′′, t′; p)
]
−
∫ t′
t0
dt′′
[
Π(F )S(t, t
′′; p) ρ(g)S (t
′′, t′; p) + Π˜(F )V2(t, t
′′; p) ρ˜(g)V1(t
′′, t′; p)
]
,
(3.49a)
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(
∂2
∂t2
+
p2
ξ
)
F˜ (g)V1 (t, t
′; p) +
(
1− 1
ξ
)
p
∂
∂t
F (g)S (t, t
′; p)
=
∫ t
t0
dt′′
[
Π˜(ρ)V1(t, t
′′; p)F (g)
S
(t′′, t′; p) + Π(ρ)L(t, t
′′; p) F˜ (g)
V1
(t′′, t′; p)
]
−
∫ t′
t0
dt′′
[
Π˜(F )V1(t, t
′′; p) ρ(g)S (t
′′, t′; p) + Π(F )L(t, t
′′; p) ρ˜(g)V1(t
′′, t′; p)
]
,
(3.49b)(
1
ξ
∂2
∂t2
+ p2
)
F˜ (g)
V2
(t, t′; p) +
(
1− 1
ξ
)
p
∂
∂t
F (g)
L
(t, t′; p)
=
∫ t
t0
dt′′
[
Π(ρ)S(t, t
′′; p) F˜ (g)V2 (t
′′, t′; p) + Π˜(ρ)V2(t, t
′′; p)F (g)L (t
′′, t′; p)
]
−
∫ t′
t0
dt′′
[
Π(F )S(t, t
′′; p) ρ˜(g)
V2
(t′′, t′; p) + Π˜(F )V2(t, t
′′; p) ρ(g)
L
(t′′, t′; p)
]
,
(3.49c)(
∂2
∂t2
+
p2
ξ
)
F (g)L (t, t
′; p) +
(
1− 1
ξ
)
p
∂
∂t
F˜ (g)V2 (t, t
′; p)
=
∫ t
t0
dt′′
[
Π˜(ρ)V1(t, t
′′; p) F˜ (g)
V2
(t′′, t′; p) + Π(ρ)L(t, t
′′; p)F (g)
L
(t′′, t′; p)
]
−
∫ t′
t0
dt′′
[
Π˜(F )V1(t, t
′′; p) ρ˜(g)V2(t
′′, t′; p) + Π(F )L(t, t
′′; p) ρ(g)L (t
′′, t′; p)
]
,
(3.49d)(
∂2
∂t2
+ p2
)
F (g)
T
(t, t′; p)
=
∫ t
t0
dt′′Π(ρ)T(t, t
′′; p)F (g)T (t
′′, t′; p)−
∫ t′
t0
dt′′Π(F )T(t, t
′′; p) ρ(g)T (t
′′, t′; p) .
(3.49e)
Fermion Equations of Motion The Eoms for the fermion spectral function read:
∂
∂t
ρ(f)S (t, t
′; p) = m(f)ρ˜ (f)0V (t, t
′; p) + p ρ(f)T (t, t
′; p)
+
∫ t
t′
dt′′
[
Σ(ρ)S(t, t
′′; p) ρ˜ (f)0V (t
′′, t′; p) + Σ˜0(ρ)V(t, t
′′; p) ρ(f)S (t
′′, t′; p)
− Σ(ρ)V(t, t′′; p) ρ(f)T (t′′, t′; p) + Σ(ρ)T(t, t′′; p) ρ(f)V (t′′, t′; p)
]
,
(3.50a)
∂
∂t
ρ˜ (f)0
V
(t, t′; p) = −m(f)ρ(f)
S
(t, t′; p)− p ρ(f)
V
(t, t′; p)
−
∫ t
t′
dt′′
[
Σ(ρ)S(t, t
′′; p)ρ(f)
S
(t′′, t′; p)− Σ˜0
(ρ)V
(t, t′′; p)ρ˜ (f)0
V
(t′′, t′; p)
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− Σ(ρ)V(t, t′′; p)ρ(f)V (t′′, t′; p)− Σ(ρ)T(t, t′′; p)ρ(f)T (t′′, t′; p)
]
,
(3.50b)
∂
∂t
ρ(f)V (t, t
′; p) = p ρ˜ (f)0V (t, t
′; p)−m(f)ρ(f)T (t, t′; p)
−
∫ t
t′
dt′′
[
Σ(ρ)S(t, t
′′; p) ρ(f)T (t
′′, t′; p) + Σ(ρ)T(t, t
′′; p) ρ(f)S (t
′′, t′; p)
+ Σ(ρ)V(t, t
′′; p) ρ˜ (f)0
V
(t′′, t′; p)− Σ˜0
(ρ)V
(t, t′′; p)ρ(f)
V
(t′′, t′; p)
]
,
(3.50c)
∂
∂t
ρ(f)
T
(t, t′; p) = −p ρ(f)
S
(t, t′; p) +m(f)ρ(f)
V
(t, t′; p)
+
∫ t
t′
dt′′
[
Σ(ρ)S(t, t
′′; p) ρ(f)
V
(t′′, t′; p) + Σ(ρ)V(t, t
′′; p) ρ(f)
S
(t′′, t′; p)
+ Σ˜0(ρ)V(t, t
′′; p) ρ(f)T (t
′′, t′; p)− Σ(ρ)T(t, t′′; p) ρ˜ (f)0V (t′′, t′; p)
]
,
(3.50d)
and the Eoms for the statistical function read:
∂
∂t
F (f)
S
(t, t′; p) = m(f)F˜ (f)
V
0(t, t′; p) + p F (f)
T
(t, t′; p)
+
∫ t
t0
dt′′
[
Σ(ρ)S(t, t
′′; p) F˜ (f)
V
0(t′′, t′; p) + Σ˜0
(ρ)V
(t, t′′; p)F (f)
S
(t′′, t′; p)
− Σ(ρ)V(t, t′′; p)F (f)T (t′′, t′; p) + Σ(ρ)T(t, t′′; p)F (f)V (t′′, t′; p)
]
−
∫ t′
t0
dt′′
[
Σ(F )S(t, t
′′; p) ρ˜ (f)0
V
(t′′, t′; p) + Σ˜0
(F )V
(t, t′′; p) ρ(f)
S
(t′′, t′; p)
− Σ(F )V(t, t′′; p) ρ(f)T (t′′, t′; p) + Σ(F )T(t, t′′; p) ρ(f)V (t′′, t′; p)
]
,
(3.51a)
∂
∂t
F˜ (f)
V
0(t, t′; p) = −m(f)F (f)
S
(t, t′; p)− p F (f)
V
(t, t′; p)
−
∫ t
t0
dt′′
[
Σ(ρ)S(t, t
′′; p)F (f)S (t
′′, t′; p)− Σ˜0(ρ)V(t, t′′; p)F˜ (f)V 0(t′′, t′; p)
− Σ(ρ)V(t, t′′; p)F (f)V (t′′, t′; p)− Σ(ρ)T(t, t′′; p)F (f)T (t′′, t′; p)
]
+
∫ t′
t0
dt′′
[
Σ(F )S(t, t
′′; p)ρ(f)
S
(t′′, t′; p)− Σ˜0
(F )V
(t, t′′; p)ρ˜ (f)0
V
(t′′, t′; p)
− Σ(F )V(t, t′′; p)ρ(f)V (t′′, t′; p)− Σ(F )T(t, t′′; p)ρ(f)T (t′′, t′; p)
]
,
(3.51b)
∂
∂t
F (f)V (t, t
′; p) = p F˜ (f)V
0(t, t′; p)−m(f)F (f)T (t, t′; p)
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−
∫ t
t0
dt′′
[
Σ(ρ)S(t, t
′′; p)F (f)
T
(t′′, t′; p) + Σ(ρ)T(t, t
′′; p)F (f)
S
(t′′, t′; p)
+ Σ(ρ)V(t, t
′′; p) F˜ (f)V
0(t′′, t′; p)− Σ˜0(ρ)V(t, t′′; p)F (f)V (t′′, t′; p)
]
+
∫ t′
t0
dt′′
[
Σ(F )S(t, t
′′; p) ρ(f)T (t
′′, t′; p) + Σ(F )T(t, t
′′; p) ρ(f)S (t
′′, t′; p)
+ Σ(F )V(t, t
′′; p) ρ˜ (f)0
V
(t′′, t′; p)− Σ˜0
(F )V
(t, t′′; p)ρ(f)
V
(t′′, t′; p)
]
,
(3.51c)
∂
∂t
F (f)T (t, t
′; p) = −p F (f)S (t, t′; p) +m(f)F (f)V (t, t′; p)
+
∫ t
t0
dt′′
[
Σ(ρ)S(t, t
′′; p)F (f)
V
(t′′, t′; p) + Σ(ρ)V(t, t
′′; p)F (f)
S
(t′′, t′; p)
+ Σ˜0(ρ)V(t, t
′′; p)F (f)T (t
′′, t′; p)− Σ(ρ)T(t, t′′; p) F˜ (f)V 0(t′′, t′; p)
]
−
∫ t′
t0
dt′′
[
Σ(F )S(t, t
′′; p) ρ(f)V (t
′′, t′; p) + Σ(F )V(t, t
′′; p) ρ(f)S (t
′′, t′; p)
+ Σ˜0
(F )V
(t, t′′; p) ρ(f)
T
(t′′, t′; p)− Σ(F )T(t, t′′; p) ρ˜ (f)0V (t′′, t′; p)
]
.
(3.51d)
These are the Eoms one has to solve. Note, however, that the photon Eoms are very
inconvenient to work with for two reasons: First, it is not obvious that the Eoms are
well-deﬁned for Landau gauge (corresponding to the limit ξ → 0) due to the appearance of
various factors of 1/ξ. And second, in addition to second derivatives with respect to time,
there appear also ﬁrst derivatives. This is very impractical at least from a numerical point
of view. It is therefore desirable to ﬁnd a diﬀerent formulation for the photon Eoms which
does not exhibit these disadvantages.
3.3 Reformulation of the Photon Equations of Motion
We will now introduce a reformulation of the Eoms which is of little practical use if one is
interested in solving the full Eoms numerically, but which is very instructive for learning
about an interesting feature of the Eoms which we will discuss in great detail later on.
We start by introducing an auxiliary ﬁeld, the so-called Nakanishi–Lautrup (Nl) field B
[Nak66, Lau66] which is commonly used in the path integral quantization of gauge theories
in order to close the Brst algebra. Only the gauge part of the classical action is modiﬁed,
and the action involving the auxiliary ﬁeld now reads:
SNL[A,B] =
∫
x
(
−1
4
FµνF
µν +B ∂µAµ +
ξ
2
B2
)
= Sg[A] + SB[A,B] (3.52)
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with
SB[A,B] =
∫
x
(
B ∂µAµ +
ξ
2
B2
)
=
1
2ξ
∫
x
[
(∂µAµ + ξ B)
2 − (∂µAµ)2
]
= Sgf[A] +
1
2ξ
∫
x
(∂µAµ + ξ B)
2 , (3.53)
where we have completed the square in the second line.34 Note that there is no kinetic
term for B, and since it appears only quadratically in the action, it can easily be integrated
out in the path integral.
It is now convenient to introduce the composite ﬁeld (A˜m) = (Aµ, B) (withm = 0, . . . , 4,
so that A˜µ = Aµ and A˜4 = B). Then the action (3.52) can be written equivalently as
SNL[A˜] =
i
2
∫
x,y
A˜m(x)
(
D˜−10
)mn
(x, y)A˜n(y) (3.54)
with the inverse free propagator
i
(
D˜−10
)mn
(x, y) =
δ2SNL[A˜]
δA˜m(x)δA˜n(y)
, (3.55)
so that
i
(
D˜−10
)µν
(x, y) =
(
gµνx − ∂µx∂νx
)
δ4(x− y) ,
i
(
D˜−10
)µ4
(x, y) = −∂µx δ4(x− y) ,
i
(
D˜−10
)4µ
(x, y) = ∂µx δ
4(x− y) ,
i
(
D˜−10
)44
(x, y) = ξ δ4(x− y)
(3.56)
or
i
(
D˜−10
)mn
(x, y) =
[
δmµ δ
n
ν (g
µν
x − ∂µx∂νx) + (δm4 δnµ − δmµ δn4 )∂µx + δm4 δn4 ξ
]
δ4(x− y) . (3.57)
Since the free inverse propagators are translation invariant, we can Fourier transform them
34If we quantize the theory by establishing a path integral, the introduction of the Nl field can be
interpreted as a Hubbard–Stratonovich transformation since
exp
(
− 1
2ξ
(∂µAµ)
2
)
= N
∫
DB exp
(
ξ
2
B2 + B ∂µAµ
)
,
so that
N
∫
DB eiSB [A,B] = eiSgf[A] .
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to obtain (
D˜−10
)µν
(p) = i(gµνp2 − pµpν) ,(
D˜−10
)µ4
(p) = pµ ,(
D˜−10
)4µ
(p) = −pµ ,(
D˜−10
)44
(p) = − i ξ .
(3.58)
Employing the formula35
det
(
A B
C D
)
= det(D) det(A− BD−1C)
for the determinant of a block matrix, we obtain:
det
(
i(D˜−10 )
mn(p)
)
= − det
(
(D˜−10 )
µν(p)− (D˜−10 )µ4(p)(D˜−10 )44(p)−1(D˜−10 )4ν(p)
)
det
(
(D˜−10 )
44(p)
)
= −ξ det
(
gµνp2 −
(
1− 1
ξ
)
pµpν
)
= p2 , (3.59)
where in the last step we have employed the matrix determinant lemma. Note that the
determinant of i D˜−10 is nonvanishing, so that D˜
−1
0 is invertible (in contrast to D
−1
0 ), and
independent of ξ. Therefore, the free propagator exists for each choice of gauge. We ﬁnd:
D˜0µν(p) = D0µν(p) = − i
p2
[
gµν − (1− ξ) pµpν
p2
]
,
D˜0µ4(p) = D
(AB)
µ (p) = −
pµ
p2
,
D˜04µ(p) = D
(BA)
0µ (p) =
pµ
p2
,
D˜044(p) = D
(BB)
0 (p) = 0 .
(3.60)
Deﬁning
D˜mn(x, y) = 〈TA˜m(x)A˜n(y)〉 , (3.61)
we have
D˜µν(x, y) = 〈TA˜µ(x)A˜ν(y)〉 = 〈TAµ(x)Aν(y)〉 = D(AA)µν (x, y) = Dµν(x, y) ,
D˜µ4(x, y) = 〈TA˜µ(x)A˜4(y)〉 = 〈TAµ(x)B(y)〉 = D(AB)µ (x, y) ,
D˜4µ(x, y) = 〈TA˜4(x)A˜µ(y)〉 = 〈TB(x)Aµ(y)〉 = D(BA)µ (x, y) ,
D˜44(x, y) = 〈TA˜4(x)A˜4(y)〉 = 〈TB(x)B(y)〉 = D(BB)(x, y) ,
(3.62)
35Since D is just a number (i. e. a one-by-one matrix), the formula can further be simplified to det(AD−
BC).
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or
D˜mn(x, y) = δ
µ
mδ
ν
nDµν(x, y)+ δ
µ
mδ
4
nD
(AB)
µ (x, y)+ δ
4
mδ
µ
nD
(BA)
µ (x, y)+ δ
4
mδ
4
nD
(BB)(x, y) . (3.63)
The ﬁrst correlation function is just the usual photon propagator, while the others contain
at least one Nl ﬁeld operator. The 2Pi eﬀective action then reads:36
Γ2PI[D˜, S] =
i
2
Tr ln D˜−1 +
i
2
Tr
(
D˜−10 D˜
)
− i Tr lnS−1 − i Tr
(
S−10 S
)
+ Γ2[S, D˜] . (3.64)
Here we have assumed that the expectation values of the photon and fermion ﬁelds vanish.
We further assume that the expectation value of the Nl ﬁeld vanishes; in fact, in the
operator formalism this is a consequence of a certain physicality condition (see App. A).
From the stationarity condition of the photon part,
δΓ2PI[D˜, S]
δD˜mn(x, y)
= 0 , (3.65)
it follows that the Eom is given by:
(
D˜−1
)mn
(x, y) =
(
D˜−10
)mn
(x, y)− Π˜mn(x, y) (3.66)
with the self-energy
Π˜mn(x, y) = 2 i
δΓ2PI[D˜, S]
δD˜mn(x, y)
. (3.67)
Now, the important observation is that the 2Pi part of the 2Pi eﬀective action does not
depend on any correlators involving the Nl ﬁeld, i. e. instead of on the full D˜, it only
depends on the pure photon correlator D. The reason is simple: The only way to include
a correlator involving an Nl ﬁeld into a given diagram is to replace a photon line by a
photon line which is connected to a mixed correlator; schematically
D = D(AA) → D(AA)D(AB)M(D(AA), D(AB), D(BA), D(BB), S)D(BA)D(AA)
= DD(AB)M(D˜, S)D(BA)D ,
where M is a Lorentz scalar potentially depending on all possible propagators. Such a
diagram, however, can never be 2Pi, since cutting the two photon lines leaves us with a
diagram D(AB)M(D˜, S)D(BA) which is disconnected from the rest. We will see a concrete
example in Sec. 6.1 when we consider a ﬁnite truncation of the 2Pi eﬀective action.
36Note that the matrices consisting of the AA-, AB-, BA- and BB-components are not block diagonal,
so that the terms in the one-loop part of the 2Pi effective action do not factorize.
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Therefore, Γ2PI may only depend on D, not on (all components of) D˜. Then, in terms
of its components, we have
Π˜µν(x, y) = 2 i
δΓ2PI[D˜, S]
δD˜µν(x, y)
= 2 i
δΓ2PI[D˜, S]
δDµν(x, y)
= Πµν(x, y) ,
Π˜µ4(x, y) = 2 i
δΓ2PI[D˜, S]
δD˜µ4(x, y)
= 2 i
δΓ2PI[D˜, S]
δD(AB)µ (x, y)
= Π(AB)µ(x, y) = 0 ,
Π˜4µ(x, y) = 2 i
δΓ2PI[D˜, S]
δD˜4µ(x, y)
= 2 i
δΓ2PI[D˜, S]
δD(BA)µ (x, y)
= Π(BA)µ(x, y) = 0 ,
Π˜44(x, y) = 2 i
δΓ2PI[D˜, S]
δD˜44(x, y)
= 2 i
δΓ2PI[D˜, S]
δD(BB)(x, y)
= Π(BB)(x, y) = 0 ,
(3.68)
or
Π˜mn(x, y) = δmµ δ
n
νΠ
µν(x, y) . (3.69)
The Eom (3.66) can then be rewritten as∫
z
(
D˜−10
)mk
(x, z)D˜kn(z, y) = δ
m
n δ
4(x− y) +
∫
z
Π˜mk(x, z)D˜kn(z, y) , (3.70)
so that∫
z
[(
D˜−10
)µλ
(x, z)D˜λν(z, y) +
(
D˜0
−1
)µ4
(x, z)D˜4ν(z, y)
]
= δµν δ
4(x− y)
+
∫
z
Π˜µλ(x, z)D˜λν(z, y) , (3.71a)∫
z
[(
D˜−10
)µν
(x, z)D˜ν4(z, y) +
(
D˜0
−1
)µ4
(x, z)D˜44(z, y)
]
=
∫
z
Π˜µν(x, z)D˜ν4(z, y) , (3.71b)∫
z
[(
D˜0
−1
)4µ
(x, z)D˜µν(z, y) +
(
D˜0
−1
)44
(x, z)D˜4ν(z, y)
]
= 0 , (3.71c)∫
z
[(
D˜0
−1
)4µ
(x, z)D˜µ4(z, y) +
(
D˜0
−1
)44
(x, z)D˜44(z, y)
]
= δ4(x− y) . (3.71d)
With the free inverse propagators (3.56), we then have:(
gµλx − ∂µx∂λx
)
Dλν(x, y)− ∂µxD(BA)ν (x, y) = i δµν δ4(x− y) + i
∫
z
Πµλ(x, z)Dλν(z, y) ,
(3.72a)(
gµνx − ∂µx∂νx
)
D(AB)ν (x, y)− ∂µxD(BB)(x, y) = i
∫
z
Πµν(x, z)D(AB)ν (z, y) , (3.72b)
∂µxDµν(x, y) + ξ D
(BA)
ν (x, y) = 0 , (3.72c)
∂µxD
(AB)
µ (x, y) + ξ D
(BB)(x, y) = i δ4(x− y) . (3.72d)
Plugging (3.72c) into (3.72a), we obtain:
xDµν(x, y)− (1− ξ) ∂xµD(BA)ν (x, y) = i gµνδ4(x− y) + i
∫
z
Πµ
λ(x, z)Dλν(z, y) , (3.73)
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Further, applying ∂xµ to (3.72a), we have:37
xD
(BA)
ν (x, y) = − i ∂xνδ4(x− y)− i
∫
z
∂xµΠ
µλ(x, z)Dλν(z, y) . (3.74)
Decomposing these equations in their spectral and statistical components, we obtain:
xρ
(g)
µν(x, y)− (1− ξ) ∂xµρ(BA)ν (x, y) =
∫ x0
y0
dzΠ(ρ)µ
λ(x, z)ρ(g)λν(z, y) , (3.75a)
xF
(g)
µν (x, y)− (1− ξ) ∂xµF (BA)ν (x, y) =
∫ x0
0
dzΠ(ρ)µ
λ(x, z)F (g)λν (z, y)
−
∫ y0
0
dzΠ(F )µ
λ(x, z)ρ(g)λν(z, y) , (3.75b)
and
xρ
(BA)
ν (x, y) = −
∫ x0
y0
dz ∂xµΠ
µλ
(ρ)(x, z)ρ
(g)
λν(z, y) , (3.76a)
xF
(BA)
ν (x, y) = −
∫ x0
0
dz ∂xµΠ
µλ
(ρ)(x, z)F
(g)
λν (z, y) +
∫ y0
0
dz ∂xµΠ
µλ
(F )(x, z)ρ
(g)
λν(z, y) . (3.76b)
On ﬁrst sight, it looks as if the Eoms for ρ(BA)µ and F
(BA)
µ are free, since only the longitu-
dinal part ∂xµΠµν(x, y) of the photon self-energy enters the memory integrals, and that is
guaranteed to vanish by the Ward identities. If this were the case, one could easily solve
37Similarly, plugging (3.72d) into (3.72b), we obtain:
xD
(AB)
µ (x, y)− (1− ξ) ∂xµD(BB)(x, y) = i ∂xµδ4(x− y) + i
∫
z
Πµ
ν(x, z)D(AB)ν (z, y) ,
while applying ∂xµ to (3.72b), we have:
xD
(BB)(x, y) = − i
∫
z
∂xµΠ
µν(x, z)D(AB)ν (z, y) .
Various other identities can be derived as well. For instance, combining Eqs. (3.72c) and (3.72d), we obtain
∂µx∂
ν
yDµν(x, y) + ξ
[
i δ4(x− y)− ξ D(BB)(x, y)] = 0 .
In the exact theory, where D(BB) satisfies a free Eom, which, together with its initial conditions, implies
that it vanishes identically, this identity reduces to
∂µx∂
ν
yDµν(x, y) = − i ξ δ4(x− y) ,
which is a well-known expression of the Ward identity stating that the longitudinal part of the photon
propagator does not get modified by quantum fluctuations.
Finally note that from Eq. (3.72c), it follows that ∂µx∂
λ
xDλν(x, y) + ξ ∂
µ
xD
(BA)
ν (x, y) = 0, so that
∂µxD
(BA)
ν (x, y) = −
1
ξ
∂µx∂
λ
xDλν(x, y) .
Plugging this into Eq. (3.72a), we get back the original Eoms.
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their Eoms analytically (given their initial conditions which will be provided in Sec. 3.4)
and plug the results back into the photon Eoms (3.75), thereby getting rid of any reference
to the auxiliary ﬁeld correlators altogether.
For a ﬁnitely truncated 2Pi eﬀective action, however, it turns out that photon self-
energies as deﬁned previously are not purely transverse, see Chap. 5.38 Therefore, the
Eoms for the auxiliary correlators cannot easily be solved analytically, and instead of 32
Eoms, we now have 40 Eoms. As already stated at the beginning of this section, however,
the aim of this reformulation of the photon Eoms is not to make the equations more
tractable from a practical point of view, but to understand their structure better. After we
have provided the initial conditions needed to solve the Eoms in the next section, we will
solve the free photon Eoms (for which the photon self-energy vanishes identically so that
the Eoms of the auxiliary ﬁeld correlators are in fact free) by employing the reformulation
presented in this section.
3.4 Initial Conditions
In this section, we will provide the initial conditions for the photon and fermion two-point
functions which are necessary to solve their respective Eoms. Before we do so, however, we
will brieﬂy elaborate on the connection between (Gaussian) density operators—or rather
the distribution functions they imply—and initial conditions for (one- and two-point) cor-
relation functions.
3.4.1 Gaussian Distribution Functions
Finite Dimensional Gaussian Distributions
It is instructive to ﬁrst consider ﬁnite dimensional Gaussian distribution functions, and in
particular the case of one and two random variables, respectively. In fact, these two cases
will make it easy to establish the connection to a Gaussian density operator for a system
consisting of bosons and fermions.
We mostly use the language of statistics in this subsection.
One-Dimensional Case We start with the simplest case of a single real random vari-
able X which obeys a Gaussian distribution. Denote the expectation value of some func-
tion f of the random variable X with respect to this distribution by 〈f(X)〉. The expec-
tation value of the nth power of the random variable itself, 〈Xn〉, is called (raw) moment
of order n. A distinct feature of a Gaussian distribution is that it depends on two pa-
rameters only: On the mean µ = 〈X〉 ∈ R, corresponding to the ﬁrst moment of X,
and on the variance σ2 = 〈X2〉 − 〈X〉2 > 0. Equivalently, one can say that only the
two lowest moments are independent, i. e. 〈X〉 = µ and 〈X2〉 = µ2 + σ2. For instance,
38There are two cases in which the Eoms of the auxiliary fields are in fact free: For a noninteracting
theory (trivially), and for the full (i. e. untruncated) interacting theory.
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employing Wick’s theorem (also known as Isserlis’ theorem in statistics), one easily ﬁnds
that 〈X3〉 = 〈X〉3 + 3〈X〉〈X2〉 = µ3 + 3µσ2 and 〈X4〉 = 〈X〉4 + 6〈X〉2〈X2〉 + 3〈X2〉2 =
µ4 + 6µ2σ2 + 3σ4. In general, one has for powers of the central moment (corresponding to
a connected correlator)
〈(X − µ)n〉 =
0 ; n is odd,(n− 1)!! σn ; n is even,
where (2n − 1)!! = (2n)!/(n! 2n) is the double factorial. It then follows easily by Taylor
expanding that
〈f(X)〉 =
∞∑
n=0
f (2n)(µ)
n! 2n
σ2n = f(µ) +
1
2
f ′′(µ) σ2 +
1
8
f (4)(µ) σ4 + . . . = f˜(µ, σ) ,
i. e. the expectation value of f ﬂuctuates around the value of f for the mean of X, and the
higher terms in the series measure the failure of the commutation of applying f and taking
the expectation value. Note that 〈f(X)〉 depends on two quantities only: the mean µ and
the standard deviation σ.
Two-Dimensional Case Similarly, a distribution of two random variablesX, Y is uniquely
deﬁned by the raw moments
〈X〉 , 〈Y 〉 , 〈X2〉 , 〈Y 2〉 , 〈X Y 〉 ,
or equivalently by the central moments
µX = 〈X〉 ,
µY = 〈Y 〉 ,
σ2X = 〈(X − µx)2〉 = 〈X2〉 − 〈X〉2 ,
σ2Y = 〈(Y − µY )2〉 = 〈Y 2〉 − 〈Y 〉2 ,
ρX,Y σXσY = 〈(X − µX)(Y − µY )〉 = 〈X Y 〉 − 〈X〉〈Y 〉 ,
i. e. by the means µX = 〈X〉 and µY = 〈Y 〉, the standard deviations σX =
√
〈(X − µX)2〉
and σY =
√
〈(Y − µY )2〉, and the correlation ρX,Y = 〈(X − µX)(Y − µY )〉/(σXσY ) of X
and Y .
By Taylor expanding some function f of the two random variables around their means,
so that we obtain an expansion in terms of the central moments, we then have
〈f(X, Y )〉 = f(µX , µY ) + 1
2
∂2f(X, Y )
∂X2
∣∣∣∣∣
X=µX ,Y=µY
σ2X +
1
2
∂2f(X, Y )
∂Y 2
∣∣∣∣∣
X=µX ,Y=µY
σ2Y + . . .
+
∂2f(X, Y )
∂X∂Y
∣∣∣∣∣
X=µX ,Y=µY
ρX,Y σXσY + . . .
= f˜(µX , µY , σX , σY , ρX,Y ) .
Note that each moment 〈xmyn〉, and hence in particular the higher terms in the above
expansion, depends only on these ﬁve quantities.
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Infinite Dimensional Gaussian Distributions of Quantum Fields
Although quantum ﬁelds have an inﬁnite39 number of Dofs, they can be traded analo-
gously to the one- and two-dimensional cases considered in the previous subsection (de-
pending on whether they are fermions or bosons), since the ﬁeld values at diﬀerent positions
in spacetime are uncorrelated.40 In the following, we will always assume x0 = 0.
Bosonic Quantum Fields Since the Eom of a bosonic quantum ﬁeld Φ is a second-
order partial diﬀerential equation, its unique solution is speciﬁed by providing Φ(x)|x0=0
and ∂µΦ(x)|x0=0, which corresponds to ﬁve random variables. Symmetries, however, can
reduce the number of independent random variables. For instance, in vacuum, after a
Fourier transformation we have Φ(x) → Φ(p), ∂µΦ(x) → − i pµΦ(p), so that there is only
one independent random variable, namely Φ(p). We then have the analogy X → Φ(p) to
the case of the one-dimensional Gaussian distribution considered in the previous subsection.
For a spatially homogeneous and isotropic state, we have Φ(x)→ Φ(x0;p) and ∂µΦ(x)→
(δ0µ∂/∂x
0 − i δiµpi)Φ(x0;p), so that there are two independent random variables, namely
Φ(0;p) and ∂Φ(x0;p)/∂x0|x0=0. We then have the analogy
X → Φ(0;p) , Y → ∂
∂x0
Φ(x0;p)
∣∣∣∣∣
x0=0
to the case of the two-dimensional Gaussian distribution considered in the previous sub-
section. The distribution then depends on the quantities
〈Φ(0;p)〉 , ∂
∂x0
〈Φ(x0;p)〉
∣∣∣∣∣
x0=0
,
〈Φ(0;p)Φ(0;−p)〉 − 〈Φ(0;p)〉〈Φ(0;−p)〉 ,
∂
∂x0
∂
∂y0
[
〈Φ(x0;p)Φ(y0;−p)〉 − 〈Φ(x0;p)〉〈Φ(y0;−p)〉
]∣∣∣∣
x0=y0=0
,
1
2
[
∂
∂x0
〈Φ(x0;p)Φ(0;−p)〉+ ∂
∂y0
〈Φ(0;p)Φ(y0;−p)〉
]∣∣∣∣∣
x0=y0=0
,
where 〈·〉 = Tr(ρ ·) and in the last line we have used 〈X Y 〉 → 〈X Y + Y X〉/2 since X
and Y correspond to quantum ﬁelds here and hence do not commute. Note that
〈Φ(x0;p)Φ(y0;−p)〉 = 1
2
〈Φ(x0;p)Φ(y0;−p) + Φ(y0;−p)Φ(x0;p)〉
+
1
2
〈Φ(x0;p)Φ(y0;−p)− Φ(y0;−p)Φ(x0;p)〉
=
1
2
〈{Φ(x0;p),Φ(y0;−p)}〉+ 1
2
〈[Φ(x0;p),Φ(y0;−p)]〉
= F (x0, y0;p)− i
2
ρ(x0, y0;p) .
39in fact, even uncountable
40As are possible components of the quantum field, like for the photon field.
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The equal-time spectral function ρ and its ﬁrst and second derivatives, however, are de-
termined by the canonical commutation relations (see the next section), so that the only
independent initial conditions are the equal-time statistical function and its ﬁrst and sec-
ond derivatives (in addition to the ﬁeld expectation value and its ﬁrst derivative). We
therefore have the following independent random variables:
φ(0;p) ,
∂
∂x0
φ(x0;p)
∣∣∣∣∣
x0=0
,
F (0, 0;p) ,
∂
∂x0
∂
∂y0
F (x0, y0;p)
∣∣∣∣∣
x0=y0=0
,
1
2
[
∂
∂x0
F (x0, 0;p) +
∂
∂y0
F (0, y0;p)
]∣∣∣∣∣
x0=y0=0
with φ = 〈Φ〉. These ﬁve quantities uniquely determine the respective Gaussian density
operator and hence the initial state of the system.
Note that for the case of vanishing ﬁeld expectation value, the initial state of the system
depends only on the last three terms involving the statistical function.
Fermionic Quantum Fields Since the Eom of a fermionic quantum ﬁeld Ψ is a ﬁrst-
order partial diﬀerential equation, its unique solution is speciﬁed by providing Ψ(x)|x0=0,
which corresponds to a single random variable. We then have the analogy
X → Ψ(0;p)
to the case of a one-dimensional random variable. The distribution then depends on the
quantities
〈Ψ(0;p)〉 , 〈Ψ(0;p)Ψ(0;−p)〉 − 〈Ψ(0;p)〉〈Ψ(0;−p)〉 . (3.77)
Since the two-point correlator can again be decomposed into statistical and spectral com-
ponents, where the equal-time value of the spectral function is determined by the canonical
anticommutation relations, we therefore have the following independent random variables:
ψ(0;p) , F (f)(0, 0;p) (3.78)
with ψ = 〈Ψ〉. These two quantities uniquely determine the respective Gaussian density
operator and hence the initial state of the system.
Note that for the case of vanishing ﬁeld expectation value, the initial state of the system
depends only on the last term involving the statistical function.
QED Since bosonic and fermionic quantum ﬁelds are uncorrelated (as is the case for
diﬀerent components of bosonic ﬁelds like the photon ﬁeld), a Gaussian density operator
describing the initial state of the evolution of a Qed system depends on the following
quantities:
F (g)µν (0, 0;p) ,
∂
∂x0
F (g)µν (x
0, 0;p)
∣∣∣∣∣
x0=0
,
∂
∂x0
∂
∂y0
F (g)µν (x
0, y0;p)
∣∣∣∣∣
x0=y0=0
,
F (f)(0, 0;p) ,
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where we have used the symmetry property of the photon statistical function under ex-
change of its time arguments and assumed vanishing ﬁeld expectation values for physical
reasons.
Although one is in principle completely free to choose the initial conditions for the
statistical functions, it is convenient to assume that at initial time, the statistical functions
have a thermal form, i. e. can be written as the sum of a free vacuum part and a free
“thermal” part. The thermal part introduces a distribution function which one can then
choose arbitrarily instead of a thermal one. The arbitrariness of the initial conditions of
the statistical function is then shifted to the choice of an initial distribution function. This
has the advantage of providing a simple interpretation of the system at initial time.
There are essentially two ways to derive the expression for the initial value of a statistical
function which has the form of a thermal one and hence depends on some distribution
function. One can either start with the spectral function in Fourier space and employ the
ﬂuctuation-dissipation relation [Ber05]. If we consider the photon case for deﬁniteness, one
then has
F (g)µν (0, 0;p) = − i
∫ ∞
−∞
dp0
2π
[
1
2
+ n(g)(p)
]
ρ(g)µν(p0,p) , (3.79)
which is usually rather easy to calculate since the free spectral function is proportional to
a delta distribution. This is the method we will use in this work.
Alternatively, one can use that for equal times (and hence in particular at initial time),
the statistical function is equal to the Feynman propagator, so that
F (g)µν (0, 0;p) = Dµν(0, 0;p) =
∫ ∞
−∞
dp0
2π
Dµν(p0,p) . (3.80)
By changing to Euclidean momentum or applying the residue theorem, this is also usually
easy to calculate. We will, however, only present the ﬁrst method in the following. Of
course, it is easy (though tedious) to check that both methods yield the same results.
3.4.2 Photon Initial Conditions
Spectral Function
The initial condition (and the values at equal times in general) of the spectral function is
ﬁxed by the equal-time canonical commutation relations. The nonvanishing ones read:
• Without Nl ﬁeld:
[Aµ(x),Π
ν(y)]|x0=y0 = i δνµδ3(x− y) ,
where
Πµ(x) =
∂L
∂A˙µ(x)
= F µ0(x)− 1
ξ
gµ0∂νAν(x)
is the conjugate momentum of the photon ﬁeld.
• With Nl ﬁeld:
[Ai(x),Π
j(y)]|x0=y0 = i δji δ3(x− y) , [B(x),ΠB(y)]|x0=y0 = i δ3(x− y) ,
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where
Πi(x) =
∂LNL
∂A˙i(x)
= F i0(x) , ΠB(x) =
∂LNL
∂B˙(x)
= −A0(x)
are the conjugate momenta of the spatial components of the photon ﬁeld and of the
Nl ﬁeld, respectively.
Of course, both methods are equivalent, and the connection is given by
(Aµ(x)) = (−ΠB(x),A(x)) , (Πµ(x)) =
(
B(x)
Π(x)
)
.
The initial conditions for the photon spectral function can then be found by evaluating
the equal-time commutation relations. For instance, one has
0 = [Aµ(x), Aν(y)]|x0=y0 = 〈[Aµ(x), Aν(y)]〉|x0=y0 = − i ρ(g)µν(x, y)|x0=y0 ,
so it immediately follows that ρ(g)µν(x, y)|x0=y0 = 0 or ρ(g)µν(0, 0;p) = 0.
Further, we have:
i δ3(x− y) = 〈[A0(x),Π0(y)]〉|x0=y0 =
〈[
A0(x),−1
ξ
∂µAµ(y)
]〉∣∣∣∣∣
x0=y0
= −1
ξ
∂µy 〈[A0(x), Aµ(y)]〉|x0=y0 =
i
ξ
∂µy ρ
(g)
0µ(x, y)|x0=y0 ,
so ∂µy ρ
(g)
0µ(x, y)|x0=y0 = ξ δ3(x− y), or
ρ(g)00 (0, y
0;p)
∂y0
∣∣∣∣∣
y0=0
+ i piρ(g)0i (0, 0;p) = ξ .
One then ﬁnds:
ρ(g)µν(x
0, y0;p)|x0=y0 = 0 ,
∂
∂x0
ρ(g)µν(x
0, y0;p)
∣∣∣∣∣
x0=y0
= −
[
gµν − (1− ξ) δ0µ δ0ν
]
= −
(
ξ δ0µδ
0
ν + δ
i
µδ
j
ν gij
)
,
∂
∂x0
∂
∂y0
ρ(g)µν(x
0, y0;p)
∣∣∣∣∣
x0=y0
= i(1− ξ)
(
δ0µδ
i
ν + δ
i
µδ
0
ν
)
pi ,
(3.81)
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or in terms of the isotropic components:41
ρ(g)S (x
0, y0; p)|x0=y0 = 0 , ρ(g)V (x0, y0; p)|x0=y0 = 0 ,
ρ(g)
T
(x0, y0; p)|x0=y0 = 0 , ρ(g)L (x0, y0; p)|x0=y0 = 0 ,
∂
∂x0
ρ(g)S (x
0, y0; p)
∣∣∣∣∣
x0=y0
= −ξ , ∂
∂x0
ρ(g)V (x
0, y0; p)
∣∣∣∣∣
x0=y0
= 0 ,
∂
∂x0
ρ(g)
T
(x0, y0; p)
∣∣∣∣∣
x0=y0
= −1 , ∂
∂x0
ρ(g)
L
(x0, y0; p)
∣∣∣∣∣
x0=y0
= −1 ,
∂
∂x0
∂
∂y0
ρ(g)
S
(x0, y0; p)
∣∣∣∣∣
x0=y0
= 0 ,
∂
∂x0
∂
∂y0
ρ(g)
V
(x0, y0; p)
∣∣∣∣∣
x0=y0
= −(1− ξ) p ,
∂
∂x0
∂
∂y0
ρ(g)T (x
0, y0; p)
∣∣∣∣∣
x0=y0
= 0 ,
∂
∂x0
∂
∂y0
ρ(g)L (x
0, y0; p)
∣∣∣∣∣
x0=y0
= 0 .
If the auxiliary ﬁeld is introduced, we also need the equal-time values for correlators
involving the auxiliary ﬁeld. One ﬁnds:
ρ(BA)µ (x
0, y0;p)|x0=y0 = δ0µ ,
∂
∂x0
ρ(BA)µ (x
0, y0;p)
∣∣∣∣∣
x0=y0
= − i δiµpi ,
∂
∂x0
∂
∂y0
ρ(BA)µ (x
0, y0;p)
∣∣∣∣∣
x0=y0
= δ0µ p
2
(3.82)
and
ρ(AB)µ (x
0, y0;p)|x0=y0 = −δ0µ ,
∂
∂x0
ρ(AB)µ (x
0, y0;p)
∣∣∣∣∣
x0=y0
= i δiµpi ,
∂
∂x0
∂
∂y0
ρ(AB)µ (x
0, y0;p)
∣∣∣∣∣
x0=y0
= −δ0µ p2 ,
(3.83)
as well as
ρ(BB)(x0, y0;p)|x0=y0 = 0 ,
∂
∂x0
ρ(BB)(x0, y0;p)
∣∣∣∣∣
x0=y0
= 0 ,
∂
∂x0
∂
∂y0
ρ(BB)(x0, y0;p)
∣∣∣∣∣
x0=y0
= 0 .
(3.84)
41Since at equal times the values of the vector components are identical, we define ρ(g)V (x
0, y0; p)|x0=y0 :=
ρ˜(g)V1(x
0, y0; p)|x0=y0 = ρ˜(g)V2 (x0, y0; p)|x0=y0 and similarly for the derivatives.
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The initial conditions then follow for x0 = y0 = 0.
Note that the equal-time values of the spectral function correspond to the sum rules∫ ∞
−∞
dp0
2π
ρ(g)µν(p0,p) = 0 ,∫ ∞
−∞
dp0
2π
p0 ρ
(g)
µν(p0,p) = − i
(
ξ δ0µδ
0
ν + δ
i
µδ
j
ν gij
)
,∫ ∞
−∞
dp0
2π
p20 ρ
(g)
µν(p0,p) = i(1− ξ)
(
δ0µδ
i
ν + δ
i
µδ
0
ν
)
pi ,
(3.85)
or in terms of the isotropic components:∫ ∞
−∞
dp0
2π
ρ(g)
S
(p0, p) = 0 ,
∫ ∞
−∞
dp0
2π
ρ(g)
V
(p0, p) = 0 ,∫ ∞
−∞
dp0
2π
ρ(g)L (p0, p) = 0 ,
∫ ∞
−∞
dp0
2π
ρ(g)T (p0, p) = 0 ,∫ ∞
−∞
dp0
2π
p0 ρ
(g)
S
(p0, p) = − i ξ ,
∫ ∞
−∞
dp0
2π
p0 ρ
(g)
V
(p0, p) = 0 ,∫ ∞
−∞
dp0
2π
p0 ρ
(g)
L (p0, p) = − i ,
∫ ∞
−∞
dp0
2π
p0 ρ
(g)
T (p0, p) = − i ,∫ ∞
−∞
dp0
2π
p20 ρ
(g)
S
(p0, p) = 0 ,
∫ ∞
−∞
dp0
2π
p20 ρ
(g)
V
(p0, p) = (1− ξ) p ,∫ ∞
−∞
dp0
2π
p20 ρ
(g)
L
(p0, p) = 0 ,
∫ ∞
−∞
dp0
2π
p20 ρ
(g)
T
(p0, p) = 0 .
Statistical Function
With
D>µν(x, y) = 〈Aµ(x)Aν(y)〉 , D<µν(x, y) = −〈Aν(y)Aµ(x)〉 ,
one has in thermal equilibrium [LB00]
iD>µν(p) =
[
1 + nBE(p0)
]
ρ(g)µν(p) , iD
<
µν(p) = nBE(p0)ρ
(g)
µν(p) ,
where
nBE(p0) =
1
eβp0 −1 (3.86)
is the Bose–Einstein distribution function at inverse temperature β. Then:
F (g)µν (p) =
1
2
[
D>µν(p) +D
<
µν(p)
]
= − i
[
1
2
+ nBE(p0)
]
ρ(g)µν(p) .
This is the ﬂuctuation-dissipation relation for photons, and what is remarkable about
it is that the distribution function in thermal equilibrium depends only on p0, but not
on p. Out-of-equilibrium, a similar relation can be written down, by replacing the thermal
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distribution function with some function n˜(g) which in general depends on p as well. Note
that this does not involve any assumption. We then have:
F (g)µν (p) = − i
[
1
2
+ n˜(g)(p)
]
ρ(g)µν(p) .
We can now derive a relation involving n˜(g) by making use of the symmetry properties of
the statistical and spectral functions. Since the statistical function is even and the spectral
function is odd under inversion of the frequency, it follows that
F (g)µν (−p0,p) = i
[
1
2
+ n˜(g)(p0,p)
]
ρ(g)µν(p0,p) .
On the other hand, by just inverting p0 in each quantity, we obtain
F (g)µν (−p0,p) = − i
[
1
2
+ n˜(g)(−p0,p)
]
ρ(g)µν(−p0,p) .
By comparison, it immediately follows that
1
2
+ n˜(g)(p0,p) = −
[
1
2
+ n˜(g)(−p0,p)
]
or 1 + n˜(g)(p0,p) + n˜
(g)(−p0,p) = 0 .
It can easily be checked that any solution to this equation can be parametrized as
n˜(g)(p0,p) =
1
eβ(p)p0 −1 .
Note the close resemblance to the Bose–Einstein distribution (3.86). The only, albeit
crucial, diﬀerence is that instead of on a single number β (the inverse temperature), we
now have a dependence on an (essentially42) arbitrary function β(p) which depends on the
spatial momentum and could be called “mode temperature” [Ber05].43
Deﬁning
n˜(g)′(p0,p) =
∂
∂p0
n˜(g)(p0,p) ,
it is another easy exercise to show that
1
2
[
n˜(g)′(p0,p) + n˜
(g)′(−p0,p)
]
=
1
p0
ln
(
1 +
1
n˜(g)(p0,p)
)
n˜(g)(p0,p) n˜
(g)(−p0,p)
= − 1
p0
ln
(
1 +
1
n˜(g)(p0,p)
)
n˜(g)(p0,p)
[
1 + n˜(g)(p0,p)
]
,
and
n˜(g)′(p0,p)− n˜(g)′(−p0,p) = 0 ,
42We require n˜(g) to be a distribution function on-shell, i. e. p0 = |p|. Since distribution functions must
be nonnegative, we have n˜(g)(|p|,p) ≥ 0 or β(p) ≥ 0, i. e. β(p) must be nonnegative as well.
43Although it might be misleading to talk of a temperature out-of-equilibrium. It does, however, share
the property of being nonnegative with the (thermal) temperature.
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which we will need below.
Then:
F (g)µν (0, 0;p)
= − i
∫ ∞
−∞
dp0
2π
[
1
2
+ n˜(g)(p0,p)
]
ρ(g)µν(p0,p)
= − i
2
ρ(g)µν(0, 0;p)︸ ︷︷ ︸
=0 , see (3.81)
− i
∫ ∞
−∞
dp0
2π
n˜(g)(p0,p)ρ
(g)
µν(p0,p)
= − i
∫ ∞
−∞
dp0
2π
n˜(g)(p0,p)ρ
(g)
µν(p0,p)
= −
∫ ∞
−∞
dp0 sgn(p0)
[
gµνδ(p
2) + (1− ξ)pµpνδ′(p2)
]
n˜(g)(p0,p)
= −
∫ ∞
−∞
dp0 δ(p
2)
{
gµν +
1− ξ
2p2
[
1− sgn(p0)|p| ∂
∂p0
]
pµpν
}
sgn(p0) n˜
(g)(p0,p)
= −
∫ ∞
−∞
dp0 δ(p
2)
{
gµν +
1− ξ
2p2
[
pµpν − sgn(p0)|p|
(
δ0µpν + δ
0
νpµ + pµpν
∂
∂p0
)]}
· sgn(p0) n˜(g)(p0,p)
= −
∫ ∞
−∞
dp0 δ(p
2)
{
gµν +
1− ξ
2p2
[
pµpν
(
1− sgn(p0)|p| ∂
∂p0
)
− sgn(p0)|p|
(
δ0µpν + δ
0
νpµ
)]}
sgn(p0) n˜
(g)(p0,p)
= −
∫ ∞
−∞
dp0 δ(p
2)
{
sgn(p0)gµν
+
1− ξ
2
[
pµpν
p2
(
sgn(p0)− |p| ∂
∂p0
)
− δ
0
µpν + δ
0
νpµ
|p|
]}
n˜(g)(p0,p)
= f (1)µν (p) + f
(2)
µν (p) + f
(3)
µν (p) + f
(4)
µν (p) ,
where in the last but one line we have used that
δ(p2)
∂
∂p0
sgn(p0) = 2δ(p
2)δ(p0) =
1
|p|
[
δ(p0 − |p|) + δ(p0 + |p|)
]
δ(p0) = 0 .
We will now calculate each of the terms f (i)µν (p), i = 1, . . . , 4, separately. The following
identities will be useful:
pµpν |p0=±|p| =
(
±δ0µ|p|+ δiµpi
)(
±δ0ν |p|+ δjνpj
)
= δ0µδ
0
νp
2 ± δ0µδiν |p|pi ± δ0νδiµ|p|pi + δiµδjνpipj
= p2
[
δ0µδ
0
ν ±
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p| + δ
i
µδ
j
ν
pipj
p2
]
,(
δ0µpν + δ
0
νpµ
)∣∣∣
p0=±|p|
= δ0µ
(
±δ0ν |p|+ δiνpi
)
+ δ0ν
(
±δ0µ|p|+ δiµpi
)
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= ±2δ0µδ0ν |p|+ δ0µδiνpi + δ0νδiµpi
= |p|
[
±2δ0µδ0ν +
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
]
.
Deﬁning
n(g)(p) = n˜(g)(|p|,p) ,
which can be viewed as a nonequilibrium distribution function, we then have:
f (1)µν (p) = −gµν
∫ ∞
−∞
dp0 sgn(p0)δ(p
2)n˜(g)(p0,p)
= − gµν
2|p|
∫ ∞
−∞
dp0
[
δ(p0 − |p|)− δ(p0 + |p|)
]
n˜(g)(p0,p)
= − gµν
2|p|
[
n(g)(|p|,p)− n˜(g)(−|p|,p)
]
= −gµν|p|
[
1
2
+ n˜(g)(|p|,p)
]
= − 1|p|
[
δ0µδ
0
ν + δ
i
µδ
j
ν
(
gij +
pipj
p2
)
− δiµδjν
pipj
p2
] [
1
2
+ n(g)(p)
]
,
f (2)µν (p) = −
1− ξ
2
∫ ∞
−∞
dp0 sgn(p0) δ(p
2)
pµpν
p2
n˜(g)(p0,p)
= −1− ξ
2
1
2|p|
∫ ∞
−∞
dp0
[
δ(p0 − |p|)− δ(p0 + |p|)
]pµpν
p2
n˜(g)(p0,p)
= −1− ξ
2
1
2|p|
{ [
δ0µδ
0
ν +
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p| + δ
i
µδ
j
ν
pipj
p2
]
n˜(g)(|p|,p)
−
[
δ0µδ
0
ν −
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p| + δ
i
µδ
j
ν
pipj
p2
]
n˜(g)(−|p|,p)
}
= −1− ξ
2
1
2|p|
{(
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
) [
n˜(g)(|p|,p)− n˜(g)(−|p|,p)
]
+
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
[
n˜(g)(|p|,p) + n˜(g)(−|p|,p)︸ ︷︷ ︸
=−1
]}
= −1− ξ
2
1
|p|
{(
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
) [
1
2
+ n˜(g)(p)
]
− 1
2
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
}
,
f (3)µν (p) =
1− ξ
2
∫ ∞
−∞
dp0 δ(p
2)
pµpν
|p|
∂
∂p0
n˜(g)(p0,p)
=
1− ξ
4
∫ ∞
−∞
dp0
[
δ(p0 − |p|) + δ(p0 + |p|)
] pµpν
p2
∂
∂p0
n˜(g)(p0,p)
=
1− ξ
4
{ [
δ0µδ
0
ν +
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p| + δ
i
µδ
j
ν
pipj
p2
]
n˜(g)
′
(|p|,p)
+
[
δ0µδ
0
ν −
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p| + δ
i
µδ
j
ν
pipj
p2
]
n˜(g)
′
(−|p|,p)
}
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=
1− ξ
4
{(
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
) [
n˜(g)′(|p|,p) + n˜(g)′(−|p|,p)
]
+
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
[
n˜(g)′(|p|,p)− n˜(g)′(−|p|,p)︸ ︷︷ ︸
=0
]}
= −1− ξ
2
(
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]
,
f (4)µν (p) =
1− ξ
2
∫ ∞
−∞
dp0 δ(p
2)
δ0µpν + δ
0
νpµ
|p| n˜
(g)(p0,p)
=
1− ξ
2
1
2|p|
∫ ∞
−∞
dp0
[
δ(p0 − |p|) + δ(p0 + |p|)
] δ0µpν + δ0νpµ
|p| n˜
(g)(p0,p)
=
1− ξ
2
1
2|p|
{ [
2δ0µδ
0
ν +
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
]
n˜(g)(|p|,p)
+
[
−2δ0µδ0ν +
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
]
n˜(g)(−|p|,p)
}
=
1− ξ
2
1
2|p|
{
2δ0µδ
0
ν
[
n˜(g)(|p|,p)− n˜(g)(−|p|,p)
]
+
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
[
n˜(g)(|p|,p) + n˜(g)(−|p|,p)
]}
=
1− ξ
2
1
|p|
{
2δ0µδ
0
ν
[
1
2
+ n(g)(p)
]
− 1
2
(
δ0µδ
i
ν + δ
0
νδ
i
µ
) pi
|p|
}
.
It follows that
F (g)µν (0, 0;p)
=
1
|p|
 {−1 + ξ
2
[
1
2
+ n(g)(p)
]
− 1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]}
δ0µδ
0
ν
+
{
1 + ξ
2
[
1
2
+ n(g)(p)
]
− 1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]}
δiµδ
j
ν
pipj
p2
−
[
1
2
+ n(g)(p)
]
δiµδ
j
ν
(
gij +
pipj
p2
) .
The other initial conditions are obtained by similar calculations as
∂
∂x0
F (g)µν (x
0, 0;p)
∣∣∣∣∣
x0=0
= − i
∫ ∞
−∞
dp0
2π
p0F
(g)
µν (p0,p)
= − i 1− ξ
2
{
1
2
+ n(g)(p) + ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]}
(δ0µδ
i
ν + δ
0
νδ
i
µ)
pi
|p|
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and
∂
∂x0
∂
∂y0
F (g)µν (x
0, y0;p)
∣∣∣∣∣
x0=y0=0
=
∫ ∞
−∞
dp0
2π
p20F
(g)
µν (p0,p)
= |p|
 {1− 3ξ
2
[
1
2
+ n(g)(p)
]
+
1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]}
δ0µδ
0
ν
+
{
3− ξ
2
[
1
2
+ n(g)(p)
]
− 1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]}
δiµδ
j
ν
pipj
p2
−
[
1
2
+ n(g)(p)
]
δiµδ
j
ν
(
gij +
pipj
p2
) .
In terms of the Lorentz components, the initial conditions of the photon statistical
function then read:
F (g)
S
(0, 0; p) = −1
p
1 + ξ2
[
1
2
+ n(g)(p)
]
− 1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
] ,
F (g)
V
(0, 0; p) = 0 ,
F (g)T (0, 0; p) = −
1
p
[
1
2
+ n(g)(p)
]
,
F (g)
L
(0, 0; p) = −1
p
1 + ξ2
[
1
2
+ n(g)(p)
]
+
1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
] ,
∂
∂x0
F (g)
S
(x0, 0; p)
∣∣∣∣∣
x0=0
= 0 ,
∂
∂x0
F (g)
V
(x0, 0; p)
∣∣∣∣∣
x0=0
= − i 1− ξ
2
{
1
2
+ n(g)(p) + ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
]}
,
∂
∂x0
F (g)
T
(x0, 0; p)
∣∣∣∣∣
x0=0
= 0 ,
∂
∂x0
F (g)L (x
0, 0; p)
∣∣∣∣∣
x0=0
= 0 ,
∂
∂x0
∂
∂y0
F (g)
S
(x0, y0; p)
∣∣∣∣∣
x0=y0=0
= p
1− 3ξ2
[
1
2
+ n(g)(p)
]
+
1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
] ,
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∂
∂x0
∂
∂y0
F (g)V (x
0, y0; p)
∣∣∣∣∣
x0=y0=0
= 0 ,
∂
∂x0
∂
∂y0
F (g)
T
(x0, y0; p)
∣∣∣∣∣
x0=y0=0
= −p
[
1
2
+ n(g)(p)
]
,
∂
∂x0
∂
∂y0
F (g)
L
(x0, y0; p)
∣∣∣∣∣
x0=y0=0
= −p
3− ξ2
[
1
2
+ n(g)(p)
]
+
1− ξ
2
ln
(
1 +
1
n(g)(p)
)
n(g)(p)
[
1 + n(g)(p)
] .
3.4.3 Fermion Initial Conditions
Since the fermion Eoms are ﬁrst-oder diﬀerential equations, their solutions are determined
by a single initial condition, i. e. the value of the respective quantity at initial time.
Spectral Function
The initial condition for the fermion spectral function is determined by the canonical
commutation relation {
Ψ(x),Ψ†(y)
}∣∣∣
x0=y0
= δ3(x− y) .
From the deﬁnition of the fermion spectral function in terms of the fermion quantum ﬁeld
operators it follows that
ρ(f)(x, y)|x0=y0 = i γ0δ3(x− y) ,
and by applying a partial Fourier transformation with respect to space,
ρ(f)(x0, y0;p)
∣∣∣
x0=y0
= i γ0 . (3.87)
In terms of the Lorentz components, one has
ρ(f)
S
(x0, y0; p)
∣∣∣
x0=y0
= 0 , ρ˜ (f)0
V
(x0, y0; p)
∣∣∣
x0=y0
= 1 ,
ρ(f)
V
(x0, y0; p)
∣∣∣
x0=y0
= 0 , ρ(f)
T
(x0, y0; p)
∣∣∣
x0=y0
= 0 .
The initial conditions then follow for x0 = y0 = 0.
Note that the equal-time value of the spectral function corresponds to the sum rule
∫ ∞
−∞
dp0
2π
ρ(f)(p0,p) = i γ
0 . (3.89)
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Statistical Function
With
S>(x, y) = 〈Ψ(x)Ψ(y)〉 , S<(x, y) = −〈Ψ(y)Ψ(x)〉 ,
one has in thermal equilibrium [LB00]
iS>(p) =
[
1− nFD(p0)
]
ρ(f)(p) , iS<(p) = −nFD(p0)ρ(f)(p) ,
where
nFD(p0) =
1
eβp0 +1
(3.90)
is the Fermi–Dirac distribution function at inverse temperature β. Then:
F (f)(p) =
1
2
[
S>(p) + S<(p)
]
= − i
[
1
2
− nFD(p0)
]
ρ(f)(p) .
This is the ﬂuctuation-dissipation relation for fermions. As for the photons, out-of-equi-
librium it can be replaced by some function n˜(f) which in general depends on p as well.
Again, this does not involve any assumption. We then have:
F (f)(p) = − i
[
1
2
− n˜(f)(p)
]
ρ(f)(p) .
As for the photons, we can now derive a relation involving n˜(f) by making use of the
symmetry properties of the statistical and spectral functions. We have:
F (f)(−p0,p) = i
[
1
2
− n˜(f)(p0,p)
]
ρ(f)(p0,p)
and
F (f)(−p0,p) = − i
[
1
2
− n˜(f)(−p0,p)
]
ρ(f)(−p0,p) .
By comparison, it follows that
1
2
− n˜(f)(p0,p) = −
[
1
2
− n˜(f)(−p0,p)
]
or 1− n˜(f)(p0,p)− n˜(f)(−p0,p) = 0 .
It can easily be checked that any solution to this equation can be parametrized as
n˜(f)(p0,p) =
1
eβ(p)+1
.
This function closely resembles the Fermi–Dirac distribution function (3.90), with the
only diﬀerence that it does not depend on a constant temperature β but on a “mode
temperature” β(p) which can be diﬀerent for any spatial momentum p.
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It follows that:
F (f)(0, 0;p)
=
∫ ∞
−∞
dp0
2π
F (f)(p0,p)
= − i
∫ ∞
−∞
dp0
2π
[
1
2
− n˜(f)(p0,p)
]
ρ(f)(p0,p)
= − i
2
ρ(f)(0, 0;p)︸ ︷︷ ︸
=i γ0
+ i
∫ ∞
∞
dp0
2π
n˜(f)(p0,p)ρ
(f)(p0,p)
=
γ0
2
−
∫ ∞
−∞
dp0 sgn(p0)δ(p
2)(γ0p0 − γ · p+m(f)) n˜(f)(p0,p)
=
γ0
2
− 1
2
√
p2 +m(f)2
∫ ∞
−∞
dp0
[
δ
(
p0 −
√
p2 +m(f)2
)
− δ
(
p0 +
√
p2 +m(f)2
)]
· (γ0p0 − γ · p+m(f)) n˜(f)(p0,p)
=
γ0
2
− 1
2
√
p2 +m(f)2
{
γ0
√
p2 +m(f)2
[
n˜(f)
(√
p2 +m(f)2,p
)
+ n˜(f)
(
−
√
p2 +m(f)2,p
)]
+ (−γ · p+m(f))
[
n˜(f)
(√
p2 +m(f)2,p
)
− n˜(f)
(
−
√
p2 +m(f)2,p
)]}
=
γ0
2
{
1−
[
n˜(f)
(√
p2 +m(f)2,p
)
+ n˜(f)
(
−
√
p2 +m(f)2,p
)]
︸ ︷︷ ︸
=0
}
− −γ · p+m
(f)
2
√
p2 +m(f)2
[
n˜(f)
(√
p2 +m(f)2,p
)
− n˜(f)
(
−
√
p2 +m(f)2,p
)]
=
−γ · p+m(f)√
p2 +m(f)2
[
1
2
− n˜(f)
(√
p2 +m(f)2,p
)]
=
−γ · p+m(f)√
p2 +m(f)2
[
1
2
− n(f)(p)
]
, (3.91)
where we have deﬁned the fermionic nonequilibrium distribution function
n(f)(p) = n˜(f)
(√
p2 +m(f)2,p
)
.
In terms of the Lorentz components, one then obtains:
F (f)S (0, 0; p) =
m(f)√
p2 +m(f)2
[
1
2
− n(f)(p)
]
,
F˜ (f)V
0(0, 0; p) = 0 ,
F (f)
V
(0, 0; p) =
p√
p2 +m(f)2
[
1
2
− n(f)(p)
]
,
F (f)T (0, 0; p) = 0 .
Chapter 4
Secularities of the Equations of
Motion
Having the initial conditions at hand, we will now solve the free photon Eoms analytically.
Fourier transforming Eqs. (3.75a) and (3.76a) with respect to space, the free equations
read: (
∂2
∂t2
+ p2
)
ρ(g)µν(t, t
′;p) = (1− ξ)
(
δ0µ
∂
∂t
− i δiµpi
)
ρ(BA)ν (t, t
′;p) , (4.1a)(
∂2
∂t2
+ p2
)
ρ(BA)µ (t, t
′;p) = 0 . (4.1b)
The corresponding equations for the statistical function look exactly the same. In the
following, the corresponding equations for the statistical function are obtained from the
equations for the spectral functions by doing the following replacements:1
sin(|p| (t− t′))→
[
1
2
+ n(g)(p)
]
cos(|p| (t− t′)) ,
cos(|p| (t− t′))→ −
[
1
2
+ n(g)(p)
]
sin(|p| (t− t′)) ,
With the initial condition (3.82), we can solve the free Eom for ρ(BA)µ exactly:
2
ρ(BA)µ (t, t
′;p) = δ0µ cos(|p|(t− t′))− i δiµ
pi
|p| sin(|p|(t− t
′)) . (4.2)
1This corresponds to applying [
1
2
+ n(g)(p)
]
1
|p|
∂
∂t
to the right-hand sides of the equations.
2For the sake of completeness, the Eoms for the other correlation functions involving the auxiliary field
are given by: (
∂2
∂t2
+ p2
)
ρ(AB)µ (t, t
′;p) = 0 ,
(
∂2
∂t2
+ p2
)
ρ(BB)(t, t′;p) = 0 ,
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Plugging this back into Eq. (4.1a), we obtain:
(
∂2
∂t2
+ p2
)
ρ(g)µν(t, t
′;p) = −(1− ξ) |p|
[(
δ0µδ
0
ν + δ
i
µδ
i
ν
pipj
p2
)
sin(|p|(t− t′))
+ i
(
δ0µδ
i
ν + δ
i
µδ
0
ν
) pi
|p| cos(|p|(t− t
′))
]
. (4.3)
In terms of the isotropic components, the Eoms for the spectral function read:
(
∂2
∂t2
+ p2
)
ρ(g)S (t, t
′; p) = −(1− ξ) p sin(p(t− t′)) , (4.4a)(
∂2
∂t2
+ p2
)
ρ˜(g)
V1
(t, t′; p) = − i(1− ξ) p cos(p(t− t′)) , (4.4b)(
∂2
∂t2
+ p2
)
ρ˜(g)
V2
(t, t′; p) = − i(1− ξ) p cos(p(t− t′)) , (4.4c)(
∂2
∂t2
+ p2
)
ρ(g)T (t, t
′; p) = 0 , (4.4d)(
∂2
∂t2
+ p2
)
ρ(g)L (t, t
′; p) = −(1− ξ) p sin(p(t− t′)) . (4.4e)
First of all, it has to be noted that these equations are structurally much simpler than
the original ones, Eqs. (3.48) (for vanishing right-hand sides): Only second derivatives
with respect to time appear, and it is obvious that the limit of Landau gauge, ξ → 0, is
well-deﬁned, in contrast to the original equations, where this is not obvious. In fact, these
are just equations for driven (periodically excited) harmonic oscillators with frequency p.
In Feynman gauge, ξ = 1, these driving forces vanish and the Eoms become even simpler
(namely those of purely harmonic oscillators which resemble the free Eoms of scalar ﬁelds,
for instance). In fact, in the next section we will see that the driving forces can potentially
cause problems.
If the reformulation which led to these equations were possible even for an interacting
theory for a ﬁnitely truncated eﬀective action, this formulation would seem to be the
natural one for abelian gauge theories in real time. As will be shown in Chap. 5, however,
the auxiliary ﬁeld correlation functions are not free for a ﬁnitely truncated eﬀective action,
which prohibits solving them exactly and thereby “integrating them out”.
and with the initial conditions (3.83) and (3.84), their solutions read:
ρ(AB)µ (t, t
′;p) = −δ0µ cos(|p|(t− t′)) + i δiµ
pi
|p| sin(|p|(t− t
′)) , ρ(BB)(t, t′;p) = 0 .
Note that ρ(AB)µ (t, t′;p) = −ρ(BA)µ (t, t′;p), as it has to be.
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4.1 Solution to the Free Photon Equations of Motion
The solution to the free Eom Eq. (4.3) is then easily found to be given by:
ρ(g)0µν(t, t
′;p) =
1
|p|

[
1− ξ
2
|p|(t− t′) cos(|p|(t− t′))− 1 + ξ
2
sin(|p|(t− t′))
]
δ0µδ
0
ν
+
[
1− ξ
2
|p|(t− t′) cos(|p|(t− t′)) + 1 + ξ
2
sin(|p|(t− t′))
]
δiµδ
j
ν
pipj
p2
− i 1− ξ
2
|p|(t− t′) sin(|p|(t− t′))
(
δ0µδ
i
ν + δ
i
µδ
0
ν
)
− sin(|p|(t− t′)) δiµδjν
(
gij +
pipj
p2
) , (4.5)
or in terms of the isotropic components:3
ρ(g)0S (t, t
′; p) =
1− ξ
2
(t− t′) cos(p (t− t′))− 1 + ξ
2
sin(p (t− t′))
p
, (4.6a)
ρ˜(g)0V(t, t
′; p) = −1− ξ
2
(t− t′) sin(p (t− t′)) , (4.6b)
ρ(g)0L(t, t
′; p) = −1− ξ
2
(t− t′) cos(p (t− t′))− 1 + ξ
2
sin(p (t− t′))
p
, (4.6c)
ρ(g)0T(t, t
′; p) = −sin(p (t− t
′))
p
. (4.6d)
Note that all components except for the spatially transverse one depend explicitly on the
gauge ﬁxing parameter and are secular, i. e. diverge in time. Only in Feynman gauge,
i. e. ξ = 1, do the divergent terms vanish (which is already clear from looking at the
reformulated Eom (4.3) and in fact even from the original one (3.18a)). This is a very
peculiar result and a clear indication that those components cannot be physical since they
are neither gauge invariant nor bounded in their time evolution. It is the very essence of
gauge theories which shows up here, namely that there exist unphysical Dofs. From this
point of view, the secularities are therefore not completely unexpected.
With the solutions (4.6) to the free Eom for the photon spectral function, we obtain
for the two (potentially) physical Dofs according to Eqs. (3.41) and (3.44):
ρ(g)0
T
⊥(t, t
′; p) = ρ(g)0
L
⊥(t, t
′; p) = −sin(p(t− t
′))
p
. (4.7)
These solutions are neither secular nor do they depend on the gauge ﬁxing parameter, as
it has to be.4 Note, however, that in vacuum (or in a system it does not interact with),
the longitudinal Dof is not physical, as we have discussed earlier. This is because the
covariant gauges are not physical gauges—they contain too many Dofs.
3In the free case, the two vector components are identical, so ρ˜(g)0V := ρ˜
(g)
0V1
= ρ˜(g)0V2 .
4In fact, up to the sign they look like the free spectral function of a massless scalar field.
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Figure 4.1: The isotropic components of the free photon spectral function for ξ = 0.5
and p = 1. Except for the transverse component, all components are secular, i. e. grow
proportional to time.
4.2 Origin of the Secularities
There are various ways to see why the solutions (4.6) are secular in time, which are of
course connected. We will discuss two of them here.
4.2.1 Resonance Effect
It is clear from the free Eoms (4.3) that the secularities are caused by the sine and cosine
terms (and which, incidentally, are also those terms which depend explicitly on the gauge
ﬁxing parameter). The reason is that, as mentioned above, they act as a driving force in
the Eoms. In fact, the free Eoms for all of the isotropic components are (for ξ 6= 1 and
p 6= 0) either of the form
(
d2
dt2
+ p2
)
f(t) = sin(p t) or
(
d2
dt2
+ p2
)
f(t) = cos(p t) ,
respectively. Without these terms, the isotropic components would be harmonic oscillators
with frequency p. The sine and cosine terms, however, cause a periodic excitation with
the frequency p. In the free case, when the memory integrals vanish, those terms therefore
drive the oscillators with their eigenfrequency. The general solution to these equations is
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easily found to be
f(t) = f0 cos(p t) +
f˙0
p
sin(p t) +
1
2p
[
1
p
sin(p t)− t cos(p t)
]
or
f(t) = f0 cos(p t) +
f˙0
p
sin(p t) +
t
2p
sin(p t) ,
(4.8)
respectively. The ﬁrst two terms of each solution obviously represent the special solution,
i. e. the solution to the harmonic oscillator equations, while in addition, there appears a
term which is proportional to time in each case, i. e. a secular term. This secular term is
independent of the initial conditions: It exists even for vanishing conditions.
The secularity of the solutions of the free photon Eom can hence be viewed as a
resonance eﬀect.
4.2.2 Derivative of a Delta Distribution
Another way of understanding the secularities is by considering a certain representation
of the free photon spectral function in momentum-space. The usual momentum-space
representation of the free photon spectral function is given by
ρ(g)0 µν(p) = −2π i sgn(p0)δ(p2)
[
gµν − (1− ξ) pµ pν
p2
]
. (4.9)
Employing the identity δ(p2)/p2 = −δ′(p2), another representation of the free photon
spectral function in momentum space is
ρ(g)0µν(p) = −2π i sgn(p0)
[
gµνδ(p
2) + (1− ξ) pµ pν δ′(p2)
]
. (4.10)
For an arbitrary function f depending on p0 we have:
∫ ∞
−∞
dp0 δ
′(p2)f(p0) =
∫ ∞
−∞
dp0
{
1
2p2
δ(p2) +
1
4p2
[
δ′(p0 − |p|)− δ′(p0 + |p|)
]}
f(p0)
=
∫ ∞
−∞
dp0
{
1
2p2
δ(p2)− 1
4p2
[
δ(p0 − |p|)− δ(p0 + |p|)
]
∂
∂p0
}
f(p0)
=
1
2|p|
∫ ∞
−∞
dp0 δ(p
2)
[
1
|p| − sgn(p0)
∂
∂p0
]
f(p0) . (4.11)
We can already see that the partial derivative with respect to p0 will, when applied to the
exponential function of the Fourier transformation, yield a factor proportional to (t− t′),
i. e. a secular term.
Using this result, the Fourier transformation of the derivative of the delta distribution
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is then given by:∫ ∞
−∞
dp0
2π
δ′(p2) e− i p0(t−t
′)
=
1
4π|p|
∫ ∞
−∞
dp0 δ(p
2)
[
1
|p| − sgn(p0)
∂
∂p0
]
e− i p0(t−t
′)
=
1
8πp2
∫ ∞
−∞
dp0
[
δ(p0 − |p|) + δ(p0 + |p|)
] [
1
|p| + i sgn(p0)(t− t
′)
]
e− i p0(t−t
′)
=
1
8π|p|3
∫ ∞
−∞
dp0
{
δ(p0 − |p|) + δ(p0 + |p|)
+ i|p|(t− t′)
[
δ(p0 − |p|)− δ(p0 + |p|)
]}
e− i p0(t−t
′)
=
1
4π|p|3
[
cos(|p|(t− t′)) + |p|(t− t′) sin(|p|(t− t′))
]
. (4.12)
So it is obviously the δ′(p2)-term which causes the secularity, and which comes from the
(1− ξ)δ(p2)pµpν/p2-term in the free spectral function. This is also another way to see why
there are no secular terms in Feynman gauge, i. e. ξ = 1.
4.2.3 Secularities and the Full Theory
It is an important question if the secularities persist in the full theory. Even if they did,
though, this would not indicate a failure of the theory or its formulation in real time; after
all, the secular components are not physical and hence not observable.5 It would certainly
impose practical complications, however. If no further approximations are made, the only
way to treat the Eoms is by means of numerical methods. Numerically handling large,
diverging quantities is delicate, however, in particular if one is interested in diﬀerences of
diverging quantities which may be ﬁnite in an exact calculation.
The question if the secularities persist in the full theory is not easy to answer. Since
Qed is a very weakly coupled theory, signiﬁcant deviations from the free solutions are to
be expected at rather late times only, and reaching late times with a numerical simulation
is challenging due to the required memory resources. It is, however, rather likely that the
secularities do not persist in the full theory. Due to the presence of the memory integrals,
the frequency of the driving terms will be slightly shifted away from p, thereby destroying
the resonance which, as we have seen in a previous section, is responsible for the secularities.
In a very rough approximation, one may set the memory integrals to a constant value
(which is small since it is proportional to the squared coupling) times the spectral function
(so as to keep the self-consistent nature of the equations, but neglecting the nonlocality
in time as well as the coupling to the other isotropic components). For instance, for the
5Any finite quantity can be split into diverging parts. As a trivial example, consider the function
f(x) = 0 which is zero identically. We can certainly write f(x) = g(x) + h(x) with g(x) = x and
h(x) = −x. Both g and h diverge, but their sum remains finite.
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Figure 4.2: The scalar component of the (maximally) unequal-time photon spectral func-
tion in the (very rough) approximation (4.14). As an example for a solution with gauge
ﬁxing parameter ξ 6= 1 and which therefore is secular in the free case, the plot on the
left-hand side shows the Landau gauge solution (ξ = 0). Although it remains ﬁnite at all
times, its maximum value is still very large compared to the Feynman gauge solution shown
in the plot on the right-hand side (where only the frequency of the oscillations becomes
shifted, not the amplitude).
scalar component, we then have I (g)(ρ)S(t, t′; p) ≈ e2p2f(p) ρ(g)S (t, t′; p) for some function f(p).
Then the equation for the scalar component reads:{
∂2
∂t2
+
[
1− e2f(p)
]
p2
}
ρ(g)
S
(t, t′; p) = −(1− ξ) p sin(p (t− t′)) , (4.13)
corresponding to a oscillation frequency shift
p→ p′ =
√
1− e2f(p) p =
[
1− e
2f(p)
2
]
p+O(e4) ,
i. e. the diﬀerence in the frequency is ∆p = |p′ − p| = e2f(p)p/2 + O(e4). Its solution is
given by:
ρ(g)
S
(t, t′; p) = (1− ξ)
√
1− e2f(p) sin(p (t− t′))− sin
(√
1− e2f(p) p (t− t′)
)
e2f(p)
√
1− e2f(p) p
− ξ sin
(√
1− e2f(p) p (t− t′)
)
√
1− e2f(p) p
=
p2
p2 − p′2
[
(1− ξ) sin(p (t− t
′))
p
−
(
1− p
′2
p2
ξ
)
sin(p′ (t− t′))
p′
]
. (4.14)
Obviously, the secular term appearing in the solution to the corresponding free Eom has
vanished, and the solution remains ﬁnite at all times.6
6For gauge fixing parameters not too close to unity, the solution corresponds to a beat with frequency
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Expanding the solution in the squared coupling yields
ρ(g)S (t, t
′; p) = ρ(g)0S (t, t
′; p) +
e2f(p)
8
{
(3 + ξ)
[
(t− t′) cos(p (t− t′))− sin(p (t− t
′))
p
]
+ (1− ξ) p2 (t− t′)2 sin(p (t− t
′))
p
}
+O(e4) .
Note that due to the self-consistent nature of the equation, we do not obtain an expansion
in e2 p (t− t′), as we would had we expanded ρ(g)S (t, t′; p) in the right-hand side of the Eom
in the coupling as well, but only in e2. However, expanding the solution to any ﬁnite order
again yields secular solutions.
So far, however, we have not observed this behavior numerically. In fact, our results
indicate that at early times, the solutions to the full theory actually grow even stronger
than the free ones. It has to be stressed, however, that this is not a counterargument
to our reasoning above: It may well be that there is a phase of increased growth before
the damping due to the shift of the resonance frequency rendering the solutions ﬁnite sets
in. Due to the complicated structure and nonlocality with respect to time of the memory
integrals and the coupling of the diﬀerent isotropic components with each other, our above
analytical estimate of course falls short of capturing many aspects of the full theory.
It should be mentioned that non-Gaussian initial conditions might also lead to nonsecu-
lar solutions. This is because, as described earlier, non-Gaussian initial conditions manifest
themselves as higher-order interaction terms which only act at initial time. However, this
might be suﬃcient to kick the solutions away from the resonance, thereby avoiding the
secularities.
one half times the frequency shift, i. e. the solution is in particular periodic. This is of course not realistic
(in physical situations, one expects damping), but shows that a shift in the frequency leads to finite
solutions.
Chapter 5
Gauge Invariance and the Ward
Identities in the 2PI Framework
Most problems in formulations of gauge theories derived from the 2Pi eﬀective action
are related to gauge invariance and stem from the resummation implemented by the 2Pi
eﬀective action which mixes up diﬀerent perturbative orders.1 This is why we will start
this chapter by discussing this peculiar feature of the 2Pi eﬀective action. Two important
issues we will then discuss are the applicability of Ward identities to correlation functions
derived from the 2Pi eﬀective action, and the dependence of gauge invariant quantities on
the gauge ﬁxing parameter.
We will use a slightly diﬀerent (or rather more precise) notation in this chapter than
in the rest of the work. This is because it is important here to clearly distinguish various
related objects, e. g. ﬁelds appearing as variational parameters of the eﬀective action and
their physical values (denoted by an underscore in this chapter) or correlation functions
obtained from the 2Pi eﬀective action and from the 2Pi-resummed eﬀective action (to be
deﬁned later in this chapter). In order not to completely mess up the notation, we will
dispense with also distinguishing between quantities derived from the exact eﬀective action
and from a truncated one; which one is meant will become clear from the context.
5.1 Resummation and the Mixing of Perturbative Or-
ders
Each diagram contained in the 2Pi part of the 2Pi eﬀective action resums an inﬁnite
number of perturbative diagrams, and in its expansion perturbative diagrams of every
order appear. It is then interesting to compare the expansion of a ﬁnite truncation of
the 2Pi eﬀective action in terms of perturbative diagrams with the (a priori perturbative)
expansion of the 1Pi eﬀective action to the same order. The result is always that the
1A closely related problem is the validity of the Goldstone theorem [Gol61] in scalar theories with a
spontaneously broken continuous symmetry [BG77, IRK05].
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Figure 5.1: The perturbative expansion (i. e. expansion in free propagators) of the two-
and three-loop contributions to the 2Pi eﬀective action.
perturbative expansion of the 1Pi eﬀective action and the 2Pi eﬀective action to any given
order do not agree: The 1Pi eﬀective action expansion to a given order always contains
more diagrams than the 2Pi expansion. The reason is simply that the expansion of the
1Pi eﬀective action contains every diagram up to that order (by deﬁnition), while only
diagrams appear in the perturbative expansion of the 2Pi eﬀective action which can be
generated by expanding propagators only in each 2Pi diagram (since vertices are bare).
In order to illustrate this, let us consider the two-loop truncation of the 2Pi eﬀective
action which we will use for the numerics (see the next chapter), and let us compare its
perturbative expansion up to three loops with the expansion of the 1Pi eﬀective action
up to three loops. There are two two-loop diagrams in the expansion of the 2Pi eﬀective
action as well as in the expansion of the 1Pi eﬀective action, namely the ﬁrst two diagrams
on the right-hand side of the upper part of Fig. (5.1). We conclude that their expansions
up to two loops agree. However, there is only one three-loop diagram in the perturbative
expansion of the 2Pi eﬀective action (the third one on the right-hand side of the upper
part of Fig. (5.1)), while there is an additional one in the expansion of the 1Pi eﬀective
action. This additional diagrams corresponds to a vertex dressing, and it is clear that
one cannot obtain a vertex dressing by expanding propagators only as in the 2Pi eﬀective
action. Therefore, the diﬀerence in the perturbative expansions of the 1Pi eﬀective action
and of the 2Pi eﬀective action is precisely given by the lowest vertex dressing diagram.
This diagram only appears in the perturbative expansion of the three-loop truncation of
the 2Pi eﬀective action, as shown in the lower part of Fig. (5.1). It is then also clear that
in the exact theory the expansions coincide.
Continuing along the same lines, one would ﬁnd that the perturbative expansions of
the 1Pi eﬀective action and of the three-loop truncation of the 2Pi eﬀective action would
agree up to three loops, while diﬀerences would appear at four loops. It can be shown
that in general, the perturbative expansions of the 1Pi eﬀective action and of the n-loop
truncated 2Pi eﬀective action agree up to n loops [AAB+02, vHK02, BBRS05].
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5.2 The Ward Identities
One important characteristic property of gauge theories is that there exist identities be-
tween correlation functions of diﬀerent order, the so-calledWard identities2 [Tak57, War50].
In approaches based on an nPI eﬀective action, this is potentially problematic since all cor-
relation functions up to the nth order are full, while all higher-order correlation functions
are free. A simple example is the one-loop photon self-energy (6.4): It depends on two full
fermion propagators, but also on two bare vertices.
Problems regarding the Ward identities and the 2Pi eﬀective action have been discussed
e. g. in Refs. [Mot03, CKZ05, Cal04, AS02].
5.2.1 Standard Ward Identities
The standard Ward identities for the 1Pi eﬀective action can be obtained from the master
equation3
G(x)
(
Γ1PI[A,ψ, ψ]− Sξgf[A]
)
= 0 , (5.1)
with the generator of gauge transformations (2.12). This identity states that the (1Pi)
eﬀective action is gauge invariant up to the gauge ﬁxing term (which, after all, has been
introduced to break gauge invariance in the ﬁrst place). The inﬁnite tower of Ward iden-
tities can then be generated by Taylor-expanding the master Ward identity, i. e. by taking
derivatives of this identity with respect to the ﬁelds and evaluating the resulting equation
for their physical values obtained by solving their Eoms4
δΓ1PI[A,ψ, ψ]
δAµ(x)
∣∣∣∣∣
phys
= 0 ,
δΓ1PI[A,ψ, ψ]
δψ(x)
∣∣∣∣∣
phys
= 0 ,
δΓ1PI[A,ψ, ψ]
δψ(x)
∣∣∣∣∣
phys
= 0 , (5.2)
so that
δk
δAµ1(x1) . . . δAµk(xk)
δl
δψ(xk+1) . . . δψ(xk+l)
δm
δψ(xk+l+1) . . . ψ(xk+l+m)
G(x)
(
Γ1PI[A,ψ, ψ]− Sξgf[A]
)∣∣∣
phys
= 0 . (5.3)
Variations of the 1Pi eﬀective action with respect to ﬁelds evaluated at their physical
values correspond to (1Pi) correlation functions. For instance, the (full) inverse photon
2Also called Ward–Takahashi identities; we will, however, stick to the shorter “Ward identities”.
3A derivation of this equation is rather easy and can be found in most introductory textbooks on
Qft, e. g. [Ryd96]. We only outline one possible derivation here: One starts by performing a gauge
transformation on the generating functional of correlation functions Z. The requirement of Z being gauge
invariant yields a condition which can be expressed as a functional differential equation for Z, which can
then be translated into an equation for the generating functional of connected correlation functions W .
By performing a Legendre transform, this equation can in turn be translated into an equation for the
generating functional of proper vertex functions, i. e. the effective action. This equation is just the one we
state in the main text.
4By . . . |phys we mean those values of the arguments of the given quantity which solve its Eom.
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and fermion propagators are deﬁned as
iS−1(x, y) =
δ2Γ1PI[A,ψ, ψ]
δψ(x)δψ(y)
∣∣∣∣∣
phys
, i
(
D−1
)µν
(x, y) =
δ2Γ1PI[A,ψ, ψ]
δAµ(x)δAν(y)
∣∣∣∣∣
phys
, (5.4)
Similarly, the full electron-photon vertex is deﬁned as
i Γµ(x, y, z) =
δ3Γ1PI[A,ψ, ψ]
δAµ(x)δψ(y)δψ(z)
∣∣∣∣∣
phys
, (5.5)
and so on for higher correlation functions.
Except for the case k = l = m = 0, which yields a trivial identity which is true due to
the Eoms for the one-point functions, one therefore obtains nontrivial identities between
correlation functions. In particular, for the case k 6= 0, l = m = 0, one obtains
∂xµ
δk
δAµ1(x1) . . . Aµk(xk)
(
Γ1PI[A,ψ, ψ]− Sξgf[A]
)∣∣∣
phys
= 0 , (5.6)
i. e. the statement that the longitudinal part of all photon n-point functions is not modiﬁed
by quantum corrections. For the case k = 2, one obtains the important result that the
longitudinal part of the photon self-energy vanishes identically.
By truncating the eﬀective action at any ﬁnite order in a perturbative expansion, it
follows that the Ward identities hold at each perturbative order.
5.2.2 Ward Identities in the 2PI Framework
For the 2Pi eﬀective action, however, things are more complicated since the 2Pi eﬀective
action depends on a larger number of parameters (the ﬁeld expectation values and the
propagators). It is therefore obvious that one cannot simply translate the standard 1Pi
Ward identities to corresponding identities involving the 2Pi eﬀective action.
A master equation very similar to Eq. (5.1) can be written down for the 2Pi eﬀective
action as well.5 It is given by:
G2PI(x, y)
(
Γ2PI[A,ψ, ψ,D, S]− Sξgf[A]
)
= 0 , (5.7)
5In fact, it can be shown that there is an object derived from the 2Pi effective action for which the
standard Ward identities do hold [BS04, RS07] (similarly, propagators in a theory with a spontaneously
broken continuous symmetry derived from this object do exhibit a Goldstone mode [AAB+02, vHK02]):
The so-called 2Pi-resummed effective action, defined by
Γres2PI[A,ψ, ψ] = Γ2PI[A,ψ, ψ,D(A,ψ, ψ), S(A,ψ, ψ)] ,
where D(A,ψ, ψ) and S(A,ψ, ψ) are the physical values of the propagators, which are in turn defined by
δΓ2PI[A,ψ, ψ,D, S]
δDµν(x, y)
∣∣∣∣
Dµν=Dµν ,S=S
= 0 ,
δΓ2PI[A,ψ, ψ,D, S]
δS(x, y)
∣∣∣∣
Dµν=Dµν ,S=S
= 0 .
The 2Pi-resummed effective action depends on the same arguments as the 1Pi effective action, i. e. on the
field expectation values. It should be noted, however, that for a given truncation of the effective action,
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where the generator of gauge transformation now reads:
G2PI(x, y) = δ4(x− y)G(x) + i
[
S(x, y)
δ
δS(x, y)
− S(y, x) δ
δS(y, x)
]
. (5.8)
If the 2Pi eﬀective action is independent of the one-point functions, this simpliﬁes to[
S(x, y)
δ
δS(x, y)
− S(y, x) δ
δS(y, x)
]
Γ2PI[D,S] = 0 . (5.9)
It is immediately clear that this cannot constrain the photon self-energy in any way. As
for the standard (1Pi) Ward identities, the simplest identity which can be generated from
the above master Ward identity is obtained by taking the derivative with respect to one
of the propagators. This, however, generates an identity for four-point functions.
In the next section, we will discuss the nontransversality of the photon self-energy (3.8).
5.2.3 Non-Transversality of the Photon Self-Energy
Since we are only concerned with two-point functions in this work, of interest for us is
mainly the Ward identity stating the transversality of the photon self-energy. Above, we
have shown that the longitudinal part of all photon n-point functions is not modiﬁed by
quantum corrections. We have for the 1Pi eﬀective action:
δ
δAν(y)
{
G(x)
(
Γ1PI[A,ψ, ψ]− Sξgf[A]
)}∣∣∣∣
phys
= 0 , (5.10)
or explicitly:
0 = i ∂xµ
δ2
δAµ(x)δAν(y)
(
Γ1PI[A,ψ, ψ]− Sξgf[A]
)∣∣∣
phys
= i ∂xµ
{
δ2Γ1PI[A,ψ, ψ]
δAµ(x)δAν(y)
− 1
ξ
∂µx∂
ν
xδ
4(x− y)
}∣∣∣∣∣
phys
= −∂xµ
[(
D−1
)µν
(x, y)−
(
D−10
)µν
(x, y)
]∣∣∣∣
phys
= ∂xµΠ˜
µν(x, y) , (5.11)
where we have used that the physical values of the ﬁeld expectation values vanish.
the resummed 2Pi effective action contains much more information than the 1Pi effective action since it is
constructed using full (with respect to the given truncation) propagators, whereas the 1Pi effective action
is constructed using free propagators.
The Ward identities then read:{
G(x)(Γres2PI[A,ψ, ψ]− Sξgf[A])}∣∣∣
Aµ=Aµ,ψ=ψ,ψ=ψ
= 0 .
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The important point now is that for a ﬁnitely truncated 2Pi eﬀective action, the photon
self-energy deﬁned by
Πµν(x, y) = 2 i
δΓ2[A,ψ, ψ,D, S]
δDµν(x, y)
∣∣∣∣∣
phys
(5.12)
is in general not transverse, since for any ﬁnite truncation of Γ2PI[D,S], we have Π˜µν(x, y) 6=
Πµν(x, y).
Similar statements can be made for higher-order correlation functions. It should be
stressed, however, that the failure of the photon self-energy (and of all other photon cor-
relation functions) deﬁned as the variation of the 2Pi part of the 2Pi eﬀective action to
be transverse does not imply that the Ward identities are violated, neither does it imply
a failure of the theory. It simply means that since in a ﬁnitely truncated theory, diﬀer-
ent deﬁnitions of correlation function do not have to coincide, they can be constrained in
diﬀerent ways (or even not at all).
It should also be noted that there exist relations between the variational and the 2Pi-
resummed propagators. In fact, the 2Pi-resummed propagators satisfy a Dyson–Schwinger-
like equation including the variational propagators [RS07].
Finally, it is instructive to see explicitly that the one-loop photon self-energy as derived
from the 2Pi eﬀective action is not transverse in general, which is what we will turn to
next.
Non-Transversality of the One-Loop Photon Self-Energy
The nontransversality of the one-loop photon self-energy can seen as follows: First one
decomposes the self-energy into statistical and spectral parts. The partial derivative acting
on the photon self-energy eﬀectively acts on the fermion propagators, and their Eoms (3.20)
can be used to replace the resulting gradients. Since the full fermion propagator is the sum
of the free propagator plus a correction due to the interaction and the photon self-energy
constructed from free fermion propagators is transverse, we are left with a term which is
due to interactions only. This can be shown as follows:
First of all note that the statistical and spectral photon self-energies are real. Hermitic-
ity implies that [BBS03] (see also App. D)
F (f)(y, x) = γ0F (f)(x, y)†γ0 , ρ(f)(y, x) = −γ0ρ(f)(x, y)†γ0 .
Then:
Πµν
(F )
(x, y)∗ = e2 tr
(
γµF (f)(x, y)γνF (f)(y, x) +
1
4
γµρ(f)(x, y)γνρ(f)(y, x)
)∗
= e2 tr
([
γµF (f)(x, y)γνF (f)(y, x) +
1
4
γµρ(f)(x, y)γνρ(f)(y, x)
]†)
= e2 tr
(
F (f)(y, x)†(γν)†F (f)(x, y)†(γµ)† +
1
4
ρ(f)(y, x)†(γν)†ρ(f)(x, y)†(γµ)†
)
= e2 tr
(
γ0F (f)(x, y)γ0γ0γνγ0γ0F (f)(y, x)γ0γ0γµγ0
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+
1
4
γ0ρ(f)(x, y)γ0γ0γνγ0γ0ρ(f)(y, x)γ0γ0γµγ0
)
= e2 tr
(
γµF (f)(x, y)γνF (f)(y, x) +
1
4
γµρ(f)(x, y)γνρ(f)(y, x)
)
= Πµν
(F )
(x, y) ,
where we have used that (γµ)† = γ0γµγ0 and (γ0)2 = 1, i. e. Πµν(F )(x, y) is real. By a similar
calculation, one ﬁnds that the spectral part Πµν(ρ)(x, y) is real as well. Next, from the Eoms
for the fermion spectral and statistical functions (see Eqs. (3.20)),(
i γµ∂xµ −m(f)
)
ρ(f)(x, y) = I (f)
(ρ)
(x, y) ,(
i γµ∂xµ −m(f)
)
F (f)(x, y) = I (f)(F)(x, y) ,
where I (f)(ρ) and I
(f)
(F) are the corresponding memory integrals, it then follows that:
γµ∂xµρ
(f)(x, y) = − i
[
m(f)ρ(f)(x, y) + I (f)(ρ)(x, y)
]
,
γµ∂xµF
(f)(x, y) = − i
[
m(f)F (f)(x, y) + I (f)
(F)
(x, y)
]
,
and from the hermitean conjugate Eoms,
∂xµρ
(f)(y, x)γµ = i
[
m(f)ρ(f)(y, x)− γ0I (f)(ρ)(x, y)†γ0
]
,
∂xµF
(f)(y, x)γµ = i
[
m(f)F (f)(y, x) + γ0I (f)
(F)
(x, y)†γ0
]
.
Then:
∂xµΠ
µν
(F )(x, y) = e
2 tr
 γµ[∂xµF (f)(x, y)]γνF (f)(y, x) + γµF (f)(x, y)γν∂xµF (f)(y, x)
+
1
4
{
γµ
[
∂xµρ
(f)(x, y)
]
γνρ(f)(y, x) + γµρ(f)(x, y)γν∂xµρ
(f)(y, x)
}
= e2 tr
 − i[m(f)F (f)(x, y) + I (f)
(F)
(x, y)
]
γνF (f)(y, x)
+ iF (f)(x, y)γν
[
m(f)F (f)(y, x) + γ0I (f)
(F)
(x, y)†γ0
]
+
1
4
{
− i
[
m(f)ρ(f)(x, y) + I (f)
(ρ)
(x, y)
]
γνρ(f)(y, x)
+ i ρ(f)(x, y)γν
[
m(f)ρ(f)(y, x)− γ0I (f)
(ρ)
(x, y)†γ0
]}
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= i e2 tr
 −m(f)F (f)(x, y)γνF (f)(y, x)− I (f)(F)(x, y)γνF (f)(y, x)
+m(f)F (f)(x, y)γνF (f)(y, x) + F (f)(x, y)γνγ0I (f)(F)(x, y)
†γ0
+
1
4
{
−m(f)ρ(f)(x, y)γνρ(f)(y, x)− I (f)
(ρ)
(x, y)γνρ(f)(y, x)
+m(f)ρ(f)(x, y)γνρ(f)(y, x)− ρ(f)(x, y)γνγ0I (f)
(ρ)
(x, y)†γ0
}
= − i e2 tr
(
I (f)
(F)
(x, y)γνF (f)(y, x)− F (f)(x, y)γνγ0I (f)
(F)
(x, y)†γ0
+
1
4
[
I (f)
(ρ)
(x, y)γνρ(f)(y, x) + ρ(f)(x, y)γνγ0I (f)
(ρ)
(x, y)†γ0
])
= − i e2 tr
(
I (f)(F)(x, y)γ
νF (f)(y, x)− γ0F (f)(y, x)†γ0γνγ0I (f)(F)(x, y)†γ0
+
1
4
[
I (f)
(ρ)
(x, y)γνρ(f)(y, x)− γ0ρ(f)(y, x)†γ0γνγ0I (f)
(ρ)
(x, y)†γ0
])
= − i e2 tr
(
I (f)
(F)
(x, y)γνF (f)(y, x)− F (f)(y, x)†
(
γν
)†
I (f)
(F)
(x, y)†
+
1
4
[
I (f)(ρ)(x, y)γ
νρ(f)(y, x)− ρ(f)(y, x)†
(
γν
)†
I (f)(ρ)(x, y)
†
])
= − i e2 tr
 I (f)(F)(x, y)γνF (f)(y, x)− [I (f)(F)(x, y)γνF (f)(y, x)]†
+
1
4
{
I (f)(ρ)(x, y)γ
νρ(f)(y, x)−
[
I (f)(ρ)(x, y)γ
νρ(f)(y, x)
]†}
= − i e2
 tr
(
I (f)
(F)
(x, y)γνF (f)(y, x)
)
− tr
(
I (f)
(F)
(x, y)γνF (f)(y, x)
)∗
+
1
4
[
tr
(
I (f)
(ρ)
(x, y)γνρ(f)(y, x)
)
− tr
(
I (f)
(ρ)
(x, y)γνρ(f)(y, x)
)∗]
= 2e2 Im
(
tr
(
I (f)
(F)
(x, y)γνF (f)(y, x)
)
+
1
4
tr
(
I (f)
(ρ)
(x, y)γνρ(f)(y, x)
))
= 2e2 Im tr
(
I (f)
(F)
(x, y)γνF (f)(y, x) +
1
4
[
I (f)
(ρ)
(x, y)γνρ(f)(y, x)
])
. (5.13)
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Π(2,1)µν(x, y) =
Π(2,2)µν(x, y) =
Π(1)µν(x, y) =
x y
µ ν
x y
µ ν
x y
µ ν
Figure 5.2: The one- and two-loop contributions Π(1)µν(x, y) and Π(2,i)µν(x, y) (i = 1, 2)
to the perturbative photon self-energy. Π(2,2)µν(x, y) does not appear in the perturbative
expansion of the two-loop 2Pi eﬀective action.
Similarly, one ﬁnds
∂xµΠ
µν
(ρ)
(x, y) = 2e2 Im tr
(
I (f)
(F)
(x, y)γνρ(f)(y, x)− I (f)
(ρ)
(x, y)γνF (f)(y, x)
)
. (5.14)
Therefore, the statistical and spectral photon self-energies are not transverse for a two-loop
truncated 2Pi eﬀective action.6
Note, however, that perturbatively, the photon self-energy is in fact transverse:7 Upon a
perturbative expansion of the left-hand side, the lowest-order contribution to the memory
integrals is O(e2), so that the left-hand side is altogether O(e4).
There is a more direct way to see the nontransversality of the photon self-energy in a
two-loop truncation of the 2Pi eﬀective action by resorting to its diagrammatic expansion
shown in Fig. (5.1). The corresponding self-energies are shown in Fig. (5.2). Since we
6The one-loop photon self-energy can be written as a current-current correlator, Πµν(x, y) =
〈Jµ(x)Jν(y)〉. The expectation value of the current itself is given by
〈Jµ(x)〉 = 4e
∫
p
F
(f)
V
µ(x0, x0;p) .
Due to isotropy, it immediately follows that the spatial part vanishes identically. However, the temporal
part vanishes as well by the Gauss law 〈J0(x)〉 = ∂i〈F i0(x)〉 = 0. It therefore follows that although
∂µ〈Jµ(x)〉 = 0, one has ∂xµ〈Jµ(x)Jν(y)〉 6= 0.
7We have shown this earlier in this section for all Ward identities relating perturbative correlation
functions.
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know that the two-loop perturbative photon self-energy is transverse, we have
∂xµ
[
Π(2,1)µν(x, y) + Π(2,2)µν(x, y)
]
= 0 . (5.15)
Since Π(2,2)µν(x, y) is missing in the perturbative three-loop expansion of the two-loop 2Pi
eﬀective action, to this order, it is given by:
∂xµΠ
(2,1)µν(x, y)
= −∂xµΠ(2,2)µν(x, y) +O(e6)
= −e4
∫
z,w
∂xµ tr
(
γµS0(x, z)γ
ρS0(z, y)γ
νS0(y, w)γ
σS0(w, x)
)
D0ρσ(z, w) +O(e6) .
(5.16)
Applying the free fermion Eoms, one has
∂xµ tr
(
γµF (f)0 (x, z)γ
ρF (f)0 (z, y)γ
νF (f)0 (y, w)γ
σF (f)0 (w, x)
)
= − im(f) tr
(
γµF (f)0 (x, z)γ
ρF (f)0 (z, y)γ
νF (f)0 (y, w)γ
σF (f)0 (w, x)
)
+ im(f) tr
(
γµF (f)0 (x, z)γ
ρF (f)0 (z, y)γ
νF (f)0 (y, w)γ
σF (f)0 (w, x)
)
= 0 ,
and similarly for the spectral part. It follows that
∂xµΠ
(2,1)µν(x, y) = O(e6) . (5.17)
The nontransversality of the photon self-energy for any ﬁnite truncation of the 2Pi eﬀec-
tive action is the reason that the auxiliary ﬁeld correlation functions introduced previously
are not free for any ﬁnite truncation.
Chapter 6
Numerical Implementation of the 2PI
Equations of Motion
Due to the large number of components which have to be evolved and the corresponding
memory resources and the very weak coupling of Qed1, a numerical solution of the 2Pi
Eoms up to times at which interesting physics happens is demanding.
In the following section, we will introduce the truncation of the 2Pi eﬀective action
which we have used in our eﬀorts to solve the Eoms numerically.
6.1 Two-Loop Truncation of the 2PI Effective Action
We will consider a two-loop truncation of the 2Pi eﬀective action. Even for such a simple
truncation, the resulting self-energies turn out to be rather complicated structurally due
to the large number of components it consists of.
6.1.1 Non-Contribution of the Nakanishi–Lautrup Field
Let us start with a short digression and show explicitly for our truncation that our previ-
ously made claim that the Nl ﬁeld does not contribute to the 2Pi part of the 2Pi eﬀective
action is in fact true. We will ﬁrst show that the Nl ﬁeld does not contribute to the 2Pi
part of the 2Pi eﬀective action. Since there is no proper vertex for the Nl ﬁeld (and in
particular no coupling to the fermions), correlation functions involving at least one Nl
ﬁeld can only be attached to other correlation functions involving at least one Nl ﬁeld.
There is then only one class of two-loop diagrams which could possibly contribute to the
1Of course, numerically one is not restricted to studying “physical Qed”, i. e. Qed with a coupling
constant whose value corresponds to the physical one, and one is free to chose any value. However, our
use of a loop expansion of the 2Pi effective action (see the next section) prohibits using larger values of
the coupling constant.
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Figure 6.1: The only class of two-loop diagrams containing correlation functions involving
the Nl ﬁeld. The blob contains only correlation functions involving at least one Nl ﬁeld
(examples are given in the main text).
2Pi part of the 2Pi eﬀective action, and it can be parametrized as (see Fig. 6.1)
F [D,D(AB), D(BA), D(BB), S]
= − i
2
∫
x,y,z,w
Πµν(S; x, y)Dνρ(x, z)N ρσ(D,D(AB), D(BA), D(BB); z, w)Dσν(w, y)
with the fermion loop2
Πµν(S; x, y) = e2 tr(γµS(x, y)γνS(y, x)) (6.1)
and
N ρσ(D,D(AB), D(BA), D(BB); z, w)
=
∫
u,v
D(AB)ρ(z, u)M(D,D(AB), D(BA), D(BB); u, v)D(BA)σ(v, w)
where M is an in general nonlocal scalar function depending potentially on all correlation
functions involving at least one photon ﬁeld. Examples are:
• M is local, i. e. depends on no correlation function at all:
M(D,D(AB), D(BA), D(BB); u, v) = δ4(u− v) .
• M depends only on D(BB):
M(D,D(AB), D(BA), D(BB); u, v) = D(BB)(u, v) .
• M depends on the two mixed correlation functions:
M(D,D(AB), D(BA), D(BB); u, v) =
∫
s
D(BA)λ (u, s)D
(AB)λ(s, v) .
In general, however, M can depend on an arbitrary number of correlation functions.
The important point now is to notice that if we would like to include at least one
correlator involving an Nl ﬁeld, we need to attach two photon propagators coupling to
2We will shortly see that this is exactly the photon self-energy. Here, however, it is just used as an
abbreviation.
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Figure 6.2: The only diagram contributing to the 2Pi part of the eﬀective action at two-
loop level (6.2). Note that the lines correspond to full propagators, but the vertices are
the classical ones.
the fermion propagators. But then, as can easily be seen in Fig. 6.1, the diagram is not
2Pi any more, since cutting the two photon propagators yields a disconnected diagram
consisting of the fermion loop and the string of correlation functions involving at least one
Nl ﬁeld. Explicitly:
δ2F [S,D,D(AB), D(BA), D(BB)]
δDµν(x, y)δDρσ(z, w)
= − i
2
[
Πµσ(S; x, w)N νρ(D(AB), D(BA), D(BB); y, z)
+ Πρν(S; z, y)N σµ(D(AB), D(BA), D(BB);w, x)
]
,
which is clearly disconnected. Therefore, any diagram which depends on a correlation
function which involves at least one Nl ﬁeld cannot contribute to the 2Pi part of the 2Pi
eﬀective action and hence only appears in the free gas part.
The 2Pi part of the 2Pi eﬀective action is then (for vanishing ﬁeld expectation values)
given by:
Γ2[S,D] = − i e
2
2
∫
x,y
Fµν(S; x, y)Dµν(x, y)
= − i e
2
2
∫
x,y
tr(γµS(x, y)γνS(y, x))Dµν(x, y) , (6.2)
which corresponds to the single diagram shown in Fig. (6.2) in a diagrammatic representa-
tion. Combining the photon ﬁeld and the Nl ﬁeld into a composite ﬁeld (A˜m) = (Aµ, B)
(with m = 0, . . . , 4 and µ = 0, . . . , 3, so that A˜µ = Aµ, A˜4 = B), the complete 2Pi eﬀective
action then reads:
Γ2PI[D˜, S] =
i
2
Tr ln D˜−1 +
i
2
Tr
(
D˜−10 D˜
)
− i Tr lnS−1 − i Tr
(
S−10 S
)
+ Γ2[S,D] (6.3)
According to (3.8) and (3.9), the self-energies are then given by:
Πµν(x, y) = e2 tr(γµS(x, y)γνS(y, x)) , (6.4)
Σ(x, y) = −e2γµS(x, y)γνDµν(x, y) , (6.5)
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(a) photon self-energy (b) fermion self-energy
Figure 6.3: The one-loop self-energies (6.4) and (6.5).
for the photon and for the fermion, respectively.3 Their diagrammatic representation is
shown in Fig. (6.3).
In addition, we have
Π˜µ4(x, y) = Π˜4µ(x, y) = Π˜44(x, y) = 0 . (6.7)
In the following subsections, we will decompose the self-energies into components ac-
cording to the given symmetries.
6.1.2 Photon Self-Energy
Evaluating the traces, the photon self-energy (6.4) reads in the basis introduced above:
1
4e2
Πµν(x, y)
= δµ0 δ
ν
0
[
SS(x, y)SS(y, x)− S˜0V(x, y)S˜0V(y, x)− SVi(x, y)SiV(y, x)− STi(x, y)Si0T (y, x)
]
+ i δµ0 δ
ν
i
[
S˜0
V
(x, y)Si
V
(y, x) + Si
V
(x, y)S˜0
V
(y, x) + SS(x, y)S
i0
T
(y, x)− Si0
T
(x, y)SS(y, x)
]
+ i δµi δ
ν
0
{
S˜0
V
(x, y)Si
V
(y, x) + Si
V
(x, y)S˜0
V
(y, x)−
[
SS(x, y)S
i0
T
(y, x)− Si0
T
(x, y)SS(y, x)
]}
+δµi δ
ν
j
{
Si
V
(x, y)Sj
V
(y, x) + Sj
V
(x, y)Si
V
(y, x)−
[
Si0
T
(x, y)Sj0
T
(y, x) + Sj0
T
(x, y)Si0
T
(y, x)
]
+ gij
[
SS(x, y)SS(y, x) + S˜
0
V
(x, y)S˜0
V
(y, x)
− SVk(x, y)SkV(y, x) + STk0(x, y)Sk0T (y, x)
]}
. (6.8)
3Note that this implies that the 2Pi-part of the 2Pi effective action can also be written as
Γ2[S,D] = − i
2
∫
x,y
Πµν(x, y)Dµν(x, y) =
i
2
∫
x,y
tr(Σ(x, y)S(y, x)) . (6.6)
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After a partial Fourier transformation with respect to space, the isotropic components of
the statistical and spectral photon self-energies read:
1
4e2
Π(F )S(t, t
′; |p|)
=
∫
q
 F (f)S (t, t′; |q|)F (f)S (t, t′; |p− q|) + F˜ (f)V 0(t, t′; |q|)F˜ (f)V 0(t, t′; |p− q|)
− q · (p− q)|q||p− q|
[
F (f)
V
(t, t′; |q|)F (f)
V
(t, t′; |p− q|) + F (f)
T
(t, t′; |q|)F (f)
T
(t, t′; |p− q|)
]
−1
4
∫
q
 ρ(f)S (t, t′; |q|)ρ(f)S (t, t′; |p− q|) + ρ˜ (f)0V (t, t′; |q|)ρ˜ (f)0V (t, t′; |p− q|)
− q · (p− q)|q||p− q|
[
ρ(f)V (t, t
′; |q|)ρ(f)V (t, t′; |p− q|) + ρ(f)T (t, t′; |q|)ρ(f)T (t, t′; |p− q|)
] ,
(6.9a)
1
8e2
Π˜(F )V1(t, t
′; |p|)
=
∫
q
− p · q|p||q| F (f)V (t, t′; |q|)F˜ (f)V 0(t′, t; |p− q|) + p · (p− q)|p||p− q| F (f)S (t, t′; |q|)F (f)T (t′, t; |p− q|)

−1
4
∫
q
− p · q|p||q| ρ(f)V (t, t′; |q|)ρ˜ (f)0V (t′, t; |p− q|) + p · (p− q)|p||p− q| ρ(f)S (t, t′; |q|)ρ(f)T (t′, t; |p− q|)
 ,
(6.9b)
1
8e2
Π˜(F )V2(t, t
′; |p|)
=
∫
q
− p · q|p||q| F (f)V (t, t′; |q|)F˜ (f)V 0(t′, t; |p− q|)− p · (p− q)|p||p− q| F (f)S (t, t′; |q|)F (f)T (t′, t; |p− q|)

−1
4
∫
q
− p · q|p||q| ρ(f)V (t, t′; |q|)ρ˜ (f)0V (t′, t; |p− q|)− p · (p− q)|p||p− q| ρ(f)S (t, t′; |q|)ρ(f)T (t′, t; |p− q|)
 ,
(6.9c)
1
4e2
Π(F )L(t, t
′; |p|)
=
∫
q
{
F (f)
S
(t, t′; |q|)F (f)
S
(t′, t; |p− q|)− F˜ (f)
V
0(t, t′; |q|)F˜ (f)
V
0(t′, t; |p− q|)
− q · (p− q)|q||p− q|
[
F (f)
V
(t, t′; |q|)F (f)
V
(t′, t; |p− q|)− F (f)
T
(t, t′; |q|)F (f)
T
(t′, t; |p− q|)
]
+ 2
p · q
|p||q|
p · (p− q)
|p||p− q|
[
F (f)
V
(t, t′; |q|)F (f)
V
(t′, t; |p− q|)
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− F (f)T (t, t′; |q|)F (f)T (t′, t; |p− q|)
]}
−1
4
∫
q
{
ρ(f)S (t, t
′; |q|)ρ(f)S (t′, t; |p− q|)− ρ˜ (f)0V (t, t′; |q|)ρ˜ (f)0V (t′, t; |p− q|)
− q · (p− q)|q||p− q|
[
ρ(f)V (t, t
′; |q|)ρ(f)V (t′, t; |p− q|)− ρ(f)T (t, t′; |q|)ρ(f)T (t′, t; |p− q|)
]
+ 2
p · q
|p||q|
p · (p− q)
|p||p− q|
[
ρ(f)V (t, t
′; |q|)ρ(f)V (t′, t; |p− q|)
− ρ(f)T (t, t′; |q|)ρ(f)T (t′, t; |p− q|)
]}
, (6.9d)
1
4e2
Π(F )T(t, t
′; |p|)
=
∫
q
{
F (f)
S
(t, t′; |q|)F (f)
S
(t′, t; |p− q|)− F˜ (f)
V
0(t, t′; |q|)F˜ (f)
V
0(t′, t; |p− q|)
− p · q|p||q|
p · (p− q)
|p||p− q|
[
F (f)
V
(t, t′; |q|)F (f)
V
(t′, t; |p− q|)
− F (f)
T
(t, t′; |q|)F (f)
T
(t′, t; |p− q|)
]}
−1
4
∫
q
{
ρ(f)
S
(t, t′; |q|)ρ(f)
S
(t′, t; |p− q|)− ρ˜ (f)0
V
(t, t′; |q|)ρ˜ (f)0
V
(t′, t; |p− q|)
− p · q|p||q|
p · (p− q)
|p||p− q|
[
ρ(f)
V
(t, t′; |q|)ρ(f)
V
(t′, t; |p− q|)
− ρ(f)
T
(t, t′; |q|)ρ(f)
T
(t′, t; |p− q|)
]}
, (6.9e)
1
8e2
Π(ρ)S(t, t
′; |p|)
=
∫
q
 ρ(f)S (t, t′; |q|)F (f)S (t, t′; |p− q|) + ρ˜ (f)0V (t, t′; |q|)F˜ (f)V 0(t, t′; |p− q|)
− q · (p− q)|q||p− q|
[
ρ(f)
V
(t, t′; |q|)F (f)
V
(t, t′; |p− q|) + ρ(f)
T
(t, t′; |q|)F (f)
T
(t, t′; |p− q|)
] ,
(6.9f)
1
8e2
Π˜(ρ)V1(t, t
′; |p|)
=
∫
q
− p · q|p||q|
[
ρ(f)V (t, t
′; |q|)F˜ (f)V 0(t′, t; |p− q|) + F (f)V (t, t′; |q|)ρ˜ (f)0V (t′, t; |p− q|)
]
+
p · (p− q)
|p||p− q|
[
ρ(f)
S
(t, t′; |q|)F (f)
T
(t′, t; |p− q|) + F (f)
S
(t, t′; |q|)ρ(f)
T
(t′, t; |p− q|)
] ,
6.1. Two-Loop Truncation of the 2PI Effective Action 103
(6.9g)
1
8e2
Π˜(ρ)V2(t, t
′; |p|)
=
∫
q
− p · q|p||q|
[
ρ(f)V (t, t
′; |q|)F˜ (f)V 0(t′, t; |p− q|) + F (f)V (t, t′; |q|)ρ˜ (f)0V (t′, t; |p− q|)
]
− p · (p− q)|p||p− q|
[
ρ(f)
S
(t, t′; |q|)F (f)
T
(t′, t; |p− q|) + F (f)
S
(t, t′; |q|)ρ(f)
T
(t′, t; |p− q|)
] ,
(6.9h)
1
8e2
Π(ρ)L(t, t
′; |p|)
=
∫
q
{
ρ(f)
S
(t, t′; |q|)F (f)
S
(t′, t; |p− q|)− ρ˜ (f)0
V
(t, t′; |q|)F˜ (f)
V
0(t′, t; |p− q|)
− q · (p− q)|q||p− q|
[
ρ(f)
V
(t, t′; |q|)F (f)
V
(t′, t; |p− q|)− ρ(f)
T
(t, t′; |q|)F (f)
T
(t′, t; |p− q|)
]
+ 2
p · q
|p||q|
p · (p− q)
|p||p− q|
[
ρ(f)
V
(t, t′; |q|)F (f)
V
(t′, t; |p− q|)
− ρ(f)
T
(t, t′; |q|)F (f)
T
(t′, t; |p− q|)
]}
, (6.9i)
1
8e2
Π(ρ)T(t, t
′; |p|)
=
∫
q
{
ρ(f)
S
(t, t′; |q|)F (f)
S
(t′, t; |p− q|)− ρ˜ (f)0
V
(t, t′; |q|)F˜ (f)
V
0(t′, t; |p− q|)
− p · q|p||q|
p · (p− q)
|p||p− q|
[
ρ(f)
V
(t, t′; |q|)F (f)
V
(t′, t; |p− q|)
− ρ(f)
T
(t, t′; |q|)F (f)
T
(t′, t; |p− q|)
]}
. (6.9j)
Employing our deﬁnition of generalized convolutions (see App. C), the self-energies can
be written in a much more compact way:
For the statistical components, we obtain:
1
4e2
Π(F )S(t, t
′; ·) = F (f)
S
(t, t′; ·) ∗SS F (f)S (t, t′; ·) + F˜ (f)V 0(t, t′; ·) ∗SS F˜ (f)V 0(t, t′; ·)
− F (f)
V
(t, t′; ·) ∗VV1 F (f)V (t, t′; ·)− F (f)T (t, t′; ·) ∗VV1 F (f)T (t, t′; ·)
− 1
4
[
ρ(f)
S
(t, t′; ·) ∗SS ρ(f)S (t, t′; ·) + ρ˜ (f)0V (t, t′; ·) ∗SS ρ˜ (f)0V (t, t′; ·)
− ρ(f)
V
(t, t′; ·) ∗VV1 ρ(f)V (t, t′; ·)− ρ(f)T (t, t′; ·) ∗VV1 ρ(f)T (t, t′; ·)
]
, (6.10a)
1
8e2
Π˜(F )V1(t, t
′; ·) = −F (f)
V
(t, t′; ·) ∗VS F˜ (f)V 0(t, t′; ·) + F (f)S (t, t′; ·) ∗SV F (f)T (t, t′; ·)
− 1
4
[
−ρ(f)
V
(t, t′; ·) ∗VS ρ˜ (f)0V (t, t′; ·) + ρ(f)S (t, t′; ·) ∗SV ρ(f)T (t, t′; ·)
]
, (6.10b)
104 6. Numerical Implementation of the 2PI Equations of Motion
1
8e2
Π˜(F )V2(t, t
′; ·) = −F (f)V (t, t′; ·) ∗VS F˜ (f)V 0(t, t′; ·)− F (f)S (t, t′; ·) ∗SV F (f)T (t, t′; ·)
− 1
4
[
−ρ(f)
V
(t, t′; ·) ∗VS ρ˜ (f)0V (t, t′; ·)− ρ(f)S (t, t′; ·) ∗SV ρ(f)T (t, t′; ·)
]
, (6.10c)
1
4e2
Π(F )L(t, t
′; ·) = F (f)
S
(t, t′; ·) ∗SS F (f)S (t, t′; ·)− F˜ (f)V 0(t, t′; ·) ∗SS F˜ (f)V 0(t, t′; ·)
− F (f)
V
(t, t′; ·) ∗VV1 F (f)V (t, t′; ·) + F (f)T (t, t′; ·) ∗VV1 F (f)T (t, t′; ·)
+ 2F (f)V (t, t
′; ·) ∗VV2 F (f)V (t, t′; ·)− 2F (f)T (t, t′; ·) ∗VV2 F (f)T (t, t′; ·)
− 1
4
[
ρ(f)S (t, t
′; ·) ∗SS ρ(f)S (t, t′; ·)− ρ˜ (f)0V (t, t′; ·) ∗SS ρ˜ (f)0V (t, t′; ·)
− ρ(f)
V
(t, t′; ·) ∗VV1 ρ(f)V (t, t′; ·) + ρ(f)T (t, t′; ·) ∗VV1 ρ(f)T (t, t′; ·)
+ 2ρ(f)
V
(t, t′; ·) ∗VV2 ρ(f)V (t, t′; ·)− 2ρ(f)T (t, t′; ·) ∗VV2 ρ(f)T (t, t′; ·)
]
,
(6.10d)
1
4e2
Π(F )T(t, t
′; ·) = F (f)
S
(t, t′; ·) ∗SS F (f)S (t, t′; ·)− F˜ (f)V 0(t, t′; ·) ∗SS F˜ (f)V 0(t, t′; ·)
− F (f)
V
(t, t′; ·) ∗VV2 F (f)V (t, t′; ·) + F (f)T (t, t′; ·) ∗VV2 F (f)T (t, t′; ·)
− 1
4
[
ρ(f)
S
(t, t′; ·) ∗SS ρ(f)S (t, t′; ·)− ρ˜ (f)0V (t, t′; ·) ∗SS ρ˜ (f)0V (t, t′; ·)
− ρ(f)
V
(t, t′; ·) ∗VV2 ρ(f)V (t, t′; ·) + ρ(f)T (t, t′; ·) ∗VV2 ρ(f)T (t, t′; ·)
]
. (6.10e)
Note that
1
8e2
Π˜(F )V1(t, t; ·) = F (f)S (t, t; ·) ∗SV F (f)T (t, t; ·) = −
1
8e2
Π˜(F )V2(t, t; ·) , (6.11)
as it has to be.
For the spectral components, we obtain:
1
8e2
Π(ρ)S(t, t
′; ·) = ρ(f)
S
(t, t′; ·) ∗SS F (f)S (t, t′; ·) + ρ˜ (f)0V (t, t′; ·) ∗SS F˜ (f)V 0(t, t′; ·)
− ρ(f)
V
(t, t′; ·) ∗VV1 F (f)V (t, t′; ·)− ρ(f)T (t, t′; ·) ∗VV1 F (f)T (t, t′; ·) , (6.12a)
1
8e2
Π˜(ρ)V1(t, t
′; ·) = −ρ(f)
V
(t, t′; ·) ∗VS F˜ (f)V 0(t, t′; ·)− F (f)V (t, t′; ·) ∗VS ρ˜ (f)0V (t, t′; ·)
+ ρ(f)
S
(t, t′; ·) ∗SV F (f)T (t, t′; ·) + F (f)S (t, t′; ·) ∗SV ρ(f)T (t, t′; ·) , (6.12b)
1
8e2
Π˜(ρ)V2(t, t
′; ·) = −ρ(f)V (t, t′; ·) ∗VS F˜ (f)V 0(t, t′; ·)− F (f)V (t, t′; ·) ∗VS ρ˜ (f)0V (t, t′; ·)
− ρ(f)S (t, t′; ·) ∗SV F (f)T (t, t′; ·)− F (f)S (t, t′; ·) ∗SV ρ(f)T (t, t′; ·) , (6.12c)
1
8e2
Π(ρ)L(t, t
′; ·) = ρ(f)
S
(t, t′; ·) ∗SS F (f)S (t, t′; ·)− ρ˜ (f)0V (t, t′; ·) ∗SS F˜ (f)V 0(t, t′; ·)
− ρ(f)
V
(t, t′; ·) ∗VV1 F (f)V (t, t′; ·) + ρ(f)T (t, t′; ·) ∗VV1 F (f)T (t, t′; ·)
+ 2ρ(f)
V
(t, t′; ·) ∗VV2 F (f)V (t, t′; ·)− 2ρ(f)T (t, t′; ·) ∗VV2 F (f)T (t, t′; ·) , (6.12d)
1
8e2
Π(ρ)T(t, t
′; ·) = ρ(f)S (t, t′; ·) ∗SS F (f)S (t, t′; ·)− ρ˜ (f)0V (t, t′; ·) ∗SS F˜ (f)V 0(t, t′; ·)
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− ρ(f)
V
(t, t′; ·) ∗VV2 F (f)V (t, t′; ·) + ρ(f)T (t, t′; ·) ∗VV2 F (f)T (t, t′; ·) . (6.12e)
Note that
1
8e2
Π˜(ρ)V1(t, t; ·) = −F (f)V (t, t; ·) ∗VS 1 =
1
8e2
Π˜(ρ)V2(t, t; ·) , (6.13)
as it has to be. In fact,
1
8e2
Π˜(ρ)V1(t, t; |p|) = −
∫
q
p · q
|p||q| F
(f)
V
(t, t; |q|) = − 1
4π2
∫ ∞
0
dq q2F (f)
V
(t, t; q)
∫ 1
−1
dxx = 0 .
(6.14)
6.1.3 Fermion Self-Energy
Similarly, evaluating the fermion self-energy (6.5) yields
1
e2
Σ(x, y) = −
[
γµγνSS(x, y) + γ
µγργνSVρ(x, y) + i γ
µγiγ0γνSTi0(x, y)
]
Dµν(x, y) , (6.15)
which can be decomposed according to:
1
e2
ΣS(x, y) = −SS(x, y)
[
DS(x, y) + g
ijDij(x, y)
]
+ STi0(x, y)
[
D˜i0(x, y)− D˜0i(x, y)
]
,
(6.16)
1
e2
Σ˜0
V
(x, y) = −S˜0
V
(x, y)
[
DS(x, y)− gijDij(x, y)
]
− Si
V
(x, y)
[
D˜0i(x, y) + D˜i0(x, y)
]
, (6.17)
1
e2
ΣiV(x, y) = SVi(x, y)
[
DS(x, y) + g
jkDjk(x, y)
]
− 2SjV(x, y)Dij(x, y)
+ S˜0
V
(x, y)
[
D˜i0(x, y) + D˜0i(x, y)
]
, (6.18)
1
e2
Σi0
T
(x, y) = STi0(x, y)
[
DS(x, y)− gjkDjk(x, y)
]
+ 2Sj0
T
(x, y)Dij(x, y)
− SS(x, y)
[
D˜i0(x, y)− D˜0i(x, y)
]
. (6.19)
After a partial Fourier transformation with respect to space, the isotropic components
of the statistical and spectral fermion self-energies read:
1
e2
Σ(F )S(t, t
′; |p|)
=
∫
q
{
−F (f)
S
(t, t′; |q|)
[
F (g)
S
(t, t′; |p− q|) + 2F (g)
T
(t, t′; |p− q|) + F (g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| F
(f)
T
(t, t′; |q|)
[
−F˜ (g)
V1
(t, t′; |p− q|) + F˜ (g)
V2
(t, t′; |p− q|)
]}
−1
4
∫
q
{
−ρ(f)
S
(t, t′; |q|)
[
ρ(g)
S
(t, t′; |p− q|) + 2ρ(g)
T
(t, t′; |p− q|) + ρ(g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| ρ
(f)
T
(t, t′; |q|)
[
−ρ˜(g)
V1
(t, t′; |p− q|) + ρ˜(g)
V2
(t, t′; |p− q|)
]}
, (6.20a)
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1
e2
Σ˜0(F )V(t, t
′; |p|)
=
∫
q
{
F˜ (f)
V
0(t, t′; |q|)
[
−F (g)
S
(t, t′; |p− q|) + 2F (g)
T
(t, t′; |p− q|) + F (g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| F
(f)
V
(t, t′; |q|)
[
F˜ (g)
V1
(t, t′; |p− q|) + F˜ (g)
V2
(t, t′; |p− q|)
]}
−1
4
∫
q
{
ρ˜ (f)0
V
(t, t′; |q|)
[
−ρ(g)
S
(t, t′; |p− q|) + 2ρ(g)
T
(t, t′; |p− q|) + ρ(g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| ρ
(f)
V
(t, t′; |q|)
[
ρ˜(g)
V1
(t, t′; |p− q|) + ρ˜(g)
V2
(t, t′; |p− q|)
]}
, (6.20b)
1
e2
Σ(F )V(t, t
′; |p|)
=
∫
q
{
p · q
|p||q| F
(f)
V
(t, t′; |q|)
[
F (g)
S
(t, t′; |p− q|) + 2F (g)
T
(t, t′; |p− q|) + F (g)
L
(t, t′; |p− q|)
]
− 2 p · (p− q)|p||p− q|
q · (p− q)
|q||p− q| F
(f)
V
(t, t′; |q|)F (g)
L
(t, t′; |p− q|)
+
p · (p− q)
|p||p− q| F˜
(f)
V
0(t, t′; |q|)
[
F˜ (g)
V1
(t, t′; |p− q|) + F˜ (g)
V2
(t, t′; |p− q|)
}
−1
4
∫
q
{
p · q
|p||q| ρ
(f)
V
(t, t′; |q|)
[
ρ(g)
S
(t, t′; |p− q|) + 2ρ(g)
T
(t, t′; |p− q|) + ρ(g)
L
(t, t′; |p− q|)
]
− 2 p · (p− q)|p||p− q|
q · (p− q)
|q||p− q| ρ
(f)
V
(t, t′; |q|)ρ(g)
L
(t, t′; |p− q|)
+
p · (p− q)
|p||p− q| ρ˜
(f)0
V
t, t′; |q|)
[
ρ˜(g)
V1
(t, t′; |p− q|) + ρ˜(g)
V2
(t, t′; |p− q|)
}
, (6.20c)
1
e2
Σ(F )T(t, t
′; |p|)
=
∫
q
{
p · q
|p||q| F
(f)
T (t, t
′; |q|)
[
F (g)S (t, t
′; |p− q|)− 2F (g)T (t, t′; |p− q|)− F (g)L (t, t′; |p− q|)
]
+ 2
p · (p− q)
|p||p− q|
q · (p− q)
|q||p− q| F
(f)
T (t, t
′; |q|)F (g)L (t, t′; |p− q|)
+
p · (p− q)
|p||p− q| F
(f)
S (t, t
′; |q|)
[
−F˜ (g)V1 (t, t′; |p− q|) + F˜ (g)V2 (t, t′; |p− q|)
]}
−1
4
∫
q
{
p · q
|p||q| ρ
(f)
T (t, t
′; |q|)
[
ρ(g)S (t, t
′; |p− q|)− 2ρ(g)T (t, t′; |p− q|)− ρ(g)L (t, t′; |p− q|)
]
+ 2
p · (p− q)
|p||p− q|
q · (p− q)
|q||p− q| ρ
(f)
T (t, t
′; |q|)ρ(g)L (t, t′; |p− q|)
+
p · (p− q)
|p||p− q| ρ
(f)
S (t, t
′; |q|)
[
−ρ˜(g)V1(t, t′; |p− q|) + ρ˜(g)V2(t, t′; |p− q|)
]}
, (6.20d)
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1
e2
Σ(ρ)S(t, t
′; |p|)
=
∫
q
{
−F (f)
S
(t, t′; |q|)
[
ρ(g)
S
(t, t′; |p− q|) + 2ρ(g)
T
(t, t′; |p− q|) + ρ(g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| F
(f)
T
(t, t′; |q|)
[
−ρ˜(g)
V1
(t, t′; |p− q|) + ρ˜(g)
V2
(t, t′; |p− q|)
]}
− ρ(f)
S
(t, t′; |q|)
[
F (g)
S
(t, t′; |p− q|) + 2F (g)
T
(t, t′; |p− q|) + F (g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| ρ
(f)
T
(t, t′; |q|)
[
−F˜ (g)
V1
(t, t′; |p− q|) + F˜ (g)
V2
(t, t′; |p− q|)
]}
, (6.20e)
1
e2
Σ˜0(ρ)V(t, t
′; |p|)
=
∫
q
{
F˜ (f)
V
0(t, t′; |q|)
[
−ρ(g)
S
(t, t′; |p− q|) + 2ρ(g)
T
(t, t′; |p− q|) + ρ(g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| F
(f)
V
(t, t′; |q|)
[
ρ˜(g)
V1
(t, t′; |p− q|) + ρ˜(g)
V2
(t, t′; |p− q|)
]}
+ ρ˜ (f)0
V
(t, t′; |q|)
[
−F (g)
S
(t, t′; |p− q|) + 2F (g)
T
(t, t′; |p− q|) + F (g)
L
(t, t′; |p− q|)
]
+
q · (p− q)
|q||p− q| ρ
(f)
V
(t, t′; |q|)
[
F˜ (g)
V1
(t, t′; |p− q|) + F˜ (g)
V2
(t, t′; |p− q|)
]}
, (6.20f)
1
e2
Σ(ρ)V(t, t
′; |p|)
=
∫
q
{
p · q
|p||q| F
(f)
V (t, t
′; |q|)
[
ρ(g)S (t, t
′; |p− q|) + 2ρ(g)T (t, t′; |p− q|) + ρ(g)L (t, t′; |p− q|)
]
− 2 p · (p− q)|p||p− q|
q · (p− q)
|q||p− q| F
(f)
V (t, t
′; |q|)ρ(g)L (t, t′; |p− q|)
+
p · (p− q)
|p||p− q| F˜
(f)
V
0(t, t′; |q|)
[
ρ˜(g)V1(t, t
′; |p− q|) + ρ˜(g)V2(t, t′; |p− q|)
}
+
p · q
|p||q| ρ
(f)
V (t, t
′; |q|)
[
F (g)S (t, t
′; |p− q|) + 2F (g)T (t, t′; |p− q|) + F (g)L (t, t′; |p− q|)
]
− 2 p · (p− q)|p||p− q|
q · (p− q)
|q||p− q| ρ
(f)
V (t, t
′; |q|)F (g)L (t, t′; |p− q|)
+
p · (p− q)
|p||p− q| ρ˜
(f)0
V (t, t
′; |q|)
[
F˜ (g)V1 (t, t
′; |p− q|) + F˜ (g)V2 (t, t′; |p− q|)
}
, (6.20g)
1
e2
Σ(ρ)T(t, t
′; |p|)
=
∫
q
{
p · q
|p||q| F
(f)
T
(t, t′; |q|)
[
ρ(g)
S
(t, t′; |p− q|)− 2ρ(g)
T
(t, t′; |p− q|)− ρ(g)
L
(t, t′; |p− q|)
]
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+ 2
p · (p− q)
|p||p− q|
q · (p− q)
|q||p− q| F
(f)
T (t, t
′; |q|)ρ(g)L (t, t′; |p− q|)
+
p · (p− q)
|p||p− q| F
(f)
S (t, t
′; |q|)
[
−ρ˜(g)V1(t, t′; |p− q|) + ρ˜(g)V2(t, t′; |p− q|)
]}
+
p · q
|p||q| ρ
(f)
T (t, t
′; |q|)
[
F (g)S (t, t
′; |p− q|)− 2F (g)T (t, t′; |p− q|)− F (g)L (t, t′; |p− q|)
]
+ 2
p · (p− q)
|p||p− q|
q · (p− q)
|q||p− q| ρ
(f)
T (t, t
′; |q|)F (g)L (t, t′; |p− q|)
+
p · (p− q)
|p||p− q| ρ
(f)
S (t, t
′; |q|)
[
−F˜ (g)V1 (t, t′; |p− q|) + F˜ (g)V2 (t, t′; |p− q|)
]}
. (6.20h)
Again employing the notation of the generalized convolutions, we obtain for the statis-
tical components:
1
e2
Σ(F )S(t, t
′; ·) = −F (f)
S
(t, t′; ·) ∗SS
[
F (g)
S
(t, t′; ·) + 2F (g)
T
(t, t′; ·) + F (g)
L
(t, t′; ·)
]
+ F (f)T (t, t
′; ·) ∗VV1
[
−F˜ (g)V1 (t, t′; ·) + F˜ (g)V2 (t, t′; ·)
]
− 1
4
{
−ρ(f)
S
(t, t′; ·) ∗SS
[
ρ(g)
S
(t, t′; ·) + 2ρ(g)
T
(t, t′; ·) + ρ(g)
L
(t, t′; ·)
]
+ ρ(f)
T
(t, t′; ·) ∗VV1
[
−ρ˜(g)
V1
(t, t′; ·) + ρ˜(g)
V2
(t, t′; ·)
]}
, (6.21a)
1
e2
Σ˜0
(F )V
(t, t′; ·) = F˜ (f)
V
0(t, t′; ·) ∗SS
[
−F (g)
S
(t, t′; ·) + 2F (g)
T
(t, t′; ·) + F (g)
L
(t, t′; ·)
]
+ F (f)V (t, t
′; ·) ∗VV1
[
F˜ (g)V1 (t, t
′; ·) + F˜ (g)V2 (t, t′; ·)
]
− 1
4
{
ρ˜ (f)0
V
(t, t′; ·) ∗SS
[
−ρ(g)
S
(t, t′; ·) + 2ρ(g)
T
(t, t′; ·) + ρ(g)
L
(t, t′; ·)
]
+ ρ(f)
V
(t, t′; ·) ∗VV1
[
ρ˜(g)
V1
(t, t′; ·) + ρ˜(g)
V2
(t, t′; ·)
] , (6.21b)
1
e2
Σ(F )V(t, t
′; ·) = F (f)
V
(t, t′; ·) ∗VS
[
F (g)
S
(t, t′; ·) + 2F (g)
T
(t, t′; ·) + F (g)
L
(t, t′; ·)
]
− 2F (f)V (t, t′; ·) ∗VT F (g)L (t, t′; ·)
+ F˜ (f)
V
0(t, t′; ·) ∗SV
[
F˜ (g)
V1
(t, t′; ·) + F˜ (g)
V2
(t, t′; ·)
]
− 1
4
{
ρ(f)V (t, t
′; ·) ∗VS
[
ρ(g)S (t, t
′; ·) + 2ρ(g)T (t, t′; ·) + ρ(g)L (t, t′; ·)
]
− 2ρ(f)
V
(t, t′; ·) ∗VT ρ(g)L (t, t′; ·)
+ ρ˜ (f)0
V
(t, t′; ·) ∗SV
[
ρ˜(g)
V1
(t, t′; ·) + ρ˜(g)
V2
(t, t′; ·)
]}
, (6.21c)
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1
e2
Σ(F )T(t, t
′; ·) = F (f)T (t, t′; ·) ∗VS
[
F (g)S (t, t
′; ·)− 2F (g)T (t, t′; ·)− F (g)L (t, t′; ·)
]
+ 2F (f)
T
(t, t′; ·) ∗VT F (g)L (t, t′; ·)
+ F (f)S (t, t
′; ·) ∗SV
[
−F˜ (g)V1 (t, t′; ·) + F˜ (g)V2 (t, t′; ·)
]
− 1
4
{
ρ(f)
T
(t, t′; ·) ∗VS
[
ρ(g)
S
(t, t′; ·)− 2ρ(g)
T
(t, t′; ·)− ρ(g)
L
(t, t′; ·)
]
+ 2ρ(f)
T
(t, t′; ·) ∗VT ρ(g)L (t, t′; ·)
+ ρ(f)S (t, t
′; ·) ∗SV
[
−ρ˜(g)V1(t, t′; ·) + ρ˜(g)V2(t, t′; ·)
]}
. (6.21d)
Note that
1
e2
Σ˜0
(ρ)V
(t, t; ·) = 0 . (6.22)
For the spectral components, we obtain:
1
e2
Σ(ρ)S(t, t
′; ·) = −F (f)S (t, t′; ·) ∗SS
[
ρ(g)S (t, t
′; ·) + 2ρ(g)T (t, t′; ·) + ρ(g)L (t, t′; ·)
]
+ F (f)
T
(t, t′; ·) ∗VV1
[
−ρ˜(g)
V1
(t, t′; ·) + ρ˜(g)
V2
(t, t′; ·)
]
− ρ(f)S (t, t′; ·) ∗SS
[
F (g)S (t, t
′; ·) + 2F (g)T (t, t′; ·) + F (g)L (t, t′; ·)
]
+ ρ(f)
T
(t, t′; ·) ∗VV1
[
−ρ˜(g)
V1
(t, t′; ·) + ρ˜(g)
V2
(t, t′; ·)
]
, (6.23a)
1
e2
Σ˜0
(ρ)V
(t, t′; ·) = F˜ (f)
V
0(t, t′; ·) ∗SS
[
−ρ(g)
S
(t, t′; ·) + 2ρ(g)
T
(t, t′; ·) + ρ(g)
L
(t, t′; ·)
]
+ F (f)V (t, t
′; ·) ∗VV1
[
ρ˜(g)V1(t, t
′; ·) + ρ˜(g)V2(t, t′; ·)
]
+ ρ˜ (f)0
V
(t, t′; ·) ∗SS
[
−F (g)
S
(t, t′; ·) + 2F (g)
T
(t, t′; ·) + F (g)
L
(t, t′; ·)
]
+ ρ(f)
V
(t, t′; ·) ∗VV1
[
F˜ (g)
V1
(t, t′; ·) + F˜ (g)
V2
(t, t′; ·)
]
, (6.23b)
1
e2
Σ(ρ)V(t, t
′; ·) = F (f)V (t, t′; ·) ∗VS
[
ρ(g)S (t, t
′; ·) + 2ρ(g)T (t, t′; ·) + ρ(g)L (t, t′; ·)
]
− 2F (f)
V
(t, t′; ·) ∗VT ρ(g)L (t, t′; ·)
+ F˜ (f)V
0(t, t′; ·) ∗SV
[
ρ˜(g)V1(t, t
′; ·) + ρ˜(g)V2(t, t′; ·)
]
+ ρ(f)
V
(t, t′; ·) ∗VS
[
F (g)
S
(t, t′; ·) + 2F (g)
T
(t, t′; ·) + F (g)
L
(t, t′; ·)
]
− 2ρ(f)
V
(t, t′; ·) ∗VT F (g)L (t, t′; ·)
+ ρ˜ (f)0
V
(t, t′; ·) ∗SV
[
F˜ (g)
V1
(t, t′; ·) + F˜ (g)
V2
(t, t′; ·)
]
, (6.23c)
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1
e2
Σ(ρ)T(t, t
′; ·) = F (f)T (t, t′; ·) ∗VS
[
ρ(g)S (t, t
′; ·)− 2ρ(g)T (t, t′; ·)− ρ(g)L (t, t′; ·)
]
+ 2F (f)
T
(t, t′; ·) ∗VT ρ(g)L (t, t′; ·)
+ F (f)S (t, t
′; ·) ∗SV
[
−ρ˜(g)V1(t, t′; ·) + ρ˜(g)V2(t, t′; ·)
]
+ ρ(f)
T
(t, t′; ·) ∗VS
[
F (g)
S
(t, t′; ·)− 2F (g)
T
(t, t′; ·)− F (g)
L
(t, t′; ·)
]
+ 2ρ(f)
T
(t, t′; ·) ∗VT F (g)L (t, t′; ·)
+ ρ(f)
S
(t, t′; ·) ∗SV
[
−F˜ (g)
V1
(t, t′; ·) + F˜ (g)
V2
(t, t′; ·)
]
. (6.23d)
Note that
1
e2
Σ˜0
(ρ)V
(t, t; ·) = 2F (f)
V
(t, t; ·) ∗VV1 ρ˜(g)V1(t, t; ·)− 1 ∗SS
[
F (g)
S
(t, t; ·) + 2F (g)
T
(t, t; ·) + F (g)
L
(t, t; ·)
]
,
(6.24)
while all other equal-time spectral components vanish.
6.2 Renormalization
In order to extract “physical” values of quantities, i. e. values which can be measured in
an experiment, one has to properly renormalize a Qft. It is well-known how to do this in
vacuum; in thermal equilibrium or even out-of-equilibrium, the renormalization program
is much more involved [RS06].
There is another problem inherent to gauge theories: A ﬁnite momentum (Uv) cutoﬀ
breaks gauge invariance and induces a ﬁnite photon mass.4
In fact, it has turned out that in many applications, a full numerical implementation of
the renormalization program is not necessary (see, however, Chap. 7). In particular, many
results concerning the thermalization of quantum ﬁelds have been obtained by studying
unrenormalized quantities or quantities where the dominant divergent contributions have
been subtracted. These of course depend on the momentum Uv cutoﬀ which has to be
introduced in order to render quantities ﬁnite and to be able to implement the theory
numerically in the ﬁrst place.
The method we employ in numerical calculations in this work is to simply add a mass
counterterm in order to account for the most severe divergences (quadratic in the case of
the photons and logarithmic in the case of the fermions5) and absorb the photon mass
induced by the ﬁnite momentum cutoﬀ. The mass counterterm has to be independent of
time; we therefore calculate it at initial time.
4Regularization methods exist which respect gauge invariance and therefore preserve the Ward identity,
like dimensional regularization. This, however, is not practicable in numerical implementations, where a
finite momentum cutoff is the simplest possible regularization method.
5This is true in full momentum space. Since the Fourier transformation changes the dimension of
quantities, the power of the divergence depends on their representation. For instance, as functions of time
and spatial momentum, the dimension is increased by one compared to a pure momentum representation.
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6.2.1 Photon Mass Counterterm
There is exactly one Lorentz scalar of mass dimension two which can be formed out of the
photon propagator, namely its contraction. In the action, this leads to the dimension two
mass counterterm6 [RS06]∫
x
1
2
δm(g)2Dµµ(x, x) =
1
2
δm(g)2Tr(D) , (6.25)
so that the 2Pi eﬀective action gets modiﬁed according to:
i
2
Tr
(
D−10 D
)
→ i
2
Tr
(
D−10 D
)
+
1
2
δm(g)2Tr(D) =
1
2
Tr
((
iD−10 + δm
(g)2
)
D
)
.
We then deﬁne the renormalized photon self-energy ΠµνR as:
7
ΠµνR (x, y) = 2 i
δ
δDµν(x, y)
{
Γ2[D,G]− i
4
δm(g)2Tr(D)
}
= Πµν(x, y) + i gµνδm(g)2δ4(x− y) . (6.26)
Since at initial time the theory is free, we can Fourier transform to momentum space,
where the renormalized self-energy is given by:
ΠµνR (p) = Π
µν(p) + i gµνδm(g)2 . (6.27)
Imposing the renormalization condition ΠµνR (0) = 0 then ﬁxes the mass counterterm in
terms of the unrenormalized photon self-energy to
δm(g)2 =
i
4
Πµµ(0) . (6.28)
The cutoﬀ-regularized perturbative one-loop vacuum photon self-energy reads:
Πµν(p) = e2
∫ Λ d4q
(2π)4
tr(γµS0(p+ q)γ
νS0(q))
= −e2
∫ Λ d4q
(2π)4
tr
(
γµ[γρ(pρ + qρ) +m
(f)]γν(γσqσ +m
(f))
)
[
(p + q)2 −m(f)2 + i ε
]
(q2 −m(f)2 + i ε) (6.29)
6This is the only counterterm only in vacuum. Renormalizing at any time later than initial time, when
interactions are “turned on”, there are several counterterms. In fact, there are six counterterms with mass
dimension ≥ 1 (two with dimension 2, four with dimension 1), namely (up to a factor 1/2):
δm(g)1
2D00(x, y)|y=x , δm(g)2 2Dii(x, y)|y=x ,
δm(g)3 ∂
0
xD00(x, y)|y=x , δm(g)4 ∂0xDii(x, y)|y=x , δm(g)5 ∂ixDi0(x, y)|y=x , δm(g)6 ∂ixD0i(x, y)|y=x .
This would then lead to different mass counterterms for the different isotropic components of the photon
self-energy.
7Note that, since it is local, the counterterm is not contained in the 2Pi part of the 2Pi effective action,
but in the “free gas” part.
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with the free fermion propagator
S0(p) =
i(γµpµ +m
(f))
p2 −m(f)2 + i ε (6.30)
and ∫ Λ d4q
(2π)4
=
∫ ∞
−∞
dq0
2π
∫ Λ d3q
(2π)3
with the spatial momentum cutoﬀ Λ, i. e. |q| ≤ Λ for the spatial loop momentum q.
Using
1
4
tr
(
γµ
[
γρ(pρ + qρ) +m
(f)
]
γν(γσqσ +m
(f))
)
=
1
4
[
tr(γµγργνγσ)(pρ + qρ)qσ + tr(γ
µγν)m(f)2
]
= (gµρgνσ − gµνgρσ + gµσgνρ)(pρ + qρ)qσ + gµνm(f)2
= (pµ + qµ)qν + (pν + qν)qµ + gµν
[
m(f)2 − (p+ q) · q
]
,
we have:
Πµν(p) = −4e2
∫ Λ d4q
(2π)4
(pµ + qµ)qν + (pν + qν)qµ + gµν
[
m(f)2 − (p+ q) · q
]
[
(p+ q)2 −m(f)2 + i ε
]
(q2 −m(f)2 + i ε) . (6.31)
It follows that
δm(g)2 = 2 i e2
∫ Λ d4q
(2π)4
q2 − 2m(f)2
(q2 −m(f)2 + i ε)2
= 2e2
∫ Λ d3qE
(2π)3
∫ ∞
−∞
dq0
E
2π
(q0E)
2 + q2
E
+ 2m(f)2[
(q0E)
2 + q2
E
+m(f)2
]2
=
e2
2
∫ Λ d3qE
(2π)3
2q2
E
+ 3m(f)2
(q2
E
+m(f)2)3/2
=
e2
8π2
∫ Λ
0
dqE q
2
E
2q2
E
+ 3m(f)2
(q2E +m
(f)2)3/2
=
e2
8π2
Λ3√
Λ2 +m(f)2
=
e2
8π2
Λ2
[
1 +O
(
m(f)2
Λ2
)]
. (6.32)
In the photon Eoms one therefore has to replace p2 → p2 + δm(g)2.
6.2.2 Fermion Mass Counterterm
The fermion mass counterterm appearing in the action reads
δm(f)S(x, x) . (6.33)
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The renormalized fermion self-energy is then given by:
ΣR(x, y) = Σ(x, y)− i δm(f)δ4(x− y) . (6.34)
In Fourier space, the renormalization condition then reads:8
ΣR(p∗) = 0 , (6.35)
from which it follows that the mass counterterm is given by
δm(f) = − i
4
ΣS(p∗) . (6.36)
The cutoﬀ-regularized perturbative one-loop vacuum fermion self-energy is given by:
Σ(p) = −e2
∫ Λ d4q
(2π)4
γµS0(q)γ
νD0µν(p− q)
= −e2
∫ Λ d4q
(2π)4
γµ(γρqρ +m
(f))γν
(q2 −m(f)2 + i ε)
[
(p− q)2 + i ε
] [gµν − (1− ξ)(pµ − qµ)(pν − qν)
(p− q)2
]
(6.37)
Its scalar component then reads:
ΣS(p) =
1
4
tr(ΣS(p))
= −e2m(f)
∫ d4q
(2π)4
gµν
(q2 −m(f)2 + i ε)
[
(p− q)2 + i ε
] [gµν − (1− ξ)(pµ − qµ)(qν − qν)
(p− q)2
]
= −(3 + ξ) e2m(f)
∫ d4q
(2π)4
1
(q2 −m(f)2 + i ε)
[
(p− q)2 + i ε
] . (6.38)
We will do the calculation for two renormalization points, p2∗ = 0 and p
2
∗ = m
(f)2, and show
that the resulting mass counterterm is independent of the renormalization point used to
calculate it.
8Note that, due to Lorentz invariance, ΣR(p∗) = ΣR(p)|p2=p2
∗
.
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p2∗ = 0 It follows that
δm(f)|p2=0 = − i
4
ΣS(0)
=
i(3 + ξ)
4
e2m(f)
∫ d4q
(2π)4
1
(q2 −m(f)2 + i ε)(q2 + i ε)
= −3 + ξ
4
e2m(f)
∫ d4qE
(2π)4
1
(q2
E
+m(f)2) q2
E
= −3 + ξ
4
e2m(f)
∫ d3qE
(2π)3
∫ ∞
−∞
dq0
E
2π
1
[(q0
E
)2 + q2
E
+m(f)2)[(q0
E
)2 + q2
E
]
= −(3 + ξ) e
2
8
m(f)
∫
d3qE
(2π)3
1
|qE|
[
|qE|
(√
q2
E
+m(f)2 + |qE|
)
+m(f)2
]
= −(3 + ξ) e
2
32π2
m(f)
∫ Λ
0
dqE
qE
qE
(√
q2
E
+m(f)2 + qE
)
+m(f)2
= −(3 + ξ) e
2
32π2
m(f)
Λ
(
Λ−√Λ2 +m(f)2
)
+m(f)2 ln
(
Λ+
√
Λ2+m(f)2
m(f)
)
2m(f)2
= −(3 + ξ) e
2
64π2
m(f)
ln(Λ +√Λ2 +m(f)2
m(f)
)
+
Λ
(
Λ−√Λ2 +m(f)2
)
m(f)2

Λ→∞−−−→ −(3 + ξ) e
2
64π2
m(f)
[
ln
(
Λ
m(f)
)
+O
(
m(f)2
Λ2
)]
. (6.39)
p2∗ = m
(f)2 Using
(p− q)2|p2=m(f)2 = (p2 − 2p · q + q2)|p2=m(f)2 = m(f)2 − 2m(f) q0 + q2 ,
we have:
δm(f) = − i
4
ΣS(p)|p2=m(f)2
=
i(3 + ξ)
4
e2m(f)
∫
d4q
(2π)4
1
(q2 −m(f)2 + i ε)(m(f)2 − 2m(f)q0 + q2 + i ε)
= −3 + ξ
4
e2m(f)
∫
d4qE
(2π)4
1
(q2E +m
(f)2)(q2E + 2 im
(f)q0E −m(f)2)
= −3 + ξ
4
e2m(f)
∫
d3qE
(2π)3
∫ ∞
−∞
dq0
E
2π
1[
(q0E)
2 + q2E +m
(f)2
][
(q0E)
2 + 2 im(f)q0E + q
2
E −m(f)2
]
= −(3 + ξ) e
2
16
m(f)
∫
d3qE
(2π)3
1
q2
E
√
q2
E
+m(f)2
Θ(|qE| −m(f))
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= −(3 + ξ) e
2
64π2
m(f)
∫ Λ
0
dq0E
1√
q2E +m
(f)2
Θ(qE −m(f))
= −(3 + ξ) e
2
64π2
m(f)
∫ Λ
m(f)
dq0E
1√
q2E +m
(f)2
= −(3 + ξ) e
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64π2
m(f) ln
(√2− 1)
(
Λ +
√
Λ2 +m(f)2
)
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
= −(3 + ξ) e
2
64π2
m(f)
[
ln
(
Λ +
√
Λ2 +m(f)2
m(f)
)
+ ln
(√
2− 1
)]
Λ→∞−−−→ −(3 + ξ) e
2
64π2
m(f)
[
ln
(
Λ
m(f)
)
+O
(
m(f)2
Λ2
)]
. (6.40)
Asymptotically, i. e. for m(f)/Λ → 0, the value of the mass counterterm is therefore
independent of the renormalization point, as expected.
6.3 Results
The numerical solution of the 2Pi Eoms is very challenging. In fact, a fourth-order Runge–
Kutta (Rk4) method has to be employed only to solve the free photon Eoms in order to
get a stable evolution. Further, in general very small time steps have to be used to evolve
the equations.
All the results presented in the following have been generated with a thermal initial
distribution function for the photons and a Gaussian initial distribution function for the
fermions:
n(g)0 (p) =
1
ep/T −1 , n
(f)
0 (p) = A exp
(
−(p− p0)
2
2σ2
)
with T = m(f) and (A, p0, σ) = (0.1, 0.3m(f), 2m(f)). Further, the gauge ﬁxing parameter is
ξ = 0.5.
We start by presenting the numerical solution for the photon statistical function, for
both the free and the interacting case, in Fig. 6.4. A plot of the analytical solution to
the free photon Eoms would lie almost exactly on top of the numerical one, i. e. the free
photon Eoms are solved to a very good accuracy.
In the interacting case, there are two interesting things to notice: First, the interacting
solutions grow even stronger than the analytical ones. Although, as we have argued in
Sec. 4.2, it is to be expected that the interacting solutions are not secular, so that at some
point the growth would have to stop and a damping should set in, for those times which
are accessible for us this is not visible, and there are no indications that the growth will
stop at some point.
And second, there are rather large deviations of the interacting solutions from the free
ones. For such a weakly coupled theory, this is not what one would expect. The large
deviations seem to imply that this might be a numerical problem. After all, as mentioned
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Figure 6.4: The isotropic components of the photon statistical function for p = 11
24
πm(f).
before, already for the solution of the free photon Eoms, a fourth-order Runge–Kutta
method is needed, and even that might fail in the interacting case so that even more
sophisticated methods might have to be employed. This is a clear sign that although the
question of the secularity of the photon correlation functions might not be of principle
relevance, it most certainly is of practical relevance.
In contrast to the solutions for the photon correlation functions, the solutions for the
fermion correlation functions shown in Fig. 6.5 look at least qualitatively correct. There
is a light damping, as expected, and the frequency in the interacting case is increased
compared to the free case, which hints at the generation of a “thermal” mass9. The tensor
component, which in thermal equilibrium would be exactly zero, is not exactly zero, but
9Since we start with a nonequilibrium initial state, it would be more correct to say “a mass generated
dynamically from the interactions with the system”.
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Figure 6.5: The Lorentz components of the fermion statistical function for p = 11
24
πm(f).
so close to it that it cannot be distinguished from the free solution.
Finally, in Fig. 6.6 we show the isotropic components of the resummed and perturbative
statistical photon self-energies.10 It is interesting to note that they are damped away almost
completely even for the small times displayed. That the resummed and perturbative self-
energies are hardly distinguishable is a further sign for the very weak coupling of Qed.
10The resummed self-energies are those containing the full propagators, while the perturbative self-
energies are calculated with the free propagators.
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Figure 6.6: The isotropic components of the resummed and perturbative photon statistical
self-energy for p = 11
24
πm(f).
Chapter 7
Conclusions and Outlook
In this work, we have discussed the real-time formulation of abelian gauge theories, with
the physical example of Qed, within the 2Pi framework. Although the derivation of the
Eoms for the two-point correlation functions, which contain important information if one
is interested e. g. in questions regarding the thermalization of a theory, from the 2Pi ef-
fective action is straightforward, a closer examination of their structure reveals subtleties
characteristic for gauge theories. These subtleties are connected to the fact that a Lorentz
covariant formulation of gauge theories necessitates the introduction of unphysical, redun-
dant Dofs. While in vacuum or in thermal equilibrium it is usually possible to project onto
the physical Dofs in the ﬁrst place, this is not the case out-of-equilibrium, where time-
translation invariance is lost. This prohibits the formulation of (local) projection operators
in practice. It is therefore practically unavoidable to evolve unphysical Dofs as well. A
remarkable property of the solution to the free Eoms of those unphysical Dofs is that they
diverge in time, i. e. are secular for most gauges. This behavior does not indicate a failure
of the formulation of the theory, though: Since these Dofs are not physical in the ﬁrst
place, they need not be bounded. These secularities are of practical relevance since han-
dling diverging quantities or quantities which at least acquire large values is problematic
from a numerical point of view.
The Eoms for the photon two-point functions in linear covariant gauges (except for
Feynman gauge, which constitutes a special case) are structurally rather complicated. This
is due to the gauge ﬁxing parameter dependent part of the kinetic term which is “non-
diagonal” and therefore mixes diﬀerent components of the gradient. This in turn leads
to Eoms which are not purely second-order in time, but contain ﬁrst derivatives as well.
These features make solving the Eoms numerically challenging. We have therefore pre-
sented a reformulation of the photon Eoms which employs an auxiliary ﬁeld, the so-called
Nakanishi–Lautrup ﬁeld. Here another interesting feature presented itself: On ﬁrst sight,
the auxiliary ﬁeld seems to be noninteracting since in the Eoms for the auxiliary ﬁeld
correlation functions, the respective memory integrals exclusively depend on the longitu-
dinal part of the photon self-energy. But the longitudinal part of the photon self-energy
is known from the Ward identities to vanish identically. If this were indeed the case, the
Eoms for the auxiliary correlators could be solved analytically (after all, they correspond
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to mere harmonic oscillators), and their solution could be plugged back into the Eom for
the correlation function involving only photon ﬁelds (the original photon Eom), thereby
getting rid of the auxiliary ﬁeld correlators altogether (eﬀectively “integrating them out”).
It turns out that the resulting Eoms for the photon correlators are structurally much sim-
pler than the original ones. In particular, the resulting equations are purely second-order
in time, and the explicit dependence on the gauge ﬁxing parameter is linear (in contrast to
the original Eoms which contain the inverse gauge ﬁxing parameter)1, so that it is obvious
that the limit of Landau gauge is in fact well-deﬁned.
However, the photon self-energy involved in the Eoms is in fact not transverse if derived
from a ﬁnitely truncated 2Pi eﬀective action. This is related to the complex resummation
scheme implemented in the 2Pi eﬀective action which mixes diﬀerent perturbative orders,
and the nontransversality was shown explicitly in an analytic way for the case of the two-
loop truncation employed in the numerics.2 Therefore, there is the remarkable situation
that for any ﬁnite truncation of the 2Pi eﬀective action, the Eoms for the auxiliary corre-
lators are not free, although they are in the exact theory. From a practical point of view,
where one always has to work with ﬁnite truncations, this means nothing has been gained
from the reformulation of the Eoms. In fact, since we have increased the number of Eoms
(since in addition to the Eoms for the purely photonic correlation functions, one also has
to solve the Eoms for the auxiliary correlation functions), we have even complicated the
situation. That the reformulation of the photon Eoms is useful and instructive neverthe-
less is due to the fact that their structure reveals the origin of the secularities mentioned
above.3 Besides, it allows for an easy solution of the free Eoms, which is not quite as
obvious from the original Eoms.
From the reformulated photon Eoms, it can easily be seen that the secularities stem
from a peculiar resonance eﬀect which occurs for all linear covariant gauges except for
Feynman gauge (in which case the free Eoms—the original ones as well as the reformulated
ones, which are identical in this gauge—just describe simple harmonic oscillators). An
interesting question is whether this resonance is artiﬁcial in the sense that it only occurs in
the free theory, or if it persists even in the full theory. Since it is unlikely that this question
can be answered from an analytical consideration (due to the complexity of the Eoms), one
has to resort to numerical methods. In a numerical simulation, however, suﬃciently late
times in order to answer this question are so far out of reach. It is nevertheless improbable
that the secularities do persist in the full theory since most likely, the interactions will push
the system away from the resonance. Due to the weak coupling of Qed, however, it is to
be expected that signiﬁcant deviations from the free theory will occur only at rather late
times, which means that the correlation functions will probably grow for a long time until
some sort of damping sets in which renders their solutions ﬁnite. This is at least a practical
1Due the fact that the full propagators appear in the Eoms, there are implicit dependencies on the
gauge fixing parameter though.
2Of course, the photon self-energy is transverse in the full theory, where all perturbative orders con-
tribute.
3And, in a more subtle way, to demonstrate the importance of the Ward identities in gauge theories,
or rather the problems which show up if they cannot be applied.
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problem for numerical simulations, since handling large quantities is often complicated on
a computer.
We then turned to another potential problem of gauge theories within the 2Pi frame-
work: That of gauge dependencies. Due to the complex resummation the 2Pi eﬀective ac-
tion implements, questions regarding gauge dependencies (i. e. dependencies on the gauge
ﬁxing parameter ξ) are usually more involved than in perturbation theory. For instance, it
is not true in general that correlation functions derived from the 2Pi eﬀective action satisfy
the Ward identities. Further, quantities which are gauge invariant in the exact theory or
at each perturbative order need not be gauge invariant in a ﬁnitely truncated 2Pi eﬀective
action. Although it can be shown that the gauge dependent terms are always of higher
order in the coupling than the truncation of the 2Pi eﬀective action (i. e. of O(e6) for the
two-loop truncation of the 2Pi eﬀective action considered in this work), this is nevertheless
a potential problem in real-time formulations where the expansion parameter is not the
coupling constant itself, but the coupling constant multiplied by time. Obviously, this is
a serious issue which one certainly has to face if one is interested in late-time physics like
thermalization.
For the sake of deﬁniteness, a concrete approximation of the 2Pi eﬀective action for
Qed was considered, namely a two-loop truncation. Since for a ﬁnitely truncated 2Pi
eﬀective action, the reformulation of the photon Eoms is not practical (since the auxiliary
ﬁeld correlators are not free and would hence have to be solved numerically as well, thereby
increasing the number of equations to be solved, as already mentioned above), we solve
the original photon Eoms numerically. In particular, the self-energies in terms of the full
propagators were presented for the approximation employed. Further, the photon and
fermion mass counterterm were computed. Together with the Eoms, one then in principle
has all the ingredients necessary for solving the system numerically on a computer.
Solving the 2Pi Eoms on a computer is challenging, though. This is because of the
structural complexity of the photon Eoms and the large number of components which
have to be evolved. It is even diﬃcult only to obtain numerical stability for the accessible
times. In general, one has to use very small time steps which makes it diﬃcult to reach
late times. For certain questions it might also turn out to be necessary to fully implement
the renormalization program laid out in Ref. [RS06].
In conclusion, there remain many problems and open questions regarding the real-time
formulation of gauge theories within the 2Pi framework, making it an exciting subject to
work on. Some of them are:
• The numerical implementation. The numerical implementation is very delicate,
and it is hard to assess the numerical stability and reliability of the results. This
can for instance be seen at the fact that (in contrast to, for instance, scalar theories,
where a simple Euler method is suﬃcient) a fourth-order Runge–Kutta method has
to be employed in order to only solve the free photon Eoms numerically. It also seems
to be a general rule that much smaller time steps have to be used as compared to
e. g. scalar or fermionic theories. This is probably due to the complicated structure
of the photon Eoms and the many coupled components which have to be evolved at
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the same time.
For most interesting questions, the accessible times also pose a strong limitation, and
the late-time behavior, which should eventually lead to a thermalized system, is at
present practically unaccessible. Since Qed is very weakly coupled theory, signiﬁcant
deviations from the free theory set in rather late. Moving away from physical Qed
and increasing the coupling constant is unfortunately also limited since we employ a
loop expansion of the 2Pi eﬀective action.
Further, there is the question of renormalization. In our numerics, we either work
with unrenormalized quantities or employ photon and fermion mass counterterms at
most. Although the full renormalization program for abelian gauge theories has been
elaborated in great detail in [RS06], it is challenging to implement. Implementing
the full renormalization program numerically, however, would open up the possibility
to study questions regarding gauge ﬁxing dependencies numerically.
A further question aﬀects already the regularization of the theory. For practical rea-
sons, we employ a simple cutoﬀ regularization in our numerics. Such a regularization,
however, violates gauge invariance and thereby eﬀectively introduces a ﬁnite photon
mass, which is of course unphysical.
• The physical DOFs. In a spatially isotropic, homogeneous system as we consider,
there exist two photon Dofs (instead of one in the vacuum)4: One corresponds to the
usual transverse photon (the “fundamental” photon appearing in the action), while
the other one, the so-called plasmon, is longitudinal and corresponds to a collective
Dof which only exists in a medium and emerges due to its interaction with the
medium. While in a medium which is in thermal equilibrium, one can easily project
the respective quantities onto those two Dofs, this is not easily possible out-of-
equilibrium, for reasons mentioned earlier.
• Gauge dependencies. Since the expected gauge dependencies can be inferred from
analytical considerations, it would be interesting to see if they are observed numer-
ically as well. This question is related to the above mentioned question of renor-
malization, since high accuracy and properly renormalized quantities are probably
needed in order to answer this question.
Since in real-time formulations of Qfts, the expansion parameter is the product of
coupling and time, one expects potential problems at suﬃciently late times since
gauge dependent terms may grow to values which cannot be neglected.
• The choice of gauge. Is there a “best” gauge to work in in the real-time formu-
lation of gauge theories? While a huge body of work indicates that Landau gauge
is very convenient in many questions related to gauge theories in vacuum [vSHA98,
vSAH97, AvS01], it seems likely that Feynman gauge is a very convenient choice
in the real-time formulation of gauge theories. This is because the photon Eoms
become structurally much simpler in this case, and in particular the Dofs one has
to evolve are not secular. This avoids many potential problems one might have to
face in other gauges.
4We do not count the two degenerate transverse Dofs separately.
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It may be even better to work in noncovariant gauges. Coulomb gauge is very
appealing due to its physical nature, i. e. the fact that it contains only the physical
Dofs in the ﬁrst place. Unfortunately, it is not even clear what the photon Eoms
look like in this case.5 Another candidate for a noncovariant gauge is temporal
axial gauge, which has proved useful in classical statistical simulations of gauge
theories [BSS08, BSS09, BGSS09].
• Thermalization. The question of whether it can be shown numerically that a theory
thermalizes is one of the main applications of the 2Pi formalism. Thermalization is a
late-time phenomenon, however, and therefore challenging to observe in a numerical
simulation. This is even more so for Qed since it is a very weakly coupled theory
which implies large thermalization times.
It would, however, be exciting to see how Qed thermalizes starting from a nonequilib-
rium initial state since due to the structural diﬀerence of gauge theories as compared
to non-gauge theories, one can expect a qualitatively diﬀerent process as for other
theories for which thermalization has been demonstrated numerically.
• Comparison with thermal quantities. It would be interesting to compare ther-
mal quantities extracted from a time evolution from the 2Pi Eoms with known
results from calculations carried out for thermal equilibrium. One example for such
a quantity is the damping rate of a particle propagating in a medium. This is, how-
ever, complicated by the fact that a thermal state is not Gaussian (so that one could
at best start from an initial state which is close to thermal equilibrium, and it is
usually not easy to tell how close exactly one is to equilibrium). As mentioned in
the last point of this list, it is in fact possible to implement non-Gaussian, and in
particular thermal, states in the 2Pi framework, but this is rather involved.
• Non-abelian gauge theories. If the questions stated above are answered and
a thorough understanding of the real-time formulation of abelian gauge theories is
achieved: Can the study be extended to non-abelian gauge theories without running
into new conceptual problems related to the real-time formulation of such theories?
An alternative to studying an abelian gauge theory including fermions (which would
be trivial without fermions, of course) would then be to study a non-abelian gauge
theory without fermions. A numerical study of a pure SU(2) gauge theory in 2 + 1
dimensions in temporal axial gauge (i. e. in a noncovariant gauge) has been carried
out in Ref. [NO11]. This work has to be taken with a grain of salt, however, since
it relies on several assumptions. For instance, the spatially longitudinal Dof which
emerges in a medium, i. e. the plasmon, is discarded altogether. Further, a thermal
mass is inserted by hand for practical reasons instead of being generated dynamically
in the evolution of the system.
• Non-Gaussian initial states. What is the eﬀect of non-Gaussian initial states?
Although Gaussian initial states suggest themselves to be used in approaches based
5It results from a limiting procedure in a way similar to Landau gauge in the class of covariant gauges;
one would therefore probably have to introduce some sort of “generalized Coulomb gauge” parametrized
by some parameter like for the covariant gauges.
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on the 2Pi eﬀective action, it is in fact possible to implement non-Gaussian initial
states as well in the 2Pi framework. Although rather involved, it has for instance
been shown in Ref. [GM09] how to implement a thermal initial state.
In conclusion, there are lots of open questions regarding gauge theories in the 2Pi
framework, even in the allegedly simple abelian case. This work has laid the foundation
for answering some of the above mentioned questions, but much more work has to be done
in order to understand gauge theories on a level comparable to scalar or fermionic theories.
Appendix A
The Nakanishi–Lautrup Field in the
Operator Formalism
It is useful to shortly consider the formulation of Qed including the Nl ﬁeld in the operator
formalism, since it allows for an easy derivation of certain identities which hold in the exact
theory.1 For an in-depth treatment of this issue, see e. g. the monograph [NO90].
In the operator formalism, the fact that B is an auxiliary ﬁeld translates to the fact
that it can be expressed in terms of the photon ﬁeld (corresponding to the fact that it
can be integrated out in the path integral). The operator Eoms following from the action
SNL[A,B] + Sf[ψ, ψ] + Sint[A,ψ, ψ] are given by
∂µFµν = ∂νB + Jν (“quantum Maxwell equation”), (A.1a)
B = −1
ξ
∂µAµ , (A.1b)
with the current Jµ = e ψ γµψ. It follows that the original action (2.2) and the Nl
action (3.52) are equal on-shell, i. e. if the Eoms are satisﬁed, since SB[A,−∂µAµ/(2ξ)] =
Sgf[A]. From the antisymmetry of Fµν it further follows that
0 = ∂µ∂νFµν = B + ∂µJ
µ ,
i. e., provided that the current is conserved, ∂µJµ = 0, B is a free massless scalar ﬁeld.2
As was mentioned several times before in this work, it is one of the characteristic
features of covariant formulations of gauge theories that they contain unphysical Dofs. In
1They will not hold, in general, in a finitely truncated theory, and since there is no easy connection to
the variational correlation functions derived from the 2Pi effective action, these identities cannot easily be
carried over to the path integral formulation.
2This is only true for an abelian gauge theory. For a non-abelian gauge theory with field strength
F aµν = ∂µA
a
ν−∂νAaµ−gfabcAbµAcν (with gauge coupling g and structure constants fabc of the corresponding
gauge group), we have ∂µ∂νF aµν = −gfabc∂µ∂ν(AbµAcν) = −gfabc
[
ξ2BbBc − ξ(Acµ∂µBb + Abµ∂µBc) +
(∂νAbµ)(∂
µAcν)
]
= −gfabc(∂νAbµ)(∂µAcν), i. e. the Eom for B would be Ba + gfabc(∂νAbµ)(∂µAcν) = 0: In
a non-abelian gauge theory, the Nl field couples to the gauge field.
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operator language, this translates to the fact that the Hilbert space considered is too large
and contains the physical Hilbert space as a subspace. The importance of the Nl formalism
lies in the fact that it can be used to deﬁne the physical subspace Vphys ⊂ V of the Hilbert
space V of the quantized theory: A physical state |f〉 ∈ Vphys is a state which is annihilated
by the positive-frequency part B(+)(x) of the Nl ﬁeld (since it is free, as we have just shown,
we can always decompose the Nl ﬁeld into a positive and a negative frequency part), i. e.
B(+)(x)|f〉 = 0 . (A.2)
This is the Gupta subsidiary condition.3 One direct consequence is that the expectation
value of the Nl ﬁeld with respect to physical states vanishes, 〈B(x)〉 = 0. The expectation
values of the Eoms (A.1) hence read:
〈∂µFµν〉 = 〈Jν〉 , (A.3a)
〈∂µAµ〉 = 0 , (A.3b)
i. e. the Maxwell equation holds in the physical subspace, and the Lorentz gauge condition
is valid for the expectation value of gauge ﬁeld operators in any linear covariant gauge,
but only in Landau gauge it is valid for the gauge ﬁeld operators themselves, i. e. as an
operator equation.4
What we would like to have is a similar condition for correlation functions. But
〈B(x)〉 = 0 does of course not imply that 〈B(x)Aµ1(y1) . . .Aµn(yn)〉 = 0. It does, however,
follow from the Eom of B that
x〈B(x)Aµ1(y1) . . . Aµn(yn)〉 = 0 .
Similarly,
∂µx 〈Aµ(x)Aν1(y1) . . . Aνn(yn)〉 = −ξ 〈B(x)Aν1(y1) . . .Aνn(yn)〉 .
The important point now is to note that
∂µxρ
(g)
µν(x, y) = i〈[∂µxAµ(x), Aν(y)]〉 = − i ξ 〈[B(x), Aν(y)]〉 = −ξ ρ(BA)ν (x, y) , (A.4)
which follows from the operator Eom (A.1b). Employing this identity, we can rewrite the
kinetic term, i. e. the left-hand side, of the Eom (3.21e) as[
gµ
λ
x −
(
1− 1
ξ
)
∂xµ∂
λ
x
]
ρ(g)λν(x, y) = xρ
(g)
µν(x, y) + (ξ − 1) ∂xµρ(BA)ν (x, y) . (A.5)
3It extends the Gupta-Bleuler condition [Gup50, Ble50] which, before the Nl formalism was developed,
was used to quantize Qed in the Feynman gauge, and is essentially a statement about the gauge invariance
of the physical subspace.
4For ξ = 0 (i. e. Landau gauge), the Nl field is hence nothing but a Lagrange multiplier enforcing
∂µAµ = 0.
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The Eoms for the spectral functions are then given by:
xρ
(g)
µν(x, y) = (1− ξ) ∂xµρ(BA)ν (x, y) + I (g)(ρ)µν(x, y) , (A.6a)
xρ
(AB)
µ (x, y) = 0 , (A.6b)
xρ
(BA)
µ (x, y) = 0 , (A.6c)
xρ
(BB)(x, y) = 0 , (A.6d)
where I (g)(ρ)µν(x, y) is the (spectral) memory integral.5 The Eoms for correlators involving
an auxiliary ﬁeld are therefore always free.
Fourier transforming with respect to space, the equations read:(
∂2
∂t2
+ p2
)
ρ(g)µν(t, t
′;p) = (1− ξ)
(
δ0µ
∂
∂t
− i δiµpi
)
ρ(BA)ν (t, t
′;p) + I (g)
(ρ)µν(t, t
′;p) , (A.7a)(
∂2
∂t2
+ p2
)
ρ(AB)µ (t, t
′;p) = 0 , (A.7b)(
∂2
∂t2
+ p2
)
ρ(BA)µ (t, t
′;p) = 0 , (A.7c)(
∂2
∂t2
+ p2
)
ρ(BB)(t, t′;p) = 0 . (A.7d)
Since the Eoms of the correlators involving the auxiliary ﬁeld, and in particular of the BA-
correlator, are free, we can solve their Eoms exactly by using their initial conditions (3.83),
(3.82) and (3.84). We obtain:
ρ(AB)µ (t, t
′;p) = −δ0µ cos(|p|(t− t′)) + i δiµ
pi
|p| sin(|p|(t− t
′)) , (A.8a)
ρ(BA)µ (t, t
′;p) = δ0µ cos(|p|(t− t′))− i δiµ
pi
|p| sin(|p|(t− t
′)) , (A.8b)
ρ(BB)(t, t′;p) = 0 . (A.8c)
Plugging Eq. (A.8b) into the photon Eom (4.1a), we obtain:(
∂2
∂t2
+ p2
)
ρ(g)µν(t, t
′;p) = −(1− ξ)|p|
[(
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)
sin(|p|(t− t′))
+ i(δ0µδ
i
ν + δ
i
µδ
0
ν)
pi
|p| cos(|p|(t− t
′))
]
+ I (g)(ρ)(t, t
′;p) .
(A.9)
Of course, for vanishing memory integral, this equation reduces to free one (4.3).
Note that this whole derivation was only possible under the assumption that ∂µJµ = 0.
This is essentially the Ward identity in operator form. Therefore, it is only true for the
full theory, not for a ﬁnitely truncated one.
5Note that the memory integral depends explicitly on the photon statistical and spectral functions, i. e.
one actually has I(g)(ρ) (F
(g), ρ(g);x, y).
Appendix B
Gauge Invariant Quantities
TheWard identities are a manifestation of the gauge invariance of the theory, and in Sec. 5.2
it was shown that in a truncated theory they usually do not apply to correlation functions
derived from the 2Pi eﬀective action. In particular, the photon self-energy obtained from
a variation of the 2Pi eﬀective action with respect to the photon propagator (and which
enters our Eoms) is not constrained to be transverse by the Ward identities.
In a very similar fashion, quantities which are gauge invariant in the exact theory will
in general not be gauge invariant if derived from a truncation of the 2Pi eﬀective action.
It follows that if quantities derived from the 1Pi eﬀective action which are known to be
gauge invariant, this is usually not the case for the same quantities derived from the 2Pi
eﬀective action since diagrams which are needed to cancel potential gauge dependencies
are missing in its expansion to a given perturbative order.
It is also clear from the comparison of the diagrammatic expansion, however, that the
gauge dependent terms are always of higher order in the coupling than the truncation of the
2Pi eﬀective action. In the case of a two-loop truncation, the perturbative expansions of
the 1Pi and 2Pi eﬀective actions agree up to the order of the truncation, and the diagram
missing in the expansion of the 2Pi eﬀective action is obviously of order O(e4).
As an illustration, let us consider some quantity f which is gauge invariant if derived
from the exact eﬀective action, and denote by f˜(ξ) the same quantity if derived from a
two-loop truncated 2Pi eﬀective action.1 According to what we have said above, it is then
expected to have an expansion of the form
f˜(ξ) = f˜0 + f˜1e
2 + f˜2(ξ) e
4 +O(e6) , (B.1)
i. e. the coeﬃcient of the O(e4)-term will in general depend on the gauge ﬁxing parameter.2
It follows that the diﬀerence of the quantity for two values ξ1 and ξ2 of the gauge ﬁxing
1We suppress all dependencies of the quantity (like on time, spatial momentum etc.) except for its
dependence on the gauge fixing parameter.
2Especially for a weekly coupled theory like Qed, the seeming smallness of the dependence on the gauge
fixing parameter is deceptive. First, it means that for a sufficiently bad choice of the gauge parameter,
the approximation of a quantity to its physical value can become arbitrarily bad, and it is not a priori
clear what a good choice for the gauge parameter is since the exact dependence on it is unknown (see,
however, Ref. [AS02]). And second, in real-time formulations derived from the 2Pi effective action, a
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parameter is given by
f˜(ξ1)− f˜(ξ2) =
[
f˜2(ξ1)− f˜2(ξ2)
]
e4 +O(e6) . (B.2)
It is therefore convenient to consider the diﬀerence of a given quantity for two gauge ﬁxing
parameters since then the parts which do not depend on the gauge ﬁxing parameter cancel.
B.1 The Photon Self-Energy
As an example, let us again consider the one-loop photon self-energy, Eq. (6.4). The exact
one-loop 2Pi photon self-energy is clearly gauge invariant:
Πµν(x, y) = e2 tr(γµS(x, y)γνS(y, x))
7→ e2 tr(γµ ei Λ(x) S(x, y) e− i Λ(y) γν ei Λ(y) S(y, x) e− i Λ(x))
= e2 tr(γµS(x, y)γνS(y, x))
= Πµν(x, y) .
Now consider its perturbative expansion when derived from the 1Pi and 2Pi eﬀective
action, respectively, which are diagrammatically shown in Fig. (5.2).
Just as for the transversality of the photon self-energy at each perturbative order, we
have from the gauge invariance in each perturbative order:3
∂
∂ξ
[
Π(2,1)µν(x, y) + Π(2,2)µν(x, y)
]
= 0 , (B.3)
i. e. the dependence of the photon self-energy derived from the two-loop 2Pi eﬀective action
on the gauge ﬁxing parameter is given by
∂
∂ξ
Π(2,1)µν(x, y)
= − ∂
∂ξ
Π(2,2)µν(x, y) +O(e6)
= −e4
∫
z,w
tr
(
γµS0(x, z)γ
ρS0(z, y)γ
νS0(y, w)γ
σS0(w, x)
) ∂
∂ξ
D0ρσ(z, w) +O(e6) .
(B.4)
coupling expansion is in fact an expansion in the product of coupling and time, so that a quantity which
“superficially” is O(e4) is in fact O(e4mt) where t denotes time andm is some mass scale (like the fermion
mass). This means that the dependence on the gauge parameter increases with time.
3Note that, contrary to the example (B.1) given in the previous section, in general we do not write the
gauge fixing parameter explicitly as an argument.
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B.2 The Chiral Condensate
Another gauge invariant quantity is given by
S(x, x) =
∫
p
F (f)(x0, x0;p) . (B.5)
That this quantity is gauge invariant immediately follows from the gauge transforma-
tion (2.8) of the fermion. In fact, the corresponding Lorentz components are separately
gauge invariant. Since we consider only situations with vanishing macroscopic current
densities, we have from the Eom (A.3a):
0 = 〈∂µF µν(x)〉 = 〈Jν(x)〉 = 4eF (f)V ν(x, x) = 4e
∫
p
F (f)V
ν(x0, x0;p) ,
i. e. the vector component vanishes identically. In fact, the spatial vector component also
has to vanish due to isotropy, as is the case for the tensor component, so we are left with
the scalar component
SS(x, x) =
1
2π2
∫ ∞
0
dp p2 F (f)
S
(x0, x0; p) , (B.6)
which is essentially the chiral condensate since SS(x, x) = 〈ψ(x)ψ(x)〉/4.
B.3 Two-Point Correlation Functions of the Electro-
magnetic Field Strength
Another gauge invariant quantity is the correlator of two electromagnetic ﬁeld strength
tensors (since each ﬁeld strength is gauge invariant on its own), given by4
C(FF )µνρσ(x, y) = 〈Fµν(x)Fρσ(y)〉
= ∂xµ∂yρDνσ(x, y)− ∂xµ∂yσDνρ(x, y)− ∂xν∂yρDµσ(x, y) + ∂xν∂yσDµρ(x, y) .
(B.7)
In order to obtain a rank two tensor which is easier to handle, we contract the middle two
indices to obtain:
C(FF )µν (x, y) := C(FF )µρρν(x, y)
= 〈Fµρ(x)Fρν(y)〉
= ∂xµ∂
ρ
yDρν(x, y)− ∂xµ∂yνDρρ(x, y)− ∂xρ∂ρyDµν(x, y) + ∂ρx∂yνDµρ(x, y) . (B.8)
4Note that only in abelian gauge theories like Qed the correlator can be expressed solely in terms of
propagators; for non-abelian gauge theories, it would depend on the correlator of three and four gauge
boson fields as well due to their self-interaction.
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Performing a partial Fourier transformation with respect to space and decomposing it into
its isotropic components, we obtain:
C(FF )
S
(t, t′; p) = − ∂
∂t
∂
∂t′
[
2DT(t, t
′; p) +DL(t, t
′; p)
]
+ p
[
∂
∂t
D˜V1(t, t
′; p)− ∂
∂t′
D˜V2(t, t
′; p)
]
+ p2DS(t, t
′; p) , (B.9a)
C˜(FF )
V1
(t, t′; p) = 2p
∂
∂t′
DT(t, t
′; p) , (B.9b)
C˜(FF )V2 (t, t′; p) = −2p
∂
∂t
DT(t, t
′; p) , (B.9c)
C(FF )T (t, t′; p) = −
(
∂
∂t
∂
∂t′
− p2
)
DT(t, t
′; p) , (B.9d)
C(FF )L (t, t′; p) = −
∂
∂t
∂
∂t′
DL(t, t
′; p) + p
[
∂
∂t
D˜V1(t, t
′; p)− ∂
∂t′
D˜V2(t, t
′; p)
]
+ p2
[
DS(t, t
′; p)− 2DT(t, t′; p)
]
. (B.9e)
The isotropic components can then be decomposed into their statistical and spectral parts,
and for a free theory, they are given by:
C(FF )0(ρ)S(t, t′; p) = 2p sin(p (t− t′)) , (B.10a)
C˜(FF )0(ρ)V1(t, t′; p) = C˜(FF )0(ρ)V2(t, t′; p) = C˜(FF )0(ρ)V(t, t′; p) = 2p cos(p (t− t′)) , (B.10b)
C(FF )0(ρ)T(t, t′; p) = 0 , (B.10c)
C(FF )0(ρ)L(t, t′; p) = −2p sin(p (t− t′)) , (B.10d)
and
C(FF )0(F)S(t, t′; p) = 2p
[
1
2
+ n(g)(p)
]
cos(p (t− t′)) ,
(B.11a)
C˜(FF )0(F)V1(t, t′; p) = C˜(FF )0(F)V2(t, t′; p) = C˜(FF )0(F)V(t, t′; p) = −2p
[
1
2
+ n(g)(p)
]
sin(p (t− t′)) , (B.11b)
C(FF )0(F)T(t, t′; p) = 0 , (B.11c)
C(FF )0(F)L(t, t′; p) = −2p
[
1
2
+ n(g)(p)
]
cos(p (t− t′)) .
(B.11d)
Obviously, the free solutions do not depend on the gauge ﬁxing parameter, as expected.
B.4 The Energy-Momentum Tensor
B.4.1 Definition
There are essentially two ways to obtain the energy-momentum tensor of a ﬁeld theory: As
the Noether current corresponding to the invariance of the theory under time translations
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(the canonical energy-momentum tensor), or as the variation of the (matter) action with
respect to the metric. For a quantum ﬁeld theory, in the ﬁrst case one obtains an operator
expression, and one has to calculate its expectation value. In the second case, on the other
hand, it turns out that all one has to do is to replace the classical action with the eﬀective
action. Therefore, this deﬁnition is much better suited for our purposes, since it allows us
to derive an expression for the energy momentum tensor which depends on the one- and
two-point correlation functions which are solutions to the 2Pi Eoms.
In general, the energy-momentum tensor is then given by:
T µν(x) =
2√
−g(x)
δΓ[Φ, g]
δgµν(x)
∣∣∣∣∣
gµν=gµν
(B.12)
(where Φ collectively denotes all correlation functions the eﬀective action depends on5).
Note that gµν is not the physical metric, but a variational parameter. The ﬁnal expression
which is obtained by varying the eﬀective action then has to be evaluated for the physical
metric gµν , which in our case will always be the Minkowski metric ηµν .
6 In this case,√−η = 1, so that the deﬁnition of the energy-momentum tensor in Minkowski spacetime
can be simpliﬁed to:
T µν(x) = 2
δΓ[Φ, g]
δgµν(x)
∣∣∣∣∣
gµν=ηµν
. (B.13)
One important advantage of employing this deﬁnition of the energy-momentum tensor
(in contrast to the canonical energy-momentum tensor) is that it is gauge invariant and
symmetric in the ﬁrst place (and manifestly so).
Since for the full theory, the 1Pi eﬀective action and the 2Pi eﬀective action are equal,
we will just replace the 1Pi eﬀective action in the deﬁnition of the energy-momentum tensor
by the 2Pi eﬀective action in order to obtain an expression which depends on propaga-
tors only and includes all quantum ﬂuctuations. The convenience of using this deﬁnition
instead of the canonical one becomes obvious as soon as we consider a truncated the-
ory: With our deﬁnition, we still only work with known quantities (i. e. the propagators),
while for the canonical energy-momentum tensor, one has to calculate expectation values
of quantum ﬁeld operators which do not easily translate to propagators for a truncated
theory. Another nontrivial problem is the fact that, since the energy-momentum tensor is
a one-point function, one has to evaluate quantum ﬁeld operators (or correlation functions
after taking expectation values7) at equal spacetime points, which requires some form of
regularization [BD82, Chr76] in order to make it well-deﬁned.
5I. e. the field expectation values of all fields for the standard (1PI) effective action, the field expectation
values and connected propagators of all fields for the 2Pi effective actions, etc.
6Only in this section, gµν denotes an arbitrary metric, while we denote the Minkowski metric by ηµν .
7This is not a problem if the energy-momentum tensor is defined with respect to the 1Pi effective action
since it only depends on one-point functions itself. If it is defined with respect to nPi effective actions (for
n > 1), however, it is a problem.
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B.4.2 Properties
The energy-momentum tensor is a symmetric second-rank tensor, i. e. it depends on 10
functions in general: The energy density T 00(x), the energy ﬂux or momentum den-
sity T i0(x) = T 0i(x), and the momentum ﬂux T ij(x) = T ji(x). For i = j, this is the
normal stress, while it is the shear stress for i 6= j.8
A (with respect to spacetime) homogeneous energy-momentum tensor is always con-
stant (this is true for every homogeneous one-point function). Correspondingly, a spatially
homogeneous energy-momentum tensor (or one-point function in general) can only depend
on time.
In vacuum, there is only one symmetric second-rank tensor which can be used as a
basis to represent the energy-momentum tensor, which is the metric. Since the vacuum
is spacetime homogeneous, its energy-momentum tensor is constant, i. e. T µν = Λgµν . Λ
resembles the cosmological constant, and it is equal to the (vacuum) energy density.
In an isotropic system, there are two symmetric second-rank tensors which can be used
as a basis for the energy-momentum tensor: The metric and the tensor product of the
four-velocity of the system nµnν . We therefore have T µν(x) = α(x)nµnν + β(x)gµν =[
ε(x) + p(x)
]
nµnν − p(x)gµν = ε(x)nµnν − (gµν − nµnν)p(x), i. e. energy density is the
projection of the energy-momentum tensor along the direction of the four-velocity of the
system, while (negative) pressure is the projection onto the hypersurface perpendicular to
it:
ε(x) = nµnνT
µν(x) , (B.14)
p(x) = −1
3
(gµν − nµnν)T µν(x) = −1
3
[
T µµ(x)− ε(x)
]
= −1
3
T ii(x) . (B.15)
A homogeneous, isotropic system is hence described by two (SO(3)-)scalar functions of time
only, and they are related by the equation of state (Eos) of the system. A dimensionless
quantity characterizing the system is then given by the ratio of pressure and energy density,
w(t) = p(t)/ε(t).
B.4.3 Energy-Momentum Tensor from the 2PI Effective Action
Since the energy-momentum tensor is a thermodynamic quantity, we have to include
Faddeev-Popov ghosts in order to obtain the right result.9 We will therefore consider
the contributions to the energy density which are due to fermions only, photons only,
ghosts only, and the interaction between fermions and photons separately.10 Therefore, we
8In an isotropic system, there is no shear stress, so every off-diagonal element vanishes identically.
9In calculating correlation functions, this is not necessary in linearly gauge-fixed abelian gauge theories
since the ghosts decouple from the rest and therefore cancel due to the normalization. It is, however,
intuitively clear that ghosts carry energy and momentum and therefore contribute to the energy-momentum
tensor.
10By this we mean that the corresponding parts of the effective action contain only fermion propagators,
only photon propagators, or both. Since propagators are always resummed, it is of course not quite correct
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write the eﬀective action as
Γ[D,S,G] = Γ(g)[D] + Γ(f)[S] + Γ(gh)[G] + Γ2PI[D,S] (B.16)
with the photon part
Γ(g)[D] =
i
2
Tr ln
(
D−1
)
+
i
2
Tr
(
D−10 (D −D0)
)
, (B.17)
the fermion part
Γ(f)[D] = − i Tr ln
(
S−1
)
− i Tr
(
S−10 (S − S0)
)
, (B.18)
and the ghost part
Γ(gh)[G] = − i Tr ln
(
G−1
)
− i Tr
(
G−10 (G−G0)
)
. (B.19)
Note that the respective ﬁrst terms in the photon and fermion part do not contribute to the
energy-momentum tensor since they are independent of the metric. The only interesting
terms aside from the 2Pi part of the eﬀective action are hence given by i Tr
(
D−10 D
)
/2,
− i Tr
(
S−10 S
)
and − i Tr
(
G−10 G
)
.
Useful Relations Before doing the actual calculation, we start by collecting some useful
relations concerning variations with respect to the metric:
For the variation of a metric with respect to itself, we obtain:11
δgρσ(y)
δgµν(x)
=
1
2
(
δρµδ
σ
ν + δ
σ
µδ
ρ
ν
)
δ4(y − x) ,
δgρσ(y)
δgµν(x)
= −1
2
[
gµρ(y)gνσ(y) + gµσ(y)gνρ(y)
]
δ4(y − x) .
Since the eﬀective action has to be varied with respect to the metric, one has to be
careful not to overlook places in which the metric appears. For instance, there is a met-
ric involved in each inner product of two contravariant or two covariant quantities (while
to speak of purely fermionic or purely photonic contributions. In fact, what we call “purely fermionic” or
“purely photonic” contributions are contributions from one-loop diagrams (with resummed propagators),
while the interaction contribution comes from the 2Pi contribution to the effective action, i. e. from
everything beyond one-loop.
11The following identities can be obtained by writing the metric g = (gµν) in matrix form (with inverse
metric g−1 = (gµν)) and incorporating the fact that the result of a variation with respect to the metric
must be symmetric in the same indices as the metric by symmetrization:
0 = δ1 = δ
(
g−1g
)
=
(
δg−1
)
g + g−1δg ,
so that
δg−1 = −g−1(δg)g−1 ,
or componentwise:
δgµν = −gµρδgρσgσν .
B.4. The Energy-Momentum Tensor 135
there is none involved in the inner product of one contravariant and one covariant quan-
tity). Further, since the variational metric is not constrained to be ﬂat, we have to replace
(spacetime) integral measures d4x by
√
−g(x) d4x where −g(x) is the determinant of the
metric (i. e. unity for the Minkowski metric, in which case the measure reduces to the
usual one). Another place where the metric occurs are covariant derivatives (which have
to be used instead of partial derivatives for a general spacetime). A variation of a covari-
ant derivative with respect to the metric, however, always vanishes when evaluated for
Minkowski spacetime so it is not necessary to replace partial with covariant derivatives for
our concerns.
One also has to be careful not to introduce metrics where they do in fact not appear.
It is therefore necessary to know what kind of tensors the appearing quantities naturally
are. The gradient, for instance, is naturally covariant (i. e. a tensor of type (0, 1)). In
particular, the contraction of two co- or two contravariant indices requires a metric, so
there is always a metric involved in the d’Alembertian, for instance. The gamma matrices,
however, are naturally contravariant, so there is no metric involved in their contraction
with the gradient, i. e.
δ
δgµν(x)
[
γρ(y)∂yρ
]
= 0 .
The important point here is that a tensorial object which appears in a form which does
not correspond to its natural type (e. g. a (0, 1) vector appears as a (1, 0) vector) is
not independent of the metric, i. e., assuming that v is a covariant vector appearing in a
contravariant form:
δvρ(y)
δgµν(x)
=
δ
[
gρσ(y)vσ(y)
]
δgµν(x)
=
1
2
(
δρµδ
σ
ν+δ
σ
µδ
ρ
ν
)
vσ(y)δ
4(y−x) = 1
2
[
δρνvµ(y)+δ
ρ
µvν(y)
]
δ4(y−x) .
We can then distinguish four diﬀerent cases for the variation of a contraction with respect
to the metric, depending on the tensorial nature of the objects. We have:
• v is a contravariant vector and w is a contravariant vector:
δ
δgµν(x)
[
vρ(y)w
ρ(y)
]
=
δ
δgµν(x)
[
gρσ(y)v
σ(y)wρ(y)
]
= −1
2
[
gµρ(y)gνσ(y) + gµσ(y)gνρ(y)
]
vσ(y)wρ(y)δ4(y − x)
= −1
2
[
vµ(y)wν(y) + vν(y)wµ(y)
]
δ4(y − x) ,
• v is a covariant vector and w is a covariant vector:
δ
δgµν(x)
[
vρ(y)w
ρ(y)
]
=
δ
δgµν(x)
[
gρσ(y)vσ(y)wρ(y)
]
=
1
2
[
δρµ(y)δ
σ
ν (y) + δ
σ
µ(y)δ
ρ
ν(y)
]
vσ(y)wρ(y)δ
4(y − x)
=
1
2
[
vµ(y)wν(y) + vν(y)wµ(y)
]
δ4(y − x) ,
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• v is a covariant vector and w is a contravariant vector:
δ
δgµν(x)
[
vρ(y)w
ρ(y)
]
= 0 ,
• v is a contravariant vector and w is a covariant vector:
δ
δgµν(x)
[
vρ(y)w
ρ(y)
]
=
δ
δgµν(x)
[
gρσ(y)g
ρτ(y)vσ(y)wτ(y)
]
=
{
−1
2
[
gµρ(y)gνσ(y) + gµσ(y)gνρ(y)
]
gρτ(y) +
1
2
gρσ(y)
(
δρµδ
τ
ν + δ
τ
µδ
ρ
ν
)}
· vσ(y)wτ(y)δ4(y − x)
=
1
2
{
gµσ(y)δ
τ
ν + gνσ(y)δ
τ
µ −
[
gνσ(y)δ
τ
µ + gµσ(y)δ
τ
ν
]}
vσ(y)wτ(y)δ
4(y − x)
= 0 .
If we denote a Lorentz tensor with m contravariant and n covariant indices as a tensor
of type (m,n), then the partial derivative ∂µ is a type (0, 1) tensor, the gamma matrices γµ
form a type (1, 0) tensor, the photon propagator is a type (0, 2) tensor, and the inverse
photon propagator is a type (2, 0) tensor.
With these relations at hand, we can now calculate the separate pieces of the energy-
momentum tensor.
B.4.4 Ghost Part
We start with the ghost part, which is the easiest one to calculate. The free inverse ghost
propagator is given by:
G−10 (x, y) = ixδ
4(x− y) . (B.20)
We then have:
− i Tr
(
G−10 G
)
= − i
∫
z,y
√
−g(y)
√
−g(z)G−10 (y, z)G(z, y)
=
∫
y,z
√
−g(y)
√
−g(z)
[
yδ
4(y − z)
]
G(z, y)
=
∫
y,z
√
−g(y)
√
−g(z)
[
gρσ(y)∂yρ∂yσδ
4(y − z)
]
G(z, y)
=
∫
y,z
√
−g(y)
√
−g(z) δ4(y − z) gρσ(y)∂yρ∂yσG(z, y)
=
∫
z
√
−g(z) gρσ(z)∂zρ∂zσF (gh)(z, z) ,
where we have integrated by parts12, and in the last step we have used that G(z, z) =
F (gh)(z, z). The propagator evaluated at equal spacetime points is not well-deﬁned, and
12Note that in fact, there are additional terms containing derivatives of the metric. However, since in the
end we will only be interested in evaluating the expressions for the Minkowski metric (which is constant),
we have discarded those terms in the first place.
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the corresponding term has to be regularized according to13
∂zρ∂zσF
(gh)(z, z)→ −∂zρ∂z′σF (gh)(z, z′)|z′=z . (B.21)
It follows that
δΓ(gh)[G]
δgµν(x)
= −1
2
∫
z
√
−g(z) δ4(z − x)
[
−gµν(z)gρσ(z) +
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)]
∂z′ρ∂zσF
(gh)(z, z′)
∣∣∣∣
z′=z
=
1
2
[
gµν(x)g
ρσ(x)−
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)]
∂x′ρ∂xσF
(gh)(x, x′)
∣∣∣∣
x′=x
,
so that the ghost part of the energy-momentum tensor reads:
T (gh)µν (x) = 2
δΓ(gh)[G]
δgµν(x)
∣∣∣∣∣
gµν(x)=ηµν
=
[
ηµνη
ρσ −
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)]
∂x′ρ∂xσF
(gh)(x, x′)
∣∣∣∣
x′=x
=
[
ηµν∂x′ρ∂
ρ
x −
(
∂x′µ∂xν + ∂x′ν∂xµ
)]
F (gh)(x, x′)
∣∣∣∣
x′=x
=
∫
p
ηµν
(
∂
∂x0
∂
∂x′0
− p2
)
−
[ (
δ0µ
∂
∂x′0
+ i δiµpi
)(
δ0ν
∂
∂x0
− i δjνpj
)
+
(
δ0ν
∂
∂x′0
+ i δiνpi
)(
δ0µ
∂
∂x0
− i δjµpj
)]F (gh)(x0, x′0;p)
∣∣∣∣∣∣
x′0=x0
= −
∫
p
[(
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)(
∂
∂x0
∂
∂x′0
+ p2
)
− i
(
δ0µδ
i
ν + δ
0
νδ
i
µ
)
pi
(
∂
∂x0
− ∂
∂x′0
)]
F (gh)
(
x0, x′0;p
)∣∣∣∣∣
x′0=x0
= −2
∫
p
|p|
[
1
2
+ n(g)(p)
](
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)
, (B.22)
where in the last line we have used that since the ghosts do not couple to anything, their
propagator is that of a free massless scalar ﬁeld,
F (gh)
(
x0, x′0;p) =
[
1
2
+ n(g)(p)
]
cos(|p|(x0 − x′0))
|p| . (B.23)
13To be more precise, we have
∂zρ∂zσF
(gh)(z, z)→ − 1
2
[
∂zρ∂z′σF
(gh)(z, z′) + ∂z′ρ∂xσF
(gh)(z′, z)
]∣∣∣
z′=z
= −1
2
(
∂zρ∂z′σ + ∂z′ρ∂zσ
)
F (gh)(z, z′)
∣∣
z′=z
.
However, since this term only appears in contracted form in the action, we effectively have (B.21).
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Note that one could have guessed this result exactly: The minus sign is due to the
fermionic (anti-)commutation relations; the factor of 2 is due to the two ghosts; the factor
of |p| is clear for dimensional reasons (we need to have dimensions of energy-momentum);
the term involving the distribution function is due to the bosonic statistics of ghosts; and
the tensor structure is clear from the fact that the pressure density of a free massless gas
is minus one third of its energy density.
B.4.5 Photon Part
We have:
i
2
Tr
(
D−10 D
)
=
i
2
∫
y,z
√
−g(y)
√
−g(z)
(
D−10
)ρσ
(y, z)Dσρ(z, y)
=
1
2
∫
y,z
√
−g(y)
√
−g(z)
[
gρσ(y)gαβ(y)−
(
1− 1
ξ
)
gρα(y)gσβ(y)
] [
∂yα∂yβ δ
4(y − z)
]
Dσρ(z, y)
=
1
2
∫
y,z
√
−g(y)
√
−g(z) δ4(y − z)
[
gρσ(y)gαβ(y)−
(
1− 1
ξ
)
gρα(y)gσβ(y)
]
∂yα∂yβ Dσρ(z, y)
=
1
2
∫
z
√
−g(z)
[
gρσ(z)gαβ(z)−
(
1− 1
ξ
)
gρα(z)gσβ(z)
]
∂zα∂zβF
(g)
σρ (z, z)
where we have integrated by parts in order to get rid of the derivatives of the delta distri-
bution14, and in the last step we have used that Dσρ(z, z) = F (g)σρ (z, z). The question how
to regularize this expression is more complicated than for the ghosts, since here we have
uncontracted Lorentz indices and hence in a sense less symmetry. The correct regular-
ization can be found by considering the classical eﬀective action (i. e. the classical action
including the gauge ﬁxing term) in terms of quantum ﬁeld operators. The gauge invariant
part has to be regularized as
−1
4
F̂µν(x)F̂
µν(x)→ −1
2
[
F̂µν(x)F̂
µν(x′) + F̂µν(x
′)F µν(x)
]∣∣∣∣
x′=x
→ −1
2
[
∂xµ∂
µ
x′F
(g)ν
ν(x, x
′)− ∂µx∂νx′F (g)νµ (x, x′)
]∣∣∣∣
x′=x
(B.24)
(where in the second line we have discarded total derivatives which vanish in the action),
while the gauge ﬁxing part has to be regularized according to [BCER08]
− 1
2ξ
[
∂µÂµ(x)
][
∂νÂν(x)
]
→ − 1
4ξ
{[
∂µx Âµ(x)
][
∂νx′Âν(x
′)
]
+
[
∂µx′Âµ(x
′)
][
∂νxÂν(x)
]}∣∣∣∣
x′=x
→ − 1
2ξ
∂µx∂
ν
x′F
(g)
µν (x, x
′)
∣∣∣∣∣
x′=x
. (B.25)
14Note that we ignore derivatives of the metric since they vanish at the end when evaluated for the
Minkowski metric.
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Note that without regularization, the second term of the gauge invariant part and the
gauge ﬁxing part would combine to form the term
1
2
(
1− 1
ξ
)
∂µx∂
ν
xF
(g)
νµ (x, x) ;
however, due to the regularization, we in fact obtain
1
2
∂µx∂
ν
x′
[
F (g)νµ (x, x
′)− 1
ξ
F (g)µν (x, x
′)
]∣∣∣∣∣
x′=x
. (B.26)
With this regularization, we then have:
i
2
Tr
(
D−10 D
)
= −1
2
∫
z
√
−g(z)
{
gρσ(z)gαβ(z)−
[
gρα(z)gσβ(z)− 1
ξ
gρβ(z)gσα(z)
]}
∂zα∂z′βF
(g)
σρ (z, z
′)
∣∣∣∣∣
z′=z
.
It then follows that:
δΓ(g)[D, g]
δgµν(x)
= −1
4
∫
z
√
−g(z) δ4(z − x)
·
{
−gµν(z)
[
gρσ(z)gαβ(z)− gρα(z)gσβ(z) + 1
ξ
gρβ(z)gσα(z)
]
+
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)
gαβ(z) + gρσ(z)
(
δαµδ
β
ν + δ
α
ν δ
β
µ
)
−
[(
δρµδ
α
ν + δ
ρ
νδ
α
µ
)
gσβ(z) + gρα(z)
(
δσµδ
β
ν + δ
σ
ν δ
β
µ
)]
+
1
ξ
[(
δρµδ
β
ν + δ
ρ
νδ
β
µ
)
gσα(z) + gρβ(z)
(
δσµδ
α
ν + δ
σ
ν δ
α
µ
)]}
∂zα∂z′βF
(g)
σρ (z, z
′)
∣∣∣∣∣
z′=z
= −1
4
{
−gµν(x)
[
gρσ(x)gαβ(x)− gρα(x)gσβ(x) + 1
ξ
gρβ(x)gσα(x)
]
+
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)
gαβ(x) + gρσ(x)
(
δαµδ
β
ν + δ
α
ν δ
β
µ
)
−
[(
δρµδ
α
ν + δ
ρ
νδ
α
µ
)
gσβ(x) + gρα(x)
(
δσµδ
β
ν + δ
σ
ν δ
β
µ
)
+
1
ξ
[(
δρµδ
β
ν + δ
ρ
νδ
β
µ
)]
gσα(x) + gρβ(x)
(
δσµδ
α
ν + δ
σ
ν δ
α
µ
)]}
∂xα∂x′βF
(g)
σρ (x, x
′)
∣∣∣∣∣
x′=x
,
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so that
T (g)µν (x) = 2
δΓ(g)[D,S]
δgµν(x)
∣∣∣∣∣
gµν(x)=ηµν
= −1
2
{
−ηµν
(
ηρσηαβ − ηραησβ + 1
ξ
ηρβηασ
)
+
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ
)
ηαβ + ηρσ
(
δαµδ
β
ν + δ
α
ν δ
β
µ
)
−
[(
δρµδ
α
ν + δ
ρ
νδ
α
µ
)
ησβ + ηρα
(
δσµδ
β
ν + δ
σ
ν δ
β
µ
)]
+
1
ξ
[(
δρµδ
β
ν + δ
ρ
νδ
β
µ
)
ησα + ηρβ
(
δσµδ
α
ν + δ
σ
ν δ
α
µ
)]}
∂xα∂x′βF
(g)
σρ (x, x
′)
∣∣∣∣∣
x′=x
= −1
2
{
−ηµν
[
∂xρ∂
ρ
x′F
(g)σ
σ(x, x
′)− ∂ρx∂σx′F (g)σρ (x, x′) +
1
ξ
∂σx∂
ρ
x′F
(g)
σρ (x, x
′)
]
+ ∂xρ∂
ρ
x′
[
F (g)µν (x, x
′) + F (g)νµ (x, x
′)
]
+
(
∂xµ∂x′ν + ∂xν∂x′µ
)
F (g)ρρ(x, x
′)
−
[
∂xν∂
σ
x′F
(g)
σµ (x, x
′) + ∂xµ∂
σ
x′F
(g)
σν (x, x
′)
+ ∂ρx∂x′νF
(g)
µρ (x, x
′) + ∂ρx∂x′µF
(g)
νρ (x, x
′)
]
+
1
ξ
[
∂σx∂x′νF
(g)
σµ (x, x
′) + ∂σx∂x′µF
(g)
σν (x, x
′)
+ ∂xν∂
ρ
x′F
(g)
µρ (x, x
′) + ∂xµ∂
ρ
x′F
(g)
νρ (x, x
′)
]}∣∣∣∣∣
x′=x
= −1
2
{
−ηµν
[
∂xρ∂
ρ
x′F
(g)σ
σ(x, x
′)− ∂ρx∂σx′F (g)σρ (x, x′)
]
+ ∂xρ∂
ρ
x′
[
F (g)µν (x, x
′) + F (g)νµ (x, x
′)
]
+
(
∂xµ∂x′ν + ∂xν∂x′µ
)
F (g)ρρ(x, x
′)
−
[
∂xµ∂
ρ
x′F
(g)
ρν (x, x
′) + ∂xν∂
ρ
x′F
(g)
ρµ (x, x
′)
+ ∂ρx∂x′µF
(g)
νρ (x, x
′) + ∂ρx∂x′νF
(g)
µρ (x, x
′)
]
−
[
∂xµF
(AB)
ν (x, x
′) + ∂xνF
(AB)
µ (x, x
′) + ∂x′µF
(BA)
ν (x, x
′) + ∂x′νF
(BA)
µ (x, x
′)
]}∣∣∣∣∣
x′=x
= −1
2
{
−ηµν
[
∂xρ∂
ρ
x′F
(g)σ
σ(x, x
′)− ∂ρx∂σx′F (g)σρ (x, x′)
]
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+ ∂xρ∂
ρ
x′
[
F (g)µν (x, x
′) + F (g)νµ (x, x
′)
]
+
(
∂xµ∂x′ν + ∂xν∂x′µ
)
F (g)ρρ(x, x
′)
−
[
∂xµ∂
ρ
x′F
(g)
ρν (x, x
′) + ∂xν∂
ρ
x′F
(g)
ρµ (x, x
′)
+ ∂ρx∂x′µF
(g)
νρ (x, x
′) + ∂ρx∂x′νF
(g)
µρ (x, x
′)
]}∣∣∣∣∣
x′=x
+
[
∂xµF
(AB)
ν (x, x
′) + ∂xνF
(AB)
µ (x, x
′)
]∣∣∣∣
x′=x
(B.27)
The last line consists only of correlators involving an auxiliary ﬁeld. In the full theory,
where they are free, we can insert their corresponding solutions and obtain:
∂xµF
(AB)
ν (x, x
′)
∣∣∣
x′=x
=
∫
p
(
δ0µ
∂
∂x0
− i δiµpi
)[
1
2
+ n(g)(p)
]
·
[
δ0ν sin(|p|(x0 − x′0)) + i δjν
pj
|p| cos(|p|(x
0 − x′0))
]∣∣∣∣∣
x′0=x0
=
∫
p
|p|
[
1
2
+ n(g)(p)
]
·
δ0µ
[
δ0ν cos(|p|(x0 − x′0))− i δiν
pi
|p| sin(|p|(x
0 − x′0))
]
− i δiµ
pi
|p|
[
δ0ν cos(|p|(x0 − x′0)) + i δjν
pj
|p| cos(|p|(x
0 − x′0))
]
∣∣∣∣∣∣
x′0=x0
=
∫
p
|p|
[
1
2
+ n(g)(p)
](
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)
(B.28)
and
∂x′νF
(BA)
µ (x, x
′)
∣∣∣
x′=x
= −
∫
p
(
δ0ν
∂
∂x′0
+ i δiνpi
)[
1
2
+ n(g)(p)
]
·
[
δ0µ sin(|p|(x0 − x′0)) + i δjµ
pj
|p| cos(|p|(x
0 − x′0))
]∣∣∣∣∣
x′0=x0
= −
∫
p
|p|
[
1
2
+ n(g)(p)
]
·
δ0ν
[
−δ0µ cos(|p|(x0 − x′0)) + i δiµ
pi
|p| sin(|p|(x
0 − x′0))
]
+ i δiν
pi
|p|
[
δ0µ cos(|p|(x0 − x′0)) + i δjµ
pj
|p| cos(|p|(x
0 − x′0))
]
∣∣∣∣∣∣
x′0=x0
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=
∫
p
|p|
[
1
2
+ n(g)(p)
] (
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)
(B.29)
so that[
∂xµF
(AB)
ν (x, x
′)+ ∂xνF
(AB)
µ (x, x
′)
]∣∣∣∣
x′=x
= 2
∫
p
|p|
[
1
2
+ n(g)(p)
] (
δ0µδ
0
ν + δ
i
µδ
j
ν
pipj
p2
)
. (B.30)
Note that this contribution of the gauge ﬁxing part to the energy-momentum tensor exactly
cancels the ghost contribution (B.22), so that the physical, gauge invariant photon energy
density is given by:
T (g)physµν (x) = T
(g)
µν (x) + T
(gh)
µν (x)
=
1
2
{
ηµν
[
∂xρ∂
ρ
x′F
(g)σ
σ(x, x
′)− ∂ρx∂σx′F (g)σρ (x, x′)
]
− ∂xρ∂ρx′
[
F (g)µν (x, x
′) + F (g)νµ (x, x
′)
]
−
(
∂xµ∂x′ν + ∂xν∂x′µ
)
F (g)ρρ(x, x
′)
+ ∂xµ∂
ρ
x′F
(g)
ρν (x, x
′) + ∂xν∂
ρ
x′F
(g)
ρµ (x, x
′)
+ ∂ρx∂x′µF
(g)
νρ (x, x
′) + ∂ρx∂x′νF
(g)
µρ (x, x
′)
]}∣∣∣∣∣
x′=x
. (B.31)
Note that the physical energy-momentum tensor of the photon sector is traceless, i. e.
T (g)physµµ(x) = 0. This is because the photon sector is conformal since there is no mass
scale.
Belinfante–Rosenfeld Energy-Momentum Tensor
The other way to obtain the energy-momentum tensor, as already mentioned earlier, is via
Noether’s theorem as the conserved current corresponding to the symmetry of the system
under spacetime translations (which yields the canonical energy momentum tensor). One
advantage of this method is that, since one starts with the original action in terms of
quantum ﬁeld operators, it is not necessary to ﬁx a gauge in the ﬁrst place, and hence no
Faddeev-Popov ghosts appear.15 In the end, however, we are interested in obtaining an
expression in terms of correlation functions instead of quantum ﬁeld operators, so that one
has to calculate expectation values. In a truncated theory, however, the connection between
the correlation functions obtained by forming expectation values of quantum ﬁeld operators
and those the 2Pi eﬀective action depends on is not at all clear. While for the exact theory,
the expressions obtained via both methods have to agree, this is not necessarily the case
for any truncated theory. We will nevertheless show that the expressions do agree for the
exact theory, where the expectation value of two quantum ﬁeld operators does correspond
15It is clear, after all, that it should be possible to derive the energy-momentum tensor without having
to fix a gauge since it is a physical quantity.
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to the physical propagator which solves the corresponding Eom in the 2Pi formalism. This
is a good check for our previous calculation involving the 2Pi eﬀective action.
We have:16
T̂ (g)cµν(x) =
∂L
∂
(
∂νÂρ(x)
) ∂µÂρ(x) (B.32)
where the photon ﬁelds are now operators. This energy-momentum tensor, however, is
neither symmetric nor gauge invariant. In order to obtain a symmetric, gauge invari-
ant energy-momentum tensor which equals the one obtained from the Hilbert energy-
momentum tensor, we have to construct the Belinfante–Rosenfeld energy-momentum ten-
sor. It reads:
T̂ (g)
BRµν(x) = F̂µ
ρ(x)F̂ρν(x) +
1
4
ηµνF̂ρσ(x)F̂
ρσ(x) . (B.33)
That it is symmetric is clear by inspection, and it is manifestly gauge invariance since it
is constructed solely from the gauge invariant ﬁeld-strength tensor. Its expectation value
is then given by:
T (g)BRµν(x) =
〈
T̂ (g)BRµν(x)
〉
=
〈
F̂µ
ρ(x)F̂ρν(x) +
1
4
ηµνF̂ρσ(x)F̂
ρσ(x)
〉
=
〈[
∂xµÂ
ρ(x)− ∂ρxÂµ(x)
][
∂xρÂν(x)− ∂xνÂρ(x)
]
+
1
4
ηµν
[
∂xρÂσ(x)− ∂xσÂρ(x)
][
∂ρxÂ
σ(x)− ∂σx Âρ(x)
]〉
= ∂xµ∂xρF
(g)ρ
ν(x, x)− ∂xµ∂xνF (g)ρρ(x, x)− ∂ρx∂xρF (g)µν (x, x′) + ∂ρx∂xνF (g)µρ (x, x)
+
1
2
ηµν
[
∂xρ∂
ρ
xF
(g)
σ
σ(x, x)− ∂xρ∂σxF (g)σρ(x, x)
]
= ∂xµ∂
ρ
xF
(g)
ρν (x, x)− ∂xµ∂xνF (g)ρρ(x, x)− ∂ρx∂xρF (g)µν (x, x) + ∂ρx∂xνF (g)µρ (x, x)
+
1
2
ηµν
[
∂xρ∂
ρ
xF
(g)
σ
σ(x, x)− ∂ρx∂σxF (g)σρ (x, x)
]
. (B.34)
Since the statistical function is evaluated at equal spacetime points, this expression is ill-
deﬁned as it stands and therefore has to be regularized. We hence apply the point-splitting
procedure (B.24) and obtain:
T (g)
BRµν(x)
=
1
2
〈
Fˆµ
ρ(x)Fˆρν(x
′) +
1
4
ηµνFˆρσ(x)Fˆ
ρσ(x′) + Fˆµ
ρ(x′)Fˆρν(x) +
1
4
ηµνFˆρσ(x
′)Fˆ ρσ(x)
〉∣∣∣∣∣
x′=x
=
1
2
{
∂xµ∂
ρ
x′F
(g)
ρν (x, x
′) + ∂x′µ∂
ρ
xF
(g)
νρ (x, x
′)− ∂xµ∂x′νF (g)ρρ(x, x′)− ∂x′µ∂xνF (g)ρρ(x, x′)
16Only in this section we use hats to indicate operators.
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− ∂xρ∂ρx′F (g)µν (x, x′)− ∂x′ρ∂ρxF (g)νµ (x, x′) + ∂ρx∂x′νF (g)µρ (x, x′) + ∂ρx′∂xνF (g)ρµ (x, x′)
+
1
2
ηµν
[
∂xρ∂
ρ
x′F
(g)σ
σ(x, x
′) + ∂x′ρ∂
ρ
xF
(g)σ
σ(x, x
′)− ∂ρx∂σx′F (g)σρ (x, x′)− ∂ρx′∂σxF (g)ρσ (x, x′)
]}∣∣∣∣∣
x′=x
=
1
2
{
ηµν
[
∂xρ∂
ρ
x′F
(g)σ
σ(x, x
′)− ∂ρx∂σx′F (g)σρ (x, x′)
]
− ∂xρ∂ρx′
[
F (g)µν (x, x
′) + F (g)νµ (x, x
′)
]
−
(
∂xµ∂x′ν + ∂xν∂x′µ
)
F (g)ρρ(x, x
′)
+ ∂xµ∂
ρ
x′F
(g)
ρν (x, x
′) + ∂xν∂
ρ
x′F
(g)
ρµ (x, x
′) + ∂ρx∂x′µF
(g)
νρ (x, x
′) + ∂ρx∂x′νF
(g)
µρ (x, x
′)
}∣∣∣∣∣
x′=x
= T (g)physµν (x) , (B.35)
so the Belinfante–Rosenfeld energy-momentum tensor constructed from the canonical energy-
momentum tensor with the given point-splitting procedure yields the same result as Eq. (B.31)
obtained by varying the 2Pi eﬀective action.
Energy Density The energy density is then given by:
T (g)phys00 (x) =
1
2
[
−∂xi∂ix′F (g)00 (x, x′)− (∂0x∂0x′ − ∂xj∂jx′)F (g)ii(x, x′)− ∂ix∂jx′F (g)ji (x, x′)
+ ∂0x∂
i
x′F
(g)
i0 (x, x
′) + ∂ix∂
0
x′F
(g)
0i (x, x
′)
]∣∣∣∣
x′=x
,
or in terms of the isotropic components:17
ε(g)phys(t)
= −1
2
∫
p
{(
∂
∂t
∂
∂t′
+ p2
)[
2F (g)T (t, t
′; p) + F (g)L (t, t
′; p)
]
− p2
[
F (g)S (t, t
′; p) + F (g)L (t, t
′; p)
]
− p
[
∂
∂t
F˜ (g)V1 (t, t
′; p)− ∂
∂t′
F˜ (g)V2 (t, t
′; p)
]}∣∣∣∣∣
t′=t
. (B.36)
17If the Ward identity could be applied, we could simplify the expression by subtracting
∂µx∂
ν
x′F
(g)
µν (x, x′) = 0, or in terms of isotropic components:
∂
∂t
∂
∂t′
F (g)S (t, t
′; p) + p
[
∂
∂t
F˜ (g)V2 (t, t
′; p)− ∂
∂t′
F˜ (g)V1 (t, t
′; p)
]
− p2F (g)L (t, t′; p) = 0 ,
from the energy density to obtain:
ε(g)phys(t) =
1
2
∫
p
{(
∂
∂t
∂
∂t′
+ p2
)[
F (g)S (t, t
′; p)− 2F (g)T (t, t′; p)− F (g)L (t, t′; p)
]
+ p
(
∂
∂t
− ∂
∂t′
)[
F˜ (g)V1 (t, t
′; p) + F˜ (g)V2 (t, t
′; p)
]}∣∣∣∣
t′=t
.
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For a free photon gas, we obtain:
ε(g)phys0 =
∫
p
(
∂
∂t
∂
∂t′
+ p2
)
F (g)
T
(t, t′; p)
∣∣∣∣∣
t′=t
= 2
∫
p
p
[
1
2
+ n(g)(p)
]
=
1
π2
∫ ∞
0
dp p3
[
1
2
+ n(g)(p)
]
. (B.37)
The energy density of a free photon gas is of course time-independent and depends on the
photon distribution n(g). For some common distribution functions we have:
• Vacuum: n(g)(p) = 0:
ε(g)0,vac = lim
Λ→∞
Λ4
8π2
→∞.
The vacuum energy density diverges. If, however, a ﬁnite momentum cutoﬀ Λ is
introduced, the result becomes ﬁnite and depends on a single parameter, the cutoﬀ.
This then resembles a cosmological constant.
• Thermal equilibrium: n(g)(p) = nBE(p) = 1
/(
ep/T −1
)
:
ε(g)0,therm = ε
(g)
0,vac +
π2T 4
15
.
Thermal equilibrium depends on a single parameter, the temperature T , and is the
energy density of a free boson gas with a degeneracy factor of two, corresponding to
the two spin states of the photon.
• Gaussian or “tsunami”: n(g)(p) = nGauss(p) = A exp(−(p− p)2/(2σ2)):
ε(g)0,Gauss
= ε(g)0,vac +
Aσ
2π2
{√
2π p (p2 + 3σ2)
[
1 + erf
(
p√
2 σ
)]
+ 2σ (p2 + 2σ2) e−p
2/(2σ2)
}
.
It depends on three parameters, the amplitude A, the mean p, and the width σ.
• Homogeneous “stream”: n(g)(p) = nstream(p) = p0 δ(p− p):
ε(g)0,stream = ε
(g)
0,vac +
p0 p
3
π2
.
It depends on two parameters, the momentum p0 and the stream momentum p.
Pressure Density Since the photon part of the energy-momentum tensor is conformal,
the pressure density is just one third of the energy density, i. e.
p(g)phys(t) =
1
3
ε(g)phys(t) . (B.38)
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B.4.6 Fermion Part
We have:18
− i Tr(S−10 S) = − i
∫
y,z
√
−g(y)
√
−g(z) tr
(
S−10 (y, z)S(z, y)
)
= −
∫
y,z
√
−g(y)
√
−g(z) tr
({[
i γρ(y) ∂yσ −m(f)
]
δ4(y − z)
}
S(z, y)
)
= −
∫
y,z
√
−g(y)
√
−g(z) δ4(y − z) tr
([
− i γρ(y) ∂yρ −m(f)
]
S(z, y)
)
=
∫
z
√
−g(z) tr
([
i γρ(y) ∂z′ρ +m
(f)
]
S(z, z′)
)∣∣∣∣
z′=z
.
Note that, as for the photons, the ﬁrst term of the fermionic part of the eﬀective action does
not contribute to the energy density since it is independent of the metric. Further note
that, since the derivative in the free inverse fermion propagator acts on a delta distribution,
we integrated by parts so that the derivative acts on the full fermion propagator and the
delta distribution can be used to solve one of the integrals.
Note that the gamma matrices depend on spacetime when the metric does, which
follows from the deﬁnition of their Cliﬀord algebra, given by{
γµ(x), γν(x)
}
= 2gµν(x) . (B.39)
It follows that the gamma matrices depend in a nontrivial way on the metric.19 Its depen-
dence can be found by making the following ansatz for the variation of the metric [Sor77]:
δγµ(x) = Aµν(x)γ
ν(x) ,
18Note that to be precise, one has to replace the derivative ∂µ by the covariant derivative ∇µ. The
covariant derivative depends on a connection, whose variation with respect to the metric does not vanish
in general. However, it turns out that the result of varying the connection with respect to the metric
results in derivatives of gamma matrices [Sor77], which vanish in Minkowski spacetime. One can therefore
ignore the contribution of the connection and just work with the usual derivative in the first place.
19Gamma matrices can only be defined in a flat spacetime. In order to formulate fermionic theories in a
general spacetime, it is necessary to introduce tetrad (or vierbein) fields eµa(x). It is them which depend on
spacetime, and by contracting them with the gamma matrices, we obtain “effectively” spacetime dependent
gamma matrices γµ(x) = γaeµa(x). It then follows that{
γµ(x), γν(y)
}
=
{
e
µ
a(x)γ
a, eνb (x)γ
b
}
= eµa(x)e
ν
b (x){γa, γb} = 2eµa(x)eνb (x)ηab = 2gµν(x) .
The tetrads also depend nontrivially on the metric since gµν = e
a
µe
b
νηab. From δgµν =
[
(δeaµ)e
b
ν +
e
a
µδe
b
ν
]
ηab = (δ
ρ
µδ
a
c e
b
ν + δ
ρ
νδ
b
ce
a
µ)δe
c
ρηab, so that
δgµν
δecρ
= (δρµδ
a
c e
b
ν + δ
ρ
νδ
b
ce
a
µ)ηab = δ
ρ
µe
b
νηcb + δ
ρ
νe
a
µηac = δ
ρ
µeνc + δ
ρ
νηµc .
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i. e. by assuming that the variation of the gamma matrices is linear. Then:
2δgµν(x) = δ
{
γµ(x), γν(x)
}
=
{
δγµ(x), γν(x)
}
+
{
γµ(x), δγν(x)
}
= Aµρ(x)
{
γρ(x), γν(x)
}
+ Aνρ(x)
{
γµ(x), γρ(x)
}
= 2Aµρ(x)g
ρν(x) + 2Aνρ(x)g
µρ(x)
= 2
[
Aµν(x) + Aνµ(x)
]
,
so that
δgµν(x) = Aµν(x) + Aνµ(x) .
Further assuming that Aµν is symmetric, it follows that20
δγµ(x) =
1
2
δgµν(x)γ
ν(x) .
It can then easily be seen that with
δγρ(y)
δgµν(x)
=
1
4
[
δρµγν(y) + δ
ρ
νγµ(y)
]
δ4(y − x) ,
one obtains
δ
δgµν(x)
{
γρ(y), γσ(y)}
=
δγρ(y)
δgµν(x)
γσ(y) + γρ(y)
δγσ(y)
δgµν(x)
+
δγσ(y)
δgµν(x)
γρ(y) + γσ(y)
δγρ(y)
δgµν(x)
=
1
4
{ [
δρµγν(y) + δ
ρ
νγµ(y)
]
γσ(y) + γρ(y)
[
δσµγν(y) + δ
σ
ν γµ(y)
]
+
[
δσµγν(y) + δ
σ
ν γµ(y)
]
γρ(y) + γσ(y)
[
δρµγν(y) + δ
ρ
νγµ(y)
]}
δ4(y − x)
=
1
4
[
δρµ
{
γν(y), γ
σ(y)
}
+ δρν
{
γµ(y), γ
σ(y)
}
+ δσµ
{
γρ(y), γν(y)
}
+ δρν
{
γρ(y), γµ(y)
}]
δ4(y − x)
=
1
2
(
δρµδ
σ
ν + δ
ρ
νδ
σ
µ + δ
σ
µδ
ρ
ν + δ
σ
ν δ
ρ
µ
)
δ4(y − x)
=
(
δρµδ
σ
ν + δ
σ
µδ
ρ
ν
)
δ4(y − x)
= 2
δgρσ(y)
δgµν(x)
.
20Another way to derive the variation of the gamma matrices is to work in the tetrad formalism. We
then have gµν = e
a
µe
b
νηab, i. e.
{
γµ, γν
}
= 2eaµe
b
νηab and thus, by doing the same steps as in the main
text,
[
(δeµa)e
ν
b + e
µ
aδe
ν
b
]
ηab = Aµν + Aνµ, so that we can set (δeµa)e
ν
b η
ab = Aµν . It then follows that
δγµ = (δeµa)ebνη
abγν and δgµν =
[
(δeaµ)e
b
ν + e
a
µδe
b
ν
]
ηab = Aµν +Aνµ.
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It then follows that
δΓ(f)[S, g]
δgµν(x)
=
1
2
∫
z
√
−g(z) δ4(z − x)
{
−gµν(z) tr
([
i γρ(z′)∂z′ρ +m
(f)
]
S(z, z′)
)
+
i
2
tr
([
γν(z
′)∂z′µ + γµ(z
′)∂z′ν
]
S(z, z′)
)}∣∣∣∣∣
z′=z
=
1
2
{
−gµν(x) tr
([
i γρ(z′)∂x′ρ +m
(f)
]
S(x, x′)
)
+
i
2
tr
([
γν(x)∂x′µ + γµ∂x′ν
]
S(x, x′)
)}∣∣∣∣∣
x′=x
= 2
{
−gµν(x)
[
i ∂x′ρF
(f)
V
ρ(x, x′) +m(f)F (f)S (x, x
′)
]
+
i
2
[
∂x′µF
(f)
V
ν(x, x′) + ∂x′νF
(f)
V
µ(x, x′)
]}∣∣∣∣∣
x′=x
,
so that
T (f)µν(x)
= 2
δΓ(f)[S, g]
δgµν(x)
∣∣∣∣∣
gµν(x)=ηµν
= 4
{
−ηµν
[
i ∂x′ρF
(f)
V
ρ(x, x′) +m(f)F (f)S (x, x
′)
]
+
i
2
[
∂x′µF
(f)
V ν(x, x
′) + ∂x′νF
(f)
V µ(x, x
′)
]}∣∣∣∣∣
x′=x
.
(B.40)
Energy Density We have:
ε(f)(t) = −4
∫
p
[
m(f)F (f)
S
(t, t; p) + p F (f)
V
(t, t; p)
]
. (B.41)
For a free gas of fermions, we obtain:
ε(f)0 = −4
∫
p
√
p2 +m(f)2
[
1
2
− n(f)
(√
p2 +m(f)2
)]
= − 2
π2
∫ ∞
0
dp p2
√
p2 +m(f)2
[
1
2
− n(f)
(√
p2 +m(f)2
)]
. (B.42)
The energy density of a free fermion gas is time independent and depends on the fermion
distribution n(f)(p). We have:
• Vacuum: n(f)(p) = 0:
ε(f)0,vac = − lim
Λ→∞
1
8π2
[
Λ
√
Λ2 +m(f)2 (2Λ2 +m(f)2) +m(f)4 ln
(
m(f)
Λ +
√
Λ2 +m(f)2
)]
= − lim
Λ→∞
Λ4
4π2
→ −∞ .
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The vacuum energy density does not depend on any parameter and diverges. If,
however, a ﬁnite momentum cutoﬀ Λ is introduced in order to obtain a ﬁnite result,
it depends on the single parameter Λ and resembles a cosmological constant.
For a massless free fermion gas, we obtain:
ε(f)0,vac
∣∣∣
m(f)=0
= − Λ
4
4π2
.
Note that the fermions contribute negatively to the vacuum energy density.
• Thermal equilibrium: n(f)(p) = nFD
(√
p2 +m(f)2
)
= 1
/(
e
√
p2+m(f)2/T + 1
)
. The
energy density cannot be found analytically in the massive case; for a massless free
fermion gas with n(f)(p) = nFD(p) = 1/(ep/T +1), we obtain:
ε(f)0,therm
∣∣∣
m(f)=0
= ε(f)0,vac
∣∣∣
m(f)=0
+
7π2T 4
60
.
Thermal equilibrium depends on a single parameter, the temperature T . This is
the expected result for a free gas of massless fermions with a degeneracy of four,
corresponding to the two spin states, and particle and antiparticle.
Note that the energy density of a free massless Qed plasma at temperature T is then
given by:
ε(g)0,therm + ε
(f)
0,therm
∣∣∣
m(f)=0
=
11π2T 4
60
− lim
Λ→∞
Λ4
8π2
.
• Gaussian or “tsunami”: n(f)(p) = nGauss(p) = A exp(−(p − p0)2/(2σ2)). The energy
density cannot be found analytically in the massive case; for a massless free fermion
gas, we obtain:
ε(f)0,Gauss
∣∣∣
m(f)=0
= ε(f)0,vac
∣∣∣
m(f)=0
+
Aσ
π2
{√
2π p0 (p
2
0 + 3σ
2)
[
1 + erf
(
p0√
2 σ
)]
+ 2σ (p20 + 2σ
2) e−p
2
0/(2σ
2)
}
.
It depends on three parameters, the amplitude A, the mean p0, and the width σ.
• Homogeneous “stream”: n(f)(p) = nstream(p) = p0 δ(p− p)
ε(f)0,stream = ε
(f)
0,vac +
2p0 p
√
p2 +m(f)2
π2
.
It depends on two parameters, p0 and the stream momentum p0.
Pressure Density We have:
T (f)ii(x) = −4
{
−3
[
i ∂x′µF
(f)
V (x, x
′) +m(f)F (f)S (x, x
′)
]
+ i ∂x′iF
(f)
V
i(x, x′)
}∣∣∣∣∣
x′=x
= −4
[
i ∂x′iF
(f)
V
i(x, x′)− 3I (f)
(F)S
(x, x′)
]∣∣∣∣
x′=x
, (B.43)
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where we have inserted the Dirac conjugate fermion Eom21, so that
p(f)(t) = −4
∫
p
[
p F (f)
V
(t, t; p)− 3I (f)
(F)S
(t, t; p)
]
. (B.44)
B.4.7 Interaction Part
First note that the (two-loop) 2Pi part of the eﬀective action can be written equivalently
as
Γ2PI[S,D] =
i
2
Tr
(
ΣS
)
=
i
2
∫
x,y
tr
(
Σ(x, y)S(y, x)
)
=
1
2
∫
x
tr
(
I (f)(x, x)
)
= 2
∫
x
I (f)
S
(x, x)
(B.45)
or as22
Γ2PI[S,D] = − i
2
Tr
(
ΠD
)
= − i
2
∫
x,y
Πµν(x, y)Dνµ(y, x) = −1
2
∫
x
I (g)µµ(x, x) . (B.46)
Both expressions can in principle be used to derive the interaction part of the energy-
momentum tensor. Here we have to be careful with dependencies on the metric, which are
(apart from the integral measures) “hidden” in the self-energies (i. e. are not explicit in
the above expressions). Further, gamma matrices, which also depend in a nontrivial way
on the metric, are hidden in the self-energies as well.
21The fermion Eom for the statistical function reads:(
i γµ∂xµ −m(f)
)
F (f)(x, y) = I(f)(F)(x, y) .
It follows by hermitean conjugation:[(
i γµ∂xµ −m(f)
)
F (f)(x, y)
]†
= I(f)(F)(x, y)
†
⇔− i ∂xµF (f)(x, y)†γµ† −m(f)F (f)(x, y)† = I(f)(F)(x, y)†
⇔− i γ0∂xµF (f)(y, x)γ0γ0γµγ0 −m(f)γ0F (f)(y, x)γ0 = I(f)(F)(x, y)†
⇔−
[
i ∂xµF
(f)(y, x)γµ +m(f)F (f)(y, x)
]
= γ0I(f)(F)(x, y)
†γ0
⇔−
[
i ∂yµF
(f)(x, y)γµ +m(f)F (f)(x, y)
]
= γ0I(f)(F)(y, x)
†γ0
where in the last step we have interchanged the arguments. Taking the trace of this equation, we obtain:
i ∂yµF
(f)
V
µ(x, y) +m(f)F (f)S (x, y) = −I(f)(F)S(y, x) ,
where we have used that the scalar component of the memory integral is real. It finally follows that[
i ∂yµF
(f)
V
µ(x, y) +m(f)F (f)S (x, y)
]∣∣∣
y=x
= −I(f)(F)S(x, y)
∣∣
y=x
.
22Note that Πµν(x, y)Dνµ(y, x) = Π
µν(x, y)Dµν(x, y).
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We will ﬁrst show that both expressions yield the same result. In order to do so, we
have to show that
tr
(
δΣ(y, x)
δgµν(x)
S(y, x)
)
= −δΠ
ρσ(y, z)
δgµν(x)
Dσρ(z, y) .
With
Πρσ(y, z) = e2 tr
(
γρ(y)S(y, z)γσ(z)S(z, y)
)
,
we have:
δΠρσ(y, z)
δgµν(x)
=
e2
4
tr
( [
δρµγν(y) + δ
ρ
νγµ(y)
]
S(y, z)γσ(z)S(z, y)δ4(y − x)
+ γρ(y)S(y, z)
[
δσµγν(z) + δ
σ
ν γµ(z)
]
S(z, y)δ4(z − x)
)
=
1
4
{[
δρµΠν
σ(y, z) + δρνΠµ
σ(y, z)
]
δ4(y − x) +
[
δσµΠ
ρ
ν(y, z) + δ
σ
νΠ
ρ
µ(y, z)
]
δ4(z − x)
}
,
so that
δΠρσ(y, z)
δgµν(x)
Dσρ(y, z) =
1
4
{ [
Πν
ρ(y, z)Dρµ(z, y) + Πµ
ρ(y, z)Dρν(z, y)
]
δ4(y − x)
+
[
Πρν(y, z)Dµρ(z, y) + Π
ρ
µ(y, z)Dνρ(z, y)
]
δ4(z − x)
}
,
and
−δΣ(y, z)
δgµν(x)
=
e2
4
{ [
δρµγν(y) + δ
ρ
νγµ(y)
]
δ4(y − x)S(y, z)γσ(z)Dρσ(y, z)
+ γρ(y)S(y, z)
[
δσµγν(z) + δ
σ
ν γµ(z)
]
δ4(z − x)Dρσ(y, z)
}
,
so that
− tr
(
δΣ(y, z)
δgµν(x)
S(z, y)
)
=
e2
4
{ [
δρµγν(y) + δ
ρ
νγµ(y)
]
S(y, z)γσ(z)S(z, y)Dρσ(y, z)δ
4(y − x)
+ γρ(y)S(y, z)
[
δσµγν(z) + δ
σ
ν γµ(z)
]
S(z, y)Dρσ(y, z)δ
4(z − x)
}
=
1
4
{ [
Πν
ρ(y, z)Dµρ(y, z) + Πµ
ρ(y, z)Dνρ(y, z)
]
δ4(y − x)
+
[
Πρν(y, z)Dρµ(y, z) + Π
ρ
µ(y, z)Dρν(y, z)
]
δ4(z − x)
}
,
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i. e. both expressions yield the same interaction energy-momentum tensor.
Expressing the interaction part through the photon propagator and self-energy, we
have:
Γ2PI[S,D, g] = − i
2
∫
y,z
√
−g(y)
√
−g(z) Πρσ(y, z)Dσρ(z, y) .
We then obtain:
δΓ2PI[S,D, g]
δgµν(x)
= − i
2
∫
y,z
√
−g(y)
√
−g(z)
·
{
−1
2
[
gµν(y)δ
4(y − x) + gµν(z)δ4(z − x)
]
Πρσ(y, z)Dσρ(z, y)
+
δΠρσ(y, z)
δgµν(x)
Dσρ(z, y)
}
= − i
2
∫
y,z
√
−g(y)
√
−g(z) δ4(y − x)
·
{
−1
2
gµν(y)Π
ρσ(y, z)Dσρ(z, y) +
1
4
[
Πν
ρ(y, z)Dρµ(z, y) + Πµ
ρ(y, z)Dρν(z, y)
]}
− i
2
∫
y,z
√
−g(y)
√
−g(z) δ4(z − x)
·
{
−1
2
gµν(z)Π
ρσ(y, z)Dσρ(z, y) +
1
4
[
Πρν(y, z)Dµρ(z, y) + Π
ρ
µ(y, z)Dνρ(z, y)
]}
=
i
4
∫
z
√
−g(z)
{
gµν(x)Π
ρσ(x, z)Dσρ(z, x)− 1
2
[
Πν
ρ(x, z)Dρµ(z, x) + Πµ
ρ(x, z)Dρν(z, x)
}
+
i
4
∫
y
√
−g(y)
{
gµν(x)Π
ρσ(y, x)Dσρ(x, y)− 1
2
[
Πρν(y, x)Dµρ(x, y) + Π
ρ
µ(y, x)Dνρ(x, y)
}
=
i
2
∫
y
√
−g(y)
{
gµν(x)Π
ρσ(x, y)Dσρ(y, x)− 1
2
[
Πµ
ρ(x, y)Dρν(y, x) + Πν
ρ(x, y)Dρµ(y, x)
}
=
1
2
{
gµν(x)I
(g)ρ
ρ(x, x)− 1
2
[
I (g)µν (x, x) + I
(g)
νµ(x, x)
]}
,
so that
T (int)µν (x) = 2
δΓ2PI[S,D, g]
δgµν(x)
∣∣∣∣∣
gµν(x)=ηµν
= ηµνI
(g)
(F)
ρ
ρ(x, x)− 1
2
[
I (g)
(F)µν(x, x)+I
(g)
(F)νµ(x, x)
]
(B.47)
with
I (g)
(F)µν(x, x) =
∫
d3y
∫ x0
0
dy0
[
Π(ρ)µ
ρ(x, y)F (g)ρν (y, x)− Π(F )µρ(x, y)ρ(g)ρν(y, x)
]
. (B.48)
Note that
T (int)µµ(x) = 3I
(g)
(F)
µ
µ(x, x) = −12I (f)S (x, x) ,
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i. e. the interaction is conformal if the scalar component of the statistical part of the
fermion memory integral vanishes, which is the case for massless fermions.
Energy Density The interaction energy density is then given by:
ε(int)(t) = −
∫
p
[
2I (g)
(F)T
(t, t; p) + I (g)
(F)L
(t, t; p)
]
. (B.49)
Pressure Density The pressure density reads:
p(int)(t) =
∫
p
{
3I (g)
(F)S
(t, t; p)− 2
[
2I (g)
(F)T
(t, t; p) + I (g)
(F)L
(t, t; p)
]}
. (B.50)
Appendix C
Generalized Convolutions
In this appendix, we will deﬁne generalized convolutions. In contrast to the standard
convolution, the generalized convolutions include certain angle-dependent prefactors which
appear in the convolutions due to the tensor structure of the propagators entering the self-
energies. It is not necessary to deﬁne such generalized convolutions, but turns out be very
practical as an abstraction.
The importance lies in fact more in the possibility to accordingly deﬁne generalized
convolution theorems in a manner similar to the convolution theorem for the standard
convolution. In spite of the possibly complicated tensor structure of the integrands in the
self-energies, this then allows for a much simpler expression of the self-energies in terms of
generalized convolutions.
In order to distinguish the convolution as it is commonly known from the generalized
convolutions we are about to deﬁne, we will usually denote the known convolution as
standard convolution.
The Standard Convolution
We are usually interested in functions whose arguments are spatial vectors, and integrals
over these functions are over the volume. If the functions are scalar-valued, they may only
depend on the modulus of the spatial momentum due to the assumption of spatial isotropy.
Given two such functions f1 and f2, the (standard) convolution g = f1 ∗f2 is deﬁned as
g(|p|) = (f1 ∗ f2)(|p|) =
∫
q
f1(|q|) f2(|p− q|) . (C.1)
Note that, in contrast to the convolution of two functions deﬁned on the real line (i. e.
which are one-dimensional), there is an angular dependency in our case in the argument
of f2. In fact, one has∫
q
f1(|q|)f2(|p− q|) = 1
4π2
∫ ∞
0
dq q2f1(q)
∫ 1
−1
dx f2
(√
p2 + q2 − 2 p q x
)
=
1
4π2 p
∫ ∞
0
dq q f1(q)
∫ p+q
|p−q|
dk k f2(k) (C.2)
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with x = cos(θ) = p · q/(|p||q|) ∈ [−1; 1], where θ is the angle formed by p and q, and
k =
√
p2 + q2 − 2 p q x = |p− q| ∈ [|p− q|; p+ q] ⊂ [0,∞].1
The Standard Convolution Theorem
Given two isotropic functions f1 and f2, their convolution g = f1 ∗ f2 is given by:
g(|p|) = (f1 ∗ f2)(|p|)
=
∫
q
f1(|q|) f2(|p− q|)
=
∫
q
∫
k
f1(|q|) f2(|k|) δ3
(
k − (p− q)
)
=
∫
x
∫
q
∫
k
f1(|q|) f2(|k|) e− ix·[k−(p−q)]
=
∫
x
[∫
q
f1(|q|) e− i q·x
] [∫
k
f2(|k|) e− i k·x
]
eip·x . (C.3)
This is the standard convolution theorem: The Fourier transform of the convolution of two
functions is equal to the product of the Fourier transforms of the two functions. This is the
only kind of convolution which appears in the self-energies of scalar theories. In theories
with a nontrivial spatial tensor structure like gauge theories, however, one encounters more
complicated types of convolutions which we will discuss in the following.
C.1 Generalized Convolution Theorems
Generalized Convolutions
A generalized convolution of type A, g, of two scalar functions f1 and f2 is of the form
g(|p|) = (f1 ∗A f2)(|p|)
=
∫
q
αA(|p|, |q|, |p− q|) f1(|q|)f2(|p− q|)
=
1
4π2
∫ ∞
0
dq q2f1(q)
∫ 1
−1
dxαS
(
p, q,
√
p2 + q2 − 2 p q x
)
f2
(√
p2 + q2 − 2 p q x
)
=
1
4π2 p
∫ ∞
0
dq q f1(q)
∫ p+q
|p−q|
dk k αS(p, q, k) f2(k) , (C.4)
where αA is a prefactor which depends in particular on the angle between the vectors p
and q. Note that the standard convolution is obtained in the special case that this function
is unity (and hence in particular independent of the angle). Note that, since the integrand
is still a scalar, the generalized convolution depends only on the modulus of p, just as for
the standard convolution.
1For a finite spatial momentum cutoff Λ, one has p, q ∈ [0,Λ], so that [|p− q|; p+ q] ⊂ [0, 2Λ].
156 C. Generalized Convolutions
The origin of such prefactors is the tensor structure of the integrand functions. For
instance, for two vector-valued functions f i1 and f
i
2, one can consider the convolution of
their contraction, i. e.
∫
q
f1i(q)f
i
2(p− q) =
∫
q
qi
|q| f1(|q|)
pi − qi
|p− q| f2(|p− q|)
= −
∫
q
q · (p− q)
|q||p− q| f1(|q|)f2(|p− q|) . (C.5)
Generalized Convolution Theorems
The problem remains of how to cope with the angle-dependent prefactors. In the end,
we would like to formulate generalized convolution theorems in analogy to the standard
convolution theorem. Since in the numerical implementation, however, we work on an
isotropic grid (see App. E), it is not clear what to do with the angle-dependent prefactors
since on our grid there is no notion of “angle”. Fortunately, however, it turns out that one
can do without ever making use of the angle if one is only interested in the convolution.2
Rewriting Prefactors with Angular Dependencies Our goal is to bring the integral
which deﬁnes the respective generalized convolution into a form in which there is no longer
an explicit dependence on the angle. This can be achieved by employing polarization
identities in order to rewrite the angle-dependent prefactors. We have, for instance,
p · q =
1
2
p2 +
1
2
q2 − 1
2
(p− q)2 .
It immediately follows that
p · (p− q) = 1
2
(p− q)2 + 1
2
p2 − 1
2
q2 , q · (p− q) = 1
2
p2 − 1
2
q2 − 1
2
(p− q)2 ,
so that
(p · q)p · (p− q) = 1
4
[
p2 + q2 − (p− q)2
][
(p− q)2 + p2 − q2
]
=
1
4
{
p2 +
[
q2 − (p− q)2
]}{
p2 −
[
q2 − (p− q)2
]}
=
1
4
{
p4 −
[
q2 − (p− q)2
]2}
=
1
4
[
p4 − q4 + 2 q2(p− q)2 − (p− q)4
]
.
2Actually, it must be possible to do the necessary calculations without resorting to angles due to our
assumption of isotropy.
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For instance, for a vector-valued function f i1 and a scalar-valued function f2, we then
have:
g1(|p|) = − pi|p| (f
i
1 ∗ f2)(|p|)
= − pi|p|
∫
q
f i1(q) f2(p− q)
=
∫
q
p · q
|p||q| f1V(|q|)f2S(|p− q|)
= −1
2
∫
q
(p− q)2 − p2 − q2
|p||q| f1V(|q|) f2S(|p− q|)
= −1
2
∫
q
∫
k
k2 − p2 − q2
|p||q| f1V(|q|) f2S(|k|) δ
3
(
k − (p− q)
)
= −1
2
∫
x
∫
q
∫
k
k2 − p2 − q2
|p||q| f1V(|q|) f2S(|k|) e
− ix·(k−p+q)
=
1
2
∫
x
 |p|
[∫
q
1
|q| f1V(|q|) e
− i q·x
] [∫
k
f2S(|k|) e− i k·x
]
+
1
|p|
[∫
q
|q| f1V(|q|) e− i q·x
] [∫
k
f2S(|k|) e− ik·x
]
− 1|p|
[∫
q
1
|q| f1V(|q|) e
− i q·x
] [∫
k
|k|2 f2S(|k|) e− i k·x
] ei p·x . (C.6)
Similarly, one obtains:
g2(|p|) = − pi|p| (f2 ∗ f
i
1)(|p|) =
∫
q
p · (p− q)
|p||p− q| f2S(|q|)f1V(|p− q|) = . . . = g1(|p|) (C.7)
(where we left out some steps which work in complete analogy to the previous calculation),
since the convolution is commutative. Note that the angular dependence is eﬀectively
integrated out.
The following structures (which are all scalars under spatial rotations) occur:
f(q) g(p− q) = αSS(|p|, |q|, |p− q|) fS(|q|) gS(|p− q|) ,
fi(q) g
i(p− q) = −αVV1(|p|, |q|, |p− q|) fV(|q|) gV(|p− q|) ,
pi
|p| f
i(q) g(p− q) = −αVS(|p|, |q|, |p− q|) fV(|q|) gS(|p− q|) ,
pi
|p| f(q) g
i(p− q) = −αSV(|p|, |q|, |p− q|) fS(|q|) gV(|p− q|) ,
pi
|p| f
ij(q) gj(p− q) = αTV(|p|, |q|, |p− q|) fL(|q|) gV(|p− q|) ,
pi
|p| fj(q) g
ji(p− q) = αVT(|p|, |q|, |p− q|) fV(|q|) gL(|p− q|) ,
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pi pj
p2
f i(q) gj(p− q) = αVV2(|p|, |q|, |p− q|) fV(|q|) gV(|p− q|)
with the angular-dependent prefactors
αSS(|p|, |q|, |p− q|) = 1 , (C.8a)
αVV1(|p|, |q|, |p− q|) =
q · (p− q)
|q||p− q| , (C.8b)
αVS(|p|, |q|, |p− q|) = p · q|p||q| , (C.8c)
αSV(|p|, |q|, |p− q|) = p · (p− q)|p||p− q| , (C.8d)
αTV(|p|, |q|, |p− q|) = p · q|p||q|
q · (p− q)
|q||p− q| , (C.8e)
αVT(|p|, |q|, |p− q|) = p · (p− q)|p||p− q|
q · (p− q)
|q||p− q| , (C.8f)
αVV2(|p|, |q|, |p− q|) =
p · (p− q)
|p||p− q|
p · q
|p||q| (C.8g)
determining the type of generalized convolution. We will refer to them respectively as the
scalar-scalar (standard), type 1 vector-vector, vector-scalar, scalar-vector, tensor-vector,
vector-tensor, and type 2 vector-vector convolutions.3
Note that there is no contraction of two tensorial quantities (like fij(q)gij(p − q) or
fik(q)g
kj(p−q)) since only the photon propagator contains a tensorial structure. However,
there are no products of two or more photon propagators in the one-loop self-energies.
By applying the polarization identities mentioned above, we obtain the following for-
mula for the generalized convolution of type A ∈ {SS,VV1,VS, SV,TV,VT,VV2}:
f ∗A g :=
∑
(α,(ℓ,m,n))∈A
α idℓF
(
F−1(idmf)F−1(idng)
)
(C.9)
with the identity function id (so that id(p) = p), (α, (ℓ,m, n)) ∈ Q × Z3, and A ∈
{SS,VV1,VS,SV , T V,VT ,VV2} with
SS =
{
(1, (0, 0, 0))
}
,
VV1 =
{
(1/2, (2,−1,−1)), (−1/2, (0, 1,−1)), (−1/2, (0,−1, 1))
}
,
VS =
{
(1/2, (1,−1, 0)), (1/2, (−1, 1, 0)), (−1/2, (−1,−1, 2))
}
,
SV =
{
(1/2, (1, 0,−1)), (1/2, (−1, 0, 1)), (−1/2, (−1, 2,−1))
}
,
3The nomenclature of the different types of generalized convolutions is chosen such that the tensorial
structure of the two quantities which are convolved is indicated, as is easily seen in Eqs. (C.8). For instance,
in the vector-scalar convolution, one of the arguments is a vectorial quantity, while the other one is a scalar
quantity.
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T V =
{
(1/4, (3,−2,−1)), (−1/4, (−1, 2,−1)), (1/4, (−1,−2, 3)), (−1/2, (1,−2, 1))
}
,
VT =
{
(1/4, (3,−1,−2)), (−1/4, (−1,−1, 2)), (1/4, (−1, 3,−2)), (−1/2, (1, 1,−2))
}
,
VV2 =
{
(1/4, (2,−1,−1)), (−1/4, (−2, 3,−1)), (1/2, (−2, 1, 1)), (−1/4, (−2,−1, 3))
}
.
Explicitly, the diﬀerent types of generalized convolutions read:
f ∗SS g = F
(
F−1(f)F−1(g)
)
= g ∗SS f = f ∗ g , (C.10a)
f ∗VV1 g =
1
2
id2F
(
F−1(id−1f)F−1(id−1g)
)
− 1
2
F
(
F−1(idf)F−1(id−1g)
)
− 1
2
F
(
F−1(id−1f)F−1(id g)
)
= g ∗VV1 f , (C.10b)
f ∗VS g = 1
2
idF
(
F−1(id−1f)F−1(g)
)
+
1
2
id−1F
(
F−1(idf)F−1(g)
)
− id−1F
(
F−1(id−1f)F−1(id2g)
)
= g ∗SV f , (C.10c)
f ∗TV g = 1
4
id3F
(
F−1(id−2f)F−1(id−1g)
)
− 1
4
id−1F
(
F−1(id2f)F−1(id−1g)
)
+
1
4
id−1F
(
F−1(id−2f)F−1(id3g)
)
− 1
2
idF
(
F−1(id−2f)F−1(id g)
)
= g ∗VT f , (C.10d)
f ∗VV2 g =
1
4
id2F
(
F−1(id−1f)F−1(id−1 g)
)
− 1
4
id−2F
(
F−1(id3f)F−1(id−1g)
)
+
1
2
id−2F
(
F−1(id f)F−1(id g)
)
− 1
4
id−2F
(
F−1(id−1f)F−1(id3 g)
)
= g ∗VV2 f . (C.10e)
Note that, in contrast to the standard convolution, generalized convolutions do not com-
mute in general. If generalized convolutions commute can easily be checked by looking
at their representations in terms of tuples: A generalized convolution commutes if (and
only if) for each tuple (α, (ℓ,m, n)) (with n 6= m) in its representation, there is also the
tuple (α, (ℓ, n,m)). It follows that the scalar-scalar and type 2 vector-vector convolutions
commute (since the scalar-scalar convolution is the ordinary convolution, it is clear that
it commutes), while all others do not commute. However, some generalized convolutions
are not independent: One has f ∗SV g = g ∗VS f and f ∗VT g = g ∗TV f , since for those
two generalized convolutions, for each tuple (α, (ℓ,m, n)), the tuple (α, (ℓ, n,m)) is in the
representation of the respective other generalized convolution.
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C.2 Validity Check of the Generalized Convolution
Theorems
In order to check the correctness of the generalized convolution theorems, we can compare
the results to the results obtained by direct integration. We will do this for two diﬀerent
cases: In the ﬁrst case, we will consider the generalized convolution of two Gaussians,
which is ﬁnite, while in the second case, we will consider the generalized convolution of
two cosines, which diverges. These choices of the functions to be convolved are convenient
since in both cases the angular integrals can be solved exactly, so that only an integral
over the modulus of the spatial momentum remains.
With the prefactor αA(|p|, |q|, |p− q|) deﬁning the type of generalized convolution, we
have for an arbitrary generalized convolution of type A of two functions f1 and f2:
g(|p|) = (f1 ∗A f2)(|p|)
=
∫
q
αA(|p|, |q|, |p− q|) f1(|q|)f2(|p− q|)
=
1
4π2
∫ ∞
0
dq q2f1(q)
∫ 1
−1
dxαA
(
p, q,
√
p2 + q2 − 2 p q x
)
f2
(√
p2 + q2 − 2 p q x
)
=
1
4π2 p
∫ ∞
0
dq q f1(q)
∫ p+q
|p−q|
dk k αA(p, q, k) f2(k)︸ ︷︷ ︸
:=f˜2(p,q)
=
1
4π2 p
∫ ∞
0
dq q f1(q)f˜2(p, q)
= g(p) (C.11)
with
αS(p, q, k) = 1 ,
αVV1(p, q, k) =
p2 − q2 − k2
2 q k
,
αVS(p, q, k) =
p2 + q2 − k2
2 p q
,
αSV(p, q, k) =
p2 − q2 + k2
2 p k
,
αTV(p, q, k) =
(p2 − k2)2 − q4
4 p q2 k
= αVS(p, q, k)αVV1(p, q, k) ,
αVT(p, q, k) =
(p2 − q2)2 − k4
4 p q k2
= αVV1(p, q, k)αSV(p, q, k) ,
αVV2(p, q, k) =
p4 − (q2 − k2)2
4 p2 q k
= αVS(p, q, k)αSV(p, q, k) .
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It follows that
(f1 ∗A f2)(p) = 1
4π2
∑
(α,(ℓ,m,n))∈A
α pℓ−1
∫ ∞
0
dq qm+1f1(q)
∫ p+q
|p−q|
dk kn+1f2(k) , (C.12)
or explicitly:
(f1 ∗SS f2)(p) = 1
4π2 p
∫ ∞
0
dq q f1(q)
∫ p+q
|p−q|
dk k f2(k) , (C.13a)
(f1 ∗VV1 f2)(p) =
1
8π2
[
p
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk f2(k)− 1
p
∫ ∞
0
dq q2 f1(q)
∫ p+q
|p−q|
dk f2(k)
− 1
p
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk k2 f2(k)
]
, (C.13b)
(f1 ∗VS f2)(p) = 1
8π2
[∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk k f2(k) +
1
p2
∫ ∞
0
dq q2 f1(q)
∫ p+q
|p−q|
dk k f2(k)
− 1
p2
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk k3 f2(k)
]
, (C.13c)
(f1 ∗SV f2)(p) = 1
8π2
[∫ ∞
0
dq q f1(q)
∫ p+q
|p−q|
dk f2(k)− 1
p2
∫ ∞
0
dq q3 f1(q)
∫ p+q
|p−q|
dk f2(k)
+
1
p2
∫ ∞
0
dq q f1(q)
∫ p+q
|p−q|
dk k2 f2(k)
]
, (C.13d)
(f1 ∗TV f2)(p) = 1
8π2
[
p2
2
∫ ∞
0
dq
f1(q)
q
∫ p+q
|p−q|
dk f2(k) +
1
2p2
∫ ∞
0
dq
f1(q)
q
∫ p+q
|p−q|
dk k4 f2(k)
− 1
2p2
∫ ∞
0
dq q3 f1(q)
∫ p+q
|p−q|
dk f2(k)−
∫ ∞
0
dq
f1(q)
q
∫ p+q
|p−q|
dk k2 f2(k)
]
,
(C.13e)
(f1 ∗VT f2)(p) = 1
8π2
[
p2
2
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk
f2(k)
k
+
1
2p2
∫ ∞
0
dq q4 f1(q)
∫ p+q
|p−q|
dk
f2(k)
k
− 1
2p2
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk k3 f2(k)−
∫ ∞
0
dq q2 f1(q)
∫ p+q
|p−q|
dk
f2(k)
k
]
,
(C.13f)
(f1 ∗VV2 f2)(p) =
1
8π2
[
p
2
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk f2(k)− 1
2p3
∫ ∞
0
dq q4 f1(q)
∫ p+q
|p−q|
dk f2(k)
− 1
2p3
∫ ∞
0
dq f1(q)
∫ p+q
|p−q|
dk k4 f2(k) +
1
p3
∫ ∞
0
dq q2 f1(q)
∫ p+q
|p−q|
dk k2 f2(k)
]
.
(C.13g)
Although not all generalized convolutions can be found analytically, it turns out that
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the zero mode
(f1 ∗A f2)(0) = 1
2π2
∞∑
n=0
1
(2n+ 1)!
∫ ∞
0
dq q f1(q) lim
p→0

(
p
∂
∂k
)2n[
k αA(p, q, k) f2(k)
]∣∣∣∣∣∣
k=q

=
1
2π2
∫ ∞
0
dq q2 αA(0, q, q) f1(q) f2(q) + . . . (C.14)
can indeed be found analytically for each type of generalized convolution deﬁned above.4
In fact, one has αSS(0, q, q) = −αVV1(0, q, q) = −1 and αVS(0, q, q) = αSV(0, q, q) =
αTV(0, q, q) = αVT(0, q, q) = αVV2(0, q, q) = 0.
Note that for a ﬁnite spatial momentum cutoﬀ Λ, we have
(f1 ∗A f2)(p) = 1
4π2p
∫ Λ
0
dq q f1(q)
∫ min(Λ,p+q)
|p−q|
dk k αA(p, q, k) f2(k) . (C.15)
Generalized Convolutions of Two Gaussians
We deﬁne the (unnormalized) Gaussians
fi(|p|) = e−λ2i |p|2 (C.16)
(i = 1, 2) with vanishing mean and variance 1/(2λ2i ).
• Scalar-Scalar Convolution For the scalar-scalar (i. e. standard) convolution, we
obtain:
f˜2(p, q) =
∫ p+q
|p−q|
dk k f2(k) =
1
2λ22
[
e−λ
2
2(p−q)
2 − e−λ22(p+q)2
]
.
In fact, in this case we can even solve the remaining integral analytically to obtain
g(p) =
1[
4π(λ21 + λ
2
2)
2
]3/2 e−
λ2
1
λ2
2
λ2
1
+λ2
2
p2
.
• Type 1 Vector-Vector Convolution For the type 1 vector-vector convolution, we
obtain:
f˜2(p, q) =
1
2 q
∫ p+q
|p−q|
dk (p2 − q2 − k2) f2(k)
=
1
8λ32 q
{√
π
[
2λ22(p
2 − q2)− 1
][
erf(λ2(p+ q))− erf(λ2|p− q|)
]
+ 2 λ2
[
(p+ q) e−λ
2
2(p+q)
2 −|p− q| e−λ22(p−q)2
]}
with the error function
erf(x) =
2√
π
∫ x
0
dt e−t
2
.
4Only for the type-2 vector-vector convolution the second term in the expansion is needed since p
appears as a square in the denominator of αVV2(p, q, k).
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• Vector-Scalar Convolution For the vector-scalar convolution, we obtain:
f˜2(p, q) =
1
2 p q
∫ p+q
|p−q|
dk k (p2 + q2 − k2) f2(k)
=
1
4 λ42 p q
[
(2 λ22 p q + 1) e
−λ22 (p+q)
2
+(2 λ22 p q − 1) e−λ
2
2 (p−q)
2
]
.
In fact, in this case we can even solve the remaining integral analytically to obtain
g(p) =
1
16π2λ42(λ
2
1 + λ
2
2)
3/2p2
√π[2λ42p2 − (λ21 + λ22)]erf
(
λ22√
λ21 + λ
2
2
p
)
e
−
λ2
1
λ2
2
λ2
1
+λ2
2
p2
+ 2λ22
√
λ21 + λ
2
2 p e
−λ22 p
2
 .
• Scalar-Vector Convolution For the scalar-vector convolution, we obtain:
f˜2(p, q) =
1
2 p
∫ p+q
|p−q|
dk (p2 − q2 + k2) f2(k)
=
1
8λ32 p
{√
π
[
2λ22(p
2 − q2) + 1
][
erf(λ2(p+ q))− erf(λ2|p− q|)
]
− 2 λ2
[
(p+ q) e−λ
2
2 (p+q)
2 −|p− q| e−λ22(p−q)2
]}
.
• Tensor-Vector Convolution For the tensor-vector convolution, we obtain:
f˜2(p, q) =
1
2 p q2
∫ p+q
|p−q|
dk
[
(p2 − k2)2 − q4
]
f2(k)
=
1
32λ52 p q
2
{√
π
[
4λ42(p
4 − q4)− 4λ22 p2 + 3
][
erf(λ2(p+ q))− erf(λ2|p− q|)
]
+ 2λ2
[
(p+ q)
[
2λ22 (p
2 − 2 p q − q2)− 3
]
e−λ
2
2(p+q)
2
− |p− q|
[
2λ22 (p
2 + 2 p q − q2)− 3
]
e−λ
2
2(p−q)
2
]}
.
• Vector-Tensor Convolution For the vector-tensor convolution, we obtain:
f˜2(p, q) =
1
4p q2
∫ p+q
|p−q|
dk
(p2 − q2)2 − k4
k
f2(k)
=
1
8λ42 p q
{
λ42(p
2 − q2)2
[
Ei
(
−λ22(p+ q)2
)
− Ei
(
−λ22(p− q)2
)]
+
[
λ22(p+ q)
2 + 1
]
e−λ
2
2(p+q)
2 −
[
λ22(p− q)2 + 1
]
e−λ
2
2(p−q)
2
}
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with the exponential integral
Ei(x) =
∫ x
−∞
dt
et
t
.
• Type 2 Vector-Vector Convolution For the type 2 vector-vector convolution, we
obtain:
f˜2(p, q) =
1
4p2q
∫ p+q
|p−q|
dk
[
p4 − (q2 − k2)2
]
f2(k)
=
1
32λ52 p
2 q
{√
π
[
4λ42(p
4 − q4) + 4λ22 q2 − 3
][
erf(λ2(p+ q))− erf(λ2|p− q|)
]
+ 2λ2
[
(p+ q)
[
2λ22 (p
2 + 2 p q − q2) + 3
]
e−λ
2
2(p+q)
2
− |p− q|
[
2λ22 (p
2 − 2 p q − q2) + 3
]
e−λ
2
2(p−q)
2
]}
.
We have
g(0) = − 1
3[4π(λ21 + λ
2
2)
2]3/2
.
Table (C.1) shows a comparison of generalized convolutions of two Gaussians (C.16)
calculated by employing the convolution theorem and by direct integration.
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Figure C.1: Comparison of generalized convolutions of two Gaussians (C.16) calculated
by employing the convolution theorem and by direct integration for aS = 0.3, NS = 80,
λ1 = 0.2, λ2 = 0.5 (for the standard and for the vector-scalar convolution, the result can
be obtained analytically and is for these cases plotted as well). The curves lie on top of
each other almost exactly except for large momenta, where small deviations occur. The
deviations can be decreased by decreasing the width of the Gaussians. The small red tic
indicates the value at p = 0.
Appendix D
Properties of the Two-Point
Functions
In this appendix, we state properties of the photon and fermion two-point functions used
throughout this work which follow from various symmetries.
D.1 Photons
D.1.1 Reality
Since gauge ﬁelds are elements of the Lie algebra of the respective gauge group, the ex-
pectation values of the photon ﬁeld are real (since the Lie algebra of U(1) are the real
numbers), i. e. the photon ﬁeld operator is hermitean:
Aµ(x) = Aµ(x)
† .
Spectral Function
It hence follows:
ρ(g)µν(x, y)
∗ =
{
i 〈[Aµ(x), Aν(y)]〉
}∗
= − i 〈[Aµ(x), Aν(y)]†〉
= − i 〈[Aν(y)†, Aµ(x)†]〉
= − i 〈[Aν(y), Aµ(x)]〉
= i 〈[Aµ(x), Aν(y)]〉
= ρ(g)µν(x, y) ,
i. e. the photon spectral function in real space is real.
Expressed by its Fourier transform, one has:
ρ(g)µν(x, y)
∗ =
∫
p
ρ(g)µν(x
0, y0;p)∗ e− ip·(x−y) =
∫
p
ρ(g)µν(x
0, y0;p) ei p·(x−y) = ρ(g)µν(x, y) ,
166
D.1. Photons 167
so
ρ(g)µν(x
0, y0;p) = ρ(g)µν(x
0, y0;−p)∗ .
For the isotropic components, it follows that
ρ(g)
S
(x0, y0; p) = ρ(g)
S
(x0, y0; p)∗ ,
ρ(g)V1(x
0, y0; p) = −ρ(g)V1(x0, y0; p)∗ ,
ρ(g)
V2
(x0, y0; p) = −ρ(g)
V2
(x0, y0; p)∗ ,
ρ(g)
T
(x0, y0; p) = ρ(g)
T
(x0, y0; p)∗ ,
ρ(g)L (x
0, y0; p) = ρ(g)L (x
0, y0; p)∗ ,
i. e. the vector components are purely imaginary, while the other components are real. It
is therefore convenient to deﬁne ρ(g)
Va
(x0, y0; p) = i ρ˜(g)
Va
(x0, y0; p) (a = 1, 2), so that
ρ˜(g)V1(x
0, y0; p) = ρ˜(g)V1(x
0, y0; p)∗ ,
ρ˜(g)
V2
(x0, y0; p) = ρ˜(g)
V2
(x0, y0; p)∗ ,
i. e. these vector components are real.
Statistical Function
Similarly, it follows that:
F (g)µν (x, y)
∗ =
[
1
2
〈{Aµ(x), Aν(y)}〉
]∗
=
1
2
〈{Aµ(x), Aν(y)}†〉
=
1
2
〈{Aν(y)†, Aµ(x)†}〉
=
1
2
〈{Aν(y), Aµ(x)}〉
=
1
2
〈{Aµ(x), Aν(y)}〉
= F (g)µν (x, y) ,
i. e. the photon statistical function in real space is real.
Expressed by its Fourier transform, one has:
F (g)µν (x, y)
∗ =
∫
p
F (g)µν (x
0, y0;p)∗ e− ip·(x−y) =
∫
p
F (g)µν (x
0, y0;p) eip·(x−y) = F (g)µν (x, y) ,
so
F (g)µν (x
0, y0;p) = F (g)µν (x
0, y0;−p)∗ .
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For the isotropic components, it follows that
F (g)S (x
0, y0; p) = F (g)S (x
0, y0; p)∗ ,
F (g)
V1
(x0, y0; p) = −F (g)
V1
(x0, y0; p)∗ ,
F (g)
V2
(x0, y0; p) = −F (g)
V2
(x0, y0; p)∗ ,
F (g)T (x
0, y0; p) = F (g)T (x
0, y0; p)∗ ,
F (g)L (x
0, y0; p) = F (g)L (x
0, y0; p)∗ ,
i. e. the vector components are purely imaginary, while the other components are real. It
is therefore convenient to deﬁne F (g)
Va
(x0, y0; p) = i F˜ (g)
Va
(x0, y0; p) (a = 1, 2), so that
F˜ (g)V1 (x
0, y0; p) = F˜ (g)V1 (x
0, y0; p)∗ ,
F˜ (g)
V2
(x0, y0; p) = F˜ (g)
V2
(x0, y0; p)∗ ,
i. e. these vector components are real.
Feynman Propagator
For the Feynman propagator, one then obtains:
Dµν(x, y)
∗ =
[
F (g)µν (x, y)−
i
2
sgn(x0 − y0)ρ(g)µν(x, y)
]∗
= F (g)µν (x, y)
∗ +
i
2
sgn(x0 − y0)ρ(g)µν(x, y)∗
= F (g)µν (x, y) +
i
2
sgn(x0 − y0)ρ(g)µν(x, y) .
In fact, the statistical function is the real part of the propagator, while the spectral function
is (up to a factor) its imaginary part.
D.1.2 Exchange of Arguments
Spectral Function
One has1
ρ(g)µν(x, y) = i〈[Aµ(x), Aν(y)]〉 = − i〈[Aν(y), Aµ(x)]〉 = −ρ(g)νµ(y, x) ,
so
ρ(g)µν(x
0, y0;p) = −ρ(g)νµ(y0, x0;−p) .
1This can also be written in a coordinate-independent fashion as ρ(g)(x, y) = −ρ(g)(y, x)⊤ to make it
more closely resemble the case of the fermions.
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For the isotropic components, this translates to:
ρ(g)
S
(x0, y0; p) = −ρ(g)
S
(y0, x0; p) ,
ρ˜(g)
V1
(x0, y0; p) = ρ˜(g)
V2
(y0, x0; p) ,
ρ(g)T (x
0, y0; p) = −ρ(g)T (y0, x0; p) ,
ρ(g)
L
(x0, y0; p) = −ρ(g)
L
(y0, x0; p) .
Note that this implies that at equal times, the scalar, transverse and longitudinal com-
ponents have to vanish (in accordance with their initial conditions), while this is not the
case for the vector components. Instead, one has ρ˜(g)
V1
(x0, x0; p) = ρ˜(g)
V2
(x0, x0; p), i. e., at
equal times, the two vector components are equal. Note, however, that according to the
equal-time commutation relations (3.4.2), it follows that the equal-time vector components
vanish identically, like the other components.
Statistical Function
One has2
F (g)µν (x, y) = 〈{Aµ(x), Aν(y)}〉 = 〈{Aν(y), Aµ(x)}〉 = F (g)νµ (y, x) ,
so
F (g)µν (x
0, y0;p) = F (g)νµ (y
0, x0;−p) .
For the isotropic components, this translates to:
F (g)
S
(x0, y0; p) = F (g)
S
(y0, x0; p) ,
F˜ (g)
V1
(x0, y0; p) = −F˜ (g)
V2
(y0, x0; p) ,
F (g)
T
(x0, y0; p) = F (g)
T
(y0, x0; p) ,
F (g)L (x
0, y0; p) = F (g)L (y
0, x0; p) .
Feynman Propagator
One has
Dµν(x, y) = F
(g)
µν (x, y)−
i
2
sgn(x0 − y0)ρ(g)µν(x, y)
= F (g)νµ (y, x) +
i
2
sgn(x0 − y0)ρ(g)νµ(y, x)
= F (g)νµ (y, x)−
i
2
sgn(y0 − x0)ρ(g)νµ(y, x)
= Dνµ(y, x) ,
2This can also be written in a coordinate-independent fashion as F (g)(x, y) = F (g)(y, x)⊤ to make it
more closely resemble the case of the fermions.
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or equivalently from the deﬁnition in terms of ﬁeld operators:
Dµν(x, y) = Θ(x
0 − y0)〈Aµ(x)Aν(y)〉+Θ(y0 − x0)〈Aν(y)Aµ(x)〉
= Θ(y0 − x0)〈Aν(y)Aµ(x)〉+Θ(x0 − y0)〈Aµ(x)Aµ(y)〉
= Dνµ(y, x) .
Further, if one has time- as well as space-translation invariance like in vacuum or
thermal equilibrium,
Dµν(x− y) = Dνµ(y − x) CPT7−→ Dνµ(x− y) .
From Cpt invariance3, it hence follows that the propagator is symmetric in its Lorentz
indices. Note that the assumption of time- and space-translation invariance is crucial,
since otherwise the two arguments of the propagator are not related to each other (like
out-of-equilibrium). One would then have
Dµν(x, y) = Dνµ(y, x)
CPT7−→ Dνµ(−y,−x) ,
from which one cannot derive a statement about the symmetry with respect to the Lorentz
indices. It hence follows that out-of-equilibrium, the photon propagator is not constrained
to be symmetric in its Lorentz indices, and in particular it follows that there are two
independent vector components in general.
D.1.3 Parity Transformation
Consider a timelike vector n (i. e. n2 > 0). Then the parity transform of a vector v is given
by
v 7→ Pv = P
{
(n · v)n+
[
v − (n · v)n
]}
= (n · v)n−
[
v − (n · v)n
]
where P denotes the (fundamental) representation of the parity transformation on vectors.
Let us denote the parity transform of an arbitrary vector (or covector) v as v, i. e.
v0 = v0 and vi = −vi. Then under a parity transformation, the photon ﬁeld transforms as
Aµ(x) 7→ PAµ(x)P† = Aµ(x) .
Spectral Function
The photon spectral function then transforms as
ρ(g)µν(x, y) 7→ ρ(g)µν(x, y) ,
3Actually, since the propagator transforms trivially under charge conjugation, only parity and time
reflection are necessary for our purposes, but Cpt is always a symmetry of our theory.
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or componentwise:
ρ(g)00 (x
0, y0;x− y) 7→ ρ(g)00 (x0, y0;−(x− y)) ,
ρ(g)i0 (x
0, y0;x− y) 7→ −ρ(g)i0 (x0, y0;−(x− y)) ,
ρ(g)0i (x
0, y0;x− y) 7→ −ρ(g)0i (x0, y0;−(x− y)) ,
ρ(g)ij (x
0, y0;x− y) 7→ ρ(g)ij (x0, y0;−(x− y)) .
For the isotropic components, this translates to:
ρ(g)
S
(x0, y0; p) 7→ ρ(g)
S
(x0, y0; p) ,
ρ˜(g)
V1
(x0, y0; p) 7→ ρ˜(g)
V1
(x0, y0; p) ,
ρ˜(g)V2(x
0, y0; p) 7→ ρ˜(g)V2(x0, y0; p) ,
ρ(g)T (x
0, y0; p) 7→ ρ(g)T (x0, y0; p) ,
ρ(g)
L
(x0, y0; p) 7→ ρ(g)
L
(x0, y0; p) ,
i. e. under the assumption of spatial homogeneity, the parity transformation acts as the
identity transformation on the isotropic components (but not on the spectral function
itself).
Statistical Function
Obviously, the statistical function transforms in the same way as the spectral function
under parity.
D.1.4 Charge Conjugation Transformation
Under a charge conjugation transformation, the photon ﬁeld transforms as
Aµ(x) 7→ CAµ(x) C† = −Aµ(x) .
Spectral Function
It immediately follows that the photon spectral function transforms as
ρ(g)µν(x, y) 7→ ρ(g)µν(x, y) ,
i. e. the charge conjugation transformation acts as the identity transformation on the
spectral function.
Statistical Function
Obviously, the statistical function transforms in the same way as the spectral function, i. e.
trivially, under charge conjugation.
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D.2 Fermions
D.2.1 Hermiticity
In the following, the identities
(γµ)† = γ0γµγ0 , (σµν)† = γ0σµνγ0
for gamma matrices are useful where σµν = i
2
[γµ, γν ].
Spectral Function
One has
ρ(f)(x, y) = −γ0ρ(f)(y, x)†γ0 ,
and correspondingly for the Lorentz components:
ρ(f)
S
(x, y) = −ρ(f)
S
(y, x)∗ ,
ρ(f)µ
V
(x, y) = −ρ(f)µ
V
(y, x)∗ ,
ρ(f)µνT (x, y) = −ρ(f)µνT (y, x)∗ .
Statistical Function
One has
F (f)(x, y) = γ0F (f)(y, x)†γ0 ,
and correspondingly for the Lorentz components:
F (f)
S
(x, y) = F (f)
S
(y, x)∗ ,
F (f)
Vµ(x, y) = F
(f)
Vµ(y, x)
∗ ,
F (f)Tµν(x, y) = F
(f)
Tµν(y, x)
∗ .
Feynman Propagator
For the Feynman propagator, one has:
γ0S(x, y)†γ0 = γ0
[
F (f)(x, y)− i
2
sgn(x0 − y0)ρ(f)(x, y)
]†
γ0
= γ0F (f)(x, y)†γ0 +
i
2
sgn(x0 − y0)γ0ρ(f)(x, y)†γ0
= F (f)(y, x)− i
2
sgn(x0 − y0)ρ(f)(y, x)
= F (f)(y, x) +
i
2
sgn(y0 − x0)ρ(f)(y, x) .
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D.2.2 Charge Conjugation
Spectral Function
One has
ρ(f)
S
(x, y) 7→ −ρ(f)
S
(y, x) ,
ρ(f)µ
V
(x, y) 7→ ρ(f)µ
V
(y, x) ,
ρ(f)µνT (x, y) 7→ ρ(f)µνT (y, x) ,
so that due to charge conjugation invariance:
ρ(f)
S
(x0, y0; p) = −ρ(f)
S
(y0, x0; p) ,
ρ˜ (f)0V (x
0, y0; p) = ρ˜ (f)0V (y
0, x0; p) ,
ρ(f)
V
(x0, y0; p) = −ρ(f)
V
(y0, x0; p) ,
ρ(f)
T
(x0, y0; p) = −ρ(f)
T
(y0, x0; p) .
Statistical Function
One has
F (f)
S
(x, y) 7→ F (f)
S
(y, x) ,
F (f)µV (x, y) 7→ −F (f)µV (y, x) ,
F (f)µν
T
(x, y) 7→ −F (f)µν
T
(y, x) ,
so that due to charge conjugation invariance:
F (f)S (x
0, y0; p) = F (f)S (y
0, x0; p) ,
F˜ (f)
V
0(x0, y0; p) = −F˜ (f)
V
0(y0, x0; p) ,
F (f)V (x
0, y0; p) = F (f)V (y
0, x0; p) ,
F (f)
T
(x0, y0; p) = F (f)
T
(y0, x0; p) .
Note that it follows that F (f)µ
V
(x, x) = F (f)µν
T
(x, x) = 0.
Feynman Propagator
One has
SS(x, y) 7→ SS(y, x) ,
SµV(x, y) 7→ −SµV(y, x) ,
Sµν
T
(x, y) 7→ −Sµν
T
(y, x) ,
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so that due to charge conjugation invariance:
SS(x
0, y0; p) = SS(y
0, x0; p) ,
S0
V
(x0, y0; p) = −S0
V
(y0, x0; p) ,
SV(x
0, y0; p) = SV(y
0, x0; p) ,
ST(x
0, y0; p) = ST(y
0, x0; p) .
D.2.3 Reality
From the hermiticity properties and the behavior under charge conjugation one can derive
the behavior under complex conjugation of the Lorentz components.
Spectral Function
One has:
ρ(f)S (x, y) = ρ
(f)
S (x, y)
∗ ,
ρ(f)µ
V
(x, y) = −ρ(f)µ
V
(x, y)∗ ,
ρ(f)µν
T
(x, y) = −ρ(f)µν
T
(x, y)∗ .
It follows that:
ρ(f)
S
(x0, y0; p) = ρ(f)
S
(x0, y0; p)∗ ,
ρ˜ (f)0
V
(x0, y0; p) = −ρ˜ (f)0
V
(x0, y0; p)∗ ,
ρ(f)V (x
0, y0; p) = ρ(f)V (x
0, y0; p)∗ ,
ρ(f)
T
(x0, y0; p) = ρ(f)
T
(x0, y0; p)∗ ,
i. e. the temporal vector component is imaginary while all other components are real.
Statistical Function
One has:
F (f)
S
(x, y) = F (f)
S
(x, y)∗ ,
F (f)µ
V
(x, y) = −F (f)µ
V
(x, y)∗ ,
F (f)µνT (x, y) = −F (f)µνT (x, y)∗ .
It follows that:
F (f)S (x
0, y0; p) = F (f)S (x
0, y0; p)∗ ,
F˜ (f)
V
0(x0, y0; p) = −F˜ (f)
V
0(x0, y0; p)∗ ,
F (f)
V
(x0, y0; p) = F (f)
V
(x0, y0; p)∗ ,
F (f)T (x
0, y0; p) = F (f)T (x
0, y0; p)∗ ,
i. e. the temporal vector component is imaginary while all other components are real.
Appendix E
Details of the Numerical
Implementation
In this appendix, we present the details of the numerical implementation.
E.1 Discretization
Here we describe the discretization of the temporal and spatial grids.
E.1.1 Temporal Grid
Real Time Grid: Standard Representation
In the standard representation, time is discretized according to
ti = i∆t = i at
with the (equidistant) temporal grid spacing ∆t = at and the integer index i ∈ {0, . . . , Nt−
1} where Nt is the number of time steps. Correspondingly, t0 is the initial time and
tmax := tNt−1 = (Nt − 1) at is the time span.
E.1.2 Spatial Grid
Position Grid
Since we only consider spatially isotropic situations, we employ a spherical grid which can
be described by a single coordinate, the radial distance, which we discretize as
rn =
(
n +
1
2
)
∆r =
(
n +
1
2
)
as
with the (equidistant) spatial grid spacing ∆r = as which corresponds to the distance
between two adjacent grid points and the integer index n ∈ {0, . . . , Ns − 1} where Ns − 1
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labels the largest distance rmax := rNs−1 = (Ns − 1/2) as, while the smallest distance is
given by rmin := r0 = as/2 (note that it does not vanish — spherical coordinates are not
deﬁned for a vanishing radial distance).
The continuum limit corresponds to the limit as → 0, Ns → ∞ for ﬁxed asNs. In the
continuum limit, we have rmax = asNs and rmin = 0.
Momentum Grid
Due to spatial homogeneity, we usually work in spatial Fourier space, so the corresponding
discretization of the momenta is given by:
pn = (n + 1)∆p =
π
asNs
(n+ 1)
with the (again equidistant) momentum grid spacing ∆p = π/(asNs) where now Ns − 1
labels the largest momentum ΛUV := pmax := pNs−1 = π/as (the UV cutoﬀ), while the
smallest momentum is given by ΛIR := pmin := p0 = π/(asNs) = ΛUV/Ns (the IR cutoﬀ).
Wen can hence write the momenta as
pn = (n+ 1)ΛIR =
n+ 1
Ns
ΛUV .
It follows from the discretization that there is a ﬁnite IR cutoﬀ.
E.1.3 Functions
After discretization, functions become tensors (whose rank is given by the number of
arguments):
f(t, t′; |p|) → f(ti, tj; pn) = fi,j;n
with n ∈ {0, . . . , Ns − 1} and j ∈ {0, . . . , Nt − 1}.
E.1.4 Derivatives
After discretization, derivatives become diﬀerence quotients. We deﬁne the forward diﬀer-
ence quotient as
∆>a fn = ∆
>
∆rf(rn) =
f(rn +∆r)− f(rn)
∆r
=
fn+1 − fn
a
,
and the backward diﬀerence quotient correspondingly as
∆<a fn =
fn − fn−1
a
.
Forming forward and backward diﬀerence quotients, we obtain a discretization of the second
derivative:
∆>a∆
<
a fn =
fn+1 − 2fn + fn−1
a2
.
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For a function of two arguments, we obtain:
∆>(1)a∆
>
(2)afmn =
f(m+1)(n+1) − f(n+1)m − fn(m+1) + fmn
a2
.
E.1.5 Integrals
We will only consider isotropic integrands. After discretization, integrals become sums:
∫ ∞
0
→
Ns−1∑
n=0
.
Position Space
We have for the integration measure:
d3x = 4π r2 dr → 4π r2n∆r = 4π
[
as
(
n+
1
2
)]2
as = 4π a
3
s
(
n +
1
2
)2
.
It follows for a given isotropic function f :
∫
d3x f(|x|) = 4π
∫ ∞
0
dr r2f(r) → 4π a3s
Ns−1∑
n=0
(
n +
1
2
)2
fn .
The spatial volume in the continuum limit is then given by:
V = 4π
∫ rmax
0
dr r2 =
4π
3
r3max .
In the discretized case, we obtain:
V = 4πa3s
Ns−1∑
n=0
(
n+
1
2
)2
=
4π
3
(asNs)
3 − πa
3
sNs
3
.
The relative error is hence given by:
πa3sNs/3
4πa3sN
3
s /3
=
1
4N2s
.
Momentum Space
We have for the integration measure:
d3p
(2π)3
=
4π
(2π)3
p2 dp =
1
2π2
p2 dp
→ 1
2π2
p2n∆p =
1
2π2
[
π
asNs
(n+ 1)
]2 π
asNs
=
π
2(asNs)3
(n + 1)2 .
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It follows for a given isotropic function f :
∫
d3p
(2π)3
f(|p|) = 1
2π2
∫ ∞
0
dp p2f(p)
→ π
2(asNs)3
Ns−1∑
n=0
(n + 1)2fn =
1
2π2
(
π
asNs
)3 Ns−1∑
n=0
(n+ 1)2fn .
E.1.6 Fourier Transformation
After discretization, Fourier transformations become ﬁnite-dimensional linear maps.
Inverse Fourier Transformation (Momentum Space to Position Space) For a
given isotropic function f in momentum space, we have in spherical coordinates (p, θ, ϕ)
with r = |x| and p = |p|:
f˜(r) =
∫ d3p
(2π)3
f(|p|) eip·x
=
1
(2π)3
∫ ∞
0
d p p2
∫ π
0
dθ sin(θ)
∫ 2π
0
dϕ f(p) ei p r cos(θ)
=
1
(2π)2
∫ ∞
0
dp p2
∫ 1
−1
dx f(p) ei p r x
=
1
4π2 i r
∫ ∞
0
dp p f(p)
(
ei p r− e− i p r
)
=
1
2π2 r
∫ ∞
0
dp p sin(p r)f(p)
=
∫ ∞
0
dpA(r, p)f(p)
with the kernel
A(r, p) =
p sin(p r)
2π2r
.
Note that, using limr→0 sin(p r)/r = p, the limit r → 0 is well-deﬁned:1
f˜(0) =
1
2π2
∫ ∞
0
dp p2f(p) .
1Further note that, while in the continuum limit the integral over all momenta is identical to the zero
mode of the inverse Fourier transformation, this is not the case for discretization on a grid. The reason is
that with our conventions, there is no exact spatial zero mode.
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After discretization, functions become N -dimensional vectors, and since the Fourier trans-
formation is linear, it can be represented by a matrix:
f˜m = f˜(rm)
=
1
2π2 rm
Ns−1∑
n=0
∆p pn sin(pn rm)f(pn)
=
1
2 a3sN
2
s
(
m+ 1
2
) Ns−1∑
n=0
sin
(
π
Ns
(
m+
1
2
)
(n + 1)
)
(n+ 1) fn
=
Ns−1∑
n=0
Amnfn ,
i. e. f˜ = Af with the Ns ×Ns matrix A with components
Amn =
1
2 a3sN
2
s
(
m+ 1
2
) sin( π
Ns
(
m+
1
2
)
(n+ 1)
)
(n+ 1) = α
(
m+
1
2
)−1
AFFTWmn (n + 1)
with the (constant, but grid parameter dependent) prefactor
α =
1
4 a3sN
2
s
which is determined by the geometry of the grid and the matrix AFFTW with components
AFFTWmn = 2 sin
(
π
N
(
m+
1
2
)
(n+ 1)
)
.
It is the matrix AFFTW which is employed by the FFTW library [FFT]. We can hence
write
f˜m = α
(
m+
1
2
)−1 Ns−1∑
n=0
AFFTWmn (n+ 1)fn .
In order to see how to implement this, one has to read the right-hand side of the previ-
ous equation from right to left. The algorithm to compute the Fourier transform of the
vector (fn) is therefore as follows:
1. Multiply each of the components fn of the array f by (n + 1).
2. Apply the FFTW Fast Fourier Transformation to the resulting array.
3. Multiply each of the components of the resulting array by the factor α/(m+ 1/2).
Fourier Transformation (Position Space to Momentum Space)
With a similar calculation as for the Fourier transformation, one obtains for the inverse
Fourier transformation:
f(p) =
4π
p
∫ ∞
0
dr r sin(p r) f˜(r) =
∫ ∞
0
dr B(p, r)f˜(r)
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with the kernel
B(p, r) =
4πr sin(p r)
p
.
After discretization, one obtains:
fm = f(pm)
=
4π
pm
Ns−1∑
n=0
∆r rn sin(rn pm)f(rn)
=
4a3sNs
m+ 1
Ns−1∑
n=0
sin
(
π
Ns
(
n+
1
2
)
(m+ 1)
)(
n+
1
2
)
f˜n
=
Ns−1∑
n=0
Bmnf˜n
i. e. f = Bf˜ with the Ns ×Ns matrix B with components
Bmn =
4a3Ns
m+ 1
sin
(
π
Ns
(
n+
1
2
)
(m+ 1)
)(
n+
1
2
)
= β (m+ 1)−1BFFTWmn
(
n +
1
2
)
with the (constant) prefactor
β = 2a3sNs
which is determined by the geometry of the grid and the matrix BFFTW with components
BFFTWmn = 2 sin
(
π
Ns
(
n +
1
2
)
(m+ 1)
)
.
It is the matrix BFFTW which is employed by the FFTW library [FFT]. We can hence
write
fm = β (m+ 1)
−1
Ns−1∑
n=0
BFFTWmn
(
n+
1
2
)
f˜n .
In order to see how to implement this, one has to read the right-hand side of the previ-
ous equation from right to left. The algorithm to compute the Fourier transform of the
vector (f˜n) is therefore as follows:
1. Multiply each of the components f˜n of the array f˜ by (n + 1/2).
2. Apply the FFTW Fast Fourier Transformation to the resulting array.
3. Multiply each of the components of the resulting array by the factor β/(m+ 1).
E.2 Numerical Methods for Solving Differential Equa-
tions
The Eoms for the photons and fermions are partial diﬀerential equations, second-order in
the case of the photons and ﬁrst-order in the case of the fermions.
There are many algorithms available for numerically solving partial diﬀerential equa-
tions. The simplest one is the Euler method. Unfortunately, however, it turns out that it
is not suitable for solving the Eoms, neither for the photons nor for the fermions.
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Figure E.1: Sketch of how updating works in the leapfrog algorithm: The two quantities
to be evolved “leapfrog” over each other.
E.2.1 The Leapfrog Method
Since the fermion Eoms are ﬁrst-order diﬀerential equations (i. e. the highest derivative is
the ﬁrst derivative), the Euler algorithm is not stable, and one has to resort to some other
method to solve them.
One such method is the leapfrog algorithm. It is well-suited for coupled diﬀerential
equations of the form2
f˙(f) = F (g(t)) ,
g˙(f) = G(f(t)) .
The trick is to discretize f and g on diﬀerent grid sites:
gi = gi−1 +∆tG(fi−1/2) ,
fi+1/2 = fi−1/2 +∆t F (gi)
(where ∆t is the time step width). To each quantity, we assign a “leapfrog parity”. We
call g “leapfrog-even” (or just “even”) and f “leapfrog-odd” (or just “odd”).3 The reason
that G may not depend on g and F may not depend on f is that g is not deﬁned on odd
sites (since it is even) and f is not deﬁned on even sites (since it is odd).4
Note that the free fermion Eoms have exactly this form. This is easiest to see for
massless fermions, i. e. m(f) = 0. Then the scalar and tensor components vanish identically,
2For the special case g˙ = f , one obtains g˙ = G(g˙), so that G is the identity function, and g¨ = F (g).
This allows e. g. to solve Newton’s equation x¨ = F (x) by solving v˙ = F (x) and x˙ = v.
3The nomenclature becomes more clear if we multiply the indices by two. Also note that “parity” is a
relative notion, i. e. it does not matter which quantity we call “even” and which we call “odd”.
4Note that the leapfrog algorithm is very well-suited for solving Hamilton’s equations
q˙ =
∂H(q, p)
∂p
, p˙ = −∂H(q, p)
∂q
for the case of a separable Hamiltonian H(q, p) = T (p) + V (q), so that
q˙ =
dT (p)
dp
, p˙ = −dV (q)
dq
.
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and the free Eoms read:
∂
∂t
ρ˜ (f)0
V
(t, t′; p) = −p ρ(f)
V
(t, t′; p) ,
∂
∂t
ρ(f)
V
(t, t′; p) = p ρ˜ (f)0
V
(t, t′; p) .
We can therefore assign even leapfrog parity to the spatial vector component and odd
leapfrog parity to the temporal vector component. Note that, if we discretize (t, t′)→ (i, j),
we deﬁne a quantity to be leapfrog even/odd if i− j is even/odd.
For massive fermions, the components appear as pairs (ρ(f)
S
, ρ(f)
V
) and (ρ(f)
T
, ρ˜ (f)0
V
) on the
right-hand sides of the equations. Therefore, the scalar component has to be even (like
the spatial vector component), and the tensor component has to be odd (like the temporal
vector component).
Note, however, that the full fermion Eoms do not have a form which is perfectly suitable
for the application of the leapfrog algorithm, since in the memory integrals, quantities with
diﬀerent leapfrog parity appear. One therefore has to make approximations in the memory
integrals. One possible approximation is to neglect contributions with the “wrong” leapfrog
parity altogether. Since always half of the quantities contributing to a memory integral
have the wrong leapfrog parity, one can then account for the neglected contribution by
multiplying the memory integral by two. This is a rather rough estimate, but is nevertheless
suﬃcient in many cases.
There is a potential problem, however, when we have products of fermionic quantities
with diﬀerent leapfrog parity which are not deﬁned. This problem can potentially occur in
the photon self-energy which consists of products of components of the fermion propagator.
Luckily, it turns out that each component of the photon self-energy except the two vector
components consists only of products of fermionic quantities with like Lorentz type (and
hence implying the same leapfrog parity). The vector components of the photon self-energy,
however, are slightly problematic, since in this case only products of fermionic quantities
with diﬀerent leapfrog parity enter.
In order to have a better approximation for the memory integrals and to get nonvanish-
ing memory integrals for the vector components in the ﬁrst place, it is therefore desirable
to be able to approximate quantities of a given leapfrog parity for times at which they are
actually not deﬁned. We will do this by expanding quantities around times for which they
are not deﬁned. For the free Eoms, this can be done exactly, i. e. without introducing any
error at all. For the full equations, this is not possible, however.
We start by noting that from (3.19) it follows that each Lorentz component satisﬁes a
Klein-Gordon type equation:[
∂2
∂t2
+
(
p2 +m(f)2
)]
F (f)Λ (t, t
′; p) = I˜ (f)
(F)Λ(t, t
′; p) ,
where I˜ (f)(F)Λ(t, t′; p) is the corresponding memory integral (note that it is not the memory
integral of the original, ﬁrst-order Eom of the respective Lorentz component).
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We then have:
∂2n
∂t2n
F (f)Λ (t, t
′; p) =
[
−
(
p2 +m(f)2
)]n
F (f)Λ (t, t
′; p) + J
(n)
(F) Λ(t, t
′; p) ,
where J (n)(F) Λ(t, t′; p) contains the memory integral (and terms derived from it, like time
derivatives of it) and is therefore suppressed by the coupling (its speciﬁc form is not im-
portant here), so that
F (f)Λ (t−∆t, t′; p)
=
∞∑
n=0
(−∆t)n
n!
∂n
∂tn
F (f)Λ (t, t
′; p)
=
∞∑
n=0
[
(−∆t)2n
(2n)!
∂2n
∂t2n
+
(−∆t)2n+1
(2n+ 1)!
∂2n+1
∂t2n+1
]
F (f)Λ (t, t
′; p)
=
∞∑
n=0
[
(∆t)2n
(2n)!
− (∆t)
2n+1
(2n+ 1)!
∂
∂t
]{[
−
(
p2 +m(f)2
)]2
F (f)Λ (t, t
′; p) + J
(n)
(F) Λ(t, t
′; p)
}
=
∞∑
n=0
[
(−1)n
(√
p2 +m(f)2∆t
)2n
(2n)!
− (−1)
n
(√
p2 +m(f)2∆t
)2n+1
(2n+ 1)!
1√
p2 +m(f)2
∂
∂t
]
F (f)Λ (t, t
′; p)
+J(F)Λ(t, t
′; p)
=
cos(√p2 +m(f)2∆t)− sin
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
∂
∂t
F (f)Λ (t, t′; p) + J(F)Λ(t, t′; p) .
From now on, we will neglect J(F)Λ(t, t′; p), which in a perturbative calculation would
correspond to an error of O(e2). Then:
F (f)Λ
app(t, t′; p)
=
1
cos
(√
p2 +m(f)2∆t
)
F (f)Λ (t−∆t, t′; p) + sin
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
∂F (f)Λ (t, t
′; p)
∂t

= sec
(√
p2 +m(f)2∆t
)
F (f)Λ (t−∆t, t′; p) +
tan
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
∂F (f)Λ (t, t
′; p)
∂t
.
The important point here is that the left-hand side and the right-hand side have opposite
leapfrog parity. We obtain:
F (f)S
app(t, t′; p)
=
1
cos
(√
p2 +m(f)2∆t
)
F (f)S (t−∆t, t′; p)
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+
sin
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
[
m(f)F˜ (f)
V
0(t, t′; p) + pF (f)
T
(t, t′; p)
]
= sec
(√
p2 +m(f)2∆t)F (f)
S
(t−∆t, t′; p)
+
tan
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
[
m(f)F˜ (f)
V
0(t, t′; p) + pF (f)
T
(t, t′; p)
]
,
F˜ (f)
V
0app(t, t′; p)
=
1
cos
(√
p2 +m(f)2∆t
)
F˜ (f)V 0(t−∆t, t′; p)
−
sin
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
[
m(f)F (f)S (t, t
′; p) + pF (f)V (t, t
′; p)
] ,
F (f)
V
app(t, t′; p)
=
1
cos
(√
p2 +m(f)2∆t
)
F (f)V (t−∆t, t′; p)
+
sin
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
[
pF˜ (f)
V
0(t, t′; p)−m(f)F (f)
T
(t, t′; p)
] ,
F (f)
T
app(t, t′; p)
=
1
cos
(√
p2 +m(f)2∆t
)
F (f)T (t−∆t, t′; p)
+
sin
(√
p2 +m(f)2∆t
)
√
p2 +m(f)2
[
−pF (f)
S
(t, t′; p) +m(f)F (f)
V
(t, t′; p)
] .
Note that for ∆t = 0, we obviously have F (f)Λ
app(t, t′; p) = F (f)Λ (t, t
′; p). Further, for free
quantities, we have F (f)Λ0
app(t, t′; p) = F (f)Λ0(t, t
′; p) for each value of ∆t (i. e. not just for
small values of ∆t), which can easily be checked by inserting the free expressions and
employing addition theorems.
If we were to calculate the photon self-energy perturbatively so that only free fermion
propagators enter which are known analytically, an even better solution would be to sym-
metrize the ﬁrst solution by evaluating the sum of the undeﬁned fermion propagator one
time step earlier and one time step later, divided by two. However, this is of course impos-
sible in a self-consistent calculation where the fermion propagator for the next time step is
not known (in fact, we need the self-energy we are to calculate in order to determine the
propagator at the next time step).
Note that we obtain the same error if we symmetrize with respect to the to time
arguments according to
F˜ (f)
V
0(t, t′)→ 1
2
[
F˜ (f)
V
0(t−∆t, t′) + F˜ (f)
V
0(t, t′ −∆t)
]
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=
1
2
[
F˜ (f)V
0(t, t′)−∆t ∂
∂t
F˜ (f)V
0(t, t′) + F˜ (f)V
0(t, t′)−∆t ∂
∂t′
F˜ (f)V
0(t, t′) +O
(
(∆t)2
)]
.
E.2.2 The Runge–Kutta Method
The photon Eoms (3.48) and (3.49) are second-order partial diﬀerential equations which
contain ﬁrst derivatives as well. It turns out that the fourth-order Runge–Kutta method
is best suited for the equations. If we ignore for a moment the fact that the photon Eoms
couple diﬀerent components to each other, the equation for a single component is of the
form
f¨(t) = F (t, f(t), f˙(t)) .
The ﬁrst step is to convert the single second-order equation to two ﬁrst-order equations
g˙(t) = F (t, f(t), g(t)) ,
f˙(t) = G(t, f(t), g(t)) = g(t) .
Note that this conversion is always possible and is just a special case (in the sense that G
is not arbitrary, but just returns its last argument) of two coupled ﬁrst-order diﬀerential
equations. The Runge–Kutta algorithm then has to be applied to both equations. The
algorithm reads:
gi+1 = gi +
1
6
(
k
(1)
F + 2k
(2)
F + 2k
(3)
F + k
(4)
F
)
,
fi+1 = fi +
1
6
(
k
(1)
G + 2k
(2)
G + 2k
(3)
G + k
(4)
G
)
,
ti+1 = ti + h .
with
k
(1)
F = hF (ti, fi, gi) ,
k
(1)
G = hG(ti, fi, gi) = h gi ,
k
(2)
F = hF
(
ti + h/2, fi + k
(1)
G /2, gi + k
(1)
F /2
)
= hF
(
ti + h/2, fi + h gi/2, gi + k
(1)
F /2
)
,
k
(2)
G = hG
(
ti + h/2, fi + k
(1)
G /2, gi + k
(1)
F /2
)
= h
(
gi + k
(1)
F /2
)
,
k
(3)
F = hF
(
ti + h/2, fi + k
(2)
G /2, gi + k
(2)
F /2
)
= hF
(
ti + h/2, fi + h
(
gi + k
(1)
F /2
)
/2, gi + k
(2)
F /2
)
,
k
(3)
G = hG
(
ti + h/2, fi + k
(2)
G /2, gi + k
(2)
F /2
)
= h
(
gi + k
(2)
F /2
)
,
k
(4)
F = hF
(
ti + h, fi + k
(3)
G , gi + k
(3)
F
)
= hF
(
ti + h, fi + h
(
gi + k
(2)
F /2
)
, gi + k
(3)
F
)
,
k
(4)
G = hG
(
ti + h, fi + k
(3)
G , gi + k
(3)
F
)
= h
(
gi + k
(3)
F
)
,
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where the second lines of each k(i)G can be used to remove any direct reference to k
(i)
G in the
computation of the k(i)F , which can be seen in the second lines of each k
(i)
F .
It is easy to see that this method contains corrections to the Euler method by noting
that
fi+1 = fi + h gi +
h
6
(
k
(1)
F + k
(2)
F + k
(3)
F
)
,
where the last term on the right-hand side would be missing in the Euler method.
Note that the only explicit time dependence in the photon Eoms resides in the memory
integrals (i. e. there is no explicit time dependence in the free photon Eoms, as is to
be expected). Further note that for the free Eoms, besides the Eom for the transverse
component, there are two sets of equations: One coupling the scalar and the type-1 vector
component, and one coupling the type-2 vector and the longitudinal component. The two
sets decouple in the free case. The general structure of each of the two sets of equations is
given by:
f¨1(t) = F1(t, f1(t), g2(t)) = F˜1(f1(t), g2(t)) + I1(t) ,
f¨2(t) = F2(t, f2(t), g1(t)) = F˜2(f2(t), g1(t)) + I2(t) .
One then has to solve the following system of four ﬁrst-order diﬀerential equations:
g˙1(t) = F˜1(f1(t), g2(t)) + I1(t) ,
f˙1(t) = g1(t) ,
g˙2(t) = F˜2(f2(t), g1(t)) + I2(t) ,
f˙2(t) = g2(t) .
Note that F˜i (i = 1, 2) does not depend explicitly on time; only the memory integrals Ii
do.
The auxiliary variables read:
k
(1)
F1 = hF1(ti, f1i, g2i) = h
[
F˜1(f1i, g2i) + I1(ti)
]
= k˜
(1)
F1 + h I1(ti) ,
k
(1)
G1
= h g1i ,
k
(1)
F2
= hF2(ti, f2i, g1i) = h
[
F˜2(f2i, g1i) + I2(ti)
]
= k˜
(1)
F2
+ h I2(ti) ,
k
(1)
G2 = h g2i ,
k
(2)
F1 = hF1
(
ti + h/2, f1i + k
(1)
G1/2, g2i + k
(1)
F2 /2
)
= h
[
F˜1
(
f1i + k
(1)
G1/2, g2i + k
(1)
F2 /2
)
+ I1(ti + h/2)
]
= k˜
(2)
F1
+ h I1(ti + h/2) ,
k
(2)
G1
= h
(
g1i + k
(1)
F1
/2
)
,
k
(2)
F2 = hF2
(
ti + h/2, f2i + k
(1)
G2/2, g1i + k
(1)
F1 /2
)
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= h
[
F˜2
(
f2i + k
(1)
G2/2, g1i + k
(1)
F1 /2
)
+ I2(ti + h/2)
]
= k˜
(2)
F2 + h I2(ti + h/2) ,
k
(2)
G2 = h
(
g2i + k
(1)
F2 /2
)
,
k
(3)
F1
= hF1
(
ti + h/2, f1i + k
(2)
G1
/2, g2i + k
(2)
F2
/2
)
= h
[
F˜1
(
f1i + k
(2)
G1/2, g2i + k
(2)
F2 /2
)
+ I1(ti + h/2)
]
= k˜
(3)
F1 + h I1(ti + h/2) ,
k
(3)
G1 = h
(
g1i + k
(2)
F1 /2
)
,
k
(3)
F2
= hF2
(
ti + h/2, f2i + k
(2)
G2
/2, g1i + k
(2)
F1
/2
)
= h
[
F˜2
(
f2i + k
(2)
G2/2, g1i + k
(2)
F1 /2
)
+ I2(ti + h/2)
]
= k˜
(3)
F2 + h I2(ti + h/2) ,
k
(3)
G2 = h
(
g2i + k
(2)
F2 /2
)
,
k
(4)
F1
= hF1
(
ti + h, f1i + k
(3)
G1
, g2i + k
(3)
F2
)
= h
[
F˜1
(
f1i + k
(3)
G1 , g2i + k
(3)
F2
)
+ I1(ti + h)
]
= k˜
(4)
F1 + h I1(ti + h) ,
k
(4)
G1 = h
(
g1i + k
(3)
F1
)
,
k
(4)
F2
= hF2
(
ti + h/2, f2i + k
(3)
G2
, g1i + k
(3)
F1
)
= h
[
F˜2
(
f2i + k
(3)
G2 , g1i + k
(3)
F1
)
+ I2(ti + h)
]
= k˜
(4)
F2 + h I2(ti + h) ,
k
(4)
G2 = h
(
g2i + k
(3)
F2
)
.
Note, however, that we cannot evaluate the memory integrals at ti+h/2 since they depend
on the correlation functions and are hence only deﬁned on the grid points. We also cannot
evaluate the memory integrals at ti+h. Since it is equal to ti+1, it does correspond to a grid
point, but would make the equations implicit. We therefore make the approximation that
we evaluate the memory integrals only at ti. This leads to some sort of a hybrid approach
where we use the Rk4 method for the free part of the Eoms and the Euler method for the
interacting part.
We then have:
g1(i+1) = g1i +
1
6
(
k
(1)
F1 + 2k
(2)
F1 + 2k
(3)
F1 + k
(4)
F1
)
= g1i +
1
6
(
k˜
(1)
F1 + 2k˜
(2)
F1 + 2k˜
(3)
F1 + k˜
(4)
F1
)
+ h I1(ti) ,
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f1(i+1) = f1i +
1
6
(
k
(1)
G1 + 2k
(2)
G1 + 2k
(3)
G1 + k
(4)
G1
)
,
g2(i+1) = g2i +
1
6
(
k
(1)
F2
+ 2k
(2)
F2
+ 2k
(3)
F2
+ k
(4)
F2
)
= g2i +
1
6
(
k˜
(1)
F2 + 2k˜
(2)
F2 + 2k˜
(3)
F2 + k˜
(4)
F2
)
+ h I2(ti) ,
f2(i+1) = f2i +
1
6
(
k
(1)
G2 + 2k
(2)
G2 + 2k
(3)
G2 + k
(4)
G2
)
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