We consider the complex Monge-Ampère equation on complete Kähler manifolds with cusp singularity along a divisor when the right hand side F has rather weak regularity. We proved that when the right hand side F is in some weighted W 1,p 0 space for p0 > 2n, the Monge-Ampére equation has a classical W 3,p 0 solution.
Introduction
Let (M , ω 0 ) be a compact Kähler manifold of complex dimension n, in which we consider a divisor D with only simple normal crossings with decomposition D = It has properties that it is complete, with finite volume, with cusp singularity along D and has injectivity radius going to zero. The purpose of this paper is to study the Monge-Ampére equation
when the right hand side F has rather weak regularity. We show that when F is in some weighted W 1,p0 space for p 0 > 2n, more precisely, when
the equation (1) has a classical solution φ in W 3,p0 (not in the weighted sense). In particular, we proved Theorem 1.1. LetM be a compact Kähler manifold of complex dimension n and D be an divisor onM with only simple normal crossings. Let M =M − D and ω be the reference Kähler metric on M constructed above. For any function f satisfying I(F, p 0 ) < ∞ for some p 0 > 2n, the Monge-Amperé equation (1) has a classical solution φ in W 3,p0 (M ).
This regularity problem in the compact Kähler manifold setting has been proved by X. Chen and W. He in [3] . They proved that if (M, ω) is a compact Kähler manifold, then the equation (1) has a classical solution in W 3,p0 once the right hand side F is in W 1,p0 for some p 0 > 2n. In Yau's seminal resolution of the Calabi conjecture [11] , the maximum principle is used in a significant way in the C 2 estimate of the potential function, where the proof depends heavily on the C 0 norm of ∆F . Since we have weaker regularity on F , the main issue is that we can not apply maximum principle to get C 2 estimate. One main innovation of [3] is that they derive the gradient estimate and Laplacian estimate by integration methods. The main tool is the Moser's iteration technique (see [8] ).
Our result can be viewed as the non-compact version of Chen-He's theorem. We will follow their idea of seeking an integration method for the gradient and Laplacian estimates. Where our case differs from the compact case is two folds: first, we need consider the boundary term when we do integration by parts; second, the usual Sobolev inequality fails in our context.
To overcome the issue, we consider the following the ǫ-perturbed equation of (1):
for ǫ ∈ (0, 1]. Equation (3) has been well studied by Cheng-Yau [4] , R. Kobayashi [7] and Tian-Yau [10] to derive Kähler-Einstein metrics with negative curvature on (M, ω) assuming KM + D ample. However, the existence of solution φ ǫ of (3) is proved by the continuity method in quasi-coordinates without additional assumption of the ampleness of KM + D.
The idea here is that assuming F is smooth and compactly supported, by maximum principle we can first derive the a priori estimates of φ ǫ depending on the parameter ǫ and norms of higher derivatives of F . This garantees the integrand of boundary terms in the integration by parts are at least in L 1 . Then we apply a theorem of Gaffney-Stokes [5] to show the boundary terms vanish. Hence, we can do integration by parts as in the compact case. To emphasize, this is just a technical step to make the integration by parts work through. The final estimate will be uniform in ǫ and only depends on I(F, q 0 ).
On the other hand, to deal with the problem of lack of Sobolev inequlity, we borrow the weighted Sobolev inequality developed in [1] instead. There is still ssome serious issue need to deal with as a result of that the measure (the volume form multiplied by the weight) is not finite. A key obervation is that one higher order term in the Chen-He's inequalites dominates the constants and make the Moser's iteration possible in our case, while in the compact case this high order term can be directly dropped off.
The main idea of this paper is to derive a uniform W 3,p0 estimate of the solutions φ ǫ of the ǫ-perturbed equation, following by taking a converging subsequence. We follow Chen-He's routine to first derive uniform C 1 and C 2 estimates. In this process, we can assume that F ∈ C ∞ c (M ) since we can approximate F by C ∞ c (M ) funtions in the weighted Sobolev spaces when I(F, p 0 ) < ∞ (see Lemma 6.2 in section 6). In particular, we have
satisfies the conditions in Theorem 1.1. If φ ǫ is a solution to the perturbed (3), then there exists a constant C = C(I(F, p 0 ), p 0 , m, ω) such that for all ǫ ∈ (0, 1],
The arrangement of this paper is the following: In section 2 we set up the ingredients for the proof of main theorems; in section 3 we cite a proof of Auvray on uniform C 0 estimate with slight modification; section 4 and 5 are devoted to the proof of Theorem 1.2 and Theorem 1.3; in section 4 we first derive a C 2,α estimate in quasi-coordiates and finally the W 3,p0 estimate. The main result Theorem 1.1 is proved in the end of the paper.
Convention of notations:
With a little abuse of notation, we will use the Kähler form ω to denote the reference metric, while in some cases it is also denoted as g. Throughout this paper, dV, ∇ and ∆ denote the volume form, the Levi-Civita connection and the Laplacian operator of the reference metric ω, respectively; dV ′ , ∇ ′ and ∆ ′ will be those of the metric ω φǫ = ω + √ −1∂∂φ ǫ . For simplicity of notations, we will also drop the subscript ǫ from φ ǫ when this is no ambiguity. The constant "C" without subscript may vary from line to line, while if there is subscript, then it is some fixed constant. Constants in this paper will only depend on (I(F, p 0 ), p 0 , n, ω) unless specifically pointed out. for introducing this problem and for his consistent support during the proof. The author is also thankful to Yuanqi Wang, Gao Chen, Ruijie Yang and Santai Qu for useful discussions.
Preliminaries
In this section we set up the ingredients for the proof of the main theorems.
The reference metric
Let us quickly recall the construction of the reference metric ω. Let (M , ω 0 ) be a compact Kähler manifold of complex dimension n, in which we consider a divisor D with simple normal crossings with decomposition D = N j=1 D j into smooth irreducible components. For each j, let σ j be a holomorphic defining section of D j . We can assume that ρ j := − log(|σ j | 2 ) ≥ 1 out of D j . Note that √ −1∂∂ρ j extends to a smooth real (1, 1)-form on the wholeM , whose class is 2πc 1 ([D j ] ). Let ρ = N j=1 ρ j . For some postive real parameter λ > 0, set
Lemma 2.1. For λ > 0 sufficiently large, ω defines a Kähler metric on M =M − D.
Proof. This follows from a simple computation. Note that
The first summand is a postive (1, 1)-form. For each j, there is some positive λ j > 0 such that
A simple model for this type of metric is the punctured disc ∆ * = ∆ − {0} with the
|z| 2 log 2 |z| 2 . Indeed, the asymptotics of the reference metric near D can be compared with this kind of model metric.
Soppose P is a point in a crossing of codimension k, say,
Take an open neighborhood U of P which is biholomorphic to coordinate chart (∆ n ; z 1 , . . . , z n ). The simple normal crossing assumption allows us to write
Lemma 2.2. In the coordinates (z 1 , . . . , z k , z k+1 , . . . , z n ), we have
In particular, ω is quasi-isometric to ω mdl on U \D, i.e., there exists some positive constant C = C(U, M, ω) such that
Sum up for j = 1, . . . , k, we obtain (7). The second part follows easily from (7).
In light of Lemma 2.2, we readily see properties of such metric of Poincaré type: it is complete, has finite volume, and its injectivity radius goes to 0. In the next lemma, we collect some facts about the reference metric ω which we will use later. Lemma 2.3. Let (M, ω) be constructed above. There exists some positive constant B such that
(2) |R| ≤ B;
where R iījj and R are the holomorphic sectional curvature and scalar curvature of (M, ω), respectively.
Proof. We only need to consider near the divisor
The metric ω has the asymptotics in U \D as stated in (7).
Note that (∆ * ) k with standard cusp metric
|zj| 2 log 2 |zj| 2 has holomorphic sectional curvature −1. Hence, the holomorphic sectional curvature of ω on U \D is bounded from below and the scalar curvature bounded by some constant on U \D.
To see (3), let us assume
and ω is the local model metric
bounded by some constant on U \D. Finally, we cover the divisor D by finitely many such U 's and take the maximum of those constants as B, thus obtain (1), (2) and (3).
Quasi-coordinates
The viewpoint of quasi-coordinates has been adopted to study complete Kähler manifolds by Tian-Yau [10] and R. Kobayashi [7] . They are useful to define likewise Hölder space, while the usual coordinate charts has inconvenience because of the injectivity radius going to zero. In these quasi-coordinates the interior Schauder estimate on complete manifold can be reduced to that on a bounded domain in Euclidean space. In this paper, we will use the quasi-coordinates to establish the weighted Sobolev inequality by reducing them to the bounded domains in Euclidean space. Definition 2.1. Let V be an open set in C n . A holomorphic map Φ from V into a complex manifold M of dimension n is called a quasi-coordinate map iff it is of maximal rank everywhere in V . The pair (V ; Euclidean coordinates of C n ) is called a local quasicoordinate of M .
To construct quasi-coordinates for (M, ω), we begin with the punctured disc ∆ * = ∆ − {0} with the standard cusp metric ω cusp = √ −1dz∧dz |z| 2 log 2 |z| 2 . We start from the universal covering map π : ∆ → ∆ * , given by π(w) = exp w+1 w−1 . Formally, it sends 1 to 0. The idea is to restrict π to the fixed disc 3 4 ∆ (disc with radius 3/4), and compose it with a biholomorphism ψ δ of ∆ sending 0 to δ, where δ ∈ (0, 1) is a real parameter. To write the formula, we set ψ δ (w) = w+δ 1+δw , so that the quasi-coordinate maps are given by
It is easy to check the following properties of the quasi-coordinate maps.
(
(1−|w| 2 ) 2 is independent on δ and C ∞ -quasi-isometric to the Euclidean metric on the ball.
|1−w| 2 is mutually bounded with 1 1−δ with fixed factor, i.e., there is constant C > 0 independent of δ such that
Under the coordinates of (z 1 , . . . , z n ), U can be taken so that U \D is biholomorhic to (κ∆
k be a multi-index. Then the quasi-coordinate map is given by
The quasi-coordinate "atlas" of (M, ω) is obtained by covering an open neighborhood of D by our local quasi-coordinate charts, and covering the complement by a finite number of unit balls in C n . At this stage we introduce the Hölder norms and Hölder spaces using the previously introduced quasi-coordinates for later use. Definition 2.2. For a non-negative integer k, and a real number α ∈ (0, 1), we define
where the supremum is taken over all our quasi-coordinate maps (V, Φ).
Weighted Sobolev inequality
The weighted Sobolev inequality stated in this subsection is first proved by Auvray in [1] , Lemma 4.4. The following lemma, which is crucial for Auvray's proof, however, is just stated without a proof. For readers' convenience and completeness, we give a proof here. We briefly set up the setting in this section. Consider a point on a crossing of codimension k. Let U be a polydisc centered at this point so that U \D is biholomorphic to (κ∆
Lemma 2.4. There exists a constant c > 0 depending on (U, n, ω) and a sequence of multi-indices
where
, and the pull-back metric Φ δ * g is C ∞ -quasi-isometric to the Euclidean metric g 0 with fixed factor independent of δ.
Proof. The proof is quite technical. We shall begin with the simplest case to show the key point of the proof. Let us consider the model case of Poincaré disc with standard Poincaré metric. In this case, δ ∈ (0, 1) is a real parameter. Let σ = 
The idea is to pull back and take the integral over the strip, then cut the strip into small pieces so that each piece is contained in some ball. Each piece is covered by the ball a finite number of multiplicity proportional to the radius of the ball, hence proportional to σ. To make it precise, letĝ be the pullback metric on C of the standard cusp metric on the punctured disc by the covering map exp. Letf = f • exp. Then
The rectangle
is contained in the ball. We have
Now pick a sequence (σ ℓ ) such that
Namely,
Note that σ −1 is equivalent to (1 − δ). Hence,
This gives us the right half inequality.
On the other hand, 
For the same sequence (σ ℓ ) in (11), these I ′ σ ℓ are overlapped. But each of them only intesect with finitly many others. To see this, two balls do not intersect if the distance of the centers is bigger than the sum of their radius. The balls B σ ℓ 1 and B σ ℓ 2 do not intersect (suppose
Hence, each ball intersects with no more than 2 log 2 49 < 16 balls. Therefore,
|f |dVĝ ≤ 16
Combine with (12), and that σ −1 is equivalent to (1 − δ), we have
We get the left half inequality. Now come back to our setting. When k = 1, then U \D = κ∆ * ×∆ n−1 . We can assume the metric g on U \D is the standard model metric
|z1| 2 log 2 |z1| 2 + n j=2 √ −1dz j ∧ dz j . The argument goes exactly the same after multiplying each integral region by ∆ n−1 ; if k ≥ 2, we write the integral as multiple integral and treat the variables in this manner in order.
Now we prove the following weighted Sobolev inequality on (M, ω). 
as long as q ≥ p and
Away from the divisor, ρ is bounded, then it is just the usual Sobolev inequality in open domains of C n . Hence, we only need to look at what happens near the divisor. Suppose a point on a crossing of codimension k. Consider a small polydisc U around this point and cover U \D by a union ∪ δ Φ δ ( 3 4 P k ) where δ = (δ 1 , . . . , δ k ). We can assume that the metric on U \D is just the standard model metric. Then all the pullback Φ δ * g give the same metric on 3 4 P k , , which is quasi-equivalent to the Euclidean metric on C n . On 
for any q with
. Then by Lemma 2.4, we can take a sequence (δ ℓ ) and a positive constant c depending on (U, n, ω), so that
Therefore,
We can cover D by finitely many such U 's and cover the complement of the union of these U 's by finitely many unit balls in C n . Take the constant C to be the maximum of Sobolev constant in each U and each unit ball. Then, the constant can be made only depend on (p, n, ω).
As a corollary of Lemma 2.5, we show that function F with I(F, p 0 ) < ∞ for some p 0 > 2n are bounded.
Proof. Note that (|F | p0 + |∇F | p0 )ρdV ≤ I(F, p 0 ) < ∞ since p 0 > 2n and ρ ≥ 1. Moreover, we have 1/p 0 ≤ 1/q + 1/2n for any q ≥ p 0 . The lemma follows by taking v = F in Lemma 2.5 then letting q → ∞.
3 Uniform C 0 estimate
In this section we prove the uniform C 0 estimate for φ ǫ .
Let φ ǫ be the solution for equation (3) . Then there exists a constant C = C(I (F, p 0 
Remark. This result is proved in [1] where the constant C depends on ||F || C 0 ν , ν, n, and ω. Here ν > 0 and ||F || C 0 ν := sup M ρ ν |F |. In our case the data of F is to some extent weaker. It only depends on the integral bound I(F, p 0 ). The proof is just a slight modification in dealing with a term containing F in a Hölder inequality.
Proof. For simiplicity of notations, we will drop the subscript ǫ from φ ǫ . The integrals without subscript is taking on M for granted. First of all, Proposition 4.
An easy computation yields
Applying wighted Sobolev inequality to |φ| p/2 ρ −1/2 , we obtain
Applying a version of Poincaré inequality developed in [1] , Lemma 1.10 (with a mean term) to |φ| p/2 , we have
Note that sup |∇ρ| ρ ≤ C. Collect (18), (19), (20) and (21), we get
Let dµ denote the measure ρ −1/(2n−1) dV , we can rewrite the above as
We have |e F −1| ≤ C|F |, where C depends on ||F || L ∞ . Let q 0 > 0 such that 1/p 0 +1/q 0 = 1. By Hölder inequality,
Let 1/p 1 + 1/(2q 1 ) = 1 and n/(2n − 1) < q 1 < 2n/(2n − 1), then p 1 < 2n. By Hölder inequality,
Here
with q 0 , q 1 < 2n/(2n − 1). Take q 2 = max(q 0 , q 1 ). Then q 2 < 2n/(2n − 1) and
Hence, by standard iteration process we have
In this section we prove Theorem 1.2. For simiplicity of notations, we will drop the subscript ǫ from φ ǫ . The constant C may vary from line to line, but only depends on I(F, p 0 ), p 0 , ω and n.
We follow a computation in [3] , section 3. We have the following inequality (see [3] , equation (3.11))
where B > 0 is constant so that inf i =j R iījj ≥ −B. Let C 0 be a fixed positive constant such that
It follows that
It is easy to see that
By (29), we compute
for some C 1 depending on ||F || L ∞ , ||φ|| L ∞ and n. Note that n + ∆φ = tr g g ′ . By dropping the nonnegative terms (2A
φ and e −A(φ) tr g ′ g, and taking (30) into account, we have
We can intepolate |∇φ| 2 by |∇φ| 2+2/n and constants, i.e.,
Let u = exp(−A(φ))|∇φ| 2 , then
Now multiplying (33) by u p , p > 0 and integration by parts,
Hence, by iteration, we have
It is easy to check that
Note that dµ ≤ dV , and that φ has uniform L ∞ bound, we have
Hence, we obtain ||u||
By Corollary 2.1 and Proposition 3.1, the constant C only depends on I(F, p 0 ), p 0 , g, n.
5 Uniform C 2 estimate
In this section we give the uniform Laplacian estimate of φ ǫ , namely, we prove Theorem 1.3. For the simplicity of notations, we ommit the subscript ǫ from φ ǫ . The constant C may differ from line to line. Let w = e −Aφ (tr g g ′ ) with some constant A ≥ − inf i =ℓ R iīℓl + 1. We first show the following inequality holds.
Lemma 5.1. There exist positive constants θ and C depending only on ||φ|| L ∞ and
Proof. We start with Yau's inequality
Hence,
Note that ∆ ′ φ = 2n − tr g ′ g and ∆φ = tr g g ′ − 2n,
Letw = log(tr g g ′ ) − Aφ. Then w = e −Aφ (tr g g ′ ) = exp(w). We have
It is well known that
where θ = 
Combine (60) and (64), we have
A similar iteration argument as in the end of proof of section 4 shows that
which gives us
We finish the proof.
6 Hölder estimate of second order and W 3,p 0 estimate
Hölder estimate of the second order
The Hölder estimates of second order derivatives are studied for uniform elliptic operators when the right hand side has weaker regularity. For Monge-Ampére equation, Blocki proved that the Hölder esitmates hold when F is Lipschitz and ∆φ is bounded [2] . ChenHe extended Blocki's result to the case when F is only W 1,p0 , p 0 > 2n [3] . The estimate can be made local. We collect Chen-He's result in the following lemma. 
We could not apply the local Hölder estimate directly as Chen-He did in the compact case, since (M, ω) is complete noncompact and can not be covered by finitely many local coordinates charts. Instead, we consider to pull back the Monge-Amperé equation to the quasi-coordinate charts and obtain the uniform C 2,α qc norm bound. In particular, we have Proposition 6.1. Let F ∈ C ∞ c (M, g) satisfies I(F, p 0 ) < ∞, and φ ǫ be the solution of equation (3). Then we have ||φ ǫ || C 2,α qc (M,g) ≤ C for some α, 0 < α < 1 and postive constant C depending on (I(F, p 0 ), p 0 , n, g).
Proof. For simplicity of notations, we will drop the subscript ǫ from φ ǫ . For a quasicoordinate chart Φ δ :
on the polydisc
Note that we haveg quasi-isometric to the Euclidean metric g 0 on 3 4 P k . Find some local potential G 0 on P such thatg ij = (G 0 ) ij and rewrite (84) in
where ϑ = G 0 +φ and f = exp(F + ǫφ) det((g 0 ) ij ). Since ||φ|| L ∞ and ||∆φ|| L ∞ are uniformly bounded, we can assume that 0 < λ ≤ ∆ϑ ≤ Λ and ||ϑ|| L ∞ ≤ C. We claim that f ∈ W 1,p0 ( 3 4 P k ) and ||f || W 1,p 0 (
As indicated in the proof of Lemma 2.4, we have
Hence, by Lemma 6.1, we have ||ϑ|| C 2,α ( 3 4 P k ) ≤ C The α and C are uniform with respect to the quasi-coordinate charts. Hence, take the supreme over all the quasi-coordinate charts, we get ||φ|| C 2,α qc ≤ C.
W
3,p 0 estimate and solve the equation
To obtain W 3,p0 estimate, we can localize the estimates in the quasi-coordinate charts as follows. Let ∂ be an arbitrary first order differential operator in the quasi-coordinate chart 3 4 P k . Once the Hölder estimate of second order is proved, we compute in the quasi-coordinate chart ∆g∂φ = ∂(F + ǫφ + log det(g ij )) −g ij φ ∂g ij .
Note that we already have ||φ|| C 2,α ( 
Namely, ||Φ δ * φ|| W 3,p 0 (
By Lemma 2.4, we have
Cover D by finitely many such U 's and cover the complement of the union of these U 's by a finite number of unit balls. Collect the inequalites on each of them, we get the following proposition. 
where C depends only on (I(F, p 0 ), p 0 , n, ω).
The following lemma show us that F can be approximated by C Proof. We can assume that F is smooth. The Ricci curvature of (M, g) is bounded from below. Let r = r(x) denote the distance function to some fixed point. By a theorem of Yau ( The RHS goes to 0 as k → ∞.
Finally, we proof the main theorem.
Proof of theorem 1.1. Suppose I(F, p 0 ) ≤ K for some constant K. Let F k be a sequence of smooth functions with compact support such that I(F k , p 0 ) → I(F, p 0 ); in particular, we can assume I(F k , p 0 ) ≤ K + 1 for any k. For each ǫ and k, there is a smooth solution φ ǫ,k which solves the perturbed equation
such that (g ij + (φ ǫ,k ) ij ) > 0. By Proposition 6.2 we have ||φ ǫ,k || W 3,p 0 (M,g) ≤ C(K, p 0 , n, g)
There is a subsequence of (φ ǫ,k ) that converges to some φ ∈ W 3,p0 (M, g) such that ω + √ −1∂∂φ > 0 defines a W 1,p0 (and C α qc , α = 1 − 2n/p 0 ) Kähler metric.
