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ABSTRACT
The search for quantum materials is always an exciting field in condensed matter
physics. The strongly correlated materials are one of the most intensively studied sys-
tems for decades. Due to the complex interplay between the electronic, magnetic, and
structural degrees of freedom, the strongly correlated materials display a broad range of
interesting phenomena such as high-temperature superconductivity and the colossal mag-
netoresistance (CMR) in manganites. An important characteristic of these materials is the
existence of several competing states with different symmetries and low energy excitations,
such as the complicated phase diagram exhibited by transition metal oxides. A variety of
phases with spin, charge, and orbital order leads to many systems such as superconduc-
tors, metals, insulators, multiferroics, and other novel phases. With the introduction of the
concept of topology, topological quantum materials have attracted tremendous attention
in recent years. Among them, superconductors with non-trivial topologies are one of the
most studied materials due to the existence of gapless boundary states, such as the zero-
energy bound states, in them, which have the potential of realizing fault-tolerant quantum
computations.
A new type of measurement technique with high sensitivity is urgently demanded to re-
veal the complicated electronic and magnetic properties in quantum materials. We develop
a highly sensitive torque differential magnetometry using the qPlus mode of a quartz tuning
fork. We observe a sharp resonance of the quartz tuning fork at low temperatures down to
20 mK.We calibrate our torque differential magnetometry by measuring the angular depen-
dence of the hysteresis loop in single-crystal Fe0.25TaS2. Furthermore, we demonstrate the
high sensitivity of the torque differential magnetometry by measuring the quantum oscilla-
tions of a bismuth single crystal. To use the tuning fork magnetometry in a wet cryogenic
system, we also make vacuum cells for the tuning forks which could hold a high vacuum
at liquid Helium temperature. We also demonstrate the application of tuning fork magne-
tometry in a pulsed magnetic field up to 65 T by measuring the hysteresis loop and melting
field of underdoped high-temperature superconductors YBa2Cu3Oy.
We conduct thermal transport study in two strongly correlated materials, vanadium
dioxides (VO2) and SmBaMn2O6. The nature of the metal-insulator-transition in the tran-
sition metal oxides has been a long-studied topic. We investigate the thermal conductivity
across the phases transitions in VO2 and SmBaMn2O6 single crystals and get one-order-of-
magnitude enhancement in the thermal conductivity within the metal-insulator transition.
These experiments shed light on the role played by phonon across the first-order struc-
tural transition. These experiments also solve the thermal management issues in solid-state
materials and could bring potential applications in electronic devices.
To reveal the superconducting gap structure of a topological superconductor candidate,
we conduct the heat capacity measurement in the Nb-doped Bi2Se3 single crystals. For all
samples, the heat capacity shows an exponential decay when T approaches zero, which
indicates a nodeless superconducting gap structure. Both the nematic order observed in
the torque magnetometry measurement and the nodeless gap structure obtained by the heat
capacity measurement indicate an odd parity topological superconductor.
We also present a study of the Nernst effect in an iron-based superconductor with
a non-trivial band topology Fe1+yTe1 xSex. A non-zero Nernst signal is observed in a
narrow temperature region around the superconducting transition temperature Tc at a zero
field. This anomalous Nernst signal shows symmetric dependence on the external magnetic
field and indicates an unconventional vortex contribution in an s-wave superconductor with
a strong spin-orbit coupling, which is originated from the local magnetic moments of the
interstitial Fe atoms. Our experiments also provide the first evidence of a locally broken
xvi
time-reversal symmetry in bulk Fe1+yTe1 xSex single crystals.
In summary, my Ph.D. thesis focuses on the development of new measurement tech-
niques such as the torque differential magnetometry and the thermal measurement setup
compatible with PPMS, which are capable of resolving novel properties of many solid-
state materials. With the help of these newly developed techniques, I study the thermal and
magnetic properties in several strongly correlated materials.
xvii
CHAPTER 1
Introduction
1.1 Strongly Correlated Electronic Systems: Transition
Metal Oxides
For many materials that shape our world, their properties can be well understood by the
band theory based on a non-interacting electron assumption. Metals, semiconductors, band
insulators, and semimetals of band theory all fall in this category whose properties are com-
paratively insensitive to the repulsive interactions between electrons. However, there are
also lots of materials in which the electron-electron interaction determines their electronic,
magnetic, optical, and mechanical properties. These materials fall into the category of
strongly correlated materials. In the strongly correlated electronic systems, the collective
states can not be explained by the one-particle approximation. The repulsive electron-
electron interactions must be taken into account when trying to understand their properties.
The strongly correlated materials have become one of the most intensively studied sys-
tems in the condensed matter physics [1, 2, 3]. Due to the complex interplay between their
electronic, magnetic and structural degrees of freedom, the strongly correlated materials
display a broad range of interesting phenomena such as high-temperature superconduc-
tivity [4] and the colossal magnetoresistance (CMR) in manganites, where the electrical
resistance changes dramatically in the presence of a magnetic field [5, 6]. An important
characteristic of these materials is the existence of several competing states with different
symmetries and low energy excitations, such as the complicated phase diagram exhibited
by transition metal oxides [7, 8, 9, 10, 11, 12]. A variety of phases with spin, charge, and
orbital order leads to many systems such as superconductors, metals, insulators, multifer-
roics, and other phases. New phases often emerge through a “quantum phase transition”
near the “quantum critical point” when a physical parameter, such as the composition,
temperature, pressure, or external field, is tuned. This effect could be manifested by an
order-of-magnitude change in the electrical resistivity, such as the metal-insulator transi-
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tion in cuprates or CMR in manganites. The strong correlation between electrons plays a
crucial role across the transition which means a simple tuning on this term could result in
a dramatic change in material’s property.
Understanding, controlling, and predicting the complexity in the strongly correlated
systems is one of the biggest challenges in today’s condensed matter physics. On the theory
side, it’s difficult to conduct the band structure calculation when considering strong electron
correlations. The standard ab initio methods, which are well suited to study weakly corre-
lated systems like conventional metals and insulators, can not accurately predict the band
structure for strongly correlated systems like Mott insulators [13]. The simplified model
Hamiltonians approach can better capture the essential physics but can hardly generate any
analytical results. A combination of different types of approaches turns out to be a success-
ful way. The modified density function theory [14] (also known as LDA+U, where LDA
stands for “local density approximation”) and the Dynamical Mean-Field Theory (DMFT)
[15, 16] have successfully produced many promising results [17, 18].
Strongly correlated electron materials have attracted tremendous interest not only be-
cause of the unusual physics origin behind the complex phenomena but also due to their
potential application in modern technology. In this chapter, we will give a brief introduc-
tion of several types of well studied strongly correlated materials. The aim is to summarize
the interesting topics that have been studied and the background that needs to know before
introducing our research.
1.1.1 Manganites and High-temperature Superconductors
The properties of strongly correlated electrons are usually controlled by two parameters:
the tunneling electron hopping amplitude t (or the one-electron bandwidth W ) and the
density of charge carriers (band filling). Electrons tend to hop between nearby sites with
an energy scale of t while the on-site Coulomb repulsive energy U hinders this process.
The competition between t and U results in different electronic and magnetic states. When
U
t is large, electrons are more localized and results in a Mott insulator. As
U
t gradually
increases, an insulator-metal transition could happen when electrons become less localized.
Another tuning parameter is the band filling. The ground state of a Mott insulator is usually
antiferromagnetic (AFM), while changing the doping level, i.e. a small deviation from the
half-filling state, leads to a paramagnetic conducting state.
These fundamental parameters can be tuned in multiple ways, such as crystal engineer-
ing or doping. For perovskite with formula (RE,AE)MO3, where RE, AE, and M stand for
the trivalent rare-earth and divalent alkaline-earth ions, the crystal structure can be modified
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Figure 1.1: Insulator-Metal transitions in strongly correlated electron systems controlled
by the bandwidth W (or hopping amplitude t) and the band filling n (or doping level x).
(Ut )C is the critical point at which the transition occurs.
by tuning the so-called tolerance factor f , which is defined as
f =
rA + rOp
2(rM + rO)
(1.1)
where ri, i = A, M, or O, represents the ionic radius of each element. The tolerance fac-
tor represents the mismatch between the ironic size of A and M. The perovskite holds a
cubic structure when f ⇡ 1. It gradually transforms into a rhombohedral and then to an
orthorhombic (GdFeO3-type) structure as rA (or equivalently f ) decreases. The M-O-M
bond distortion induced by the crystal structure change also results in the decrease of the
one-electron bandwidth W , which causes the metal-insulator transition observed in the
RENiO3 family [19]. For example, LaNiO3 is a paramagnetic metal with f ⇡ 0.96 while
other RENiO3 with smaller f are AFM insulators at the ground state and undergo a ther-
mally induced insulator-metal transition as temperature increases.
A good example of band-filling-(or doping-) controlled Mott transition is the high-
temperature superconductors of copper oxides, such as the hole doping in La2 xSrxCuO4
and the electron doping in Nd2 xCexCuO4. The parent compound LaCuO4 is an antiferro-
magnetic Mott insulator. It can be doped by replacing some of the trivalent La by divalent
Sr which results in x holes are added to the Cu-O plane and the doped compound becomes
superconductors. In Nd2 xCexCuO4, the reverse process happens in that x electrons are
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added to the Cu-O plane which also brings superconductivity [20]. The phase diagram of
La2 xSrxCuO4 and Nd2 xCexCuO4 are plotted in Figure 1.2.
The other important phenomena that have been studied a lot in the transition metal per-
ovskites are the abundant ordering of charge, spin, and orbital degrees of freedom. The M
iron is surrounded by six O2  irons in a MO6 octahedron (as shown in Figure 1.3 (a)). The
d-orbital degeneracy is partly lifted by the crystal field potential and results in two sub en-
ergy levels (eg orbitals and t2g orbitals). The interplay between the spin and orbital degrees
of freedom produces multiple spin-orbital ordering patterns. In the perovskite manganites,
the Jahn-Teller effect causes the deformation of the MnO6 octahedron which is manifested
by the elongation or compression of the octahedron along the crystal z-axis (as shown in
Figure 1.3 (b)). In LaMnO3, the Jahn-Teller effect causes the compressing of the c axis
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Figure 1.4: (a) Schematic phase diagram of two competing phases (ferromagnetic
(FM) metal and charge-ordered antiferromagnetic (CO/AF) insulator)) in the presence of
quenched disorder. g is a tuning parameter such as electronic density or bandwidth. (b) The
CMR state for manganites where ferromagnetic clusters with randomly oriented magnetic
moments separated by regions where charge-ordered antiferromagnetic states are stabi-
lized.
and the expansion in the ab plane. The spins couple ferromagnetically in the ab plane
and results in a ferromagnetic ground state [22]. While in BiMnO3, the orbital ordering
gives a Mott insulating ferromagnetic ground state due to a lower crystal symmetry [23].
The CMR effect observed in perovskite-type manganites is believed to relate to the phase
competition between the ferromagnetic metallic and the charge-orbital ordered states. The
CMR effect is observed near the bicritical region where the ferromagnetic metallic and the
charge-orbital ordered states compete with each other. The other ingredient which causes
the CMR is the quenched disorder near the critical region. The double-perovskite mangan-
ite has an even more complicated charge/orbital ordering structure compared to its simpler
version (perovskite). The A-site-ordered and disordered-perovskite have the same ground
state of a ferromagnetic metal but different Curie temperatures and charge-ordering transi-
tion temperatures [24, 25]. In RE0.5Ba0.5MnO3 systems, only the A-site disordered systems
exhibit CMR [26].
One reason that results in the unexpected properties of the transition metal oxides is
the inhomogeneity at the nanoscale, which makes the early theories based on homogeneous
systems unsuccessful in explaining many experimental results. In perovskite manganites, a
theory predicts [27] that the ground state is a nanoscale mixture of different phases, partic-
ularly in the presence of quenched disorder [28, 29, 30]. This inhomogeneous ground state
has been experimentally observed in systems such as Sr-, Ca- and Pr-doped manganese
oxides (La, Pr, Ca) MnO3 by electron microscopy [31, 32] and pulsed neutron diffraction
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[33]. In the clean limit without the quenched disorder, ferromagnetic metallic states and an-
tiferromagnetic insulating state are two key competing states in manganites. The quenched
disorder can be introduced into the system through lattice-distorting chemical doping, non-
statistical fluctuations of dopant density, or strain fields, which results in a coexistence of
the two competing states. A mixed glassy state is generated when the temperature is be-
tween the Curie and Ne´el temperature (as shown in Figure 1.4 (a)), where perturbations
like magnetic fields, electric fields, pressure, or strain can induce dramatic changes like
CMR effect [28, 29]. Figure 1.4 (b) sketches the CMR state for manganites where ferro-
magnetic clusters with randomly oriented magnetic moments separated by regions where
charge-ordered antiferromagnetic states are stabilized. A small magnetic field is enough to
re-orient the magnetic moment and induce dramatic change through a percolation process
[32].
We conduct the thermal transport and thermoelectric study cross the two-step charge-
orbital-order transition in double perovskite manganite SmBaMn2O6, which will be dis-
cussed in Chapter 3.2.
1.1.2 Vanadium Dioxide (VO2)
Another canonical example of transition metal oxides with strongly correlated electrons
is Vanadium Dioxide (VO2). VO2 undergoes a first-order phase transition from the low-
temperature monoclinic insulating phase to a high-temperature rutile metallic phase at Tc ⇡
340 K [34]. A long-standing question is whether the metal-insulator transition is primarily
driven by the structural change due to electron-phonon interactions (Peierls transition) or
by electron-electron interactions (Mott transition) [35, 36, 37]. On the theory side, tra-
ditional density function theory (DFT) [38, 39] and the corrections based on an effective
Hubbard U [39, 40] or hybrid functions [41] all fail in explaining the metal-insulator transi-
tion. Recently, a theoretical calculation using the correlated fixed-node diffusion quantum
Monte Carlo (FN-DMC) method to characterize the electronic structure and magnetic re-
sponse of VO2 in two phases [42]. It reveals the structural distortion directly causes the
metal-insulator transition and a change in the coupling of vanadium spins when account
for the electron correlations, which indicates a Peierls transition. But far-field infrared
studies reveal the importance of the electronic correlations in the metal-insulator transition
in VO2 [43, 44]. The scanning near-field infrared studies on VO2 in the Metal-insulator
regime shows a phase-separated picture, nanoscale metallic “puddles” exists in the insu-
lating host. A divergent optical mass observed by the far-field infrared spectroscopy sug-
gests that electron-electron interactions trigger the metal-insulator transition VO2, which
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indicates it’s primarily a Mott Transition [45]. Studies about the metal-insulator transition
nature in VO2 is still ongoing. We study the thermal conductivity within the metal-insulator
transition in VO2, which will be discussed in Chapter 3.1.
1.2 Topological Superconductors
The search for topological quantum materials has become an exciting field in condensed
matter physics in recent years due to their potential of realizing topologically protected
(or fault-tolerant) quantum computation. Topological insulators have attracted tremendous
attention due to its peculiar characteristic of an edge or surface state that shows up on an
insulating bulk state [46, 70, 48]. Soon afterward, a class of topological superconductors
which hold time-reversal-invariance and a fully gapped bulk states plus a gapless surface
Andreev bound states is theoretically predicted [49, 50, 51]. A lot of efforts are put into
looking for possible candidates for topological superconductors. Topologically nontriv-
ial superconductors are first discussed with 1D and 2D models. Both models consider a
spinless, time-reversal-breaking p-wave paring superconducting state and predict the exis-
tence of Majorana zero mode in the vortex core of 2D [52] system or at the edge in the 1D
case [53]. Majorana fermions are their own antiparticles.The Read-Green model predicts
that the bulk Bogoliubov quasiparticles become dispersive itinerant Majorana quasiparti-
cles and the bound states at the vortex cores become Majorana zero mode which can be
used to achieve quantum computation [52].
In this chapter, we will first introduce some basic concepts for understanding the topol-
ogy in quantum materials. Then we will focus on the general definition and properties of
topological superconductors. More concrete guidance for realizing topological supercon-
ductors in real materials and several topological superconductor candidates will be intro-
duced later in this chapter.
1.2.1 Concept of Topology in Quantum Materials
Topology is a mathematical concept that describes the properties of a geometric object.
Two objects are considered to hold the same topology if one can be continuously trans-
formed into the other, such as by stretching, twisting, crumpling, and bending but not by
tearing or gluing. For example, a sphere and an ellipse are topologically identical, a donut
and a teacup is topologically identical. But a sphere and a donut are not topologically iden-
tical since you can not continuously transform a sphere to a donut without punching a hole
in it. Physicist uses the mathematical tool of topology to classify materials into different
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categories. When a quantum mechanical wavefunction can be connected adiabatically to
another wavefunction, these two wavefunctions can be considered to be topologically iden-
tical. For example, a condensed matter system whose wavefunction can be adiabatically
connected to the atomic limit, the condensed matter system is topologically trivial, other-
wise, it is topologically nontrivial. The topological classification can be done by defining
an integer number called topological invariant, such as the Chern number [55, 56]. A
Z2 topological invariant is defined when describing a 2D time-reversal-invariant insulator
[57, 58]. Later on, a more systematic topological classification for both insulators and
superconductors are developed based on the symmetry properties [49, 51].
Here we will give a brief introduction to how topological invariants are defined. In
a solid-state system with a Bloch Hamiltonian H(k), the eigenstates of the Bloch wave is
given by
H(k)|un(k)i = En(k)|un(k)i, (1.2)
where k is the crystal momentum. The Berry connection is defined as
A(n)(k) = ihun(k)|(@kunk)i. (1.3)
A gauge-invariant quantity can be constructed from A(n)(k) as the field strength of the
Berry connection
F (n)ij (k) = @kiA(n)kj (k)  @kjA(n)ki (k). (1.4)
The integral of the field strength over the whole Brillouin zone defines a topological in-
variant, Chern number. Let’s take the Chern number in 2D, which is used to describe the
quantum spin Hall insulator, as an example. For a 2D system, the Chern number of the nth
band is defined as
Chn1 =
1
2⇡
Z
2dBZ
dkxdkyF (n)xy (k), (1.5)
where the integral is over the 2D Brillouin zone. The total Chern number of the occupied
bands is
Ch =
X
En<EF
Ch(n) (1.6)
The Hall conductance is directly linked to the total Chern number through
 xy =  e
2
h
Ch. (1.7)
In a system with time-reversal-symmetry, Ch =  Ch, which meansCh = 0. This indicates
a broken time-reversal-symmetry is necessary for realizing a nontrivial quantum Hall state
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Figure 1.5: Time-reversal-invariant momenta  i (i = 1, 2, · · · ) in (a) 2D and (b) 3D Bril-
louin zones.
with Ch 6= 0. That’s why a magnetic field is needed to break the time-reversal-symmetry
to achieve a quantum Hall state.
The topological insulators that people are interested in nowadays are materials that
hold non-trivial topology while preserving the time-reversal-symmetry. To achieve a time-
reversal-invariant topological insulator, we need to include the spin-orbit coupling. A new
topological invariant which is called Z2 index is introduced to describe such kinds of ma-
terials. In 2005, C. L. Kane and E. J. Mele propose a theoretical model that converts an
ideal 2D semimetallic graphene to a quantum spin Hall insulator when considering the
spin-orbit coupling [57]. They also show this phase is associated with a novel Z2 topologi-
cal invariant which distinguishes a quantum spin Hall insulator from an ordinary insulator.
This Z2 classification is defined for time-reversal-invariant Hamiltonians [58]. Then B. A.
Bernevig, T. L. Hughes, and SC. Zhang propose the quantum spin Hall can be realized in
mercury telluride-cadmium telluride semiconductor quantum wells [59], which is experi-
mentally achieved by M. Ko¨nig et. al. in 2007 [60].
Using the time-reversal invariance, we can also introduce Z2 indices in 3D [61]. A 3D
time-reversal-invariant system has four independentZ2 indices that distinguish the ordinary
insulator from “weak” and “strong” topological insulators. These phases are characterized
by the protected gapless surface (or edge) states, which are insensitive to weak disorder
and interactions. If the 3D system also holds an inversion symmetry, the Z2 indices can be
defined in a simpler way as [62]
( 1)⌫3d =
8Y
i=1
NY
n=1
⇠n( i), (1.8)
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where ⌫3d is the 3D topological index (+1 or -1), n is the index for filled bands, and ⇠n( i)
is the eigenvalue of parity operator at one of the eight time-reversal-invariant momenta  i
in the 3D Brillouin zone (as shown in Figure 1.5 (b)). In the same way, the Z2 index in 2D
is evaluated as
( 1)⌫2d =
4Y
i=1
NY
n=1
⇠n( i), (1.9)
where  i is one of the four time-reversal-invariant surface momenta in a 2D Brillouin zone
(as shown in Figure 1.5 (a)). Liang Fu and C. L. Kane also predict a number of specific
materials that are strong topological insulators [62], including the semiconducting alloy
Bi1 xSbx, ↵-Sn, and HgTe under uniaxial strain. They propose that the non-trivial topol-
ogy in Bi1 xSbx can be verified by looking at the surface states by angle-resolved photoe-
mission spectroscopy (ARPES) and counting the number of times the surface states cross
the Fermi energy between two time-reversal-invariant momenta. D. Hsieh et. al. first re-
port the observation of massive Dirac particles in the bulk as well as gapless surface states
in Bi1 xSbx using incident-photon-energy-modulated angle-resolved photoemission spec-
troscopy (IPEM-ARPES) [63]. Then the transport studies detect topological 2D transport
channels in Bi1 xSbx [64]. Scanning tunneling spectroscopy (STS) also shows a peculiar
chiral spin texture which indicates a topological-protected surface state [65]. Then a spin-
polarized surface state is directly observed in Bi1 xSbx by spin-resolved photoemission
spectroscopy (spin-ARPES) which verifies the time-reversal-invariant topological insula-
tor states in Bi1 xSbx [66, 67]. A large-gap topological-insulator class with a single Dirac
cone has also been observed on the surface of Bi2Se3 class of materials by ARPES [68]. A
room-temperature topological order and non-trivial spin-texture in stoichiometric Bi2X3 (X
= Se, Te) have also been revealed by spin- and angle-resolved photoemission spectroscopy
(spin-ARPES) [69]. Since then, numerous 3D topological insulators have been discovered
and opens a new era of study on topological materials [46, 70, 71].
1.2.2 Topological Superconductors
Similar to an insulator, all the negative energy states of the BdG Hamiltonian are fully
occupied in a superconductor. So we can define various topological numbers in a similar
way for superconductors depends on their symmetry and dimension properties. Gener-
ally speaking, all superconductors with nonzero topological numbers can be considered as
(weak) topological superconductors, such as unconventional superconductors with nodal
gap structure where the nodes have non-trivial topological numbers. Strictly speaking,
a fully-opened gap is required besides a non-zero topological number to define a strong
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topological superconductor. Theoretically speaking, for general Hamiltonians, topological
superconductors can exist in 1D, 2D, and 3D. Superconductors hold a special type of sym-
metry, the particle-hole symmetry, which allows us to define topological numbers other
than the Chern number. For example, a Z2 index can be defined in terms of the Berry phase
similarly as the topological insulator for 1D superconductors [72]. But this 1D Z2 index
becomes trivial due to the Kramer degeneracy in time-reversal-invariant superconductors.
So a new way to define the Z2 index in 1D is proposed and extended to 2D and 3D [73].
Schnyder et. al. construct a table of topological numbers for fully-gapped insulators and
superconductors in multiple dimensions, which can be found in Ref. [73].
An important feature of topological superconductors is the existence of gapless bound-
ary states. The bulk states of a topological superconductor are nontrivial. Across the bound-
ary of a topological superconductor and vacuum, which is topologically trivial, a gapless
boundary state is required to bridge these two un-matched topologies [74]. Topological
superconductors with different topological numbers also have different boundary states,
which is called bulk-boundary correspondence [73, 75]. Zero-energy states can also be
found on topological defects in topological superconductors. A topological defect holds
a different topology compared to the bulk material, so a zero-energy state could appear at
the boundary of these two systems in the same way as a gapless boundary state. For ex-
ample, vortices in topological superconductors can support gapless boundary states, which
is called “zero modes” (zero-energy states) [76, 77, 78, 79]. Actually, even before the sys-
tematic study of topological superconductors, topologically nontrivial superconductors are
discussed in 1D [80] and 2D [52] spinless, time-reversal-breaking p-wave superconduc-
tors in 2000. These models give non-Abelian Majorana zero mode in the vortex core in
the 2D system and edge states in the 1D system. A similar non-Abelian Majorana zero
mode is also proposed in 2D s-wave superconductors [54]. The gapless boundary states in
topological superconductors attract tremendous attention due to their potential of realizing
fault-tolerant quantum computations.
Interestingly, people have started to search for non-trivial topology in superfluid he-
lium 3 (He-3) even before all the topological quantum systems develop [81]. Under a
magnetic field, the He-3 separates into a symmetry protected topological phase and a non-
topological phase. The former phase hosts the symmetry protected Majorana fermions and
odd-frequency even-parity Cooper pairs [82]. Recently, many efforts have been paid to
looking for topological superconductors. Experimentally, there are two ways to realize
topological superconductors, the intrinsic ones and the artificially engineered ones. Intrin-
sic topological superconductors are those in which a topologically-nontrivial gap function
naturally show sup. The odd-parity superconductors are one type of intrinsic ones. The-
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Figure 1.6: A helical spin structure on the Fermi surface induced by strong spin-orbit
coupling in superconducting topological insulators. (a) An intra-orbit pairing results in a
spin-singlet state. (b) An inter-orbit pairing results in a spin-triplet state.
ory predicts that an odd-parity superconductor is a topological superconductor if the Fermi
surface encloses an odd number of time-reversal-invariant momenta in the Brillouin zone
[83, 84, 85]. Systems with strong spin-orbit coupling tend to realize the odd-parity pairing
states, such as the carrier-doped Bi2Se3. As a topological insulator, a strong spin-orbit cou-
pling can induce a helical spin structure on the Fermi surface (as shown in Figure 1.6). If the
attraction between electrons in the same orbit is the strongest, Cooper pairs are formed be-
tween electrons in the same orbit with antiparallel spins (as shown in Figure 1.6 (a)). If the
attraction between electrons in different orbits dominates, Cooper pairs are formed between
electrons in different orbits with parallel spins (as shown in Figure 1.6 (b)). Theoretical cal-
culations prefer the spin-triplet pairing states [85, 86]. Once the three-fold rotational sym-
metry is considered by introducing a warping term into the bulk Hamiltonian, we can even
achieve a nematic superconductor in the doped Bi2Se3 [87]. The spontaneous symmetry
breaking in Cu-doped Bi2Se3 has been observed by nuclear magnetic resonance measure-
ments (NMR) [88] and thermodynamic measurements [89]. In Sr-doped Bi2Se3, the upper
critical fieldHc2 also presents clear two-fold symmetry in magnetotransport measurements
[90, 91, 92]. Recently, our group discovered that the amplitude of the superconducting hys-
teresis loop is enhanced along one direction in Nb-doped Bi2Se3 by torque magnetometry
measurement, which indicates a spontaneous breaking of the rotational symmetry [93]. We
conduct the specific heat measurement in Nb-doped Bi2Se3 to study the superconducting
gap structure, which will be introduced in Chapter 4.
A superconducting state is also theoretically predicted in carrier-doped Weyl semimet-
als under different symmetry conditions [94, 95, 96]. Dirac semimetals can also host su-
perconducting states by carrier-doping or applying pressure [97, 98]. The high-pressure
resistance study shows the topological Dirac semimetal Cd3As2 enters a superconducting
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state with a Tc ⇡ 2 K under a pressure of 8.5 GPa [99]. The other two groups also show
that the mesoscopic point contacts between pure silver and Cd3As2 exhibit unconventional
superconductivity with a critical temperature of 6 K [100, 101].
Apart from the odd-parity superconductors, a spin-singlet superconducting state can
also be achieved in 2D Dirac fermions. Fu and Kane study the proximity effect between
an s-wave superconductor and the surface states of a strong topological insulator. They
predict that the resulting 2D state resembles a spinless superconductor and support Majo-
rana bound states at vortices [102]. Following the pioneering work by Fu and Kane, Sato
et. al. predict that for ordinary fermions with a parabolic energy dispersion, it’s possible
to realize a topological superconductor that hosts Majorana zero modes when consider-
ing the Rashba spin splitting [103]. As for d-wave pairing superconductors, the proximity
effect between a d-wave superconductor and surface Dirac fermions can induce a topolog-
ical superconducting state [104]. Also, Majorana Fermions and topological order can exist
in Nodal d-wave superconductors with strong spin-orbit coupling in an external magnetic
field [105]. A fully gapped d-wave topological superconductor can be realized from gap-
less spin-singlet superconductors under a Zeeman field with a broken inversion symmetry
and a broken time-reversal symmetry [106].
Equipped with multiple theories, lots of experimental efforts have been put in search-
ing for real topological superconducting materials. Apart from the doped-Bi2Se3 system
and Cd3As2 under high pressure, several other systems have been considered as candidates
for topological superconductors. As a strongly correlated material, the superconductor
Sr2RuO4 has been studied for more than 20 years since its discovery in 1994 [107]. The-
ory predicts a spin-triple p-wave pairing state [108, 109] which is supported by nuclear
magnetic resonance (NMR) experiments [110] and muon spin rotation (µSR) experiments
[111]. The spin-triplet odd parity indicates the topological nature of the superconductiv-
ity [112, 113, 114] which is evidenced by the edge states observed by in-plane tunneling
spectroscopy [115]. Theory also predicts the symmetry-protected Majorana Fermions in
Sr2RuO4 [116], which hasn’t been experimentally confirmed yet. Half-quantum vortices
have been observed in Sr2RuO4 by cantilever magnetometry measurements which could
potentially host a Majorana zero mode in the vortex core [117]. However, recently, the
p-wave superconducting state has been questioned a lot by contradictory experimental re-
sults. An NMR experiment shows a reduced spin polarization in unstrained samples when
entering the superconducting state, which contradicts with the previous NMR result with
no change in the Knight shift and questions the p-wave pairing scenario [118]. The spe-
cific heat measurement finds the line nodes in the superconducting gap, which calls for
a reconsideration of the order parameter [119]. Recent thermal conductivity measure-
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ments also found the gap structure of Sr2RuO4 consists of vertical line nodes, which is
inconsistent with a p-wave order parameter [120]. The chiral edge states that are expected
for a time-reversal-symmetry-breaking p-wave superconductor have not been detected yet
[121, 122, 123]. All these contradictory results demand a re-evaluation of the pairing sym-
metry in Sr2RuO4.
Other candidates include the noncentrosymmetric superconductors [124, 125], such as
CePt3Si [126], and nodal topological superconductors, such as the quasi 2D superconduc-
tor Cux(PbSe)5(Bi2Se3)6 [127], heavy-fermion superconductor UPt3 [76] and half Heusler
compound RPtBi [128, 129]. But solid experimental evidence is urgently required to verify
their topological superconducting nature. A nearly ferromagnetic spin-triplet superconduc-
tivity is discovered in UTe2 in 2019, which is characterized by a very large and anisotropic
upper critical field exceeding 40 T and could potentially host topological excitations that
are of interest for quantum computing [130].
Recently, a theory has predicted that the iron-based superconductor Fe1+yTe1 xSex
could host a topological superconducting state on its surface [131, 132, 133], which is evi-
denced by photoemission [134] and scanning tunneling spectroscopy measurements [135].
A zero-energy bound state (ZBS) has also been observed at magnetic-field-induced vor-
tices in Fe1+yTe1 xSex [135, 136, 137], which indicates a Majorana zero mode exists at
the vortex core. Even more surprisingly, the robust ZBS was also found at each interstitial
iron impurity by scanning tunneling microscopy in the absence of an external magnetic
field [138]. Recently, a theory proposes that magnetic impurity ions can generate topo-
logical vortices without external magnetic fields in s-wave superconductors with strong
spin-orbit coupling. These quantum anomalous vortices can even support robust Majorana
zero-modes when the topological surface states are superconducting [139]. We are curious
about how the topological vortices could affect the vortex flow in the vortex liquid state of
a type-II superconductor. So we conduct the Nernst effect measurements in Fe1+yTe1 xSex
single crystals. More details will be discussed in Chapter 5.
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CHAPTER 2
Experimental Techniques
In this chapter, we will introduce several experimental techniques that have been used to
study the strongly correlated materials and topological superconductors. The development
of a new torque differential magnetometry using the quartz tuning forks will be discussed
in Chapter 2.1. This highly-sensitive magnetometry provides a powerful probe to resolve
the electronic and magnetic anisotropy of novel solid state materials, such as the strongly
correlated materials. Heat capacity measurement using the relaxation method will be intro-
duced in Chapter 2.2. Thermal measurements, such as thermal conductivity, thermopower
and Nernst effect measurements, will be discussed in Chapter 2.3.
2.1 Torque Differential Magnetometry Using the qPlus-
Mode of a Quartz Tuning Fork
A quartz tuning fork is the key component of high-resolution atomic force microscope.
Because of its high quality factor, a quartz tuning fork can also be used for high-sensitivity
magnetometry. We develop a highly sensitive torque differential magnetometry using the
qPlus mode of a quartz tuning fork [140]. The tuning fork is driven by an AC voltage, and
its deflection is measured by the resultant AC current. We observe a sharp resonance of the
quartz tuning fork at low temperatures down to 20 mK. We calibrate our torque differential
magnetometry by measuring the angular dependence of the hysteresis loop in single-crystal
Fe0.25TaS2. Furthermore, we demonstrate the high sensitivity of the torque differential
magnetometry by measuring the quantum oscillations of a bismuth single crystal. The
extracted Fermi-surface cross sections are consistent with those of bismuth crystals. To
use the tuning fork magnetometry in a wet cryogenic system, we also make vacuum cells
for the tuning forks which could hold a high vacuum at liquid Helium temperature. In the
last part, we demonstrate the application of tuning fork magnetometry in a pulsed magnetic
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filed up to 65 T by measuring the hysteresis loop and melting field of underdoped high-
temperature superconductors YBa2Cu3Oy (YBCO). The related publication can be found
in Ref. [140].
2.1.1 Introduction on Quartz Tuning Forks
Quartz resonators have been widely used as frequency standards in wrist watches due to
its low internal dissipation and insensitivity to accelerations [141]. Among them, quartz
tuning forks(QTF) are the most useful because of the surprisingly high quality factor (Q-
factor) and low frequency variation at room temperature. Furthermore, the relatively high
spring constant keff provides additional advantages like smaller oscillation amplitude [142]
and larger linear operation range [143].
QTFs were introduced into scanning near-field acoustic microscopy as a new method
for imaging the topography of nonconducting surfaces by Gu¨nther et al [144]. Later on,
QTFs were used to fulfill tip-sample distance control in near-field optical microscopes
[145]. Shear force detection was used in these microscopes and was explicitly investi-
gated by Karrai and Tiemann [146]. Implementation of a tuning fork sensor suitable for
high-resolution atomic force microscopy(AFM) imaging was achieved by involving phase
lock loop(PLL) control [147]. By attaching a magnetic tip on a QTF, magnetic force mi-
croscopy can bring a spatial resolution of several tens of nanometers [148, 149]. Giessibl et
al. also demonstrated a new configuration of QTF based AFM (called qPlus sensor) which
maintains both high scanning speed and atomic resolution [150].
Apart from the application in scanning probe microscopy, QTFs have a potential for
the high-sensitivity magnetometry due to high quality factor Q (⇠104) and high sensitiv-
ity [151]. Cantilever-based torque magnetometry with resolution better than 104µB was
widely used to study small magnetization signal in magnetic thin layers [152] and individ-
ual nanotubes [153]. In these experiments, the read out of the magnetization signal usually
involves mechanical oscillator drive and optical detection of cantilever deflection, often re-
sulting in a cumbersome setup that is sensitive to the environment. It’s necessary to develop
an easy-to-set-up and highly sensitive magnetometry.
In the QTF-based torque magnetometry, magnetization coming from the sample gen-
erates a torque which changes the effective spring constant keff of the QTF. This change
leads to a change in the resonance frequency. Thus it can be read out by its electrical
response, such as current. Furthermore, cooling down to cryogenic temperature can effec-
tively maximize the signal-to-noise ratio of the QTF [154][155]. This can, therefore, be
a platform for a potentially easy-to-set-up sensitive magnetometry. However, QTF based
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torque magnetometry has not been widely studied and lacks thorough understanding. A
major reason is that the quality factor is very sensitive to the mass of attached specimen
and will drop dramatically when the two prongs are not well balanced, making it imprac-
tical for resonant detection. Previous QTF-based torque magnetometry was investigated
with attaching an iron wire to one prong of a free tuning fork [151]. There are no prior
studies on qPlus-mode magnetometry where one prong is mechanically fixed.
In this chapter, we demonstrate that a qPlus-like setup of QTF, dubbed torque differen-
tial magnetometry, can achieve several times larger Q than prior non qPlus-like setup even
with a relatively massive sample [151]. The QTF device is integrated on the rotator probe
of a Janis Variable Temperature Insert(VTI) system which provides a low temperature and
vacuum environment. We tested two different measurement circuits and achieved high sen-
sitivity measurements in both low and high magnetic field. In order to calibrate the order
of magnitude of magnetization measured with the quartz tuning fork, we measured the
hysteresis loop of a well-studied ferromagnetic material Fe0.25TaS2 with different meth-
ods of magnetometry. Our analysis demonstrates that torque differential magnetometry
can achieve a sensitivity which is comparable to that of the commercial Magnetic Prop-
erty Measurement System (MPMS) as well as the cantilever-based torque magnetometer.
Furthermore, we demonstrate the high sensitivity of our torque differential magnetometry
by measuring the de Haas-van Alphen effect in the bismuth single crystal. Quantum os-
cillations are observed in a magnetic field up to 10 T and the extracted Fermi surfaces are
consistent with previous results [156]. The observation of hysteresis loop, as well as the
quantum oscillations, indicates that QTF-based magnetometry is a very promising charac-
terization tool in studying the magnetic properties of many novel materials.
2.1.2 Application of Torque Differential Magnetometry in a DC Mag-
netic Field
2.1.2.1 Experimental Setup
Our experimental setup is shown in Figure 2.1 (a), one prong of the QTF is firmly glued on
the side of an “L” shaped substrate with H74F epoxy from Epotek. Figure 2.1 (b) shows
the side view of the experimental setup under the microscope. The “L” shaped substrate
is machined from brass, which has high density and high thermal conductivity. Attaching
a heavy mass to the tuning fork is crucial for obtaining a high quality factor. The sample
is attached to the top of the free prong. The magnetic field is applied in the plane which
formed by two crystalline axises (Inset of Figure 2.1 (b)). The QTFs (MS1V-T1K) are from
Microcrystal with free standing resonance frequency f0 = 215 Hz = 32768Hz. The original
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QTF is sealed in a metal case which holds a rough vacuum and can be gently removed with
pliers. The spring constant of the quartz tuning fork can be calculated by the beam formula
[157]
k =
Et3w
44L3 , (2.1)
where E is Young’s modulus of quartz, t the thickness, w is the width, and 4L is the
effective length. After plugging in the numbers from reference [142, 157],4L = 2400 µm,
t = 214 µm,w = 130 µm andE = 79.1GPa, the theoretical spring constant is approximately
1822N/m. However, the calculation with the beam model is only a rough estimation for the
spring constant and barely agree with the geometrical configuration of the qPlus sensors.
The effective length 4L = L   L0 is ambiguously defined since it highly depends on
the mounting position L of the sample as well as the determination of the beam origin L0
[158]. Furthermore, the assembling procedure, such as the non-symmetric alignment of
the sample, will affect the spring constant of the QTF [159]. The rigid bonding between
the sample and QTF, and between the QTF and substrate are crucial for obtaining a high Q
[160]. The whole device is tightly fixed on a 16 pin socket which seats on the rotator probe
of a Janis VTI system and stays in vacuum during the whole measurement.
In our experiments, we performed frequency dependent current measurements with
the direct mode circuit shown in Figure 2.1 (c). A KEYSIGHT 33520B function generator
is used to provide a 10mV AC voltage across the QTF. The voltage frequency is read by a
KEYSIGHT 53230A frequency counter. At the same time, the responding current I˜(!) due
to piezoelectric effect is measured with a Stanford Research 830 lock-in amplifier whose
reference signal comes from the function generator.
The field dependent current measurement is achieved with both a direct mode circuit
and a phase lock loop (PLL) mode circuit (Figure 2.1 (d)). In the direct mode, the frequency
of the function generator is always fixed at the resonance frequency of the QTF at zero field.
When the magnetic field is changing, the magnetization in the sample generates a torque
on the free prong of the QTF, which modifies the resonance frequency of the QTF. The
lock-in amplifier measures the amplitude and phase of the current through the QTF. The
phase shift of the current depends on how much the resonance frequency deviates from the
excitation frequency. All data acquisition is fulfilled by Labview programming.
Compared with the direct mode, the PLL mode [147] can directly measure the fre-
quency change of the QTF when applying a field. The shift of the QTF is quite steep at the
resonance frequency [151] because of high Q factor. This slope can be used to convert the
phase signal to the frequency change. In the PLL mode measurement, the drive frequency
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Figure 2.1: (a) Experimental setup. One prong of the QTF is firmly glued on the side of
an “L” shaped substrate. The sample is attached on top of the free prong. (b) Side view of
the experimental setup under the microscope. Inset shows the sketch of the measurement
setup, where the magnetic field is applied in the ac plane of the sample. The sample stage
is rotatable up to 90 degrees. ✓ is the angle between the c axis and H . Schematic of the
experimental circuit: (c) direct mode and (d) PLL mode.
of QTF is modulated by a feedback loop to maintain constant phase. The phase lock loop
is achieved by sending the phase of the current to the input of a Stanford Research SIM960
analog PID controller, while the output of the PID is used to modulate the frequency of the
function generator and is recorded by a Keithley 2182A nanovoltmeter.
2.1.2.2 Theoretical Model: Torque Differential Magnetometry
In our experiment, the magnetization from the sample is represented by the frequency
change of the QTF. Here we give a brief mechanical model which is similar to the mech-
anism of the frequency-modulated cantilever magnetometry [161]. In the qPlus configura-
tion, only one prong of the QTF can oscillate freely while the other prong is tightly fixed on
the substrate. The free prong is equivalent to a quartz cantilever which performs harmonic
oscillation when applying AC voltage. In the PLL mode, the QTF is driven at its resonance
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frequency !0 during the measurement. The displacement of the free prong is given by
x(t) = x0cos(!0t). In the presence of an external magnetic field H , the magnetizationM
from the sample applies a torque ⌧ = M ⇥H on the QTF. The motion of the QTF can be
expressed by
meff
d2x
dt2
+  
dx
dt
+ keffx = Fdrive + F⌧ , (2.2)
in which meff is the effective mass of the free prong,   is the damping factor, keff is the
effective spring constant, Fdrive is the driving force and F⌧ is the force coming from the
magnetic torque. F⌧ can be further expressed as F⌧ = ⌧/Leff, where Leff is the effective
length of the QTF. Here we define the angle between H and c axis to be the tilt angle ✓.
While the free prong keeps on oscillating, the motion adds a small oscillation change to
the ✓ which makes ✓0(t) = ✓ +  ✓(t).  ✓(t) also varies with the same frequency !0 of
the driving force and can be written as  ✓(t) =  ✓0 cos(!0t), in which  ✓0 relates to the
oscillation amplitude of the free prong  ✓0 = x0/Leff. In other words,  ✓(t) = x(t)/Leff.
The force change can be expanded as
F⌧ (✓ + ✓(t))  F⌧ (✓) ⇡ @F⌧
@✓
 ✓(t) =
1
Leff
@F⌧
@✓
x(t) (2.3)
Therefore, the magnetic torque results in a change of effective spring constant
 keff = k
0
eff   keff =
1
Leff
@F⌧
@✓
=
1
L2eff
@⌧
@✓
. (2.4)
For a simple harmonic oscillator,
!0 =
r
keff
m
. (2.5)
The shift of the resonance frequency can be written as
 !0 = !
0   !0 =
s
k
0
eff
m
 
r
keff
m
=
r
keff + keff
m
 
r
keff
m
(2.6)
=
r
keff
m
[(1 +
 keff
keff
)
1
2   1]. (2.7)
We assume the change of the effective spring constant  keff = k
0
eff   keff is a small
quantity. Using Taylor expansion and ignoring the higher order terms, we can get the
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frequency change to be
 !0 ⇡
r
keff
m
(1 +
1
2
 keff
keff
  1) =
r
keff
m
1
2
 keff
keff
= !0
 keff
2keff
. (2.8)
So the shift of the resonance frequency becomes
 !0 ⇡ !0 keff
2keff
=
!0
2L2effkeff
@⌧
@✓
, (2.9)
Therefore, in PLL mode the frequency shift is proportional to the derivative of the magnetic
torque with respect to the tilt angle ✓, which means the quartz tuning fork is actually a
torque differential magnetometer [143].
When the magnetic field is applied in the ac plane of the crystal (Inset of Figure 2.1
(b)), the magnetic torque can be expressed with the components along crystalline c and a
axis by
⌧ = MaHc  McHa. (2.10)
For a paramagnetic or diamagnetic material [162],
⌧ = µ0 aHaHc   µ0 cHcHa
= µ0  H
2 sin ✓ cos ✓,
(2.11)
where µ0 is the vacuum permeability and    =  a    c is the magnetic susceptibility
anisotropy. With the same derivation, the frequency shift for a paramagnet material is
 !0 ⇡ !0µ0  H
2 cos 2✓
2L2effkeff
= !0
MeffH cos 2✓
2L2effkeff
, (2.12)
in whichMeff = µ0  H is the effective magnetization.
If the sample is not paramagnetic along all crystal axises, the ✓ dependence of the
frequency shift is a little bit different. Take Fe0.25TaS2 as an example, it is a paramagnet
along a axis but a ferromagnet along c axis [163]. When the magnetization along c axis is
saturated, the magnetic torque can be written as
⌧ =
1
2
µ0 aH
2 sin 2✓  MsH sin ✓, (2.13)
in whichMs is the saturation magnetization along c axis. In Fe0.25TaS2, the magnetization
in ab plane is very low compared with the saturation magnetization along c axis [163]. As
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a result, the frequency shift is following
 !0 = !0
µ0 aH2 cos 2✓
2L2effkeff
  !0MsH cos ✓
2L2effkeff
. (2.14)
Further, given the magnetic torque is dominated by the second term in Eq. (9), the
dominating term in Eq. (10) would be the second term, which means the frequency shift
is proportional to H . Later we are going to demonstrate the angular dependence of the
frequency shift at Hc in Fe0.25TaS2 single crystal.
2.1.2.3 Hysteresis Loop in Fe0.25TaS2
In order to calibrate the order of magnitude of the magnetic moment measured by the
quartz tuning fork as well as verify the theoretical model of torque differential magnetom-
etry, we measured the hysteresis loop of a well-studied ferromagnetic material Fe0.25TaS2
with different methods of magnetometry. The Fe0.25TaS2 sample used here were grown by
chemical vapor deposition method [164]. Both the magnetic moment and resistivity are ex-
tremely anisotropic, with the magnetic moments aligned parallel to the c crystallographic
direction [163, 164, 165].
Anisotropic magnetic moment was taken by a Quantum Design Physical Property
Measurement System(PPMS) using the Vibrating Sample Magnetometer(VSM) option at
1.9 K. The sample measured in PPMS (Sample A) has a dimension of 0.9 mm ⇥ 0.75 mm
⇥ 0.05 mm. As shown in Figure 2.2 (a), a sharp hysteresis loop was observed when Hkc.
The Hkc magnetic moment saturates at 5.2 T(ms ⇠ 10 3 emu) and is about 1 order of
magnitude larger than the Hkab magnetic moment (mab ⇠ 10 4 emu).
The angular dependent magnetic torque of Sample B was measured by the cantilever-
based torque magnetometer. The experimental setup is similar to the one in reference [162],
a 0.3 mm ⇥ 0.16 mm ⇥ 0.05 mm single crystal was put on the tip of a beryllium copper
cantilever with a magnetic field applied in the ac plane. The magnetic torque ⌧ coming from
the sample is measured by tracking the capacitance change between the cantilever and a
gold film underneath [166]. Figure 2.2 (b) shows the torque vs. H at ✓ =  34.8 , in which
✓ is the angle between H and c axis. The bow-tie feature corresponds to the sharp jump in
the magnetic moment at the coercive fieldHc. As demonstrated in the previous session, the
magnetic torque in this material is dominated by the second term in Eq. (9). So the torque
signal should be proportional to sin✓. The loop height was defined as the torque change at
the coercive field ⌧c = ⌧ upc (Hc)   ⌧ downc (Hc). The angular dependent torque measurement
was done from 45  to 45 . The angular dependent data shows that the loop closes exactly
at ✓ = 0  and the loop size gradually increases as ✓ deviates from 0 (Figure 2.2 (e)).
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Theoretically, the torque signal should get a maximum at ✓ = ±45 . Unfortunately, we
were not able to get the angular dependence above 45  due to the limitation of our rotator.
The angular dependent  ⌧c/2Hc data can be well fitted with Eq. (9) (red dashed line in
Figure 2.2 (e)), which indicates the magnetic moment from the c axis is about 45 times
larger than the contribution from the ab plane. In comparison, we also fit the angular
dependent data with a sinusoidal function (blue dashed line). It turns out that with a large
magnetic anisotropy, Fe0.25TaS2 can be approximated with a 3D Ising model.
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Figure 2.2: Hysteresis loop in Fe0.25TaS2. (a) m(H) curves for Hkc (black) and Hkab
(red) measured by VSM in Sample A at 1.9 K. (b) Torque vs. H measured by torque
magnetometer in Sample B at 1.7 K. (c) Frequency shift vs. H measured by quartz tuning
fork in Sample B at 1.7 K. ✓ is the angle between H and c axis. The differential of torque
is derived with Eq. (5). Arrows here denote the direction of magnetic field change. (d)
 fc/2Hc vs ✓ for the quartz tuning fork. (e)  ⌧c/2Hc vs ✓ for the cantilever. Blue dashed
lines are the theoretical fitting with the magnetic moment only along the c axis. Red dashed
lines are theoretical fitting with magnetic moment coming from both c axis and ab plane.
Sample B was then attached on the free prong of a qPlus-mode quartz tuning fork
with the magnetic field applied in the ac plane. The field dependent frequency shift was
measured by the PLL mode and the frequency shift vsH at ✓ =  38  was shown in Figure
2.2 (c). A similar hysteresis loop with a bow-tie feature was observed. Here the loop height
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is defined as the frequency shift jump at the coercive field  fc = f upc (Hc)   f downc (Hc),
the loop width is defined as 2Hc. The angular dependent hysteresis loops show that the
loop height gets a maximum at ✓ = 0  and continuously increases as ✓ deviates from 0 .
Figure 2.2 (d) shows the angular dependent  fc/2Hc, which can be well fitted with Eq.
(10) (red dashed line). The magnetic anisotropy derived from the fitting is consistent with
the result of the cantilever data (Figure 2.2 (e)). If we treat the Fe0.25TaS2 sample as a
3D Ising system, the angular dependence of  fc/2Hc can be well fitted with the second
term of Eq. (10) (blue dashed line). This angular dependent behavior verifies that tuning
fork is actually measuring the differentiation of magnetic torque instead of the torque itself.
The coefficient in front of the cos✓ in the fitting function equals to f0Ms
2L2effkeff
. The resonance
frequency f0 of the QTF with Fe0.25TaS2 sample attached is 30432 Hz, the effective length
of QTF is Leff = 2.4 mm, the saturation magnetic moment is ms = 3.55 ⇥ 10 7 emu.
Then the spring constant can be calculated to be k = 2131 N/m after plugging in all these
numbers, which is consistent with the calculated spring constant in previous session and
the reported values (103 ⇠ 104 N/m) in previous studies [150, 157, 167, 168].
2.1.2.4 Quantum Oscillations in Bismuth
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Figure 2.3: Resonance curve of the QTF with Bi sample attached at 1.6 K and in the
vacuum. Q = 20000, f0 = 15198 Hz. Inset is the configuration of the measurement. The
magnetic field is applied in the trigonal-binary plane of the Bi crystal.
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We also did the field dependent measurement for single crystal bismuth (Bi) with the
qPlus-mode QTF. The orientation of the bismuth crystal is confirmed by X-ray diffraction.
A 0.6 mm ⇥ 0.2 mm ⇥ 0.13 mm (⇠156 µg) bismuth (Bi) crystal is attached on the top of
the free prong. The zero field resonance curve was measured with the direct mode at 1.6
K, as shown in Figure 2.3. The amplitude of the current shows a sharp peak at resonance
frequency f0 while the slope of the phase curve is quite steep. Fitting the magnitude and the
phase of the current with Eq. (1) and (2) in reference [167] gives a quality factor around
20000 and f0 = 15198 Hz. The phase of the current has a linear relationship with the
frequency within ±0.3 Hz around f0, so we can use the phase deviation to infer the shift of
the resonance frequency4f if f0+4f was in this linear range. However, strong magnetic
torque in a high field could result in large frequency shift beyond the linear range. In this
situation, the PLL mode has to be involved to track the variation of f0 in a broad range.
To verify that the direct mode can produce the same result as the PLL mode in this
linear range, field dependent measurements up to 10 T are performed with both modes.
The crystal orientation is shown in the inset of Figure 2.3, the magnetic field is rotating in
the trigonal-binary plane of the Bi crystal, ✓ denotes the angle between the field and the
trigonal axis. Figure 2.4 (a) and (b) show that the frequency shift in the PLL mode and
the phase of the current in the direct mode shows the same pattern(later we will compare
the periodicity to 1/µ0H). Figure 2.4 (c) is the effective magnetic moment meff calculated
from the frequency shift with Eq. (8). Comparing Figure 2.4 (a) with Figure 2.4 (b), the
direct mode is better at revealing high frequency oscillations with respect to µ0H at low
field. The reason is when the magnetic field changes, the magnetization of the sample
changes the resonance frequency of the QTF and produces a phase shift on the current.
With a sweeping rate of 0.23 T per minute, to obtain a stable PLL, the integration gain can
not be too large, which means the time constant of the PLL can not be too small. The PID
takes quite a long time to gradually reach a stable output which tunes the frequency of the
function generator to the new resonance frequency. This feedback is not fast enough to
catch the fast oscillations in the frequency. As a result, the direct mode has advantages in
low field measurements since the phase of the current always responds more rapidly than
the PID output.
In our experiment, we performed angular dependent measurements up to 10 T at 1.6
K. Figure 2.5 shows the raw data taken with the direct mode at 6 selected angles. When H
is increasing, the Landau level energies are also increasing. Every time the Fermi surface
passes through a Landau level, the derivative of free energy F overH has an extreme slope.
Hence the Landau level crossings can be observed as a series of anomalies in the phase of
the current versusH . IfH was at an angle ✓ to the normal direction of a Fermi surface, the
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Figure 2.4: Quantum oscillations observed in the Bi crystal with two different measurement
modes: (a) The phase of the current vs. H in the direct mode. (b) Frequency shift vs. H
in the PLL mode. (c) Converted effective magnetic moment meff vs. H with Eq. (8) in
the PLL mode. Here we used k = 2131 N/m from the fitting result of angular dependent
Fe0.25TaS2 data for calculating meff. meff signal is quite noisy at low field. This is because
meff is calculated through dividing the frequency shift by H , which is comparably a larger
number at low field. All curves are taken at ✓ =  43 , 1.6 K. Dashed lines are given as
guides to the eye.
extreme slope happens at fields Bn given by [169]
1
Bn
=
2⇡e
~ (n+  )
1
S(✓)
, (2.15)
where ~ denotes the reduced Plank constant, e is the electrical charge, n is a positive integer,
  is the Onsager phase, and S(✓) is the Fermi surface cross section at the magnetic field tilt
angle ✓. We use (n,±) to denote the sub-Landau levels due to Kramers degeneracy. For
the electron pocket, the index field Bn is distinguished by a minimum in the phase of the
current, as shown in Figure 2.5 (a) - (e). For the hole pocket, Bn is revealed by peaks in the
phase of the current, as shown in Figure 2.5 (f).
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Figure 2.5: The phase of the current vs. H of the Bi crystal at six selected angles taken at
1.6 K (H is in log scale) with the direct mode. Crossings of the Landau sublevels (n, s)
appear as extremes Bn in the phase of the current. (n,+) and (n, ) denote the splitting of
degenerate Landau levels due to the Zeeman effect.
Landau level indices n vs. 1/Bn measured at three selected angles are plotted in Fig-
ure 2.6 (a). For the hole pocket, eg. ✓ =  43 , the data points fall on a straight line
which has an intercept of 0 as H approaches infinity. Whereas for the electron pocket,
eg. ✓ =  11 , 33 , the infinite field limit of the index plot intercept is around -0.2. This
linear relationship confirms that the above indexing is consistent, the slope corresponds to
the dominant quantum oscillation frequency at each angle, from which we can extract the
Fermi surface cross-section projected on the plane perpendicular to H .
At each angle, quantum oscillations could come from both electron and hole pockets.
Multi-frequencies of the quantum oscillations are revealed by the fast Fourier transform
(FFT) of the field dependent phase data. A polynomial background has been subtracted
before the FFT process. Figure 2.6 (b) shows the angular dependence of the quantum
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Figure 2.6: (a) Plot of the Landau level index n vs. 1/Bn at three selected angles. The
Landau levels all fall on straight lines. The slopes give Fermi surface cross-section areas
Se at corresponding angles. (b) Oscillation periods of the observed Fermi surfaces is shown
as a function of the angle betweenH and trigonal axis. Dashed lines are theoretical fittings
from  60  to 40  with a 3D ellipsoidal Fermi surface model. Red dashed lines represent
two electron pockets while a blue dashed line denotes the hole pocket.
oscillation frequencies which can be fit with a 3D ellipsoidal Fermi surface model [169].
Red dashed lines denote quantum oscillation periods coming from two electron pockets
which are symmetric with respect to the bisectrix axis. The blue dashed line represents the
periods originating from the hole pocket that extends along the trigonal axis. Our results are
consistent with previous de Haas-van Alphen measurements in Bi [156]. In the cantilever-
based torque magnetometry measurement done by Li. et al. [170], the Bi sample has a
mass of 0.12 g (770 times larger than our sample) and the quantum oscillation starts to
show up at B ⇠ 0.5 T. With a much smaller sample, a quantum oscillation is revealed at
a comparable magnetic field in our experiment, which indicates QTFs have advantages in
small signal detection.
The electronic properties of Fermi surfaces can be revealed by tracking the temperature
dependence and the magnetic field dependence of the quantum oscillation amplitude, which
is well defined by the Lifshitz-Kosevich (LK) formula [169]. The oscillation amplitude is
determined by the product of thermal damping factor RT and Dingle damping factor RD,
as follows,
RT = ↵Tm
⇤/B sinh(↵Tm⇤/B), (2.16)
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Figure 2.7: Temperature dependence of oscillating frequency shift for Bi. (a) Frequency
shift after subtracting a polynomial background is plotted at T between 1.5 K and 15 K. ✓
is the angle between H and the trigonal axis. (b) Temperature dependence of the oscillat-
ing frequency shift at µ0H = 2.41 T, normalized by the 0 K limit. Fitting the oscillating
amplitude to the LK formula (red dashed line) yields the effective mass m = 0.065 me for
the hole pocket.
RD = exp( ↵TDm⇤/B), (2.17)
where the effective mass m = m⇤me and the Dingle temperature TD = ~/2⇡kB⌧S . me is
the bare electron mass, ⌧S is the scattering rate, kB is the Boltzmann Constant, and ↵ =
2⇡2kBme/e~ ⇠ 14.69 T/K. Figure 2.7 (a) shows the temperature dependent frequency shift
after subtracting a polynomial background between 1.5 K and 15 K. Fitting the temperature
dependence of the normalized frequency shift at µ0H = 2.41 T yieldsm = 0.065me for the
hole pocket, which is within 20% error of the reported value in ref. [171].
After successfully detecting the quantum oscillation signals in bismuth single crystals
in our VTI system, we move the setup onto a vacuum probe of the 31 T resistive magnet
in the National High Magnetic Field Lab (NHMFL). A bismuth single crystal is mounted
on the free prong of a qPlus QTF, with the crystal trigonal axis perpendicular to the free
prong (as shown in Figure 2.8 (d)). The whole setup is glued on a straight probe by GE
varnish. We conduct the field-dependent measurement by both direct mode and PID mode.
Figure 2.8 (a) and (b) show the amplitude and phase of the current vs. B at several selected
temperatures. The small wiggles below 5 T are quantum oscillation signals from bismuth.
A big dip followed by a hug peak around B = 5 T indicates the magnetic field reaches the
quantum limits. One interesting observation is two small kinks show up at B1 = 20.7 T
and B2 = 25.2 T which already beyond the quantum limit. Then we repeat the measure-
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Figure 2.8: Field-dependent quantum oscillation signals in bismuth single crystals up to 31
T measured in a vacuum probe. (a) Amplitude and (b) phase of the current vs. B at several
selected temperatures measured by the direct mode. (c) Resonance frequency shift  f vs.
B at several selected temperatures measured by the PID mode. (d) A bismuth single crystal
is mounted on the free prong of a qPlus QTF, with the crystal trigonal axis perpendicular
to the free prong. The magnetic field is applied along the trigonal axis.
ment with the PID mode and the resonance frequency shift shows consistent results (as
shown in Figure 2.8 (c)). Similar results have been observed in bismuth single crystals by
the Nernst effect measurements [172]. The Nernst coefficient presents three unexpected
maxima which are deep in the ultraquantum limit. These maxima are concomitant with
the quasi-plateaus in the Hall coefficient, which suggests that bismuth may host an exotic
quantum fluid with a fractional quantum Hall effect and could be a signature of electron
fractionalization in a 3D metal [172]. Later, this explanation is ruled out and another pos-
sible explanation, which relates the observation to the empty of Dirac valleys in elemental
bismuth [173], is raised up after conducting more measurements beyond the quantum limit
regime. More details will be discussed in Chapter 2.1.2.6.
In the next step, we test the QTF setup in the 3He-system of the 31 T resistive magnet
in NHMFL. A bismuth single crystal is mounted on a qPlus-configuration QTF. The QTF
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Figure 2.9: Temperature-dependent resonance curve for QTF with a bismuth single crystal.
The QTF is mounted on a rotator probe in the 3He system of the 31 T resistive magnet. A
small amount of 3He exchange gas is used to cool down the probe.
is glued on a rotator probe. Instead of seating inside a vacuum environment, the QTF is
surrounded by a small amount of 3He exchange gas which is used to cool down the whole
probe. Figure 2.9 plots the temperature-dependent resonance curve of the QTF from room
temperature to 1.6 K. As the temperature decreases, the resonance curve becomes sharper
which indicates a larger Q factor. As the temperature changes from 300 K to 41 K, the
resonance frequency decreases with the temperature. When the temperature is lower than
41 K, the resonance frequency shows a non-monotonic dependence with the temperature.
Actually, the Q factor also shows non-monotonic dependence with the temperature in the
low-temperature region (T < 10 K). This non-monotonic dependence of the resonance
frequency and Q factor vs. temperature have been observed in other types of QTFs, such
as QTFs with a resonance frequency of 192 kHz (as shown in Figure 2.14 (b)).
In order to reach the base temperature of 380 mK in a 3He system, we have to condense
3He liquid inside the probe and merge the sample socket into 3He liquid. The condensation
process of 3He liquid contains several steps. First of all, we need to introduce a very
important component in a 3He system, the sorb. The sorb is made of charcoal and acts
like a pump to absorb all 3He inside when it is at low temperature (T < 5 K). When
the sorb temperature is set at 15 K, it can release a small amount of 3He which acts as
exchange gas to cool down the whole probe during loading the probe. After the probe is
fully loaded, we can set the sorb temperature to 45 K and it will release all the 3He inside
the charcoal. The released 3He gas will be liquified by the 1K pot which locates below
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Figure 2.10: Resonance curve of the QTF with a bismuth single crystal in 3He gas and 3He
liquid environments. (a) The amplitude of the current vs. frequency. (b) The phase of the
current vs. frequency.
the sorb and 3He liquid will drop into the 3He pot which is located at the bottom of the
probe. If the sorb stays at 45 K for long enough time (usually between 45 min to 1 hour),
all the 3He will be condensed into the 3He pot. At this point, the whole sample socket
will be merged inside 3He liquid. During the 3He condensation, the QTF will first stay
in a 3He gas environment and is finally surrounded by 3He liquid. Figure 2.10 shows the
resonance curve of the QTF when the environment changes. As the QTF stays in a 3He
gas environment, Q ⇠ 9875 at T = 1.6 K. Compare to the Q factor in the vacuum at the
same temperature (Q ⇠ 20000 in Figure 2.3), the Q factor in a 3He gas environment drops
to one half. So the QTF is slightly damped by the 3He gas. As the QTF is fully merged
into 3He liquid, Q factor drops dramatically to only 864 which is accompanied by a huge
decrease of the resonance frequency for about 125 Hz. The dramatic decrease of the Q
factor indicates a huge decrease in sensitivity, which means the same QTF setup is not able
to detect a small signal that previously can be detected in a vacuum environment. This is
the reason why we need to develop a vacuum cell for the QTF setup to use it in a liquid
environment. We will introduce the vacuum cell setup in Chapter 2.1.2.6.
2.1.2.5 Discussion
The frequency sensitivity of the direct mode can be estimated in the following way. From
the resonance curve of QTF with Bi sample attached (Figure 2.3), the slope of the phase vs.
frequency is 132 deg./Hz. The main uncertainty of the direct mode measurement depends
on the uncertainty of the phase measured by the lock-in amplifier. In our setup, the error
from the phase measured by the lock-in is±0.5 deg, which means the frequency sensitivity
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is about±3.8mHz. This is about 7 ⇠ 8 times higher than the frequency sensitivity achieved
by the free tuning fork magnetometer [151].
As for the PLL mode, the major limitation for the sensitivity comes from the output
of PID. Take the hysteresis loop measurement as an example, the uncertainty for the PID
output is about 3 ⇥ 10 3 V, which corresponds to 1.8 ⇥ 10 3 Hz. The sensitivity of the
saturation magnetic moment is estimated to be  ms ⇠ 2.8⇥10 10 A·m2 ⇠ 2.8⇥ 10 7 emu
at 5 T, which is comparable to the claimed best sensitivity of the latest MPMS (sensitivity
⇠ 5⇥ 10 8 emu) by Quantum Design. With the magnitude of our magnetic moment signal
about 10 4 emu, the signal to noise ratio for our setup is 103. The sensitivity of QTF-based
differential torque magnetometer is comparable to the sensitivity of cantilever-based torque
magnetometer used for the hysteresis loop measurements. In our torque magnetometer ex-
periment, the uncertainty of the beryllium-copper cantilever’s capacitance is about 10 5 pF,
which corresponds to a magnetic moment of 1 ⇥ 10 7 emu at 5 T. In the cantilever-based
torque magnetometry, a thinner cantilever beam can achieve a higher sensitivity (10 10
emu). This is because a thinner beam has a lower spring constant, which makes the relative
capacitance change ( C/C0) larger and has higher sensitivity. But it would not sustain the
rather large torque signal from the ferromagnet (10 4 emu). Finally, we note that the major-
ity of the frequency noise comes from the commercial analog PID feedback controller used
in our electronics. In the future study, the performance and sensitivity of torque differential
magnetometry can be improved by using a custome designed PLL with tunable bandwidth.
The magnitude of Ms for Fe0.25TaS2 Sample B is about 10 4 emu, so the signal to noise
ratio for our setup is 103.
The frequency sensitivity in the PLL mode is higher compared to the sensitivity in the
direct mode, which is counterintuitive at the first glance. This is because the qPlus-mode
QTF with the Fe0.25TaS2 sample attached has a 2.25 times larger Q compared to the QTF
with Bi sample attached. As an approximate estimation, the slope of the phase curve for
the Fe0.25TaS2 sample will be around ±297 deg./Hz. This results in a frequency sensitivity
about ±1.68 mHz, which is smaller than the frequency sensitivity in the PLL mode (1.8
mHz). This comparison indicates that a higherQ can help a lot in increasing the sensitivity
of the direct mode.
In conclusion, we developed a qPlus-like setup for torque differential magnetometry
with the QTF. With the sample attached, the QTF maintains an excellent Q factor of ⇠ 104
at 1.6 K. Two different circuits for low and high field measurements maintain high sensi-
tivity in both conditions. The hysteresis loop measurement in the ferromagnetic Fe0.25TaS2
single crystal proves that QTF can achieve a sensitivity of magnetic moment measurement
at around 10 7 emu, which is comparable to other state-of-the-art magnetometers. The field
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dependent measurement on the well-studied metal Bi gives solid evidence for the observa-
tion of quantum oscillations. Our measurements on ferromagnet and quantum oscillations
demonstrated that our qPlus QTF magnetometry is a reliable method for conducting torque
differential magnetometry measurements, especially at cryogenic temperatures and intense
magnetic fields. Since the magnetic torque is the derivative of the free energy with re-
spect to the tilt angle, the qPlus QTF magnetometry measures the second derivative of the
free energy with respect to the tilt angle, thus providing a powerful probe to resolve the
electronic and magnetic anisotropy of novel solid state materials.
2.1.2.6 Vacuum Cell for Quartz Tuning Forks
One vital problem with the application of QTF-based torque differential magnetometry is
it must be used in a vacuum environment to achieve a high Q factor. The Q factor will
be greatly damped if the QTF was merged in liquid helium. Unfortunately, most of the
cryogenic systems in National High Magnetic Field Labs are wet systems, which means
samples are directly merged into liquid 3He or 4He to achieve a maximum of the cooling
power. To solve this problem, we machined a vacuum cell with brass to hold the QTF setup
inside.
The size of the vacuum cell is limited by the sample space on the probe. For the SCM1
dilution refrigerator (magnet bore diameter 52 mm) in NHMFL, the 16-pin rotator probe
can hold one 16-pin dip socket on top. The cross-section of the sample space on the 16-pin
dip socket is 0.8 inch⇥ 0.3 inch, which can fit two of our capacitive cantilevers at the same
time. The height of the sample space is limited by the radius of the rotator probe, which is
around 0.3 inch. We can also use a cylindrical socket rotator on the SCM1 rotator probe. A
cylindrical socket rotator is designed to hold a cylindrical sample holder with a diameter of
0.45 inch or 0.5 inch. The length of a cylindrical holder should allow the rotator to turn in a
cylinder with an inner diameter of 1 inch. The SCM2 He-3 system (magnet bore diameter
52 mm) can fit two 16-pin dip sockets on the rotator probe. So the available sample space
on each 16-pin dip socket is comparable to it in SCM1. For the He-3 system in the 45 T
hybrid magnet (magnet bore diameter 32 mm), we usually use a cylindrical socket rotator
probe. The sample space of the cylindrical socket has a diameter of 0.451 inch and a length
of 0.420 inch.
Figure 2.11 (a) shows the schematic of the vacuum cell, which contains a substrate and
a cap. A QTF is mounted on the substrate with the qPlus configuration by H74F thermal
epoxy. The cap and substrate are sealed together by Stycast 2850. For the sealing materials,
we would like to use the ones that have comparable thermal contraction coefficient to brass
since a not matching thermal contraction would result in a crack during cooling down.
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(b)
3 mm
Figure 2.11: (a) Schematic of the structure of a vacuum cell with a QTF mounted. (b) A
vacuum cell mounted on top of the 16-pin socket rotator probe of SCM1 in NHMFL.
Compared with Stycast 1260, Stycast 2850 has a thermal contraction coefficient closer to
brass. Figure 2.11 (b) is a picture taken at SCM1 in NHMFL, which shows a vacuum cell
(right-hand side) and a capacitive cantilever (left-hand side) mounted on top of a 16-pin
socket rotator probe. When the vacuum cell is merged into liquid 3He or 4He, all the gas
inside will condense into liquid and create a vacuum environment for the QTF.
To test the performance of the vacuum cell setup, a bismuth single crystal is mounted
on the QTF. All data are taken with the PLL mode. At 20 mK, after applying a magnetic
field up to 18 T, quantum oscillations are observed at multiple angles (as shown in Figure
2.12 (a)). The extracted frequencies are consistent with previous studies [174]. Then we
move the same setup onto the cylindrical rotator probe of the 45 T hybrid magnet and apply
a magnetic field up to 45 T at 380 mK. As shown in Figure 2.12 (b), the frequency shift of
the QTF shows sharp kinks with respect to (w.r.t.) the magnetic field. The field range in the
hybrid magnet (from 11.5 T to 45 T) is beyond the quantum limit of the bismuth crystal,
which means all the electrons are already confined to the lowest Landau level. So the sharp
kinks that show up above 11.5 T could relate to the empty of Dirac valleys in elemental
bismuth [173]. The Fermi surface of elemental bismuth contains three electron pockets
and one hole pocket. The three electron pockets are rotationally equivalent with an angle
of 120 degrees [175], which offers a valley degree to the charge. One or two valleys would
become empty when the magnetic field is higher than a critical field Bempty, which has
been characterized by a large drop in the magnetoresistance at Bempty [173]. The carriers
transfer from a high-mobility valley to a low-mobility valley at Bempty, which causes a
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dramatic change of density of states. So we would expect a similar change in magnetic
susceptibility at the same critical fields. In Figure 2.12 (c) and (d), we plot the locations of
sharp kinks on frequency shift w.r.t. ✓ and compare them with the experimental results and
theoretical fittings from reference [173] and [176]. Parts of our data are consistent with the
previous study, but there are still branches that are missing from the previous study. We
need to do the same measurements on more bismuth single crystals to verify whether the
missing branches are intrinsic or due to sample dependence.
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Figure 2.12: (a) Frequency shift vs. H of the Bi crystal taken at eight selected angles at 20
mK. Data are taken at SCM1 in NHMFL. (b) Frequency shift vs. H of the Bi crystal taken
at fifteen selected angles at 380 mK. Data are taken at 45 T hybrid magnet in NHMFL.
All data are taken with the PLL mode. ✓ is the angle between the magnetic field and the
binary axis. (c) Black squares mark the locations of sharp kinks on frequency shift vs. ✓
from 11.5 to 32 T in Panel (b). Red and blue solid lines are theoretical fittings of original
and tilted hole theory from reference [176]. Magenta and green squares are experimental
data of original and tilted hole theory from reference [176]. (d) Black squares mark the
locations of sharp kinks on frequency shift vs. ✓ from 11.5 to 45 T in Panel (b). Blue solid
lines are theoretical fittings of tilted hole theory from reference [173]. Green solid lines are
experimental data from reference [173].
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2.1.3 Application of Torque Differential Magnetometry in a Pulsed
Magnetic Field
Apart from the DC magnetic field, QTFs could potentially be used in a pulsed field up to
65 T as well. As an insulator, quartz does not have a problem with eddy currents present
in metal cantilevers, which can be a important issue due to the rapid magnetic field change
rate in the pulsed field. Furthermore, the resonance frequency of the QTF is much higher
than that of the traditional cantilever ( 100 Hz), which reduces the coupling between the
QTF signal and low frequency mechanical vibration coming from the environment. The
magnetic field profile of a 65 T pulsed magnet is plotted in Figure 2.13. It takes 8 ms for it
to reach a field of 60 T and another 48 ms to sweep down to zero. A much faster sweeping
speed of the pulsed magnet (compared to 0.3 T/min in the superconducting magnet and 3
T/min in the resistive DC magnet) requires the setup has a much faster responding speed.
The response time of magnetometry needs to be much smaller than the sweep-up time of the
pulsed field (about 8 ms). Therefore, a QTF with higher resonance frequency is desirable
in the pulsed field measurement.
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Figure 2.13: The magnetic field vs. time for a 65 T pulsed magnet. It takes around 8 ms
for the magnet to reach the highest field and 48 ms to sweep down to zero.
We choose QTF that has a resonance frequency of 192 kHz for the application in the
pulsed magnetic field. Figure 2.14 (a) shows the picture of a 192 kHz quartz tuning fork
mounted with a qPlus configuration. A YBa2Cu3O6.55 (YBCO6.55) single crystal (sample
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