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Summary 
The basic difficulties associated with the numerical solution of 
the incompressible Navier-Stokes equations in primitive variables are 
identified and analysed. These difficulties, namely the lack of 
self-adjointness of the flow equations and the requirement of choosing 
compatible interpolations for velocity and pressure, are addressed with 
the development of consistent Petrov-Galerkin formulations. In 
particular, the solution of incompressible viscous flow problems using 
simple equal order interpolation for all variables becomes possible . 
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CHAPTER 1 
INTRODUCTION 
1.1. The importance and approximations of computational fluid dynamics . 
Analytical solutions of fluid flow problems are restricted to few 
situations where simplified models and hypothesis are applicable. In 
order to match the engineering needs to deal with flows of industrial 
complexity, numerical and experimental techniques are required. 
Experimentation may be the ultimate reality test, but it has its 
own technical problems. In some instances experiments leading to 
reliable and accurate results may be difficult if not impossible to 
make. Though the laboratory and the computer have been complementary 
tools in understanding fluid flow phenomena, one can clearly identify 
the growing importance of Computational Fluid Dynamics (CFD) in the 
technological development of recent decades. For Dassault industries, 
for instance, 1986 was the year when the numerical budget overtook the 
budget for experimentation in wind tunnels [1] .This trend is quite 
general, but it is particularly noticeable in aeronautics and in the 
nuclear industry, where high performance and safety are of foremost 
importance. 
Various approximations are inherent to the numerical analysis of a 
flow problem. The approximations begin with the description of the 
physical reality. Fluid mechanics is in the realm of continuum 
mechanics, where the concept- of a fluid particle is axiomatic and no 
explicit reference to the microscopic world of molecules and atoms is 
required. However,the continuum hypothesis is valid only if the length 
scale of interest is much larger than the mean free path of the 
individual molecules in the fluid [2]. Clearly such approximation 
precludes the study of very rarefied gases. 
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Once the continuum hypothesis is accepted, and the balances of 
mass, momentum and energy are established, new approximations describing 
the behaviour of specific fluids (constitutive equations) are needed. 
Only at this stage is one in the position to write down the differential 
equation system known as the Navier-Stokes equations. 
In general the mathematical description of the physical model takes 
the form of a system of non-linear partial differential equations. 
Moreover, the equation system often presents simultaneously elliptic, 
parabolic and hyperbolic characters. As an analytical solution is seldom 
feasible, one has to. resort to discretization techniques in order to 
obtain approximate results. These techniques approximate the solution in 
the sense that the infinite number of parameters needed to describe the 
flow in the continuum (velocities on every point, for instance) are 
replaced by a finite number óf parameters describing the discrete model. 
Amongst the most used discretization techniques applied in fluid 
mechanics we find finite difference methods, finite element methods, 
finite volume methods and spectral methods. Each of these techniques has 
its own relative merits which often depend on the type of problem at 
hand [3]. 
Fundamentally, the expanding role played by numerical analysis of 
flow problems is prompted by economical reasons, which are in turn 
connected to the development of computer technology. Computer power 
(both in speed and memory) has increased much faster than computer 
costs. As a result, the estimated cost of performing a given computation 
has been reduced by a factor of 10 every 8 years during the last three 
decades [4] , [5] . Note that the cost reduction is even greater if 
improvements in numerical algorithms are to be taken into account. 
Nevertheless, as far as a direct numerical simulation is concerned, 
there are still areas outside the reach of the present computer 
technology. Those are the cases of turbulent and multiphase flows which 
require more simplified models and separate empirical data coming from 
experiments. The Reynolds averaged Navier-Stokes equations for 
turbulence are a typical example, where extra information concerning the 
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turbulent stresses must be provided from closure models and 
experimentation [6] . 
Computational Fluid Dynamics cannot completely replace the 
laboratory as a means to gather data for design purposes. However, its 
role is likely to continue increasing with the advent of more powerful 
computers. 
1.2 Galerkin versus Petrov-Galerkin finite element formulations . 
The finite element method has developed from the physical intuition 
of engineers to solve problems in solid mechanics [7], [8]. During the 
last decades it has acquired a sound mathematical basis, at least as far 
as elliptic self-adjoint problems are concerned [9], [10]. One of the 
main advantages of the method is its suitability to deal with complex 
geometries. Furthermore, the so-called natural boundary conditions are 
imposed in a straightforward manner. 
Finite element formulations can be obtained either from variational 
principles or from weighted residual methods applied to a set of 
differential equations. If a variational principle is known then the 
associated Euler-Lagrange equations are also known ( the differential 
equations corresponding to the same problem ) . However, the reverse is 
not true : for many problems given in the form of differential equations 
a variational formulation is not available. Clearly, the weighted 
residual approach is more general as it does not depend on the existence 
of a variational principle [11]. 
The method can be roughly described as follows : an approximated 
solution is assumed as a linear combination of local (element) basis 
functions. The problem then is to determine the coefficients of this 
linear combination (usually nodal values) according to some criterion. 
For elliptic self-adjoint problems a variational principle exists and 
the coefficients are obtained from the minimization of a quadratic 
functional ( Rayleigh-Ritz criterion) [9] . Alternatively, the 
approximated solution can be determined from a weighted residual 
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statement of the differential equations governing the problem. The 
Galerkin method is a weighted residual formulation where the weighting 
functions are the same functions used to interpolate the approximated 
solution. For an elliptic self-adjoint problem the Galerkin method is 
equivalent to the Rayleigh-Ritz criterion and leads to the best 
approximated solution in the energy norm ( the so-called best 
approximation property ) [12] . 
However, for most problems in fluid mechanics, and in particular 
for the ones we want to solve, variational principles do not exist and 
we have to resort to weighted residual formulations. Furthermore, as the 
differential operators are non self-adjoint, the Galerkin method loses 
the best approximation property. 
Petrov-Galerkin methods have been used in connection with 
convection-diffusion problems as a means of producing the upwind effect 
on convective terms [13], [14] . The convection-diffusion equation is a 
simple linear non self-adjoint equation which will be extensively used, 
in this work to demonstrate that Galerkin formulations can be 
sucessfully superseded by properly derived Petrov-Galerkin methods. 
The name Petrov-Galerkin gives a general ( and rather vague ) 
indication that the weighting functions applied in the weighted residual 
formulation differ from the interpolating functions used to expand the 
approximated solution. In this work we attempt to give a more precise 
definition to the Petrov-Galerkin methods we propose by establishing 
some criteria for determining the weighting functions to be used. 
Accordingly, we shall introduce the Petrov-Galerkin/ modified operator 
method, where the weighting functions are derived in such a way that the 
formulation is equivalent to a Galerkin method applied to a modified 
self-adjoint operator [15] . We shall also present the Petrov-Galerkin/ 
generalised least-squares method where the weighting functions are such 
that the procedure is equivalent to a least-squares formulation [16] . 
In both cases the underlying idea is to regain the best approximation 
property for the non self-adjoint problems we intend to solve. 
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.1.3 Methods for the incompressible Navier-Stokes equations . 
We are interested in flows described by the incompressible 
Navier-Stokes equations. Typical examples are internal flows in. ducts, 
heat transfer equipment and nuclear reactors. We shall concentrate our 
attention on incompressible flows of incompressible fluids. Note, 
however, that there are incompressible stratified flows where a density 
gradient is present through the medium [17] . With some minor 
modifications the approach we shall present in this thesis can be used 
to analyse natural and mixed convection problems. This can be done 
introducing the Boussinesq approximation i.e. computing the thermal 
variation of density only on the gravity forces affecting the momenta 
balances [18], [19], [20] . We shall also restrict the analysis to 
laminar flows. That is general enough for us to identify and address the 
basic mathematical difficulties associated with the existence of 
simultaneous convection-diffusion processes and with the proper 
satisfaction of the incompressibility condition. The extension of the 
analysis to deal with turbulent flows, using Reynolds averaged equations 
and known closure models [21], [22] , can be accomplished without 
introducing further mathematical complications. 
The incompressible Navier-Stokes equations are obtained from the 
fundamental laws of conservation of mass, momentum and energy 
considering the following additional hypothesis : 
i) The variation of density of each fluid particle is neglegible 
(incompressibility ). 
ii) Stresses are related to velocity gradients and heat-fluxes are 
related to temperature gradients through Newton's and Fourier's 
constitutive equations, respectively. 
The incompressibility hypothesis uncouples the density and the 
velocity fields in the mass balance equation, which becomes a constraint 
requiring the velocity field to be divergence-free. In such case 
pressure is no longer a thermodynamic property to be obtained from 
density through a state equation. Instead, the pressure field has to be 
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determined, up to an arbitrary constant, from the momenta balances and 
boundary conditions [2] . 
The incompressible Navier-Stokes equations can be written using 
different sets of dependent variables. Apart from velocity and pressure 
( primitive variables ) , vorticity-stream function and 
vorticity-velocity have also been used [4] . 
The vorticity-stream function approach is attractive for 
two-dimensional flows, as the continuity equation is automatically 
enforced through the stream function definition. In such a formulation 
the momenta balances give rise to a vorticity transport equation, where 
the pressure field does not appear. This equation has to be solved 
together with a Poisson equation establishing the kinematic relationship 
between vorticity and stream function. Thus, the number of variables is 
reduced from three (two velocity components plus pressure) to only two 
(vorticity and stream function). That is advantageous from the 
computational point of view and, if required, the pressure distribution 
can be obtained solving a Poisson equation as a post-processing 
operation [4] . As far as boundary conditions are concerned, there are 
some difficulties regarding the so-called non slip condition on solid 
walls, as vorticity is not known a priori on such boundaries. Finite 
difference practitioners have developed iterative techniques to deal 
with this problem [3], [4] . A more interesting vorticity-stream 
function formulation, which completely avoids the iterative computation 
of wall vorticity, has been presented in the context of finite element 
methods by Campion-Renson and Crochet [23] . 
The major drawback of the vorticity-stream function approach 
concerns the generalisation to three dimensional flows. In such cases a 
scalar stream function cannot be found, though a vector potential, 
automatically satisfying continuity, can still be defined. Thus, when 
using the vector potential method, one has to solve for six scalar 
variables ( three vector potential components plus three vorticity 
components ) whereas there are only four variables to determine in the 
primitive variables formulation (three velocity components plus 
pressure). 
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The vorticity-velocity approach, in its turn, has some advantages 
with respect to the vorticity-stream function formulation, as far as the 
boundary conditions are concerned. The drawback, again, is the 
generalisation to three dimensional problems, as one has to determine 
three velocity components plus three vorticity components [4] . 
On the other hand, the main reason for adopting primitive variables 
is the simplicity of extending the schemes to three dimensional flows. 
Moreover, the boundary conditions are easy to impose and it is worth 
recalling that velocities and pressures are the quantities normally 
measured in the laboratory. The difficulty, however, is the satisfaction 
of incompressibility i.e. the requirement of computing a divergence-free 
velocity field If finite elements were used, one could think of 
constructing a divergence-free basis for velocity, in such a way that 
pressure could be eliminated from the momenta equations [12], [24] . 
Nevertheless, the construction of simple, local, divergence-free 
conforming velocity basis has proven to be a difficult task [1], [24] . 
Essentially, three types of primitive variable formulations have 
appeared in the literature : velocity-pressure integrated 
mixed-formulation methods, penalty methods and velocity-pressure 
segregated methods [25]. 
Velocity-pressure integrated methods involve the simultaneous 
approximation of the momenta balances and the incompressibility 
condition (continuity equation) itself. That was the approach originally 
adopted in the finite element field [26], [27] . The solution procedure 
to obtain velocity and pressure is called integrated because these 
variables have to be solved simultaneously [28] . As the method is based 
on a mixed-formulation, one has to satisfy the Babuska-Brezzi condition 
and thus the possible combinations of velocity and pressure 
interpolations are limited [12], [24] . 
Penalty methods have also been introduced by finite element 
practitioners [29], [30] . They are computationally more efficient than 
velocity-pressure integrated methods as the pressure variable is 
7 
eliminated from the Navier-Stokes equations by penalizing the continuity 
equation. The incompressibility condition is properly satisfied when the 
penalty parameter tends to infinity. It is important to point out that 
penalty methods require reduced integration of the penalized term and 
are equivalent to mixed-formulations which use discontinuous pressure 
interpolation [31], [32] . Thus the Babuska-Brezzi condition applies 
and, in fact, indicates the proper integration rules to choose when 
computing the element matrices. 
Segregated velocity-pressure procedures do not deal directly with 
the incompressibility condition, but rather with a Poisson equation for 
pressure ( or pressure corrections ) derived from the momenta balances 
and the continuity equation. They are computationally efficient as they 
avoid the simultaneous solution of all flow variables. In fact, the 
solution process involves a series of updatings of the velocity and 
pressure fields using the momenta equations and the Poisson equation for 
pressure [28] . The SIMPLE method of Patankar and Spalding [33] and the 
operator splitting introduced by Chorin [34] are typical examples of. 
segregated schemes. Though these procedures have been originally 
presented in the finite difference literature, finite element 
counterparts have also appeared: the algorithm of Comini and Del Giudice 
[35] is related to the SIMPLE method, whilst other authors have used the 
operator splitting idea [36], [37]. 
In this thesis we introduce a new Petrov-Galerkin formulation for 
the incompressible Navier-Stokes equations in primitive variables. The 
method is derived from a least-squares concept and allows equal order 
interpolation for velocity and pressure to be used [16]. In fact, it can 
be regarded as a generalisation of the formulation presented by Hughes 
et al. [38] which circumvents the Babuska-Brezzi condition in the 
context of the Stokes flow. Two variants are presented. The first one 
involves an integrated velocity-pressure solution for steady-state 
problems employing an unsymmetric frontal solver [27] to update the flow 
field on each iteration [16] . The second variant is a segregated 
procedure for transient or pseudo-transient processes. There the 
velocity components and the pressure can be solved separately using a 
preconditioned conjugate-gradient method. Such algorithm is specially 
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well suited for parallel computation. Alternatively, the velocity field 
can be computed explicitly for computational efficiency on sequential 
machines. 
1.4 Outline of the thesis . 
In chapter 2 the incompressible Navier-Stokes equations in 
primitive variables are presented. The drawbacks of the Galerkin 
mixed-formulation approach are highlighted through an analysis of two 
simplified model problems : the convection diffusion equation and the 
equations for Stokes' flow. 
In chapter 3 the attention is focused on methods for 
convection-diffusion problems. These include early upwind 
Petrov-Galerkin formulations [13], the streamline upwind Petrov-Galerkin 
method (SUPG) [14] , the Taylor-Galerkin [39] and the 
characteristic-Galerkin [40] procedures. The Petrov-Galerkin/ modified 
Operator and the Petrov-Galerkin/ generalised least-squares methods are 
derived in separate sections [15], [16]. It is shown that the 
Taylor-Galerkin and the characteristic-Galerkin schemes can be also 
regarded as Petrov-Galerkin formulations. 
In chapter 4 the Petrov-Galerkin/ generalised least-squares 
procedure is applied to the incompressible Navier-Stokes equations. 
Solution schemes for steady-state and transient problems are derived and 
mesh adaptivity strategies for such problems are discussed. Numerical 
solutions are presented throughout the chapter . 
Finally, in chapter 5 we present conclusions and suggestions for 
further applications of the algorithms introduced in this thesis. 
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CHAPTER 2 
THE DRAWBACKS OF THE GALERKIN MIXED-FORMULATION FOR INCOMPRESSIBLE 
VISCOUS FLOW 
2.1. The incompressible Navier-Stokes equations . 
For a fluid with constant density and viscosity the dynamic problem 
can be separated from the thermal one. Therefore, the velocity and 
pressure fields can be determined solving the incompressible 
Navier-Stokes equations, regardless of the temperature distribution. We 
consider here the flow equations written in non-conservative form for a 
cartesian coordinate system [41],[42] : 
momenta balances: 
da. ' 3a. ôp 
p — + pa. - |i V a. + = f. i=l,3 (2.1) 
at J ÔX 1 ax 1 ; i 
j i 
continuity equation: 
3a 
— = 0 (2.2) 
3x 
i 
where: 
p is the fluid density, 
ji is the fluid viscosity, 
a are velocity components. 
i 
p is the pressure. 
f are body force components, i 
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In some instances we shall restrict our attention to 
two-dimensional flows. In such case we write a =u , a =v , x =x and x =y 
1 2 1 2 
to obtain : 
momentum balance in the x-direction : 
D U
 _L ( 9u 3u , _ 2 dp _ ,„ „, 
p
 sr + 9 ( u -&r + v -5T } ~ M v u + &r = f* ( 2 , 3 ) 
momentum balance in the y-direction : 
P — a r - + P ( U — 5 + V — ) - (LI V V + - ~ = f (2.4) 
St 5x 5y 3y y 
continuity, equation : 
ôu 3v 
+ _ — _ = 0 (2.5) 3x 3y 
The boundary conditions for the dynamic problem are imposed 
velocities and tractions on non-overlapping parts of the boundary. The 
traction boundary conditions can also be described in terms of pressure 
and velocity gradients. Care must be taken when imposing the boundary 
conditions to ensure that a-n and p are not simultaneously enforced 
on the same section of the boundary. It is also important to notice that 
the pressure field is determined up to an arbitrary constant c, as the 
gradient of p is equal to the gradient of ( p+c ). Thus, at least one 
pressure reference value has always to be imposed in order to obtain a 
unique pressure distribution . 
Once the velocity field is known, the temperature distribution can 
be determined from the energy equation for an incompressible flow 
[41],[42] : 
pc + pc a - s — - k y T = p<p + Q « (2.6) 
p at p j 3x v / 
J 
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(2.7) 
where : 
c is the specific heat at constant pressure, 
p 
k is the thermal conductivity. 
Q is a volumetric heat source. 
The boundary conditions for the thermal problem are specified 
temperatures and heat-fluxes. 
The term u<p in eq.(2.6) is an internal heat source due to the 
V 
viscous dissipation in the flow. However, it can be neglected for the 
cases we shall consider in this work. In fact, such a term is relevant~™ 
only for high-speed flow systems in which the velocity gradients are 
large, as in high-speed flight, rapid extrusion and lubrication [42] 
2.2 Difficulties with convection-diffusion processes . 
It is interesting to note that.the momenta equations (2.1) and the 
energy equation (2.6) present similar structures. In both cases we have 
simultaneously convective (first order) and diffusive (second order) 
terms. The presence of the convection term breaks the symmetry of the 
differential operator and in that case the best approximation property 
is lost when the Galerkin method is used to perform the spatial 
discretization [43] . 
In equation (2.1) the convection contribution is non-linear 
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(involving the product of the velocity with its gradient) but it is 
linear in equation (2.6). In practice, however, equation (2.1) is 
linearized taking the velocity field at the previous step whilst 
adopting an iterative process. Therefore, the study of the linear 
convection-diffusion model represented by equation (2.6) is of interest 
as it allows an insight into the difficulties one might find when using 
the Galerkin method to solve a non self-adjoint problem. In fact, it 
suffices to consider the steady-state one-dimensional equation with 
constant heat source and constant velocity u > 0 : 
2 
HT" ri I 
pc u — 3 k -5—!- = Q 0 < x < L (2.8) 
p dx , 2 dx 
with homogeneous boundary conditions : 
T(0) = 0 (2.9) 
T(L) = 0 (2.10) 
We can also write the following integral formulation (weak form of 
the problem given by equations (2.8),(2.9) and (2.10) ): 
Find T € H 1 such that : 
o 
T L <p pc u - j ^ - dx + f L k dx = SL <P Q dx , V <p e H 1 (2.11) O p dx o d x d x o ^ > r
 0 
H* = { </> : 0(0) = 4>{L) = 0 02dx < oo , dx < co } (2.12) 
In the Galerkin method we' consider a finite-dimensional sub-space 
c from which we take both the approximated solution f and the 
weighting functions <j> . The discrete formulation reads : 
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Find T e V such that : 
h 
SL <p pc' u -%L. dx + SL k -4^- dx = SL <P Q dx , V 4> e V (2.13) 
o ^ ^ p dx o d x d x o r h 
For u=0 the above equation is symmetric in </> , T . The 
differential operator is self-adjoint and the approximated solution 
minimizes the discretization error in the energy norm. In fact, 
superconvergence i.e. nodally exact results are obtained for this 
particular one-dimensional problem [44]. Nevertheless, the presence of 
the convective term ( when u * 0 ) breaks the symmetry of the 
formulation. In that case the differential operator becomes non 
self-adjoint and the best approximation property is no longer verified. 
For a uniform mesh with size h and using linear elements, the 
following discretized equation is obtained : 
2 
- ( 1 + -J? ) T + 2 T - ( 1 - -J?- ) T = (2.14) £ 1 - 1 i 2 1+1 k 
Pe = pc uh / k ( element Peclet number ) (2.15) 
p 
It should be noticed that for Pe=2 the coefficient multiplying Ti+i 
changes sign. Moreover, for Pe > 2 equation (2.14) loses diagonal 
dominance. It is also worthwhile to consider the analytical solution of 
the discrete equation (2.14) (see appendix A) : 
T = C + C f \ + Ie Y + — 5 — ih (2.16) 
i 1 2 I 2 - Pe I pc U 
P 
For Pe > 2 above discrete solution presents oscillations with the 
second term giving a positive/negative contribution for even/odd 
numbered mesh node. It is important to stress that the oscillations 
cannot be attributed to numerical instability as no numerical scheme is 
involved. Rather, the oscillations result from the inadequacy of the 
14 
discretization employed ( Galerkin method in a coarse grid ) to 
properly represent the expected physical behaviour. In figure 2.1 the 
analytical solution of the differential equation (2.8) is compared with 
the analytical solution of the discrete equation (2.14) .The oscillatory 
behaviour can be removed by refining the mesh in such a way that the 
condition Pe ^  2 is enforced. However, this might prove too costly for 
problems where the convection terms are strong. 
For the problem given by equations (2.8)-(2.10) superconvergent 
discrete solutions can be obtained if one employs the modified operator 
concept [45], [46], [47]. The idea is to multiply the original 
differential operator by a suitably defined modifying function f in 
order to produce a new self-adjoint differential operator. The Galerkin 
method can then be applied and leads to optimal results in the energy 
norm. In the following we present the approach described in [47] where 
linear finite elements are used and a separate modifying function is 
defined for each finite element assembly. 
Integrating equation (2.8) over a typical element and using <f>f 
instead of <f> as weighting function we can write : 
Se <pf [ pc u -^ î - - k } dx = S 0f Q dx (2.17) 
P
 dx e 
Using integration by parts on the diffusive contribution : 
S <p -4^ — [ pc uf + k ^ f ] dx + 
e dx r p dx 
k f
 ~dx dx~ d x = Ss <j>f Q dx + boundary terms (2.18) 
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We notice that the first term in the above equation is 
nôn-symmetric and that the differential operator is non self-adjoint. 
Nevertheless, self-adjointness can be recovered by suitably defining f, 
the modifying function. For constant velocity and properties the 
non-symmetric term vanishes if one sets 
f = C exp ( - pc u x / k ) 
o p 
(2.19) 
The constant C is to be determined in such a way that continuity 
o 
of f is preserved on a typical assembly of elements. For instance, for 
linear elements and using local non-dimensional coordinates we have 
(see figure 2.2) : 
f = C exp 
a l ^ 
-Pe(Ç-l) (2.20) 
f = C exp 
b i ^ 
-Pe(Ç+l) (2.21) 
The linear shape functions (restricted to the element ) are 
N 4 = 0.5 (1+^Ç) (2.22) 
with the corresponding non-dimensional node coordinates : 
- 1 for node i = 1 
+ 1 for node i = 2 
(2.23) 
The constant C is adjusted to normalize f on the assembly : 
S
 w <t>f dx = S <t> dx (2.24) 
a+b a+b 
17 
Figure 2.2 - Exponential modifying function defined on an assembly 
of linear elements. 
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If A is the original differential operator associated with 
equation (2.8), we see that the role of the function f is to produce a 
new operator fA which is self-adjoint. For that reason we call f 
the modifying function. Now the use of Galerkin's method (using the same 
basis to expand both <f> and f ) is justified as the best 
approximation property is regained for equation (2.18). It is worth 
noticing that the whole procedure can be also regarded as a 
Petrov-Galerkin method using a weighting <f>f and the original 
differential operator, as can be seen from equation (2.17). 
When linear elements are used the following discrete equation is 
obtained : 
- ( 1
 + ™**°) 1 T + ( 2 + a o P e ) T - [ 1 - ) T -[ 2 J i-i i [ 2 J i+i 
= Q h 2/ k (2.25) 
ao = coth ( Pe/2 ) - 2 / Pe (2.26) 
Note that diagonal dominance is observed in the above equation . 
Furthermore, nodally exact solutions are obtained for all ranges of the 
element Peclet number . It is important to remark that such an optimal 
result has not been obtained by adjusting the weighting function through 
an upwind paramater [48] but, rather, from the best approximation 
t 
property of the Galerkin method applied to the modified self-adjoint 
operator. Indeed, this example indicates * that properly derived 
Petrov-Galerkin formulations can lead to more accurate results for the 
_ same number of degrees of freedom used in the Galerkin method. 
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2.3 Difficulties with the interpolation spaces for velocity and 
pressure . 
I 
In this section we discuss the compatibility requirements between 
the velocity and pressure interpolations in order to obtain convergent 
solutions with the Galerkin mixed-formulation for incompressible viscous 
flow. We shall see that not every combination of interpolation spaces 
works. In particular, the use of equal order interpolation for all 
variables, attractive from the computational point of view, does not 
lead to stable results. Here, as in the previous section, we do not need 
to consider the full incompressible Navier-Stokes equations to identify 
the difficulties regarding the interpolation spaces for velocity and 
pressure. In the following we analyse the linear equations of Stokes' 
flow, obtained by dropping the transient and convective terms in 
equation (2.1). We shall illustrate the role played by the 
Babuska-Brezzi condition [12] in guaranteeing the stability of the 
approximation. We shall also analyse the interpolation difficulties 
using the more empirical algebric compatibility criterion presented in 
[49], namely the patch-test for mixed-formulations. 
The Stokes' problem, written in non-dimensional form and with 
homogeneous velocity boundary conditions can be stated as : 
Find a'= (a',a',a') and 
1 2 3 
such that 
+ 
Op* 
= f in Q i=l,3 (2.27) 
ox' 
da' 
0 in Q (2.28) 
Sx' 
a' = 0 on r (2.29) 
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where Q is an open bounded domain and f is its contour. 
Above x' , a' ,p' and are non-dimensional coordinates, 
i 1 ^ i 
velocity components, pressure and body force components, which relate to 
the corresponding dimensional variables according to 
x' = x / L (2.30) 
i i 
a' = a / u (2.31) 
i i 0 
p' = p L / M u Q (2.32) 
f = L 2 f / n u (2.33) 
i i ^ 0 
U q and L are reference velocity and length values, respectively. 
In the sequel we drop the primes used to indicate non-dimensional 
quantities. 
The problem given by equations (2.27)-(2.29) can be also described 
in the following variational form : 
Find (a,p) e V x H such that : 
A(a,v) - (p.div v) = (f,v) Vv € V (2.34) 
(q.div a) = 0 Vq e H (2.35) 
where : 
V = [ ] 3 = { v =(vi,v 2 )v3) : vi e , 1=1,3 } (2.36) 
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H = < q € L SQ q dfi - 0 (2.37) 
i = 3 
A(a,v) = £ SQ Vai • Vv dQ 
(p.div v) = p div v dQ 
(q.div a) = J* q div a dQ 
1=3 
(f.v^ = 1 Sn f. v, dQ W i 1 
1=1 
(2.38) 
(2.39) 
(2.40) 
(2.41) 
In the Galerkin mixed-formulation we approximate the solution 
considering finite element interpolation sub-spaces V^c V and H^c H . 
The discrete formulation reads : 
Find (a ,p ) e V x H such that : 
A(a ,v) - (p ,div v) = (f,v) Vv e V (2.42) h h h 
(q.div a ) = 0 Vq € H (2.43) 
h h 
We now want to check the stability of the above approximation. In 
- words, we would like 
bounded by the input data f 
other to show that the solution (a , p ) is 
h n 
a I  + I  p I  < C I  f II h 1 *h 0 - 1 
(2.44) 
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In order to analyse stability we need to introduce the following 
norms : 
v I  = ( A(v,v) ) 1 / 2 Vv € V (2.45) 
A h 
v I  = C I  vi II2 + I  V 2 II2 I  V 3 II2 ) 1 / 2 Vv e V u (2.46) 
1 Hl Hl Hl h 
f H = sup ' ^ ' ^ 1 Vf e V ' (2.47) 
-1 !, I  V h 
veV l 
h 
In the above definitions II • I  is the L -norm, II - H is the 
0 2 HI 
H -norm and V ' is the dual space of V 
1 h ^ h 
Taking v=a in equation (2.42) and q=p in equation (2.43) it 
h h is simple to verify that 
A(a ,a ) = (f,a ) (2.48) 
h h ' h 
Thus, using equation (2.45) : 
a w II2 = (f ,a ) s I (f , a ) I (2.49) 
h A h h 
Taking into account equation (2.47) we can write 
a II2 £ I (f ,a ) I s I  f if I  a I  (2.50) 
h A h -1 h l 
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From the e q u i v a l e n c e o f the norms II • II and l l - l^ 
c i II a II 2 s || a II 2 
h i h A 
or 
w i th C 2 = 1 / C l 
Consider again equa t ion ( 2 . 4 2 ) : 
Thus we can w r i t e 
( 2 . 5 1 ) 
T h e r e f o r e , using equa t ions ( 2 . 5 0 ) and ( 2 . 5 1 ) : 
ci II a II 2 £ II a II 2 s || f II II a II ( 2 . 5 2 ) 
h i h A - 1 h 1 
a II s C 2 II f II ( 2 . 5 3 ) 
h 1 - 1 
(p , d i v v ) = A ( a , v ) - ( f , v ) Vv e V ( 2 . 5 4 ) 
h h " 
(p , d i v v ) s | A ( a , v ) | + | ( f , v ) | Vv e V ( 2 . 5 5 ) 
h h " 
24 
We now use the f a c t that A ( a , v ) i s a continuous b i l i n e a r form 
h 
[12] 
| A ( a , v ) I s 0 II a II II v II ( 2 . 5 6 ) 
h h 1 1 
where 0 i s a p o s i t i v e r e a l number. 
Now, using equa t ions ( 2 . 5 5 ) , ( 2 . 5 6 ) and ( 2 . 4 7 ) : 
(p , d i v v ) £ 0 II a II II v II + II f II II v II Vv e V ( 2 . 5 7 ) 
*h h i 1 - 1 1 h 
or 
(p , d i v v ) 
— s 0 II a II + II f II Vv e V ( 2 . 5 8 ) 
' h i - 1 h V II 1 
Thus 
(p , d i v v ) 
sup — - < 0 || a II + Il f II_ ( 2 . 5 9 ) 
veV II v II h 1 1 
h 1 
In order to p rove s t a b i l i t y we make use o f the Babuska-Brezzi 
c o n d i t i o n [12] : 
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There i s a p o s i t i v e c o n s t a n t X s u c h t h a t f o r a l l q e H h : 
( q . d i v v ) 
sup £ X II q II (2 .60) 
veV II v II 0 h 1 
U s i n g e q u a t i o n (2 .60) w i t h q=p 
h 
(p , d i v v ) 
sup — > X II p II (2 .61) 
veV II v II h 0 
h 1 
From e q u a t i o n s (2 .59) and (2 .61 ) 
(p , d i v v ) 
X II p II £ sup — * ¡3 II a II + || f II (2 .62) 
veV II v II 
h 1 
Thus 
p II s C3 II a II + C4 II f II (2 .63) 
h 0 h i -1 
w i t h c3=/3/A and C 4 = l / A . 
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Now using equations (2.53) and (2.63) 
H p II • s es II f I  (2.64) 
*h 0 -1 
! ' ' . 
With C5= C3C2 + C4 . 
Finally, the required stability expression is obtained from 
equations (2.64) and (2.53) : 
Il p I  + Il a II < ce II f I  (2.65) 
h 0 h i -1 
With C6= C2 + C5 
Note that the Babuska-Brezzi condition (2.60) has been used to get 
equation (2.65). That is a sufficient condition to ensure the stability 
of the discrete approximation. It is interesting to note that equation 
(2.60) involves both the velocity and pressure interpolation spaces. Not 
every combination of interpolation spaces satisfies such a condition. 
Indeed, as we mentioned previously, the use of equal order interpolation 
for all variables does not work in the context of the Galerkin 
mixed-formulation. 
In figures 2.3 and 2.4 we show some combinations of velocity and 
pressure interpolations for 2D problems [44] and whether or not they 
satisfy the Babuska-Brezzi condition. 
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9- m <m—$ m 
M <§> 
$ <$ ® §> 
(a) (b) 
(0 Id) 
• Velocity nodes 
O Pressure nodes 
Figure 2.3 - Babuska-Brezzi condition ( continuous pressure 
interpolation ) . Elements (a) and (b) fail. Element (c) passes. The 
issue is still open regarding element (d) [44] . 
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o o 
(d) 
ig) 
o o 
o o 
(e) 
(h) 
o o 
o o 
(0 
o 
o o 
If) 
• Velocity nodes 
O Pressure nodes 
Figure 2.4 - Babuska-Brezzi condition ( discontinuous pressure 
interpolation ) . Elements (a),(b),(c),(d),(e) and (g) fail. Elements 
(f),(h) and (i) pass [44] . 
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Whilst verifying the Babuska-Brezzi condition (2.60) is not a 
simple task, it is interesting to note that much information concerning 
the compatibility requirements between the velocity and pressure 
interpolation spaces can be gathered simply from algebraic arguments. 
Indeed, that is the basis of the patch-test for mixed-formulations 
proposed by Zienkiewicz et al. [49]. In the following we shall explain 
the reasoning behind such a test and present some examples of its 
application. 
After imposing the required boundary conditions, the discretized 
equations for Stokes' flow can be written in matrix form as 
B C 
0 
a 
P 
(2.66] 
where a and p are the free parameters associated with the velocity 
and pressure fields , respectively. Boundary conditions are accounted 
for in f and f . We assume that there are na velocity parameters 
1 2 
and np pressure parameters in such a way that the matrices B , C and 
have dimensions naxna , naxnp and npxna 
Note that the matrix B corresponds to the discretization of the 
bilinear form A(a,v) . Such a matrix is symmetric positive definite 
and thus invertible. 
From equation (2.66) we can write : 
H p = cV1 f - f (2.67) 
l 2 
H = C tB" 1C (2.68) 
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From (2.68) we see that the matrix H cannot have rank greater 
than na , the rank of B - 1 . On the other hand, we must have the rank 
of H equal to np in order to obtain a unique pressure solution from 
equation (2.67). Therefore, the following inequality is a necessary 
condition for stability : 
n P £ na (2.69) 
The above condition, however, is not sufficient to guarantee 
non-singularity of H . Such a matrix can still be singular unless 
C p * 0 for all p * 0 (2.70) 
If C p = 0 for some p * 0 then H p = C tB~ 1Cp = 0 for 
some p * 0 
The satisfaction of the Babuska-Brezzi condition automatically 
implies (2.69) and (2.70). 
The patch-test for mixed formulations is based on the necessary 
condition (2.69). A patch of finite elements is constructed and the 
maximum number of velocity parameters is constrained whilst only one 
pressure parameter is fixed ( that is the minimum number of constrained 
pressure parameters required to obtain a unique pressure field ). Useful 
information concerning the acceptability of the velocity and pressure 
interpolation spaces can be obtained from this rather simple algebraic 
test. In figures 2.5 and 2.6 we present some examples of application of 
the patch-test for mixed formulation in 2D situations. 
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° 'a' variables (constrained, te)2D0F 
A . A Y variables (constrained, 
" , = 2 
(fail) 
n =14 
d 
np = 6 
(pass) 
n a = 2 
np = 8 
(fail) 
n =18 
o 
np = 8 
(pass) 
Figure 2.5 - Patch-test for mixed-formulation ( continuous pressure 
interpolation ) . 
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*è A 'p'- variables (constrawed, f r.eëïTOF 
In reference [38] Hughes et al. have presented a Petrov-Galerkin 
formulation which circumvents the Babuska-Brezzi condition for the 
Stokes' flow and allows equal order interpolation for all variables. 
Instead of having to solve (2.66), the following equation system results 
from Hughes' formulation : 
c a f 
l 
L -j M P f2-y g 
(2.71) 
The matrices L , M and g come from a least-squares 
approximation of the momenta balances on element interiors and thus do 
not upset consistency. Such terms are combined with the Galerkin 
mixed-formulation using a positive real constant r • Indeed, the 
resulting algorithm can be regarded as a Petrov-Galerkin 
mixed-formulation. Whilst consistency is not affected, the added terms 
serve to improve stability. In fact, the Babuska-Brezzi condition is 
circumvented in the sense that it is no longer required to prove 
convergence [38]. 
Eliminating the velocity parameters from equation (2.71) : 
H*p = ( C -^a- L ) B"1 f + j g - f 2 (2.72) 
H* = ( cSr L ) B"1 C + ? H (2.73) 
Note from the above equations that the Galerkin mixed-formulation 
is recovered for y = 0 . The matrix M is a discrete Laplacian 
responsible for the enhanced stability of the method when y > 0 . 
Assuming that at least one pressure value, has been prescribed, this 
matrix has rank np , independently of the rank of B _ 1 . On the other 
hand, we recall that the necessary condition (2.69) comes from the fact 
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that the matrix H has its rank limited by the rank of B . The matrix 
M has been called stabilization matrix by Hughes et al. [38]. They have 
tested their formulation using different j values and have observed 
pressure oscillations when was taken very small. Clearly, when r 
is too small, the contribution of the stabilization matrix is 
* t -1 insuficient to prevent ill-conditioning of H if H = C B C is 
singular ( when equal order interpolation is used for all variables, for 
instance ). On the other hand, our own experiments indicate that chosing 
7 too large may lead to a poor satisfaction of the mass balance. 
In chapter 4 we derive a Petrov-Galerkin / generalised 
least-squares formulation for the incompressible Navier-Stokes equations 
[16]. Such a method introduces the stabilization matrix, and the y 
parameter in a natural way. In particular, the choice of y becomes 
related to the choice of the time-step to be used in the 
time-integration process. We shall see that a proper value for y comes 
from defining a time-step suitable to describe the time evolution of the 
velocity field. 
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CHAPTER 3 
METHODS FOR CONVECTION-DIFFUSION PROBLEMS 
3.1 An introduction to the concepts of upwinding and consistent 
Petrov-Galerkin formulations . 
Consider once more the steady-state, one-dimensional 
convection-diffusion problem with constant heat source : 
2 
pc u -ijl- - k -AJ = Q , 0 < x < L (3.1) 
p
 dx 
T(0) = 0 C3.2) 
T(L) = 0 (3.3) 
If centred differences are applied on a uniform mesh, the following 
discretization of equation (3.1) is obtained : 
T i_ i + 2 T i - f 1 - P e 1 X = QJL (3.4) i+i k 
Note that such a stencil is exactly the same as found in section 
2.2 using the Galerkin method. We recall that equation (3.4) leads to 
oscillations for Pe > 2. However, finite difference practitioners, 
following physical intuition, discovered that oscillatory solutions can 
be avoided if the central differencing of the convective term is 
replaced by an upwind difference scheme [50], [51] . In fact, that 
corresponds to representing convection with a backward differencing 
approximation in space ( assuming that the node numbering increases in 
the direction of the flow ) . 
The upwind difference method applied to equation Oil) gives the 
following stencil : 
- ( 1 + Pe ) T + ( 2 + Pe ) T - T = Q h 2 / k (3.5) l-i i i+i 
The above equation always preserves diagonal dominance. 
Furthermore, its analytical solution is non-oscillatory for any element 
Peclet number. 
The elimination of the non-physical behaviour attained in equation 
(3.5) is achieved at the expense of substituting the second-order 
accurate approximation of convection by the first-order accurate 
backward differencing. In practice this results in numerical diffusion 
being created by the upwind method [52] . On the other hand, the centred 
difference approximation of convection, though of second-order , 
generates negative numerical diffusion [53] . Therefore, it is not 
surprising that enhanced solutions have been obtained using an upwind 
parameter a to combine the upwind and the centred approximations of 
the convective term : 
dT I" ( Ti - Ti-i ) , f Ti+i - Ti-i 1 " 
p c
P
 u
 -asr * p c P
 U
 [ A ( E J + ( 1 " a ) [ — 2 - F T — J . 
(3.6) 
Using equation (3.6) the following discretization is obtained : 
' 1
 +
 P e (
^
a )
 | T
 + (2 - aPe) T -
i-l i 
1 - Pe(l-a) 
= Q h / k (3.7) 
2 . 
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cLb T ; T ( 
2 _ 
-4- I T -[ ( 
1 
On the other hand, the analytical solution of the problem 
(3.l)-(3.3) is given by 
T _ Q L ( x exp [ P(x/L)-1 ] - exp ( -P ) ) ,~ Q 1 
T
 ~ IT " 1 - exp ( -P ) ( 3 - 8 ) 
p 
P = pc u L / k (problem Peclet number) (3.9) 
p 
Using the knowledge of the above analytical solution one can adjust 
the upwind parameter a in order to achieve nodally exact results for 
this problem [48] . In fact, the scheme (3.7) is optimal for 
a = a = coth (Pe/2) - 2 / Pe (3.10) 
o 
It is interesting to note that such a scheme has been found in 
section 2.2 without using the analytical solution (3.8) . There, in 
fact, the optimality results from the best approximation property of the 
Galerkin method applied to the modified self-adjoint operator [15], 
[47], [54] . 
In the finite element framework the upwind effect can be developed 
in different ways. Hughes, for instance, presented a simple method to 
generate upwind elements adopting a modified quadrature rule for the 
convection contribution [55] . Another possibility is to explicitly add 
an extra diffusion term, controlled by the adjustable parameter a and 
the mesh size, in order to balance the negative numerical diffusion 
produced by the Galerkin approximation of convection [54] . Though these 
approaches can be adjusted to give nodally exact answers for the 
steady-state, one-dimensional, constant source problem they are not 
consistent in the way they treat the different terms in the 
convection-diffusion equation. The same can be said regarding the upwind 
difference schemes presented earlier. 
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In reference [57] Leonard points out such inconsistencies and shows 
the poor performance of upwind finite-differences on problems with 
spatially varying sources. A consistent way to introduce upwinding in 
the finite element context is to use upwind-biased Petrov-Galerkin 
weighting functions. In a consistent Petrov-Galerkin formulation the 
weighting function affects all terms in the differential equation and 
optimal or nearly optimal results can be obtained even for strongly 
varying sources [54], [56] . 
One of the earliest Petrov-Galerkin methods is the one introduced 
by Heinrich et al. [13] for linear elements. There the weighting 
functions are defined in terms of local element coordinates as ( see 
figure 3.1 ) 
W. = N t(€) - a € F(£) (3.11) 
where N^f^) are the linear shape functions defined, on the element and 
F(£) is a parabola such that 
N 4(€) = 0.5 €) (3.12) 
F(£) = -0.75 (l-£2) (3.13) 
- 1 for node i = 1 
€j = j (3.14) 
+ 1 for node i = 2 
Again, the weighting functions can be adjusted by the choice of the 
a parameter and optimal results arise if a is selected according to 
equation (3.10) . In section 3.5 we shall see that the above weightings 
can be derived from a linear approximation of the exponential modifying 
function shown in chapter 2 . 
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Figure 3. 1 - Linear shape functions and the parabola F(£) defined 
on a typical element . 
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On the other hand, for transient problems with strong convection, 
the overall accuracy of the approximation is very much dependent on the 
ability to resolve the high spatial frequencies of the exact solution on 
a given mesh. Clearly, this is a feature common to any discrete 
approximation, but for diffusive problems it is less dramatic as such 
high frequencies tend to disappear very rapidly [12] . However, the high 
spatial frequencies in strong convective flows have little real damping 
and may 'live' for a time greater than that of the analysis itself . 
Consider, for the moment, the one-dimensional transient pure 
convection case : 
9 T
 + u = o (3.15) 
a t a x 
Using full upwinded (oc=l) finite difference for the spatial 
derivative and forward differencing in time ( time-step At ). the 
following discretization is obtained : 
T" + 1 = T" + C ( - T" ) (3.16) 
C = u At / h ' ' ( element Courant number ) (3.17) 
For C=l we have the so-called C.F.L. ( Courant-Friedrichs-Lewy ) 
property, corresponding to the nodally exact solution of the pure 
transport problem : 
T
"
+ 1 = T i - i ( 3 - 1 8 ] 
However, for C>1 the scheme (3.16) becomes unstable, whilst its 
accuracy degenerates rapidly if C becomes smaller than one due to 
excessive numerical diffusion [4], [6] . 
41 
For real problems in multidimensions it is virtually impossible to 
adjust the time-step in order to set the element Courant number to its 
optimal value everywhere, as the velocity field and the element sizes 
vary, in the domain . In practice it is better to have an algorithm which 
attains a compromise between amplitude and phase accuracy on a wider 
range of C , than to be able to recover the exact solution .only for 
C=l, in a pre-arranged artificial case. 
In reference [58] Yu and Heinrich present a consistent time-space 
Petrov-Galerkin formulation for convection-diffusion which satisfies the 
above requirements. Other interesting approaches, for pure convection, 
are the ones adopted by Donea [59] with the Taylor-Galerkin method, 
Lohner et al. [60] with the characteristic-Galerkin method and the 
least-squares procedure of Jiang and Carey [61]. However, the 
introduction of diffusion in the above schemes is to some extent ad hoc. 
In the next sections we show that diffusion can be included in the above 
methods in such a way that they can be regarded as consistent 
Petrov-Galerkin formulations. In section 3.5 we present yet another 
approach, namely the Petrov-Galerkin/modified operator method [15]. That 
is a consistent Petrov-Galerkin method which satisfies the unit C.F.L. 
property for pure convection. Another formulation satisfying such a 
property can be seen in [62]. 
The extension of upwind techniques to multidimensions, even in the 
steady-state, also poses new difficulties. For instance, if upwind 
finite differences are employed to discretize convection in 2D problems, 
excessive numerical diffusion is produced whenever the flow is not 
aligned with the mesh . This results in the crosswind diffusion 
phenomenon, manifested as smearing of gradients in the direction 
perpendicular to the flow [63] ( see figure 3.2 ) . Raithby [64] 
addressed this problem introducing a skew upstream ( upwind ) difference 
scheme and obtained improved results in steady-state problems with no 
source term. However, the method does not treat all terms in the 
convection-diffusion equation in a consistent way. Again, for transient 
and varying source problems, such a scheme is subjected to the valid 
criticism of Leonard [57] . 
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Figure 3.2 - Numerical solution showing crosswind diffusion (top) 
and exact solution (bottom) [63] 
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In the finite element field, the first attempt to generate upwind 
Petrov-Galerkin methods for 2D problems involved a blending procedure to 
obtain the two-dimensional weightings from the one-dimensional optimal 
ones [13], [65] . Though such a procedure leads to a consistent 
Petrov-Galerkin formulation, the difficulties regarding crosswind 
diffusion still persist. 
A major step forward was achieved with the development of the 
Streamline Upwind Petrov-Galerkin (SUPG) method [14], [66] and the 
concept of anisotropic balancing dissipation [56] . 
Consider the convection-diffusion equation in its complete, 
transient multidimensional form with a varying source term : 
pc -|r- + PC a -iï- - k V 2T = Q (3.19) 
P ot p j ôx. 
The SUPG method is a consistent formulation applied to all terms in 
equation (3.19) through the use of a weighting of the form : 
w = </> + w' (3.20) 
W ' = « iL ai (3.21) 2 I a I ôx } 
where <f> represent the functions used to expand the approximated 
solution . 
Note that in one spatial dimension the weighting function becomes : 
w = 4> + a 0 h -gJL (3.22) 2 dx 
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Once more ,for linear elements, nodally exact results for the 
problem given by equations (3.1)-(3.3) are obtained selecting a 
according to equation (3.10) . 
Note that if the usual Co finite element interpolation is employed, 
then w' is discontinuous across element boundaries. In such cases the 
terms weighted by w' should be integrated on element interiors, as 
described by Hughes and Brooks [67] . 
The important feature in the SUPG method becomes apparent when the 
interaction between w' and the convective term in equation (3.19) is 
considered . The following term is produced as a result of such 
interaction : 
a h 
2|a| 
d<j> 
dx 
ST 
P J ox. 
J 
= D 
1 J 
8<p 
dx dx 
(3.23) 
with 
r, a h D = pc — r a a ij p 2|a| i j (3.24) 
Note from equations (3.23) and (3.24) that D can be regarded as 
i j 
an anisotropic dissipation tensor. The a parameter can thus be 
adjusted in an attempt to balance the negative numerical diffusion 
introduced by the Galerkin discretization of the convective term ( hence 
the name anisotopic balancing dissipation ) . 
It is also interesting to consider a rotation of the coordinate 
system, in such a way that the x j coordinate coincides with the flow 
(streamline) direction . In this case the anisotropic dissipation 
tensor becomes in two-dimensions : 
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<xh|a|/ 2 0 
D = pc (3.25) 
p 0 0 
From the above equation one can see that the balancing diffusion is 
introduced in the streamline direction ( hence the name streamline 
upwind ) and a more suitable generalisation of the upwind concept in 
multidimensions is obtained . At the same time, the choice of the a 
parameter in multidimensions according to equation (3.10) is to some 
extent justified ( provided a suitable element size is chosen ) . It is 
also important to remark that the anisotropic balancing dissipation 
tensor has been produced in the framework of consistent Petrov-Galerkin 
formulations, using weighting functions which affect all terms in 
equation (3.19) . 
As far as transient problems are concerned, we would like to point 
out that the consistent mass matrix arising from the SUPG method is 
non-diagonal and non-symmetric . Non-diagonal but symmetric consistent 
mass matrices are common in finite element formulations and generally 
lead to more accurate aproximations than their finite difference 
diagonal counterparts [59],[70] . However, only diagonal mass matrices 
can produce truly explicit schemes, attractive from the computational 
point of view. A good compromise between accuracy and computational 
efficiency can be achieved adopting an iterative scheme, with two or 
three passes, as indicated in references [54],[71] . In fact, a similar 
procedure was sucessfully adopted in [14] when solving transient 
problems . 
3.2 The Taylor-Galerkin method. 
The Taylor-Galerkin (TG) method was originally presented by Donea 
[59] to treat convective transport problems. The algorithm was 
subsequently extended and applied to high compressible flows and shallow 
water problems [72],[73] In this section we shall be particularly 
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interested in investigating the connections between the TG procedure and 
consistent Petrov-Galerkin formulations. 
Let us consider initially the pure convection case in the one-space 
coordinate x : 
d T
 + u _ÇL = o , 0 < x < L (3.26) 
St Sx 
iL 
The above equation can be also written 
TT" * -TBT - 0 , 0 < x < L (3.27) 
with 
SF SF ST ST 
= u 
Sx ST Sx Sx 
(3.28) 
Only one temperature boundary condition is required at the flow 
inlet ( r or x=0 ) in order to have a well-posed problem. No boundary 
in 
condition is to be specified at the flow outlet ( r or x=L ). 
r
 out 
In the TG method the time discretization precedes the spatial one. 
In fact, the procedure can be viewed as a finite element counterpart of 
the finite-difference Lax-Wendroff scheme [4]. 
We can write using a second-order accurate Taylor series : 
O T n ..2 _2„n+6 
T n + 1 = T n
 + At -gl- + -^1- -UL (3.29) 
• s t 
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The time derivatives in the above equation can be computed using 
equations (3.26)-(3.28) : 
87" __ 
at " ax 
ar ar 
= -u ax 
(3.30) 
a 2 T n + e 
at' 
a f 2 a T n + e ) 
a£ { u ST J (3.31) 
Inserting equations (3.30)-(3.31) in equation (3.29) we obtain the 
following time discretization : 
T n + 1 _ T n ; 
+ U A t a 
At ax 2 ax 
f 2 3T 
U 
n+9 >. 
ax 
= o (3.32) 
Note that the last term in the above equation can be regarded as a 
balancing dissipation [56] . 
The Galerkin method is applied to perform the spatial 
discretization of equation (3.32) : 
x f n + 1 - f n af n , „ ^ r L u 2At aNi a f n + e _ 
N i [ — S t + u a x ~ ] d x + — 2 — ~ax ax" d x " 
0 J 0 
2At a f n + e 
2 3x ]L 
J
 o 
(3.33) 
T = N T 
J J 
(3.34) 
3T 
3x 
n+6 
_ 3 T n + 1
 f 1 Q , 3 f n 
e — s — + (l-e) 3x ax 
(3.35) 
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In the above equations N are the finite element interpolating 
functions and are nodal values. 
Note that as the temperature is prescribed at the inlet boundary 
(x=0), the boundary term in equation (3.33) can be rewritten as 
'At 37 ,n+8 
dx r - N u
2At 5 f n + 0 
dx 
x=L 
For 8=0 the following equation system is obtained 
(3.36) 
M -n+1 n n M T = f + g (3.37) 
with 
M = 
ij A t J N N dx i J (3.38) 
f n = f v^-r f N N dx - u N dx 
i dx 
i 
-I. L u 2 A t dNi 9Nj 2 dx dx dx T (3.39) 
N 
u2At _5Nj 
3x 
(3.40) 
x=L 
The above algorithm (0=0) is the most used TG method, as it implies 
an explicit treatment of the convective, diffusive and boundary terms. 
However,"the procedure is not truly explicit as the mass matrix M is 
not diagonal. Clearly mass lumping can be applied and, in that case, we 
revert to the. Lax-Wendroff scheme. On the other hand, higher accuracy is 
achieved if the consistent non-diagonal mass matrix is preserved. A good 
compromise between accuracy and computational efficiency can be obtained 
adopting an iterative process, with two or three passes, using the 
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lumped diagonal mass matrix as a preconditioner for the consistent 
non-diagonal one [60],[72] . 
v For 6=0 the method is conditionally stable. The stability 
conditions are C^l for lumped mass matrix and V 3 /3 for 
consistent mass matrix [60] . 
In order to investigate the connections between the Taylor-Galerkin 
procedure and consistent Petrov-Galerkin formulations, we consider again 
the boundary term in equation (3.33). Using the transport equation 
(3.26) we can write : 
ÔT dt A.n+9 r dt (3.41) 
Applying Green's theorem we obtain for an incompressible flow 
dx (3.42) 
For 6=1/2 we can approximate with second-order accuracy 
- r 
at At 
(3.43) 
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Using equations (3.41)-(3.43) we can rewrite equation (3.33) as a 
Petrov-Galerkin formulation : 
r
 M uAt SNi •, r f n + 1 - f n dTn+1/2, „ n ,Q AA, 
1 Ni + — w ] [ — A t + u -sr ] d x = 0 ( 3 - 4 4 ) 
0 
with 
a f n + l / 2 
dx 
at 
dx 
n+l 
ar 
dx 
(3.45) 
Note that the weighting function in equation (3.44) has the same 
structure as the weighting used in the SUPG method [14] : 
w = <f> 
a h dcp 
2 dx (3.46) 
Though the scheme arising from equation (3.44) leads to an implicit 
formulation for f n + 1 , the resulting matrix is symmetric positive 
definite for a well-posed problem . Furthermore, the method is 
unconditionally stable, though accuracy would be compromised if C»l. In 
fact, there is a good reason to use C£l in connection with equation 
(3.44) : one can obtain accurate results employing a few number of 
Gauss-Seidel iterations per time-step. Such a procedure follows the 
lines of the iterative schemes used to deal with the consistent mass 
matrix which appear in the Taylor-Galerkin method. 
As an illustration we have solved the transport of a Gaussian 
distribution in a one-dimensional domain. The exact propagation of the 
wave is presented in figure 3.3 . There we have used the Lax-Wendroff 
scheme which gives the exact solution for C=l . The mesh contains one 
hundred elements and about eighteen elements are required to represent 
the Gaussian distribution with standard deviation <r=0.03 . 
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The solution for C=l using the Petrov-Galerkin formulation (3.44) 
is shown in figure 3.4 . There we have applied four Gauss-Seidel 
iterations per time-step, updating the variables in the flow direction. 
We also tested the Gauss-Seidel procedure reversing the updating order 
(still with four passes) and no relevant changes were observable . Note 
that the TG solution cannot be shown for C=l , as such a method is 
unstable for C>V~3/3 (s 0.57) . 
In figures 3.5, 3.6 and 3.7 we present the solutions for C=0.5 
obtained with the Lax-Wendroff (9=0) , the Taylor-Galerkin (0=0) and the 
Petrov-Galerkin (8=1/2) methods, respectively. Comparing the results we 
see the advantageous effect produced by the consistent mass matrix in 
the TG method over the lumped mass matrix in the Lax-Wendroff scheme. 
Also note that the Petrov-Galerkin formulation is slightly better than 
the TG method, specially regarding the dispersive errors. Four 
Gauss-Seidel iterations per time-step have been used to obtain the 
Taylor-Galerkin and the Petrov-Galerkin solutions. 
The inclusion of diffusive effects on the Taylor-Galerkin procedure 
has been to some extent ad hoc [74] and has resulted in degrading the 
second-order accuracy in time achieved for pure convection [75]. This 
view is shared by Yu and Heinrich [58], who developed Petrov-Galerkin 
methods for convection-diffusion and obtained their algorithms for pure 
convection as a limiting case. 
Nevertheless, if proper care is taken, second-order accuracy can be 
mantained when dealing with simultaneous convection-diffusion within the 
Taylor-Galerkin framework. In fact, the procedure we shall present next 
can be also regarded as a consistent Petrov-Galerkin formulation. 
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Figure 3.4 - Petrov-Galerkin ( 6= 0.5 ) 
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1.6 
1.2 
-0 .2 
Figure 3.5 - Lax-Wendroff ( 6 = 0 ) , C = 0.5 
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i .¿ 
Figure 3.6 - Taylor-Galerkin ( 6 = 0 ) , 
56 
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Consider the convection-diffusion equation in multidimensions, 
including the transient term and a variable source in time and space. 
Our model problem corresponds to the transient transport of temperature 
in an incompressible flow field : 
pc - | T - + PC a -JL - k V 2T = Q in Q (3.47) 
P at p j ^ 
with : 
T = T on r (3.48) 
T 
- k VT-n = q on T (3.49) 
q 
where n is the outward pointing normal vector. 
In the above problem Q is an open bounded domain and T is its 
contour. We assume T to be composed of two non-overlapping parts r 
and T where temperatures and heat-fluxes are prescribed, 
q 
respectively: 
r u r = r ( 3 . 5 0 ) 
T q 
r n r = 0 (3.51) 
T q 
The flow incompressibility implies that 
ôa 
V-a = = 0 (3.52) 
ox i 
Equation (3.47) can be written as 
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81 8T 
"
C
P -IT + "aST " k ^ " Q = 0 
i 
(3.53) 
with 
8F i flF1 81 d l 
= a 
5x 81 8x i Sx 
i i 
(3.54) 
i 
Again we can write with second-order accuracy in time : 
n 2 2 n + 1 / 2 
T n + 1 = T n + At -£L + A t 9 1 at 2
 a t 2 
(3.55) 
The time derivatives in the above equation can be computed from 
equations (3.47), (3.53) and (3.54) : 
= - a *£.
 + JL V 2 T n + 
at j 8x pc pc j p p 
(3.56) 
a 2 T n + 1 / 2 a_ 
a t 2 " a t 
„ „ n + l / 2 
aF ,
 A 
i_
 + _ k _ ^2 n+1/2 + _ Q _ 
3X pc pc 
i p p 
(3.57) 
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After some algebraic manipulation we can rewrite equation (3.57) as 
a r ar 
a at' 
ax i at i pc p 
r aTr 
at 
1 3Q 
pc at 
p 
(3.58) 
We approximate the last two terms with second-order accuracy 
at At (3.59) 
a Q n + l / 2 ^ Q n + 1 _ Q n 
at At (3.60) 
Finally, we obtain an approximation for the second-order derivative 
ing equations (3.59) and (3.60) in equation (3.58) : 
a2 Tn+i/2 
at' 
3 [ 3T k _2_n+l/2 
•x~ a -a — — + V T + 
3x i j 9x pc 
1 v
 j p 
_Q 
pc 
n+l/2 
^ ( V 2 T n + 1 + V 2T n) + Q " Q pc At 
p 
pc At 
p 
(3.6i: 
Substituting equations (3.56) and (3.61) in equation (3.55) 
pc 
3T . _2_n+l/2 _n+l/2 
+ pc a - j — - k V T - Q 
p j dx 
A t 3 I" f 
— 8T [ai[ 
__n+l/2 \ 
3T , _2_n+l/2 ^n+1/2 A 
pc a ^ — - k V T - Q 
p j dx. = 0 (3.62) 
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For reasons which will become apparent later, the Galerkin method 
is now applied on an element by element basis, and the resulting 
contributions are assembled : 
+ pc a-VT - Q 
p 
dfi + 
Le Jfie 1 
[ { k V l ^ - V T 1 1 ^ 2 do - I [ k V T n + 1 / 2 - n dr + 
e fie e Te 
T f A t f ~n + l/2 , „2-n+l/2 „n+l/2 ) 
) -75— a-vN pc a-VT - k V T - Q 
e J f i e 2 1 I P J 
r f
 M A t f ~n+l/2 . „2x^ + 1/2 „n+l/2 Ï 
) N a p c a - V T - k V T - Q n 
L
e J r . 1 2 1 I P J 1 
dfi -
df = 0 
(3.63) 
T n = N T n 
J j (3.64) 
where N are the interpolating functions and T are nodal values. 
J j 
Note the presence of element contour integrals in equation (3.63) . 
These terms include not only the domain boundary r , but also an 
'internal* inter-element boundary (T ) such that : 
int 
r
, •
=
 y r " r 
int L, e 
(3.65) 
V r = r u r u r 
L e T q i nt 
(3.66) 
r n r = 0 
int T 
(3.67) 
r n r = 0 
int q 
(3.68) 
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Thus we can write the diffusive boundary contributions in equation 
(3.63) as 
V f N k V f n + 1 / 2 - n dr = f N k V f n + 1 / 2 - n dr
 + 
T 
f N [k V f n + 1 / 2 - n ] dr + f N k V f n + 1 / 2 - n dr (3.69) 
J r
 J r 1 i n t 
where [ • ] is the jump across element interfaces. 
The first term in the right-hand side of equation (3.69) vanishes 
as Nj is zero on r^ , where temperature is prescribed. The second 
term is also dropped in order to satisfy (in weak form) heat-flux 
continuity across element boundaries. This is a rather subtle step 
which will be explained in further detail in section 3.4 when deriving 
the Petrov-Galerkin / generalised least-squares method. The only 
remaining term is the third one, which corresponds to the prescribed 
heat-flux boundary condition : 
y [ N k V T n + 1 / 2 - n dr = - f N q dr (3.70) 
L e
 J r e
 1 J r 1 
We also change the last term in equation (3.63) to a more 
convenient form, using equations (3.47) and (3.59) : 
V f
 M A t f „ 4 * 1 + 1 / 2 , „24.11 + 1/2 „11+1/2 ) , r _ ) N —^— a p c a - V T - k V I - Q n d r = 
L e J T e 1 2 1 I p J 1 
I L N 1 ¥ a 1 p * P n , d r ( 3 - 7 1 ) 
e 1 e v ' 
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Aplying Green's theorem and using the flow incompressibility 
(V-a=0), the boundary term (3.71) can be replaced by integrals defined 
on element interiors : 
E f „ i t f -n + 1/2 . _2s.n+l/2 n +l/2 ) 
e J r e Ni ~r ai [pcp a * V T " k v T " Q J n i d r 
an + 
I j
 N i p C p a . f ?r^ii i d Q (3.72) 
Using equations (3.70) and (3.72) in equation (3.63) we obtain the 
following formulation : 
r k VN - v t n + i / 2 d^ -
'
 +
 f" 1
 n^ n +l/2 nn +l/2 
At r p c P a - V T -
e He 
d£2 + 
a-VN k V 2 f n + 1 / 2 dQ = l 
= - f N 
Jr 1 
q dr (3.73) 
Note in the above equation, that all but one term involving the 
summation of element integrals have been rewritten as domain integrals. 
That is exact for terms requiring not more than Co continuity on the 
domain. Now it becomes clear why we have applied the Galerkin method on 
an element by element basis : the remaining term would require Ci 
continuity if the standard procedure had been adopted. However, the 
computation of such a term can be accomplished on element interiors, 
where one has C continuity, without posing any difficulties. Also 
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note that if linear triangles are used in 2D , or linear tetrahedra in 
.3D, such contributions vanish altogether. 
Equation (3.73) can be interpreted as a Petrov-Galerkin formulation 
using a weighting function of the form 
W = N + ^ a«VN (3.74) 
That is equivalent to the SUPG weighting function if the time-step 
is chosen as 
At = ao h / I a I (3.75) 
ao = coth (Pe / 2) - 2 / Pe (3.76) 
Pe = pc I a I h / k (3.77) 
p 
where h is the 'element size' . For linear triangles we suggest 
chosing h to be the smallest triangle height . 
It is interesting to remark, though, that in general the 
equivalence of the SUPG and equation (3.73) cannot be mantained for 
transient computations. In that case one requires a constant time-step 
throughout the mesh, but the time-step prescribed by equation (3.75) 
varies from element to element. 
Nonetheless, the relationship between the time-step At and the 
optimal upwind parameter a deserves further investigation . In 
appendix B we show that the time-step given by equation (3.75) is close 
to the relevant time scales for convection-diffusion defined by the 
local physical properties and local mesh size. 
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3.3 The characteristic-Galerkin method 
The convective terms - responsible for the lack of self-adjointness 
of the flow equations - result from the Eulerian description usually 
adopted in fluid mechanics. When Lagrangian coordinates are employed, 
the convective terms do not appear in the governing equations, but 
become part of the Lagrangian time derivative ( sometimes called 
substantial or material derivative [17], [42] ) . Based on this fact, 
characteristic-Galerkin procedures have been developed in an attempt to 
regain the best approximation property of the Galerkin method, once the 
convective terms have been removed through the Lagrangian description of 
the transport. 
One possible approach consists in back tracking the characteristics 
emanating from nodal points to the previous time-step and interpolating 
the values of the transported quantity using a fixed mesh [76] . Another 
concept is to use the characteristics' information to design convected 
basis functions [77],[78] . Diffusive and source terms can be included 
in the analysis through a fractional step procedure [76],[77] . However, 
such methods present technical difficulties of implementation associated 
with the integration along characteristics and/or computation of some 
matrices arising from the use of convected basis functions [54]. 
In this section we shall follow the ideas put forward by 
Zienkiewicz et al. [79] with their characteristic-Galerkin procedure. In 
such a scheme a Taylor series expansion is' used to approximate the 
Lagrangian time derivative in terms of Eulerian coordinates. The 
resulting algorithm is equivalent to the Taylor-Galerkin method ( with 
6=0 ) presented in section 3.2, when dealing with the one-dimensional 
pure convection problem [40] . On the other hand, the inclusion of 
diffusive and source terms is once more ad hoc . Peraire et al. [73] 
show , for instance, the adverse effect of using fractional steps to 
include varying source terms in the formulation. 
It is also important to remark that whenever diffusion is present, 
the name characteristic-Galerkin is inappropriate. For pure convection 
the characteristics coincide with path lines, but when there are 
diffusion effects the problem becomes parabolic and such identification 
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is lost. Nonetheless, the basic argument behind such schemes remains 
valid, as the equations are self-adjoint along path lines and the use of 
Galerkin's method in this context is justified [54],[79] . 
\ The characteristic-Galerkin method ( or more appropriately path 
line-Galerkin method ) we shall present next uses a Taylor series 
to approximate a Runge-Kutta integration along path lines. Diffusive and 
source terms are treated consistently in the formulation. In fact, the 
procedure leads to the same Petrov-Galerkin method ( with 8=1/2 ) 
derived in the previous section for the incompressible 
convection-diffusion equation. 
Consider again the convection-diffusion problem given in section 
3.2 by equations (3.47)-(3.49). Again we assume the flow field to be 
incompressible, thus satisfying equation (3.52) . 
The Lagrangian or material time derivative is defined for a fixed 
particle y as 
DT 
Dt 
_3T_ 
dt + a-VT 
(3.78) 
Therefore we can rewrite equation (3.47) as 
pc 
DT 
p Dt 
= k V T + Q (3.79) 
Equations (3.78) and (3.79) can be also put in the form 
pc 
DT 
P Dt = F(x,t) = F (y,t) (3.80) 
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riT I * 
pc = G ( x , t ) = G ( y , t ) "(3.81) 
P ut I 
F (x,t) = k V 2T + Q (3.82) 
G(x,t) = pc p f - ~ + a-VT I (3.83) 
In the above equations the functions F and G are written using 
Lagrangian coordinates. These functions correspond to the functions F 
and G written in Eulerian coordinates according to equations (3.82) 
and (3.83) . 
* * 
Note that the fact that we do not know F and G explicitly 
does not prevent us from regarding equations (3.80) and (3.81) as 
ordinary differential equations in time for a fixed particle # . 
Indeed, integrating such equations with a second-order Runge-Kutta 
scheme [80] we obtain : 
p C p f T ( y . t ^ ) - T ( y t t B ) ] = F . ( y f t „ + A t / 2 ) ( 3 - 8 4 ) 
oc [ T ( r.t B* A) - T ( r.t n) ) 
p c
P ( St J 
G (r,t n + At/ 2) (3.85) 
From the above equations we have 
F (j,t n + At/ 2) = G (y,t n + At/ 2) (3.86) 
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We would like to express the above equation in Eulerian rather than 
Lagrangian coordinates. In order to achieve that we relate both 
descriptions in a way similar to that applied in reference [79] ( see 
figure 3.8 ) . Assuming that the Eulerian and Lagrangian descriptions 
coincide at t n + 1 we obtain : 
F*(r,t n + 1) = F(x,t n + 1) = F(x ,t n + 1) (3.87) 
i 
G*(3-,tn+1) = G(x,t n + 1) = G(x ,t n + 1) (3.88) 
i 
T7*f~ .n+l/2, „ „, A t ,n+l/2, „, A t ,n+l/2, 
F (r,t ) = F(x - — - a ,t ) = F(x - a ,t ) 
Z i Z i 
r f~ i. „
 n , A t ,n+l/2. „, A t .n+l/2, G (?,t ) z G(x - — — a ,t ) = G(x - a ,t j 
Z i Z i 
(3.89) 
(3.90) 
We can now apply a Taylor series to equations (3.89) and (3.90) to 
obtain approximations for F (y,t n + 1 / 2) and G (y,t n + 1 / 2) in terms of 
Eulerian coordinates : 
.n+l/2, 
F (?,t ] = F(x ,t
n + 1 / 2) -
i 
A t dF 
ax 
, ,n+l/2, 
(x^t ) (3.91) 
*, .n+l/2, 
G (y,t ) 
„
 n , , n+l/2, 
= G(x , t ) -
i 
A t 8G 
dx 
, .n+l/2, (x.,t ) 
1 
(3.92) 
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Figure 3.8 - Relationship between the Lagrangian and Eulerian 
descriptions . 
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Using equations (3.91) and (3.92 ) in equation (3.86) we obtain 
G n + l / 2 _ F n + l / 2 _ A t ^ ( ^ 1 / 2 _ ^ 1 / 2 ) _ Q ( 3 9 3 ) 
For the steady-state case equation (3.93) has the same structure as 
the generalised equation proposed by Donea et al. [81] . 
The Galerkin method is now applied, in an element by element basis, 
to perform the spatial discretization of equation (3.93) After 
assemblying the element equations and taking proper care of the element 
contour integrals ( see section 3.2 ) we obtain the following 
formulation : 
( N i + a ' V N i } pc 
( T n + 1 - T n 1 ~n + l / 2 n n + l / 2 
— A T — r p c p a - V T _ Q 
dQ + 
k VN - V T n + 1 / 2 dQ 
Q 
a-vN k V 2 f n + 1 / 2 dQ = 
1 
J r 1 
q dr (3.94) 
The above equation is the same consistent Petrov-Galerkin 
formulation obtained in section 3.2 within the Taylor-Galerkin 
framework. 
3.4 The Petrov-Galerkin/ generalised least-squares method . 
In this section we introduce a Petrov-Galerkin formulation based on 
a least-squares concept. The procedure extends the work of Carey and 
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Jiang [61], [82] , with first order hyperbolic problems, to include the 
second-order diffusive terms present in the convection-diffusion 
equation . 
The conventional least-squares method requires Ci domain continuity 
in order to accommodate second-order spatial derivatives. For that 
reason, the usual least-squares approach consists in recasting the 
problem in terms of first-order equations [32] . The drawback of such a 
procedure is the increase of the number of dependent variables. In 
reference [83], for instance, Jiang and Povinelli have applied a 
least-squares finite element method to solve the incompressible 
Navier-Stokes equations written in a velocity-pressure-vorticity 
formulation. Their algorithm requires only Co domain continuity, as no 
second-order terms are involved, and allows equal order interpolation 
for all variables. 
The method to be presented in this section starts with a centred 
time discretization of the convection-diffusion equation. The 
difficulties associated with the second-order diffusive terms are 
avoided by confining the least-squares procedure to element interiors, 
where the shape functions have C continuity . 
00 
Conceptually, the least-squares approximation is carried out on an 
element by element basis. The usual finite element assembly process 
ensures temperature continuity whilst heat-flux continuity between 
elements is enforced in weak form. The resulting algorithm can be viewed 
as a consistent Petrov-Galerkin formulation, equivalent to the methods 
presented in sections 3.2 and 3.3 when linear interpolation is 
employed ( linear triangles or linear tetrahedra in multidimensions ) 
If A is the differential operator associated with the problem at 
hand, we recall that the least-squares method is equivalent to a 
Galerkin formulation applied to the self-adjoint operator A A where 
A is the adjoint of A [9] . For such self-adjoint problems the best 
* 
approximation property is satisfied in the energy norm defined by A A. 
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In the method we shall present next the least-squares approach is 
used to perform the spatial discretization only. The importance of an 
accurate time discretization , through a proper choice of the time-step, 
cannot be overemphasized. As shown in appendix B , the time-step 
should be selected according to the time-scales of the physical 
processes representable in the mesh. 
We recall the convection-diffusion problem in an incompressible 
flow field presented in section 3.2 : 
pc -ijî- + pc a - k V 2T = Q in Q (3 .95) 
p at p j ôx. 
with 
T = T on r (3.96) 
T 
- k VT-n = q on T (3 .97) 
q 
r u r = r (3.98) 
T q 
r n r = 0 (3.99] 
T q 
Ôa. 
V-a = -S-Î- = 0 (3. 100) 
Sx 
i 
where n is the outward pointing normal. 
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Equation (3.95) is discretized in time with a centred scheme 
A - Q n + 1 / 2 = 0 (3.101) 
with : 
A = pc 
P At 
+ pc a-VT n + 1 / 2- k y 2 T n + 1 / 2 p (3.102) 
(3.103) 
v2 Tn +l/2 = 1 ( v 2 T n + 1 + ^ ) 
(3.104) 
Finite elements are used to discretize the temperature field in 
space : 
f n + 1 = N T n + 1 (3.105) 
where T" + 1 are nodal values at time-level n+1 and N. are the 
corresponding shape functions . 
Thus we can write A , the discrete counterpart of A , as 
'p[ At 
A = pc 1 1 + pc a-Vf n + 1 / 2- k V 2 f n + 1 / 2 (3.106) 
p 
The squared residual due to replacing A by A on element 
interiors is given by 
S = I \ [ A - A ] 2 dQ (3.107) 
e We 
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The above equation can be rewritten using equation (3.101) as 
1
 S = [ [ [ A - Q n + 1 / 2 ] 2 dQ (3.108) 
Note in the above equation that all terms in A are well defined 
on element interiors, where the shape functions have C continuity. 
00 
A least-squares criterion is now applied and the squared residual S 
is minimized with respect to the free parameters T"+1 , which expand 
the temperature field at time-level n+1 : 
9 S
 = V f 2 [ A - Q n + 1 / 2 ] dQ (3.109) 
1 L
. J r . . a x n + 1 3T" +  "e JQe at'. 
The above equation is equivalent to a Petrov-Galerkin method with 
weighting W_ : 
^Qe 
] dQ (3.110) 
W = N + ^ a-VN - - 4 - — V 2N (3.111) i i 2 i 2 pc i 
P 
Note that equation (3.110) concerns only the approximation of the 
differential equation on element interiors with no reference to the 
heat-flux boundary condition nor to the heat-flux compatibility among 
elements. In order to obtain a well posed formulation we need first to 
append to equation (3.110) a weak form approximation of the exact 
(physical) heat-fluxes on element boundaries. We shall later impose the 
relevant boundary and compatibility conditions the exact (physical) 
heat-flux is required to satisfy . 
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J f W, [ A - Q n + 1 / 2 ] dn + 
, [ f N t [ k V f n + 1 / 2 - n - k V T n + 1 / 2 - n ] dr = 0 (3.112) 
e Te 
We note that the summation of element boundaries comprises not only 
the domain boundary T , but also an 'internal' inter-element boundary 
r such that : 
int 
r = V r - r (3.113} 
int U e 
V r = r u r u r (3.114) 
L e T q int 
r i n t A r T = 0 ^3.115) 
r i n t A r q = 0 (3.116) 
In view of equations (3.113)-(3.116) we can rewrite equation 
(3.112) as 
I f W. [ A - Q n + 1 / 2 ] dQ
 + 
f N. [ k V f n + 1 / 2 - n - k V T n + 1 / 2 - n ] dr
 + 
J r i 
T 
N. [ k V f n + 1 / 2 - n - k V T n + 1 / 2 - n ] dr
 + 
J N t [ k V f n + 1 / 2 - nj dr - J N. [ k V T n + 1 / 2 - nl dr = 0 
(3.117) 
where [kVT n + 1 / 2-n] and [kVT n + 1 / 2-n] are respectively the discrete and 
the exact heat-flux jumps across element interfaces . 
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The first boundary integral in equation (3.117) vanishes as the 
minimization process involves only the free temperature parameters T"+1 
and no such parameters exist on T . 
, As we stated earlier , in order to produce a well-posed formulation 
we need to introduce the conditions the exact ( physical ) heat-flux is 
required to satisfy. These are the heat-flux boundary condition on 
and heat-flux compatibility across element interfaces : 
. „ . -11+1/2 -k VT • n = q 
[ k VT' n+l/2 n = 0 
on r 
on r 
int 
(3.118) 
(3.119) 
Thus : 
N k vT n + 1 / 2- n df = N, q df (3.120 : 
I f 
i nt 
N IT k VT n + 1 / 2- n 1 df = 0 (3.121) 
Therefore, using equations (3.120) and (3.121) in equation 
(3.117) we obtain : 
[ J W. [ Â - Q n + 1 / 2 ] dQ
 + 
e fie 
N IT k VT 
r 1 
int 
n+l/2 
n df + 
J. 
N [ k VT n + 1 / 2- n + q ] dT = 0 (3.122) 
r 
q 
Note that the above equation is the same derived by Hughes and 
Brooks in [67] . Furthermore, as remarked in [99] , Petrov-Galerkin 
formulations of the form (3.122) require only Co interpolation and are 
correctly classified as conforming methods . 
As pointed out by Hutton [100], for sufficiently smooth N and T 
each integral in equation (3.122) vanishes separately. Nevertheless, for 
Co finite element interpolation this cannot be assumed . 
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The fact that the integral on F does not vanish separately for 
int 
Co interpolation explains why we can use linear triangles ( linear 
vtetrahedra in 3D ) in formulation (3.122) . We note that in this case 
the second-order diffusive terms vanish altogether on element interiors 
( the first term in equation (3.122) ) . However, the non-vanishing 
discrete heat-flux jumps on r correctly account for the diffusive 
i n t 
contributions in the approximation . 
The Petrov-Galerkin weighting function in the first integral 
in equation (3.122) comprises the Galerkin weighting function plus 
higher order correction terms. As far as coding is concerned, a more 
convenient form is obtained using Green's theorem on the Galerkin 
diffusive contributions : 
f (N 
J Q 
+ - 7 5 - a-VN ) 
i c. i pc Ât 
- A n + 1 / 2 n+1/2 
+ pc a-VT - Q dQ + 
p J 
" n + 1 / 2 
k VN -7T 1 dQ 
- [ J Y a ' V N i k V 2 f n + 1 
e Qe 
/2 dQ 
- I I 
kAt
 n 2 K I r 
ô ï N pc 
J a 2 pc i I P 
e We p •-
At 
- n + 1 / 2 , „ 2 " n + l / 2
 n n + l / 2 
+ pc a-VT -k V T -Q 
p 
dQ 
N. q dr (3.123) 
For linear interpolation ( linear triangles or linear tetrahedra in 
in multidimensions ) the above equation simplifies to 
f (N + a-VN ) |pc 
,• -n+1 -n , 
T - T 1 -n+1/2 „n+l/2 
At 
+ pc a-VT 
p 
Q dQ + 
I* k VN - V T n + 1 / 2 dQ = - f N J r 1 q df (3.124) 
Note that equation (3.124) leads to a symmetric positive definite 
matrix . It is worth remarking that the above formulation is the same as 
one finds using linear interpolation in the methods presented in 
sections 3.2 and 3.3 . 
77 
It is rather interesting that the same underlying Petrov-Galerkin 
formulation has been found following three distinct approaches, namely 
the characteristic-Galerkin, the Taylor-Galerkin and the generalised 
least-squares method . Moreover, the resulting weighting function has 
the same structure as the SUPG weighting . 
For linear interpolation, the equivalence between the SUPG scheme 
and the methods presented here requires 
At = ao h / | a | (3.125) 
ceo = coth (Pe / 2) - 2 / Pe (3.126) 
Pe = pc | a | h / k (3.127) 
p 
In the SUPG method the ao parameter is computed locally, based on 
the geometry and physical properties on each element [85]. Here, on the 
other hand, a single time-step has to be defined for the whole domain 
and this results in a different approximation. The methods shown in this 
chapter produce a symmetric positive definite matrix for linear shape 
functions. However, this does not happen in the transient SUPG 
formulation. 
Another point worth noticing is the unconditional stability of the 
schemes presented. Nevertheless, for accuracy reasons, we define the 
time-step computing local 'element time-steps' according to equations 
(3.125)-(3.127) and selecting the minimum time-step on the domain. As 
shown in appendix B , this corresponds to a choice of time-step which is 
close to the time-scales for the convection-diffusion processes 
representable in the mesh. 
3.5 The Petrov-Galerkin/ modified operator method . 
Petrov-Galerkin formulations have been developed in the previous 
sections, in an attempt to regain the best approximation property for 
non self-adjoint convection-diffusion problems. In section 3.3 a path 
line-Galerkin formulation was presented , which corresponds to an 
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approximated Runge-Kutta integration along path lines. The use of the 
Galerkin method is justified as the problem is self-adjoint along those 
lines . Another approach was followed in section 3.4, where the 
conventional least-squares method was generalised in order to allow Co 
interpolation on the domain, without introducing extra dependent 
variables . 
We recall that the procedures mentioned above lead to the same 
discretized equation system when linear interpolation is used. That is 
also the case with the consistent Taylor-Galerkin method ( with 6=0.5 ) 
shown in section 3.2 . Moreover, the three schemes can be viewed as 
Petrov-Galerkin formulations using weightings which have the same 
structure as those applied in the streamline upwind Petrov-Galerkin 
(SUPG) method . 
In this section we introduce yet another approach to develop 
Petrov-Galerkin methods for convection-diffusion problems . The 
procedure we shall introduce here is based on the modified operator 
concept described in section 2.2 . However, instead of dealing with the 
exponential modifying function which renders the modified operator 
self-adjoint, we search for simpler approximate modifying functions, 
leading to equivalent schemes for the one-dimensional problem with 
linear finite element interpolation . 
The main reason for adopting simpler modifying functions is a 
technical one, as the integration of terms involving the exponential 
function is awkward, specially when dealing with multidimensional cases 
[16],[54],[84] . The approximate modifying functions give rise to 
Petrov-Galerkin weightings which lead to the optimal one-dimension 
steady-state scheme , without adjusting an upwind parameter or the 
time-step employed in the time discretization. In fact, the main 
difference between the approach we shall see in this section and the 
previous ones, is that nodally exact results for the one-dimensional 
steady-state problem are always obtained regardless of the time 
integration process ( as long'as such a process remains stable ) . 
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3.5.1. Steady and unsteady one-dimensional problems . 
3T 9T . 3 2T 
pc -jr- + pc u k = Q 
p at p öx „ 2 
ox 
0 < x < L (3.128) 
Let us consider again figure 2.2 , depicting a typical assembly of| 
linear elements and showing the consecutive nodes i-1 , i and i+1 . 
Equation (3.128) is discretized in time and integrated on the 
assembly to produce the equation corresponding to the internal node i : 
L*. r ( T n + 1 , Q » L 3 T n + 1 k6i At 3 2 T n + 1 a+b v ^ p ax dx + 
N f i 
_n
 n A. ST k62 At 8 1 T + uG2 At — 5 -
ÔX p c _ 2 
r
 p ox 
= r N 
J
a + b 1 
Q At 
pc dx 
dx 
(3.129) 
with 
01 + 62 = 1 (3.130) 
In equation (3.129) the implicitness/explicitness of the time 
integration is determined by 9i and 02 
Note that is the global shape function associated with node i. 
This function is represented by the element shape function N 2 on 
element a and by the element shape function N j on element b ( these 
element shape functions are shown in figure 3.1 ) . 
Integrating the diffusive terms by parts we obtain : 
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We recall here the convection-diffusion equation in the one spacej 
coordinate x : 
i 
I 
T.-a+b 
At N 
i 
uf + k df 
pc dx 
p ) 
5 T n + 1 „ 8T" . , 
9 l — s — + 6 2 —— I dx + 
ax 
k At 
J a + b L P V 
Sx 
lei 4^+1+ 6 2 4^ - I I dx 
J
 a + b 
k i _ Q At , N f dx 
pc 
(3.131) 
We notice that the first term in the above equation is 
non-symmetric and that the differential operator is non self-adjoint . 
However, self-adjointness can be recovered by using the exponential 
modifying function introduced in section 2.2 , which enforces the first 
term in equation (3.131) to vanish . 
Using local element coordinates we describe f on the assembly of 
adjacent elements as ( see figure 2.2 ) : 
f = C exp 
a 1 ^ 
-Pe(C-l) 
on element a (3.132] 
f = C exp 
b 1 y 
on element b [3.133) 
The linear shape functions ( restricted to the element ) are : 
N = 0.5 ( 1 + £ £ ) 
i i 
(3.134) 
with node coordinates 
- 1 for node i = 1 
+ 1 for node i = 2 
(3.135) 
The constant Ci is adjusted to normalize f on the assembly as 
described in section 2.2 . 
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Assuming A to be the original differential operator, the use of 
the Galerkin method, with weighting function N , is justified as the 
best approximation property is regained for the self-adjoint operator 
fA . The procedure can be also regarded as a consistent Petrov-Galerkin 
formulation using weighting N^f and the original operator A, as can 
be observed from equation (3.129) . 
On the other hand, we would like to derive formulations equivalent 
to equation (3.129) using simpler approximate modifying functions, 
possibly discontinuous across element interfaces. This can be 
accomplished by splitting the weighting N f in equation (3.129) into 
i 
N and N (f-1) . Now, assuming N to be continuous, we can integrate 
i i i 
by parts only the diffusive terms weighted by N , the Galerkin part of 
the weighting N^f . Writing f instead of f to indicate that we 
shall adopt an approximate modifying function, the following formulation 
is obtained from equation (3.129) : 
a+b 
N f i T
n + 1
 + uei At 4^ - T n + u92 At 9 T 
(• k At f 
•Lb p % I 
dx 
SNi d T n + 1
 n 3Ni 5T n 
6 l — ; + 02 
a x 
dx + 
3x dx dx dx dx 
*L+b N t (f -1) 
kei At a 2 T n + 1 k62 At a 2 T n 
PC „ 2 
p dx 
PC „ 2 
p dx 
dx 
a + b 
N f* dx 
i pc 
(3.136) 
Our aim now is to determine approximate modifying functions f 
such that formulation (3.136) inherits the best approximation property 
of formulation (3.131) . 
When linear elements are used, the second-order terms in equation 
(3.136) vanish in the discrete ' form . Thus, as far as convection and 
diffusion terms are concerned, the equivalence of equations (3.131) and 
(3.136) requires : 
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„n+ei . ^ a T n + e i 
dx r Nf*u-fi d x = r -JL (f-D ÔX ÔX 
a+b a + b p 
(3.137) 
flTn+6l a T n + 1 * T n 
Ô T
 = ei - 5 _ + 6 2 ^ — (3.138) 
ax ax ax 
The simplest way to satisfy the equivalence condition (3.137) is to 
enforce it separately on each element in the assembly. Noting that for 
linear interpolation 3T / Sx is constant on each element, we obtain 
formulae relating f to f in terms of the linear shape functions : 
+i +i 
f N f* = 4- f (f -1) -45^  on element a (3.139) J _ 1 2 a Pe J _ i a 3 Ç 
,.+1 » ^ ,.+1 
f N -f* d£ = -§~ f (f -1) -Sr- 3€ °n element b (3.140) J _ i l b Pe b ÔÇ 
Integrating the right hand side terms by parts we obtain 
r+1 * r+1 2 
N f d £ = N f d£ + -i- (Ci-1) on el. a (3.141) J 2 a J 2 a r e 
- 1 - 1 
f N f* d£ = f N f d£ - — (Ci-1) on el. b (3.142) 
J _ l 1 b J 1 b Pe 
Now, using equations (3.132)-(3.133) and the normalizing constant 
Ci , equations (3.141) and (3.142) become : 
on element a (3.143) 
2 a 
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- 1 
,+1
 # 
ao = coth ( Pe/2 ) - 2 / Pe (3.145) 
Note that the optimal upwind parameter ao appears naturally from 
the integration of the exponential modifying function. 
Adding equations (3.141) and (3.142) we see that f is a weighted 
residual approximation of f : 
f N ( f - f* ) dx = 0 (3.146) 
a+b 
where N. is the global shape function . 
Equivalence of the transient and source terms in equations (3.131) 
and (3.136) requires that : 
J" N ( f* Q dx = J N t f Q dx (3.147) 
a+b a+b 
N f* dx = f N f - |L- dx (3.148: 
i at i ot 
a+b 'a+b 
If Q and ST/ St are assumed to be constants on the patch, 
equation (3.146) guarantees the exact equivalence of the source and 
transient contributions. In particular, note that assuming ST / St 
constant on the patch corresponds to using a diagonal ( lumped ) mass 
matrix. On the other hand, if the shape functions are used to 
interpolate Q and ST / St ( the consistent approach ) the discrete 
formulations derived from the element equations (3.131) and (3.136) will 
differ. However, the formulations are still somewhat 'equivalent' , at 
least in the sense that equation (3.146) remains valid . 
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N f .d? = 1 - «o on element b (3.144) 
l b ^ 
-1 
Another difference in the use of formulation (3.131) or 
formulation (3.136) was pointed out by Hutton [100] concerning the 
treatment of a heat-flux boundary condition ( if a heat-flux q is 
prescribed at the outflow ( x = L ), for instance ). 
Note that equations (3.143) and (3.144) provide a recipe for 
obtaining approximate modifying functions . The simplest one is the 
piecewise constant function shown in figure 3.9 and given by : 
f = 1 + ao (3.149) 
a 
f = 1 - ao (3.150) 
b 
The corresponding Petrov-Galerkin weightings are : 
W = N ( 1 + ao ) (3.151) 
2 2 
W = N ( 1 - ao ) (3.152) 
I l 
Another choice satisfying equations (3.139) and (3.140) is linear 
and continuous on the assembly : 
# 
f = 1 + 3 ao ( 1-6 )/ 2 (3.153) 
a 
f* = 1 - 3 ao ( l+£ ) / 2 (3.154) 
b 
It is interesting to observe that the corresponding weightings are 
the optimal weighting functions presented in reference [13] Here, 
though, no previous knowledge about the analytical solution has been 
used to obtain them : 
W = N + 3 ao (I-? 2)/ 4 (3.155) 
2 2 ^ 
W = N - 3 ao ( 1 - e 2 ) / 4 (3.156) i l ^ 
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1+oc 
1 - t x 
el. a 
- 1 
el. b 
Figure 3.9 - Piecewise constant modifying function 
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In the remainder of this section the piecewise constant approximate 
modifying function is used . For a uniform mesh and linear elements, the 
following general equation is obtained for an internal node : 
ai T n + 1 + as T n + 1 + as T n + 1 + a4 T n + as T n + ae T n = G (3.157) j-i j j+i j-i j J+i J 
with 
ai = (1+cco)/ 6 - Cei(l+ao)/ 2 - 0i Fo (3.158) 
a2 = 2/ 3 + ao C9i + 28i Fo (3.159) 
a3 = (1-ao)/ 6 + Cei(l-ao)/ 2 - 6i Fo (3.160) 
a4 = - (1+ao)/ 6 - CG2(l+ao)/ 2 - 02 Fo (3.161) 
as = - 2/ 3 + ao C62 + 2G2 Fo (3.162) 
ae = - (1-ao)/ 6 + C92(l-ao)/ 2 - 62 Fo (3.163) 
G = Q At / pc (3.164) 
j p 
C and Fo are the non-dimensional Courant and Fourier numbers for 
the element 
C = u At/ h ( 3 . 1 6 5 ) 
Fo = C / Pe ( 3 . 1 6 6 ) 
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In the steady-state limit ( T n + 1 = T n = T ) equation ( 3 . 1 5 7 ) becomes 
1
 +
 P e (
^
a 0 )
 I T
 + ( 2 + aoPe) T 2 I j-1 j 
P e ( l - a o ) 1 
J + l 
= Q h / k ( 3 . 1 6 7 ) 
Note that the above equation corresponds to the so-called optimal 
upwind scheme for the one-dimensional problem, leading to nodally exact 
results . Most importantly, such a steady-state limit is reached 
independently of At, 9i and 92 , provided the time integration is 
stable 
From equation ( 3 . 1 4 5 ) it is clear that ao -> 1 when P e - > oo 
Therefore, returning to the transient equation ( 3 . 1 5 7 ) , we see that the 
downflow coefficients a3 and a6 tend to zero as Pe is increased 
towards the pure convection limit . For Pe larger than about 2 the 
solution is determined mainly by the upflow contributions . This fact 
has important implications on the performance of the algorithm and on 
the solution technique to be used . First, as the downflow coefficients 
a3 and as tend to zero for increasing Pe , no wiggles arise due to 
imposing a downflow boundary condition . Furthermore, if the nodes are 
numbered from the inlet to the outlet boundary and a Gauss-Seidel 
iterative solution is used, few iterations are required to obtain T n + i 
for Pe > 2 . In fact, only one iteration is required for the pure 
convection case, as the algorithm becomes a marching process in both 
time and space ( explicitness is regained in the solution ) . It should 
be remarked that this behaviour is independent of the parameters Bi 
and 02 , as long the time integration remains stable . 
Another point worth mentioning is that the mass matrices arising 
from the Petrov-Galerkin formulations presented in the previous sections 
introduce a downflow contribution, even for pure convection . Clearly, 
the algorithm presented here reflects the physical problem more closely, 
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as no such contributions appear for Pe - > oo 
In the following we present a simplified stability analysis. 
Instead of considering the whole range of Pe , we focus our attention 
on the cases of pure diffusion and pure convection ( Pe - > 0 and 
Pe - > oo , respectively ). We shall see that using 61 £ 0 . 5 the method 
is stable in both situations, and it is assumed that this behaviour also 
holds for intermediate values of Pe . Precise information on the 
stability limit is specially needed when dealing with pure convection . 
In such cases, in order to reduce numerical diffusion, the algorithm is 
adjusted to operate close to the stability limit . In practice this can 
be accomplished by setting the degree of implicitness according to the 
local Courant number C . 
The stability condition for pure diffusion is readily determined 
recalling that for Pe = 0 the spatial discretization is performed with 
the Galerkin method . In such cases, unconditionally stable schemes are 
obtained for ei ^ 0 . 5 [54] . 
For pure convection, on the other hand, we note that the downflow 
coefficients disappear . Thus equation ( 3 . 1 5 7 ) is reduced to 
ai T n + 1 +
 a 2 T n + 1+ a 4 T
n
 + as T n = G ( 3 .168] 
J - i J J - i J j 
The next step is to perform a Von Neumann stability analysis of the 
jeneous problem ( G 
with equation ( 3 . 1 6 8 ) is 
homogen ^ = 0 ). The amplification factor associated 
A = |A| exp ( i<p ) ( 3 . 1 6 9 ) 
|A| = [ ( a 4 ) 2 + ( a 5 ) 2 + 2 a4-as cos /3 
I 2 2 
(a i ) +(a2) + 2 ai a2 cos /3 ' 
1 /2 
( 3 . 1 7 0 ) 
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<p = t a n " 1 F ( a i as - a 2 a4 ) s i n fi 1 ( 3 m ) 
[ a i a4 + a2 a s + ( a 2 . a 4 + a i as J c o s p J 
0 = 2ir ( h / X ) (3.172) 
The 0 parameter above is a non-dimensionalized frequency. The 
highest frequency representable in a mesh of size h is ¡3 = n . Note 
that |3 depends on the ratio between the mesh size h and the 
wavelength of the mode considered . 
For C a 1/ 3 it is possible to choose 01 as 
ei = e* = 4 " ( 3 . 1 7 3 ) 
c Z 6 C 
In this case interesting results are obtained as the coefficients 
become : 
ai = - as = ( 1 - C ) / 2 (3.174) 
as = - a4 = ( 1 + C )/ 2 (3.175) 
From equations (3.170), (3.174) and (3.175) it is clear that for 
all frequencies we have |A| = 1 . The corresponding phase angle is 
given by : 
(p - tan 
c 
2 C s i n
 P 1 (3.176) 
1 - C 2 + ( 1 + C 2 ) cos £ 
90 
For 8 1 = 6 and C = 1 we obtain from equations (3.168), (3.174) 
c 
and (3.175) : 
„n+l 
J - l 
(3.177) 
The above equation represents the so-called shift condition or 
unit C.F.L. property, corresponding to a node to node propagation of the 
convected quantity . 
Though the algorithm is capable of giving exact results on uniform 
* 
meshes, in real problems it may become difficult to adjust 6 1 = 8 and 
c 
C = 1 simultaneously on every element , as non-uniform meshes may be 
required. Table 3.1 compares the exact and numerical amplification 
* 
factors for C = 0.5 and C =1.5 when 8 i = 8 . There is no 
c 
dissipation error as |A| = 1 for all frequencies, but attention must be 
paid to the dispersive errors . 
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Table 3.1 - Exact and numerical amplification factors 
for 6 = e 
1 c 
IA | IA | (<p - <p ) / <p 
e e e 
C = 0.5 
0.2 
0.4 
0.6 
0.8 
1.0 
1.00 
1.00 
1.00 
1.00 
1.00 
C = 1.5 
0.2 
0.4 
0.6 
0.8 
1.0 
1.00 
1.00 
1.00 
1.00 
1.00 
1. 00 
1.00 
1.00 
1.00 
1.00 
+ 0.002 
+ 0.010 
+ 0.022 
+ 0.041 
+ 0.065 
1.00 
1.00 
1.00 
1.00 
1.00 
0.004 
0.016 
0.035 
0.059 
0.086 
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Note that these are smaller for the lower frequencies and have 
different signs for C = 0.5 and C = 1.5 . This suggests the use of an 
average Courant number C = 1 when dealing with non-uniform meshes, in 
order to exploit the partial cancellation of phase errors . 
Equation (3.173) defines the degree of implicitness to be used for 
pure convection . A formula for 01 covering the whole range of Pe 
can be obtained using the parameter ao , which varies from zero for 
pure diffusion to one for pure convection . Therefore, a possible 
interpolation for intermediate values of the Peclet number Pe is : 
6i = ao 9 + ( 1 - ao ) 9 (3.178) 
lc Id 
0 if C < 1/ 3 
(3.179) 
6 is the value to be used for pure convection whilst 6 the 
lc r Id 
value to be used for pure diffusion . In order to have unconditional 
stability in the latter case one must have 6 £ 0.5 . In the transient 
Id 
examples to be presented next we adopted G =0.55 
In figure 3.10 we show results for the steady-state problem with 
constant heat source described in section 2.2 . Nodally exact solutions 
in non-uniform meshes are shown for P = 20 and P = 100 . We recall 
that P is the global ( or problem ) Peclet number given by 
P = pc u L / k (3.180) 
p 
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I . 2 
1. 0 
0 . 8 
bJ 
% 0 . 6 
i-
< 
BZ 
n_ 
LLJ o . 4 
0 . 2 
- 0 . 2 
0 . 2 0 . 4 0 . 6 
P O S I T I O N 
o. e 
1 . 0 
0 . 8 
0 . 6 
< 
UJ 
w 0 . 4 
0 . 2 
- 0 . 2 
0 . 4 0 . 6 
P O S I T I O N 
0 . f 1 P 
Figure 3.10 - Solutions of the steady-state problem on non-uniform 
meshes for P = 20 ( top ) and P = 100 (bottom ) . The continuous line 
is the analytical solution . 
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We have also analysed the convection and diffusion of a Gaussian 
profile, in order to check the accuracy of the method in transient 
problems . 
The initial Gaussian distribution is given by 
T (x,0) = exp [ - ( X " X° ) 2 I (3.181) 
L 2 (T2 J 
0 
For a constant velocity u , the distribution at a certain time t 
is : 
T , , i o ( x - x ) T(x,t) = exp - -
2 <r2 
(3.182) 
with 
o-2 = o-2 + 2 k 1 (3. 183) 
o pc 
x = xo + u t (3.184) 
In the examples we have adopted X q = 0.2 and crQ = 0.03 . This 
means that in a uniform mesh of 50 elements, about 9 elements are needed 
to represent the initial distribution (3.181) . 
Figure 3.11 presents solutions obtained on uniform meshes for P=500 
(Pe=10) and P=2500 (Pe=50) . In these cases it is a simple matter to set 
C = 1 for very accurate results . When dealing with non-uniform meshes, 
on the other hand, we determine the time-step from an average Courant 
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number C based on the average mesh size ..As we set C = 1 , the 
element Courant numbers will be larger (smaller) than one for the 
smaller (larger) elements . 
Results on a non-uniform mesh for P=500 and P=2500 are shown in 
figure 3.12 . There is a ratio of 1:3 between the smallest and the 
largest elements . The choice of C = 1 produces a partial cancellation 
of phase errors as discussed earlier . 
We also compared the present Petrov-Galerkin formulation with the 
Taylor-Galerkin method ( with 9=0 ) described in section 3.2 . First we 
consider the same non-uniform mesh previously used . The problem Peclet 
number is P=5000 . The time-step used with the TG is such that C=0.5 on 
the smaller elements ( maximum Courant number ). This choice is close to 
the stability limit of the TG method ( C £ V3/ 3 £ 0.57 ) . 
Figure 3.13 shows the performance of both algorithms . It should be 
noticed that the TG solution requires smaller time-steps in order to 
comply with the stability requirements . As a result, the TG solution is 
a finer discretization in time and took about three times the CPU time 
..required by the present method. In fact, with the refined non-uniform 
mesh of 100 elements shown in figure 3.14 we still have a marginally 
smaller computational effort for the Petrov-Galerkin/ modified operator 
formulation . 
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i.o 
0. 8 
-0.21 
Figure 3.11 - Transient solutions on uniform meshes for P = 500 
( top ) and P =2500 ( bottom ) . The continuous lines represent the 
exact solutions . 
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0. 8 
POSITION 
Figure 3.12 - Transient solutions on non-uniform meshes for 
P = 500( top ) and P = 2500 ( bottom ) . The continuous lines 
represent the exact solutions . 
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i .o 
- 0 . 2 
Figure 3.13 - Comparison between the Taylor-Galerkin method ( top ) 
and the Petrov-Galerkin/ modified operator ( bottom ) for P = 5000 . 
9 9 
Figure 3. 14 - Petrov-Galerkin/ modified operator solution on a 
refined (. 100 elements ) non-uniform mesh for P = 5000 . 
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3.5.2. Extension to multidimensions 
The extension of the procedure to multidimensional problems is 
discussed here . In fact, we shall illustrate the treatment of 
two-dimensional cases only . As it will become clear at the end of the 
exposition, the inclusion of the third spatial dimension does not add 
any new difficulties . 
Following the same arguments presented earlier, it is simple to 
check that self-adjointness requires the modifying function in 
two-dimensions to be : 
where u and v are the velocity components in the x and y 
directions, respectively . 
As before, in obtaining equation (3.185) we have assumed locally 
constant properties . 
Note that equation (3.185) can be regarded as a product of the 
one-dimensional modifying functions in the orthogonal directions x and 
y . That is revealling and justifies the use of a blending procedure of 
the type introduced in [13] to generate approximate modifying functions 
for multidimensional problems . 
In the following we shall consider Lagrangian bilinear elements and 
an approximate modifying function of the product form : 
r pc 
f = Co exp - — - ( u x + v y 
L k 
(3.185) 
f. = ( 1 + a_ Ç ) ( 1 + a 7} ) 
1 t i 7) i i T) 'i 
(3.186) 
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where 
a c = coth ( P e / 2 ) - 2 / P. (3.187) 
a = coth ( P / 2 ) - 2 / P
 h , 9 8 1 V V f) (3.188J 
P_ = pc u t f h. / k (3.189) 5 P € 5 
P = pc u h / k (3.190) 
T) P T) T) 
= a • (3.191) 
u = a • n (3.192) 
P.. and P are directional Peclet numbers, whilst £ and 7) 
are the isoparametric coordinates of node i . The lengths h^ , h^ and 
the unit vectors n.. , n are determined by the midside points, as shown 
in figure 3.15 . 
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Figure 3.15 - Definitions of and ( isoparametric four 
noded element ) . 
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For a steady-state problem in two-dimensions we have the following 
consistent Petrov-Galerkin formulation , after assemblying the element 
contributions : 
<f>f Q dQ <p q df (3.193) 
Note that the diffusive term weighted by the discontinuous 
weighting <f> (f-1) has been left as a summation of integrals defined on 
element interiors . This follows from the same arguments presented 
earlier in the context of the algorithms described in sections 3.2, 3.3 
and 3.4 . 
From the definition of the modifying function we see that the 
procedure tends to the Galerkin method as the convective terms diminish. 
Our main interest here is to analyse the behaviour of the algorithm when 
convection is dominant . Figure 3.16 shows stencils obtained using 
* 
bilinear Lagrangian elements and f defined by equation (3.186), on a 
i 
uniform mesh, for steady-state pure convection. For comparison, figure 
3.17 presents the stencils corresponding to the classical upwind 
difference scheme . Note that the stencils have been normalised with 
respect to the central coefficient. The flow directions considered are 
9 = 0 and G = 45° . 
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Figure 3.16 - Stencils for pure convection ( Petrov-Galerkin/ 
modified operator ) . 
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Figure 3.17 - Stencils for pure convection ( finite-difference 
upwind scheme ) . 
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The finite difference upwind scheme preserves diagonal dominance in 
all cases, preventing the development of unrealistic oscillations. For 8 
= 0 the scheme gives exact results, corresponding to a node to node 
propagation of the convected quantity. Nevertheless, for 8 = 45° , 
excessive crosswind diffusion is introduced as there is no contribution 
from the node at the southwest corner . In fact, such a contribution is 
replaced by averaged contributions from neighbouring nodes . 
On the other hand, when the Petrov-Galerkin/ modified operator is 
used, diagonal dominance and exact propagation occurs for 8 = 45° , but 
the diagonal dominance property is violated for 8 = 0 . In such a case 
nodal oscillations may arise from unresolved sharp boundary and/or 
internal layers . 
Having analysed the stencils in figures 3.16 and 3.17, it is a 
simple matter to derive an approximation for the streamline derivative 
3T/ds , which blends the good propagation properties of the finite 
difference upwind for 8 = 0 with those of the Petrov-Galerkin/ 
modified operator for 8 = 45° . The special treatment of the streamline 
derivative we shall present next was first applied in 147] using 
exponential modifying functions and later in [84] with the approximate 
modifying functions . 
Consider the assembly of elements shown in figure 3.18 . 
The convective term is rewritten as 
<t>f pc u 
p E 
3T 
5s dQ (3.194) 
The streamline derivative for the node being assembled is 
approximated by 
5T 
as 
( T3 - Ta ) / hsa 
( Tb - Ti ) / hsb 
on element one 
on element three 
(3.195) 
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The lengths h and h approximate the streamline over the 
sa sb 
assembly and are determined from the flow direction and element 
geometry. The temperatures Ta and Tb are interpolated from nodal 
values using the bilinear shape functions. 
Note that the above treatment of the streamline derivative does not 
affect nor produce the upwinding . This is in fact introduced by the 
modifying function, which is consistently applied to the whole equation. 
For pure convection exact results are obtained whenever element 
nodes lie over streamlines ( 6=0 and 0=45° in the case presented 
earlier, for instance ) In general some numerical diffusion is 
introduced by the interpolation process. However, this is much smaller 
than the numerical diffusion arising from the classical upwind scheme, 
which never uses corner nodes to represent 87/ds . 
The algorithm obtained using the piecewise constant modifying 
function and the above treatment of the streamline derivative preserves 
diagonal dominance in all cases. This prevents the occurence of 
unrealistic oscillations and enhances the possibilities of using 
efficient iterative solvers ( multigrid, for instance ). In fact, for 
strong convective problems ( Pe » 1 ) few iterations are required to 
obtain a converged solution, if the node numbering follows the flow 
direction and a Gauss-Seidel iterative procedure is used. In 
multidimensional cases .where it is inconvenient to arrange the node 
ordering according to the flow, a symmetric Gauss-Seidel iteration [6] -
reversing the updating order on each pass - is recommended. 
The extension of the modifying function (3.186) and the special 
treatment of the streamline derivative dT/ds to three dimensional 
problems is analogous and straightforward . 
In order to demonstrate the good properties of the algorithm 
proposed, a two-dimensional, steady-state, high convection ( Pe=1000 ) 
test problem is considered. The boundary conditions for this example are 
indicated in figure 3. 19 . Note that the non-homogeneous Dirichlet 
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boundary condition is a steep profile varying from zero to one on one 
element length. 
In figures 3.20, 3.21 and 3.22 we show solutions obtained for 
9=20° ( bilinear interpolation in a 10x10 mesh ) with the SUPG method 
[14], the SUPG + discontinuity' capturing scheme [68] and the 
Petrov-Galerkin/ modified operator method, respectively. The 
oscillations in the SUPG solution are triggered by the outflow boundary 
layer and by the internal sharp layer resulting from the steep profile 
propagation. These effects are much reduced when the discontinuity 
capturing term is included, as seen in figure 3.20 . Note that the 
Petrov-Galerkin/ modified operator solution does not present 
oscillations, but it is slightly more diffusive . 
We also present some results obtained in a 20x20 mesh and bilinear 
interpolation in figures 3.23 to 3.26 . 
The Galerkin solution for 6=45° is shown in figure 3.23 . Note 
that the oscillations triggered by the sharp layers pollute the whole 
computational domain. The corresponding SUPG solution is shown in figure 
3.24 . Though the results still present over and under shoots, such 
oscillations are confined to the region close to the steep gradients. In 
figure 3.25 the Petrov-Galerkin/ modified operator solution is presented 
from another point of observation. As discussed previously, there is no 
numerical diffusion associated with the interpolation process to 
compute dl/ds in this case, as the nodes lie on the streamlines. The 
sharp gradients are resolved with no oscillations whatsoever. Finally, 
figure 3.26 shows the Petrov-Galerkin/ modified operator solution for 
0=60° . Though some numerical diffusion is introduced by the 
interpolation process, the results are reasonably sharp and oscillation 
free . 
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Figure 3.18 - Approximated streamline on a typical assembly of 
bilinear elements. 
110 
Tly) T=0 
u 
A 
i y 
X 
T=0 
T=0 
Figure 3.19 - Boundary conditions for the steady-state 
high-convection test problem . 
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Figure 3.20 - SUPG solution for 0 = 20° ( 10x10 mesh ) 
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Figure 3.21 - SUPG + Discontinuity Capturing Solution for 
10x10 mesh ) . 
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o = 45° ( 2 ° x 2 ° m 6 S h ] 
3 2 3 - Galerkin solution for 
Figure -i.d-i 
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•24 ~ SUPG 
solut ion for 
e = 45 c 20x20 
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gure 3.25 - Petrov-Galerkin/ modified operator solution for 
( 20x20 mesh ) . 
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Figure 3.26 - Petrov-Galerkin/ modified operator solution for 
60° ( 20x20 mesh ) . 
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CHAPTER 4 
PETROV-GALERKIN / GENERALISED LEAST-SQUARES FORMULATIONS FOR THE 
INCOMPRESSIBLE NAVIER-STOKES EQUATIONS 
In, chapter 2 we have discussed two major difficulties associated 
with the numerical solution of the incompressible Navier-Stokes 
equations in primitive variables. There we have indicated the problems 
created by the lack of self-adjointness of the flow equations and also 
the need to choose compatible interpolations for velocity and pressure, 
as dictated by the Babuska-Brezzi condition. 
In this chapter we address such difficulties proposing a 
Petrov-Galerkin / generalised least-squares formulation. The method 
intrinsically introduces streamline diffusion and the stabilization 
matrix discussed in chapter 2. The Babuska-Brezzi condition is 
circumvented and equal order interpolation for velocity and pressure, 
using simple elements, becomes possible. There are no adjustable 
parameters other than the time-step employed in the time discretization. 
If such a time-step is selected in a way that the time evolution of the 
velocity field is properly described ( see appendix B ) then stable 
solutions are obtained . 
Two alternative approaches are presented here. In section 4.1 we 
derive an integrated velocity-pressure algorithm for steady-state flows. 
The discretized equations are solved with an unsymmetric frontal solver 
and a simple iterative scheme is adopted to deal with the model's 
non-linearity [27] . The second approach , shown in section 4.2, was 
developed in order to solve transient problems efficiently, without 
resorting to a simultaneous direct solution for all variables at each 
time-step. This is accomplished through a segregated velocity-pressure 
solution procedure akin to the SIMPLE method of Patankar and Spalding 
[33]. 
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In section 4.3 an adaptive remeshing strategy, based on an a 
posteriori error estimation [86], [87] is discussed for steady and 
unsteady problems . 
Numerical solutions of some representative incompressible flows are 
shown throughout the chapter . 
4.1. An integrated velocity-pressure algorithm for steady-state 
problems. 
Let us consider the incompressible Navier-Stokes equations. Without 
loss of generality we shall deal here with two-dimensional problems : 
3u „ „ 2 Sp 
p —57— + p a - V u - f i V u + „ = b 
at ôx 
(4. i: 
S V r , „ 2 ÔP , 
P
 -BT + P
 a
'
W
 ~ "
 7 V +
 - â T = b y 
(4.2) 
V-a = S u
 + = 0 ôx 3y 
(4.3) 
with 
a = u e + v e [4.4) 
In the above equation e and e are the unit vectors in the 
x y 
coordinate directions x and y , respectively. 
The momenta equations are discretized in time as 
F - b n + 1 / 2 = 0 (4.5) 
X X 
F - b n + 1 / 2 = 0 (4.6) 
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with 
F = _ P 
A t 
n+l 
u 
u ) n „ n+1/2 p a -VU n 2 n+1/2 ^ (i V u + Sx 
n+1/2 
(4.7) 
„ n+1/2 
„ p , n+l n , n „ n+1/2 „ 2 n+1/2 op 
F = ( v - v ) + p a -Vv - u V v + -~— 
y A t ^ ^ 5y 
(4.8) 
As usual, the superscript n+1/2 indicates an arithmetic average 
involving the values of the concerned quantity at time-levels n 
and n+l . However, note the linearized approximation of the convective 
term . 
Finite elements are used to perform the spatial discretization : 
~n+l ., n+l , . , 
u = N u. (4.9) 
a a 
~n+l ., n+l , „ .
 n i 
v = N v (4.10) 
b b 
p n + 1 = N p n + 1 (4.11) 
c c 
Above we have assumed that the same shape functions have been used 
to interpolate both velocity components and the pressure. 
The discrete counterparts of F and F are : 
x y 
„-n+l/2 
f. p , ~n+l -n , n „-n+l/2 „2^n+l/2 , op 
F = ( u - u ) + p a -Vu - /J V u + —^— 
x A t ox 
(4.12) 
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F = - Z -
y A t 
~n+l 
V ) + P 
n „~n+l/2 
a -Vv 
_2-n+l/2 
(i V v + 
~n+l/2 
a P 
(4.13) 
We can write now the sum of squared residuals on element interiors 
as : 
s = y r i t - b n + i / 2 ] 2 dQ + y r [ F - b n + i / 2 ]2dQ 
K J n x x L J y y 
(4.14) 
As discussed in section 3.4, simple Co domain interpolation can 
be used in connection with equation (4.14) . 
The sum of squared residuals S is minimized with respect to the 
j- , n+l n+1 , . n+1 
free parameters u , v and p : 
i k 1 
dF 
8 S
 Y F 2 [ F - b n + 1 / 2 ] - dQ = 0 (4.15: 
L
. J n x x P „ n + 1 Su"+1 "e J Q e ^ " 3u" i i 
5F 
3S r f - r A , n+l/2 y  2 [ F - b n + 1 / 2 ] £ dQ = 0 (4.16) 
s v n + 1 "e J n e * ' av 
k k 
3F 
3S V f _
 R A , n+l/2 , x J r , 
= ) 2 [ F - b ] dQ 
_ n+1 Li J x x _ n+1 5p^ e JQe 3pi 
aF 
y f 2 [ F - b n + 1 / 2 ] £ d Q = 0 (4.17] 
L e J Q e y y ap n + 1 
1 
Equations (4.15) and (4.16) can be regarded as a Petrov-Galerkin 
method for the momenta equations : 
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y f ( N + W ) [ F - b n + 1 / 2 ] dO = 0 (4.18) 
V f ( N + W ) [ F - b n + 1 / 2 ] dQ = 0 (4.19) 
with 
W = A t n _ _^At_
 ( 4 2 0 ) 
i 2 i 2 p i 
W = ^ a n-VN - -g*L V 2N (4.21) 
k 2 k 2 p k 
Following the arguments presented in appendix B , we choose the 
time-step according to 
At = ao h / la (4.22) 
ao = coth ( Re / 2 ) - 2 / Re (4.23) 
Re = p |a| h / (i ( element Reynolds number ) (4.24) 
Note that equations (4.18) and (4.19) consist of the standard 
Galerkin formulation ( weighting with N. , ) plus extra terms 
arising from the use of W , W . 
i k 
Let us concentrate for the moment on equation (4.18) The 
following boundary conditions are considered : 
u = u on r (4.25) 
lx 
H Vu • n = 0 on T (4.26) 
2x 
123 
r u r = r 
l x 2x 
(4.27) 
r n r = 0 
lx 2x 
(4.28) 
Proceding as described in section 3.4, we append to equation (4.18) 
weak form approximations of the diffusive ( viscous ) fluxes on element 
boundaries : 
y ^ P ^ ' f T v T n " + 1 / 2 - n - u V u n + 1 / 2 • n VdT, = 0 (4.29: 
Using Green's theorem on the Galerkin viscous terms and imposing 
the boundary and compatibility conditions the exact viscous fluxes are 
required to satisfy 
¡1 Vu • n = 0 on 
2x 
/j Vu • n | = 0 across element interfaces 
(4.30) 
(4.31) 
the following approximation is obtained from equation (4.29) after some 
manipulation: 
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/2 
~n+l/2 T 
+ - b n + 1 / 2 1 dn + 
H VN • v G n + 1 / 2 dQ 
^ i 
r" f A t n „2-n+l/2 
e Qe 
^Qe 
^
A T
 V 2N ( F - b n + 1 / 2 ) dn = 0 
2 p i 
(4.32: 
X X 
Note that the last two terms in the above equation were left as 
summation of element integrals. This is necessary as these terms do not 
have sufficent continuity across interelement boundaries and cannot be 
written as domain integrals . 
An analogous result is obtained for the momentum equation in the 
y-direction (4.19) : 
n 
» i A t n N + — - — a -VN 
k 2 • k 
V - V 1 n _ ~ n + l / 2 
P I ^ 1 + pa 'Vv + 
„~n+l/2 
Sp , n+1/2 
3y y 
dQ 
Q 
~n+l/2 ,_ r f A t n _2-n+l/2 .,_ )J VN • Vv dn - ) — x — a -\7N u. V v dn 
k L J 2 k 
e W e 
e Q e 
V 2N ( F - b n + 1 / 2 
2 p k y y ) dn = 0 (4.33) 
The boundary conditions for the y-momentum equation are 
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V = V on r 
iy 
(4.34) 
fx Vv • n = 0 on T 2y 
(4.35) 
r u r = r 
ly 2y 
(4.36) 
r n r = 0 
ly 2y 
(4.37) 
The continuity equation has not been considered yet. In the 
standard mixed-formulation it is discretized as 
[ N [ -f^- + -4— dQ = 0 (4.38) 
J Q i [ ax a y J 
where N is the pressure shape function. However, as we are using the 
same interpolation for all variables, the algorithm comprising equations 
(4.32), (4.33) and (4.38) violates the Babuska-Brezzi condition. In 
fact, the lack of robustness of such a procedure can be also verified 
from its failure to satisfy the patch-test for mixed formulations [49] . 
Instead of using equation (4.38) to close the equation system, we 
use it to modify equation (4.17), which minimizes the residual of the 
momenta equations with respect to the pressure parameters. 
Evaluating 3F / 5p" + 1 and df / 3p" + 1 we obtain from equation 
(4.17) : 
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A t 1 | [ U - U ) n
 n « n + l / 2 x 3p 
\a — -mi [p [ — A t — J + ^ , V u +~at 
~n+l/2 
- b 
n+l/2 
an + 
r A 4 - r / • - n + l 
| A t 1 | V - V | n _ ~ 
-n+l/2 
V - V ] n _ ~ n + l / 2 , Sp , n+l/2 . 
•Vv + , - b dn -ay " by
MAt 1 2 ~ n + l / 2 
— — — = — V u dQ 
P a x 
/lAt 
a y 
1
 n 2 - n + l / 2 
V v dfi (4.39) 
It is interesting to notice that equation (4.39) can be also 
obtained from the divergence of the momenta equations as shown in 
appendix C . In fact, this justifies the use of equation (4.39) in 
connection with other Galerkin or Petrov-Galerkin approximations of the 
momenta balances ( Petrov-Galerkin / modified operator , for instance ). 
Note that the transient term in equation (4.39) is 
R 
•f. 1 ( U - U ) dfi + n a x 9N , -n+1 1 ( V - v ) dfi Q 3 y 
Us ing Green's theorem we rewrite equation (4.40) as 
(4.40] 
R = N t ( a n + 1 - n ) df 
3u aw . 
+ — — I dfi aw 
r ( 3N -n l u 
~d~H 
8U ~n 
1 V dfi 
(4.41) 
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The second term in the above 
incompressibility condition : 
equation vanishes owing to 
R = f N ( a n + 1- n ) df - J 
Q V 5 x 
SN -n 3N -n 
l u I V 
a y 
dQ 
(4.42) 
Using Green's theorem again we obtain from equation (4.42) 
= r N 
J Q 1 
f s G n + 1 a v n + 1 ^ 1
 + 
I ax ay J 
dQ • + l ( u - u ) dQ 
JQ d x 
l ( v - v ) dQ 
Q 3~y~ 
(4.43) 
Inserting equation (4.43) in equation (4.39) we obtain 
pressure-continuity equation : 
. , 3N 
A t l 
P a x 
~n+l ~n-> 
U - U 
A t 
~ n + l / 2 
n ~ n + l / 2 3p v.n + 1 / 2 
+ pa -Vu + —5^— - b 3x x dQ + 
A 4. ON 
A _ t i_ 
P 3 y 
f ' V - V ^ 
A t 
-n + 1 / 2 
n ~ n + l / 2 3p , n + l / 2 
+ pa -Vv + S ~ D 
K
 3y y 
dQ 
^ Q e 
M A t 1 2 ~ n + l / 2 
— — V u dQ 
p o x 
3N 
u A t 1 „ 2 - n + l / 2 ,_. ^ 
t-— — — V v dQ + p 3 y 
' a G n + 1 a v n + 1 ^ 
ax 3y J dQ 
(4.44) 
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Note that equation (4.44) could have been obtained simply by adding 
the continuity equation (4.38) multiplied by a constant X to equation 
(4.39) and chosing A = 1 . However, we did not want to introduce any 
arbitrary constant in the formulation and for that reason we have 
preferred to use the continuity equation to modify the transient terms 
in equation (4.39) , using only Green's identity. The stability of the 
pressure solution in this case is controlled only by the time-step. A 
heuristic criterion for setting the time-step is to chose it according 
to the convection-diffusion time-scales, as indicated in appendix B . 
For steady-state problems the time-levels n and n+1 are 
interchangeable in equations (4.32), (4.33) and (4.44) . Therefore we 
can write the following equation system : 
x-momentum : 
N.+ _ 
i 2 
A t n 
a • VN 
n r,~n + l dp 
p a .y u + dfi + 
H VN • v u n + 1 dQ i - ^ — ^ — a -VN^ V u 
e Qe 
dQ 
V 2N 
2 P 
n ,-,"n+ 1 pa • vu u V u 
„~n+ 1 
2-n+l dp 
Sx 
- b dQ 
= 0 (4.45) 
y-momentum : 
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„*n + l -i 
+ _ | E _ - b cm + 
9y y I 
A t n _2~n+l 
— ^ — a 'VN li V v dfi 
2 k ^ 
2 p k 
~n + l 
n „^n+l _2~n+l , dp , 
pa - W - u V v + — - b 
^ 9y y 
(4.46) 
pressure-continuity : 
A t i 
p 3 x 
-n + 1 
n _^n+l 3p 
pa -vu
 + -gg_ dn 
n -n+1 Sp 
pa •Vv + -
n + 1 
- b 
•uAt 
p 
3N 
Tic 
„2-n+l ,_, 
V U dfi 
3N 
1_ 
T 7 
_2-n+l 
V v dfi 
J 0 
au 
n+1 
av 
n + 1 
ax a y 
dn (4.47) 
In this work we shall consider low order elements like linear 
triangles and bilinear quadrilaterals. In these cases we drop the 
Laplacian of the shape functions in the above equations and the terms 
written as summations of element integrals disappear. Note that this is 
exact for linear triangles and bilinear rectangles. We expect it to be a 
good approximation for a general ( not extremely distorted ) 
quadrilateral element . 
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The momenta equations (4.45)-(4.46) and the pressure-continuity 
equation form the system we have to solve. At least one pressure 
reference value has to be imposed in order to have a well-posed problem. 
The equations are solved using an unsymmetric frontal method [27]. A 
simple iterative scheme is adopted using the velocities at the previous 
iteration to compute the current element matrices . 
It is important to recall that the time-step given by equations 
( 4 . 2 2 ) - ( 4 . 2 4 ) vary from element to element. As we are interested here on 
the steady-state case and the time-evolution has been eliminated by 
setting the values of the variables at level n+1 equal to those at 
time level n , this does not pose any difficulty. In this case At 
becomes merely a parameter used to tune the weighting functions . 
It is interesting to note that an alternative formulation requiring 
velocity and traction boundary conditions is also obtainable. This is 
accomplished using the continuity equation and Green's theorem on the 
Galerkin terms of the momenta equations ( 4 . 4 5 ) and ( 4 . 4 6 ) . These 
equations can then be replaced by 
( N + W ) 
i i 
p a -Vu - b dfi + 
r w 
„~n+l 
dp _ 2~n+l dQ 
- 1 
SN -n+i 
i p dQ + 
£2 8 x 
r S N au 
n [ 2 m ~d~x ~8x~ + M a y { ay 
5 N
 ( du 3v % 
ax 
n+l 
dQ = 0 
( 4 . 4 8 ) 
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I ( N k + W k } [ P a n ' v v n + 1 - b y j dQ 
3N -n+1 
k p dfi + 
Q L y J Jfl "a y 
3N 3v 3N , 3v 3u >. -,n+i 
2 M _ J l _ — + u _ J i — + dQ = 0 
H
 3 y ay H 3 x [ 3x 9y J J 
(4.49) 
Note that in the above equations the terms involving second-order 
spatial derivatives are assumed to be integrated on element interiors . 
In equations (4.48)-(4.49) free traction natural boundary conditions 
have been imposed in weak form. 
The formulations presented in this section generalise the method 
developed in reference [38], which circumvents the Babuska-Brezzi 
condition in the context of Stokes' flow. In the present method the y 
parameter discussed in section 2 is related to the time-step according 
to 
A t y = 
9
 (4.50) 
with At selected according to equations (4.22)-(4.24). We recall that 
this time-step choice is close to the time-scales for 
convection-diffusion processes , as argued in appendix B . In 
particular, for the Stokes' flow limit ( Re « 1 ) we obtain 
h 2 
3- = - A - (4.51) 
6 \x 
In reference [38] the z parameter has been varied on a wide range 
in order to check its influence on the stability of the formulation. The 
value given by equation (4.51) is well on the range where the method 
shows good performance . In fact, further mathematical research is 
required in order to understand why our heuristic criterion for chosing 
y performs so well in practice . 
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We present next a few representative numerical examples. These 
include the flow between two parallel slabs, the lid-driven cavity flow 
and the backward-facing step flow . 
Figure 4.1 shows the geometry for the flow between the slabs. As 
the problem is symmetric with respect to the central plane, only half of 
the region between the slabs needs to be discretized. Bilinear 
interpolation is used for both velocity and pressure. 
The mesh adopted contained 20x10 rectangular elements in the x 
and y directions, respectively. A uniform vertical spacing was used , 
but the grid was non-uniform in the x-direction in order to concentrate 
nodal points near the inflow boundary. On the other hand, the elements 
near the outflow boundary are very stretched. We have defined the length 
h, required to compute the local At , to be the smaller side of each 
element . 
Two cases have been analysed. The first one corresponds to a 
developed flow situation. The boundary conditions for this case are 
(see figure 4.1) : 
i) inlet boundary A : 
P = ioo - f ! L = o = o 
dx dx 
ii) solid wall B : 
u = 0 v = 0 
iii) outlet boundary C : 
P = o _$L_ = o = o 
dx dx 
iv) symmetry plane D 
v = 0 -IT- = 0 
8y 
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Figure 4.1 - Two parallel slabs ( b = 0.5 and L = 50 ) 
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The analytical solution of 
developed profile : 
above problem gives the following 
u (y) = -*P- b 2 (4.52) 
where Ap is the pressure drop. 
The same profile can be written in terms of the average velocity 
between the slabs u : 
avg 
f \ 3 U 
U (y) = avg (4.53) 
The Reynolds number for the problem is based on the channel width 
( 2b ) : 
R = p u ( 2b ) / /J. (4.54) 
avg 
"Note that as long as the flow remains laminar, the profile (4.52) 
should be obtained regardless of the convective terms . We have checked 
this result running examples with R = 10 and R = 150 . In both 
cases we have found very good agreement with the developed profile. The 
theoretical constant pressure gradient in the streamwise direction has 
been also obtained with no oscillations whatsoever . 
We have also considered the developing flow between the parallel 
slabs. In this case the boundary conditions at the inlet are replaced by 
a specified uniform velocity profile : 
u = 1 v = 0 
the boundary conditions on the remaining boundaries are left unchanged 
In figure 4.2 the ratio between the centre-line velocity ( u at 
y = b ) and the average velocity u is plotted against the distance 
avg 
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from the inlet . As the distance increases the ratio u /u tends to 
avg 
the analytical developed flow value . In fact, the numerical profile at 
the exit agrees with equation (4.52) to within 0.5 per cent . A 
pressure contour plot is shown in figure 4.3 . The figure is not to 
scale as the actual aspect ratio is 1:100 . Note that the pressure 
field does not present unreallistic oscillations despite the 
interpolations we have used. 
The second problem we have analysed was the lid-driven cavity flow, 
with Reynolds number R = 100 ( based on the lid velocity and on the 
cavity depth ) . The results presented on figure 4.4 for the velocity 
and pressure fields are in agreement with Burggraf [88] . As in the 
previous example, bilinear elements have been used for all variables. A 
20x20 mesh has been employed in the computation. 
The last example we present in this section is the backward-facing 
step flow. Linear triangles were used in the discretization. The inlet 
boundary condition is a linear fitting of a parabolic profile. A 
constant pressure value was prescribed at the outlet boundary. The 
Reynolds number ( based on the step height and on the maximum inlet 
velocity ) is' R = 60 . The results shown in figure 4.5 are consistent 
with those presented in reference [89] . Once more, the use of equal 
order interpolation for velocity and pressure did not produce spurious 
pressure oscillations . 
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Figure 4.2 - Flow development along the centre-line ( R = 150 ) . 
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Figure 4.3 - Pressure contour plot for developing flow between two 
parallel slabs ( R = 150 ) . 
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Figure 4.4 - Lid-driven cavity flow ( R = 100 ) : velocity vectors 
and pressure contours . 
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4.2. Segregated velocity-pressure algorithms for transient problems. 
The method presented in section 4. 1 has proven successful in 
circumventing the Babuska-Brezzi condition and allowing simple elements 
of equal order to be used for all flow variables. Nevertheless, it 
presents two important limitations which we shall address here . 
First, the solution procedure is integrated, involving a direct 
method to solve for velocity and pressure simultaneously. This 
necessarily leads to a large memory demand as the problem size 
increases. 
Secondly, the extension of the method to deal with unsteady 
computations is inefficient : for accuracy reasons the time-step must be 
computed according to the time-scales for convection-diffusion, as 
indicated in appendix B . As a result, too many steps are required, with 
the application of a frontal method solution for each new time level. 
The key feature of the algorithms we shall present next is a 
slightly different treatment of equation (4.39), obtained from the 
minimization of the squared residuals of the momenta balances with 
respect to the pressure parameters . 
The transient term in equation (4.39) is given by 
R 
- J . 
9N , -n+l 
1_ ( u 
a x 
u dQ an , -n+i 1_ ( v 
a y 
dQ 
(4.55) 
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Using Green's theorem we rewrite the above equation as 
= f N ( a n + 1- n ) dr - f N 
- [ N ( an- n ) dr + f N 
( du
 + dv 
dx dy 
du dv 
n+l 
dQ 
dx dy 
dQ (4.56) 
Using the flow incompressibility we obtain : 
R = 
J G 1 
du Sv >
 n 
[ dx dy J dQ + f N ( a - a ) • n dr 
(4.57) 
Inserting equation (4.57) into equation (4.39) we find a new 
pressure continuity equation : 
A t l 
Q p a x 
„~n+l/2 
n „-n+l/2 3p , n+1/2 
pa -Vu + - b dx x dQ 
A 4- 3N A t l 
~p 3~y 
-n+1/2 
n -n+1/2 3p , n+1/2 pa -Vv + / - b 
Sy y 
dfi 
I, ax + a y t dQ - \ N J r 1 , n+l n ,_ ( a - a ) • n dr 
(4.58) 
In this section we shall consider only linear triangular elements. 
Thus the second-order terms on element interiors have been dropped in 
equation (4.58) . 
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The boundary conditions to be used with the pressure-continuity 
equation are : 
p = p 
a • n = a 
r u r = r 
P a 
on r 
on r 
(4.59) 
(4.60) 
(4.61) 
r A r 
P a 
= 0 [4.62) 
We note that N = 0 on T , as the pressure parameters are fixed 
1 P
 . . . ~n+l/2 ~n 
on that part of the boundary. Furthermore, approximating u = u 
and v n + 1 / 2 = v n on the convective terms in equation (4.58) we obtain : 
VNi • V p n + 1 / 2 dfi = 
3N 
l 
Q a x 
, n + 1 / 2 n _ ~ n 
b - p a -Vu 
dn 
ON 
JQ d y 
, n + 1 / 2 n _ ~ n 
b - p a -Vv 
y 
dQ 
A t i 
( dû dv ' 
dx + 3y 
dQ 
A t i 
N ( a n + - a n ) df 
(4.63) 
Remarks : 
i) The boundary term in the above equation is always zero for 
steady-state problems. It is also zero if the specified inlet or outlet 
velocities do not vary in time . 
ii) If r = 0 , then one pressure reference value has to be 
p 
prescribed in order to define a unique pressure field . 
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Note that equation (4.63) is a Poisson equation for pressure. The 
equation system is closed with the inclusion of the momenta balances 
given by equations (4.32) and (4.33). For the linear triangles we shall 
consider here such equations become 
x-momentum : 
A t 
N + ± ± an-VN 
i 2. i 
~n+l A t n _ ~ n + l 
U + a -Vu dQ + 
4- VN -vG n + 1 dQ 
J Q 
VN -Vu11 dQ + 
Q 
Q A t 
»i A t n N + a -VN 
i 2 i 
~ n + 1 A t n _ ~ n 
u - —^— a • vu 
-n+ 1/2 
p 5x p x 
A t 5p A t ,n+l/2 J— + b dQ 
(4.64) 
y-momentum 
Q A t 
N +
 a
n
-VN k 2 k 
~n+ 1 A t n „*n+ 1 
v + — a *Vv 
dQ + 
^ VN -Vv n + 1 dQ 
2 k VN -Vv
n
 dQ + 
Z k 
Q A t 
N + ^  an-VN k 2 k 
~n +1 A t n _ ~ n 
V - a -Vv 
, , „^n+1/2 . , 
A t dp A t ,n+l/2 
^ + b 
p ay p y 
dQ 
(4.65) 
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The segregated velocity-pressure solution algorithm now becomes 
clear : the pressure field is solved first using equation (4.63) and the 
velocity field at time-level n . The momenta equations (4.64) and 
(4.65) are then applied to compute u n + 1 and v n + 1 , respectively . 
Note that the storage requirements for the above segregated 
procedure depends on the number of nodes and not on the number of 
degrees of freedom as opposed to the method presented in section 4.1 . 
Also note that equations (4.63),(4.64) and (4.65) lead to symmetric 
positive definite matrices. We have programmed a conjugate-gradient 
method with a jacobi preconditioner to solve such equations. The method 
seems well suited for parallel computation and experiments using 
transputer processors and polynomial preconditioners [90], [91] are 
being performed at the time of writing [92]. 
An explicit update of the velocity field can also be devised, 
substituting the Petrov-Galerkin discretization of the momenta equations 
(4.64)-(4.65) by Taylor-Galerkin ones and using lumped mass matrices. 
The x-momentum equation (4.64) is a consistent Petrov-Galerkin 
approximation of equation (4.1) repeated here : 
3u ? Sn 
P -jvr- + P a-Vu - n V u + - ~ - - b = 0 (4.66) 
ot 3x x 
Using the explicit Taylor-Galerkin method discussed in section 3.2 
we can write the following time discretization of equation (4.66) : 
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n + 1 n \ 
U - U ' 
Al 
n „ n „2 n , 
+ pa -Vu - /! V u + 
. n+1/2 
3p _
 bn
+l/ 2 
ax 
A t d 
2 3x 
n _ n „2 n 3p 
pa -Vu - u V u + —s^-
ax 
n + 1/2 
- »r2) ] 
(4.67) 
Similarly for the y-momentum equation : 
n+l n \ • 
V - V , n _ n „2 n dp 
A~t j + pa -7v - (i V v
 + -gji 
n+1/2 
- b' 
n+1/2 
A t a 
2 ax 
n + 1/2 
pa 'Vv - (j V v + n + 1/2 
5y 
(4.68) 
The Taylor-Galerkin procedure is completed performing a Galerkin 
spatial discretization of equations (4.67) and (4.68). This produces 
symmetric but still non-diagonal mass matrices. A truly explicit scheme 
is obtained lumping such matrices. 
Another distinct feature in the presently segregated formulation 
concerns the selection of the time-step. As we were solving steady-state 
problems in section 4.1, we could define local time-steps varying 
throughout the mesh according to the element sizes, local velocities and 
physical properties. In particular, the y parameter given by equation 
(4.50) was computed locally for each individual element. 
However, in a transient application the time-step has to be 
constant in the entire computational domain. In order to have accuracy 
in the time integration process, the smallest time-step in the mesh is 
selected. In fact, the updating of the velocity field in the explicit 
algorithm would be unstable otherwise. On the other hand, the y 
parameter computed according to the smallest time-step might not be 
146 
large enough to stabilize the pressure solution in regions where the 
local time-step indicated by equations (4.22)-(4.24) is much larger than 
the one actually used. 
We have performed numerical experiments which confirm the arguments 
discussed above. In figure 4.6 we show a mesh with varying element 
sizes, where we have solved the lid-driven cavity flow problem ( with 
R=100 ) . A single time-step is defined for the whole domain. Such a 
time-step is the smallest local time-step in the mesh. 
Though the velocity field shown in figure 4.7 looks 'normal' , note 
the oscillations and the unrealistic aspect of the pressure field 
presented in figure 4.8 . 
The correction of the above difficulty is, however, rather simple. 
The pressure-continuity equation (4.63) is elliptic ( there are no 
pressure time derivatives involved ) . Thus the z parameter can be 
computed elementwise according to the local time-step given by equations 
(4.22)-(4.24). 
Figures 4.9 and 4.10 illustrate the results for the same problem 
obtained computing y locally. Interestingly enough, the velocity field 
in figure 4.9 is very similar to the one in figure 4.7. Nevertheless, 
note the improvement on the pressure field shown in figure 4.10 . 
We have applied our transient segregated procedure to compute the 
external flow around a circular cylinder. The Reynolds number is R = 10 
( based on the cylinder diameter ) . A steady-state solution exists in 
this case. The steady-state solution has been reached through a 
transient analysis. The pressure field is obtained with a 
conjugate-gradient method ( using a jacobi preconditioner ) whilst the 
velocity field is updated explicitly. 
The mesh and boundary conditions for this example are indicated in 
figure 4.11 . A uniform velocity field is used as initial condition. The 
steady-state velocity and pressure fields are presented in figures 4.12 
and 4.13, respectively. 
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gure 4.6 - Mesh for the lid-driven cavity flow problem (R=100). 
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gure 4.7 - Velocity field obtained computing y globally. 
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Figure 4.8 - Pressure field obtained computing 7 globally. 
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Figure 4.9 - Velocity field obtained computing r locally. 
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Figure 4.10 - Pressure field obtained computing y locally. 
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Figure 4.11 - Mesh and boundary conditions for the flow around a 
circular cylinder ( R = 10 ). Impermeability and no-slip velocity 
boundary conditions are imposed on the cylinder's surface. 
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Figure 4.12 - Steady-state velocity field around a circular 
cylinder ( R = 10 ). 
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4.3. Mesh adaptivity schemes for steady and unsteady two-dimensional 
flows 
In recent years much development has been achieved in the field of 
mesh adaptivity [93] . The rapid progress is both a consequence of the 
research on accuracy estimates [86],[87],[94] and of the availability of 
flexible mesh generator routines [95], [96] capable of using the error 
information to construct improved meshes. 
Adaptivity criteria are either based on an assesment of the error 
in the solution of the flow equations or are designed to detect features 
of the flowfield [97]. In this section we present an adaptivity 
criterion based on the error in the velocity gradients. Though regions 
containing strong gradients tend to require a finer discretization, note 
that there is a subtle difference between an adaptivity criterion based 
on the velocity gradients and one based on the error in their 
representation. The former depends essentially on the flowfield whilst 
the second is related both to the flowfield and to the mesh where it is 
being approximated. 
The strategy we consider here involves a complete redefinition of 
the mesh ( remeshing ) as opposed to mesh enrichment [98] . That seems 
to be more suitable for fluid mechanics problems, where it is common to 
find regions with steep gradients emerging, moving and disappearing 
during the flow analysis. 
The a posteriori error estimator introduced by Zienkiewicz and Zhu 
[86] is used to estimate the error in the velocity gradients. This 
provides the required information to generate a new mesh which will, in 
most cases, lead to a solution satisfying a preset quality. 
The importance of the mesh generation routine in an adaptivity 
procedure cannot be overemphasized. In our work we use the advancing 
front generation algorithm developed by Peraire [72], [96] to build 
meshes containing simple linear triangular elements. As our analysis 
1
 Research in conjunction with P.R.M. Lyra . 
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program circumvents the Babuska-Brezzi condition, the resulting 
triangulation is used to discretize all flow variables. 
It is important to remark that a criterion based on the error in 
the velocity gradients concerns only the spatial discretization. 
Clearly, such a criterion is well suited for a mesh adaptivity scheme 
for steady-state problems. However, when dealing with transient 
processes, the overall error in the solution is associated not only to 
the spatial discretization, but also to the time integration of the 
governing equations. Therefore, some kind of time-step adaptation is 
necessary, as far as a transient analysis is concerned. 
We notice that the above requirement is embedded in our analysis 
routine, as the time-step is computed according to the mesh and physical 
properties, in an attempt to optimize the time integration process ( see 
appendix B ) . 
Finally, we close this introductory note stressing that the results 
and some of the ideas we shall present next are still preliminary. 
Nonetheless, we think they can provide a starting point for further 
developments. 
4.3.1. The error in the velocity gradients . 
The L -norm of the velocity gradients is given by : 
1/2 
I I Va (4.69) 
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Similarly, the L -norm of the error in their representation is 
[ 1 /2 I I e | | = (Vu-Vu)•(Vu-Vu) dQ + (Vv-Vv) • (Vv-Vv) dQ Q 
(4.70) 
In the above equation Vu and Vv are the exact gradients whilst 
finite element analysis ( here we are assuming standart Co shape 
functions ) . 
As we do not know the exact solution, equation (4.70) cannot be 
used to indicate where a finer discretization is required. Nevertheless, 
we can obtain an approximation of the error using the a posteriori 
error estimator proposed by Zienkiewicz and Zhu [86] . 
The error estimator is computed projecting the discontinuous 
gradients Vu , Vv onto a continuous basis using a least-squares 
fitting ( see appendix D ). The smoothed continuous gradients thus 
obtained are more accurate then the discontinuous ones and can be used 
to approximate equations (4.69) and (4.70) : 
Vu and Vv are the discontinuous approximated ones , obtained from the 
1/2 
I I Va M = (4.71) 
(Vu -Vu)•(Vu -Vu) dQ * * 
1/2 
+ (4.72) 
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* * 
In equations (4.71)-(4.72) Vu , Vv are the continuous velocity 
gradients obtained from the discontinuous ones by the projection 
described above. The percentage error in the solution can be estimated 
from 
e I I 
(4.73] T) = y -
I iVa | 
We can also estimate the error in a certain element i 
i 
e. | I = (Vu -Vu)•(Vu -Vu) dQ 
+ f (Vv*-Vv)•(Vv*-Vv) dQ (4.74] 
where Qi stands for the subdomain associated with element i . 
If m is the total number of elements in the mesh, then using 
equations (4.72) and (4.74) we can write : 
¿1 III ^ C. 
II = [ H e l l U.75: 
i = l 1 
An average error e can be defined such that 
m 
til ^ c 
y H e l l = m e 2 (4.76) 
L, 1 m 
i = l 
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From equations (4.73) and (4.76) we obtain a relantionship between 
the average error e and the overall percentage error 7 ) : 
I I Va*| | 
e = 7) (4.77) 
m V m 
Equation (4.77) is of foremost importance. First, it serves to 
indicate the quality of the mesh used in the analysis. If the element 
error distribution varies too much from the average value e , then 
m 
the mesh used is of poor quality. An optimal mesh would have all 
* 
elements with || e || = e . Furthermore, equation (4.77) can be 
i m 
used to estimate an element size distribution for a new mesh, such that 
a preset percentage error TJ would be satisfied . This concept is 
illustrated next . 
4.3.2. Definition of new element sizes . 
Suppose we want to solve a problem such that a prescribed 
percentage error TJ = TJ would be attained. Using equation (4.77) we 
can compute the corresponding aimed error on each element : 
Va 
m 
( 4 . 7 S ] 
For the linear triangular elements considered here we assume that 
the element errors are proportional to the corresponding element sizes. 
Therefore, the element errors and sizes in the current mesh are related 
according to 
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* ( 1 ) ( 1 ) 
II = c h for i = l,m (4.79) 
i i 
where the superscript (1) indicates the current mesh. 
On the other hand, we want the errors in the new mesh ( 1+1 ) to be 
equal to e : 
m 
_
 # ( 1 + 1 ) ( 1 + 1 ) 
e = I | e || = c h for i = l,m (4.80) 
m i i 
From the above equations we obtain 
(i+i) (U r e 
h = h 1 I for i = l,m (4.81) 
1
 I 1.1 e* 
Equation (4.81) prescribes new element sizes as a function of the 
current sizes and errors and of the required solution quality 
— — * (l) ( through e ) . Depending on the ratio e / | |e I I , equation 
m m i 
(4.81) can indicate local refinement or derefinement when constructing 
the next mesh . 
Note that equation (4.81) gives a discontinuous distribution of 
element sizes throughout the domain. However, the mesh generator we use 
[72] requires a continuous distribution of prescribed element sizes as 
an input to generate the new mesh . Again we employ a smoothing 
procedure, using least-squares fitting and Co finite element 
interpolation, to project the discontinuous element size distribution 
onto a continuous basis ( see appendix D ) . 
Because the aimed error on each element e is based on the 
projected gradients and not on the exact ones, there is no guarantee 
that the specified T\ is actually going to be verified in the new mesh. 
The error estimator is itself an approximation and depends on the 
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discretization in the current mesh. Therefore, the percentage error 
given by equation (4.73) has always to be checked after each new 
analysis to verify if yet a new remeshing is necessary. In most cases, 
however, provided the quality jump from one mesh to the next is not too 
large, the strategy described above has proven successful after the 
first remeshing [87] . 
4.3.3. Some technical difficulties . 
The element size distribution indicated by equation (4.81) may lead 
to extremely small elements in regions close to a singularity. On the 
other hand, too large elements may be prescribed on regions where the 
solution is smooth. 
In practice it is necessary to limit the element sizes between 
minimum and maximum acceptable values h and h , respectively. 
min max 
This is particularly important with regard to the minimum size, as the 
time-step computed through equations (4.22)-(4.24) might become too 
small for an affordable computation. 
Also note that whenever singularities exist in the solution, the 
overall percentage error depends mainly on the element sizes close to 
them. For transient problems containing singularities the appearence of 
local flow features might not be detected by the criterion based on the 
overall percentage error [87] . 
We propose here a conservative two-stages procedure in an attempt 
to overcome this difficulty : 
Initially we compute new element sizes in order to expect an 
overall percentage error y = 7) 'in the next mesh. The limiters h 
1 min 
and h are imposed so that we shall not prescribe element sizes 
max 
larger than h nor smaller than h . However, a new mesh is not 
max min 
constructed until the completion of the second stage. 
In the second stage we eliminate the elements with prescribed 
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minimum size h ^ from the computation of equations (4.71) and (4.72). 
The underlying idea is to purge the error associated with singularities 
in order to be able to identify local flow features which may be present 
in other parts of the domain. 
The norms of the velocity gradients and of their error in the 
non-purged area are given by : 
IVa 
.u, Vu -Vu dQ + Qi i = i JQi •I L 
1/2 
Vv -Vv dQ (4.82) 
* » 
e I I f f (Vu*-Vu)-(Vu -Vu) dQ + 
L 1=1 Jfii 
1/2 
Y (Vv -Vv)•(Vv -Vv) dQ 
i = i J m 
(4.83) 
where the summation includes only the m' non-purged elements 
( elements larger than h ) . 
m m 
The element sizes in the non-purged area are then recomputed in 
order to expect a percentage error T) = TJ there : 
I I Va*| |' 
e = TJ (4.84) 
m 2 V m' 
(l+l) (1 ) , e 
h. = h 1 
- i I | |
 e * , , ( 1 ) 
for i = l,m' (4.85) 
The size limiters are once more applied. The procedure is made 
conservative by not allowing the element sizes recomputed in the 
non-purged area to grow with respect to the ones prescribed in the first 
stage. Note that this is required in order to avoid upsetting the 
overall accuracy ri = 7) aimed in the first stage. The remeshing 
procedure finishes and a solution is accepted if it satisfies : 
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* 
* 
(4.86) 
I |Va || 
* I I e | | 
(4.87) 
For steady-state problems an initial mesh is defined and the 
segregated velocity-pressure transient algorithm ( with explicit 
velocity updating ) is used to carry out the time integration until the 
steady-state is reached. The overall percentage error and the percentage 
error in the non-purged area are checked after each steady-state 
analysis. If the conditions (4.86) and (4.87) are met then the 
computation ends. Otherwise the two-stage procedure previously described 
is used to compute a new element size distribution and a new mesh is 
constructed by the advancing front generation routine. The flow 
variables in the previous mesh are interpolated into the new one and 
taken as initial conditions for the next steady-state analysis. 
On the other hand, for transient problems, the conditions 
(4.86)-(4.87) should be verified after each time-step. If they are not 
met a new mesh is computed and the analysis returns to the previous 
time-level prior to restarting the time integration process. 
We have applied the remeshing strategy described above to soive 
two steady-state examples the lid-driven cavity flow (with 
R =100 ) and the backward-facing step flow ( with R = 60 ). Note that 
these problems have been solved in section 4.1 using fixed meshes. 
The initial mesh for the lid-driven cavity flow problem is 
presented in figure 4.14 . It contains 220 elements and 133 nodes. The 
overall percentage error in the velocity gradients obtained in such a 
mesh was 39.9 7. . We have prescribed T> = 25 % and T) = 20 % for 
1 2 
this example. The mesh generated using the two-stage procedure for 
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defining new element sizes is shown in figure 4.15 . The refined mesh 
contains 817 elements and 455 nodes. The overall percentage error and 
the percentage error in the non-purged area obtained in the new analysis 
were 13.9 % and 12.8 % , respectively, thus satisfying the preset 
targets. 
The velocity and pressure fields for the lid-driven cavity flow 
problem are presented in figures 4.16 ( coarse mesh ) and 4.17 ( refined 
mesh ). 
The initial mesh for the backward-facing step problem contained 
364 elements and 208 nodes. The results in such a mesh present an 
overall percentage error of 19.9 % . For the backward-facing step flow 
example we have prescribed TJ = 10 % and 7 7 ^ = 8 % The solution in 
the new mesh has an overall percentage error of 7.4 % and the 
percentage error in the non-purged area is 5.8 % . Once more the 
preset targets were met after the first remeshing . 
The velocity and pressure fields obtained in the initial and in the 
adapted meshes are shown in figures 4.18 and 4.19 , respectively. A 
detail of the recirculation zone close to the step ( adapted mesh ) can 
be seen in figure 4.20 . 
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Figure 4.14 - Initial mesh for the lid-driven cavity flow example 
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Figure 4.15 - Adapted mesh for the lid-driven cavity flow example 
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Figure 4. 18 - Backward-facing step flow problem ( R - 60 ) 
Initial mesh , velocity vectors and pressure contours . 
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171 
Figure 4.20 - Detail of the recirculation zone ( R - 60 ). 
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•CHAPTER 5 
CONCLUDING REMARKS 
The Galerkin method has been very successful for elasticity and 
steady-state heat transfer elliptic self-adjoint equations where it 
leads to the best approximation property in the operator (energy) norm 
[12], [44] . However, for most fluid flow problems such a property is 
lost and the search for more accurate approximations naturally indicates 
the use of Petrov-Galerkin methods [43] . 
Petrov-Galerkin formulations are most obviously produced through 
the use of special weighting functions. However, they can also be 
introduced in a disguised form. In chapter 3 we have shown that the 
Taylor-Galerkin, the characteristic-Galerkin and the least-squares 
methods can be regarded as Petrov-Galerkin formulations for the 
transient incompressible convection-diffusion equation. 
Note that the Petrov-Galerkin weightings discussed in this thesis 
are intrinsically adaptive as they vary according to the local 
velocities and physical properties, in an attempt to optimize the 
approximation in a given mesh. If this feature is combined with an 
efficient mesh adaptivity scheme, a powerful and reliable numerical 
analysis tool is obtained. 
In our apologia of Petrov-Galerkin formulations for fluid flow 
problems we may add that they generally lead to better conditioned 
matrices, allowing the use of efficient solution procedures. The 
segregated velocity-pressure algorithm shown in section 4.2 , for 
instance, involves symmetric positive definite equation systems which 
can be solved through preconditioned conjugate-gradient methods. Such an 
algorithm is well suited for parallel computation . In fact, at the time 
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of. writing , it is being adapted by our colleague R.B. Willmersdorf 
[92] to run on multiple transputer processors. 
We have concentrated our attention on incompressible flows of 
incompressible fluids and have chosen a primitive variables approach as 
it provides the simplest way to extend the analysis to three dimensional 
problems. The difficulties associated with the Galerkin 
mixed-formulation in primitive variables were identified in chapter 2 
and addressed in chapter 4 with the Petrov-Galerkin / generalised 
least-squares method. Such a method naturally introduces the 
stabilization matrix [38] required to circumvent the Babuska-Brezzi 
condition, thus allowing simple elements of equal order to be used for 
all variables. At the same time, streamline upwinding [44] is 
automatically produced within a consistent Petrov-Galerkin formulation. 
With some minor modifications the methodology discussed in this 
work can be applied to solve natural and mixed convection problems. This 
can be accomplished by including the energy equation and temperature 
dependent buoyancy terms in the momenta balances [18], [19], [20] . Also 
turbulent flow analysis using a k-e two equations model [22), for 
instance, can be accommodated within the framework set up here. 
Theoretical analysis still remains to be done regarding the 
convergence rates of the Petrov-Galerkin / generalised least-squares 
method. Furthermore, the adaptivity procedure described in section 4.3 
needs more development and testing, specially as far as transient 
problems are concerned. 
Finally, we would like to stress that the approach adopted in this 
thesis was that of the engineer designing algorithms for incompressible 
viscous flows. We have attempted to base our work on sound mathematical 
ground to the best of our knowledge. However, new engineering solutions 
also involve a great deal of creativity and intuition. In particular,as 
remarked by Leonard [63], numerical analysis is both science and art. 
This being an engineer's work, we shall not apologise for the degree of 
intuition one may find here. It remains the task of the mathematician to 
translate that into the formalisms of logic. 
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APENDIX A 
In this appendix we show that equation (2.16) is the analytical 
solution of the difference equation (2.14) repeated here : 
( 1
 + ) V i + Z T - ( 1 ) T i + x = i A A 
Equation (A.l) is non-homogeneous due to the source term. Its 
analytical solution is composed of a particular solution plus the 
solution of the homogeneous equation. 
It is a simple matter to verify that a particular solution of (A.l) 
is : 
T
( p )
 = _ Q _
 i h (A.2) 
i pC U 
p 
Therefore, our attention concentrates on the solution of the 
.homogeneous case : 
- ( 1 + ~ ) T + 2 T - ( 1 - ) T = 0 (A.3] 2 i-i i 2 i+i 
Here we assume a solution of the form 
T i = ß 1 (A.4) 
Substituting (A.4) in (A.3) we obtain a quadratic equation to 
determine ß : 
(2-Pe) ß2 - 4 ß + (2+Pe) = 0 (A.5) 
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Solving (A.5) we obtain: 
2 + Pe 
3 [A.6) 
1,2 2 - Pe 
The solution of the homogeneous equation (A.3) is the linear 
combination 
T ( h ) = a 3 1 + C2 3 1 
i 1 1 2 
(A.7] 
Adding (A.2) and (A.7) the analytical solution of the difference 
equation (A.1) is obtained 
T = C + C 
i 1 2 
f 2 + Pe V Q 
2 - Pe pc u 
p 
ih (A.8) 
Note that in order to determine the constants Ci, C2 one requires 
the boundary conditions associated with the underlying two-point 
boundary value problem. In general the constant C2 will not be zero 
and oscillations will appear for Pe > 2 as described in chapter 2. 
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APPENDIX B 
In this appendix we show that the choice of At according to 
equations (3.75)-(3.77) naturally leads to a time integration suitable 
to represent the time evolution of convection-diffusion phenomena . 
It is convenient to recall here the definitions of the element 
Courant, Fourier and Peclet numbers : 
C = | a | A t (B.l) 
h 
Fo = k A t (B.2) 
,2 
pc h 
p 
- pc I a Ih 
P e = C = p ( B 3 ) 
Fo k 
Let us consider initially a pure diffusion problem in the 
one-dimensional domain (0,L) : 
_ k _
 c 0 ( B 4 ) 
a t p c
P a x
2 
T(x.O) = To(x) (B.5) 
T(0,t) = T(L,t) = 0 (B.6) 
The analytical solution of the above problem is given by an 
infinite Fourier series : 
T(x,t) = V C <p (x,t) (B.7) 
L. n n 
n=l 
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2 - L 
C = ^ n L To(x) sin j x | dx (B.9) 
In the above equations A = 2L/ n is the wavelength of the nth 
n 
harmonic. From equation (B.8) one can see that the short wavelength 
components decay faster than the long wavelength ones . 
In practice, using a discrete approximation, one cannot expect to 
model the whole spectrum of the analytical solution. As argued in 
reference [6] , the smallest wavelength resolvable in a mesh of size h 
is A = 2 h . Clearly, that is also the fastest decaying component 
min J ^ i 
one can represent in such a mesh. We can thus define a diffusion 
time-scale t as the time it takes for this fastest decaying 
d 
component to be reduced to 1/ 10 of its initial value. Using equation 
(B.8) with A = A = 2 h we obtain : 
n min 
,2 
, . n pc n 
t, = — = 0.23 pc h 2 / k (B.10) d 2 
7T 
P 
For pure convection, on the other hand, we can define the 
time-scale t as the time required for a material particle to cross an 
element of size h : 
t = h / |a| (B.11) 
c 
We suggested in chapter 3 the computation of the time-step 
according to the optimal upwind parameter as a means of introducing a 
proper amount of streamline upwinding : 
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At = cto h / I a ] (B.12) 
cto = coth (Pe / 2) - 2 / Pe (B.13) 
It is interesting to verify that the time-step obtained from 
equations (B.12) and (B.13) is consistent with the time-scales t and 
t , in the respective convection and diffusion limits . 
d 
When convection is dominant ( Pe » 1 ) equations (B.12) and (B.13) 
give : 
Note that the above time-step coincides with the time-scale t in 
the pure convection limit ( Pe — > co ) . 
On the other hand, the computation of the pure diffusion limit 
requires slightly more elaboration. Equation (B.12) can be written in 
non-dimensional form as : 
Fo = ao / Pe (B.15) 
We now check the limit of equation (B.15) for pure diffusion i.e. 
for Pe — > 0 . 
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From equations (B.13) and (B.15) we obtain 
r S -S 
Fo = 
2 s 
e + e 1 ] 
s -s S 
e - e 
(B.16) 
with 
S = Pe / 2 (B.17) 
A Taylor series expansion on the neighbourhood of s=0 gives : 
e s = 1 + s + s 2/ 2 + s 3/ 6 + sV 24 (B.18) 
e s= 1 - s + s 2/ 2 - s 3/ 6 + sV 24 (B.19) 
Using equations (B.18) and (B.19) in equation (B.16) we obtain 
Fo 
o 3 , 5 8s + s 
48s3+ 8s 5 
(B.20) 
or 
Fo 
32 P e 3 + P e 5 
192 P e 3 + 8 P e 5 
(B.21) 
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In the pure diffusion limit ( Pe — > 0 ) we have 
Fo — > 1 / 6 (B.22) 
or 
At — > 
, PC h 
1 p 
6 k 0.17 pc h / k p (B.23) 
Note that above result is close to the time-scale for pure 
diffusion t 
d 
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APPENDIX C 
In this appendix we show that the pressure-continuity equations 
(4.47) and (4.63) can be obtained from the application of the Galerkin 
method to approximate the divergence of the momenta balances on element 
interiors. 
We recall here the time-discretized momenta equations (4.5) and 
(4.6) : 
F - b n + 1 / 2 = 0 (C.l) 
X X 
F - b n + 1 / 2 = 0 (C.2] 
y y 
with 
a n+l/2 
~ P / n+1 n , n „ n+l/2 _ 2 n+l/2 , d p F = -J-— ( u - u ) + p a -Vu - fi V u + 
x A t K ^ Sx 
(C.3) 
. n+l/2 
T~. p , n+1 n . n „ n+l/2 „ 2 n+l/2 , op 
F = -jf-r ( v - v ) + p a -Vv - / i V v + 
y A t ^ 3y 
(C.4) 
The same spatial discretizations used in chapter 4 are assumed 
here : 
~n+l n+1 . , n cs 
u = N u (C.5) 
a a 
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*n+l M N + 1 N V 
b b 
(C.6) 
N p 
c c 
(CD 
The discrete counterparts of F and F are given by : 
x y 
F = P , ~n , n -n+1/2 
—^i£ ( u - u ) + p a -Vu 
„2-n+l / 2 5p 
5x 
n+ 1 / 2 
(C.8) 
F y - ^ ( v - v ) + pa-Vv 
~n+l / 2 
„2~n+l / 2 5p 
"
 V V +
 ^ 7 " 
(C.9) 
The pressure shape functions are now applied to approximate 
the divergence of the momenta balances on element interiors : 
v r
 N a r F - B N + I / 2 dQ 
y r
 N a r p _ n + i / 2 dQ = 0 (C.10) 
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Using Green's theorem we obtain 
5N 
fie d X 
F - b 
X X 
n+l/2 dfi 
e 1 e 
F - b n + 1 / 2 
X X 
n dr + 
X 
u. 
SN 
e fie d y 
F - b 
y y 
n+l/2 dQ nr.».[ 
e 1 e 
F - b' 
y y 
n+l/2 
n dr 
y 
= 0 (C.11) 
The element boundary terms are dropped in view of equations (C.l. 
and (C.2) . Moreover, substituting F and F given by equations 
x y 
(C.8) and (C.9) in equation (C.ll) we obtain : 
Jn p 
i_ -n+1 -n-. U - U 
At 
n -n + l/2 Öp' 
+ pa -vu + 
-n+l/2 
ax 
n/2 j b " " ~ I dfi + 
X 
A + a N 
A t l 
P 9 y 
~n+l ~n% -n+l/2 
, V - V I n -n+l/2 dp 
P I AT 1 + Pa + At sy 
- b n+l/2 dfi 
^fie 
SN 
flAt 1 2 -n+l/2 
- — — = — V u dfi 
p a x 
f^ie 
5 N 
J*t 1
 y 2 0 n + 1 / 2 dfi 
p a y 
(C.12) 
The above equation is the same we have found in chapter 4 from the 
minimization of the squared-residuals of the momenta balances with 
respect to the pressure parameters . 
184 
The pressure-continuity equations (4.47) and (4.63) can be derived 
from (C.12) applying the flow incompressibility , as described in the 
text. 
185 
APPENDIX D 
In this appendix we describe the procedure used to project a 
discontinuous field onto a continuous one using a least-squares fitting. 
Assume that we have a piecewise continuous function f , continuous 
on element interiors but with discontinuities across interelement 
boundaries. We can write a continuous approximation of f using a Co 
fini-te element interpolation : 
f* = N f (D.l) 
J j 
The above approximation produces residuals on element interiors. 
The sum of the squared-residuals is given by 
= Y f [ f* - £ ]2 dQ (D.2) 
e J Q e 
Minimizing S with respect to the free-parameters f 
95
 - l \ 2 [ f* - f ] -ff- dQ = 0 (D.3) 3f 
i e ue i 
or 
V f N [ f* - f ] dfl = 0 (D.4) 
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The above expression leads to a linear equation system 
M 
U J 
=
 8. 
with 
(D.5) 
M = V [ N N dfi (D.6) 
J J L J 1 j 
e We 
g. = £ [ N. f dn (D.7) 
e f2e 
The parameters defining f are obtained solving the equation 
system (D.5) . We note, however, that an explicit computation can be 
obtained approximating the matrix M in equation (D.6) by its lumped 
U 
diagonal counterpart. In fact, this was the approach we have adopted 
when performing the projection operations required in section 4.3 . 
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