ABSTRACT
INTRODUCTION

21
Gene set enrichment (Mootha et al. 2003) can be thought of as a general framework for utilizing prior 22 knowledge in the analysis of transcriptomic data. It is based on the observation that functionally related 23 genes tend to be co-expressed, and that it is therefore possible to borrow strength by jointly analyzing 24 the expression patterns of functionally related genes. GSEA (Subramanian et al. 2005) , the most popular 25 incarnation of this framework, has been cited more than 10,000 times, according to Google Scholar (as of 26 2/2017).
27
The enormous popularity of GSEA notwithstanding, an impressive number of alternative gene set Step 1: Each gene is assigned a score. The way this score is calculated is application-specific:
31
In supervised settings, this is typically a test statistic that quantifies differential expression on a 32 gene-by-gene basis, as in Subramanian et al. (2005) and Mootha et al. (2003) . 33 cellular process. Therefore, such gene sets can contain false positives. Second, even if the involvement of a gene in a specific cellular process is well-established, the same gene can also be involved in a number of other processes (gene sets are not mutually exclusive), which can impact its expression pattern in
Notation and definitions
We represent a ranked list with boolean entries as a column vector v of length N , with all elements being either 0 or 1:
We therefore also refer to list entries as "elements". We refer to the set of all elements for which v i = 0
101
as "the 0's", and to the set of all other elements as "the 1's". We also say that v 1 represents the "topmost" 102 element, and v N the "bottommost" element of the list. We further let K and W denote the total number 103 of 1's and 0's in the list, respectively (K + W = N ). Throughout this article, we assume that N and K
104
(and therefore W ) are fixed, unless stated otherwise. We next define V (N,K) to be the set of all lists of 105 length N that contain exactly K 1's (there are N K distinct lists in V (N,K) ).
106
Let f (k; N, K, n) represent the probability mass function of the hypergeometric distribution:
Then, let p HG (k; N, K, n) represent the hypergeometric p-value:
For any v ∈ V (N,K) and n ∈ {1, 2, ..., N }, let k n (v) represent the number of 1's among the first n elements of v:
Then, let p HG n (v) represent the hypergeometric p-value for v using n as the "cutoff":
The mHG test statistic s mHG (v) is then defined as follows (Eden, Lipson, et al. 2007 ):
Let V 0 be a random variable representing a list drawn uniformly at random from V (N,K) . Let S mHG,0 be the mHG test statistic of V 0 . Then the mHG p-value p mHG (v) is defined as follows (Eden, Lipson, et al. 2007 ):
Given parameters X and L, both ∈ {1, 2, ..., N }, the XL-mHG test statistic s XL-mHG X,L (v) is defined as follows (Wagner 2015b):
The XL-mHG p-value p
X,L be the XL-mHG test statistic of V 0 . Then:
) (XL-mHG p-value) Figure 1 . Power comparison between the minimum hypergeometric (mHG) test and the one-sided Kolmogorov-Smirnov (KS) test for detecting enrichment. Lists containing varying levels of fold enrichment within the "top of the list" (specified by the n parameter) were simulated. For each list, it was assessed whether the tests were significant at the level α = 10 −6 . Plots show the estimated power (fraction of significant tests), calculated based on 1,000 simulations for each fold enrichment value. a-d show the results of three experiments for different choices of K and n, as indicated above each panel. Figure 2a ). In contrast, the mHG test statistic was based on the occurrence of 3/16 genes from the gene 141 set at the very top of the list (see Figure 2b) . In other words, the first three genes in the ranked list were 142 all contained in the gene set. Given a ranked list of over 10,000 genes, this is very unlikely to occur by 143 chance for a set of 16 genes, which explains the highly significant mHG p-value. The situation for the 144 "DNA DAMAGE SIGNALING" gene set was generally similar, but with the important difference that the 145 gene set comprised 90 instead of 16 genes (see Figure 2c, (v) therefore equals the fraction of lists whose paths enter R X,L (v). For the mHG test, Eden, Lipson, et al. (2007) showed that this problem exhibits optimal substructure, making it amenable to dynamic programming. First, the authors observed that each path that contains a configuration µ (n,k) either also contains the configuration µ (n−1,k) or µ (n−1,k−1) . In the grid representation of M (N,K) shown in Figure 3 , this means that a configuration (dot) is reached "from the left" or "from below", respectively. Furthermore, they proposed to calculate the fraction of paths
The mHG and KS tests exhibit strong differences when applied to real expression data
The algorithm relies on the following recurrence relation for calculating the fraction of all paths (i.e., all v ∈ V (N,K) ) that do not enter R X,L (v) before arriving at a given configuration µ (n,k) :
, and π (n,k) (v) = 0.
173
The coefficients in the other case represent the fraction of lists with configuration µ (n−1,k) that have respectively, for the case
Together with the initial value π (0,0) = 1.0 -at the 177 beginning, none of the paths have entered R X,L (v) -, and an efficient algorithm for determining whether
179
(2015b) for a more detailed discussion. T is shown in navy blue. The mHG test statistic s mHG (v ex ) of this list is attained at the cutoff n = 6 (see arrow), for which v ex has the configuration µ (6, 4) . Shown in red is the space of all configurations in R(v ex ). These configurations are associated with an mHG test statistic equal to or smaller than s mHG (v ex ). The mHG p-value for s mHG (v ex ) is equal to the fraction of lists in V (20, 5) whose paths enter R(v ex ).
calculating the mHG p-value is mostly of interest when s mHG (v) is below a specific significance threshold 185 α (e.g., α = 10 −6 ). In these cases the number of configurations in R X,L (v) can be expected to be very smallest non-zero p-value that can be obtained from PVAL1 is ≈ 10 −16 (see Figure 4a ). When using an 196 80-bit "extended precision" data type, the smallest possible p-value is ≈ 10 −19 (see Figure 4b ).
197
Figure 4. Numerical accuracy of PVAL1. Lists of varying length N (N ∈ {40, 41, ..., 120}), each consisting of exactly 20 1's followed by only 0's, were generated, and the mHG p-value for each list was calculated using PVAL1. Missing values correspond to cases where PVAL1 returned a value of 0 or lower due to limited floating point accuracy. a Python implementation using the 64-bit "double-precision" data type. b Cython implementation using the 80-bit "extended precision" data type.
Motivated by these limitations, I sought to design an algorithm for calculating the XL-mHG p-value Lemma 1 (Monotonicity property of the hypergeometric p-value). For all n < N and k ≤ min({n, K}),
Proof. p HG (k; N, K, n + 1) is the probability of having k or more successes among n + 1 draws. We can 211 represent "k or more successes among n + 1 draws" as the union of two mutually exclusive events A and 212 B, so that p HG (k; N, K, n + 1) = Pr(A ∪ B) = Pr(A) + Pr(B). Event A: "k or more successes among n 213 draws". Event B: "a successful draw, conditional on exactly k−1 successes among n draws". We then have
Since R X,L (v) is defined as the set of all configurations whose hypergeometric p-value is equal to or 216 smaller than fixed value (namely, s
, then so is µ (n−1,k) , its "left neighbor" in the grid representation. Therefore, the only way for for the first time. In other words, we must only consider paths that have never entered R X,L (v) before.
224
Coincidentally, this is the exact same quantity that PVAL1 uses in order to calculate π(v) (see above).
225
Figure 5. Idea behind PVAL2, illustrated using the example from Figure 3 . At each "entry point" into R(v) (arrow tips), we calculate the fraction of paths entering from the configuration below (circles). However, in order to avoid counting paths more than once (some may exit and then re-enter R(v)), we must base our calculation on only those paths that have not previously entered R(v). This is the exact same quantity used by PVAL1 to calculate π(v). The (XL-)mHG p-value corresponds to total fraction of entering paths.
I refer to this new algorithm as PVAL2. Due to its reliance on the same recurrence relation as PVAL1,
226
it requires only surprisingly small modifications to PVAL1. These are illustrated on a simplified version of 227 PVAL2, which relies on a separate routine to determine R(v) (see pseudocode below). The full algorithm 228 is provided in Appendix A.
229
To test whether PVAL2 exhibits better numerical stability than PVAL1, I repeated the experiment 230 shown in Figure 4 for PVAL2. As can be seen in Figure 6 , the new algorithm is able to calculate p-values 231 much smaller than 10 −16 , and numerical errors are no longer apparent. Figure 6 . Numerical accuracy of PVAL2. Shown are results of an experiment as described in Figure 4 , but conducted using PVAL2. a Python implementation using the 64-bit "double-precision" data type. b Cython implementation using the 80-bit "extended precision" data type.
To determine how the modifications introduced in PVAL2 affect the runtime of the algorithm, I
233 performed several benchmarks. As discussed above, I expected PVAL2 to run significantly faster for lists 234 containing significant enrichment, and for L < N . The benchmark results confirm this expectation, and
235
show that in lists without enrichment and L = N , PVAL2 runs only marginally faster than PVAL1 (see 236 Figure 7 ).
237
Figure 7. Comparison of runtimes of PVAL1 and PVAL2. For each benchmark and each set of parameters, 100 lists were generated independently, and both algorithms were used to calculate the (XL)-mHG p-value for those lists. Shown are the means and standard deviations (error bars) over the 100 runs. All benchmarks were conducted using randomly generated lists where the positions of the 1's were sampled uniformly from all positions (except for c). a Benchmark using fixed K=100, for variable N (X=1; L=N). b Benchmark using fixed N=2,000, for variable K (X=1;L=N). c Benchmark for lists with enrichment, using fixed K=100 and variable N (X=1; L=N). The positions of the 1's were sampled uniformly from only the top 1,000 positions. d Benchmark using fixed K=100 and L=1,000, for variable N (X=1).
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Algorithm 1: PVAL2-SIMPLE, an improved algorithm to calculate p
. This simplified version of PVAL2 uses a separate routine to determine R(v), and does not handle comparisons of floating point variables properly. See Algorithm 5 in Appendix A for PVAL2. (see Theorem 3). Depending on the choice of the parameters X and L, not all k need to be considered in 248 the corresponding expression for XL-mHG p-value, since it is required that k ≥ X and k ≤ min{K, L}. 
251
A closer examination of the proof for Theorem 5 suggests that depending on X, L, and s XL-mHG X,L (v), the actual number of events in the union of Equation (6) can be smaller than (min{K, L} − X + 1). This statement can be made more precise using the following two definitions:
The number of unique events in Equation (6) 
, resulting in the following bound: (v) do we need to calculate the exact value of
This procedure is summed up in PVAL-THRESH (see Algorithm 2).
258
Algorithm 2: PVAL-THRESH-Efficiently determine whether p To assess the ability of the XL-mHG test to detect enrichment in real expression studies, I decided 261 to compare the performance of the XL-mHG to that of the mHG test for all gene sets analyzed by compared to the mutant cell lines were not tested for enrichment. I set the XL-mHG X parameter, in a 267 gene set-dependent fashion, to 25% of the number of genes in the gene set, or to 5, whichever was larger.
268
In supervised gene set enrichment analysis, it is considered best practice to perform a sample label 269 permutation test (Chen et al. 2007) , in order to avoid reporting artificially low p-values that can result when 270 genes are assumed to be independent. I therefore decided to combine both the KS and XL-mHG tests with were at least one order of magnitude lower (better) than when using the KS test statistic. Furthermore, for 279 all gene sets that obtained a p-value of 0.01 or smaller using eihter test, the XL-mHG/permutation test 280 yielded a smaller p-value. These results suggested that the XL-mHG was significantly more sensitive in 281 detecting gene set enrichment.
282
To illustrate the specificity of the XL-mHG test, I visualized the XL-mHG test results for the 3.1 * 10−7. These examples highlighted the fact that the XL-mHG test generally maintains the sensitivity 290 of the mHG test, but can be made more specific to avoid detecting cases in which only a small fraction of 291 genes in the gene set is located at the top of the list.
292
DISCUSSION
293
The results presented here extend the work of Eden, Lipson, et al. (2007) and Eden, Navon, et al. (2009) 
Proof. Recall that V represents a list drawn uniformly at random from V (N,K) . Let P HG,0 n be the hypergeometric p-value of V for the cutoff n. From the definition of the mHG test statistic, it follows that:
In other words, we know that S mHG,0 ≤ s mHG (v) whenever there exists at least one cutoff n for which P HG,0 n ≤ s mHG (v). We also know that s mHG (v) is attained at some n = n * . We therefore observe the following inequality:
By definition of the hypergeometric p-value, Pr(P
The theorem therefore 516 follows.
517
Theorem 2 (Loose upper bound for the mHG p-value).
Proof. When we apply a union bound to Equation (1), we have:
Pr(P
The theorem then follows 519 follows from Equation (3).
520
For the proof of the next bound, we need the following monotonicity property of the mHG p-value.
521
Theorem 3 (Tighter upper bound for the mHG p-value; LIPSON bound).
is not empty, since s mHG (v) was attained for some k = k n * (v). Then, for each k ∈ K mHG (v), let n k be the largest value of n for which p HG (k; N, K, n) ≤ s mHG (v). This definition makes sense because of the aforementioned monotonicity property (Lemma 1). Let P HG,0 n k be the hypergeometric p-value of V for the cutoff n k . Then we can represent p mHG (v) as follows:
In other words, we have S mHG,0 ≤ s mHG (v) whenever the hypergeometric p-value for at least one of the n k is equal to or smaller than s mHG (v). We can then apply another union bound to Equation (4):
Again, by definition of the hypergeometric p-value, Pr(P (v) < 1, the test statistic was attained at some cutoff n * , for some k = k n * (v):
C BOUNDS FOR THE XL-MHG P-VALUE
Since k n * (v) ≤ n * , we can rely on Lemma 1 to infer that k n * (v) ∈ K mHG (v), so K mHG X,L (v) is not empty. We define n k for all k ∈ K mHG X,L (v) as in the proof for Theorem 3 (see Appendix B), and then define and n k = min{n k , L} for all n k . We can then represent p 
We apply a union bound to Equation ( 
