In this work, we examine the angular truncation behavior and present correction factors for the aerosol albedometer previously developed in our laboratory. This new instrument makes simultaneous measurement of extinction and scattering coefficients (b ext and b scat ) on dispersed aerosol samples. The aerosol extinction coefficient is measured with cavity ring-down spectroscopy (CRDS), and the scattering coefficient is determined through the integrating sphere nephelometer. However, all nephelometers are not able to collect light scattered from an aerosol sample very near the forward (0˚) and reverse (180˚) directions, due to the geometrical constraints. This can result in systematic underestimation of scattering coefficient known as truncation error. In order to account for this problem and describe scattering by aerosols more precisely, correction factors (C) for this angular non-ideality have been theoretically developed. Truncation angles (θ) were calculated upon consideration of the geometry of the sphere nephelometer. As truncation error largely depends on particle size and refractive index, C values were computed for a series of spherical, homogeneous aerosol particles with different known particle sizes and refractive indices by Lorenz-Mie theory. Measurements on size-selected, laboratory generated aerosols of known size and composition allowed empirical measurement of truncation correction factors to compare with the Mie model results. Results indicate the model we built overestimates the fraction of light not collected by the sphere. Empirically observed correction factors of ≤ 1.12 for particles with size parameters (α) < 6 were determined. In addition, the effect of number of particles within the probe beam on the suitability of correction factors was also examined. Observations support the hypothesis that particles are rapidly transported / mixed through the probe beam, and measurement integration times as short as 52 s yield data that is indistinguishable from the probe region being homogeneously filled with aerosol, even at very low particle concentrations.
INTRODUCTION
The aerosol albedometer has recently been described in the literature [1] - [4] . The unique feature of this device is the capability of simultaneously measuring scattering (b scat ) and extinction coefficients (b ext ) on dispersed aerosol samples. The single-scattering albedo (ω) can thus be easily computed through the well-known equation:
Direct measurement of b scat , b ext and ω is of keen scientific interest given these variables importance to direct climate forcing by atmospheric aerosols [5, 6] . The albedometer performs cavity ring-down spectroscopy (CRDS) on an aerosol sample within an integrating sphere nephelometer. The CRDS measurement provides an accurate and sensitive method for determination of b ext [7] - [12] . Use of the integrating sphere for scatter measurement is known to significantly reduce truncation angle compared to commercially available nephelometers [13] . While angular truncation was briefly considered in an early publication describing the albedometer method, underestimation of the scattering measurement was not considered in much detail and the exact truncation performance of the device has not been considered rigorously. It is well-known that all nephelometers cannot collect light scattered from an aerosol sample very near the forward (0˚) and reverse (180˚) directions. If uncorrected, this results in a systematic underestimation of scattering coefficient (b scat ). In order to account for truncation error and describe integrated scattering by aerosols more precisely, correction factors (C) for the angular nonideality have been developed for commercial devices [14, 15] . This manuscript pursues this goal for the sphere albedometer. Clearly, establishing correction factors is required to improve accuracy of measurement. In this work, truncation angles (θ) were calculated upon consideration of geometry of the integrating sphere nephelometer and exact position of the scattering particle within the sphere. As truncation error largely depends on particle size and refractive index, C values were computed for a series of spherical, homogeneous aerosol particles with different known particle sizes and refractive indices. Then, the optical parameters (b ext , b scat , and SSA) of laboratory generated aerosols of known size and composition were measured and compared to the calculations. In ad-dition, the number of particles within the probe laser beam volume in CRDS is often small due to the small volume of the beam (often < 0.1 cm 3 ) and low particle concentrations used. This is known to cause measurement imprecision, but more importantly leads to a situation in which truncation correction factors may vary significantly as the exact arrangement of particles within the beam change. The effect of the number of particles within the probe beam on correction factors is also examined in this work. Such effects could be particularly detrimental for large diameter aerosols such as mineral dusts, which are known to have large sizes, and irregular morphologies [16, 17] . This manuscript presents key information required to improve the performance of the sphere albedometer for measuring aerosol scattering coefficients.
METHODS

Estimation of truncation angle
In order to understand the angular truncation error for the integrating sphere nephelometer, truncation angle must be determined first. Truncation angle (θ) signifies the angle at which light cannot be collected by the integrating sphere nephelometer. Figure 1 (a) illustrates a schematic of the sphere nephelometer and a simple geometrical model of the truncation angle in the "forward" and "reverse" direction. We use quotations here since directionality is essentially arbitrary if the ping-pong model of ring-down spectroscopy is invoked in which light bounces between mirrors. The truncation angle (θ) for a particle located in the laser beam at a specific point in a single direction can be calculated by the following equation:
where r is the radius of the axial hole in the sphere, and d is the distance of the scattering particle from the hole of interest along the optical axis. Light is scattered both "forward" and "backwards" by a particle, so the truncation angle in opposite direction must also be considered. The truncation angle in the opposite direction (θ ' ) can be expressed as:
where l is the distance between the two holes in the sphere. For the integrating sphere nephelometer used in these experiments, the variables were r = 0.3175 cm, and l = 48.1 cm. From considering the measurement geometry it is immediately obvious that the truncation angle in either direction varies with the particle's location in the sphere. Figure 1 (a) also illustrates the relationship between the truncation angle and location of the particle. For this figure, the truncation angle was computed according to the particle position (d) with 100 µm spatial resolution. Particle position (d) is measured from one of the axial holes in the sphere. The red and blue lines represent the truncation angle for a particle located at specified distance from one of the axial holes. As observed, when a scattering particle approaches one of the axial holes, truncation angle approaches 90˚in the forward direction and ≈ 0.4˚in the opposite direction (minima). For particles located within the central 36 cm of the sphere the truncation angle is under 3˚in either direction with a minimum of 0.8˚in the sphere center. The spatially averaged truncation angle for the sphere is 2.3˚and this is lower than the truncation angles obtained from commercial nephelometers (typically 5 -15˚), indicating that the spherical nephelometer design does offer a technical advantage in this regard. However, a significant fraction of scattered light may still be lost -even within this narrow angular window. Determination of this fraction is crucial for accurate scattering and albedo measurements.
Computation of correction factors by Lorenz-Mie theory
Two models have been developed to compute correction factors (C) for scattering measurements. The simplest we term the homogeneous fill case, and this is illustrated in Figure 1 (b).
In this model, we assume scattered light is generated from each volume element probed by the laser beam equally. Due to the discrete nature of particles, it is immediately clear this model is always an approximation that may be approached only at high particle concentrations. In the second model that we call the discrete particle position model (Illustrated in Figure 1(c) ), we randomly assign locations of particles within the sphere. If a small number of particles are in the probe beam, an emphasis should be placed on computing truncation errors for particles at specific locations within the sphere rather than considering spatial averages as reflected in the homoge-neous fill case. The significance of the discrete particle model is that the correction factor will depend on the exact position of particles within the probe laser beam. To demonstrate this, Figure 1 (c) illustrates three hypothetical cases for N = 8 particles in the beam; the correction factors required for each case would not be identical.
To develop these models further we have employed LorenzMie theory, originally presented by Gustav Mie [18] in 1908, and formulated for the atmospheric aerosols by van de Hulst [19, 20] and others [21] . This theory allows computations of scattering properties for any spherical, homogeneous particle at any wavelength with knowledge of particle size and refractive index, and thus provides an accurate and reliable tool for predicting optical properties of aerosols. The MiePlot software written by Phillip Lavin [22] was employed in this study to compute the angular scattering intensity parameters. By assuming particles of interest are spherical and internally homogeneous, scattering intensity (W m −2 ) as a function of scattering angle (•) was computed by MiePlot for unit irradiance. We examined angular scattering with 0.1˚resolution for particles with diameter ranging from 0.05 µm to 20 µm for a single wavelength at 532 nm. The refractive indices (m) explored included real values (n): 1.45, 1.50, 1.52, and 1.55, and imaginary values (k): 0, 0.005, 0.008, and 0.1. We chose these sizes and refractive indices since they span typical values encountered for atmospheric aerosols. The fraction of light not collected by the integrating sphere can be computed for any truncation angle by numerically integrating the Mie intensity parameter over the truncation angle and comparing with total integrated scattering. The light scattering was treated as exhibiting radial symmetry for scaling to 3 dimensions. Since the particles scatter light forward and backward simultaneously, the full angular range 0 -180˚was divided into two parts: forward angles (0 -90˚) and backward angles (90 -180˚), which means a particle at any location has both forward and backward truncation angles/errors. The amount of scattered intensity loss was calculated in the forward and backward directions, respectively, and summed. This allows computation of the fraction of light not collected (F) by the sphere for any particle position. Within the sphere, the CRDS beam bounces back and forth between two refractive mirrors, which is the socalled "ping-pong" model of cavity ring-down spectroscopy (CRDS). The "forward" direction becomes the "reverse" direction within a few nanoseconds time. For this model, the time averaged correction factor (C) for a particle with any truncation angle can be computed as the average of an "initial" correction factor (C i ) and "subsequent" correction factor (C i + δt -e.g. when CRDS beam "reverses" direction after reflection), which can be expressed in the following equations:
The F -terms in these equations correspond to the fraction of light that escapes collection by the sphere. With C i and C i + δt computed the time-averaged C values could be determined. The correction factors (C) were computed for particles with diameters ranging from 0.05 µm to 20.00 µm for several different refractive indices for a single wavelength of λ = 532 nm. However, since the particle size parameter (α) determines angular scattering behavior, we have used this wavelength independent variable to analyze and report the data in this manuscript. Particle size parameter (α) is defined as the ratio of particle circumference to wavelength of light:
In this equation, r p is particle radius and λ is wavelength of light.
Experimental measurement of optical parameters
A detailed description of the optical arrangement for the aerosol albedometer used in this study and the specific optical method itself is given in [1] . For brevity, we will not re-hash all the details of this experiment, but instead point out any modifications to that design. The sample flow path (inlet tubing) was modified from the original publication slightly but this would not be expected to influence optical results. In addition, the optical source employed in these experiments was the 2 nd harmonic of Nd:YAG laser (Quantel, Brio) at λ = 532 nm. This laser is capable of 20 mJ pulses of 4 ns duration at 20 Hz repetition rate. The laser fundamental line (1064 nm) was filtered out through use of a filter. The CRDS employed a pair of 2.54 cm diameter cavity ring-down high reflective mirrors (R ≈ 0.9997) (Los Gatos Research). Light that leaked through the exit mirror was detected with a photomultiplier tube (931B, Hammamatsu) biased at negative high voltage. The CRDS output beam was attenuated by a neutral density filter prior to measurement, preventing saturation of photomultiplier. The relative humidity (R.H.), temperature (T), and pressure (P) sensors measured directly within the sphere. These sensors were monitored by the instrument control software to examine changes in temperature and pressure inside the sphere. Typical temperature inside the sphere was 20 -25˚C, and pressure was approx. 0.9 atm. Instrument calibration was accomplished using filtered air and either SF 6 or R-134a, gases with Rayleigh multipliers of 6.60 and 7.25 times that of air, respectively [23, 24] . Figure 2 shows the Mie model correction factors (C) as a function of particle size parameter (α) for particles with differing refractive indices assuming the homogeneous fill case illustrated in Figure 1(b) . In summary, the C values increase with larger α. This is likely because particle scattering becomes increasingly concentrated in the forward direction when the particle size increases, and therefore truncation errors increase systematically with particle size. Also plotted in Figure 2 (red squares) are experimentally measured correction factors for ammonium sulfate aerosols of varying diameter. These particles were size selected with the electrostatic classifier prior to optical analysis. average SSA values, standard deviation and correction factors averaged over several experimental trials for different size ammonium sulfate aerosols. The data shown in the table was generated from data points reflecting values of b ext and b scat generally between 70 -150 Mm −1 for a particular trial. Ammonium sulfate is non-absorbing at λ =532 nm, so any measurements that reflect SSA < 1.0 must be caused by underestimation of b scat due to truncation effects. As observed, small ammonium sulfate particles (diameter = 300 nm) yielded albedo values very close to 1 (essentially indistinguishable from 1). However, the measured albedo value decreased with the increase in particle size. Ammonium sulfate particles with diameter of 1000 nm were observed to have a mean albedo of 0.89 ± 0.07. The decrease in albedo (and corresponding increase in C) with increasing diameter is consistent with the Mie model results. However, our light scattering model computations consistently overestimate the quantity of light lost and therefore over-predicts the required correction factor (C) compared to experimentally determined values. The discrepancy in albedo was ≈ 8% -11%. The discrepancy between the measurements and calculation could be a result of particle longitudinal position with respect to laser beam waist effects. N -number of trials; C -experimentally determined correction factor; Dpparticle diameter.
RESULTS AND DISCUSSION
or perhaps non-sphericity of the salt particles. In addition, we must entertain the possibility of errors in our scattering model due to asymmetries in scattering as we scale from a 2D model calculation to 3 spatial dimensions for measurements. Nonetheless, the experimental measurements presented provide a mechanism for correction of scatter coefficient measurements made with the sphere albedometer and the magnitude of the correction scales with the Mie model results.
When the measurement chamber is filled with filtered air, instrument precision allows limits of detection < 1 Mm −1 on both the extinction and scattering channels of the albedometer. When aerosol particles fill the cell, the precision can be noticeably worse (for detailed discussion see [2] ). Several authors have suggested this effect results from statistical fluctuations in the number of aerosol particles within the probe beam [2, 25] . Gaussian laser beam theory allows computation of beam diameter for a symmetric, stable resonator [26] . By applying this approach and assuming the beam is cylindrical, a beam volume of ≈0.02 cm 3 was computed for the CRDS probe beam we employ. For particles of 800 -1000 nm diameter, particle number densities of 80 -100 particles / cm 3 can easily produce measureable optical signals in the albedometer. Taking both the concentration and probe volume values together yields the realization that a very small number of particles (e.g. < 5) are expected to occupy the probe volume at any instant. It is then clear that statistical fluctuations in particle counts in the beam at any instant may be a major source of measurement imprecision. This effect was confirmed in the previous paper published by our research group [2] in which a measurement relative standard deviation of > 0.10 was observed for b scat and b ext when particle concentrations were low (< 60 particles per cm 3 ) for Dp = 440 nm ammonium sulfate.
It is clear that fluctuations in the number of particles within the beam will affect the absolute optical signals measured, what has not yet been considered is how this phenomenon will affect truncation correction factors (C). The values presented in Figure 2 represent the homogeneous fill case, but from the discussion of the previous paragraph, it is clear this is not always an appropriate model. In fact, large deviations from this model may be expected when small numbers of particles are present in the probe beam. In order to better understand the effect of number of particles within the laser beam on correction factor (C) we have developed the discrete particle position model illustrated in Figure 1(c) . Briefly, the effect of the number of particles within the probe beam was evaluated with respect to percent difference (%) and relative standard deviation (RSD %) for C values. The number of particles within the beam (N) was varied between 5, 10, 20, 50, 100, 200, 500, 1000, 5000, and 10 000 particles. These experiments were performed for spherical particles with diameter ranging from 0.05 -1.00 µm and with eight different refractive indices: 1.45+0k, 1.50+0k, 1.52+0k, 1.52+0.005k, 1.52+0.008k, 1.52+0.01k, 1.52+0.1k, and 1.55+0k. A random number generator was used to assign random locations of N particles along the axial distance between the two holes located at each pole of the sphere (d = 48.1 cm). With the exact location of a particle known, truncation angle (θ), light intensity loss, and C were computed via Lorenz-Mie theory. The average C value was calculated for the trial considering all N randomly orientated particles within the probe beam (in Figure 1 (c) N = 8 for example). Then, the particle positions were shuffled by re-assigning locations in the sphere by using the random number generator. The process of obtaining an average correction factor (C) was then repeated. This sequence yielded 20 trials that provided 20 different average C values for specific particle number, size, and refractive index. The 20 average C values were compared with the C value obtained from the homogeneous fill case for the same particle size and refractive index condition. To compare quantitative results with the homogeneous fill case, we have chosen the variables of % difference (from homogeneous fill case) and percent relative standard deviation (% RSD) of C. Before we begin a discussion of the results, we wish to point out that there is no fundamental difference between modeling N particles in the beam as a snapshot in time (as we have done), or N particles randomly transiting the laser beam in a time period, δt. As such, we plot variables describing precision and accuracy in terms of "particles transiting the beam" regardless of what δt is required to achieve that condition. This will become important below when mixing of particles in the chamber is discussed. Figure 3 illustrates plots of the absolute value of percent difference between modeled results using the discrete particle position case and the homogeneous fill case as a function of number of particles transiting the probe laser beam. The bold horizontal line at zero represents the results of the homogeneous fill case. As observed in these figures, best agreement between the two models occurs when the number of particles transiting the beam is high (>1,000). If the particle transects occur randomly, then the probed volume will be adequately sampled and the homogeneous fill case will be approximated. At low numbers of particle -beam transects the predicted error between models is very high -in excess of 100% in certain cases. This indicates the homogeneous fill case would not be adequate to use for developing correction factors when the number of particle beam transects are very low. Unfortunately, the spatial randomness inherent in particle-beam-crossing events at such low numbers of transits makes developing correction factors for such cases essentially impractical. In such cases, knowledge of particle position in the sphere is required. Fortunately, actual measurement data supports the conclusion this case is not commonly encountered during measurements -even at low particle concentrations (vide infra).
The previous paragraph explored differences in the magnitude of correction factors between the homogeneous fill case and the discrete particle position case. An additional interest was to study the precision of correction factors as particles were randomly shuffled among locations within the integrating sphere. Insights into these results can be gained from considering the scatter of data points presented in Figure 3 . At low counts of particles transiting the beam, data points appear widely scattered, indicating large variability. In an effort to be more quantitative, the relative standard deviation (% RSD) for C values was determined from the 20 replicate trials for each condition of refractive index, size parameter, and number of particles transiting the beam. The large number of variables involved in this analysis (particle size, refractive index, number density etc. . . ) makes presenting the comprehensive results of this analysis difficult in this forum. Further details of the analysis can be found in [27] which presents approx. 1600 data points and nearly 50 data plots utilized for this analysis.
In addition, these modeled results are really purposed to only establish regions of particle concentration and size parameter within which reliable correction factors can be expected. With this spirit in mind, results of this analysis are summarized in Figure 4 . The gray shaded areas of this plot represent conditions of particle size parameter and number of particle beam transits (N) where % RSD for the C value of ≤ 5% is expected. In effect, the gray shaded areas are conditions in which we expect reliable precision in correction factor to be achieved. Summarizing the trends observed for this analysis:
1. % RSD for C increases with increasing particle size, but always decreases with increases in the number of particle-beam transits (N).
2. At low N (e.g. 5, 10, 20) RSD is generally largest, indicating weak reproducibility. This is to be expected since the average truncation angle for all particles probed depends on their placement in the beam / sphere. Neither the precision of the calculated correction factor nor its accuracy is favorable at low N.
3. For particles with any refractive index, a RSD ≤ 5% can be achieved when N ≥ 5000 cm −3 and RSD ≤ 2% when N ≥ 10 000 cm −3 can be expected. RSD ≤ 1% can be generally realized with N ≥ 10,000 cm −3 particle -beam transits This is because at such large number densities, slight changes in particle position tend to average out over the large number of particles transiting the probe beam. These situations approximate the homogeneous fill case described in Figure 1 (b).
4. For particles with diameter less than 0.20 µm at any N we studied, RSD < 5% for C for can be achieved. This is believed to be a result of the more isotropic directional scattering for very small particles which renders exact position of the particle in the sphere somewhat less important.
It should again be noted that this theoretical work is not a perfect quantitative model for studying the effect of number of particle transits within the probe beam on precision of C. However, we feel it provides a general guidance of what particle transit densities should be required to achieve precise C values.
To compare this model with actual experimental measurements, we have measured the relative standard deviation of albedo (SSA) when size-selected ammonium sulfate (SSA = 1) aerosol filled the measurement chamber. This experiment allows us to control the diameter of the particle, use a known refractive index of the material (1.53), and even estimate the concentration of particles (particles / cm 3 ) present in the optical cell by using the measured extinction coefficient of the aerosol and the extinction cross section computed from Lorenz-Mie theory (we call this "optical particle concentration"). We can then compare measured % relative standard deviation (% RSD) in SSA with model results. Fluctuations in required correction factors due to particle positions in the sphere would manifest themselves as imprecision in measured SSA for a sample of constant composition. The results of this analysis are illustrated in Figure 5 . The Mie model precision is reported with circles and plotted on the first x and y axis. The squares and triangles report measurement data for measurement integration times of 50 and 0.72 sec, respectively. The measurement data is plotted on the second x and y axis. Careful consideration of this figure reveals measured % RSD values for the short integration time are much larger than for 52 sec integration. In fact, the measured RSD values for the 52 s integration time are always consistent with a very large number (> 1000) of particle-probe beam transit events. This is found to be true for even the largest particles studied, where we expect < 5 particles in the probe beam volume at any instant. This suggests that rapid mixing / translational motion of particles must be taking place within the sphere. The result also suggests that the 52 s integration time allows sufficient mixing to approximate the homogeneous fill case illustrated in Figure 1(b) . In contrast, is the data presented for the 0.72 s measurement period. This measurement data exhibits much higher and much more variable % RSD values for SSA. This may suggest adequate time has not elapsed to "sample" each volume element of the probe beam, and consequently the homogeneous fill case may not be appropriate at small integration times. Despite this, the measurement data for 0.72 s still promotes the idea of rapid mixing within the sphere. The % RSD's observed are roughly consistent with the model if roughly 5 -15 particle beam transit events occur within the 0.72 time window even though we expect only roughly 1 particle in the probed volume at any instant based on the particle concentrations observed.
CONCLUSION
By calculating the truncation angle (θ) for our integrating sphere nephelometer, the computation of correction factors (C) for truncation error has been accomplished for a series of homogeneous, spherical particles with different particle sizes and refractive indices at 532 nm wavelength via LorenzMie theory. Modeled correction factors were generally < 1.3 for the conditions considered. Experimental measurements of albedo for laboratory generated, size-selected ammonium sulfate aerosols (m = 1.53 + 0.00k) suggests correction factors of ≤ 1.12 are required for aerosols with size parameters < 6. Direct comparison of predicted and measured albedo values shows an average discrepancy of 8% -11% with the Mie model significantly over-predicting the amount of light lost from the sphere albedometer. The statistical fluctuation in the number of particles within the probe laser beam has also been considered by performing a modeling study on uncertainty in correction factor (C) caused by this effect. Results suggest %RSD ≤ 5% can be achieved when number of particle transits (N) is ≥ 5000, and %RSD ≤ 2% can be expected when N ≥ 10 000. Experimental measurements of %RSD of the measured SSA for integration times of 0.72 and 52 s are both consistent with rapid mixing occurring within the measurement sphere.
In particular, the %RSD values observed for the 52 s measurement integration time are consistent with a very large number of particle-beam transits (> 1000) for all particle sizes studied. This suggests the homogeneous fill model of Figure 1 (b) is appropriate at long measurement integration times, and the measured correction factors presented in Figure 2 can be considered to be good estimates to employ in correction schemes for the device.
