Low rank matrix recovery is the focus of many applications, but it is a NP-hard problem. A popular way to deal with this problem is to solve its convex relaxation, the nuclear norm regularized minimization problem (NRM), which includes LASSO as a special case. There are some regularization parameter selection results for LASSO in vector case, such as screening rules, which improve the efficiency of the algorithms. However, there are no corresponding parameter selection results for NRM in matrix case. In this paper, we build up a novel rule to choose the regularization parameter for NRM under the help of duality theory. This rule claims that the regularization parameter can be easily chosen by feasible points of NRM and its dual problem, when the rank of the desired solution is no more than a given constant. In particular, we apply this idea to NRM with least square and Huber functions, and establish the easily calculated formula of regularization parameters. Finally, we report numerical results on some signal shapes, which state that our proposed rule shrinks the interval of the regularization parameter efficiently.
Regularization parameter selection plays an essential role for solving the regularization model and cross validation is a common method to choose this parameter in statistics and machine learning. It is well known that there are some screening rules for LASSO in vector case, that help to choose the regularization (or tuning) parameter. See, e.g., Fan and Lv [10] , Ghaoui et al. [13] , Tibshirani et al. [29] , Wang et al. [31] , Eugene et al. [9] , Kuang et al. [18] , Xiang et al. [32] , Lee et al. [19] . For instance, Ghaoui et al. [13] constructed SAFE rules to eliminate predictors and these rules never remove active predictors.
Tibshirani et al. [29] proposed strong rules for discarding inactive predictors under the unit slope bound assumption. The strong rules screen out far more predictors than SAFE rules in practice and can be more effective by checking Karush-Kuhn-Tucker (KKT) conditions for any predictor. Eugene et al. [9] built up statics and dynamic gap safe screening rules for LASSO which are based on the gap between feasible points of LASSO and its dual problem. In the sense of the sparse solution of LASSO, screening rules can be applied to choose the regularization parameter. That is, screening rules imply the parameter selection approach of LASSO which guarantee the sparsity of the solution of LASSO is no more than a given constant. However, to the best of our knowledge, there are no regularization parameter selection results for NRM from optimal perspective. Note that NRM includes sparse vector selection (compress sensing) as a special case. Thus, NRM degrades into LASSO type problems when the unknown variable is vector.
One nature question occurs: can we establish the regularization parameter selection result for NRM?
In this paper, we give an affirmative answer and build up the regularization parameter selection rule for NRM. In order to do so, we present the dual form of NRM and establish the strong duality theorem.
With the help of duality theory, we can obtain the regularization parameter selection rule for NRM based on its dual solution, when the rank of the desired solution of NRM is no more than a constant. This is the primal result that can be used to select the regularization parameter, but it may be a complex work to get the dual solution. Furthermore, by analyzing the dual problem of NRM, we obtain a novel regularization parameter selection rule, which depends on feasible points of primal and dual problems.
Moreover, this idea is applied to the nuclear norm regularized least square minimization (LS-NRM) and the nuclear norm regularized Huber minimization (H-NRM), respectively. For every problem, the regularization parameter selection rule gives a sequence of closed-form parameters and the rank of the solution is bounded in these intervals. For the purpose of enlightening the regularization parameter selection rule, we consider signal shapes in Zhou and Li [35] . Numerical results show that the interval of the regularization parameter can be shrunken when the rank of the solution is given.
The rest of the paper is organized as follows. We review some related models and build up the duality theory of the general model NRM in Section 2. In Section 3, we show the general idea of the regularization parameter selection rule for NRM. We apply the regularization parameter selection rule to LS-NRM and H-NRM, respectively. In Section 5, we present the numerical results of the regularization parameter selection rule. Some conclusions are given in Section 6.
Notations:
For vector x ∈ R n , the 2-norm · 2 is defined as
. For any matrix M ∈ R p×q , suppose M has a singular value decomposition with nonincreasing singular values
where r = min p, q . There are some norms based on singular values of M . The Frobenius norm · F is defined as
The nuclear norm · * is the sum of singular values, i.e., M * = r i =1 σ i (M ). The spectral norm · 2 is the largest singular value, i.e., M 2 = σ 1 (M ).
Preliminary
In this section, we review the low rank matrix recovery problem (LRM) and its convex relaxation. In particular, we analyze the nuclear norm regularized minimization problem (NRM) and build up its duality theory.
The low rank matrix recovery problem is to find a low rank matrix B which satisfies some linear constraints, that is
where
given, is the noise vector and δ ≥ 0 is a constant. If δ = 0, the model is the noiseless LMR. Otherwise, it is the noise LMR. It is a NP-hard problem because rank(B ) is noncontinous and nonconvex. However, LMR has many important applications in statistics, machine learning and so on. See, e.g., [6] , [22] , [20] , [34] .
A popular technique is to solve LMR via its convex relaxation, which is the following well-known nuclear norm minimization problem (e.g., Fazel [11] )
Note that there are many researches on the theoretical guarantee that this relaxation problem yields the exact solution of the low rank matrix recovery problem under some conditions, such as the restricted isometry property (see, e.g., Recht et al. [24] , Cai and Zhang [3] ) and s-goodness condition (e.g., Kong et al. [16] ). There are much attention on methods to solve this convex relaxation problem. One popular model is the nuclear norm regularized least square minimization (LS-NRM). See (7) in Section 4. In statistics, when the noise has zero mean and constant variance, LS-NRM has good performance to recovery the low rank matrix. However, it is not efficient when the noise has heavy tails or outlier. In fact, the distribution of noise is not known in practice. In this sense, another recently attractive model is the nuclear norm regularized Huber minimization (H-NRM, see, e.g., Huber [15] , Sun [28] , Elsener and Geer [8] and Chen et al. [4] ). See (10) in Section 4.
How to choose the regularization parameter for nuclear norm regularized minimization problem is an essential question. In literatures of LS-NRM and H-NRM, cross validation is often used to select this parameter. To the best of our knowledge, there are no regularization parameter selection theoretical results from the point of optimization. In order to establish this kind of result, we introduce a general nuclear norm regularized minimization problem (NRM) as follows,
where f i : R → R is a proper, closed and convex function with 1 α -Lipschitz continuous gradient (α > 0). Obviously, this problem includes LS-NRM and H-NRM as special cases. In order to address that the solution of problem (1) depends on the regularization parameter λ, we denote it as B * (λ).
Duality theory plays an important role in building up the regularization parameter selection results. Thus, we consider the dual problem of NRM (1) . By introducing new variables
where (2) is
being the Lagrangian multiplier of problem (2) . By direct computation, we obtain that
Based on the definition of the conjugate function (see, Rockafellar [25] ), we know that
+∞, otherwise, and max
Therefore, the dual problem of (2) is
Denote the the solution of (3) as θ * (λ). The Karush-Kuhn-Tucker (KKT) system of (2) and (3) is
If a pair (B (λ), t(λ), θ(λ)) satisfies the KKT system, it is called the KKT point of (2) and (3). Note that (0, y)
is a feasible point of problem (2), Slater constraint qualification holds on this problem. Hence, we easily show the following duality theorem.
Theorem 2.1. (Strong duality theorem) If the solution of problem (2) exists, then there is a KKT point
such that the optimal values of problems (2) and (3) are equal, i.e.,
Here, B * (λ) is the solution of (1) and θ * (λ) is the solution of (3).
Regularization parameter selection rule
With the help of the duality theory in Section 2, we will present the general regularization parameter selection rule for NRM in this section, which clarifies the regularization parameter can be selected by feasible points of NRM and its dual problem. When solving NRM with the selected parameter, we can guarantee that the rank of its solution is no more than a given data.
It is clear that the solution of problem (1) is zero when the regularization parameter λ is sufficient large. We wonder the lower bound of the λ such that the corresponding solution is zero. The following lemma gives the interesting connection between zero solution of problem (1) and this lower bound.
The following statements hold.
(
Proof.
(1) Since B * (λ) = 0, by Theorem 2.1, we know that
Combing these results, we know that
Because f i is differentiable and its gradient is is α-strongly convex (Hiriart-Urruty and Lemaréchal [14] ). Then, the function G λ (θ) is nα-strongly concave and the problem (3) has an unique solution. Therefore, θ max is a solution of problem (3) and
Hence, the desired result follows.
According to the convexity of
. Therefore, we know that
Clearly, zero is a solution of NRM (1) when λ > λ max . Moreover,
0 is the unique solution.
From Lemma 3.1, without loss of generality, we focus on the case of the regularization parameter λ in (0, λ max ] with λ max > 0. We next show a basic result which claims the relationship between regularization parameter λ and the rank of the solution of NRM (1).
Proof. According to the KKT system of problems (2) and (3), we have
The desired conclusion follows from the formula of ∂ · * .
The above theorem presents the basic idea to choose the regularization parameter. That is, for any fixed regularization parameter, we may apply the dual solution θ * (λ) to decide whether the singular value of the B * (λ) is zero. Based on this, the rank of the B * (λ) can be bounded. Notice that when we apply Theorem 3.1 to choose the regularization parameter for NRM (1), we first need to get the solution of its dual problem (3). However, the dual solution may be hard to yield. Usually, we can easily obtain a feasible set which contains the dual solution. The following lemma states one feasible set based on the dual gap of problems (2) and (3). Here, f i in problem (2) is differentiable and its gradient is 1 α -Lipschitz continuous. Denote the duality gap of problems (2) and (3) (B (λ), t(λ) ) of problem (2) and θ(λ) of problem (3) , it holds that
Lemma 3.2. For any feasible points
Proof. Because f i is differentiable and its gradient is is α-strongly convex (Hiriart-Urruty and Lemaréchal [14] ). So, G λ (θ) is nα-strongly concave, i.e.,
for any θ 1 , θ 2 ∈ R n . Setting θ 1 = θ(λ) and θ 2 = θ * (λ), we have
It is true that
is the solution of problem (3). So, the last inequality can be simplified as
This, together with G λ (θ
Therefore, the conclusion is proved.
Lemma 3.2 means that the dual solution θ * (λ) is contained in the set
According to Theorem 3.1, if
then σ k (B * (λ)) = 0. Combining Theorem 3.1 and Lemma 3.2, we obtain the following regularization parameter selection rule.
Theorem 3.2. Let (B (λ), t(λ)) and θ(λ) be any feasible points of problems (2) and (3), respectively. For any
Proof. For any regularization parameter λ and feasible point θ(λ) of problem (3), Lemma 3.2 shows that the dual solution θ * (λ) is contained in the set
Following the inequalities of singular value in Roger [26] (see, page 454), we get
The desired result followed from Lemma 3.2 and the argument after it.
Clearly, Theorem 3.2 degrades to Theorem 3.1, when G ap(λ) = 0 and B = {θ * (λ)}. If we want the rank of the solution of NRM (1) is no more than a given constant, Theorem 3.2 implies that the regularization parameter λ can be decided by feasible points of problems (2) and (3). Comparing to Theorem 3.1, this result is more easy to implement.
Actually, one can choose any feasible points of problems (2) and (3) to obtain G ap(λ). For instance,
we give the following approach to obtain primal and dual feasible points. Let
is a feasible point of problem (3). Moreover, it is easy to check that
and t i (λ) = y i − 〈X i , B (λ)〉, (i = 1, 2, · · · , n) are feasible points of problem (2) . Clearly, these feasible points are related to θ max . Based on the definition of θ max , whether these feasible points can help to choose better regularization parameter depends on the specific form of f i .
In next sections, we give two specific forms of f i , which are least square function and Huber function.
We show the efficient regularization parameter selection results based on this type feasible points.
Two specific applications: LS-NRM and H-NRM
Section 3 gives the novel regularization parameter selection rule for the general nuclear norm regularized minimization problem. This section illustrates the applications of this rule on nuclear norm regularized least square minimization (LS-NRM) and nuclear norm regularized Huber minimization (H-NRM).
Regularization parameter selection rule for LS-NRM
It is well known that the nuclear norm regularized least square minimization (LS-NRM) is a popular method to recovery the low rank matrix. The model is given as
Here, we use the notation B * (l s) (λ) as the solution of (7). Corresponding to problem (1), it is easy to show
Clearly, it is a differentiable function with 1-Lipschitz continuous gradient. Interestingly, the dual form of (7) is a projection problem on a convex area, which is given as
Let θ max(l s) = arg max θ∈R n 〈y, θ〉 − max ], we can easily give the feasible points of problems (7) and (8) .
Therefore, the dual solution is contained in the set
In order to show the closed form of the regularization parameters, we define some new notations.
We are ready to give the regularization parameter selection rule for LS-NRM.
Here, the sequence of regularization parameters {λ
is given as
where λ
, and λ
Proof. From Theorem 3.2, we can get that if λ satisfies that
We simplify the above condition as
which is a quadratic inequality of λ. In order to solve it, we consider the following three cases.
max , λ needs to satisfy that
, λ needs to satisfy that λ > 0 and
Combing the above arguments and Theorem 3.2, we get the desired result.
Theorem 4.1 mainly state that we can get a sequence of regularization parameters of problem (7) and the rank of the solution is bounded in the corresponding intervals. Note that the formula of the regularization parameter λ k is computed by three cases in above theorem. It is worth to mention that
is a nondecrease function of k and a
= 0 is rarely happened in practice.
As in Section 2, the nuclear norm regularized least square minimization is an efficient tool when the noise has zero mean and constant variance. However, we do not know the distribution of the noise. To deal with this case, the nuclear norm regularized Huber minimization (H-NRM) is becoming attractive recently. In the proceed section, we focus on the regularization parameter selection rule for H-NRM.
Regularization parameter selection rule for H-NRM
It is well known that the Huber loss function is very important in statistics and machine learning (see, e.g., Huber [15] , Sun et al. [28] , Elsener and Geer [8] and Chen et al. [4] ), which is defined as
Clearly, the Huber function is differentiable and the gradient is 1-Lipschitz continuous. Moreover, we
give the conjugate function of the Huber function,
The nuclear norm regularized Huber minimization (H-NRM) is given as
The solution of problem (10) is denoted as B * (h) (λ). As a result, the dual form of problem (10) is
In a similar way in Section 4.1 for LS-NRM, we will give feasible points of problems (10) and (11), and present the sequence of regularization parameters of H-NRM. Note that when the solution of problem (10) is zero, its dual solution
is easily yielded as
Then θ max(h) = τ and the lower bound of regularization parameter that enforces the solution of problem (10) being zero is
max , the feasible points of problems (10) and (11) are set as follows.
. Moreover, we define some new 
t distribution
In order to present the efficiency of the regularization parameter selection rule for the nuclear norm is similar as above, except that the noise i ∼ t (3) as in Elsener and Geer [8] . 
Conclusion
With the help of duality theory, we propose a novel regularization parameter selection rule for the general nuclear norm regularized minimization problem (NRM), which is a popular model to recovery the low rank matrix. When we want the rank of the solution being no more than a constant, this rule helps to select the regularization parameter, which relates to feasible points of NRM and its dual problem. Moreover, this idea is applied to the nuclear norm regularized least square minimization and nuclear norm regularized Huber minimization, respectively. We get the sequence of closed-form regularization parameters of these two problems. Finally, we illustrate the regularization parameter selection rule on signal shapes, which indicate that our proposed rule can shrink the interval of the regularization parameter effectively.
