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Observation-Enhanced QoS Analysis of
Component-Based Systems
Colin Paterson, Radu Calinescu
Abstract—We present a new method for the accurate analysis of the quality-of-service (QoS) properties of component-based
systems. Our method takes as input a QoS property of interest and a high-level continuous-time Markov chain (CTMC) model of the
analysed system, and refines this CTMC based on observations of the execution times of the system components. The refined CTMC
can then be analysed with existing probabilistic model checkers to accurately predict the value of the QoS property. The paper
describes the theoretical foundation underlying this model refinement, the tool we developed to automate it, and two case studies that
apply our QoS analysis method to a service-based system implemented using public web services and to an IT support system at a
large university, respectively. Our experiments show that traditional CTMC-based QoS analysis can produce highly inaccurate results
and may lead to invalid engineering and business decisions. In contrast, our new method reduced QoS analysis errors by 84.4–89.6%
for the service-based system and by 94.7–97% for the IT support system, significantly lowering the risk of such invalid decisions.
Index Terms—Quality of service, component-based systems, Markov models, probabilistic model checking.
F
1 INTRODUCTION
Modern software and information systems are often con-
structed using complex interconnected components [1]. The
performance, cost, resource use and other quality-of-service
(QoS) properties of these systems underpin important engi-
neering and business decisions. As such, the QoS analysis
of component-based systems has been the subject of intense
research [2]–[5]. The solutions devised by this research can
analyse a broad range of QoS properties by using perfor-
mance models such as Petri Nets [6], [7], layered queuing
networks [8], Markov chains [9], [10] and timed automata
[11], together with tools for their simulation (e.g. Palladio
[12] and GreatSPN [13]) and formal verification (e.g. PRISM
[14] and UPPAAL [15]).
These advances enable the effective analysis of many
types of performance models. However, they cannot sup-
port the design and verification of real systems unless the
analysed models are accurate representations of the sys-
tem behaviour, and ensuring the accuracy of performance
models remains a major challenge. Our paper address this
challenge for continuous-time Markov chains (CTMCs), a type
of stochastic state transition models used for QoS analysis at
both design time [10], [16], [17] and runtime [18], [19]. To this
end, we present a tool-supported method for Observation-
based Markov chaiN refInement (OMNI) and accurate QoS
analysis of component-based systems.
The OMNI method comprises the five activities shown
in Fig. 1. The key characteristic of OMNI is its use of ob-
served execution times for the components of the analysed
system to refine a high-level abstract CTMC whose states
correspond to the operations executed by these components.
As such, the first OMNI activity is the collection of these
execution time observations, which can come from unit
• C. Paterson and R. Calinescu are with the Department of Computer
Science at the University of York, UK.
testing the components prior to system integration, from
logs of other systems that use the same components, or from
the log of the analysed system. The second OMNI activity
involves the development of a high-level CTMC model of
the system under analysis. This model can be generated
from more general software models such as annotated UML
activity diagrams as in [16], [20], or can be provided by
the system developers. The next OMNI activity requires the
formalisation of the QoS properties of interest as continuous
stochastic logic formulae.
The fourth activity of our OMNI method is the refine-
ment of the high-level model. OMNI avoids the synthesis
of unnecessarily large and inefficient-to-analyse models by
generating a different refined CTMC for each QoS property
of interest. This generation of property-specific CTMCs is
fully automated and comprises two steps. The first step,
called component classification, determines the effect of every
system component on the analysed QoS property. The sec-
ond step, called selective refinement, produces the property-
specific CTMC by using phase-type distributions [21] to
refine only those parts of the high-level CTMC that cor-
respond to components which influence the QoS property
being analysed. As such, OMNI-refined CTMCs model com-
ponent executions with much greater accuracy than tradi-
tional CTMC modelling, whose exponential distributions
match only the first moment of the unknown distributions
of the observed execution times.
In the last activity of our method, the refined CTMC
models generated by OMNI are analysed with the estab-
lished probabilistic model checker PRISM [14]. As illus-
trated by the two case studies presented in the paper, these
models support the accurate and efficient analysis of a
broad spectrum of QoS properties specified in continuous
stochastic logic [22]. As such, OMNI’s observation-enhanced
QoS analysis can prevent many invalid engineering and
business decisions associated with traditional CTMC-based
QoS analysis.
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21. Collect component
observations
2. Develop high-level
CTMC model
3. Specify QoS
properties
4. Run OMNI model
refinement tool
5. Run probabilistic
model checker
- unit-test components
- monitor component use
in other systems
- monitor system under
analysis
- generate from other
software models (e.g.,
UML activity diagrams)
- obtain from system
developers
- formalise the QoS
properties of interest
in continuous stochas-
tic logic (CSL)
- synthesise refined
CTMC models
through component
classification and
selective refinement
- verify refined CTMC
models using existing
probabilistic model
checker and formalised
QoS properties
Fig. 1: OMNI workflow for the QoS analysis of component-based systems
The OMNI activities 2, 3 and 5 correspond to the tradi-
tional method for QoS property analysis through probabilis-
tic model checking. Detailed descriptions of these activities
are available (e.g., in [23]–[27]) and therefore we do not
focus on them in this paper. Activities 1 and 4 are specific
to OMNI. However, the tasks from activity 1 are standard
software engineering practices, so the focus of our paper is
on the observation-based refinement techniques used in the
fourth activity of the OMNI workflow.
Like most methods for software performance engineer-
ing [28]–[30], OMNI supports both the design of new sys-
tems and the verification of existing systems. Using OMNI
to assess whether a system under design meets its QoS
requirements or to decide a feasible service-level agreement
for a system being developed requires the collection of
component observations by unit testing the intended system
components, or by monitoring other systems that use these
components. In contrast, for the verification of the QoS
properties of an existing system, component observations
can be collected using any of the techniques listed under
the first activity from Fig. 1, or a combination thereof.
A preliminary version of OMNI that did not include the
component classification step was introduced in [31]. This
paper extends the theoretical foundation from [31] with key
results that enable component classification, and therefore
the synthesis of much smaller and faster to analyse refined
CTMCs than those generated by our preliminary OMNI ver-
sion. This extension is presented in Section 4.2, implemented
by our new OMNI tool described in Section 5, and shown to
reduce verification times by 54–74% (compared to the pre-
liminary OMNI version) in Section 6.5. This is a particularly
significant improvement because the same QoS property is
often verified many times, to identify suitable values for the
parameters of the modelled system (e.g., see the case studies
from [32]–[36]). Additionally, we considerably extended and
improved the validation of OMNI by evaluating it for the
following two systems:
1) A service-based system that we implemented using six
real-world web services — two commercial web services
provided by Thales Group, three free Bing web services
provided by Microsoft, and a free WebserviceX.Net web
service. The evaluation of OMNI for this system was
based on lab experiments.
2) The IT support system at the Federal Institute of Edu-
cation, Science and Technology of Rio Grande do Norte
(IFRN), Brazil. This system has over 44,000 users — stu-
dents and IFRN employees (including IT support staff).
The evaluation of OMNI for this system was based on
real datasets obtained from the system logs.
The rest of the paper is structured as follows. Section 2
introduces the notation, terminology and theoretical back-
ground for our work. Section 3 describes the service-based
system used to evaluate OMNI, as well as to motivate and il-
lustrate our QoS analysis method throughout the paper. The
assumptions and theoretical results underlying the compo-
nent classification and selective refinement steps of OMNI
are presented in Section 4, and the tool that automates their
application is described in Section 5. Section 6 evaluates
the effectiveness of OMNI for the two systems mentioned
above. This evaluation shows that, compared to traditional
CTMC-based QoS analysis, our method (a) reduces analysis
errors by 84.4–89.6% for the service-based system and by
94.7–97% for the IT support system; and (b) lowers the risk
of invalid engineering and business decisions. The experi-
mental results also show a decrease of up to 71.4% in QoS
analysis time compared to our preliminary OMNI version
from [31]. Section 7 discusses the threats to the validity of
our results. The paper concludes with an overview of related
work in Section 8 and a brief summary in Section 9.
2 PRELIMINARIES
2.1 Continuous-time Markov chains
Continuous-time Markov chains [37] are mathematical mod-
els for continuous-time stochastic processes over countable
state spaces. To support the presentation of OMNI, we will
use the following formal definition adapted from [32], [38].
Definition 2.1. A continuous-time Markov chain (CTMC) is
a tuple
M = (S,pi,R), (1)
where S is a finite set of states, pi : S → [0, 1] is an initial-
state probability vector such that the probability that the
CTMC is initially in state si ∈ S is given by pi(si) and∑
si∈S pi(si) = 1, and R : S×S → R is a transition rate
matrix such that, for any states si 6=sj from S, R(si, sj)≥0
specifies the rate with which the CTMC transitions from
state si to state sj , and R(si, si)=−
∑
sj∈S\{si}R(si, sj).
We will use the notation CTMC(S,pi,R) for the continuous-
time Markov chain M from (1). The probability that this
CTMC will transition from state si to another state within t
time units is
1−e−t·
∑
sk∈S\{si}R(si,sk)
and the probability that the new state is sj ∈S \ {si} is
pij = R(si, sj) /
∑
sk∈S\{si}
R(si, sk). (2)
3A state s is an absorbing state if R(s, s′) = 0 for all s′ ∈ S,
and a transient state otherwise.
The properties of a CTMCM are analysed over its set of
finite and infinite paths PathsM. A finite path is a sequence
s1t1s2t2 . . . sk−1tk−1sk, where s1, s2, . . . , sk ∈ S, pi(s1) >
0, sk is an absorbing state, and, for all i = 1, 2, . . . , k − 1,
R(si, si+1) > 0 and ti > 0 is the time spent in state si. An
infinite path from PathsM is an infinite sequence s1t1s2t2 . . .
where pi(s1)>0, and, for all i≥1, si∈S, R(si, si+1)>0 and
the time spent in state si is ti>0. For any path ω∈PathsM,
the state occupied by the path at time t≥0 is denoted ω@t.
For infinite paths, ω@t=si, where i is the smallest index for
which t≤∑ij=1 tj . For finite paths, ω@t is defined similarly
if t ≤ ∑k−1j=1 tj , and ω@t = sk otherwise. Finally, the i-
th state on the path ω is denoted ω[i], where i ∈ N>0 for
infinite paths and i ∈ {1, 2, . . . , k} for finite paths.
Continuous-time Markov chains are widely used for the
modelling and analysis of stochastic systems and processes
from domains as diverse as engineering, biology and eco-
nomics [39], [40]. In this paper, we focus on the use of
CTMCs for the modelling and QoS analysis of component-
based software and IT systems. These systems are increas-
ingly important for numerous practical applications, and
advanced probabilistic model checkers such as PRISM [14],
MRMC [41] and Storm [42] are available for the efficient
analysis of their CTMC models.
2.2 Continuous stochastic logic
CTMCs support the analysis of QoS properties expressed
in continuous stochastic logic (CSL) [22], which is a temporal
logic with the syntax defined below.
Definition 2.2. Let AP be a set of atomic propositions, a∈
AP , p ∈ [0, 1], I an interval in R and ./ ∈ {≥, >,<,≤}.
Then a state formula Φ and a path formula Ψ in continuous
stochastic logic are defined by the following grammar:
Φ ::= true | a |Φ ∧ Φ | ¬Φ |P./p[Ψ] | S./p[Φ]
Ψ ::= XΦ |ΦU IΦ . (3)
CSL formulae are interpreted over a CTMC whose states
are labelled with atomic propositions from AP by a function
L :S→ 2AP . The (transient-state) probabilistic operator P and
the steady-state operator S define bounds on the probability
of system evolution. Next path formulae XΦ and until path
formulae Φ1U IΦ2 can occur only inside the probabilistic
operator P .
The semantics of CSL is defined with a satisfaction rela-
tion |= over the states s∈S and the paths ω∈PathsM of a
CTMC [38]. OMNI improves the analysis of QoS properties
expressed in the transient fragment of CSL,1 with semantics
defined recursively by:
s |= true ∀s ∈ S
s |= a iffa ∈ L(s)
s |= Φ1 ∧ Φ2 iff s |= Φ1 ∧ s |= Φ2
s |= ¬Φ iff ¬(s |= Φ)
s |= P./p[Ψ] iff Prs{ω ∈ PathsM | ω |= Ψ} ./ p
ω |= XΦ iff ω = s1t1s2 . . . ∧ s2 |= Φ
ω |= Φ1U IΦ2 iff ∃t∈I.(∀t′∈ [0, t). ω@t′ |=Φ1) ∧ ω@t |=Φ2
1. Steady-state properties only depend on the first moment of the
distributions of the times spent in the CTMC states, so they are already
computed accurately by existing CTMC analysis techniques.
where a formal definition for the probability measure Prs
on paths starting in state s is available in [32], [38]. Note
how according to these semantics [38], until path formulae
Φ1U
IΦ2 are satisfied by a path ω if and only if Φ2 is satisfied
at some time instant t in the interval I and Φ1 holds at all
previous time instants t′, i.e., for all t′ ∈ [0, t). Finally, a state
s satisfies a steady-state formula S./p[Φ] iff, having started
in state s, the probability of the CTMC being in a state where
Φ holds in the long run satisfies the bound ‘./ p’.
The shorthand notation Φ1UΦ2 ≡ Φ1U [0,∞)Φ2 and
F IΦ ≡ true U IΦ is used when I = [0,∞) in an until
formula and when the first part of an until formula is true,
respectively. Probabilistic model checkers also support CSL
formulae in which the bound ‘./ p’ from P./p[Ψ] is replaced
with ‘=?’, to indicate that the computation of the actual
bound is required. We distinguish between the probability
Prs{ω ∈ PathsM | ω |= Ψ} that Ψ is satisfied by the paths
starting in a state s, and the probability
P=?[Ψ] =
∑
s∈S pi(s)Prs{ω ∈ PathsM | ω |= Ψ}
= Prpi{ω ∈ PathsM | ω |= Ψ}
that Ψ is satisfied by the CTMC. In the analysis of system-
level QoS properties, we are interested in computing the
latter probability.
2.3 Phase-type distributions
OMNI uses phase-type distributions (PHDs) to refine the
relevant elements of the analysed high-level abstract CTMC.
PHDs model stochastic processes where the event of interest
is the time to reach a specific state, and are widely used in
the performance modelling of systems from domains rang-
ing from call centres to healthcare [43]–[45]. PHDs support
efficient numerical and analytical evaluation [21], and can
approximate arbitrarily close any continuous distribution
with a strictly positive density in (0,∞) [46], although PHD
fitting of distributions with deterministic delays requires
extremely large numbers of states.
A PHD is defined as the distribution of the time to
absorption in a CTMC with one absorbing state [21]. The
N ≥ 1 transient states of the CTMC are called the phases
of the PHD. With the possible reordering of states, the
transition rate matrix of this CTMC can be expressed as:
R =
[
D0 d1
0 0
]
, (4)
where the N × N sub-matrix D0 specifies only transition
rates between transient states, 0 is a 1 × N row vector of
zeros, and d1 is an N × 1 vector whose elements specify the
transition rates from the transient states to the absorbing
state. The elements from each row of R add up to zero
(cf. Definition 1), so we additionally have D01 + d1 = 0,
where 1 and 0 are column vectors of N ones and N zeros,
respectively. Thus, d1 = −D01 and the PHD associated
with this CTMC is fully defined by the sub-matrix D0 and
the row vector pi0 containing the first N elements of the
initial probability vector pi (as in most practical applications,
we are only interested in PHDs that are acyclic and that
cannot start in the absorbing state). We use the notation
PHD(pi0,D0) for this PHD.
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Fig. 2: High-level abstract CTMC modelling the handling of
a request by the web application
2.4 Erlang distributions
The Erlang distribution [47] is a form of PHD in which k
exponential phases, each with the same rate parameter λ,
are placed in series. The Erlang distribution has a (k + 1)-
element initial probability vector pi =
[
1 0 . . . 0
]
, such
that the system always starts in an initial state s0 and
successively traverses states s1, s2, . . . until it reaches an
absorbing state sk. The distribution represents the expected
time to reach the absorbing state, and has the cumulative
distribution function
F (k, λ, x) = 1−
k−1∑
i=0
(λx)i
i!
e−λx, (5)
for x ≥ 0, the mean m = kλ , and the variance kλ2 = m
2
k
(which approaches zero as k →∞).
3 MOTIVATING EXAMPLE: QOS ANALYSIS OF A
WEB APPLICATION
To illustrate the limitations of traditional CTMC-based QoS
analysis, we consider a travel web application that handles
two types of requests:
1. Requests from users who plan to meet and entertain a
visitor arriving by train.
2. Requests from users looking for a possible destination
for a day trip by train.
The handling of these requests by the application is mod-
elled by the high-level abstract CTMC from Fig. 2, which
can be obtained from a UML activity diagram of the ap-
plication. The method for obtaining a Markov chain from
an activity diagram is described in detail in [16], [20], [48],
[49]. This method requires annotating the outgoing edges of
decision nodes from the diagram with the probabilities with
which these edges are taken during the execution of the
modelled application. Markov model states are then created
for each of the activities, decision and start/end nodes
in the diagram, and state transitions are added for each
edge between these nodes; the transitions corresponding to
outgoing edges of decision nodes “inherit” the probabilities
that annotate these edges, while all other transition proba-
bilities have a value of 1.0.
The initial state s1 of the CTMC from Fig. 2 corresponds
to finding the location of the train station. For the first
request type, which is expected to occur with probability
p1, this is followed by finding the train arrival time (state
s2), identifying suitable restaurants in the area (state s4),
obtaining a traffic report for the route from the user’s
location to the station (state s6), and returning the response
to the user (state s7).
For the second request type, which occurs with prob-
ability 1 − p1, state s1 is followed by finding a possible
destination (state s3), and obtaining a weather forecast for
this destination (state s5). With a probability of p2 the
weather is unsuitable and a new destination is selected
(back to state s3). Once a suitable destination is selected,
the traffic report is obtained for travel to the station (state
s6) and the response is returned to the user (state s7).
The component execution rates λ1 to λ6 depend on
the implementations used for these components, and we
consider that a team of software engineers wants to decide
if the real web services from Table 1 are suitable for building
the application. If they are suitable, the engineers need:
1. To select appropriate request-handling times to be speci-
fied in the application service-level agreement (SLA);
2. To choose a pricing scheme for the application.
Accordingly, the engineers want to assess several QoS
properties of the travel application variant built using these
publicly available web services:
P1 The probability of successfully handling user re-
quests in under T seconds, for 0<T ≤4.
P2 The probability of successfully handling “day trip”
requests in under T seconds, for 0<T ≤4.
P3 The expected profit per request handled, assuming
that 1 cent is charged for requests handled within T
seconds and a 2-cent penalty is paid for requests not
handled within 3 seconds, for 0 < T ≤ 3.
Service response times are assumed exponentially dis-
tributed in QoS analysis based on CTMC (as well as queue-
ing network) models. Therefore, the engineers use observed
service execution times ti1, . . . , tin for service i to estimate
the service rate λi as
λi =
(
ti1 + ti2 + · · ·+ tin
n
)−1
. (6)
These execution times can be taken from existing logs (e.g.
of other applications that use the same services) or can
be obtained through testing the web services individually.
Finally, a probabilistic model checker is used to analyse
properties P1–P3 of the resulting CTMC. For this purpose,
the three properties are first formalised as transient-state
CSL formulae:
P1 P=?[F [0,T ]complete]
P2 P=?[¬arrivals U [0,T ]complete]/(1− p1)
P3 P=?[F [0,T ]complete]− 2 · P=?[F (3,∞)complete]
(7)
The value of T to be specified in the SLA is unknown a
priori and hence we evaluate each property for a range of T
values where 0<T ≤4 for P1 and P2, and 0<T ≤3 for P3.
To replicate this process, we implemented a prototype
version of the application and we used it to handle 270
randomly generated requests for p1 = 0.3 and p2 = 0.1.
5TABLE 1: Web services considered for the web application
Label Thid-party service URL rate(s-1)
location Bing location service http://dev.virtualearth.net/REST/v1/Locations 9.62
arrivals Thales rail arrival board http://www.livedepartureboards.co.uk/ldbws/ 19.88
departures Thales rail departures board http://www.livedepartureboards.co.uk/ldbws/ 19.46
search Bing web search https://api.datamarket.azure.com/Bing/Search 1.85
weather WebserviceX.net weather service http://www.webservicex.net/globalweather.asmx 1.11
traffic Bing traffic service http://dev.virtualearth.net/REST/v1/Traffic 2.51
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Fig. 3: Predicted (dashed lines) versus actual (continuous lines) property values
Obtaining transition probabilities for Markov chains from
real-world systems, and the effects of transition probabili-
ties on system performance, have previously been consid-
ered [50], [51]. To decouple these effects from those due
to the temporal characteristics of component behaviours,
we utilise fixed probabilities for our motivating example.
However, for the second system used to evaluate OMNI
(Section 6.1) we extract the transition probabilities from
system logs, showing that OMNI also provides significant
improvements in verification accuracy in this setting. We
obtained sample execution times for each web service (be-
tween 81 for arrivals and search and 270 for location and
traffic), and we applied (6) to these observations, calculating
the estimate service rates from Table 1. Note that these
observations are equivalent to observations obtained from
unit testing the six services separately. This is due to the
statistical independence of the execution times of different
services, which we confirmed by calculating the Pearson
correlation coefficient of the observations for every pair of
services – the obtained coefficient values, between −0.17
and +0.11, indicate lack of correlation. We then used the
model checker PRISM [14] to analyse the CTMC for these
rates, and thus to predict the values of properties (7).
To assess the accuracy of the predictions, we also cal-
culated the actual values of these properties at each time
value T using detailed timing information logged by our
application. The error associated with a single property
evaluation may be quantified as the absolute difference
between actual and predicted values
|actual(T )− predicted(T )| (8)
The predictions obtained through CTMC analysis and the
actual property values across the range of T values are
compared in Fig. 3. The errors reported in the figure are
calculated using the distance measure recommended for
assessing the overall error of CTMC/PHD model fitting in
[21], [52]–[54], i.e., the area difference between the actual
and the predicted property values:
error =
∫ Tmax
0
|actual(T )− predicted(T )| dT, (9)
where Tmax = 4 for properties P1 and P2, and Tmax = 3
for property P3.2 Later in the paper, we will use this error
measure to assess the improvements in accuracy due to
the OMNI model refinement. In this section we focus on
the limitations of CTMC-based transient analysis. Therefore,
recall that the software engineers must make their decisions
based only on the predicted property values from Fig. 3;
two of these decisions and their associated scenarios are
described below.
Scenario 1. The engineers note that:
(a) the predicted overall success probability (property P1) at
T=1s is 0.415 (marked 1a in Fig. 3), i.e., slightly over 40%
of the requests are predicted to be handled within 1s;
(b) the predicted day-trip success probability (property P2)
at T = 1s is 0.363 (1b in Fig. 3), i.e., over 36% of the
day-trip requests are predicted to be handled within 1s;
(c) the expected profit (property P3) at T = 1s, i.e., when
charging 1 cent for requests handled within 1s, is
0.27 cents (1c in Fig. 3).
Accordingly, the engineers decide to use the services from
Table 1 to implement the travel web application, with an
SLA “promising” that requests will be handled within 1s
2. Both underestimation and overestimation of QoS property values
contribute to the error because both can lead to undesirable false posi-
tives or false negatives when assessing whether QoS requirements are
met. For example, overestimates of the overall success probability of a
system can falsely indicate that a requirement that places a lower bound
on this probability is met and the system is safe to use (false negative),
while underestimates of the same property can falsely indicate that
the requirement is violated and the system should not be used (false
positive).
6with 0.4 success probability, “day trip” requests will be han-
dled within 1s with 0.35 success probability, and charging
1 cent for requests handled within 1s. As shown in Fig. 3, the
actual property values at T = 1s are 0.164 for P1 (marked
1a′ in Fig. 3), 0 for P2 (1b′ in Fig. 3) and 0.09 cents for P3 (1c′
in Fig. 3), so this decision would be wrong – both promises
would be violated by a wide margin, and the actual profit
would be under a third of the predicted profit.
Scenario 2. The engineers observe that the success probabil-
ities of handling requests or “day trip” requests within 2s
are below 0.8 – the predicted values for properties P1 and
P2 at T = 2s are 0.79 (2a in Fig. 3) and 0.74 (2b in Fig. 3),
respectively; and/or that the expected profit is below 0.7
cents per request when charging 1 cent for each request
handled within 2s (2c in Fig. 3). As such, they decide to
look for alternative services for the application. As shown
by points 2a’–2c’ in Fig. 3, all the constraints underpinning
this decision are actually satisfied, so the decision would
also be wrong.
We chose the times and constrains in the two hypothetical
decisions to show how the current use of idealised CTMC
models in QoS analysis may yield invalid decisions. The fact
that choosing different times and constrains could produce
valid decisions is not enough: engineering decisions are
meant to be consistently valid, not down to chance. It is this
major limitation of traditional CTMC-based QoS analysis
that our CTMC refinement method addresses as described
in the next section.
4 THE OMNI METHOD FOR CTMC REFINEMENT
4.1 Overview
OMNI addresses the refinement of high-level CTMC models
CTMC(S,pi,R) of software systems that satisfy the follow-
ing assumptions:
• Each state si ∈ S corresponds to a component of the
system, and pi(si) is the probability that si is the initial
component executed by the system;
• For any distinct states from si, sj ∈S, the transition rate
R(si, sj) = pijλi, where pij represents the (known or
estimated) probability (2) that component i is followed
by component j and λi is obtained by applying (6) to ni
observed execution times τi1, τi2, . . . , τini of component
i;
• Each state si ∈ S is labelled with the name of its corre-
sponding component, which we will call “component i”
for simplicity.
This CTMC model makes the standard assumption that
component execution times are exponentially distributed.
However, this assumption is typically invalid for two rea-
sons. First, each component i has a delay δi (i.e. minimum
execution time) approximated by
δi ≈
ni
min
j=1
τij (10)
such that its probability of completion within δ(si) time
units is zero. In contrast, modelling the execution time of the
component as exponentially distributed with rate λi yields
a non-zero probability 1 − e−λiδi of completion within δi
time units. Second, even the holding times
τ ′i1 = τi1 − δi, τ ′i2 = τi2 − δi, . . . , τ ′ini = τini − δi (11)
of the component are rarely exponentially distributed.
Example 1. Fig. 4a shows the empirical cumulative distri-
bution functions (CDFs) for the execution times of the six
services from our motivating example (cf. Table 1), and the
associated exponential models with rates given by (6). The
six services have minimum observed execution times δ1 to
δ6 between 45ms and 0.71s (due to network latency and
request processing time), and their exponential model is
a poor representation of the observed temporal behaviour.
Furthermore, the best-fit exponential model of the observed
holding times for these services (shown in Fig. 4b) is also
inaccurate.
OMNI overcomes these significant problems by gener-
ating a refined CTMC for each QoS property of interest in
two steps, and uses standard probabilistic model checking
to analyse the refined CTMC. As shown in Fig. 5, the
first OMNI step, called component classification, partitions
the states of the high-level CTMC into subsets that require
different types of refinement because of the different impact
of their associated system components on the analysed
property. For instance, components unused on an execu-
tion path have no effect on QoS properties (e.g. response
time) associated solely with that path, and therefore their
corresponding states from the high-level CTMC need not be
refined. The second OMNI step, called selective refinement,
replaces the states which correspond to components that im-
pact the analysed property with new states and transitions
that model the delays and holding times of these compo-
nents by means of Erlang distributions [47] and phase-type
distributions (PHDs) [21], respectively.
As shown by our experimental results from Section 6, the
two-step OMNI process produces refined CTMCs that are
often much smaller and faster to analyse than the CTMCs
obtained by obliviously refining every state of the high-
level CTMC, e.g. as done in our preliminary work from
[31]. These benefits dominate the slight disadvantage of
having to refine the high-level CTMC for each analysed
property, which is further mitigated by our OMNI tool by
caching and reusing refinement results across successive
refinements of the same high-level CTMC, as described
in Section 5. Likewise, modelling the delay and holding
time of system components separately (rather than using
single-PHD fitting) yields smaller and more accurate refined
models, in line with existing theory [46] and our preliminary
results from [31].
Several factors can impede or impact the success of our
OMNI method:
1. Components with execution times that are not statis-
tically independent. Markov models assume that the
transition rates associated with different states are sta-
tistically independent. If the execution times of differ-
ent components are not independent (e.g., because the
components are running on the same server), then this
premise is not satisfied, and OMNI cannot be applied.
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2. Changing component behaviour. If the system compo-
nents change their behaviour significantly over time,
then OMNI cannot predict the changed behaviour. This
is a more general difficulty with model-based prediction.
3. Insufficient observations of component execution times.
The accuracy of OMNI-refined models decreases when
fewer observations of the system components are avail-
able. We provide details about the impact of the training
dataset size on the OMNI accuracy in Section 6.4.
The component classification and selective refinement
steps of OMNI are presented in the rest of this section.
4.2 Component classification
Given a high-level CTMC model CTMC(S,pi,R) of a sys-
tem, and a QoS property encoded by the transient CSL
formula P=?[Φ1U IΦ2], this OMNI step builds a partition
S = SX ∪ SO ∪ S1 ∪ S2 ∪ . . . ∪ Sm (12)
of the state set S. Intuitively, the “eXclude-from-refinement”
set SX will contain states with zero probability of occurring
on paths that satisfy Φ1U IΦ2; the “Once-only” set SO will
contain states with probability 1.0 of appearing once and
only once on every path that satisfies Φ1U IΦ2; and each
“together” set Si will contain states that can only appear as
a sequence on paths that satisfy Φ1U IΦ2. Formal definitions
of the disjoint sets SX, SO, and S1 to Sm and descriptions of
their roles in OMNI are provided in Sections 4.2.1–4.2.3.
4.2.1 Exclude-from-refinement state sets
Definition 4.1. The exclude-from-refinement state set SX as-
sociated with an until path formula P=?[Φ1U IΦ2] over the
continuous-time Markov chainM = CTMC(S,pi,R) is the
set of CTMC states
SX = {s ∈ S | P=?[(¬s ∧ Φ1)UΦ2] = P=?[Φ1UΦ2]}, (13)
where, for each state s ∈ S, AP is extended with an atomic
proposition also named ‘s’ that is true in state s and false
in every other state. Thus, SX comprises all states s for
which the probability P=?[(¬s∧Φ1)UΦ2] of reaching a state
satisfying Φ2 along paths that do not contain state s and on
which Φ1 holds in all preceding states is the same as the
probability P=?[Φ1UΦ2] of reaching a state that satisfies Φ2
along paths on which Φ1 holds in all preceding states.
Theorem 1. Let SX be the exclude-from-refinement state set
associated with the until path formula P=?[Φ1U IΦ2] over
the continuous-time Markov chain M = CTMC(S,pi,R)
with atomic proposition set AP . Then, for any I⊆R≥0, the
probability P=?[Φ1U IΦ2] does not depend on the transition
times from states in SX.
8Proof. The proof is by contradiction. Consider a generic state
sX ∈ SX and the following sets of paths:
A={ω∈PathsM |∃t > 0 . (ω@t |=Φ2 ∧
(∀t′∈ [0, t).ω@t′ |=Φ1))}
B={ω∈PathsM |∃t > 0 . (ω@t |=Φ2 ∧
(∀t′∈ [0, t).ω@t′ |=Φ1 ∧ ω@t′ 6=sX))}
C={ω∈PathsM |∃t > 0 . (ω@t |=Φ2 ∧
(∀t′∈ [0, t).ω@t′ |=Φ1) ∧ (∃t′ ∈ [0, t).ω@t′ = sX))}
As A=B ∪C and B ∩C=∅, we have Prpi(A) = Prpi(B) +
Prpi(C). However, according to (13), Prpi(A)=P=?[Φ1UΦ2]
=P=?[(¬s ∧ Φ1)UΦ2]=Prpi(B), so Prpi(C)=0.
Assume now that the time spent by the CTMC in state sX
has an impact on the value of P=?[Φ1U IΦ2] over Paths
M
for an interval I ⊆ R≥0. This requires that, at least for some
(possibly very small) values of the time tX > 0 spent in sX,
sX appears on paths from a set
C ′={ω∈PathsM |∃t∈I. (ω@t |=Φ2 ∧
(∀t′∈ [0, t).ω@t′ |=Φ1) ∧ (∃t′ ∈ [0, t).ω@t′ = sX))}
such that Prpi(C ′) > 0; otherwise, varying tX cannot have
any impact on
P=?[Φ1U
IΦ2] = Prpi{ω∈PathsM |∃t ∈ I . (ω@t |=Φ2 ∧
(∀t′∈ [0, t).ω@t′ |=Φ1))}
However, since C ′ ⊆ C we must have Prpi(C) ≥ Prpi(C ′)
> 0, which contradicts our earlier finding that Prpi(C) = 0,
completing the proof.
Theorem 1 allows OMNI to leave the states from SX
unrefined with no loss of accuracy in the QoS analysis
results. The theorem also provides a method for obtaining
SX by computing the until formula P=?[(¬s ∧ Φ1)UΦ2] for
each state s of the high-level CTMC (i.e. for each system
component) and comparing the result with the value of the
CSL formula P=?[Φ1UΦ2], which is only computed once.
Existing probabilistic model checkers compute these un-
bounded until formulae very efficiently, as they only depend
on the probabilities (2) of transition between CTMC states
and not on the state transition rates [32], [38].3
Example 2. Consider the QoS properties (7) of the web
application from our motivating example. For property P2
and the high-level CTMC model from Fig. 2, we have
P=?[¬arrivals U complete] = 1− p1 =
P=?[(¬s2 ∧ ¬arrivals) U complete] =
P=?[(¬s4 ∧ ¬arrivals) U complete] =
P=?[(¬s7 ∧ ¬arrivals) U complete],
(and P=?[(¬s∧¬arrivals)Ucomplete] 6=1−p1 for any other
state s), so SX = {s2, s4, s7} for P2. Applying Theorem 1 to
the other two properties from (7) yields SX ={s7}.
3. To asses the time taken by model checking, an experiment was
carried out to evaluate each state from the motivating example for
inclusion in SX. This experiment was repeated 30 times and the average
time taken by model checking each state was found to be 1.6ms.
4.2.2 Once-only state sets
Definition 4.2. The once-only state set SO associated with an
until path formula P=?[Φ1U IΦ2] over the continuous-time
Markov chainM = CTMC(S,pi,R) is the set
SO ={s∈S\SX | P>0[Φ1UΦ2] ∧ P≤0[(¬s∧Φ1)UΦ2] ∧
∀s′ ∈ S . (s |= P>0[Xs′]→ s′ |= P≤0[¬SXUs])},
(14)
where the until formula ¬SXUs holds for paths that reach
state s without going through any states from SX (which
corresponds to labelling the states from SX with the atomic
proposition ‘SX’).
The next theorem asserts that for every state sO from SO,
P=?[Φ1U
IΦ2] can be calculated by applying the probability
measure Prpi to the set of paths ω which, in addition to
satisfying the clause specified by the CSL semantics (i.e.,
∃t ∈ I.(∀t′ ∈ [0, t). ω@t′ |= Φ1) ∧ ω@t |= Φ2), contain sO
once and only once before time instant t. Using the unique
existential quantifier ∃!, the last clause can be formalised as
∃!i . (ω[i] = sO ∧
∑i
j=1 tj < t), where tj is the time spent in
the j-th state on the path (cf. Section 2.1).
Theorem 2. Let SO be the once-only state set associated with
the until path formula P=?[Φ1U IΦ2] over the continuous-
time Markov chain M = CTMC(S,pi,R). Then, for any
state sO ∈ SO and interval I⊆R≥0,
P=?[Φ1U
IΦ2] = Prpi{ω∈PathsM |
∃t∈I . (ω@t |=Φ2 ∧ (∀t′∈ [0, t) . ω@t′ |=Φ1) ∧
∃!i . (ω[i] = sO ∧
∑i
j=1 tj < t))}.
(15)
Proof. Let A′ denote the subset of PathsM from (15). Ac-
cording to CSL semantics, P=?[Φ1U IΦ2] = Prpi(A) where
A = {ω∈PathsM |∃t ∈ I . (ω@t |=Φ2 ∧
(∀t′∈ [0, t).ω@t′ |=Φ1))}.
SinceA′ ⊆ A, we have P=?[Φ1U IΦ2]=Prpi(A)=Prpi(A′)+
Prpi(A \ A′), so to prove the theorem we must show that
Prpi(A \ A′) = 0. To this end, we partition A \ A′ into
two disjoint subsets: A1, comprising the paths that do not
contain state sO before time t from the first line of (15), and
A2, comprising the paths that contain state sO before time t
more than once. Since P≤0[(¬sO∧Φ1)UΦ2] holds (according
to the definition of SO), Prpi(A1) = 0. Similarly, since ∀s′ ∈
S . (sO |= P>0[Xs′]→ s′ |= P≤0[¬SXUsO]) holds, the set of
paths satisfying Φ1U IΦ2 and containing sO twice (without
reaching states in SX) occur with probability zero. As A2
is included in this set, we necessarily have Prpi(A2) = 0.
We conclude that Prpi(A \ A′) = Prpi(A1) + Prpi(A2) = 0,
which completes the proof.
OMNI exploits Theorem 2 in two ways. First, since SO
states correspond to system components always executed
before Φ1U IΦ2 becomes true, P=?[Φ1U IΦ2] = 0 for any
interval I ⊆
[
0,
∑
si∈SO δi
)
, where δi is the delay (10)
of the component i associated with state si. Therefore,
OMNI returns a zero probability in this scenario without
performing probabilistic model checking. Second, because
the components associated with SO states are executed
precisely once on relevant CTMC paths, no modelling of
their delays is required, and OMNI only needs to model the
9holding times of these states. Importantly, obtaining SO to
enable these simplifications only requires the probabilities
of unbounded until and next path formulae (cf. (14)), which
probabilistic model checkers can compute efficiently for the
reasons we explained earlier in this section.
Example 3. Consider property P1 from the QoS proper-
ties (7) in our motivating example: P=?[F [0,T ]complete].
In line with definition (14), we obtain the set SO for this
property by first evaluating the following CSL formulae for
the high-level CTMC from Fig. 2:
• P>0[trueUcomplete] which holds as P=?[F complete]=1
• P≤0[(¬s∧ true)Ucomplete]=P≤0[¬sUcomplete], which
holds only for states s1 and s6.
The constraint ∀s′∈S.(s |=P>0[Xs′]→ s′ |=P≤0[¬SXUs]) is
then checked only for the SO-candidate states s = s1
and s = s6, taking into account the fact that SX = ∅
(cf. Example 2). For instance, since s1 |= P>0[Xs′] only for
s′ ∈ {s2, s3}, and s2, s3 |= P≤0[true U s1], we conclude
that s1 ∈ SO. Similarly, s6 |= P>0[Xs′] only if s′ = s7 and
s7 |= P≤0[true U s6], so s6 ∈ SO, giving SO = {s1, s6}. It is
easy to show that the same “once-only” state set is obtained
for the other two properties from (7).
4.2.3 Together state sets
Finally, the result in this section supports the calculation
and exploitation of the “together” state sets from (12).
Definition 4.3. The together state sets S1, S2, . . . , Sm for an
until path formula P=?[Φ1U IΦ2] over the Markov chain
M = CTMC(S,pi,R) are the state sets comprising the same
elements as the m state sequences returned by function
TOGETHERSEQS(CTMC(S,pi,R), SX, SO) from Algorithm 1,
where SX and SO are the exclude-from-refinement and once-
only state sets for the formula.
The function TOGETHERSEQS builds the m state se-
quences in successive iterations of its outer while loop
(lines 3–26). The set States maintains the states yet to be
allocated to sequences (initially S \(SX∪ SO), cf. line 2), and
each new sequence T starts with a single element picked
randomly from States (line 4). The inner while loop in
lines 7–24 “grows” this sequence. First, the if statement in
lines 8–15 tries to grow the sequence to the left with a state
s that “precedes” the sequence, in the sense that the only
outgoing CTMC transition from s is to the sequence head,
and the only way of reaching the sequence head is through
an incoming CTMC transition from s. Analogously, the if
statement in lines 16-23 grows the sequence to the right, by
appending to it the state that “succeeds” the state at the
tail of the sequence, if such a “successor” state exists. The
predecessor and successor states of a state s are computed
by the functions PRED and SUCC, respectively, where these
functions return NIL if the states they attempt to find do not
exist. The inner while loop terminates when the States set
becomes empty or the sequence T has no more predecessors
or successors, so the flags left and right are set to false in
lines 13 and 21, respectively. On exit from this while loop,
the sequence T is added to the set of sequences TS , which is
returned (line 27) after the outer while loop also terminates
Algorithm 1 Generation of “together” state sequences
1: function TOGETHERSEQS(CTMC(S,pi,R), SX, SO)
2: TS ← ∅, States ← S \ (SX ∪ SO)
3: while States 6= ∅ do
4: s← PICKANYELEMENT(States)
5: T ← 〈s〉, States ← States \ {s}
6: left , right ← true
7: while (left ∨ right) ∧ States 6= ∅ do
8: if left then
9: s← PRED(HEAD(T ),States, S,pi,R)
10: if s 6= NIL then
11: T ← 〈s〉_T , States ← States \ {s}
12: else
13: left ← false
14: end if
15: end if
16: if right then
17: s← SUCC(TAIL(T ),States, S,pi,R)
18: if s 6= NIL then
19: T ← T_〈s〉, States ← States \ {s}
20: else
21: right ← false
22: end if
23: end if
24: end while
25: TS ← TS ∪ {T}
26: end while
27: return TS
28: end function
29: function PRED(s,States, S,pi,R)
30: if pi(s) > 0 then return NIL end if
31: for s′ ∈ States do
32: if R(s′, s)>0 ∧ ∀s′′∈S\{s, s′} .
(R(s′, s′′)=0 ∧ R(s′′, s)=0) then
33: return s′
34: end if
35: end for
36: return NIL
37: end function
38: function SUCC(s,States, S,pi,R)
39: for s′ ∈ States do
40: if pi(s′) = 0 ∧R(s, s′)>0 ∧ ∀s′′∈S\{s, s′} .
(R(s, s′′)=0 ∧ R(s′′, s′)=0) then
41: return s′
42: end if
43: end for
44: return NIL
45: end function
when States becomes empty. Termination is guaranteed
since at least one element is removed from States in each
iteration of this while loop (in line 5).
To analyse the complexity of TOGETHERSEQS, we note
that the worst case scenario corresponds to SX = SO = ∅
and to the function returning only sequences of length 1,
in which case the outer while loop is executed |S| times
with both PRED and SUCC invoked once in each iteration.
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The if statements from PRED and SUCC perform O(|S|)
comparisons, and are executed within for loops with O(|S|)
iterations, yielding an O(|S|2) complexity for each function,
and an overall O(|S|3) complexity for the algorithm.
Theorem 3. If T = 〈si1, si2, . . . , siNi〉 is one of the se-
quences returned by TOGETHERSEQS, ω a path that satisfies
Φ1U
IΦ2 for an interval I ⊆R≥0, and t∈ I the earliest time
when ω@t |= Φ2 (with ω@t′ |= Φ1 for all t′ ∈ [0, t)), then up
to time t the states from T can only appear on ω as complete
sequences . . . si1ti1si2ti2 . . . siNitiNi . . ..
Proof. The case Ni = 1 is trivial, so we assume Ni > 1 in
the rest of the proof. We have two cases: either ω contains
no states from T , or it contains at least one state from T .
In the former case, the theorem is proven. In the latter case,
consider any state sij that occurs on ω, 1 ≤ j ≤ Ni. The
states si1, si2, . . . , si,j−1 must also occur on ω, in this order
and just before sij , as transitioning through each of these
states is the only way to reach sij in the CTMC. Moreover,
si,j+1, si,j+2, . . . , siNi must immediately follow sij on ω
(in this order) because sij is not an absorbing state and its
only outgoing transition is to si,j+1, etc. Hence, the path
is of the form ω=s1t1s2t2 . . . sxtxsi1ti1si2ti2 . . . siNitiNi . . .
for some x ≥ 0. To prove that this occurrence of all states
from T on ω is either up to or after time t, we show
that it is not possible to have ω@t = sij for any j < N .
Indeed, if we assume ω@t = sij then according to the
hypothesis sij |= Φ2 must hold. As this must be true not
only for ω but also for any other path ω′ that satisfies Φ1UΦ2
and contains the states from T , definition (13) implies that
si,j+1, si,j+2, . . . , siNi ∈ SX because ω′ comprises states that
satisfy Φ1 followed by state sij that satisfies Φ2, followed by
the si,j+1, si,j+2, . . . , siNi . However, having states from T in
SX is not possible since line 2 of TOGETHERSEQS removes Sx
from the set of states used to generate T .
Theorem 3 allows OMNI to model the delays of all states
in the same “together” set Si, 1 ≤ i ≤ m, as a joint delay
∆i =
Ni∑
j=1
δij , (16)
since the relevant part of any path that influences the value
of P=?[Φ1U IΦ2] = 0 contains either all these states or none
of them.
Example 4. Consider again the QoS properties (7) of the
web application from our motivating example. For prop-
erty P2, TOGETHERSEQS is called with SX = {s2, s4, s7}
(cf. Example 2) and SO = {s1, s6} (cf. Example 3), so it
starts with States = {s1, s2, . . . , s7} \ (SX ∪ SO) = {s3, s5}
in line 2. Irrespective of which of s3 and s5 is picked in
line 5, the other state will be added to the same “together”
sequence since the two states always follow one another
with no intermediate states. The “together” sets for the other
two properties from (7) are given in Table 2, which brings
together the results from Examples 2–4.
4.3 Selective refinement
The second OMNI step models the delays and holding
times of the relevant components of the analysed system
TABLE 2: CTMC state partition for the web application
properties
Property SX SO S1, S2, . . . , Sm
P1 {s7} {s1, s6} {s2, s4}, {s3, s5}
P2 {s2, s4, s7} {s1, s6} {s3, s5}
P3 {s7} {s1, s6} {s2, s4}, {s3, s5}
(a) Model of “together” components i1, i2, . . . , iNi in the high-level CTMC
siNi
p1λiNi
p2λiNi
si1 si2
λi1 λi2
x1
x2
sa
sb
sc
sd
(showing generic incoming transitions of rates x1, x2, ... from states sa, sb, ...
into state si1, and generic outgoing transitions of probabilities p1, p2, . . . and
rate λiNi from state siNi to states sc, sd, . . .)
(b) Model of components i1, i2, . . . , iNi after joint delay modelling
zi1 zi2 ziki
λEi λ
E
i λ
E
i
Erlang delay model
s′iNi
p1λ
′
iNi
p2λ
′
iNi
s′i1 s
′
i2
λ′i1 λ
′
i2
x1
x2
sa
sb
sc
sd
Fig. 6: Joint delay modelling for “together” state set Si
whose final state siNi has Mi ≥ 1 outgoing transitions
according to the rules established in the previous section.
These rules are summarised in Table 3, and require methods
for joint delay modelling (for components associated with
“together” CTMC states) and for individual holding time
modelling (for components not associated with SX states).
The two methods are described next.
4.3.1 Joint delay modelling
For each “together” set Si = {si1, si2, . . . , siNi}, OMNI
extends the CTMC with additional states and transitions
that model the joint delay ∆i from (16) by means of an
Erlang distribution, i.e., a sum of several independent ex-
ponential distributions with the same rate [47]. As shown
in Fig. 6, this involves replacing the states from Si with
a sequence of delay-modelling states zi1, zi2, . . . , ziki that
encode an Erlang-ki distribution of rate λEi , followed by
states s′i1, s
′
i2, . . . , s
′
iNi
with transitions matching those from
the high-level CTMC but of rates λ′i1, λ
′
i2, . . . , λ
′
iN .
However, delays are not modelled perfectly by Erlang
distributions: for any error  ∈ (0, 1), there is a (small)
probability p that the refined CTMC leaves state ziki within
∆i(1− ) time units of entering zi1. Given specific values
for  and p, the theorem below supports the calculation of
the parameters ki, λEi and λ
′
i1 to λ
′
iNi
for our joint delay
modelling.
Theorem 4. Given an error bound  ∈ (0, 1), if the joint
delay modelling parameters ki, λEi and λ
′
i1 to λ
′
iNi
satisfy
(a) 1−∑ki−1l=0 (ki(1−))le−ki(1−)l! = p
(b) λEi =
ki
∆i
(c) ∀j ∈ {1, 2, . . . , Ni} . λ′ij = λij1−λijδij
(17)
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TABLE 3: OMNI rules for modelling the delays and holding times of different types of system components
SX components SO components Si components, 1 ≤ i ≤ m
delay no modelling needed no modelling needed† joint delay modelling
holding time no modelling needed per component modelling per component modelling
†SO components introduce a deterministic delay
∑
si∈SO δi
TABLE 4: Precomputed ki values used in the experiments
from Section 6
error 
prob. p
ki 259
0.2
0.29
10
0.1
0.08
45 100
0.10.2
0.16 0.05
for some value p ∈ (0, 1) then the following properties hold
for the refined CTMC:
(i) The probability that the CTMC leaves state ziki
within ∆i(1 − ) time units from entering state zi1
is p;
(ii) The expected time for the refined CTMC to leave
s′iNi after entering state zi1 is
∑Ni
j=1 λ
−1
ij . This is
also the expected time for the high-level CTMC to
leave state siNi after entering state si1, so the joint
delay modelling preserves the first moment of the
distribution associated with the refined CTMC states.
Proof. To prove (i), recall from Section 2.4 that the cumula-
tive distribution function of an Erlang-k distribution with
rate λ is F (k, λ, x) = 1 −∑k−1l=0 (λx)le−λxl! , so (17a) can be
rewritten as F (ki, λEi ,∆i(1 − )) = p since ki = λEi ∆i
according to (17b). Therefore, the probability that the Erlang
delay model from Fig. 6 will transition from entering state
zi1 to exiting state ziki within ∆i(1 − ) time units is p. For
part (ii), the expected time for the CTMC to leave state s′iNi
after entering zi1 is the sum of the mean of the Erlang-ki
distribution with rate λEi and the mean of the exponential
distributions with rates λ′i1 to λ
′
iNi
, i.e.
ki
1
λEi
+
∑Ni
j=1
1
λ′ij
= ∆i +
∑Ni
j=1
1−λijδij
λij
=
=
∑Ni
j=1 δij +
∑Ni
j=1
(
1
λij
− δij
)
=
∑Ni
j=1
1
λij
.
Theorem 4 supports the calculation of the delay model
parameters for a “together” state set Si={si1, si2, . . . , siNi}
as follows:
1) Approximate the delays δi1, δi2, . . . , δiNi for the
components associated with each state from Si us-
ing (10).
2) Compute the joint delay ∆i =
∑Ni
j=1 δij .
3) Choose a small error  ∈ (0, 1) and a small proba-
bility p (e.g.  = 0.1 and p = 0.05), and solve (17a)
for ki. This can be done using a numeric solver and
rounding the result up to an integer value or, since
ki only depends on  and p, and is independent of
∆i, by using precomputed ki values as in Table 4;
4) Calculate λEi and λ
′
i1 to λ
′
iNi
using (17b) and (17c),
respectively.
Example 5. Consider the “together” set S1 = {s2, s4} for
property P1 from our running example (cf. Table 2). States
s2 and s4 correspond to the invocations of the arrivals and
search web services from the travel web application, which
according to our experimental data have delays δ2 = 45ms
and δ4 = 209ms, respectively. Therefore, the joint delay is
∆1 = δ2 + δ4 = 254ms. Suppose that we want to model this
joint delay with an error bound  = 0.1 and a probability
p=0.05. This gives k1 =259 (cf. Table 4) and the other joint
delay modelling parameters are calculated as: λE1 =
k1
∆1
=
259
0.254 = 1019s
−1, λ′2 =
λ2
1−λ2δ2 =
19.88
1−19.88·0.045 = 188.61s
−1
and λ′4 =
λ4
1−λ4δ4 =
1.85
1−1.85·0.209 = 3.01s
−1 (where the rates
λ2 and λ4 are taken from Table 1).
The next theorem gives the format of the refined CTMC
after joint delay modelling is applied to all “together” state
sets S1 to Sm.
Theorem 5. Applying the OMNI joint delay modelling pro-
cedure to the “together” state set Si of a high-level model
CTMC(S,pi,R) yields a model CTMC(S′,pi′,R′) with:
S′=(S \ Si) ∪ {zi1, zi2, . . . , ziki , s′i1, s′i2, . . . , s′iNi};
pi′(s)=

pi(s), if s ∈ S \ Si
pi(si1), if s = zi1 ;
0, otherwise
R′(s, u)=

R(s, u), if s, u∈S \ Si
R(s, si1), if s∈S \ Si ∧ u=zi1
λEi , if (s, u)∈{(zi1, zi2), . . . ,
(zi,ki−1, ziki), (ziki , s
′
i1)}
λ′ij , if s = s
′
ij ∧ u = s′i,j+1,
1 ≤ j ≤ Ni − 1
R(siNi ,u)
λiNi
λ′iNi , if s=s
′
iNi
∧ u∈S \ Si
R(siNi ,si1)
λiNi
λ′iNi , if s=s
′
iNi
∧ u=zi1
0, otherwise
if s 6= u; and R′(s, s) = −∑u∈S′\{s}R′(s, u), where the
terms R(siNi ,u)λiNi
and R(siNi ,si1)λiNi
correspond to the probabili-
ties p1, p2, . . . from Fig. 6 and are obtained using (2).
Proof. The proof is by construction, cf. Fig. 6.
4.3.2 Holding-time modelling
As indicated in Table 3, we model the holding times of
system components associated with high-level CTMC states
from SO∪S1∪S2 . . .∪Sm individually. For each such compo-
nent, we synthesise a phase-type distribution PHD(pi0,D0)
that models the holding times (11), and we replace the
relevant state s′ of the model CTMC(S′,pi′,R′) obtained
after the OMNI joint delay modelling with this PHD. For
operations corresponding to states sO ∈ SO the replaced
state is s′ = sO, while for operations corresponding to a
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Algorithm 2 Holding-time modelling with parameters:
•MinC — minimum number of PHD clusters
•MaxC — maximum number of PHD clusters
•MaxP — maximum number of cluster phases
• FittingAlg — basic PHD fitting algorithm
•MaxSteps — maximum steps without improvement
1: function HOLDINGTIMEMODELING(α, τ ′i1, τ
′
i2, . . . , τ
′
ini
)
2: sample ← (τ ′i1, τ ′i2, . . . , τ ′ini)
3: minErr =∞
4: improvement ← 0
5: steps ← 0
6: c← MinC
7: while c ≤ MaxC ∧ steps ≤ MaxSteps do
8: phd ← CBFITTING(sample, c,FittingAlg ,MaxP)
9: err ← ∆CDF(sample, phd)
10: if err < minErr then
11: best phd ← phd
12: improvement ← improvement+(minErr−err)
13: minErr ← err
14: end if
15: if improvement ≥ α then
16: improvement ← 0
17: steps ← 0
18: else
19: steps ← steps + 1
20: end if
21: c← c+ 1
22: end while
23: return best phd
24: end function
state sij ∈ Si, 1 ≤ i ≤ m, 1 ≤ j ≤ Ni, the replaced state is
the state s′ = s′ij obtained after the joint delay modelling of
Si (cf. Fig. 6b).
Our holding-time modelling exploits recent advances in
the fitting of phase-type distributions to empirical data.
Given the usefulness of PHDs in performance engineer-
ing, this area has received considerable attention [21], [55],
with effective PHD fitting algorithms developed based on
techniques such as moment matching [56], [57], expectation
maximisation [58]–[60] and Bayes estimation [61], [62]. Re-
cently, these algorithms have been used within PHD fitting
approaches that: (a) partition the dataset into segments [60]
or clusters [53] of “similar” data points; (b) employ an
established algorithm to fit a PHD with a simple structure
to each data segment or cluster; and (c) use these simple
PHDs as the branches of a PHD that fits the whole dataset.
These approaches achieve better trade-offs between the size,
accuracy and complexity of the final PHD than the direct
algorithms applied to the entire dataset.
The OMNI HOLDINGTIMEMODELING function from Al-
gorithm 2 achieves similar benefits by employing Reinecke
et al.’s cluster-based PHD fitting approach [53], [63], [64] to fit
a PHD to the holding time sample τ ′i1, τ
′
i2, . . . , τ
′
ini
from (11).
The PHD fitting is carried out by the while loop in lines
7–22, which iteratively assesses the suitability of PHDs ob-
tained when partitioning the sample assembled in line 2 into
c = MinC ,MinC + 1, . . . ,MaxC clusters. Line 8 obtains a
PHD with c branches (corresponding to partitioning sample
into c clusters) and up to MaxP phases by using the function
CBFITTING, which implements the cluster-based PHD fit-
ting from [53]. The FittingAlg argument of CBFITTING spec-
ifies the basic PHD fitting algorithm applied to each cluster
as explained above, and can be any of the standard moment
matching, expectation maximisation or Bayes estimation
PHD fitting algorithms. The quality of the c-branch PHD
is assessed in line 9 by using the CDF-difference metric [53]
to compute the difference err between sample and the PHD.
The if statement in lines 10–14 identifies the PHD with the
lowest err value so far, retaining it in line 11. Reductions in
err (i.e., “improvements”) are cumulated in improvement
(line 12), and the while loop terminates early if the itera-
tion counter steps exceeds MaxSteps before improvement
reaches the threshold α ≥ 0 provided as an parameter to
HOLDINGTIMEMODELING and the steps counter is reset in
line 17. Finally, the best PHD achieved within the while loop
is returned in line 23.
Theorem 6. Using a phase-type distribution PHD(pi0,D0)
generated by Algorithm 2 to apply the OMNI holding-
time modelling procedure to the state s′ of a model
CTMC(S′,pi′,R′) yields a model CTMC(S′′,pi′′,R′′) with:
S′′=(S′ \ {s′}) ∪ {w1, w2, . . . , wN} ;
pi′′(s)=

pi′(s), if s ∈ S\{s′}
pi′(s′)pi0(wi), if s = wi, 1≤ i≤N ;
0, otherwise
R′′(s, u)=

R′(s, u), if s, u∈S′\{s′}
D0(s, u), if s, u∈{w1, w2, . . . , wN}
R′(s, s′)pi0(wi), if s∈S′\{s′} ∧ u=wi,
1 ≤ i ≤ N
R′(s′,u)
λ′ d1(wi), if s=wi ∧ u∈S′\{s′},
1 ≤ i ≤ N
if s 6= u; and R′′(s, s) = −∑u∈S′′\{s}R′′(s, u), where:
• w1, w2, . . . , wN are the transient states of PHD(pi0,D0);
• λ′ is the total outgoing transition rate for s′;
• d1 = −D01.
Proof. The proof is by construction, cf. Algorithm 2.
Example 6. We used our OMNI refinement tool (Section 5)
to perform the component classification and selective re-
finement steps of our approach on the high-level CTMC
from the motivating example. Algorithm 2 was executed
for each component associated with a CTMC state from the
SO or the S1 to Sm state sets in Table 2, with α = 0.1 and
with the configuration parameters MinC = 2, MaxC = 30,
MaxP = 300, MaxSteps = 3 and FittingAlg an expectation-
maximisation PHD fitting algorithm that produces hyper-
Erlang distributions.4 We obtained refined CTMCs compris-
ing 730 states and 761 transitions for property P1, 367 states
and 387 transitions for property P2, and 730 states and
761 transitions for property P3. Fig. 7 compares the actual
values of properties P1–P3 with the values predicted by the
4. A hyper-Erlang distribution [21], [60], [65] is a PHD in which the
c > 1 branches of the PHD from Algorithm 2 are mutually independent
Erlang distributions.
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Fig. 7: Actual (continuous lines) property values versus property values predicted (dashed lines) using the OMNI-refined
CTMC model; error0 and errorI represent the error (9) for the high-level CTMC and the refined CTMC, respectively.
analysis of these refined CTMCs. Both the visual assessment
and the error values errorI associated with these predictions
(which are significantly lower than the error values error0
before refinement) show that OMNI supports the accurate
analysis of the three properties. In fact, the predicted and
actual values for all properties may seem surprisingly close.
The explanation for this close match is twofold. First, the
OMNI refinement uses PHD distributions, which – if suf-
ficiently large – can approximate arbitrarily close any con-
tinuous distribution (cf. Section 2.3). Second, the apparently
”perfect” match between the predicted and the actual QoS
property values is slightly deceptive: for instance, a closer
inspection of the results shows that there are still multiple
points where the difference between the two is at least 5%. In
Section 6.2 we supplement this brief discussion of the results
from Fig. 7 with an experimental evaluation which shows
that the accurate OMNI results are not due to overfitting.
5 OMNI REFINEMENT TOOL
We implemented OMNI as a Java tool that takes as input a
high-level CTMC model. This model is specified in a variant
of the PRISM modelling language [14] where state transition
commands are expressed using components labels. For ex-
ample, the PRISM command
s=1 → p1∗λ1 : (s′=2) + (1−p1)∗λ1 : (s′=3);
that defines the outgoing transitions for state s1 of our high-
level CTMC model from Fig. 2 is replaced by
s=〈location〉 → p1 : (s′=〈arrival〉) + (1−p1) : (s′=〈departures〉);
in the OMNI variant of the modelling language. This indi-
cates that the CTMC transitions from the state associated
with the location component to either the state associated
with the arrival component (with probability p1) or to the
state associated with the departures component (with prob-
ability 1 − p1). An XML configuration file is then used to
map each of these component labels to a file of comma-
separated values containing the observed execution times
for the relevant component. In addition, this configuration
file allows the user to define the OMNI refinement param-
eters (i.e. ki from Theorem 4, and α, MinC , MaxC , MaxP
and MaxSteps from Algorithm 2). The FittingAlg parameter
is fixed in the current version of the tool, so that OMNI
uses the expectation-maximisation PHD fitting algorithm
mentioned in Example 6.
When multiple QoS properties (for the same high-level
CTMC) are provided to the OMNI tool, we avoid the
overheads associated with the repeated execution of the
modelling tasks from Table 3 for the same components
by maintaining a cache of all completed tasks and their
results. As such, each of these tasks is executed at most once
per system component, and its cached result is used when
needed instead of repeating the task. By comparison, refin-
ing the whole CTMC indiscriminately for even a single QoS
property would require the execution of these modelling
tasks for every system component.
Finally, to support the scenario where the component de-
lays (10) are negligible compared to the holding times (11),
the configuration file allows the specification of a delay
threshold, and components with delays (10) below this
threshold are not included in the joint delay modelling step
of the OMNI refinement. We found experimentally that this
leads to significant reductions in the size of the refined
CTMC with no impact on the accuracy of the QoS analysis.
Our OMNI tool uses the HyperStar PHD fitting tool
from [63] for the CBFITTING function from Algorithm 2, and
produces the refined CTMCs as standard PRISM models.
The OMNI tool is freely available from our project web-
page https://www.cs.york.ac.uk/tasp/OMNI/, together with
detailed instructions and all the models and datasets from
this paper.
6 EVALUATION
We evaluated OMNI by performing a set of experiments
aimed at answering the following research questions.
RQ1 (Accuracy/No overfitting): How effective are OMNI
models at predicting QoS property values for other system
runs than the one used to collect the execution-time obser-
vation datasets for the refinement?
RQ2 (Refinement granularity): What is the effect of varying
the OMNI refinement granularity on the refined model
accuracy, size and verification time?
RQ3 (Training dataset size): What is the effect of the
training dataset size on the refined model accuracy?
RQ4 (Component classification): What is the benefit of
using a component classification step within OMNI?
To assess the generality of OMNI, we carried out our
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Fig. 8: High-level CTMC model of IT support system
experiments within two case studies that used real systems
and datasets from different application domains. The first
case study is based on the travel web application presented
in Section 3 and used as a motivating example earlier in the
paper. In the second case study, we applied OMNI to an
IT support system. This system is introduced in Section 6.1,
followed by descriptions of the experiments carried out to
address the four research questions in Sections 6.2–6.5.
6.1 IT Support System
The real-world IT support system we used to evaluate
OMNI is deployed at the Federal Institute of Education,
Science and Technology of Rio Grande de Norte (IFRN),
Brazil. The system enables the IFRN IT support team to
handle user tickets reporting problems with the institute’s
computing systems. As part of our collaboration with IFRN
researchers [48], system logs covering the handling of 1410
user tickets were collected from this IT support system
over a period of six months between September 2016 and
February 2017.
A high-level CTMC model of the business process imple-
mented by the IT system is shown in Fig. 8. In this model,
state s0 corresponds to a ticket being created by a “client”
and awaiting allocation to a member of the support team.
Once allocated, the ticket is processed (state s1) and, if the
issue can be resolved, the client is informed and the ticket
awaits sign off (s2) before being marked as complete (s7).
The client may choose to reopen (s5) the ticket rather than
close it, in which case the ticket is returned to the support
team member for further processing. Whilst processing a
ticket, the support staff may require additional information
from the client (s3) or may need to reallocate the ticket to
another member of the IT support team (s4). A ticket may
also be abandoned (s6) either during processing or whilst
awaiting additional information from the client.
We used our OMNI tool to refine the high-level CTMC
from Fig. 8 in order to support the verification of the
response time of the IT support system through the analysis
of two properties:
P1 P=?[F [0,T ]complete]
P2 P=?[(¬reopen & ¬addInfo) U [0,T ]complete] (18)
where P1 specifies the probability of a ticket reaching the
complete state within T (working) hours, and P2 represents
the probability of ticket handling being completed within T
TABLE 5: Execution rates for the IT support system
Component Rate (hours−1)
allocate λ0 = 0.08248
process λ1 = 0.09799
signOff λ2 = 0.01167
addInfo λ3 = 0.02006
reallocate λ4 = 0.02839
reopen λ5 = 0.09988
TABLE 6: Transition probabilities for the IT support system
CTMC states Transitions Transitions Estimate transition
si sj from si to sj leaving si probability si → sj
s1 s2 533 705 p12=533/705=0.76
s1 s3 24 705 p13=24/705=0.03
s1 s4 34 705 p14=34/705=0.05
s1 s6 114 705 p16=114/705=0.16
s2 s5 501 533 p25=501/533=0.94
s2 s7 32 533 p27=32/533=0.06
s3 s1 16 24 p31=16/24=0.67
s3 s6 8 24 p36=8/24=0.33
working hours without further input from the client who
raised the ticket and without the ticket being reopened.
We used only half of the six-month logs (covering 705
tickets created over the first approximately three months) for
the OMNI refinement, so that we could use the other half of
the logs to answer research question RQ1 (cf. Section 6.2.2).
For each ticket, the time spent in a particular state was
derived from the log entries, taking into account only the
working hours for the IT support team.5 Assuming expo-
nentially distributed execution times for the components
of the IT support process, we used (6) to calculate the
component execution rates shown in Table 5. Finally, we
used the logs to calculate the frequencies of state transitions,
and thus to estimate the CTMC state transition probabilities
as shown in Table 6.
Fig. 9 compares the actual values of properties P1 and
P2 from (18) – computed based on the system logs – with
the values predicted by the analyses of: (a) the high-level
CTMC from Fig. 8 (with the parameters given in Tables 5
and 6); and (b) OMNI-refined CTMC models for the two
properties. The refined CTMCs were obtained using the
same OMNI parameters as in Example 6, except α = 0.2 and
a delay threshold of 0.01 hours.6 As explained in Section 5,
this threshold meant that components with a delay (10)
below 0.01 hours (which amounted to all component of
the IT support system) were not included in the joint delay
modelling of OMNI.
Having introduced the system used in our second case
study, we will use the next sections to describe the experi-
ments carried out to answer our four research questions.
6.2 RQ1 (Accuracy/No overfitting)
The generation of OMNI-refined CTMC models requires the
processing of finite datasets produced by the components of
5. The working hours for the period covered by the logs were
identified through consultation with the IFRN owner of the IT support
process.
6. The threshold value was chosen to be approximately three orders
of magnitude smaller than the smallest mean execution time of a
system component, i.e. 1/λ5 = 10.012 hours for the IT support system
(cf. Table 5).
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Fig. 9: Actual values of the IT support system properties ver-
sus property values predicted using the high-level and the
refined CTMC models, over 100 working hours from ticket
creation; the prediction error (9) for the refined CTMCs (i.e.
errorI) is 94.7% smaller (for property P1) and 97% smaller
(for property P2) than the corresponding prediction errors
for the high-level CTMC (i.e. error0).
Fig. 10: Prediction error for the web application properties,
for training and testing datasets from different runs
the analysed system, in order to extract key model features.
To be useful, these CTMCs should accurately predict the
values of the system properties for other system runs, i.e.
should not be overfitted to the datasets used to generate
them.
6.2.1 Travel Web Application
To assess whether the OMNI web application models pos-
sess this property, we obtained three additional datasets
(labelled ‘Data Set 2’, ‘Data Set 3’ and ’Data Set 4’) for
the travel web application. Each new dataset corresponds
to a four-hour run, with all datasets (including the original
dataset, ‘Data Set 1’) captured over a period of two days.
Fig. 10 shows the difference between the property values
predicted by the CTMC analysis and the actual property
values taken from each of the four datasets. Results are
shown for the initial CTMC from Fig. 2 (labelled ‘Expo-
nential’ in the diagrams) and the refined models obtained
using ‘Data Set 1’ (labelled ‘Omni’ in the diagrams). In all
cases, the OMNI-refined CTMCs significantly improve the
accuracy of the analysis when compared to the traditional
CTMC analysis approach.
Fig. 11: Prediction error for the IT support system properties,
for training and testing datasets from different three-month
time periods
6.2.2 IT Support System
For the IT support system, OMNI-refined CTMCs for the
two properties were produced from half of the available
system logs (‘Data Set 1’) as described in Section 6.1. We
then assessed the accuracy of the predictions obtained using
these refined CTMCs against the actual property values
extracted from the training ‘Data Set 1’ and from the test
dataset (‘Data Set 2’) produced from the second half of the
system logs. Fig. 11 shows the error when the predicted
values are compared to actual values for the two datasets.
For both datasets, the OMNI-refined CTMCs produce re-
sults which significantly outperform the results obtained by
analysing the high-level CTMC.
6.2.3 Discussion
The experiments described in the previous sections show
that OMNI consistently outperformed the traditional CTMC
modelling and analysis approach in both case studies, irre-
spective of the choice of training set. To confirm that OMNI
delivers error reductions reliably, we performed additional
experiments in which the training and testing datasets were
drawn randomly from all available observations. Thirty
experiments were carried out for each of our two systems,
and the results displayed similar error reductions to those
presented in Sections 6.2.1 and 6.2.2. This shows that OMNI
models can effectively predict QoS property values for other
system runs than the one used to collect the training datasets
employed in the refinement.
Our additional experiments also showed that the error
profiles from Figs. 10 and 11 capture several general features
for the type of QoS analysis improved by OMNI:
1. The initial peak in the ‘Exponential’ prediction error for
properties P1 and P2 from Fig. 10 is characteristic of the
inability of exponential distributions to model delays,
as also explained in Section 4.1. OMNI does not suffer
from this limitation. Note that this modelling error does
not affect properties P1 and P2 from Fig. 11 because
the delays for the IT support system are insignificant
compared to the holding times.
2. The second peak in the ‘Exponential’ prediction error for
properties P1 and P2 from Fig. 10, and the first peak for
16
properties P1 and P2 from Fig. 11 are representative of
the inability of exponential distributions to model long
tails (due to operations occasionally having much longer
execution times than their typical execution times). As
such, the estimated rates of the exponential distributions
are too low, and the predictions are overly conservative.
These error peaks are particularly high (above 0.3) for
the IT support system, as IT support personnel occa-
sionally required very long times to address a user
request. Again, OMNI yields much smaller prediction
errors around these peaks.
3. The multiple peaks in the ‘Exponential’ prediction error
for property P3 from Fig. 10 is characteristic of de-
rived properties, i.e., properties defined using multiple
“primitive” properties (in this case, P3 represents profit,
and is defined as the difference between revenue and
penalties). The multiple peaks are due to the prediction
errors for the primitive properties peaking at different
time moments. As before, OMNI significantly dampens
these peaks.
6.3 RQ2 (Refinement Granularity)
To evaluate the effects of refinement granularity we con-
structed a set of OMNI models by varying:
1) ki, the number of states in the Erlang delay models from
the joint delay modelling of OMNI (cf. Theorem 4);
2) α, the PHD model fitting threshold used in the holding
time modelling of OMNI (cf. Algorithm 2).
Larger values of ki are associated with increased accuracy
in the modelling of delays, whilst reducing α corresponds
to finer-grained refinement in the PHD modelling.
6.3.1 Travel Web Application
The experimental results from the web application case
study are presented in Table 7. As ki is increased from
10 to 100 and from 100 to 259, the error is reduced.7
However, this improvement shows diminishing returns for
all properties as ki becomes large. The same pattern occurs
as α is decreased, with smaller errors for smaller α values
but only a marginal reduction in error as α is reduced from
0.1 to 0.05.
Since ki controls the number of states associated with
delays, increasing ki also increases the total number of states
associated with the model. The model size also increases as
α is decreased.
Finally, the experimental results confirm that the models
for property P2 are consistently much smaller than for P1
and P3 since more states from the initial CTMC are in the
“exclude from refinement” set SX when evaluating P2 than
when evaluating the other properties (cf. Table 2). TV is the
total time for PRISM to verify each property in the interval
[0, Tmax] with a time step of 0.05s and includes the time
taken for model construction. All experiments presented
here and throughout the rest of the paper were carried out
on a MacBook Pro with 2.9 GHz Intel i5 processor and 16Gb
of memory. As the model increases in size, and accuracy
improves, the time taken for verification also increases, up to
7. These ki values are taken from Table 4.
29.4s for the finest-grained model used to evaluate property
P3 across the entire interval [0, Tmax].
6.3.2 IT Support System
When OMNI is applied to the IT support system, the delay
threshold of 0.01 hours chosen as explained in Section 6.1
means that the delay modelling was omitted (i.e. delays
were approximated to zero). As such, we were not interested
in varying ki in this case study, and Table 8 only shows the
effects of decreasing α on the refined models. Like in the first
case study, decreasing α gradually reduces the prediction
error, with a significant error reduction obtained even for
the largest α from our experiments (e.g. an over tenfold
reduction from 26.3 for the initial, high-level CTMC and
property P1 to just 2.45 for the coarsest-granularity CTMC
generated for α = 0.6). Diminishing returns in terms of
error reduction are achieved for property P2; for P1, this
trend is not clearly distinguishable for the tested α values.
As expected, the model size grows as α is decreased,
leading to a corresponding increase in the verification time
TV . TV includes the time for the construction of the model
and for PRISM to analyse the property in the interval
[0, 100h] with a time step of one hour (i.e. 100 verification
sessions). The largest verification time is 274.6s for the
finest-granularity CTMC obtained for property P1, which
is entirely acceptable for an offline verification task.
During the component classification step of OMNI, the
exclusion sets for the two properties are calculated as SX =
{s6, s7} for P1 and SX = {s3, s5, s6, s7} for P2. Therefore,
the models associated with P2 are consistently smaller than
those associated with P1, whose exclusion set SX contains
only two states.
6.3.3 Discussion
For both case studies and all considered QoS properties,
considerable improvements in model accuracy are obtained
even with small, coarse-grained OMNI models. As such,
OMNI can offer significant improvements in accuracy over
traditional CTMC modelling techniques even when com-
putational resources are at a premium. Additional, but
typically diminishing, gains in prediction accuracy are ob-
tained through increasing the granularity of the refinement.
Expectedly, this leads to a corresponding increase in verifi-
cation time. For our two systems, this time did not exceed 10
minutes (and was typically much smaller) for all considered
properties and model granularities – an acceptable overhead
for the offline verification task performed by OMNI.
6.4 RQ3 (Training dataset size)
In both case studies, we ran a set of experiments to evaluate
the effect of reducing the training dataset size on the accu-
racy of OMNI models. For each experiment, training subsets
were constructed by randomly selecting a percentage of
all available datasets used to answer the previous research
questions. The sizes of these selected subsets were 80%,
60%, 40% and 20% of the complete training dataset from
Sections 6.2.1 and 6.2.2. For each system and each of its
analysed QoS properties, the experiments were repeated 30
times, with the property errors recorded.
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TABLE 7: Effects of the OMNI refinement granularity on web application model
P1 P2 P3
ki α #states Error TV (s) #states Error TV (s) #states Error TV (s)
Initial CTMC 7 0.325 1.9 7 0.402 1.9 7 0.377 1.9
10 0.2 82 0.085 3.9 45 0.126 3.5 82 0.094 5.0
100 0.2 262 0.049 5.6 135 0.066 4.3 262 0.077 7.7
259 0.2 580 0.045 8.8 294 0.060 5.8 580 0.074 12.6
10 0.1 232 0.078 6 118 0.112 4.3 232 0.083 8.1
100 0.1 412 0.043 7.8 208 0.049 5.1 412 0.063 11.0
259 0.1 730 0.038 11.4 367 0.042 6.8 730 0.059 16.5
10 0.05 618 0.075 13.8 376 0.106 7.9 618 0.081 19.6
100 0.05 798 0.041 16.0 466 0.044 8.8 798 0.061 22.7
259 0.05 1116 0.036 20.6 625 0.036 10.8 1116 0.057 29.4
TABLE 8: Effects of the OMNI refinement granularity on the
IT support system model
P1 P2
α #states Error TV (s) #states Error TV (s)
Initial
CTMC 8 26.3 3.0 8 26.5 3.0
0.6 44 2.45 42.8 41 2.11 41.7
0.4 61 2.24 48.2 51 1.74 44.4
0.2 202 1.39 95.8 174 0.95 84.4
0.1 329 1.27 139.6 259 0.87 110.6
0.05 722 1.01 274.6 346 0.84 139.8
TABLE 9: Web application – training dataset size effect on
prediction accuracy, shown as average error and standard
deviation over 30 runs
Dataset† P1 Error P2 Error P3 Error
100%†† 0.038 sd N/A∗ 0.042 sd N/A∗ 0.059 sd N/A∗
80% 0.038 sd 0.006 0.043 sd 0.005 0.058 sd 0.023
60% 0.046 sd 0.013 0.048 sd 0.014 0.078 sd 0.041
40% 0.057 sd 0.017 0.063 sd 0.022 0.105 sd 0.054
20% 0.083 sd 0.032 0.076 sd 0.026 0.156 sd 0.075
Initial CTMC 0.325 sd N/A∗ 0.402 sd N/A∗ 0.377 sd N/A∗
†Percentage of complete 270-element training dataset
††Single run using entire data set
∗Single run, so no standard deviation
6.4.1 Travel Web Application
Table 9 shows the mean error and standard deviation (la-
belled ‘sd’) for the web application case study with ki = 259
and α = 0.1. As the training dataset size decreases, the
error and standard deviation associated with each property
show an increasing trend. However, we note that at 80% the
prediction errors show little difference to the 100% figures
– the mean errors at 100% are very close to the 80% errors,
and well within one standard deviation of the 80% mean.
This suggests that 80% of the complete dataset is sufficient
to capture the characteristics of the underlying component
distributions for this case study.
6.4.2 IT Support System
For the IT support system, the experimental results are
provided in Table 10. As for the other case study, we
observe that reducing the size of the training sets leads
to a trend where the prediction error and the standard
TABLE 10: IT support system – training dataset size effect on
prediction accuracy, shown as average error and standard
deviation over 30 runs
Dataset† P1 Error P2 Error
100%†† 1.39 sd N/A∗ 0.95 sd N/A∗
80% 1.53 sd 0.774 1.35 sd 0.570
60% 1.57 sd 0.942 1.55 sd 0.797
40% 2.37 sd 1.450 2.19 sd 1.396
20% 3.70 sd 2.825 3.81 sd 3.039
Initial CTMC 26.31 sd N/A∗ 26.46 sd N/A∗
†Percentage of complete 705-element training dataset
††Single run using entire data set
∗Single run, so no standard deviation
deviation increases. This also happens when the size of the
training dataset is reduced from 100% to 80%, suggesting
that additional slight improvements may be possible by
further increasing the size of the initial training dataset.
6.4.3 Discussion
For both case studies we note that even modest training
dataset sizes show a significant improvement over the tradi-
tional approach to CTMC-based analysis of QoS properties.
For the web application, a training set consisting of 20%
of the original dataset equates to only 54 request handling
observations, and reduces the mean estimation error by
between 50–81% for the properties of interest. For the IT
system, 20% of the original training dataset equates to
141 tickets processed, with the processing of only five tickets
using the addInfo component of the system, yet the predic-
tion errors for P1 and P2 are both reduced by approximately
86%.
6.5 RQ4 (Component classification)
We evaluated the effects of extending our preliminary
CTMC-refinement method from [31] with the component
classification step described in Section 4.2. To this end, we
performed experiments to compare the model size, verifi-
cation time and accuracy of the refined CTMCs generated
by the OMNI method described in this paper and of the re-
fined CTMCs produced by our preliminary method, which
refines each system component independently, irrespective
of whether it impacts the analysed QoS property or not.
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TABLE 11: Web application – comparison of OMNI with the preliminary CTMC refinement approach from [31]
P1 P2 P3
Model #states Error TV (s) #states Error TV (s) #states Error TV (s)
Preliminary OMNI (α = 0.1, ki = 259) 1766 0.037 24.95 1766 0.039 23.79 1766 0.063 38.21
OMNI (α = 0.1, ki = 259) 730 0.038 11.40 367 0.042 6.80 730 0.059 16.5
OMNI (α = 0.05, ki = 259) 1116 0.036 20.6 625 0.036 10.8 1116 0.057 29.4
High-level CTMC 7 0.325 2.53 7 0.402 2.50 7 0.377 2.47
TABLE 12: IT support system – comparison of OMNI with the preliminary CTMC refinement approach from [31]
P1 P2
Model #states Error TV (s) #states Error TV (s)
Preliminary OMNI (α = 0.2, ki = 10) 265 1.39 261.5 265 0.95 239.6
OMNI (α = 0.2) 202 1.39 95.8 174 0.95 84.4
High level CTMC 8 26.3 3.0 8 26.5 3.0
6.5.1 Travel Web Application
For the web application, refined CTMCs were built using
first the preliminary OMNI method from [31] and the fully
fledged version of OMNI from this paper, initially with
parameters ki = 259 and α = 0.1. The first two rows from
Table 11 summarise these experimental results, which show
that the use of component classification yields significant re-
ductions in the number of model states and the verification
time for all three properties compared to the preliminary
method. As expected given the CTMC state partition from
Table 2 and OMNI rules from Table 3, the largest reductions
are achieved for property P2 (79% fewer model states, and
71% shorter verification time). For properties P1 and P3, the
use of component classification led to a reduction in model
size of over 58%, and to reductions in verification time of
54% and 57%, respectively.
The prediction errors are very close for both OMNI
variants, and considerably smaller than the errors for the
high-level CTMC (provided in the last row of Table 11
for convenience). However, the errors are negligibly larger
when component classification is used. This is due to the use
of fewer states for OMNI’s joint delay modelling compared
to the separate modelling of component delays in [31]. As
shown in Table 7, additional reductions in prediction error
may be achieved by increasing ki or reducing α if required.
For example, by setting α = 0.05, the refined models still
have much fewer states than the preliminary OMNI model,
show an improvement in verification time of between 17–
54%, and are more accurate. The third row of Table 11 shows
again these experimental results for ease of comparison.
6.5.2 IT Support System
For the second case study, the experimental results are
presented in Table 12. Whilst our fully fledged OMNI allows
for component delays to be omitted from the refinement
when they are below a delay threshold (cf. Section 5), this
was not possible in our previous work. Therefore, to ensure
a fair comparison, we used a small ki value (ki = 10) when
generating refined CTMCs with the preliminary OMNI vari-
ant. As shown by the experimental results, using the fully
fledged OMNI yields smaller refined models that take 74%
and 64.7% less time to verify for the IT system properties
P1 and P2, respectively. Furthermore, these smaller refined
models achieve the same prediction accuracy as the larger
models generated by the preliminary OMNI.
6.5.3 Discussion
The OMNI method described in this paper includes a com-
ponent classification step in its model construction. Since
this step uses the high-level CTMC model only, the time
taken for its execution is very small. For the web application,
the time taken to classify the high-level CTMC states for all
three properties was 2.3s, and for the IT support system this
step took only 1.8s.
For both case studies presented we have shown that
for all the properties considered it was possible to generate
OMNI models which are smaller, faster to verify and no less
accurate than those produced by our preliminary approach
from [31]. The amount of verification time saved depends
on the number of states for which delays can be combined,
and on the number of states which can be excluded from
refinement – but these savings were considerable in all our
experiments with the two real-world systems.
7 THREATS TO VALIDITY
7.1 External validity
External validity threats may arise if the stochastic char-
acteristics of the systems from our case studies are not
indicative of the characteristics of other systems. To mitigate
this threat, we used two significantly different systems from
different domains for the OMNI evaluation. The section
labelled ‘System’ from Table 13 summarises the multiple
characteristics that differ between these systems.
In addition, the datasets used in the two case studies
present different characteristics, as shown in the ‘Datasets’
section from Table 13. In particular, the datasets for the
service-based system were obtained from real web services,
while for the IT support system they were taken from the
actual system logs. This gives us confidence that the stochas-
tic characteristics of the two systems (including regions of
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TABLE 13: Characteristics of the case studies used to evaluate OMNI
Characteristic Case study 1 Case study 2
System
Type of system Prototype service-based system developed by the
OMNI team
Production IT support system developed by, running
at, and managed by university in Brazil
System components Mix of six high-performance (commercial) and budget
(free) third-party web services invoked remotely over
the Internet
Proprietary software components deployed on univer-
sity computing infrastructure, and supporting human
tasks with high variance in temporal characteristics
Size of system 3188 lines of code 1276131 lines of code
Component execution
times
Tens to hundreds of milliseconds Minutes to hours
Operational profile Assumed values for the probabilities of the different
types of requests
Probabilities of different operation outcomes extracted
from the real system logs
Datasets
Dataset source Obtained from invocations of real web services Taken from actual system logs
Key dataset features Significant delays (compared to holding times) due to
network latency
Long tails and outliers due to a small number of
complex user tickets; multi-modal response times and
regions of zero density due to different experience
levels of IT support personnel; negligible delays
Analysed QoS properties
Types of properties Overall success probability (P1) Overall response time (P1)
Success probability for “day-trip” requests (P2) Response time for “straightforward” user tickets (P2)
Profit = revenue − penalties (P3)
Purpose of QoS analysis
Supported stage of Design of new system Verification of existing system
development process
zero density, multi-modal response times, and long tails) are
representative for many real-world systems.
The next section from Table 13 summarises the different
types of QoS properties analysed in our case studies. The
transient fragment of continuous stochastic logic (whose
analysis accuracy is improved by OMNI supports, cf. Sec-
tion 2.2) supports the specification of multiple classes of
QoS properties of interest, including success probability,
profit/cost and response time, and our case studies consid-
ered examples of all of these.
Finally, as shown in the ‘Purpose of QoS analysis’ section
from Table 13, the first case study applied OMNI during the
design stage of the development process, whereas the sec-
ond case study assessed OMNI by verifying QoS properties
of an existing system.
Another external threat may arise if the OMNI-refined
CTMC models were too large to be verified within a rea-
sonable amount of time. The OMNI approach mitigates this
threat by allowing for the refinement to be carried out at
different levels of granularity, and our experiments indi-
cate that significant improvements in prediction accuracy
is achievable with modest enlargement of the models.
Our two case studies are based on real systems, but
these systems have a relatively small number of modelled
components. For the large IT system from the second case
study, the small number of modelled components is due to the
inclusion in the model of only components that influence
the analysed QoS properties – a modelling technique termed
abstraction.
For systems with larger numbers of modelled compo-
nents, we note that the increase in model size due to the
OMNI refinement is only linear in the number of system
components. Moreover, as OMNI uses acyclic PHDs, the
number of transitions also increases linearly. Modern model
checkers can handle CTMCs with 105 − 106 states [66] and
as such we expect OMNI to scale well with much larger
systems. We confirmed these hypotheses by constructing
models with 12, 24, 48 and 96 components by combining
2, 4, 8 and 16 instances of our web application CTMC from
Fig. 2.8 OMNI was then used to refine the composite models
with ki = 259 and α = 0.1. For each refined CTMC, we
measured the number of states, the number of transitions,
and the time taken to verify property P1 of the travel web
application at the single time point T = 20s (since P2 and
P3 can not be meaningfully extrapolated to these larger
systems). The results of these experiments, shown in Fig. 12,
confirm the predicted linear increase in the verification
overhead with the system size.
7.2 Construct validity
Construct validity threats may be due to the assumptions
made when collecting the datasets or when defining the
QoS properties for our model refinement experiments. To
address the first threat, we collected the datasets from a real
IT support system and from a prototype web application
that we implemented using standard Java technologies and
six real web services from three different providers. For the
first system, the datasets were collected over a period of
six months, and for the second system they were collected
on two different days, at different times of day. Further-
more, we used different datasets for training and testing. To
8. We did not perform similar experiments for the IT support system
as they would not have been qualitatively different.
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Fig. 12: Refined CTMC states, transitions and verification time for property P1 at a single time point, for system sizes up to
16 times larger than the web application
mitigate the second threat, we analysed three performance
and cost properties of web application, and two typical
performance properties of the IT system.
7.3 Internal validity
Internal validity threats can originate from the stochastic
nature of the two analysed systems or from bias in our in-
terpretation of the experimental results. We addressed these
threats by provided formal proofs for our CTMC refinement
method, by reporting results from multiple independent
experiments performed for different values of the OMNI
parameters, and by analysing several QoS properties at
multiple levels of refinement granularity. Additionally, we
made the experimental data and results publicly available
on our project webpage in order to enable the replication of
our results.
8 RELATED WORK
To the best of our knowledge, OMNI is the first tool-
supported method for refining high-level CTMC models of
component-based systems based on separate observations
of the execution times of the system components.
OMNI builds on recent approaches to using PHDs to fit
non-parametric distributions, a research area that has pro-
duced many efficient PHD fitting algorithms over the past
decade [57], [60]–[62]. Buchholz et al. [21] and Okamura and
Dohi [55] present overviews of the theory and applications
of PHDs in these types of analysis, in domains including the
modelling of call centres [44] and healthcare processes [43],
[45]. However, these algorithms and applications consider
the distribution of timing data for a complete end-to-end
process rather than separate timing datasets for the compo-
nents of a larger system as is the case for OMNI. This focus
on a single dataset also applies to the cluster-based PHD
fitting method from [53] and its implementation within the
efficient PHD-fitting tool HyperStar [63], which OMNI uses
for its holding-time modelling.
Recent work by Karmakar and Gopinath [67] has shown
that PHD models can be used in conjunction with CTMC
solvers to verify storage reliability models. In this work,
Weibull distributions are assumed to more accurately de-
scribe the processes of concern, and PHDs are used to
approximate these distributions. The PRISM probabilistic
model checker is then used to assess properties concerned
with system reliability. Unlike this approach, OMNI is ap-
plicable to the much wider class of problems where addi-
tional QoS properties need to be analysed and where the
relevant component features correspond to non-parametric
distributions that cannot be accurately modelled as Weibull
distributions.
The analysis of non-Markovian processes using PHDs is
considered in [68], where a process algebra is proposed for
use with the probabilistic model checker PRISM. However,
[68] presents only the analysis of a simple system based
on well-known distributions, and does not consider PHD
fitting to real data nor how its results can be exploited in the
scenarios tackled by OMNI.
To address the significant difficulties that delays within a
process pose to PHD fitting, Korencˇiak et al. [69] have tack-
led probabilistic regions of zero density by using interval
distributions to separate discrete and continuous features
of distributions. Similar work [70] supports the synthesis of
timeouts in fixed-delay CTMCs by using Markov decision
processes. Unlike OMNI, [70] and [69] do not consider
essential non-Markovian features of real data such as multi-
modal and long-tail distributions, and thus cannot handle
empirical data that has these common characteristics.
Finally, non-PHD-based approaches to combining
Markov models with real data range from using Monte
Carlo simulation to analyse properties of discrete-time
Markov chains with uncertain parameters [71] to using
semi-Markov chains to model holding times governed by
general distributions [72]. However, none of these ap-
proaches can offer the guarantees and tool support provided
by OMNI thanks to its exploitation of established CTMC
model checking techniques.
9 CONCLUSION
We presented OMNI, a tool-supported method for refining
the CTMC models of component-based systems using ob-
servations of the component execution times. To evaluate
OMNI, we carried out extensive experiments within two
case studies from different domains. The experimental re-
sults show that OMNI-refined models support the analysis
of transient QoS properties of component-based systems
with greatly increased accuracy compared to the high-level
CTMC models typically used in software performance engi-
neering. Furthermore, we showed that significant accuracy
improvements are achieved even for small training datasets
of component observations, and for OMNI parameters cor-
responding to coarse-granularity refinements (and thus to
relatively modest increases in model size).
In our future work, we plan to extend the applicability of
OMNI to systems comprising components whose behaviour
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changes during operation. This will require OMNI to con-
tinually refine the CTMC models of these systems based on
new component observations. We envisage that this exten-
sion will enable the runtime analysis of QoS properties for
rapidly evolving systems [73] and will support the dynamic
selection of new configurations for self-adaptive software
used in safety-critical and business-critical applications [74].
In addition, we intend to examine the effectiveness of OMNI
in other application domains, and its ability to estimate a
broader range of distributions for the execution times of the
system components.
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