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ABSTRACT
The problem of task planning for artificial agents remains
largely unsolved. While there has been increasing interest
in data-driven approaches for the study of task planning for
artificial agents, a significant remaining bottleneck is the
dearth of large-scale comprehensive task-based datasets. In
this paper, we present ActioNet, an interactive end-to-end
platform for data collection and augmentation of task-based
dataset in 3D environment. Using ActioNet, we collected
a large-scale comprehensive task-based dataset, comprising
over 3000 hierarchical task structures and videos. Using the
hierarchical task structures, the videos are further augmented
across 50 different scenes to give over 150,000 video. To
our knowledge, ActioNet is the first interactive end-to-end
platform for such task-based dataset generation and the ac-
companying dataset is the largest task-based dataset of such
comprehensive nature. The ActioNet platform and dataset
will be made available to facilitate research in hierarchical
task planning. The source code, platform, and dataset will be
made available1.
Index Terms— hierarchical task planning, artificial
agent, platform, dataset, 3D environment
1. INTRODUCTION
Recent advancements in robotics such as Boston Dynamics’s
Atlas or social robot Sophia are pushing new frontiers in so-
cial robots that exist in our daily life. Despite the advance-
ments, existing robots are still limited in their task planning
capabilities. For instance, when human are instructed to com-
plete a task such as “make a cup of coffee”, they can naturally
decompose the task into its sub-tasks and complete its sub-
tasks progressively, with little prior knowledge of the task
and environment. On the other hand, while existing robots
can perform pre-learned tasks in pre-learned scenes, they can
hardly generalize well to new tasks and scenes. Besides re-
inforcement learning [1], there is increasing interest in data-
driven approach [2] [3] [4] for the study of task planning
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for artificial agents. Nonetheless, while there have been re-
cent developments of photo-realistic 3D environment for the
collection of task-based datasets in 3D environment, existing
task-based datasets remain limited in scale and comprehen-
siveness.
We present ActioNet, an interactive end-to-end platform
for task-based dataset collection and augmentation in 3D en-
vironment. To our knowledge, ActioNet is the first platform
enabling large-scale comprehensive task-based data collec-
tion and augmentation in 3D environment with minimal
human intervention. ActioNet allows the collection of video
and hierarchical task structure data from human demonstra-
tion in 3D environment. Leveraging on AI2THOR [5], the
state-of-the-art interactive simulation platform in 3D home
environment, ActioNet offers a wide coverage of scenes and
settings, as well as interactive control of the artificial agent
for real-world physics-based video data generation. On top
of the video data, the hierarchical task structure data provides
detailed task breakdown, from high-level goal to second-
level task descriptions as performed by human to third-level
atomic/robotic actions. Using the hierarchical task structure,
ActioNet allows further augmentation of the video data, from
its source scene to different scenes.
Using the ActioNet platform, we collected a large-scale
comprehensive task-based dataset, comprising over 3000
videos and hierarchical task structures data over 65 house-
hold tasks across 120 scenes. Using the hierarchical task
structures, the videos are further augmented across 50 scenes,
giving a total of over 150,000 videos. We believe that this
large-scale comprehensive task-based dataset will facilitate
research in hierarchical task planning, and is a key to building
better hierarchical task-oriented learning models for artifi-
cial agents. Moreover, ActioNet will be made available as
an open-source platform to promote further task-based data
collection and augmentation.
The related works will be covered in Section 2. The Ac-
tioNet platform and dataset will be elaborated in Sections 3
and 4 respectively. Finally, the conclusion will be presented
in Section 5.
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2. RELATEDWORKS
There are few related works for task-based data collection in
3D environment. VR Kitchen [6] is a 3D environment of
virtual kitchens that allows the collection of human cooking
demonstration dataset. The accompanying VR Chef dataset
consists of 20 demonstrations for five different dish prepara-
tion tasks. Each demonstration has an average of 25 steps,
where each step is annotated via interaction with the virtual
environment using VR headset and touch controller. On the
other hand, Virtual Home [7] is a 3D environment of apart-
ment houses. The accompany activity program dataset is col-
lected across six different apartment settings in the Virtual
Home simulator, and consists of 2821 household task pro-
gram descriptions with many repetitive tasks. Amazon Me-
chanical Turk (AMT) workers first provide task descriptions
of various household tasks, and then use the task descriptions
to further generate program descriptions using MIT’s Scratch
project [8]. Unlike Virtual Home’s program description col-
lection method, the hierarchical task structure of ActioNet is
collected by getting users to execute the tasks within the envi-
ronment via ActioNet’s graphical user interface (GUI). This
allows users to execute task planning in realistic simulation,
hence making task planning more accurate as compared to
generating sets of instructions.
Existing efforts to collect task-based dataset require a lot
of human interventions throughout the collection process, and
is prohibitive for the collection of large-scale datasets. In con-
trast, ActioNet is an interactive end-to-end collection plat-
form that requires minimal human intervention in both data
collection and augmentation. Referring to Table 1, ActioNet
has various advantages over existing collection pipelines. Ac-
tioNet provides a large number of different scenes and set-
tings, and the ability to configure and scale these scene and
settings to generate videos of different task scenarios. Ac-
tioNet also provides a physics-based engine that generates
videos that realistically simulate real-world interactions. Fur-
thermore, ActioNet provides interactive control of the arti-
ficial agent to generate videos from human demonstration,
and such data can be further up-scaled through ActioNet’s
data augmentation unit thereby allowing imitation learning or
multi-modalities deep learning.
Table 1. A comparison of task-based data collection pipelines
in 3D environment.
VR Kitchen Virtual Home ActioNet
Large-scale D
Physics-based D D
Configurable D D
Scalable D D
Interactive D D
3. ACTIONET PLATFORM
ActioNet allows the collection and augmentation of task-
based dataset in 3D environment. For each task, annotated
video and hierarchical task structure can be collected. Re-
ferring to Fig. 1, each video is annotated with its atomic
action label, together with RGB, depth, instance (object)
segmentation and class (object class) segmentation frames.
Referring to Fig. 2, each hierarchical task structure provides
task breakdown for a particular task goal. The first tier will be
the high-level task goal as set by human, the second tier will
be the task descriptions as performed by human, and the third
tier will be the atomic/robotic actions. For instance, the first
tier task goal of making a cup of coffee can be broken down
into the second tier task descriptions of finding the mug, find-
ing the machine, using the machine, and finally serving the
coffee. The second tier task description of serving the coffee
can be further broken down into the third tier atomic/robotic
actions of picking up the mug and putting down the mug.
An overview of ActioNet is shown in Fig. 3. Given
the task descriptions generated by annotators, the annotated
videos and hierarchical task structures can be collected using
the ActioNet’s GUI. Using the hierarchical task-structures,
the video dataset can be further augmented across different
scenes using the data augmentation unit. The GUI and data
augmentation unit will be further elaborated in the subsequent
sub-sections.
3.1. Graphic user interface (GUI)
Given an input task goal and corresponding task descriptions,
the ActioNet’s GUI can be used to collect the video and hier-
archical task structure. The ActioNet’s GUI utilizes the Tk-
inter library [9] which allows users to have access to the full
control of all aspects of the artificial agent in the environment
down to its robotic level of manipulation such as rotation and
extension of its arm. The GUI also allows real-time object
interaction capability and presents real-time update of the dy-
namic state changes during users’ interaction with object. For
example, when a user drops an egg, the egg will be reflected
as crack open within the GUI. This provides realistic environ-
ment for users to perform their given tasks, and hence captur-
ing realistic task planning during the execution of the task in
the 3D environment.
3.2. Data augmentation unit
With the hierarchical task structure collected from the Ac-
tioNet’s GUI, the ActioNet’s data augmentation unit can be
used to augment video of a particular scene into videos of
different scenes. This is achieved assuming that the hierarchi-
cal task structure for a certain task goal is largely consistent
from scene to scene, and hence the hierarchical task structure
previously collected can be used to augment the videos to dif-
ferent scenes. This provides a mechanism to generate multi-
Fig. 1. Video annotated with its (a) task descriptions and atomic actions, together with (b) RGB, depth, instance segmentation
and class segmentation.
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Fig. 2. Hierarchical task data structure. The first tier will be
the high-level task goal as set by human, the second tier will
be the task descriptions as performed by human, and the third
tier will be the atomic/robotic actions.
ple videos of the same hierarchical task structure in different
scenes.
As a result of changing scene, the location of an object-
of-interest might not reachable at the same location as it was
in the original scene. Hence, the agent would need to be nav-
igated to a position where it can successfully manipulate the
object. The shortest path between the agent and reachable lo-
cation of the object is used for the navigation. We first use the
Breadth First Search algorithm [10] to map out all possible
grid points that the agent can move to and then use the possi-
ble grid points to compute the shortest path between the agent
and the reachable location of the object.
For valid interactions between the agent and the object,
the agent also needs to be facing the object during naviga-
tion and interaction with the object. We use a vector rotation
technique, which calculates the relationship among the agent,
object, and original point of the world, to reset the agent’s
point of focus on the object.
4. ACTIONET DATASET
4.1. Data collection
This data collection process was done through crowd sourc-
ing. First, AMT workers are provided with a task goal, the
scene that they are supposed to execute the task goal and a list
of items in the scene that can be utilized to achieve the task
goal. The workers are required to provide detailed step-by-
step task descriptions on how the given tasks can be achieved
in the scene. They are required to be clear and concise in
their task descriptions, as if they are generating an instruc-
tional manual. The task descriptions generated by the work-
ers are based solely on their common-sense knowledge of the
scene and basic human intuition in task planning.
Second, using the ActioNet’s GUI, the task descriptions
previously generated by the workers are used to construct the
ActioNet dataset. Given the task goal with its correspond-
ing task descriptions, the workers are required to use the Ac-
tioNet’s GUI to control the artificial agent under different
scenes in the AI2THOR environment to carry out the task as
accurately as described by the task goal and task descriptions.
Upon completion of the task, the workers will be shown video
footage of the precise actions that their agent took. ActioNet
will take the acknowledged successful entry of the task and
generate the video and hierarchical task structure.
4.2. Data analysis
ActioNet dataset is a large-scale comprehensive task-based
dataset comprising 3038 annotated videos and hierarchical
task structures over 65 individual household tasks from 120
different scenes. Each task is annotated across three to five
different scenes by 10 different annotators. The tasks and
Task: 
Make a cup of coffee
Description: 
Turn on the
coffeemachine and put
mug under it.
...
(a) 
Task Goal &
Task Descriptions
(c) Annotated Video
(b) Graphic User Interface (GUI)
(d) Hierarchical Task Structure
Navigation Algorithms
- Breadth First Search 
- Vector Rotation 
AI2THOR Scenes
(f) 
Data
Augmentation
Unit
Augmented Videos
(e) ActioNet Dataset (g) Augmented ActioNet Dataset
Fig. 3. An overview of the ActioNet platform. Given an input comprising (a) task descriptions generated by annotators,
using the (b) ActioNet’s GUI, the task-based dataset comprising (c) annotated videos and (d) hierarchical task structures can
be collected. The (e) task-based dataset can be expanded using the (f) ActioNet’s data augmentation unit to generate the (g)
augmented dataset.
number of task instances for each task are illustrated in Fig.
4. The task-based dataset can be broken down into four cate-
gories, namely living room, bedroom, bathroom and kitchen.
Each category consists of 30 different room settings. Further
statistics are provided in Table 2.
5 15 25 35 45 55 65
Make lettuce soup
Make coffee
Water the houseplant
Fry an egg
Boil Potato
Clean the mirror
Pour away coffee in a cup
Watch television
Prepare sliced apple
Use laptop
Break the mirror
Clear the fridge
Throw away unused apple slice
Store food into fridge
Keep sporting equipment
Toast a bread
Turn off the table lamp or desk lamp
Check the timing on the watch
Use the handphone
Throw away used toilet roll and soap bottle
Off kitchen light
Turn off the living room light
Make a breakfast
Fill the sink with water
Hide the egg
Close the blinds
Hand towel on towelholder
Fill up the bathtub with water
Turn on all the floor lamp
Keep the laptop
Keep valuable items in safe
Light up one candle with another
No. of task instances
Ta
sk
Fig. 4. Task instances per task.
Table 2. Number of tasks and task instances, as well as aver-
age number of task descriptions and atomic/robotic actions.
Living
Room Bedroom Bathroom Kitchen Total
No. of tasks 18 10 11 26 65
No. of task in-
stances
794 404 526 1314 3038
Ave. no. of task
descriptions
4.0 3.6 3.9 6.0 4.5
Ave. no. of
atomic actions
58.7 60.7 38.3 93.5 70.5
ActioNet augmented dataset is synthesized using the Ac-
tioNet data augmentation unit. Each data point in the 3038
task instances is augmented across 10 different scenes with
five randomized object locations for each scene. This gives a
total of over 150,000 new videos, a significant upscale of 50
times of the original video dataset.
5. CONCLUSION
In conclusion, motivated by training artificial agents to learn
to generalize task planning, we have created ActioNet, the
first interactive end-to-end platform for the collection and
augmentation of task-based dataset in 3D environment. Using
ActioNet, we have constructed a large-scale comprehensive
task-based dataset from 65 individual household tasks over
120 rooms. We further up-scaled the dataset by 50 times
across different scenes. In future, we will looking into fur-
ther developing ActioNet’s features and expanding on the
dataset. The ActioNet dataset will also be used in studying
various task-based learning approaches such as reinforcement
learning, imitation learning, and understanding the dynamic
interaction between objects in simulated environment.
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