An interesting fundamental problem in density-functional theory of electronic structure of matter is to construct the exact Kohn-Sham (KS) potential for a given density. The exact potential can then be used to assess the accuracy of approximate functionals and the corresponding potentials. Besides its practical usefulness, such a construction by itself is a challenging inverse problem. Over the past three decades, many seemingly disjoint methods have been proposed to solve this problem. We show that these emanate from a single algorithm based on the Euler equation for the density. This provides a mathematical foundation for all different density-based methods that are used to construct the KS system from a given density and reveals their universal character.
Density functional theory (DFT) [1] [2] [3] [4] is the most widely used method to study electronic properties of materials [5] [6] [7] because of its ever increasing accuracy [8] and computational ease of implementation. As is well known, in DFT the ground-state energy is written as a functional E[ρ] of the ground-state density ρ( r). The energy is the sum of the kinetic energy functional T [ρ], external energy v ext ( r)ρ( r)d r where v ext ( r) is the external potential, and the expectation value V ee , also a functional of ρ( r), where V ee is the electron-electron interaction energy operator. In the Kohn-Sham [9] approach to DFT (KSDFT) the interacting electron system is mapped to a fictitious non-interacting system and the energy E[ρ] is expressed as the sum of the non-interacting kinetic energy T S [ρ] of the same density, the external energy, the Hartree energy E H [ρ] = 
where µ is the Lagrange multiplier to ensure the constraint that ρ( r)d r = N = total number of electron and has the interpretation [10] of being the chemical potential. In Eq. 1, the Hartree potential
and the exchange-correlation potential and v xc [ r; ρ] are also not known exactly. In the Kohn-Sham(KS) formulation, the density is expressed in terms of single particle orbitals φ i ( r), occupying appropriately those with lowest energies so that ρ( r) = i f i |φ i ( r)| 2 where f i is the occupancy of each orbital.
These orbitals are the solutions of the KS equation
Although writen in terms of orbitals, Eq. 4 is equivalent to Eq. 1 for the density. Furthermore, the noninteracting kinetic energy T S [ρ] in the terms of KS orbitals is given exactly as
Finally the orbital energies ǫ i in general carry no physical meaning except that for the highest occupied [10] orbital which is equal to the chemical potential µ.
In KSDFT, the energy functional E xc [ρ] is approximated and consequently the KS equation can be solved only approximately. Development of more and more accurate functionals for E xc [ρ] [11, 12] is of central interest for application of DFT since the accuracy of the energy and density obtained depends on the quality of E xc [ρ] and the corresponding v xc ([ρ]; r).
While accurate exchange-correlation energy functionals are being developed [13] [14] [15] [16] [17] [18] [19] [20] [21] and applied [22] , it is equally important to know the exact KS solution for a many-electron density wherever the latter is available. This gives [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] [36] [37] [38] the exact Kohn-Sham orbitals, the corresponding non-interacting kinetic energy and the related T c . Furthermore, through construction of the KS systems, we also learn [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] about their other interesting aspects. Thus, the exact KS systems set a benchmark to test the accuracy of approximate energy functionals. We point out that for the exact density of electrons in a given external potential, constructing the KS system boils down to finding the exact exchange-correlation potential.
The problem of finding the KS system for a given ground-state density falls in the general category of inverse problems in physics [49] . For a pedagogical review of such problems, we refer the reader to [50] . In the present context, the direct problem is to find the ground-state density of a system of electrons in an external potential by solving the Schrödinger equation for the wavefunction. The inverse problem [38] , whose solution is warranted by the Hohenberg-Kohn theorem [4] , is to find the external potential or the wavefunction for a ground-state electronic density. An interesting application [51] of the inverse problem in this context has been to find the Hartree-Fock wavefunction for electrons in Beryllium crystal from its X-ray diffraction data. Finding the KS system for a ground-state density also falls in the same class of inverse problems and is of significant value in density-functional theory, as discussed above.
Given its importance, many different methods have been developed over the years to obtain the exact KohnSham system for a given density. Some of these [30, 31] are based on direct optimization of a functional while others are iterative [23-29, 32, 33, 36] . The latter methods converge towards the exact Kohn-Sham potential using a density based quantity to update the potential in each step of the iterative process. For example in reference [33] , the iterative method utilizes the difference between a given density and densities obtained during iterative steps to modify the potential. Interestingly, in the same paper iterative scheme has also been linked to an optimization method. However, in general a connection between different iterative methods and their relationship with the variational principle is not known.
The purpose of this paper is to show that all the inversion schemes (except that of [23] ) referenced above are a result of obtaining the Levy-Lieb functional [52, 53] for a given density and emanate from a single method that utilizes Eq. 1 and Eq. 4 in tandem. This method has its origin in the Levy-Perdew-Sahni (LPS) equation [54] for the density. Hence in the next section we first derive the method for the LPS equation and then generalize it to show how apparently different methods emerge from it. The general method is demonstrated by applying it in its different forms to some spherical system in section II. Sections I and II thus reveal the universal character of all these methods. Using this universality, in section III we prove that the inversion from density to KohnSham system through any of these methods is equivalent to maximization of the functional E[v] − v( r)ρ 0 ( r)d r with respect to v( r) to obtain the Levy-Lieb functional [52, 53] for a given density ρ 0 ( r); here E[v] denotes the energy of the given number of electrons moving in the potential v( r). In the process we also derive a criterion for the convergence of the inversion process. In section IV we show the equivalence of the general algorithm to different methods referenced above. Finally we conclude the paper in section V. Consider the LPS equation for the density
where v ef f ( r) is given in the terms of the wavefunction. However, by writing the non-interacting kinetic energy as
where
is the Weizsäcker kinetic energy or kinetic energy of Bosons of density ρ( r) in the ground state, and
is the Pauli kinetic energy, it is easy to see that
where v P = δTP δρ is the Pauli potential [55, 56] . Thus with
Eq. 1 for the density is
Now for a given exact density ρ 0 ( r), if we denote the corresponding quantities with superscript '0', Eq. 10 can be rewritten for the exact exchange-correlation potential as (11) and for the exact Pauli potential as (12) Note that 'µ' is given by density ρ 0 ( r) from its asymptotic behavior. We use Eq. 11 and Eq. 12 to write exchangecorrelation potential corresponding to density ρ 0 ( r) for (i + 1) th iteration if at i th iteration the density is ρ i ( r). Accordingly (13) where
Substituting Eq. 14 in Eq. 13 gives (We have dropped the constant term µ − µ i .)
The constant (µ−µ i ) can be fixed either by adjusting the potential to get the correct µ or fixing its value at a large distance. Eq. 15 is the working equation for obtaining the exchange-correlation potential v 0 xc ( r) up to a constant for the ground state density ρ 0 ( r).
Using Eq. 15, the algorithm to find the exchangecorrelation potential for a density ρ 0 ( r) is as follows:
• Start with a trial exchange-correlation potential v xc ( r) and solve the KS equation to obtain the corresponding Kohn-Sham orbitals, the density and
The external and Hartree potentials in the KS equations are the exact ones with the latter being calculated from the density ρ 0 ( r).
At the i th iteration this step gives the ground state density ρ i ( r) corresponding to the exchangecorrelation potential v i xc ( r). The density ρ i ( r) also serves as an approximation to ρ 0 ( r) and is expected to get closer to it with the increasing number of iterations ;
• Find the new potential using Eq. 15. At this step one can either use µ − ǫ max explicitly or fix the potential asymptotically by using the boundary condition for it;
• Use the new potential in the KS equation again until the density obtained from its solutions matches with the given density.
For completeness we point out that the expression for v ef f ( r) of Eq. 6 in terms of the many-body wavefunction was given by LPS [54] and has been employed [39, 40, 57, 58] in Eq. 15 are replaced by v ef f ( r) derived from the true wavefunction and the Kohn-Sham orbitals in the i th iteration, respectively, an expression for v i+1 xc is obtained in terms of quantities that depend explicitly on the wavefunction and the KS orbitals. This approach has been utilized to get v xc , or v x in Hartree-Fock (HF) theory, directly from wavefunctions and is discussed in the Appendix.
B. Use of a general functional S[ρ] to obtain the KS potential
To generalize Eq. 15 to find the KS potential we split the kinetic energy functional T S [ρ] as 
whereṽ P = δTP δρ . Analogous to the manner in which Eq. 10 leads to Eq. 15 relating v i+1 xc ( r) to v i xc ( r), Eq. 17 gives
where δS δρ ρi ( r) implies that the functional derivative is evaluated at density ρ i ( r). This is the general equation for obtaining the exchange-correlation potential v 0 xc ( r) corresponding to given density ρ 0 ( r). Following the steps given at the end of section I A, it can be employed iteratively to obtain the exact exchange-correlation potential for a given density ρ 0 ( r) with the functional S[ρ] of one's choice.
Notice 
where erf(αr) is the error function with a suitably chosen parameter α. We make use of such mixing of different S[ρ] in the results section below. Exchange
Exchange potential for Ar 
II. RESULTS
We now demonstrate the ideas presented above through spherically symmetric systems. All the numerical calculation of these systems are carried out using the Herman-Skillman program [60] by modifying it suitably. In Fig. 1 we show the exchange potential for the Hartree-Fock density of Na and Ar atoms [61] using the functionals: The output exchange potential matches with the corresponding optimized effective potential (OEP) [62] for all the functional forms mentioned above with n varying over a large number of values. We have also done calculation with
δρ given in Eq. 19 and found that due to ρ 0.05 in it, the potential in the asymptotic region is reproduced with ease. We comment on this further in the paragraph below.
Next in Fig.  2 we display the correlation potential of Hookium atom calculated using S[ρ] = − 1 2 ρ( r) 1/2 ∇ 2 ρ( r) 1/2 d r, ρ 1.05 ( r)d r and the hybrid functional Eq. 19. The output potential matches perfectly with the exact correlation potential [63] . We wish to point out that although functional S[ρ] = ρ 1.05 ( r)d r gives exact result here, for inner regions a functional with large power of ρ is equally good. It is in the outer regions where the density becomes very small of because of its e −r 2 dependence on r that the functional ρ 1.05 ( r)d r become really useful. This is a good example of how hybrid functionals are effective in such situations.
Finally in Fig. 3 , we employ the density for a neutral jellium sphere [64, 65] to get the KS exchange potential. These densities are obtained using the Harbola-Sahni (HS) exchange potential [66] We note that, to the best of our knowledge, the Weizsäcker functional has not been used in the past to get the Kohn-Sham potential. The functional f ( r)ρ n ( r)d r has been employed taking n = 2, with f ( r) = 1 [38] and f ( r) = r β (0 < β < 3) [32] . Recently the Hartree functional has been applied [48] to get the local exchange potential for Hartree-Fock density of solids.
III. THEORY
The density ρ 0 ( r) to potential v( r) map can be established through the Levy-Lieb functional [52, 53] that is defined by Lieb [53] as
where the search for the Supremum is done over different potentials. For the true ground-state densities the Supremum is a maximum. We now prove that with properly chosen S[ρ] the method of section I B (also therefore all such method that it encompasses) makes 
For small (v i+1 − v i ) -and this can always be ensured by proper mixing [67] of v i and the potential calculated from equation (18) -we have by the first order perturbation theory
and therefore
If the iterative process is to converge towards the correct potential, from Eq. 20 we should have ∆F ≥ 0 at each iterative step with the equality being satisfied when ρ i = ρ 0 . As indicated by Eq. 21, this will be the case if the functional S[ρ] is such that
Eq. 22 therefore is the condition on S[ρ] for finding the Kohn-Sham potential using iterative methods. We note that for the KS system,
The proof above is akin to the demonstration [67] that the iterative Kohn-Sham solution always converges towards minimum energy. A strong condition on S[ρ] will be that the integrand
This condition is easy to understand physically: it means that in each iterative step the potential increases (decreases) if the density ρ( r) in the previous step is larger(smaller) than the target density ρ 0 ( r).
To sum up, we have shown that with a properly chosen S[ρ], the process of obtaining the Kohn-Sham potential for a given density converges by maximizing E[v] − vρ 0 ( r)d r iteratively. Therefore the iterative method is equivalent to the direct optimization method [31, 33] for finding the Kohn-Sham system. This is complementary to the equivalence of the minimization of energy functional for a given v ext ( r) and solving the corresponding Kohn-Sham equations to get the ground-state density [67] . It further requires the corresponding functional S[ρ] to satisfy the condition given by Eq. 22 or Eq. 23.
It is easy to see that the convergence condition on S[ρ] is satisfied in its strong form Eq. 23 for the functionals S[ρ] = ρ n ( r)d r with n > 1. It is also satisfied for
′ ≥ 0 which is always true. We now show this to be true for the Weizsäcker functional also. In that case the condition is
The condition can easily be shown to be equivalent to
which is always satisfied. Finally we note that recently the method of obtaining a local potential for a given wavefunction [35, 37] discussed in the Appendix has also been related [68, 69] to finding the Levy-Lieb functional. In essence it is also equivalent to finding Levy-Lieb functional by maximizing
IV. EQUIVALENCE OF DIFFERENT ITERATIVE METHODS
In this section we show that different density-based inversion schemes suggested in the literature are equivalent to using an appropriate functional S[ρ]. We consider them one by one in the following:
A. van-Leeuwen Baerends (vLB) method [29, 70] and its variants [33, 38] In the vLB method, the potential v Hxc ( r) = v H ( r) + v xc ( r) due to the electron-electron interaction is updated in each cycle as
Thus the functional
where v i Hxc ( r) is Hartree-exchange-correlation potential for the i th iteration, leads to Eq. 24 when substituted in Eq. 18. It is pointed out that v i Hxc ( r) is the potential in the i th iteration and therefore remains unchanged when ρ is varied. Furthermore
so that the procedure satisfies the condition for it to converge. Other variants of the method are with different powers of density in S[ρ] or that given in [38] . Among these we note that the method of Wang and Parr [27] will converge only if bound states have negative eigenvalues. An alternative to the vLB method for v ext ( r) < 0 is obtained with
The negative sign here is to ensure that for v ext ( r) < 0 the convergence condition Eq. 22 satisfied. For v ext ( r) > 0, the sign above will be positive.
B. Görling [24] , Gaudoin and Burke method [36, 71] In this method, the change in potential is calculated using i ( r, r ′ ) does not contribute to it because it is independent of the variable ρ( r). Therefore
Following [72] , it is easy to show that
for a function f ( r). The iterative scheme therefore follows the convergence criterion to maximize E[v] − v( r)ρ 0 ( r)d r with respect to v( r).
C. Peirs, Van Neck and Waroquier (PNW) method [32] PNW use the following update algorithm to find the exchange-correlation potential for spherical systems:
where 0.5 < λ < 3.5 and 0 < β < 3. The function f (r) is a switching function used to tune the asymptotic behavior of potential. Leaving the last term in Eq. 28, the functional leading to the PNW algorithm is
with n = 2 and an optimized value of λ, β. It is easy to see that functional satisfies the strong condition of Eq. 23 for the convergence of the algorithm. The present work implies that the PVN method can be generalized by using any n > 1 in Eq. 29.
D. Hollins, Clark, Refson and Gidopoulos (HCRG)
method [48] As pointed out earlier, recently the Hartree potential has been used by HCRG [48] to calculate the exchangecorrelation potential corresponding to the Hartree-Fock density. In this method the exchange-correlation potential is updated according to the equation
where ǫ is small positive number. As is evident, the func- In the ZMP method, the KS potential is obtained as the Hartree-potential of difference in the given density ρ 0 ( r) and the solution density ρ( r) multiplied by a large constant λ. The equation to be solved in the ZMP method is [28] 
Here v H ( r) is Hartree potential of given density ρ 0 ( r) and ρ( r) = i |φ i ( r)| 2 . We point out that the selfinteraction component of the exchange-correlation potential has been included with Hartree potential and that make achieving self-consistency easier. In using this method, one usually starts with a small value of λ and then increases it to obtain better and better density ρ( r). Finally the exchange-correlation potential is obtained as
For a given λ Eq. 31 is solved self-consistently. Thus one starts with some initial guess of v ZMP ( r), say v 1 ZMP ( r), and at the (i + 1) th cycle of the self-consistent procedure the potential is updated as 
In the HCRG method, the potential v ZMP ( r) in Eq. 31 is replaced by v HCRG ( r) and it is updated as (by taking
After achieving the convergence, the exchangecorrelation potential v xc ( r) is calculated as
Again taking v 1 HCRG ( r) = 0, Eq. 36 becomes
From Eq. 35 and Eq. 38 it is evident that the methods of ZMP and HCRG are equivalent as both use the electrostatic potential of charge density ρ i ( r) − ρ 0 ( r) for improvement of the potentials at each iterative step. However, the way these corrections are added during the process is different. In the ZMP method (Eq. 35), the contribution of the potentials from previous iterations keeps on diminishing as the number of iterations increases and self-consistency is approached with the density difference becoming smaller and smaller. Thus to keep the potential finite, a large value of λ is needed. On the other hand, in the HCRG method (Eq. 38), potential at each iteration contributes equally. We note that to satisfy the convergence condition of Eq. 22 for the ZMP method, the value of α should be very small. This is because Therefore the contribution to ∆F from the term proportional to α (which is always positive) will be larger than that proportional to α 2 (which could be positive or negative) if α << 1 thereby ensuring ∆F ≥ 0 for each iterative step. This is seen to be the case while performing ZMP calculations.
V. SUMMARY
Exact results, whenever they can be obtained, are important to understand a theory properly. This is particularly important in density functional theory since it is the most widely used theory of electronic structure but can be applied only approximately. For example, exact conditions on the exchange-correlation energy functionals have played an important role in their development. An important part of research in density functional theory has also been to construct the exact Kohn-Sham system for known densities. Not only the problem by itself is challenging, it also sets a benchmark against which approximate exchange-correlation functionals can be tested.
Over the past thirty years or so, a variety of methods have been proposed to construct the Kohn-Sham system for a given density. These methods emerge from different ways of formulating the inverse problem. In this paper we have shown a majority of these methods (those formulated in terms of the density) to be results of the Euler equation for the density and have also provided an understanding of all these methods based on Lieb's definition of the Hohenberg-Kohn universal functional F [ρ]. Our work thus connects these different methods through a fundamental principle of DFT and gives a unified theory for the construction of Kohn-Sham system for a given density. As a result it also provides flexibility in ways through which the Kohn-Sham system can be constructed for a given density as has been demonstrated in the paper.
VI. APPENDIX: DERIVATION OF THE KOHN-SHAM POTENTIAL FROM HARTREE-FOCK WAVE FUNCTION

