We present a method based on symbolic-numeric reduction to geometric involutive form to compute the primary component and the differential operators for an isolated singular solution of a polynomial ideal. The singular solution can be exact or approximate. If the singular solution is known with limited accuracy, then we propose a new method to refine it to high accuracy.
INTRODUCTION
Consider an ideal I generated by a polynomial system F = {f1, . . . , ft}, where fi ∈ C[x1, . . . , xs], i = 1, . . . , t. For a given isolated singular solutionx = (x1, . . . ,xs) of F , suppose Q is the isolated primary component whose associate prime is P = (x1 −x1, . . . , xs −xs), we use symbolicnumeric method based on the geometric jet theory of partial differential equations introduced in [36, 37, 43] to compute the index ρ and multiplicity µ, such that Q = (I, P ρ ) and µ = dim(C[x]/Q). The multiplication structure of the quotient ring C[x]/Q is computed from the null space of the involutive form of Q. The differential operators are determined by computing the normal form of a polynomial with undetermined coefficients up to degree ρ − 1. If the singular solution is only known with limited accuracy, then the primary ideal Q has a cluster of solutions. A refined solution with higher accuracy can be obtained by averaging the eigenvalues of each multiplication matrix [5] .
Inspired by recent works in [8, 9] , we apply the involutive criterion to the truncated coefficient matrices formulated from the Taylor series expansions of polynomials in prolonged systems of F atx to order k. The number of columns of these coefficient matrices is fixed by k+s−1 s . The differential operators can be obtained from the null space of the truncated coefficient matrix of the involutive system. Our algorithm for computing differential operators could be regarded as a primal version of the one given in [9] .
Our method for computing index and multiplicity is also related to the one presented in [2] . The algorithm they presented for computing multiplicity is based on Bayer and Stillman's theory on regularity [3] . It was pointed out in [21] that the concept of involutivity of symbol is equivalent to its Mumford regularity. Our criterion for involutivity is similar to their stopping criterion for regularity. However we do not need homogenization procedure while the algorithm in [2] works for homogenous polynomials.
If a singular solution is only known with limited accuracy, by choosing a tolerance, we can compute the index, multiplicity and differential operators for this approximate singular solution. It is well known that numeric computations deeply depend on the choice of tolerance. In order to obtain accurate information about the multiplicity structure, we propose a method to improve the accuracy of the singular root.
Supposex =x exact +xerror wherexexact denotes the exact singular solution of F . We observe that a good approximationŷ of −xerror can be computed from the null vectors of the truncated coefficient matrix of the involutive system. The singular solutionx +ŷ has higher accuracy compared withx. We can apply our procedure iteratively tox +ŷ with a smaller tolerance. A singular solution accurately to the full machine precision can usually be obtained in less than 3 iterations, as is shown in our experiments. It is still not clear how our refinement procedure related to the methods in [18, 19, 20, 32, 33] . The column dimension of the matrix we used for refining the approximate singular solution is ρ+s s
. Our algorithm for refining an approximate singular solution is not efficient when index ρ is big. We notice that the number of deflations of the algorithms in [19, 20] is not closely related to the index, their algorithms can be very efficient for singular solutions with large index.
All algorithms we present in this paper have been implemented in Maple 11. We give two examples to illustrate our methods along the paper. We also show the test results for a set of benchmark problems. All computations are done in Maple 11 with Digits := 14.
ISOLATED PRIMARY COMPONENT

Preliminaries
The following paragraphs give a brief outline of the notations and tools we use throughout this paper. We refer to [6, 41] for detailed introduction. • I is prime if f g ∈ I =⇒ f ∈ I or g ∈ I.
• I is primary if f g ∈ I =⇒ f ∈ I or g m ∈ I for some positive integer m.
• I is radical if f m ∈ I =⇒ f ∈ I.
• The radical of I is the set √ I = {f | f m ∈ I for some integer m ≥ 1}.
It should be noted that √ I is an ideal. Every prime ideal is a radical ideal and the radical of a primary ideal is a prime ideal. An ideal is finitely generated if there exists a finite list of elements f1, f2, . . . , ft ∈ I such that every element in I can be written as a C[x]-linear combination of f1, f2, . . . , ft, and denoted by I = (f1, f2, . . . , ft).
Definition 2. If P and Q are ideals and have the property that (1) f g ∈ Q and f / ∈ Q implies g ∈ P , (2) Q ⊆ P , (3) g ∈ P implies g ρ ∈ Q for some positive integer ρ, then Q is primary and P the prime ideal belonging to Q.
If Q is a primary ideal then P = √ Q is the prime ideal belonging to Q and Q is called P -primary.
Definition 3. Every polynomial ideal has an irredundant primary decomposition, i.e. I = ∩ r i=1 Qi, where Qi are primary, Qi ∩ j =i Qj. We call Qi a primary component (ideal) of I. Qi is said to be isolated if no prime ideal belonging to Qj, j = i, is divisible by a prime ideal belonging to Qi. Definition 4. ρ is called the index of a primary ideal Q if ρ is the minimal nonnegative integer such that √ Q ρ ⊆ Q.
Theorem 1.
[41] Suppose the polynomial ideal I has an isolated primary component Q whose associated prime P is maximal, and ρ is the index of Q.
Corollary 1. If a polynomial ideal I has an isolated primary component Q whose associated prime P is maximal, then the index ρ of Q is less than or equal to the multiplicity µ of Q.
Proof: The multiplicity µ of the isolated primary component Q is equal to the dimension of the quotient algebra C[x]/(I, P ρ ). Since the dimension of C[x]/(I, P σ ) increases strictly until σ = ρ, the multiplicity µ is bigger than or equal to the index ρ. 
SNEPSolver
Consider a polynomial system F = {f1, . . . , ft}, where fi ∈ C[x1, . . . , xs] is of degree d, i = 1, . . . , t and s ≤ t. The system can be written as 
Since the number of monomials is usually much greater than the number of polynomials, the dimension of the null space can be large. Completion methods for polynomial ideals based on critical pairs [1, 10, 11, 17, 24, 25, 28, 29, 30, 31, 39, 40] aim to include additional polynomials belonging to the ideal generated by F , until the normal form is determined capable of deciding membership of the ideal. The method in [35, 36, 37, 43] focuses on direct methods to calculate and minimize these dimensions by using the criterion of involution for PDE R [15, 34] . Here R is equivalent to polynomial system F by the bijection
In the following, we briefly explain the symbolic-numeric elimination method in the language of polynomial algebra. We study the variety
where
, x j denotes all monomials of total degree equal to j. All distinct monomials are regarded as independent variables and V (F ) is simply the null space of M (0) d . A single prolongation of the system F is to multiply the polynomials in F by variables, so that the resulting augmented system has degree d + 1. Successive prolongations of the system yield F = F (0) , F (1) , F (2) , . . ., and a sequence of corresponding linear constant matrix systems:
The projection operator π maps a point in
by eliminating the monomials of the highest degree d. A numeric projection operatorπ based on singular value decomposition (SVD) was purposed in [4, 36, 42] . We first find the singular value decomposition M
is the number of singular values bigger than a fixed tolerance. The tolerance is chosen according to the number of correct digits for the coefficients of the input polynomials. The dimension of F is defined as the dimension of the null space of corresponding to the monomials of the highest degree d are deleted. This projected basis yields an approximate spanning set forπ(F ). Application of the SVD to each of these approximate spanning sets yields the approximate dimensions ofπ(F ),π 2 (F ),π 3 (F ), ..., which are required for the approximate involutive form test.
The symbol matrix of polynomials of degree d is simply the submatrix of the coefficient matrix M (0) d corresponding to the monomials of the highest degree d. One of the most important requirements of involutive systems is that their symbols are involutive. The following criterion of involution for zero dimensional polynomial systems is given in [43] .
Theorem 2.
[43] A zero dimensional polynomial system F is involutive at order m and projected order ℓ if and only if π ℓ (F (m) ) satisfies the projected elimination test:
and the symbol involutive test:
The following algorithm given in [37, 43] solves zero dimensional polynomial systems based on the symbolic-numeric completion method. • Apply the symbolic-numeric completion method to F = {f1, . . . , ft} with tolerance τ , we obtain the table of dimπ ℓ (F (m) ).
• We seek the smallest m such that there exists an ℓ witĥ π ℓ (F (m) ) approximately involutive, i.e., satisfying the conditions (3, 4) . If there are several such values for the given m, then choose the largest such ℓ.
• The number of solutions of polynomial system
• The multiplication matrices Mx 1 , . . . , Mx s are formed from the null vectors ofπ 
Algorithm for Computing Isolated Primary Component
For a given isolated solution of the ideal I = (f1, . . . , ft), suppose Q is the isolated primary component whose associate prime P = (x1 −x1, . . . , xs −xs), we apply SNEPSolver to compute the index ρ, such that Q = (I, P ρ ) and the multiplication structure of the quotient ring C[x]/Q.
Algorithm 2. IsolatedPrimaryComponent
Input: An isolated multiple solutionx of an ideal I = (f1, . . . , ft), a tolerance τ . Output: The multiplicity µ, the index ρ, and multiplication matrices Mx 1 , . . . , Mx s of the quotient ring C[x]/Q where Q = (I, P ρ ).
• Form the prime ideal P = (x1 −x1, . . . , xs −xs).
•
• Compute the multiplication matrices Mx 1 , . . . , Mx s of
Symbolic methods based on the uniqueness of the reduced Gröbner basis are given in [12, 16] to determine the index of Q. However, when the multiple zero is only known with finite precision, their methods are subject to numerical stability problem.
Remark 2. The set made up of these computed multiplication matrices {Mx 1 , . . . , Mx s } is called numerical local ring in [8] for a given rootx.
Since the ideal (I, P k ) is generated by polynomials
Without loss of generality, suppose d ≤ k, we prolong all polynomials fi to have degree k. Since all monomials of degree k + j appear in the prolonged system F (j) k , the symbol matrices of F (j) k always have full rank, i.e., the symbols of F (j) k are involutive. The dimension of the prolonged system, denoted by dim
k . So we have the following simple criterion of involution for polynomial system F k .
Theorem 3. The zero dimensional polynomial system F k is involutive at order m if and only if
Example 1.
[32] Consider an ideal I generated by the polynomials
The system has (1, 2) as a 3-fold solution.
Form the maximal ideal P = (x1 − 1, x2 − 2).
• k = 2, we consider the system
Similarly, we have
Therefore, the index and multiplicity of the root (1, 2) are: ρ = 3, µ = 3. The multiplication matrices with respect to the normal set {x1, x2, 1} are:
The triple eigenvalues of Mx 1 and Mx 2 are 1 and 2 respectively.
If the singular solutionx is only known approximately, then the polynomial system F k has a cluster of solutions. The Schur factorization of multiplication matrices Mx i consists of only one block. As shown in [5] , the average of the cluster eigenvalues of Mx i computed by Trace(Mx i )/µ gives a refined value forxi. We can apply the procedure again for the refined singular solution and obtain singular solution with higher accuracy. We choose a tolerance τ = 10 −4 and apply Algorithm 2 tox and the polynomial system (6). The dimensions computed for the given tolerance are the same as shown above. Therefore, we get the same index and multiplicity for the approximate singular solution with respect to the given tolerance. The refined root computed from the multiplication matrices is:
(1 + 9.5829 × 10
Then use this refined solution as an initial one and set τ = 10 −6 , run Algorithm 2 again, we obtain:
(1 − 1.0000 × 10 −15 + 2.5854 × 10 −14 i, 2 + 8.4457 × 10 −14 ).
MODIFIED SNEPSOLVER FOR COMPUT-ING DIFFERENTIAL OPERATORS
To apprehend the structure of the dual space of an ideal at a multiple zero further, we calculate a basis for the dual space.
Let
denote the differential operator defined by:
for non-negative integer array α = [α1, . . . , αs]. We write D = {D(α), |α| ≥ 0} and denote by Span C (D) the C-vector space generated by D and introduce a morphism on D that acts as "integral":
Definition 6. Given a zerox = (x1, . . . ,xs) of an ideal I, we define the subspace of differential operators associated to I andx as
There is a bijective correspondence between Mprimary ideals of C[x] and closed subspaces of Span C (D):
whose multiplicity is µ, we have that dim C (△x) = µ.
Algorithm for Computing Differential Operators
The following algorithm computes the differential operators from the output of Algorithm 2. Moreover, the differential operators evaluated at the multiple zero are functionals which constitute a set of bases for the dual space of the ideal at the multiple zero.
Algorithm 3. DifferentialOperatorsI
Input: Multiplication matrices Mx 1 , . . . , Mx s , multiple zerô x and index ρ. Output: L = {L1, . . . , Lµ}, a basis for the space △x.
• Write the Taylor expansion atx of a polynomial h ∈ C[x] up to degree ρ − 1 with coefficients cα ∈ C:
• Compute the normal form of h from the multiplication matrices Mx 1 , . . . , Mx s , and expand it atx,
• Find scalars a αβ ∈ C such that d β = α a αβ cα. For each β such that d β = 0, return the operator
An alternative procedure for computing these differential operators based on Gröbner basis computation is given in [7] . Our algorithm can be applied to polynomial system with floating point coefficients since it computes the normal form stably from the multiplication matrices computed by SNEPSolver. Furthermore, in [7] , the degree of polynomial h(x) is bounded by the multiplicity µ which is larger or equal to our degree bound ρ according to Corollary 1. Example 1 (continued) We compute the differential operators at the exact solution (1, 2):
• Write the Taylor expansion of a polynomial at (1, 2) up to degree ρ − 1 = 2,
• From the multiplication matrices (7), we obtain the normal form of h by replacing x 
Corollary 2. Applying the differential operators output from Algorithm 3 to the polynomials in F , we obtain a new polynomial system
andx becomes its isolated simple solution.
Proof: Ifx is a singular solution of system (9), then there exists a non-trivial differential operator Lτ , its differential order | τ |≥ 1. Take L β ∈ L that has the highest differential order in L. Then Lτ • L β is a differential operator for F at x which is not included in L. It is a contradiction.
2 Suppose the multiple solutionx is only known with limited accuracy. Deflation method demonstrated in [19, 20] adds new equations and variables to F to havex become a simple solution, then use Newton iteration to refine it. The new polynomial system (9) also hasx as its simple root, however, it is not clear whether we can use the attained information to refinex.
Specialized SNEPSolver
We have applied Algorithms 2 and 3 to a set of examples shown in the Table 1 . For some examples, the systems become too large after we add all monomials of high degrees. In this subsection, we propose a modified SNEPSolver. The matrices we used to verify the involutivity are much smaller than the ones used by SNEPSolver. Supposex = (x1, . . . ,xs) is an isolated zero of a set of multivariate polynomials F = {f1, . . . , ft}. Let P = (x1 − x1, . . . , xs −xs) and I be an ideal having P -primary isolated component. Let
where T k (fi) = |α|<k fi,α(x −x) α denotes truncated Taylor series expansions of the polynomial fi atx to order k. The zero can be moved to the origin by changing of variables. For simplicity, we supposex is the origin.
The ideal (I, P k ) is generated by the polynomials
The lower submatrices of the symbol matrices of F k and prolonged system F (j) k are identity matrices corresponding to monomials in P k and P k+j . Therefore the symbol matrices are of full column rank, the dimensions and null spaces of coefficient matrices of the systems F k and F (j) k can be computed from the coefficient matrices generated by the truncated systems T k (F ) and T k (F (j) ). So we can work with the coefficient matrices of truncated system T k (F ) and truncated prolonged systems T k (F (j) ) instead of the coefficient matrices of F ∪ P k and their prolongations. For simplicity, we still use M (j) k to denote the coefficient matrices of the system T k (F (j) ). Let d
k ). Since all polynomials are truncated by degree k, the coefficient matrix M • k = 2. We have: • k = 3. We have: After the first prolongation, we have:
where 
is obtained by adding zeros to M • k = 4. We compute d
(1) 4 = 8, and d
Since d3 = d4 = 4, the multiplicity ofx = (0, 0, 0) is µ = 4 and the index of the primary ideal is ρ = 3, and Q = (I, P 3 ).
The null space of the matrix M (1)  3 has dimension 4 and can be written as
where ei is the i-th column of 10 × 10 identity matrix.
It is interesting to notice that the differential operators can be obtained by multiplying the differential operators of order less than 3 with the 4 null vectors in N Theorem 5. Let Q = (I, P ρ ) be the isolated primary component of an ideal I = (f1, . . . , ft) at the multiple solutionx and µ be the multiplicity ofx. Suppose the system Fρ = Tρ(F ) ∪ P ρ is involutive at prolongation order m, the null space of the matrix M denote the vector consists of all differential operator of order less than ρ. Then a basis for the space △x can be computed as
Proof: Since the system Fρ is involutive at prolongation order m, for any polynomial f ∈ I, the coefficient vector f of the truncated polynomial Tρ(f ) can be expressed as
, where c is a complex row vector. For 1 ≤ j ≤ µ, we have
An isolated multiple solutionx = (x1, . . . ,xs) of an ideal I = (f1, . . . , ft) and a tolerance τ .
Output:
The multiplicity µ, the index ρ of the primary component Q = (I, P ρ ) and a set of differential operators L = {L1, . . . , Lµ}.
• Form the coefficient matrix M • Compute d
• Compute the null vectors of M (m) ρ denoted by v1, . . . , vµ. The differential operators are computed as Lj = L · vj, for j from 1 to µ.
Remark 3.
If the zero is not at the origin, we can also compute the matrix M (0) k by changing of variables yi = xi − xi for 1 ≤ i ≤ s and compute the coefficients of polynomials f1(y1 +x1, . . . , ys +xs), . . . , ft(y1 +x1, . . . , ys +xs) with respect to the variables y1, . . . , ys. However, we only need the coefficients of y α 1 1 · · · y αs s with total degree less than k. Hence it is more efficient and numerically stable to compute the Taylor expansions atx to order k.
There is an impressive paper written by Dayton and Zeng [9] . They compute the differential operators from the dual space. We obtain the differential operators from studying the primal space directly.
Algorithm for Refining Approximate Singular Solution
Suppose we are only given an approximate root
x =xexact +xerror, wherexerror denotes the error in the solution andxexact denotes the exact solution of the polynomial system F = {f1, . . . , ft} with multiplicity µ and index ρ. The output of Algorithm 4 is a set of differential operators satisfying approximately,
According to Remark 3, the matrix M (0) k in Algorithm 4 is the coefficient matrix of truncated polynomials T k (G) = {T k (g1), . . . , T k (gt)} where gi = fi(y1 +x1,exact +x1,error, . . . , ys +xs,exact +xs,error) obtained by changing of variables yi = xi −xi, for 1 ≤ i ≤ s. The output of Algorithm 4 can be regarded equivalently as the differential operators of system G = {g1, . . . , gt} at its approximate solutionŷ = 0,
Suppose Algorithm 4 computes the multiplicity µ and index ρ correctly, and the system Gρ+1 = Tρ+1(G) ∪ P ρ+1 , P = (y1, . . . , ys) is involutive at prolongation order m for a given tolerance. The matrix M to form the multiplication matrices and compute a solution y which is usually a good approximation for −xerror. This is mainly due to the fact that y = −xerror = (−x1,error, . . . , −xs,error)
is an exact solution of the system G with the multiplicity µ and index ρ.
Since all computations are done modular the ideal P ρ+1 = (y1, . . . , ys)
ρ+1 . If the given approximate solutionx is not far away from the exact solutionxexact, then we haveŷ ≈ 0, the termsŷ α for α > ρ will be much closer to a zero vector. We are performing a generalized Newton iteration modular P ρ+1 . The profound theory still need to be investigated in future. We refer to [18] for interesting discussion on quadratic Newton iteration for systems with multiplicity.
Algorithm 5. MultipleRootRefiner(MRR for short)
Input: An isolated approximate singular solutionx of an ideal I = (f1, . . . , ft) and a tolerance τ . Output: Refined solutionx, the multiplicity µ and index ρ of the primary component Q = (I, P ρ ) and differential operators L = {L1, . . . , Lµ} for the refined solution.
• For given approximate rootx and tolerance τ , applying Algorithm 4 to estimate the multiplicity µ and index ρ.
• Suppose the truncated system Gρ+1 is involutive at prolongation order m, then form the multiplication matrices Mx 1 , . . . , Mx s from the null vectors of the matrix M (m)
ρ+1 . An approximate solutionŷ is obtained by averaging the trace of each multiplication matrix.
• Setx =x+ŷ and run the first two steps for the refined solution. The tolerance is decreased according to the solutionŷ.
• Ifŷ converges to the origin, then we get the refined solutionx with high accuracy. We apply Algorithm 4 to compute the differential operators with respect to the refined solution. Otherwise, we decrease the tolerance and run the above steps again.
Example 2 (continued) Suppose we are given an approximate solutionx = (1.001, −0.002, −0.001 i). By changing of variables, we have a perturbed system
Applying Algorithm 4 to estimate multiplicity and index for a given tolerance τ = 10 −2 .
• The singular values of M • The singular values of M • The singular values of M So that for the given tolerance τ = 10 −2 , the multiplicity is µ = 4 and the index is ρ = 3. The multiplication matrices are formed from the null space of M Addingŷ tox, we obtain the refined solutionx. We apply Algorithm 5 twice to the new singular solutionx for tolerance 10 −5 and 10 −8 respectively, and get the refined solution: 
EXPERIMENTS
The following experiments are done for Digits := 14 in Maple 11 under Windows. The systems DZ1 and DZ2 are quoted from [9] . The system D2 [8] is positive dimensional, but we can compute its isolated zero dimensional primary component at the origin. The other examples are cited from the PHCpack demos http://www.math.uic.edu/ ∼ jan/. The second column lists the singular solutionsx, where Z2 = (−.7071, .4082, .5774, .2500, −.1443, −.4082). We use ρ and µ to represent the index and the multiplicity respectively. The fifth column lists the increase in the number of correct digits from the initial guess to the refined solutions by SNEPSolver. The empty box denotes that SNEPSolver fails after running out of memory. The sixth columns shows the increase in the number of correct digits of the approximate solutions obtained by Algorithm MultipleRootRefiner. 
CONCLUSION
The multiplicity structure of a singular solution has been studied extensively in [2, 7, 8, 9, 14, 22, 23, 25, 26, 27] . Various methods have also been proposed for computing the singular solutions to high accuracy [5, 18, 19, 20, 32, 33] . In this paper, we describe algorithms based on the geometric involutive form to completely describe the multiplicity structure of an isolated singular solution.
If the polynomial system and the singular solutions are known exactly, the tolerance is set to be zero. We compute the multiplicity, index and differential operators by exact linear algebra computation. If we are given an approximate isolated singular solution of an exact polynomial system, then we refine the singular solution to have high accuracy and obtain accurate multiplicity structure with respect to the refined solution. However, if the polynomials are only known with limited accuracy, the results we computed depend on a properly chosen tolerance. If there is no information about correct digits of the input data, we decide the tolerance by checking the biggest jump in the singular values of the coefficient matrix of the polynomial system F . It is interesting to investigate whether we can find a nearby polynomial system which has an isolated singular solution with given structure, such as multiplicity, index or differential operators.
Suppose the ideal I = (f1, . . . , ft) is zero dimensional, then applying our method to each root, we can compute the primary decomposition of I. However, I need not to be zero dimensional. We only require that the primary component Q is isolated and zero dimensional. Furthermore, the algorithms we present can be generalized to compute an isolated primary component for a maximal ideal represented by polynomials, not only the ones generated by the singular solutions.
