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of the American Agricultural Economics Association held 
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BASIC BREEDING CONCEPTS ~\ND RELATIONS 
Bryan E. Melton 
Throughout history man's very existence has been characterized by 
his continuing struggl e to obtain sufficient food, clothing and shelter. 
Wi th a growing population and declining agricultural resources such as 
energy, water and land, the greatest challenge to fulfilling these funda-
mental human needs may be yet to come. One means of meeting growing 
demands on an agriculture faced with shrinking resource availability is 
by improving the productivity of the plant and animal species used in 
agriculture. Breeders attempt to achieve this improvement through the 
application of the principles of modern quantitative genetics to the 
breeding of plants and animals for agriculture. 
In its simplest state quantitative genetics can be viewed as the 
branch of genetics dealing with quantitative, or metric, traits. These 
traits generally share two common characteristics: 1) they are quantifi-
able, or measured rather than counted and 2) they exhibit continuous, or 
nearly continuous, variation. Traits such as weaning weight in beef 
cattle and corn grain production per plant are typical of most metric 
traits. The significance of these traits should be readily apparent; 
most traits of economic importance are of this type. 
Despite the relative youth of plant and animal breeding as academic 
disciplines, many major theoretical advances have been made over the past 
hal f-century--so many, in fact, that theory has almost totally outstripped 
Bryan E. Melt on is an assis t ant professor i n the Food and Resource 
Economics Department and an adjunct assistant professor in the Animal 
Science Department, University of Florida, Gainesville, 32611. 
2 
experimentation. Under these conditions it would be obvious folly to 
even attempt a comprehensive discussion of breeding concepts within this 
paper. This paper will, therefore, be restricted to a discussion of only 
those rudimentary breeding concepts most likely to be encountered by 
economists working with plant or animal breeders. 
Some Basic Terminology 
In any discipline a highly specialized and technical vocabulary has 
often evolved to aid communication between members of that discipline. 
This same vocabulary can, however, present an almost insurmountable obstacle 
to effective communication between disciplines, and may even jeopardize 
the success of any interdisciplinary efforts. It is, therefore, appro-
priate that a discussion of animal breeding concepts begin with some simple 
definitions for non-breeders. The following definitions and symbolisms 
are neither comprehensive nor universally accepted, but they are sufficiently 
complete for the purpose of this paper: 
Aggregate breeding value the overall or total breeding value of an animal; 
in multiple trait selection the sum of the breeding values for each trait 
when each is multiplied by its economic value. (Symbolized by H) 
Breeding value the value of an individual, judged by the difference 
between the mean value of its progeny and the mean of the population; 
sometimes called the additive genetic value. (Symbolized by A) 
Coefficient 
individuals 
by descent. 
of parentage the degree of relationship 
measured by the probability that random 
(Symbolized by r ) 
xy 
between any two 
genes are identical 
Crossbreeding/Inbreeding the mating of individuals more (inbreeding) or 
less (crossbreeding) closely related to one another than the population 
as a whole. 
Economic value the effects on producer profits due to a one unit improve-
ment of some trait in his plants or animals. 
Environmental deviation the deviation of an individual's phenotypic value 
from its genotypic value due to all nongentic sources. (Symbolized by E) 
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Generation interval the time span between generations; the average age 
of individuals in the parent generation when the progeny destined to 
replace them are born. (Symbolized by GI) 
Genotypic value the component of an individual's observed value for a 
trait that is genetic in nature. (Symbolized by G) 
Heritability the proportion of a trait's observed value in a population 
that may be inherited by succeeding generations, calculated as the ratio 
of the variance of breeding value to the variance of phenotypic value. 
(Symbolized by h2) 
Intensity of selection the number of phenotypic standard deviations that 
individuals selected to be parents in the next generation differ from the 
current population mean. (Symbolized by i) 
Phenotypic value the observed or measured value of some trait in an 
individual. (Symbolized by P) 
Population a group of reproductive individuals sharing a common gene pool. 
Response the change in the population mean value for a trait due to 
selection. (Symbolized by R) 
Selection the process of allowing certain individuals to reproduce at 
higher rates than others; the only means by which breeders can make 
directional genetic changes in the population mean. 
Selection differential the difference between the mean phenotypic values 
of selected parents and the population from which they came. (Symbolized 
by S) 
Selection index a composite value of several traits used for multiple 
trait selection. (Symbolized by I) 
A Simple Breeding Model 
To illustrate the various relations involved in modern plant and 
animal breeding,consider a single metric trait that is quantitatively 
observed in a large population. The most simple representation of the 
observed (phenotypi c) value of the trait (P) for any individual is that 
the genotype confers a value on the individual (G) , while environment 
causes deviations from this (E). This produces the classical linear 
breeding model describing the phenotypic value of the trait for any 
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individual 
(1) P = G + E 
In the absence of dominance and epistasis, which are two types of genetic 
interactions, the genotypic value of the individual is also its breeding 
value (A) (Falconer, pp. 122-128). Thus, (1) may also be expressed as 
(1.1) P = A+ E 
The genetics of populations 
Because metric traits typically follow a normal distribution--or 
very nearly so--the population is completely described with respect to 
the trait by its mean and variance (Falconer, p. 108; Lush, p. 85). When 
the trait is observed for all individuals in the population, the popula-
tion mean (µ) may be calculated as the expected value of the trait, or 
(2) µ E(P) = E(A) 
where E(E) 0 in the population. Thus, the observed population mean 
should equal the expected breeding value of the population. Assumming 
that breeding values and environmental deviations are uncorrelated allows 
the corresponding variance of observed values to be represented as 
(3) V(P) = V(A) + V(E) 
Due to the random nature of environmental deviations, the breeder 
would obviously attempt to alter the population mean by changing the 
mean breeding value of the population. Unfortunately, this entails identi-
fying those individuals with superior breeding values and these values 
cannot be directly observed in individuals; only the phenotypic expres-
sion of the trait is directly observed and it is on this basis that all 
breeding decisions must be made. 
This leads directly to one of the most important concepts in 
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breeding: heritability (h2). Dividing both sides of (3) by V(P) produces 
l = h2 + V(E) 
V(P) 
Thus, heritability is the proportion of the trait's phenotypic variance 
that is genetic in nature, while the remainder of the variance is due 
to environment. The accuracy of the breeder's decisions will, therefore, 
depend directly on the heritability of the trait for which the decisions 
are made. Hence, heritability provides an indication of the accuracy of 
a breeding decision due to basing that decision on phenotypic rather than 
genotypic values. 
Although it is also impossible to directly observe h2 , its value 
can be estimated based upon the degree of resemblance between relatives 
in a population and a statistical analysis of variance. For this purpose 
it is convenient to express the degree of resemblance between relatives 
intermsof the covariance of their phenotypic values. Kempthorne (p. 133) 
presents a general means of determining the covariance of phenotypic 
values between any two related individuals (X and Y) as 
Cov(X,Y) = 2r V(A) 
xy 
where r is the coefficient of parentage of X and Y. Malecot defines 
xy 
this as the probability that a random gene from X is identical by descent 
with a random gene from Y. The value of r fo r several common types of 
xy 
relatives in plant and animal breeding are presented in Table 1 along 
with the corresponding covariances. 
When these results are combined with the results of analysis of 
variance, it is possible to estimate V(A), and thus h2 f or a given popula-
tion. For example, a common statistical model used in the analysis of 
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Table 1. Coefficient of parentage and phenotypic covariances 
between an individual (X) and various relatives (Y). 
y Y' Cov(X,Y) xy 
Self (X) 1/2 V(A) 
One Parent 1/4 1/2 V(A) 
Average Parent 1/4 1/2 V(A) 
Half-sib 1/8 1/4 V(A) 
Full-sib 1/4 1/2 V(A) 
Uncle (Aunt) 1/8 1/4 V(A) 
First-Cousin 1/16 1/8 V(A) 
Double-First-Cousin 1/8 1/4 V(A) 
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cattle data is 
i 1,2, ... z 
Y. "k µ + h. + s .. + eijk j 1, 2, .. . m 1.J 1. 1.J k 1,2, .. . n 
where Y .. k is the phenotypic value of the kth offspring of the jth sire 
1.J 
in the ith herd, h. is the effect of the ith herd, s .. is the effect of 
- 1. ~ 
the jth sire within the ith herd, eijk is a normal random error, µ is 
the overall mean and all effects except µ are random. An analysis of 
variance for data observed under this model is shown in Table 2 along 
with the expected mean squares. In the notation presented in Table 2, 
0 2 is used to denote observatioruil corrrponents of variance and V is 
reserved to denote causal corrrponents. 
For this simple example the variance due to sire effects is 
0 2 
s:h 
MS -MS 
s e 
n 
and due to herd effects is 
02 
h 
MSh-MSs 
nm 
The total, or phenotypic, variance is the sum of the variance components 
02 0 2 + 0 2 + 02 
P h s:h e 
To obtain an estimate of the variance of breeding values it is 
necessary to recognize that the variance of sires is the variance of 
half-sib groups, with the sire a common parent within each group and 
the dam a random individual from the population. Furthermore, the vari-
ance of the means of half-sib groups is equivalent to the covariance of 
half-sibs, such that from Table 1 
and 
0 2 = l (0 2) 
s:h 4 A 
0 2 4 0 2 A s:h 
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Heritability may also then be estimated from this data as 
h2 = 4~;8 '~ 
Similar, although generally much more complex, analysis may be performed 
for any agricultural species, as a survey of plant and animal breeding 
literature will atest. 
Selection 
Selection is the only means by which the breeder can make directional 
genetic changes in the population. It is practiced by allowing those 
individuals with superior breeding values to reproduce at a greater rate, 
or to produce more progeny, than those with inferior values. If the superior 
individuals have been accurately identified the population mean will 
obviously increase. How much it increases depends directly upon how 
intensely the selection of superior individuals is made and population 
parameters. For instance, if an individual must be in the upper 10% of 
the population to be considered as superior then the intensity is obviously 
greater than when an individual in the upper 30% is judged to be superior. 
Single trait selection. In a generation of selection for a single trait, 
in which all individuals in the parent generation are replaced with 
individuals selected from their offspring, the change in the population 
mean, or response to selection (R), is 
(4) 
Because S (the selection differential) is the difference in average 
phenotypic values between the selected individuals and the population, 
i t must obvi ously be weighted by h2 to obtai n the expected genetic 
1 
response . 
lU 
Response to selection can be "standardized" by dividing (4) through 
by a to produce 
p 
(4.1) s 2 R=-hcrp 
ap 
·h2 = l. Op 
Where the standardized selection differential~P)measures how many 
standard deviations the mean of the selected individuals differs from the 
population mean before selection. This value is called the intensity 
of selection (i). To obtain annual response, (4.1) is then simply divided 
by the 
(4. 2) 
generation interval (GI), 
ih2a R p ----
GI GI 
It is interesting to note that from the mathematical properties 
of the normal distribution 
s z 
i 
where p is the proportion of the population selected as replacements--
i.e. the proportion of the replacement (offspring) population with pheno-
typicvaluesfalling beyond a point of truncation selection--and z is the 
height of the ordinate of the normal distribution at the point of trunca-
tion. Thus, the intensity of selection is easily determined from tables 
of the normal distribution (Snedecor and Cochrane), when onlyp is known. 
Multitrait Selection. The obvious problem with the preceeding discussion 
of selection is that it considers only a single trait. Typically, breeders 
must consider many traits simultaneously in any selection decision. 
Furthermore, the traits are not usually independent of one another. A 
1weighting by h2 essentially translates phenotypic values (P) into 
breeding values (A). It is important t hat onl y breeding values, or the 
additive portion of genetic variance, be considered in selection as Wright 
has shown that gains due to other genetic sources(i.e.~ dominance and 
epistasis) cannot be sustained in a population. 
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beef breeder, for example, cannot usually select only for increased calf 
weaning weights without regard to any correlated increases in calf birth 
weights that lead to increased calving difficulty and dystocia. Similarly, 
a corn breeder cannot select only for weight of grain produced without 
considering the plant's (and the grain's) rate of maturation. Because a 
given animal or seed that is superior in one trait may be only average, 
or even inferior, in other traits, and because important traits may be 
negatively correlated, the breeder is often required to make trade-offs 
in his breeding decisions. 
To illustrate the nature of correlated traits, assume that two 
traits (denoted by the subscripts 1 and 2) are under consideration. The 
phenotypic correlation of the two traits is 
0 Pl2 0 Pl2 + 0 el2 
rP12 
0 Pl0 P2 0 Pl0 P2 
hlh2rA12 + ~(1-hi)(l-h;) rel2 
where rA12 is the correlation of breeding values and re12 is the cor-
relation of environmental deviations for the two traits. Obviously, both 
genetic and environmental causes combine to produce the observed pheno-
typic correlation. When selection is practiced on the first trait (1) 
a correlated change wil l obviously occur in t he second (2) as well. The 
amount of this corre l a t ed r esponse (in 2 due to selection f or 1, R21) is 
given by Falconer (p. 318) as 
Numerous means of dealing with correl ated responses have been 
developed--some more satisfactory t han others. The first, and simplest, 
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means of dealing with this phenomena is to select first for one trait, 
with no attention to correlated traits, until the level of the first 
trait reaches an acceptable level. The attention in selection is then 
turned to the second trait while attempting to maintain the first at 
near its acceptable level. This is often referred to as a tandem selection, 
and is obviously a long and often risky process. If a trait ignored in 
the first round of selection is highly important but negatively correlated 
with the first trait, the population, and hence the producer, may not 
survive long enough to reach the second stage. 
The second common means of dealing with the problem is to select 
f or both traits with independent selection levels. In this procedure 
a minimum selection level is established for each trait and all individuals 
exceeding that minimum are selected as replacements. There are two 
obvious problems associated with this method. First, to maintain a fixed 
population size the levels established for each trait must be lower than 
when only a single trait is considered; thus the selection intensity falls. 
Second, this process will result in the selection of individuals with 
high levels of one trait and very low levels of the other, while individuals 
with moderately high levels of both traits are rejected. To illustrate 
this a plot of the population assuming that the two traits are negatively 
correlated is shown in Figure 1, with independent culling levels of P! 
and P~ super-imposed. 
In this graph individuals outsi de of the rectangle formed by the 
axes with Pf and P~ would be selected as replacements . This group obviously 
includes the individuals b and c with very l ow value s of P1 and P2 , 
respectively, but excludes individual d which has moderately high values 
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Pi~~~~~~~~.;.o.;.o.;..........,.........,.....,;.;......,;.;.~ 
Figure 1. 
............... ··.·-:-::::::::::::::::;: ::::::::::::::::::::::· I 
R* 1 
Multitrait selection alternatives for two traits 
in a hypothetical population. 
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This leads directly to the third alternative: a selection index 
(I) constructed as a linear combination of the traits. Selection based 
upon an index is also shown in Figure 1 by the downward sloping line, I. 
If selection were on this basis individual d would be included, while b 
and c would be rejected. Hazel and Lush showed that this type of selection 
is more efficient than either of the preceding alternatives. The problem 
with a selection index is the determination of the appropriate weight, 
or attention, to be given to each to trait in the index. 
When Hazel developed the selection index for animal breeding he 
noted that when selection is for several traits of economic importance 
"It is logical to weight the gain for each trait by the relative economic 
value of the trait" (Hazel, p. 477). He further notes that the relative 
economic value of a trait " ... depends upon the amount by which profit may 
be expected to increase for each unit improvement in the trait" (Hazel, 
p. 477). Defining W. as the relative economic value of the ith trait, 
1 
and assuming selection is based on n traits produces the linear aggregate 
breeding value of an individual (H) 
n 
H ="'\"""'W.A. ~ 1 1 
i=l 
The corresponding selection index (I) is therefore 
n 
I ="'\"""'b.P. ~ 1 1 
i=l 
where b. is the estimated multiple regression coefficient for the ith 
1 
trait which maximizes the correlation between I and H (rIH), or minimizes 
E(I-H) 2 ; the two are equivalent. 
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To illustrate the solution for the bs, the following matrices are 
defined: 
wl 
2 
0 Al 0Al2 ···.a Aln 
w2 0 A21 
2 
0 A2 • • • " 0 A2n 
w A'A 
w 
nxl 0 Anl 0 An2 ··•·0An2 nxn n 
bl 
2 
0 Pl 0Pl2 •.. 00Pn2 
b2 0P21 
2 
0P2 • • • " 0 P2n 
b P'P 
b 0 Pnl 0Pn2 
2 
n nxl • • • • 0 Pn 
by expressing both A. and P. in terms of deviations from the population 
l. l. 
2 
mean (µ.) . 
l. 
The aggregate breeding value may then be expressed in matrix nota-
tion as 
H = W'A AW 
and the index as 
I = b'P = Pb 
Under either of the previously stated criteria the solution vector of 
b values that makes I the best estimator of H is obtained as 
b = (P'P)-l A'AW 
Thus the optimal weighting of traits is therefore, dependent upon: 
1) variances and covariances of phenotypes; 
2) variances and covariance of breeding values; and 
3) economic values of the traits. 
2B . f . . h h . ecause µi is a constant, re ering to eit er p enotypic or geno-
typic means, subtracting it from both will not affect the final index 
results. 
nxn 
J.b 
It is also interesting to note that if the traits considered were, by 
some chance, uncorrelated, such that P'P and A'A are diagonal matrices 
of variances, the weighting of the ith trait becomes 
2 
h. w. 
l l 
for all i. The optimal linear index of uncorrelated traits (I*) is, 
therefore, 
n 
I* ="°' h~W.P. L..J 111 
i=l 
or simply the sum of phenotypic values for the individual weighted by 
the heritability and economic value of the trait. It should, therefore, 
be clear that even under the most restrictive assumption (that all traits 
are independent) attention must still be given to each trait in a rational 
selection decision. (Examples of just how important this can be and 
methods of determining the economic values of traits will be presented 
later.) 
Modifying the Simple Breeding Model 
A number of obviously restrictive assumptions were made in the 
preceding development of a simple breeding model. Although space pro-
hibits a detailed discussion within this paper, it is perhaps benefitial 
to briefly mention several possible modifications of the simple breeding 
model due to relaxing certain of these assumption--most notable of these 
being the effects of nonzero interactions of genetics with environment 
and of genes with one another. 
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Genetic interactions 
As noted previously, dominance and epistasis are two common types 
of genetic interactions. Epistasis results when a single genotypic value 
is attribut able to the simultaneous segregation of genes at more than one 
locus (trait). For instance, assume that genes at two loci effect the 
genotypic value of a metric trait. If genes at the second loci have the 
same effect, regardless of the value of genes at the first loci, then 
there is no epistasis. If, however, genes at the second loci have a large 
effect when genes at the first loci take on a certain value then epistasis 
exists. Because genes are unobserved, it is obviously a difficult task 
to quantify epistatic effects, and they are frequently assumed to be zero. 
When they are not zero, they must be partitioned from the genotypic 
variance to obtain an estimate of the variance of breeding values, and 
hence heritability. Thus, in most cases epitasis is a problem to be 
avoided rather than a component to be analyzed. 
Dominance, on the other hand, is quite a different manner. Dominance 
deviations are the difference between the genotypic and breeding values 
of a single locus, and arise directly from the property of dominance 
among genes. For example, assume some trait is controlled by a genotype 
comprised of two genes taken as a pair. Each gene in the pair may be 
classified as either dominant or recessive such that three combinations 
of the genes result: 1) recessive homzygous (both recessive), 2) heter-
ozygous (one dominated , one recessive) and 3) dominant homozygous (both 
dominant). If the heterozygous genotype has a value exactly intermediate 
to t he values of the two homozygous genotypes t hen dominance deviations 
are zero. I f, however, the heterozygous genotype has a value closer to 
the homozygous genotype than to the homozgous recessive then dominance 
is present. 
The practical applications of dominance deviations in plant and 
animal breeding are evident in various types of crossbreeding and inbreeding 
programs (Lush). For instance, it has been a popular commercial practice 
in corn breeding to initiate a program of close inbreeding to develop highly 
inbreed lines of corn. The effect of inbreeding is an increase in the 
homozygosity of the lines so that most loci are either homozygous recessive 
or homozgous dominant. Because deleterious effects are usually expressed 
as homozygous recessives, this may lead to a phenomena called inbreeding 
depression (Falconer, p. 248). A given line will then be very strong 
in those traits which are homozygous dominant, but relatively weak in 
those which are recessive. By then crossing two of these lines, with each 
strong for traits in which the other is weak, modern commercial hybrid 
corn seed is produced. This crossbreeding increases the proportion of 
heterozygous genotypes in the offspring so that the progeny are actually 
better than the average of their parents due to dominance. This effect 
is normally refered to as hybrid vigor or heterosis (Falconer , p. 254). 
Exactly the same principles, although not commercialized to as great a 
degree as in plants, are utilized in animal breeding by crossing parents 
of different breeds (Willham). 
Genetic- environmental interactions 
Another important modification of the simple breeding model involves 
the assumption that genotypic values and environmental deviations are 
independent. Reality, and the number of different plant and animal 
breeds, dictate that this is not the case . For i nstance, the breed of 
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cattle with the highest milk yields in temperate areas is unlikely to 
also be best in tropical climates. Even within a single climate it is 
accepted practice to feed high producing milk cows more than their lower 
producing counterparts. This leads to the question of genetic adaptability, 
or "Does the existence of gentic-environmental interaction imply the 
advisability of developing locally adapted plants and animals?" 
The debate over this question has been going on for some time and 
will probably continue for an even longer time. Questions such as "How 
great are the phenotypic differences resulting from these interactions?" 
or "How much of the genetic progress achieved by selection in one environ-
ment will be exhibited by later progeny in different environments?" require 
answers. The verdict is not yet in, but there is growing evidence that 
the effects of genetic-environmental interactions may be substantial, and 
should, therefore, be considered in any breeding program. Examples of 
recent animal breeding research in this area include work by Keller and 
Brinks (1978a and 1978b); Long, et al; Tess, et a~ Koger, et a~ and Burns, 
et al, among others. 
Sununary 
The basic breeding concepts and relations presented in this paper 
are, admittedly, highly simplified. They hopefully, however, do serve to 
illustrate some of the basic means by which plant and animal breeders 
attempt to improve the productivity of agricultural species. Economist 
have an important role to play in this process: the translation of 
breeding gains into economic gains--something usually more understood by 
conunercial producers. More interdisciplinary research in this area may 
begin to answer the questions "What is a better animal (or seed) worth?" 
20 
and "What traits are most important in a breeding program?" an thus pro-
mote the efficient improvement of agricultural species. 
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ECONOMIC VALUE OF GENETIC SHIFTS 
IN THE PRODUCTION FUNCTION 
Bryan Melton, University of Florida 
George W. Ladd, Iowa State University 
The opening paper in this symposium presented the concept of relative 
economic value of the i-th trait and its use in construction of a selection 
index. The present paper presents two methods of measuring economic 
values of traits. As the title implies, we perceive changes in traits as 
genetically induced shifts in the conventional production function. 
This paper uses classical production theory, in which the production 
function is continuous and has continuous derivatives. In a previous 
paper, Ladd and Gibson (1978) used a linear programming formulation of 
production to derive a measure of economic values. 
The first method to be presented makes sense to economists. The 
second method (a) makes more sense to some animal breeders than does the 
first, (b) is computationally simpler than the first, and (c) yields 
identical results. 
Our definition of economic value of a trait is: the amount by which 
maximum profit per animal may be expected to increase for each unit of 
improvement in the trait. 
The starting point for both methods of measurement presented here is 
what might be termed an interdisciplinary production function. Its 
arguments are the customary economic variables and some things that 
economists usually treat as parameters, but breeders treat as variables: 
measures of the traits of the animals used as inputs. Let p0 and q0 be 
22 
price and quantity of output, p. and q. be price and quantity of the i-th 
1. 1. 
variable input, and G. be the measure of the j-th trait of the livestock 
J 
input. The production function is then 
(1) q = f(ql' q2 , ... ' qn, Gl , G2 , ... ' G ) 0 m 
The f irm's profit is then 
n 
(2) 1T = Po f - L pi qi 
i=l 
All prices are assumed constant. 
METHOD 1 
The purpose of measuring economic value is to determine the effect on 
profit of improved livestock: livestock that is an improvement over live-
stock now available. The appropriate question to be considered is, "If 
breeders make available improved livestock, what is the effect on a firm's 
maximum profit?" According to this argument, the values of the G. are 
J 
parameters to the firm; they refer to animals now available. The values 
of G. are variables, however, to the breeders. 
J 
The firm's profit is to be maximized, and its instruments for maxi-
mizing profit are the qi. Letting f = f(q1 , q2 , •.• , qn, G1 , G2 , ... , Gm) 
and f. 
1. 
af/aq . the first-order-conditions are 
1. 
(3) a7T/aqi = 0 =Po fi - pi : i = 1, 2, ... , n 
To assure the existence of a profit-maximizing solut i on, and also to 
investigate the effects of variation in traits, we need the Hessian matrix 
of second-order partial derivatives of t he objective function. Letting 
f . . 
1.J 
2 a f/ aq. aq., the Hessian is 
1. J 
23 
(4) H = Po 
Because f is assumed continuous, H is symmetric. H will be assumed negative 
definite. Then there exists a unique solution to then equations in (3), 
and this solution provides the values of the q. that maximize profit. 
1 
Substituting these values of q. into (1) yields the profit-maximizing 
1 
level of output. Substituting the profit-maximizing values of q. (i ~ 1) 
1 
and of q0 into (2) yields the amount of the maximum profit. 
The definition of economic value of a trait concerns the effect of 
variation in a trait. We now consider what happens to the maximum level of 
profit (~*) when Gg varies by the amount dGg. This is done in three 
steps: (1) Determine effect of dGg on profit-maximizing levels of inputs, 
(2) determine effect on profit-maximizing value of q0 , and (3) determine 
effect on profit. 
To determine the effect of dGg on the qi, differentiate the n equa-
tions in (3). The result for the i-th equation is 
(5) 
where 
Define 
n 
Po I f . . aq./aG +Po fiG = 0: 
j=l 1] J g g 
i = 1, 2, ... , n 
= af./aG 
l. g 
dQ/ dG 
g ( aq1/a Gg, aq2/a cg , ... , aTn/a Gg) 
F 
g ... ' f ) I nG 
g 
I 
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The n expressions in (5) can be compactly expressed as 
(6) HdQ/dG 
g 
F 
g 
-1 
Because H is negative definite, H exists and the unique solution to (6) 
is 
(7) -1 dQ/dG = - H F 
g g 
This expression shows how the profit-maximizing levels of the inputs change 
as Gg changes. The optimum level of output changes according to 
n 
Let 
Define 
Then 
(8) 
aq0/acg = L f. aq./ac + af/ac j=l J J g g 
df/3G • 
g 
Finally the effect on maximum profit of d is g 
Define 
Then 
But from (3), p0F 1 
(9) 37r/3G 
g 
P'. Thus 
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I see an interesting analogy between (3) and (8). In (3), the price 
of the i-th input (a parameter) equals the value of the marginal product 
of the i-th input. In (8), the effect on maximum profit of varying 
trait g is a variable whose value equals the value of the marginal product 
of trait g. To finish the derivation of economic value, (8) must be 
divided by the number of animals, n, to obtain economic value of trait g 
(9) EV = (an/aG )/n = pOFG /n 
g g g 
If q1 , say, is number of animals fed, then n q1 . 
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METHOD 2 
With some slight modifications an alternative approach to estimating 
the economic values of traits is also possible. While this alternative 
yields essentially identical results, it is computationally simpler and, 
thus, intuitively more appealing to many breeders. 
To illustrate this alternative method of analysis it is assumed that 
the producer faces the same prices, for both his product (p ) and vari-
o 
able factors (pi), and is constrained by the same production function 
( 1) discussed previously. In addition, it is also assumed that there 
... 
is some cost per unit (w.) associated with acquiring each additional unit 
J 
of the jth trait. The value of w. may then be logically interpreted as the 
J 
marginal cost of improving the jth trait and arises directly from the 
costs of record-keeping and other practices associated with a breeding 
(selection) program. For simplicity it is further assumed that the values 
of w1 , w2 , ... , w., ... , w are constants and, therefore, unaffected by J m 
the levels of the traits1 . Hence, if a producer were able . to purchase 
! 
traits in a purely competitive market he would be able to obtain any 
amounts of the traits (G1 , G2 , ... , 
prices: w.' •.. , 
J 
w. 
m 
Unconstrained Profit Maximization 
G., 
J 
... ' G ) desired at their fixed m 
The profit function for this producer may be written as 
The amounts of both variable factors and traits that maximize profits are 
determined by the simultaneous solution of the n + m first-order conditions: 
(11.1) 
(11. 2) an 
ClG. 
J 
w. 
J 
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= 0 i 1,2, ... ,n 
0 j 1,2, ... ,m 
The simultaneous solution of these first-order conditions does not, 
however, assure the attainment of a profit maximizing solution; it may be 
a profit minimizing solution. For values of q!, q!, ... , q~, ... , q~ and 
Gt, G~, ... , Gj, ... , c: satisfying(ll.l) and(ll.2) to be a profit 
maximizing solution certain second-order conditions must also be ful-
filled. Specifically, the Hessian matrix (H) of second-order partial 
derivatives of 11 with respect to each variable, evaluated at the levels of 
variables 
(12) 
H 
satisfying 
po 
f* 
11 
f~~ 
nl 
f1< 
m+m,l 
the first-order conditions, 
f1< 
ln ffp+1 
...... f>'< 
J,n+m 
f* f~+l f* nn ...... 11n+m 
f* f* n+m,n ·n+m,n+l 
f•~ 
n+m,n+m (n+m)x(n+m) 
must be negative definite. Assuming this condition is met, it can be shown 
that the second partial derivative of the production function with respect 
to any trait must be negative, i.e. 
< 0 
at the point of profit maximization. 
The obvious problem with this representation is that the breeder 
does not purchase all traits from some central gene pool. Instead, the 
levels of traits are varied through breeding programs, such as selection. 
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And , as a result, the breeder's brofit maximizing decision is constrained 
by the pre-existing levels of the traits in the population from which he 
selects. 
Constrained Profit Maximization 
The genetic constraints facing the breeder can be expressed terms of 
0 0 0 
the existing levels of the~ traits--symbolized G1 , G2 , ..• , G., ... ' J 
G0 --by a 'series of ~ Lagrangeans. The profit function, augmented by 
m 
these constraints, is 
(12) ... ' G ) -m 
p.q. -Lw . G. +LI.. (G~ - G.) -
1 1 . J J • J J J 
J J 
CK 
i 
where A. is the value of Lagrangean multiplier for the constraint associ-
J 
ate<l with the j _t_h_ trait. The inclusion of these geneUc constraints also 
increases the number of first-order conditions for profit maximization by m: 
(_14 .1) 
(14.2) 
and 
(14.J) 
d1T --a 
q. 
1 
a 1T --ac. 
J 
a 1T 
a>.. 
J 
f po 
qi 
p fG 
0 . 
Go 
j 
J 
- pi 0 i 1, 2, ... , n 
>.. 0 w. 
J J 
j 1, 2, ... ,m 
G. 
J 
0 j 1, 2, ... ,m 
This system of n + 2m first-order conditions in the ~ + 2m + 1 para-
meters or constants: · · · ' p n; wl' w2' · · · ' w.' J 
... ' G~, ... , G0 ; must be solved simultaneously for J m 
optimal values of the n + 2m variables: 
G>'c 
j ' ... ' 
... ' q>~ i' 
... ' 
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Equations (14.1) express the classical "factor-product" conditions 
necessary for profit maximization in this system, while equations (14.3) 
insure the fulfillment of the genetic constraints previously discussed . 
Equations (14.2) on the other hand, are the conditions necessary for the 
allocation of the traits and, thus, the determination of the economic 
values of the traits. 
As in the case of unconstrained optimization, the fulfillment of 
these conditions does not guarantee the attainment of a profit maxi-
mizing solution; certain second-order conditions must also be fulfilled. 
The Hessian matrix of second-order partials (12 ') must be negative definite 
for nontrivial (non-zero) values of dq. and dG. that satisfy them 
1- J 
second-order conditions defined by the constraints. 
0 
- G ) 
0 
- G ) 
L au\ 1 2:a<c1 1 dG. 
aq. dqi + ac. J 
• 1- . J 
0 
(15.1) 
1- J 
(15.2) La(c~ - Go) L*~ - G ) dG. 2 dq. 2 
Clq. + aG J 1- . j • 1-
0 
1- J 
(15. m) L a(c0 - G ) L a(c0 - G ) m m m m a dq. + ac dG. q. 1- • J 
• 1- • J 
1- J 
0 
Because these conditions are obviously satisfied only by the trivial 
solution, dG. 
J 
0 for all m traits, an alternative representation is 
necessary. 
0 
The variable G. is replaced by the constant G. for each 
J J 
trait, thereby reducing the Hessian matrix of second-order partials of 
n to 
(16) 
H po fh f~2 
f:~ f* 
nl n2 
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nxn 
Sufficient conditions to assure the attainment of a profit maximizing 
solution are that the values of q!, q~, ... ,qt, ... , q;; Gf, G~, ... , 
Gj'• ... , G~; and >-f, >.~, .•. , >-j, ... , .A~ satisfy (14-1) through (14.3) 
and that H, evaluated at these levels of the variables, is negative 
d f . . 2 e ini te . 
Assuming these conditions are met, and solving (14. 2) for the j ti! 
trait yields 
( 17) w . + A. 
J J 
indicating that the trait should be used until its marginal value product 
(p0 fG_ ) is equal to its direct cost (w.) plus the opportunity cost 
J J 
arising from the constraint (.A . ) • 
J 
The significance o f this relationship 
I 
may be seen more clearly by interpreting .A. as the effect on profits of a 
J 
unit increase in the existing level of the j!!! tra it 
(18) .A. 
J 
dTf 
Cl Go 
j 
0 
(G. )' 
J 
Substituting (18) into (17) and rearranging terms produce s 
(19) dTf 
ClG0 
j 
- w 
j 
i.e. 
The economic value of the trait--defined as the effect on profi t s due 
to a unit increase in the existing level of the t r ait--is, therefore, 
equal to the marginal va lue product of the trait less the cost of achiev-
ing the unit improvement. The simultaneous solution of equations(J4.l) 
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through(l4.3) insures that the economic values of the traits thus defined 
are evaluated at the profit maximizing levels qt, q~, ... , q~, ... , q~. 
Thus, if w. is zero, a value identical to the result derived previously 
J 
in ( 9) is obtained. Furthermore, this value may be greater than, less 
than or equal to ze ro depending upon the magnitude s of w. and the 
J 
nature of the trait and produc tion function. Specifically, because 
w. > 0, the economic va lue of the trait is either negative or zero when 
J -
the marginal value product of the trait is positive, but less than or 
equal tow. and posit i ve when the marginal value product o f the tra it is 
J 
greater than w . . When the marginal value product of the trait is negative 
J 
i ts economic value i s unambiguously negative. It is inter esting to note, 
however , that should t h i s be t he case the fi r s t-order condi t ions for 
unconstrained pro f it maximization, as expressed by (11.2), cannot be 
ful f illed. Furthermore , only when the economic value of the trait is 
zero is it at its unconstra ined, pro f it maxi mizing l evel . 
An Empirical Example 
As with the previous method, additional insight into the behavior of 
breeder s is possible through the neoclassical theory of the firm. 
These rela t i ons may be s t be i llustr a t ed by means of an empirical example 
using the product ion f unction estimated by Melton, e t a l. (1979) as 
(20) 14.515 - 19.558 G1 + .486 c2 + .108 q1 + 20. 909 ci 
2 2 
- .000224 c2 - .000141 ql + . 270 q1c1 - .000095 q1c2 
where : 
q0 kg of r e t ail product; 
32 
q1 days on feed; 
G1 kg of average daily weight gain; and 
c2 = kg of weaning weight 
The augmented profit function is 
(21) 
with the first-order conditions for profit maximization 
( 22 .1) d 1T 
<lql = p0 (.108 - .000282q1 + .279G1 - .000095G2) - p1 0 
(22.2) 
0 
( 22. 3) 
0 
( 22. 4) Zl1r Go 
Gl 0 -- = -a>. 1 1 
( 22. 5) d 1T Go G 0 -- = - = 
J.\2 2 2 
! 
Solving (22.4) and (22.5) for c1 and c2 , substituting into <22.1) through 
(22.3) and rearranging terms produces 
(23 .1) 
pl o o 
-.000282q1 = -- - .108 - .279G1 + .000095G2 
Po 
(23. 2) 
A wl o o 
.279q 1 - l/p0 = ~ + 19.558 - 41.818G1 + .111G 2 
Po 
(23. 3) 0 0 .486 + .111G1 + .000448G2 
These equations are easily solved for optimal values of Gf • !.f and ,\~ 
in terms of the parameters or constants of the system as 
(24.1) q* 382.98 + 0 0 
pl 
1 989.36G1 .3369G2 .000282p 
. 0 
(24.2) .\* (87.293 + 0 .205G~)p0 - 989.36pl 317.85G1 - - wl 1 
33 
( 24. 3) 
0 0 A~= (.4496 - .205G1 - .000416G2)p0 + .3369p1 - w2 
These results are obviously in the basic form of derived demand functions. 
Equation (24.1) expresses the maximum amount of the variable factor days 
that would be demanded (q!) at any given price (p 1), while (24.2) and 
(24 .3) are expressions of the maximum price that would 
Af or w2 + A~) at any given level of the traits (G~ or 
be paid (w1 + 
0 
G2 ). For ex-
ample, for the following prices and genetic constraints: 
po $2.00; 
P1 $ .50; 
Go 
1 
. 785; 
Go 
2 193.8; 
the profit maximizing number of days and economic values of the traits are 
obtained as 
and 
q* 
1 
207.81 208 days; 
A~ = $.5846. 
,* * These values of Al and A2 are equal to the values of 3n/oG1 and on/oG2 from 
equation (9). 
The effects of price changes (p0 , p1 , w1 or w2) on the economic 
values of the traits are also easily determined from (24.2) and (24.3). 
For instance, if p increases its effects on economic values are 
0 
;n >'c 
1 
ap 
0 
and 
oA* 2 
ap 
0 
. 0 0 
8. 7293 + 317.85G1 - .205G2 
0 
. 4496 - . 205G1 
0 .999416G2 
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and may be greater than, less than or equal to zero depending upon the 
magnitudes of the genetic constraints, G~ and G~. If p1 increases, its 
effects are 
-989.36 
and 
.3369 
indicating that an increase in p1 causes the economic value of average 
daily gain (G1 ) to fall and the economic value of weaning weight (G2) to 
increase. Increases in w1 or w2 cause unitary decreases in the value of 
the corresponding trait. 
The effects of increasing the levels of the genetic constraints under 
fixed prices are also easily obtained by total differentiation of (24.2) 
and (24.3) as 
and 
317.85dG~ 0 .205dG2 
0 0 dA~ = -.205dG1 - .000416G2 
Thus, the economic value of average daily gain (A!) increases as its 
own level increases, but declines as the level of weaning weight increases. 
The economic value of weaning weight (A!), on the other hand, declines 
with increases in the level of either trait. These relations are shown 
graphically in Figures 1 and 2. It should be recognized that the in-
creasing (upward sloping) demand for average daily gain shown in Figure 1 
would not be permissable for the unconstrained profit maximizing producer. 
Because of the nature of the genetic constraints, and their subsequent 
effect on second-order conditions, however, such a relationship is possible, 
for the profit maximizing breeder. 
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A.1 G~ 
/G I >Go 2 2 
I 
200 I 
I 
I 
I 
100 I 
A* 
I I 
Figure 1.--Derived demand for average daily gain (G1) in kg. 
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Figur e 2.--De r i ved dema nd for weaning we i ght (G2) i n kg . 
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From these relations it is also possible to estimate the value 
of an animal, defined as 
In multitrait selection based upon a selection index this is obviously 
the aggr egate breeding value (H) of the animal . Substituting (24.2) 
and (24.3), evaluated at the previously specified prices, into this 
function allows it to be rewritten as 
(25.1) V = -320.094G1 + l.06765G2 + 635.7 (G1 ) 2 - .000832(~) 2 
-.82G1 G2 
At the levels of the traits previously specified, the animal's value is, 
therefore, 
V0 $191.37 
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Footnotes 
1, In many breeding programs the costs associated with the maintenance of 
the program are fixed on a per animal-year basis. Hence the marginal 
cost of altering the level of a trait is zero once the program is 
established. 
2. This result is, of course, exactly identical to the second-order 
conditions obtained by the previous method in (4), and eliminates the 
requirements that the marginal products of the traits must be decreasing. 
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Variability and Market Indicdtors of Breeding Values 
Gerald A. Carlson* 
I. Introduction 
Genetic resources or heritable traits are increasingly being viewed as 
scarce resources which should be carefully managed. The awareness of the 
"genetic vulnerability" of U.S. crop production was heightened by the crop 
losses resulting from the introduction of a new strain of corn blight to a 
crop that was uniformly susceptible. Also, many of the recent gains in world 
food production have resulted from rice and wheat genetic improv~~ents. 
Efficiently managed genetic resources 2re expected to play a large part in 
future food production gains (National Academy of Sciences, 1977). 
Much of the genetic research is conducted in the public sector. This 
follows from the scale economies to conducting the research. Also, t~e infor-
mation on novel genetic material and combination methods has public good 
characteristics making it difficult for private firms to capture all returns. 
In the U.S. there is a combination of public researc:1 and private development 
and distribution of most agricultural genetic resources. In other countries 
the entire process is more centralized. A prominent concern is how well does 
each system function when there is a wide range of environments in which the 
genetic material must produce. Evenson, et.al., (1976) have examined this 
question for rice breeding. 
The purpose of this paper will be to explore the information on traits and 
how they are used in purchase decisions in one private genetic market, that for 
dairy semen. Many indices of trait levels are compiled and made available to 
agricultural producers. Is the information on the relative desirability of 
traits by producers being used as one of the guides in investment in public 
research? Are there improvements that can be made in indices of genetic merit 
*Professor, Department of Economics, North Carolina State University. 
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which will help producer genetic choices? The risks of adopting new genetic 
materials also seem to warrant attention, especially when perennials or stock 
problems are important. See Ladd and Gibson (1978) for an alternative approach 
to 1 ivestock breeding index formation. 
This paper proceeds in four sections. The first reviews both the recent theory 
of demand for characteristics and aspects of supply of genetic improvement used in 
agriculture. The second section presents an application of the characteristics 
model and a portfolio model to the market for dairy traits. Data from dairy 
sire selection are used to determine which genetic traits enter the purchase 
decisions. Risk aversion, costly information and profit maximization are 
assumed. The last section draws conclusions and discusses limitations of the 
present paper. 
II. Demand and Supply of Genetic Traits 
The relatively new theory of demand for characteristics or traits (Lancaster, 
1971) seems to fit the market for agricultural genetic resources quite directly. 1 
In this model of behavior, producers would be expected to equate the marginal 
val ue product of each trait, or the services that the trait renders, with its 
implicit price. Consider the following model with only the genetic input 
(x1 = semen or seeds) assumed to have multiple traits: 
rr = P · v(x1(t.), x2 ... x .... ) - L r.X.(t . ), y 1 J J J J 1 
where n is annual profits, Py is the single product price, Y is yield, rj are 
input prices and Xj are purchased inputs with the genetic input (X1) having 
traits ti' i = 1, 2, ... I. Both the mix of purchased inputs and traits are 
ass umed to affect yiel d. 2 In a more complete model the mix of traits might 
1This section also benefits from suggestions by George Ladd. See his and 
Martin 's 1976 paper on demand for input characteristics. 
2Both quantity and trait mix of the geneti c input x1 could be considered 
variable. But for simplicity 0111ount of genetic input is held constant. 
( 1 ) 
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also affect product price and the marginal products of other inputs such as 
labor and feed. Computing first order conditions, one obtains the usual 
condition for purchasing the genetic input (X1) as: 
(2) 
This can be expressed in terms of tra i ts of the genetic input as: 
X1 ,., >:.( 6Y/.st. P + 1\ r 1/ 6t.). 1 1 y l (3) 
Equation (3) states that the marginal value product of the ;th trait (oY/ ot; · Py) 
will be set equal to its marginal cost (X1 · or1/ ot;). 
Breeding values could be found by estimating or1/ oti. Given a number (k) 
of sources for observing semen prices (r1k) and levels of various traits per 
unit of genetic input (t1, t 2 ... ti ... ), then a form of Equation (2) is 
r1k = Eibitik' where bi is or1/ 6ti. This form of Equation (2) will be used in 
the estimation of equations to follow with sources being different dairy sires. 
Estimates of bi can indicate what values producers are placing on the marginal 
value product of a trait (i) per unit of input. or1/ ot. orb. might be thought 1 1 
of as the market expression of individual trait breeding values. 1 
There are several important features of the supply of genetic resources that 
will shape the analysis to follow. First, genetic traits are discovered by a 
stochastic search process. ~venson and Kislev (1975) have shown that this 
process of discovery has diminishing returns, thus, genetic traits are costly 
to produce and disseminate. Secondly, traits are biologically linked on the 
same chromosomes with other traits. This means that purchase of traits can't 
be made independent of other traits. For example, many pest resistance traits 
can only be incorporated in commercial crop varieties at a sacrifice in yield 
1Breeding values are usually thought of for a particular sire, whereas, 
bi is an average across a set of individual sires in a market. 
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(in the absence of the pest). To the extent that correlation of genetic traits 
are known these can be incorporated into models for optimizing genetic selection. 
Porterfield (1974) has shown how this can be done with a modified linear 
programming procedure for the case of pine trees. Tai (1977) has specified 
a covariance model for incorporating correlated genetic characteristics in 
selection of potato varieties. 
A final feature of the supply of genetic traits is the high degree of 
uncertainty in the transmission of traits to offspring. This arises especially 
in livestock breeding. The uncertainty is enhanced by the difficulty and 
lengthy period involved in determining the degree to which a trait has in 
fact been transmitted. There are complex interactions between genetic traits 
and controllable and uncontrollable environmental factors in the production 
process. All of this indicates a large role for genetic information and infor-
mation processing. 
Animal scientists and agronomists have developed indicators of genetic 
merit. Some draw readily on market prices such as for milk and milk fat 
(Norman and Dickinson, 1971; Norman, 1979). Other indices of genetic value 
have attempted to incorporate probability of crop harvest loss (Rosielle and 
Frey, 1975), and dairy animal type characteristics that affect health and 
milking costs (Bell and McDaniel, 1976}. Some of the attempts to find genetic 
trait - market price relationships have been mere exercises in the use of 
step-wise regression (Palmer and Mao, 1977; Danker, et.al., 1976). 
Often explicit market values are not present for genetic traits. Do the 
indices of genetic merit and animal performance which agricultural researchers 
are using and providing to farmers reflect the marginal trait pricing conditions 
given above? Are there improvcn1ents that can be nhlde in the indices of value 
that are rapidly evolving in some genetic markets? The next section examines 
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the dairy semen market since it i s one v1ith a large quantity of genetic and 
price data available. 
III. Vari ability in the Dairy Semen Market 
A large part of the gain in milk yield per cow that has taken place in the 
past several decades is attributed to sire or semen selection. Some specialists 
place the relative value of sire selection to that of improvements in cows and 
culling practices at about 75 to 85 percent (Skjerivold and Langholz, 1964). 
This follows from the relatively short milk producing period which the average 
cow spends in herds (3 to 3.5 ~estations) after milk production begins. 
One would expect that the purchase of dairy semen would follow the usual 
assumptions of asset purchase under risk. First, this is an asset purchase 
decision because semen quality affects the quality of all of the female off-
spring of a cow if female calves are kept for replacements. The risk part of 
the asset decision arises because of the natural genetic variability in herds, 
and from the fact that semen can be purchased from a variety of bulls with 
varying degrees of tests on their progeny. 
If the dairy operator is assumed to be a risk averse profit maximizer, 
then his utility function can be approximated by a mean-variance utility function. 
Even though assuming this utility function can lead to irrational decisions 
with skewed distributions it may provide a reasonable approximation in this case. 
This is so because the distribution of genetic traits and t he net return distri-
bution which follows from it is usually approximately normally distributed 
{Anderson, 1974; Falconer, 1960). The price of an asset like dairy semen will 
be negatively related to the variance ( o ~) of receiving a given genetic trait {i). 
1 
The final aspect of the semen market that needs to be considered before 
a price equation can be specified is the short-term supply conditions. Semen 
supply of a given sire has an upper physiological limit in a given time period. 
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The elasticity of supply can be expanded somev1hat by storage and some artificial 
environmental conditions. However, one would expect a sharply rising marginal 
cost of supply at prolonged sales quantities (Qk) above physiological limits. 
The various genetic characteristics, risk and supply effects are depicted 
in Figure 1. Price per an:pule of semen increases from P0 to P1 as trait (ti) 
+ increases to ti . The amount of semen pri ce shift from a given investment 
in trait t., other traits constant, reflects the marginal value product of 
l 
that trait relative to levels of that trait available from other sires. Also, 
higher levels of variability (a2+) in receipt of a trait will lower the price 
of semen for a sire, other things equal. This is shown as the price effect 
P0 to P2. The influence of semen supply on price is illustrated by the 
rapidly rising supply schedule of semen as the physiological limit of supply 
per unit of time (Qk*) is approached. 
A reduced form price equation for semen of sire k can be specified by 
adding variance and quantity vari ables to Equation 3 and assuming that semen 
l pri ces are set to clear the market as: 
2 rk = a + ~ .b.t .k - r .c .o.k + dQk + ek. 
111 111 
(4) 
a, b. , c. and dare constants to be estimated. ek is a random term to reflect 
l 1 
unmeasured and omitted price effec ts. Product price and other input prices 
are not included as they are assumed const<lnt for a cross-section of sires. 
IV. Results from the Dairy Semen Market 
The model of Equation 4 was applied to 3 sets of sires from the U. S. 
dairy semen market. Both priva te firms and regional cooperatives supply 
1Note that the quantity variable would not be in this reduced form if a 
linear supply curve was postulated. 
r -l 
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Figure l. Semen Prices for Various Genetic Traits, Risks and Supply Conditions 
dairy semen. Data from one large eastern U. S. cooperative were available. 
It contained both young sires (y) and proven sires (p). Information on two 
genetic traits - milk quantity and milk fat, variability in expected value 
of milk gain, and semen sales quantity was available. A third set of sires 
from a private stud gave information on milk, fat and type. Type is an index 
of health, milking ease and calving ease. No sales data were avai l able on 
data set three. 
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The milk traits of dairy sires are customarily given in terms of expected 
milk gain, E(MG), and fat gain, E(FG), frOlil dam (D) to daughter (d) for all 
(n) tested daughters of sire k: 
and 
E(FG)k = E ~ (FD. - Fd.)/n. p J J J 
(5) 
(6) 
For young sires (y), without progeny records, the expected milk gain is 
computed as a weighted average of the sire's mother (dam index = DI) and the 
predicted difference of the progeny (say m of them) of the young sire's sire: 
(7) 
The same average fat gain variable can also be computed for young sires. 
Information given to dairymen on sires usually combines expected milk 
gain and expected fat gain by using the market prices for milk (PM) and premiums 
for fat content (PF) (Norman and Dickinson, 1971): 
(8) 
Thus, the main trait that is expected to increase semen prices is expected milk 
value gain, E(M$), which is used for t 1 in Equation 4 above, in the following 
analysis. 
Risk in genetic transmission was expected to differ widely for young sires 
and proven sires. Proven sires have reported "repeatabilities" for traits like 
expected gain by milk value. 1 Repeatability for sire k (Rk) is converted into 
a standard deviation of expected dollar gain in milk traits by combining 
estimates of the variances of the two component traits and an estimated 
1Repeatabilities are computed for each sire by regressing traits of 
mothers and daughters on one another by managers of the breeding stock. 
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correlation between milk and fJl traits (rMF = .65) from the literature 
(McDaniel, et.al., 1968; Butcher and Legates, 1976): 
where 
(9) 
( 10) 
Repeatabilities are not available for young sires since they have no or 
very few progeny. For all young sires accuracy of pedigree indexes are assumed 
to be .45 from the work of Butcher and Legates (1976). Thus, an equal measure 
of repeatability was assumed for each young sire ( Rk = . 2 = 1:45). Note that 
this piece of infor111ation is not available in the sales information of the 
sires. 
Table 1 shows the means of variables and least square regression estimates 
of parameters of Equation 4. The means show that semen prices are less 
expensive for young sires, but that young sires have higher expected milk 
gains than do the proven sires ($7 5.50 > $47.60). But investments in proven 
sires have less risk than for the group of young sires (op = $20.00 < oy = $35.80). 
The risk averse dairyman has the usual tradeoff to make in choices from this 
investment frontier set. 
The sign of each of the parameter estir1ates was found to be just as 
hypothesized in the above model. The more risky sires, especially the young 
ones, are priced much lower. The coefficient on risk (01) rises from .12 to 
.21 when young sires are added to the data set (compare Equations 2 and 3). 
The increments in semen price from higher levels of expected dollar gain from 
milk and milk fat (t1) are consistent and statistically signif icant at high 
levels. Dairymen to see111 to be including both expected genetic gain and 
variance in gain in their purchases . It is interest ing to note that the 
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Table l. Estimates of Semen Price Equations: Young and Proven Holstein Sires 
Independent Variablesa 
Sample Expected Milk Gain Risk Sales Volume 
Model Size ( t, ) (a 1 ) (Q) 
I. Proven Sires - 31 . ll 7b -.075 linear (4.76) (1.10) 
I I. Proven Sires - 31 . l 05 - . 121 .09 1 inear (2.92) ( l. 38) ( l. 42) 
II I. Proven and Young 48 . 091 -.208 .11 Sires - linear (3.36) (2.57) (2.59) 
IV. Proven and Young .573 -.370 • 391 Sires - 48 (3.71) (2.81) (4.58) log-log form 
aMean values for proven (p) and young (y) sires, respectively, were: 
p = $4.4, tlP = $47.60, a = $20.00, Q = $27.53, P = $2.0, tlY = $75.50, p p p y 
a = $35.8, Q = $10.76. y y 
bFigures in parentheses are 11 t 11 ratios. 
magnitude of these coefficients on mean and standard deviation is not unlike 
the ratios of tradeoff that are found in analysis of stock portfolios. 
R2 
.46 
. 51 
.50 
.59 
Sales volume (Q) does have a statistically significant impact on semen 
price. This is expecially true when the form of the relationship is specified 
as a constant percentage (log-log} relationship. The sales volume coefficient 
of .391 in Equation 4 can be interpreted roughly as a supply elasticity of 
2.56. Sales volume could reflect both physical scarcity as noted above and 
prevalence of information for more popular sires. 
The analysis of the 3rd data set permitted the examination of the effects 
of both milk traits and type traits. The estimated model for 62 proven sires 
was: 
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pk = 56.20 + .168Tl + . 256Rkl + l.70T2 + .093Rk2' R2 = .42 . ( 11) 
(2.90) ( 1 . 42) (3.88) (.62) 
Tl is expected milk gain (mean = $82.0)' defined as above. T2 is an index of 
type (mean= 16.9) compiled from published data distributed to farmers on 
these characteristics for each sire. Repeatabilities Rkl and Rk2 are included 
for both milk and type traits, respectively. Repeatability is expected to 
have a positive effect since higher repeatabilities give lower standard 
deviations as shown in Equation 9 above. 
This data set and model show a statistically significant effect of both 
type and milk gain. The effect of type (T2) is large and highly significant. 
Producers do not merely examine expected value of milk gain traits. The 
coefficient on expected milk gain is about 60 percent higher than for the 
other two data sets. The risk aspect of the asset model is not strongly 
supported, though each variable has the correct sign, and the Rkl variable 
is significant at the 8 percent level (with a 1-tailed test). With only 
proven sires there is not as much variability in repeatabilities to isolate 
risk aversion tendencies on the part of dairymen. 
The absence of quantity data (Q) for the third data set (a large private 
dairy stud) probably explains part of the price variability left unexplained. 
V. Conclusions and Shortcomings of the Model 
This analysis indicates that the private semen market can tell us 
something about what various genetically transmitted traits are valued at. 
Dairymen do exhibit that they are using pub1 ished information on mean and 
standard deviation of traits in their asset purchase decisions. Risk aversion 
does seem to help explain why variability in genetic transmission is discounted. 
This is especially true when unproven sires were included in the analysis. 
49 
The derived measure of risk for unproven bulls seems to indicate that producers 
are heavily discounting young sires. Dairymen could probably benefit from 
information on pedigrees for young sires. 
There seem to be many other factors influencing the genetic trait markets 
besides the most corrunon performa nce measures. Type, sales volume and risk in 
va ri ous traits are only part of the market. 
This analysis did not attempt to examine how the dynamics of infonnation 
processing affects genetic trait prices. More researc~ is needed with genetic 
indices and prices through time. This will help explain the lags between 
availability of a trait measure and its incorporation into producer purchase 
decisions. Extension, research and testing services need this type information. 
Little attention was given in this model to the pricing strategies of the 
genetic trait suppliers. Cooperatives do have tie-in sales with genetic 
delivery services (artificial insemination service, primarily). There are 
constraints on volume of purchases per sire for both cooperative members 
and non-members. One may wish to consider more explicitly such supply 
aspects as storage and quotas. There is rapidly expanding genetic trait 
information in testing stations for beef bulls, swine and other livestock. 
Many crop characteristics are available from varieties developed at USDA 
laboratories and in land-grant universiti es. Agricultural economists and 
pl ant and animal breeders have a l arge role to play in analyzing the implicit 
markets for genetic traits . 
so 
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Stability, Adaptability and Targeting in Crop Breeding Programs 
A. Steven Englander 
Robert E. Evenson 
The design of an efficient crop improvement research program incorporates 
a number of complex factors. Most importantly, the environments in which a 
given crop is produced are generally variable in two important dimensions. 
·Soil type, temperature, humidity, rainfall and the distribution of temperature 
and rainfall differ between locations. Many of these environmental factors 
also vary from season to season in the same location. This environmental 
variability would not be important for research program design, however, if it 
were not for "genotype-environment interactions". 
Genotype-environment interactions describe the sensitivity of biological 
processes to alternative environments. A plant or a collection of plants of 
the same or similar genotypes will perform differently in d:i,fferent environments. 
Its actual performance will depend on the environments and on traits associated 
with the genotype. Plant breeders , can, through genetic manipulation, alter the 
degree of environmental interaction. In an older literature the concept of 
tolerance was used to characterize a low degree of genotype interaction with 
particular environments. Breeding for cold-tolerance, salt-tolerance and 
aluminum-tolerance for example, has long been part of crop-breeding work. 
In this paper we will attempt an analysis of some of the economic questions 
that emerge because of variable environments, genotype envi ronment interactions 
and the selection and crossing options open to the crop-breeder. In the first 
section of the paper we will discuss the concepts of stability and adaptability 
as they relate to the problem. The second section of the paper then presents a 
model of optimal targeting of crop-breeding activities. The final section offers 
some empirical evidence regarding stability and adaptability in wheat genotypes. 
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I. Stability, Adaptability, Transferability and Targeting 
Stability may be defined in terms of the impact of season to season 
environmental variation or a variety or set of varieties at a given location. 
A variety is stable if it displays a low degree of seasonal variation relative 
to other varieties planted at the same site. A location is stable if yields 
show low variability relative to yields at other locations. 
Adaptability is defined in terms of the impact of different environments 
on the yield of a variety. Varieties which yield well under different environ-
ments are adaptable, displaying little genotype-environment interaction. 
Targeting refers to the selection of a specific environment or set of 
environments toward which a breeding program is directed. A typical research 
institution has several targets, although they are not always clearly defined. 
State experiment stations in the U.S. have justified branch stations and testing 
stations as part of a multiple target breeding strategy. Soybean breeder~ in 
Minnesota may, for example, target some of their effort to the short season of 
Northern Minnesota, some to the Southwest areas of the state and 
some to intermediate areas. 
Transferability between locations depends on the performance of cultivars 
in two locations. If performances are highly corraldtcu then varie~ies and 
research are said to be transferable between the lo~ations. Note that 
transferability can result either from inherent similarities of the two locations, 
or from the targeting of research towards both locations. 
Stability and adaptability are thus refinements of the term tolerance as 
used in the older agronomic literature and the term stability as used in more 
recent agronomic literature. The distinction between stability and adaptability 
is important because farmers in any given location will value stability in the 
selection of varieties but will not value adaptability. Public research institu-
tions will value adaptablility because it may lower the total cost of providing 
. improved varieties to a large number of farmers in different locations with dif-
ferent environments. It can lower this cost by reducing the number of targets 
in a breeding program. 
Targeting has its costs, If Minnesota soybean varieties were to be target-
ed to each county in the state, for example this would req i i , u re a cross ng 
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and selection program for each county and county stations for testing and 
selection. It_would be quite expensive. Breeders would note that little 
would be gained from such a program over what say 3 or 4 targets for the 
state would produce at much lower cost. They would note that Minnesota pro-
ducing environments are not all that heterogenous and that soybean varieties 
are fairly adaptable (or that adaptability can be obtained at low cost in terms 
of yield loss.) 
To formalize this process in a model of optimal targeting we 
require, however, knowledge of the following: 
1. The marginal cost of added targets in a given program. 
2. The marginal cost of stability in terms of yielding ability 
sacrificed to obtain stability 
3. The marginal cost of adaptability between alternative locations. 
4. Environmental variability over time and across locations 
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II Modeling Research Transferability and Efficient Crop Improvement 
This section will analyze the design of crop improvement systems from 
a more theoretical aspect. We will present and discuss two models of optimal 
research system design, corresponding to a problem of somewhat different 
scope and assumptions. 
A. A Model of Experiment Station Location 
The problem which this model examines is that of efficiently locating 
the experiment stations, selecting and screening the products of a crop 
improvement program. The effort is directed at economizing on the expendi-
tures of experiment stations and maximizing the technology transfer be-
tween regions. 
Let 
o = 1 if an experiment station is located in region i 
i 
= 0 if not 
Li be the land area of region i 
X be inputs to research in region i 
i 
gi (X1) relate yield changes in region i to experiment station 
station inputs in region i 
B be the budget for experiment stations 
Ai be overhead cost for an experiment station in region i 
Ci (Xi) be the function relating region i's total variable costs 
to its inputs 
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The set of functions 
i • 1 ... n 
relates yield (or profit per acre) increases in region i to research 
inputs in region i. These gi (Xi) functions may be regarded as highly 
simplified research production functions, the Xi being an index of research 
inputs. 
Many interesting problems would require a vector of research inputs and 
a set of constraints on the availability of certain inputs in some regions. 
These complications are more appropriate to the model of part (b) of this 
section. 
There is another set of functions 
with y. being the yield increase in region i which would result from the pattern 
l. 
of experiment station efforts determined by 
The r1 (o 1g1 , •.• , ongn) may be regarded as a set of technology transfer 
functions, indicating the relevance of the experiment station research efforts 
to each region. The units in which the yi are measured are the same as those 
of the gi. 
There is a budget constraint 
li 
and an objective function which is simply 
57 
The value of yield increases in region is set proportionate to the land area 
of the region, although one could permit regional disparities to have some 
weight in determining regional priorities. 
This objective function precludes a region's use of transferred results 
if an experiment station is located in the region. This assumption could be 
weakened but it is probably appropriate as a first approximation. 
The cost function and transfer functions will induce some centralization 
of varietal selectional screening at least over some range of parameter values. The 
fixed cost of running experiment stations will militate against the establishment 
of many small stations, although rapidly increasing marginal costs could have 
an opposite effect under some circumstances. As well, if regions are similar 
and can use each other's results, it would be senseless for them to duplicate 
each others results. As a generalization it can be said that high fixed costs 
and relatively homogeneous regions will tend to encourage centralization of re-
search efforts. 
Neither the objective function nor the cos~_functions make explicit 
assumptions on research factor mobility. The formulation can encompass both 
I t 
perfect markets in factors (i.e. cl = c2 = 
' 
••• = C ) >0 and 
n -
immobility of 
factors (i.e. C . -+oo if X. >X . where X. is region i's endownment of research 
1 1 1 i 
resources). These formulations could be made more elaborate and explicit but 
these are adequate f or current purposes. I n general, however, one can re-
gard the perfect market case as corresponding to the situation within a 
country and the second case as being more relevant to relatively limited 
international mobility. 
One can set 
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and compute 
(1) Ej__ ' ' "X - o~Ligi + E (1-o.)L.gi ay./ag. = 
0 i j,&i J J J 1 
(2) 
A.C. 
1 
The two equations may be regarded as defining a two stage decision process. 
Equation (1) establishes the optimal scale of an experiment station in region 
i, given decisions on the location and scale of experiment stations in other 
regions. The scale of operation in region i, is determined by equating mar-
ginal benefits and marginal costs of an experiment station in region i. The 
RHS of (1) is the marginal cost of additional testing in region i, evaluated 
at the scarcity price of research inputs. The first term of the LHS is the 
product of the land area of region i and the marginal yield increase of ad-
ditional testing. The second term is a summation of benefits over all other 
regions with each component of the sum consisting of three parts; (1) (1-o.), 
J 
the dummy variable indicating whether or not region j is importing research 
results, (2) Lj, the land area of region j, and (3) gi ayj/ogi, the marginal 
effect of region i research on region j's yields. 
Using the optimal scale of region i research, as determined by equation 
(1), equation (2) determines whether or not to operate an experiment station 
in region i. The RHS of (2) is the total cost of the experiment station, 
evaluated at the scarcity value of research inputs. On the LHS, (gi-yi) is 
simply the difference between yield increases in region i when research is 
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conducted at the level determined by equation (1) and when research is import-
ed from the 9ther regions. The last term on the LHS of (2) is the same as in 
' (1) except that ayj/aoi replaces gi ayj/agi. The former represents the in-
cremental contribution to (subtraction from) region j's yield increase when 
resear ch at the optimal scale determined by (1) is initiated (stopped). Thus 
equation (1) determines the optimal scale of operation while equation (2) de-
termines whether research at this scale pays. 
Figure (1) below illustrates some features of the model in the two region 
case. Quadrant IV represents possible allocations of research inputs between 
region 1 and region 2. The curve is shaped to present a case of increasing 
marginal costs. Quadrants I and III correspond to the gi functions above. 
Final costs are indicated as the distance from the origin of points A1 and A2 • 
The relative weights of region 1 and region 2 benefits are determined by the 
slope of the U isoquants in quadrant II. These could be bowed. The transfer 
functions are represented by the y1 and y2 curves. Benefits transferred to 
region 2 are read as the abscissa of the point on y2 corresponding to a given 
level of region 1 benefits. Benefits transferred to region 1 are read as the 
ordinate of the point on y1 corresponding to a gi~en level of region 2 benefits. 
To determine the allocation of resources we examine three possible alloca-
* tions, B1 , B2 , B . As in the .algebraic formulation, one assumes that one 
obtains a point on the y1 or y2 curves only if the entire allocation of research 
resources goes to one of the regions. If both regions have experiment stations 
region 1 benefits are determined by g1 and region 2 benefits by g2 . Thus, z1 
* * corresponds to the B1 allocation, z2 to the B2 allocation and Z to the B 
allocation. In this case it is clear that each region performing its own re-
search is more efficient than transfer. 
What factors determine this result? (1) In quadrant IV one finds rapidly 
increasing costs as inputs to each region were increased. If one had constant 
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* marginal costs, say at the B ratio and the same resource availability, 
* the resource constraint would be the targent line to B , drawn as the dotted 
straight line. It is clear that one could do better on the y1 and Yz curves 
I I 
if B1 and B2 were attainable resource allocation. 
(2) I In quadrant II, the Yz curve which permits greater transferability 
I 
would allow z1 to be achieved, clearly a superior result. 
(3) Again in quadrant II, the U weighting of region 1 and region 2 
* benefits would set z1 pref erred to Z • If a region is important it is likely 
to be allocated more resources and other regions will depend on transferring 
results. 
(4) In quadrants I and III note that, despite fixed costs of A1 and A2 , 
* the g1 and g2 functions rise rapidly. At the allocation B both regions can 
achieve a good deal of research success. If, however, region 2 followed the 
*' g2 curve, only Z * could be attained with the B allocation, a point which z1 
clearly dominates. In this case region 1 research is so effective relative to 
region 2 research that even with limited transferability between the regions it 
is optimal to establish a station only in region 1. If the slope of both g1 
and g2 were reduced the effect would depend on the magnitude of the change. 
(5) If A1 and A2 were both increased by some amount there would be an 
increased efficiency to transferring research between regions. This case is 
* not illustrated but it is easy to show that benefits corresponding to B would 
be reduced by greater amounts then those corresponding to B1 or B2 • 
If there were three regions the shapes of the y1 and y2 functions would 
generally depend on the allocation of resources to region 3. In that case y1 
and y2 would have to be interpreted as incremental contribution to transferability 
and different curves would exist for each value of g3 • 
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Efficient Allocation of Research Resources 
In the model presented above the function determining transferability 
of research between regions was independent of the research productivity 
function of a region. The potential for transfer between two regions was 
fixed and could not be improved by devoting more resources to it. As well it 
was assumed that neither the parameters of the transfer functions nor those 
of the research production functions would be affected by the allocation of 
research resources. These considerations made the model most suitable for 
examining the location of experiment stations as their locations could be 
assumed to have no effect on the nature or quantity of the varieties avail-
able for testing, and the transfer of research manifested itself as the use-
fulness of the information contained in the results of testing at other 
locations to locations without experiment stations. 
The model presented below allows a tradeoff between domestic benefits 
from research and greater adaptability of the research product. While in 
the earlier model one chose the points on the y, and g. functions which 
J J 
maximized the value of the objective function, ~? this model there is some 
choice as well as to the form of these functions. For these reasons the model 
presented here is appropriate to the general problem of agricultural research 
transfer. 
If there was not any research transfer the research production functions 
could be ~ represented, as before, by 
where x1 and x2 index research inputs in region 1 and region 2. To allow for 
the transfer of research two transfer functions are introduced. These functions 
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determine the extent to which research in one region is applicable to 
research in ·another. The research production functions can then be 
rewritten as 
where 
and 
o < a. < 1 = J 
t. = t. (a.) 
J J J 
t. = 0 t. < 
J J 
< 0 tj > 
j = 1,2 
* t. 
J 
* t . 
J 
j 1,2 
The form of the transfer function allows a region to increase the 
usefulness of its research to a second region at the cost of lowering the 
benefits from the research to itself. The value. pf t 2 would indicate the 
percentage of res earch in region 2 which is useful to region 1. This use-
fulness is acquired at the cost of a reduction of a 2 from its potential 
maximum of one, a chieved when region 2 research is solely interested in its 
own improvement, to some f r a ctional val ue . The steepness of the decline of 
a 2 as t 2 is increased, is determined by the ease with which region 2 can in-
corporate the needs o f region 1 into its own research program. 
The value of t 2 can be gr eat e r than on~. An example would be the case 
of a region in which very unstable climatic conditions r equired extensive 
testing before an accurate assessment could be made of the potential of a 
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a new technique or variety. If th 
ere was a second region whose average 
climate was similar but more t bl f 
s a e, or certain innovations less testing 
would be required in the second region than in the first. 
Figure ~below illustrates the relationships described above. The 
extent of free transfer from region 1 to region 2 is indicated by the hori-
zontal portion of t+, and the range of free transfer of research from region 
2 to region 1 is indicated by the vertical portion of t 2 . This range corre-
sponds to the research transfer which is acquired without sacrifice to the 
region conducting research. It may be regarded as a measure of the extent to 
which the environments in the two regions are similar, or as the extent to 
which research goals in the two regions converge fortuitously. The y. functions 
J 
of the previous model are obviously related, as they amounted to the free bene-
fits which could be expected in one region from research in another. Beyond 
* * t 1 and t 2 every increment of t 1 or t 2 requires a diminishment of a1 or a 2 
respectively. 
In the model of the previous section it was assumed that if domestic 
research existed there would not be any transfer of research from other re-
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r Ii 
-..... -
. J. al. 
t., 
Figure 2. In the diagram the value of a1 is the ordinate of the 
corresponding point of the t 1 curve, and the value of 
a 2 is the abscis sa of the corresponding point on the t 2 
curve. Once points on the two curves are chosen a1 
and t 2 represent factors by which research in regi~n 1 and 
region 2, respectively, are transformed into research useful 
to region 1. A similar interpretation holds Eor a 2 and t 1 . 
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gions. In this model that is not assumed, Evenson and Kislev have pre-
sented evidence that domestic research may enhance transfer potential. 
In the problem presented below one is maximizing a welfare function 
of the form 
which encompasses the objective function of the previous model. Setting 
up the problem 
where C. (X.) is the cost function for region i research and 
l.. l.. 
-B is a budget constraint. 
0 
A = 0 
2 
I I 
aip/axl = O~\ gl al + >.2g2tl 
I I 
aip/aa2 = O:§::>A1g1t 2x2 + ~2g2x2 = o 
I I 
aip/aa1 = o~ A1g1x1 + A2g2t 1x1 0 
i 
where u = au/agi 
0 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
·For compactness g1 and g2 are written as composite functions of a 2 and a1 • 
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Primes denote derivatives with respect to the function's argument. 
Equati?ns (1) and (2) above set the equilibrium values of research 
advances in the regions equal to their marginal utility. In equation 
(3) and (4) the first terms are the marginal values of the component of 
research which benefits the region conducting the research and the second 
terms are the marginal values of the research transferred to the other 
region. These terms are equated in both equations to the marginal cost 
of research inputs, where inputs are valued at their scarcity price. 
Equation (5) and (6) sets the marginal rates of transfer equal to the 
relative marginal values of research advances in the two regions. 
From (5) and (6) it is clear that 
(7) 
This is not unreasonable, signifying that the marginal rate at which 
one is willing to transform effective research in one region into effective 
research in the other is independent of the location in which the research 
is conducted. Corner solutions are possible and. the equalities of (7) hold 
strictly only for interior solutions. 
Using (5), (6), (7) and substituting into (3) and (4) one obtains 
-tlal+tl 
-tlt2+a2 
Recalling that (7) set 
-t . 
1 
' ' = ~1/t2= Algl/A2g; 
(8) 
the interpretation of (8) becomes clear. The numerator and denominator of 
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of the LHS respectively index the values of increasing research benefitting 
region 1 and.region 2. In determining the value of experiment stations 
above there was a similar term. In this case, however, one has flexibility 
in choosing the relative proportions of benefits accruing to the region doing 
the research and to the region to which the research is transferred. The 
advantage to having this flexibility is that it permits some dissociation 
of the locus of research from the locus of benefits. It leads as well to 
a generalization which may not be as optimistic. To obtain the best results 
from transferring research one required both high transferability and low 
research costs in the region conducting the research. 
The nature of the solution becomes more appare~t when one considers 
the special case of 
which we referred to above as the factor mobility case. In that case 
and points B and C represent the equilibrium points of transferability. Since 
the scale of either operation will not affect their relative marginal costs 
any level of x1 and x2 can be chosen. Referring back to figure 2, this con-
dition can be seen to imply that any combination along ABCD can be selected, 
the exact point determined by 
' ' 
Algl/A2g2 = -tl 
the value of which depends not only on the welfare function and research 
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benefits function, but also on the ease with which research inputs can be 
transferred from other regions. If there was no transfer potential at all, 
then, in contrast to (7), 
I I 
Algl/A2g2 ~ 1 (9) 
would be the equilibrium condition for the allocation of resources. The 
model of section (A) can easily be reformulated in terms of the current 
model, and its equilibrium condition shown to be 
I 
Algl > 1 (10) = -----. < 
A2g2 
> 
as 01 - 02 =O < 
where o 2 1 if research is conducted in region j 
j 
0 otheri.Tise 
* and tj is the potential free transfer available to region j. 
It is easily seen that (9) constrains the ratios of the marginal benefits 
of research to a single value, (10) allows a comparison of three possible 
values, and (7) allows for any value along a transfer curve. 
Referring to the conditions arrived at above some policy questions can 
be discussed. 
(1) When does one region do research for both regions? 
As would be expected the factors involved are costs, ease of transfer-
ability, and the welfare function. The ability to conduct research at re-
latively low cost and to transfer research without incurring large losses are 
important. A welfare function which assigns roughly similar weights to 
advances in each region or which favors the region more capable of 
conducting and transferring research will suggest a buildup of ~he more efficient 
regions research establishment with appropriate emphasis on transfer. If the wel-
fare function favors the region less capable of conducting and transferring 
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research one is likely to find two research establishments and relatively 
little transfer. 
(2) When do regions conduct research separately? 
As noted above it is not only transferability which is important but 
costs and priorities. If there is little transfer potential and no great 
cost differences the regions are likely to operate on their own. If there 
is transfer potential and similar research costs both regions will conduct 
research but place some emphasis on transfer. 
(3) How do fixed overhead costs and/or increasing returns to scale in 
research affect the results? 
Fixed costs discourage small, low productivity research establishments 
(as they did in section A.) Increasing returns to scale in benefits from research 
work to focus efforts more closely on a given region if research is directed 
at it, but may temporarily exclude some regions from enjoying a large portion of 
benefits. Consider the following example: 
Region l's main problem is drought, while region 2's is disease. In 
both regions there are a host of common secondary problems whose amelioration 
will not prove effective if the primary problems· are not solved. If there are 
not the resources to deal with both drought in region 1 and disease in region 
2, one region is likely to be neglected and have its research resources direct-
ed at the common problems whose solution can be transferred to the other region. 
Thus fixed costs and increasing returns tend to discourage small efforts 
and small establishments. 
(4) Must a region engage in research to benefit from transfer? 
Not in the model as presented. It would be simple and reasonable to 
redefine g1 and g2 so that 
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(a x + t 2 (a2) x2 (1 - e"i) xl)) 81 - 81 1 1 
The interaction of domestic research with the level of transferred research 
suggest that some domestic capacity is required to take advantage of the. 
available transferable research, and that if a region did not conduct research 
it may be efficient to curtail efforts of increasing transferability until it 
can properly use them. 
This effect would tend to counteract - that of the fixed costs of running 
research establishments but would not alter the effects of increasing returns 
to scale in benefits. 
Possible Extensions 
One important extension would be to disagregate research. There is reason 
to believe that research which is less applied in nature may be more amenable 
to transfer. This research would be aimed primarily at designing new techniques 
for applied research and examining new approaches to problems faced by farmers. 
In countries or areas of diverse environmental regions it may be efficient to 
emphasize this type of research, if possible, over the more applied but less 
transferable research. 
It would also be of interest to examine the cost side more carefully. In 
the long run it may be cheaper for many regions to lower the cost of their re-
search rather than rely on importing other regions' research. More careful 
consideration of the long-run supply curves of the factors in short supply 
may prove instructive. 
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III. Measuring Adaptability and Stability 
It was·possible to obtain some insights into the relationships of 
locations and varieties using relatively simple techniques. Our data 
consisted of observations on the yields of fifteen varieties of wheat 
planted at seventeen locations across a common period of five years. 
These were obtained from the published data of CIMMYT on its Inter-
national Spring Wheat Nursery Yield Trials which are conducted annually. 
The trials used were trials 3 through trial 7 which were conducted be-
tween 1967 and 1971. 
Table 1 provides information on the varieties planted and the loca-
tions of the trials. As one may have noticed, six of the fifteen varieties 
are of Mexican origin. These varieties are products of the CIMMYT breeding 
program. 
Table 1 also presents means and standard deviations of the yields of 
each variety at each location. These data are tabulated by both varieties 
and locations to facilitate comparisons of relative performance across both 
dimensions. One can observe fairly loose relationships between mean yields 
and their standard deviations. The standard deviation of yield at a location 
is a simple index of stability. The tradeoff should be most apparent in the 
region for which varieties are targetted, as breeders at other locations may 
have differing priorities in their programs. Figure 3 displays yields 
and stabilities for the fifteen varieties at several locations. 
As a measure of instability the standard deviation has some limitations. 
A portion of the variance in yield results from the experimental design at 
different locations. This will limit the faith which may be placed in com-
parisons of standard deviations between locations but should not affect com-
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Figure 3 : Yields plotted against standard deviations of yields for 15 varieties at two locations. 
(a) Eskisehir, Turkey, (b)Pergamino, Argentina 
Varieties represented by their letter headings in Table 1 
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parisons within locations. The coefficient of varation may be a 
more relevant measure of instability. 
There is also a positive correlation in the yields of Mexican 
varieties across locations and within a few smaller subsets of varieties. 
In general one would expect this type of relationship between varieties 
bred for simila.r conditions. 
However as the adaptability of a set of variety increases, perhaps, 
as in the CIMMYT case, because the breeders aim for this goal, one would 
expect a breakdown of this relationship. As breeding goals become less 
location bound and more tied to other characteristics, performance similarity 
of varieties would depend less on their geographical origin than on breeding 
priorities. 
A simple measure of a variety's performance at a location is the ratio 
of its yield to the maximum yield at the site. 
If one lets 
i = 1 ... 15 
* 5ij = 5i/5jmin j "' 1 .•• 17 
where an ij subscript refers to the i'th variety in the . j'th location and 
* Yij, Sij, are respectively its yield and standard deviation, then Yij 
* 
and 
sij index variety i's performance relative to the best performance in location j. 
One can take these entries and define the follo~ing adaptability measures 
These two measures reflect the change in variety i's relative 
yield and standard deviatton between location j and location k. Low 
values of these two measures reflect similar levels of viability in the two 
locations, although one notes that zero yields at both sites would suggest 
high adaptability levels. In general a value greater than .15 would reflect 
unsuitability to at least one of the locations. We have printed as Table 2 
the AS and AM values for all 15 varieties and all combinations of the Sonora 
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location with other locations. Each location would have a similar 
table, although the symetry between locations would reduce the data burden 
by somewhat over half. 
There is a possibility that one will label as adaptable a variety 
which shows little variation in relative yield or stability because of 
similarities in the two locations which are being compared. To reduce 
this possibility we have also computed 
Thus BHi compares the change in variety i's yield between two locations 
with the average change over all varieties. While, again, zero yields in 
two locations will indicate high adaptability, it permits some disentangle-
ment of varietal effects from environmental effects. A sample computation 
of BM1 for one variety Gaboto across all location pairs is provided in Table 5. 
This procedure introduces a pitfall in ~qat 
the preponderance of Mexican varieties may weight the denominator· 
to reflect unduly their changes across the two environments rather than 
an average change more representative of that shown by varieties of 
different origin across two environments. 
There are several approaches to this problem. One is to define 
* BMi (J,K) = I y - y r/1y - y ' ij ik1 jmax kma1 
i.e. to relate variety i's change to that of the maximum yielding 
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* varieties. While BM is less susceptible to the problem raised above it 
can be difficult to interpret. It may also be desirable to define BMi 
in terms of percentage change rather than absolute changes, as the data 
indicate that varieties may perform relatively well in two locations, but 
have a high absolute change in their yield. 
A compact method of presenting pairwise comparisons of similarity 
of varieties and locations is through tables of their correlations or 
rank correlations. As certain locations and varieties are similar the 
sample statistics which are computed can be construed as valid only for 
this set of varieties and locations. The extension to general statements 
of similarities between the varieties and locations must be tempered by 
recognition of the lack of independence among many of the observations • 
Table 4 below provides a sample of correlations between locations. One 
might guess that quite high correlations are required before one can be 
confident that the relationships are not artifacts. 
Some of these relationships are graphed below as figure 4. The.plots 
highlight another problem. Consider the plot o f relative yields in Sonora, 
Mexico against those of Njoro, Kenya in figure· 4. While the f it may be 
reasonable, of the four highest yielding varieties at Sonora only one is 
high yielding in Njoro. The same holds for high yielding varieties in 
Njoro. Even with high sample correlations one would want to give greate r 
weight to the vari eties which a r e high yieldi ng . I f the r e lationship 
dissolves at those points there is little that can be said about trans-
ferability which would not be misleading. 
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Figure 5 illustrates some of the relationships between varieties. 
The absolute yield of each variety was ranked across locations. These 
ranks were correlated. As was expected, the Mexican varieties tend to be 
strongly related. It is more surprising to find very strong rank corre-
lations between varieties 1, 3, 7, 11 which come from different countries. 
It is also surprising to find two Colombia varieties, Crespo and Napo, 
so strongly related to two Mexican varieties, although the four vari-
eties appear to have some collllilon antecedents, at least in pairwise 
comparisons. 
It is important to know why varietal performance is so highly 
correlated between locations. The choice of varieties Carazinho, 
Nainari, Tobari, C-306 and Selkirk would guarantee that no variety 
excluded would have a lower rank correlation with the selected varieties 
than .9 over the 17 locations. Of these varieties, Selkirk performs poorly 
in almost all locations and contributes very little information by its pre-
sence. The average median correlation between varieties is .79. It is 
possible that the 17 locations tested are so similar tha t little variat i on 
in varietal performance is to be expected. It is also poss ible that the 
locations differ but that location effects overwhelm the varietal effects 
because of low genotype-environment interactions. The third possibility 
is that the varieties do react to different envi ronments but possess roughly 
similar traits and react in similar ways to the changing envi ronments. 
While more study of these possibilities is required, it would seem that 
there is sufficient variation between locations and that varietal eff ects 
are important. 
Figure 6 provides a similar illustration of rank correlations between 
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locations. · The average median rank correlation is .57. Solid lines 
connect locations with correlations greater than .85, dotted lines 
those with rank correlations .80 and .85. Somewhat surprisingly 
ierhaps, locations display much looser relationships. Four locations, 
Pergamino, Argentina, Saskatoon, Canada, Njoro, Kenya and Tel Amara, 
Lebanon do not meet even the lower criterion. Among the other locations 
the degree of correlation is much less pronounced outside of the Sonora, 
Gorgan, Ahwaz, Davis, Lyallpur, and Sonora, Beirut, Ed Darner groups. At 
least nine locations are required to guarantee a minimum rank correlation 
of varietal yeilds between excluded and included locations of .8. The high 
rank correlation of Sonora Mexico with six other locations is of note, 
as the International Wheat and Maize Research Center is located there. To 
some extent this must be attributed to the success of the Mexican varieties 
in each of these locations. On the other hand it also serves to indicate 
some limits to the adaptability of the Mexican varieties to the other 
locations. 
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IV. Conclusion 
As world food demand increases, the task of augmenting production 
to meet t hese demands becomes critical. With relatively few fertile lands 
to introduce into cultivation, the bulk of effort will be directed at 
improving yields and conserving scarce resources. The researchers who 
must provide these improvements are themselves an extremely scarce re-
source, especially in low income cowitries. These scarcities make the 
efficient use of their talents and the distribution of research benefits 
across a wide area essential. 
Even the simple models presented in the first sections would be 
difficult to solve in real world s~tuations. The data requirements are 
demanding and few of the models' relationships have been estimated. 
The empirical section represents the first stage in exploring some of 
these relationships. '\'lhile the approach taken may not be definitive, 
it is one of the few attempts at rendering coherent the mass of 
largely wiexploited yield trial data. 
The data used consisted only of yield observations. It would be 
preferable to have independent measures of the environments of the 
regions and their fluctuations, but accurate measures of this type will 
not be constructed in the near future. For this reason it is desireable 
to extract as much useful information as is possible from the data which is 
readily available and relatively interpretable. Uany of the questions 
discussed above have persisted in the literature, and the empirical ap-
proach which we have adonted, although preliminary, seems capable of 
contributing to their resolution. 
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During the symposium, two questionnaires were distributed. One 
questionnaire read: 
QUESTIONNAIRE: 
ECONOMISTS WORKING ON APPLICATIONS OF ECONOMICS 
IN PLANT AND ANIMAL BREEDING 
Please write name and address of any economist you know who is 
working in this area, and write a brief descriptive title of the work 
being done. The objective of distributing this questionnaire is improved 
communication among economists. The proceedings of this symposium are 
to be published as an Iowa State University Economics Department Staff 
Paper. Results from this questionnaire will be included in the Staff 
Paper. This will enable people working in this area to identify others 
with common interests with whom they may exchange ideas, problems and 
solutions. 
Responses to this questionnaire were: 
Dr. Yoav Kislev 
Dept. of Agriculture Economics 
University of Jerusalem 
Rehoveth, Israel 
Dr. Kurt K. Klein 
Research Station 
Lethbridge, Alberta 
Dr. Bernie H. Sonntag 
Agriculture Canada Research Station 
Lethbridge, Alberta 
David Nygaard 
c/o ICARDA 
Box 5466 
Aleppo, Syria 
Dr. Rick Bernstein 
CRIA/IRRI 
P. 0. Box 107 
Bogor, Indonesia 
Bioeconomic research 
- evaluating research results 
and establishing research 
priorities 
Dr. Frank Anderson 
Agricultural Economics 
International Livestock 
Center for Africa 
Kenya Country Progralllllle 
International House 
Nairobi, Kenya 
R. Clyde Greer 
Dept. Ag. Econ. and Economics 
Montana State University 
Bozemann, Montana 59717 
The other questionnaire read: 
90 
Monitoring of beef production 
programs in Kenya, evaluation of 
superior breeds under various 
production systems. 
Producer decisions in beef cattle 
marketing and production. Currently: 
1) beef cow culling and replant 
2) heifer development strategies 
3) selling alternative for cull 
cows. 
QUESTIONNAIRE: 
PLANT OR ANIMAL BREEDERS INVOLVED IN INTERDISCIPLINARY 
RESEARCH WITH ECONOMISTS 
Please write name and address of any breeder you know who is parti-
cipating in interdisciplinary research with economists and write a brief 
descriptive title of work being done. Also, please write name and address 
of any breeder whom you believe to be willing to participate in such 
research. The objective of distributing this questionnaire is improved 
interdisciplinary communication. The proceedings of this symposium will 
be published in an Iowa State University Economics Department Staff Paper. 
Results of this questionnaire will be included in the Staff Paper. 
Dr. Hank Fitzhugh 
Winrock International, Rt. 3 
Morrilton, Arkansas 72110 
Dr. Gerald C. Smith 
Animal Production Systems Group 
Dept. of Animal Science 
Texas A&M University 
College Station, Texas 
Harold Kaufman 
Int. Rice Research Inst. 
P. 0. Box 933 
Manila, Philippines 
Dr. Howard Fredeen 
Agric. Canada Research Station 
Lacombe, Alberta 
Gaston Rondia 
B.P. 6 
Mateur (Tunisia) 
Mr. Ali Maamouri 
Institut National de Recherche 
Agroundimique 
Ariana (Tunisia) 
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Bioeconomic research on animal 
production systems and general 
constraints analysis applied to 
ruminant production systems. 
Modelling of beef production systems 
in U.S. and small ruminant production 
systems in developing countries. 
Analysis of exotic vs traditional 
beef breeds and crosses (Check with 
Bob Jolly - Iowa State) 
(Cattle cross breeding and 
plant breeding) 
(Wheat breeding) 
