We study the problem of inhibiting diffusion of complex contagions such as rumors, undesirable fads and mob behavior in social networks by removing a small number of nodes (called critical nodes) from the network. We show that, in general, for any ρ ≥ 1, even obtaining a ρ-approximate solution to these problems is NP-hard. We develop efficient heuristics for these problems and carry out an empirical study of their performance on three well known social networks, namely epinions, wikipedia and slashdot. Our results show that the heuristics perform well on the three social networks.
Introduction and Motivation
Analyzing social networks has become an important research topic in data mining (e.g. [31, 9, 20, 21, 7, 32] ). With respect to diffusion in social networks, researchers have studied the propagation of favorite photographs in a Flickr network [6] , the spread of information [16, 23] via Internet communication, and the effects of online purchase recommendations [26] , to name a few. In some instances, models of diffusion are combined with data mining to predict social phenomena (e.g., product marketing [9, 31] and trust propagation [17] ).
Here we are interested in the diffusion of a particular class of contagions, namely complex contagions. As stated by Centola and Macy [5] , "Complex contagions require social affirmation from multiple sources." That is, a person acquires a social contagion through interaction with t > 1 other individuals, as opposed to a single individual (i.e., t = 1); the latter is called a simple contagion.
As described by Granovetter [15] , the idea of complex contagions dates back to the 1960's, and more current studies are referenced in [5, 11] . Such phenomena include diffusion of innovations, rumors, worker strikes, educational attainment, fashion, and social movements. For example, in strikes, mob violence, and political upheavals, individuals can be reluctant to participate for fear of reprisals to themselves and their families. It is safer to wait for a critical mass of people to commit before committing oneself. Researchers have used data mining techniques to study the propagation of complex contagions such as online DVD purchases [26] and teenage smoking initiation [19] . As discussed by Easley and Kleinberg [11] , complex contagion is also closely related to Coordination Games. Motivation for our work came partially from recent quantitative work [5] showing that simple contagions and complex contagions can differ significantly in behavior. Further, it is well known [14] that weak edges play a dominant role in spreading a simple contagion between clusters within a population, thereby dictating whether or not a contagion will reach a large segment of a population. However, for complex contagions, this effect is greatly diminished [5] because chances are remote that multiple members, who are themselves connected within a group, are each linked to multiple members of another group.
The focus of our work is inhibiting the diffusion of complex contagions such as rumors, undesirable fads, and mob behavior in social networks. In our formulation, the goal is to minimize the spread of a contagion by removing a small number of nodes, called critical nodes, from the network. Other formulations of this problem have been considered in the literature for simple contagions (e.g. [18] ). We will discuss the differences between our work and that reported in other references in Section 3. Applications of finding critical nodes in a network include thwarting the spread of sensitive information that has been leaked [7] , disrupting communication among adversaries [1] , marketing to counteract the advertising of a competing product [31, 9] , calming a mob [15] , and changing people's opinions [10] .
We present both theoretical and empirical results. (A more technical summary of our results is given in Section 3.) On the theoretical side, we show that for two versions of the problem, even obtaining efficient approximations is NPhard. These results motivate the development and evaluation of heuristics that work well in practice. We develop two efficient heuristics for finding critical sets and empirically evaluate their performance on three well known social networks, namely epinions, wikipedia and slashdot.
This paper is organized as follows. Section 2 describes the model employed in this work and presents the formal problem statement. Section 3 contains related work and a summary of results. Theoretical results are provided in Section 4. Two heuristics are described in Section 5 and are evaluated against three social networks in Section 6. Directions for future work are provided in Section 7.
Dynamical System Model and Problem Formulation

System Model and Associated Definitions
We model the propagation of complex contagions over a social network using discrete dynamical systems [2, 24] . We begin with the necessary definitions.
Let B denote the Boolean domain {0,1}. A Synchronous Dynamical System (SyDS) S over B is specified as a pair S = (G, F ), where (a) G(V, E), an undirected graph with n nodes, represents the underlying social network over which the contagion propagates, and s1, s2, s3, s4, s5, s6) , where si is the state of node vi, 1 ≤ i ≤ 6. The configuration at time 2 is a fixed point. 
. . , f n } is a collection of functions in the system, with f i denoting the local transition function associated with node v i , 1 ≤ i ≤ n. Each function f i specifies the local interaction between node v i and its neighbors in G. We note that each node of G has a state value from B. To encompass various types of social contagions as described in Section 1, nodes in state 0 (1) are said to be unaffected (affected). In the case of information flow, an affected node could be one that has received the information. It is assumed that once a node reaches state 1, it cannot return to state 0. A discrete dynamical system with this property is referred to as a ratcheted dynamical system [24] .
We can now formally describe the local interaction functions. The inputs to function f i are the state of v i and those of the neighbors of v i in G; function f i maps each combination of inputs to a value in B. For the propagation of contagions in social networks, it is appropriate to model each function f i (1 ≤ i ≤ n) as a t i -threshold function [12, 7, 10, 4, 5, 20, 22] for an appropriate nonnegative integer t i . Such a threshold function (taking into account the ratcheted nature of the dynamical system) is defined as follows: (a) If the state of v i is 1, then f i is 1, regardless of the values of the other inputs to f i , and (b) If the state of v i is 0, then f i is 1 if at least t i of the inputs are 1; otherwise, f i is 0.
A configuration C of a SyDS at any time is an n-vector (s 1 , s 2 , . . . , s n ), where s i ∈ B is the value of the state of node v i (1 ≤ i ≤ n). A single SyDS transition from one configuration to another is implemented by using all states s i at time j for the computation of the next states at time j + 1. Thus, in a SyDS, nodes update their states synchronously. Other update disciplines (e.g. sequential updates) for discrete dynamical systems have also been studied [2] . A configuration C is called a fixed point if the successor of C is C itself.
Example:
Consider the graph shown in Figure 1 . Suppose the local interaction function at each node is the 2-threshold function. Initially, v 1 and v 2 are in state 1 and all other nodes are in state 0. During the first time step, the state of node v 3 changes to 1 since two of its neighbors (namely v 1 and v 2 ) are in state 1; the states of other nodes remain the same. In the second time step, the state of node v 4 changes to 1 since two of its neighbors (namely v 2 and v 3 ) are in state 1; again the states of the other nodes remain the same. The resulting configuration (1, 1, 1, 1, 0, 0) is a fixed point for this system.
The SyDS in the above example reached a fixed point. This is not a coincidence. The following general result (which holds for any ratcheted dynamical system over B) is shown in [24] . Theorem 1. Every ratcheted SyDS over B reaches a fixed point in at most n transitions, where n is the number of nodes in the underlying graph.
Problem Formulation
For simplicity, statements of problems and results in this paper use terminology from the context of information propagation in social networks, such as that for social unrest in a group; these can be easily extended to other contagions.
Suppose we have a social network in which some nodes are initially affected. In the absence of any action to contain the unrest, it may spread to a large part of the population. Decision-makers must decide on suitable actions to inhibit information spread, such as quarantining a subset of people, subject to resource constraints and societal pressures (e.g., quarantining too many people may fuel unrest or it may be cost prohibitive to apprehend particular individuals).
We assume that people who are as yet unaffected can be quarantined or isolated. Under the dynamical system model, quarantining a person is represented by removing the corresponding node (and all the edges incident on that node) from the graph. Equivalently, removing a node v corresponds to changing the local transition function at v so that v's state remains 0 for all combinations of input values. The goal of isolation is to minimize the number of new affected nodes that occur over time until the system reaches a fixed point (when no additional nodes can be affected). We use the term critical set to refer to the set of nodes removed from the graph to reduce the number of newly affected nodes. Recall that resource constraints impose a budget constraint on the size of the critical set. We can now provide a precise statement of the problem of finding critical sets. (This problem was first formulated in [12] for the case where each node computes a 1-threshold function.)
Small Critical Set to Minimize New Affected Nodes (SCS-MNA)
Given: A social network represented by the SyDS S = (G(V, E), F ) over B, with each function f ∈ F being a threshold function; the set I (n s = |I|) of nodes which are initially in state 1; an upper bound β on the size of the critical set.
Requirement: A critical set C (i.e., C ⊆ V − I) such that |C| ≤ β and among all subsets of V − I of size at most β, the removal of C from G leads to the smallest number of new affected nodes.
An alternative formulation, where the objective is to maximize the number of people who are not affected, can also be considered. We use the name "Small Critical Set to Maximize Unaffected Nodes" for this problem and abbreviate it as SCS-MUN. Clearly, any optimal solution for SCS-MUN is also an optimal solution for SCS-MNA. Our results in Section 4 provide an indication of the difficulties in obtaining provably good approximation algorithms for either version of the problem. So, our focus is on devising heuristics that work well in practice.
Additional Terminology
Here, we present some terminology used in the later sections of this paper. The term "t-threshold system" is used to denote a SyDS in which each local transition function is the t-threshold function for some integer t ≥ 0. (The value of t is the same for all nodes of the system.)
Let S = (G(V, E), F ) be a SyDS and let I ⊆ V denote the set of nodes whose initial state is 1. We say that a node v ∈ V −I is salvageable if there is a critical set C ⊆ V −I whose removal ensures that v remains in state 0 when the modified SyDS (i.e., the SyDS obtained by removing C) reaches a fixed point. Otherwise, v is called an unsalvageable node. Thus, in any SyDS, only salvageable nodes can possibly be saved from becoming affected.
We also need some terminology with respect to approximation algorithms for optimization problems [13] . For any ρ ≥ 1, a ρ-approximation for an optimization problem is an efficient algorithm that produces a solution which is within a factor of ρ of the optimal value for all instances of the problem. Such an approximation algorithm is also said to provide a performance guarantee of ρ. Clearly, the smaller the value of ρ, the better is the performance of the approximation algorithm.
The following terms are used in describing empirical results of Section 6. A cascade occurs when diffusion starts from a set of seed nodes (set I) and 95% or more of nodes that can be affected are affected. Halt means that a set of critical nodes will stop the diffusion process, thus preventing a cascade. A delay means that the set of critical nodes will increase the time at which the peak number of newly affected nodes occurs, but will not necessarily halt diffusion.
Summary of Results and Related Work
Our main results can be summarized as follows.
(a) We show that for any t ≥ 2 and any ρ ≥ 1, it is NP-hard to obtain a ρ-approximation for either the SCS-MNA or the SCS-MUN problem for tthreshold systems. (The result holds even when ρ is a function of the form n δ , where δ < 1 is a constant and n is the number of nodes in the network.) (b) We show that the problem of saving all salvageable nodes (SCS-SASN) can be solved in linear time for 1-threshold systems and that the required critical set is unique. In contrast, we show that the problem is NP-hard for tthreshold systems for any t ≥ 2. We also develop an O(log n)-approximation algorithm for this problem, where n is the number of nodes in the network. (c) We develop two intuitively appealing heuristics for the SCS-MNA problem and carry out an empirical study of their performance on three social networks, namely epinions, wikipedia and slashdot. Our experimental results show that in many cases, the two heuristics are similar in their ability to delay and halt the diffusion process. In general, one of the heuristics runs faster but there are cases where the other heuristic is more effective in inhibiting diffusion.
Related work on finding critical sets has been confined to threshold t = 1. Further, the focus is on selecting critical nodes to inhibit diffusion starting from a small random set I of initially infected (or seed) nodes. Our approach, in contrast, is focused on t ≥ 2 and our heuristics compute a critical set for any specified set of seed nodes. Critical nodes are called "blockers" in [18] . They examine dynamic networks and use a probabilistic diffusion model with threshold = 1. They rely on graph metrics such as degree, diameter, and betweenness to identify critical nodes. In [7] , the largest eigenvalue of the adjacency matrix of a graph is used to identify a node that causes the maximum decrease in the epidemic threshold. Vaccinating such a node reduces the likelihood of a large outbreak. A variety of network-based candidate measures for identifying critical nodes under threshold 1 conditions are described in [3] ; however, the applications are confined to small networks. Hubs, or high degree nodes in scale free networks, have also been investigated as critical nodes, using mean field theory, in [8] . Reference [12] presents an approximation algorithm for the problem of minimizing the number of new affected nodes for 1-threshold systems. Reference [28] considers the problem of detecting cascades in networks and develops submodularity-based algorithms to determine the size of the affected population before a cascade is detected.
Theoretical Results for the Critical Set Problem
In this section, we first present complexity results for finding critical sets. We also present results that show a significant difference between 1-threshold systems and t-threshold systems where t ≥ 2. Owing to space limitations, we have omitted proofs of these results; they can be found in [25] .
Complexity Results
As mentioned earlier, the SCS-MNA problem was shown to be NP-complete in [12] for the case when each node has a 1-threshold function. We now extend that result, and include a result for the SCS-MUN problem, to show that even obtaining ρ-approximate solutions is NP-hard for systems in which each node computes the t-threshold function for any t ≥ 2. 
Critical Sets for Saving All Salvageable Nodes
Recall from Section 2.3 that a node v of a SyDS is salvageable if there is a critical set whose removal ensures that v will not be affected. We now consider the following problem which deals with saving all salvageable nodes. Small Critical Set to Save All Salvageable Nodes (SCS-SASN): Given: A social network represented by the SyDS S = (G(V, E), F ) over B, with each function f ∈ F being a threshold function; the set I of nodes which are initially in state 1. Requirement: A critical set C (i.e., C ⊆ V − I) of minimum cardinality whose removal ensures that all salvageable nodes are saved from being affected.
For the above problem, we present results that show a significant difference between 1-threshold systems and t-threshold systems where t ≥ 2. Proof: See [25] . The next result concerns the SCS-SASN problem for t-threshold systems, where t ≥ 2.
Theorem 4. The SCS-SASN problem is NP-hard for t-threshold systems, where t ≥ 2. However, there is an O(log n)-approximation algorithm for this problem, where n is the number of nodes in the network.
Proof: See [25] .
Heuristics for Finding Small Critical Sets
Overview
As can be seen from the complexity results presented in Section 4, it is difficult to develop heuristics with provably good performance guarantees for the SCS-MNA and SCS-MUN problems. So, we focus on the development of heuristics that work well in practice for one of these problems, namely SCS-MNA. In this section, we present two such heuristics that are evaluated in Section 6. The first heuristic uses a set cover computation. The second heuristic relies on a potential function, which provides an indication of a node's ability to affect other nodes.
Covering-Based Heuristic
Given a SyDS S = (G(V, E), F ) and the set I ⊆ V of nodes whose initial state is 1, one can compute the set S j ⊆ V of nodes that change to state 1 at the j th time step, 1 ≤ j ≤ , for some suitable ≤ |V |. The covering-based heuristic (CBH) chooses a critical set C as a subset of S j for some suitable j. The intuitive reason for doing this is that each node w in S j+1 has at least one neighbor v in Input: A SyDS S = (G(V, E), F), the set I ⊆ V of nodes whose initial state is 1, the upper bound β on the size of the critical set and the number of initial simulation steps ≤ |V |.
Output:
A critical set C ⊆ V − I whose removal leads to a small number of new affected nodes.
Steps:
1. Simulate the system for time steps and determine sets S1, S2, . . ., S , where Sj is the set of newly affected nodes at time j, 1 ≤ j ≤ . 2. if any set Sj has at most β nodes, then output such a set as the critical set and stop. (When there are ties, choose the set Sj with the smallest value of j.)
Comment:
Here, all the Sj's have β + 1 or more nodes.
(i) for j = 1 to − 1 do (a) For each node vj ∈ Sj, construct the set Γj which consists of all the neighbors of vj in Sj+1 that can be prevented from becoming affected by removing vj . Let Γ denote the collection of all the sets constructed.
(b) Use a greedy approach to find a subcollection Γ of Γ containing at most β sets so as to cover as many elements of Sj+1 as possible.
(c) Let the critical set C consist of the nodes of Sj corresponding to the elements of Γ .
(ii) Among all the critical sets C considered in Step 3(i)(c), output the one C that occurs earliest in time that covers all nodes of Γ , and if no such C exists, output the earliest C such that |Sj| − |C| is minimum.
Fig. 2. Details of the covering-based heuristic
S j . (Otherwise, w would have changed to 1 in an earlier time step.) Therefore, if a suitable subset of S j can be chosen so that none of the nodes in S j+1 changes to 1 during the (j + 1) st time step, the contagion cannot spread beyond S j . In general, when nodes have thresholds ≥ 2, the problem of choosing at most β nodes from S j to prevent a maximum number of nodes in S j+1 from changing to 1 is also NP-hard. (This result can be proven in a manner similar to that of Theorem 2.) Therefore, we use a greedy approach for this step. In each iteration, this approach chooses a node from S j that saves the largest number of nodes in S j+1 from becoming affected. The greedy approach is repeated for each j, 1 ≤ j ≤ − 1. The steps of the covering-based heuristic are shown in Figure 2 . In Step 2, when two or more sets have β or fewer nodes, we choose the one that corresponds to an earlier time step since such a choice can save more nodes from becoming affected.
Potential-Based Heuristic
The idea of the potential-based heuristic (PBH) is to assign a potential to each node v depending on how early v is affected and how many nodes it can affect Input: A SyDS S = (G(V, E), F), the set I ⊆ V of nodes whose initial state is 1, the upper bound β on the size of the critical set.
Output:
Steps:
1. Simulate the system S and determine sets S1, S2, . . ., ST , where T is the time step at which S reaches a fixed point and Sj is the set of newly affected nodes at time
. 4. Let the critical set C contain β nodes with the highest potential among all the nodes. (Break ties arbitrarily.) Output C.
Fig. 3. Details of the potential-based heuristic
later. Nodes with larger potential values are more desirable for inclusion in the critical set. While CBH chooses a critical set from one of the S j sets, the potential based approach may select nodes in a more global fashion from the whole graph. One can obtain different versions of PBH by choosing different potential functions. We have chosen one that is easy to compute. Details of PBH are shown in Figure 3 . We assume that set S j of newly affected nodes at time j has been computed for each j, 1 ≤ j ≤ T , where T is the time at which the system reaches a fixed point. For any node x ∈ S j , let N j+1 [x] denote the set of nodes in S j+1 which are adjacent to x in G. The potential P [x] of a node x is computed as follows: (a) For each node x in S T , P [x] = 0. (Justification: There is no diffusion beyond level T . So, it is not useful to include nodes from S T in the critical set.) (b) For each node x in level j, 1 ≤ j ≤ T − 1, Table 1 provides selected features of three social networks used in this study. We assume all edges are undirected to foster greater diffusion and thereby test more stringently the heuristics. The degree and clustering coefficient 1 distributions for the three networks are given elsewhere [25] . Table 2 lists the parameters and values used in the parametric study with the networks to evaluate the two heuristics. For a given value of number of seeds n s , 100 sets of size n s were determined from each network to provide a range of cases for testing the heuristics. Each seed node was taken from a 20-core, a subgraph in which each node has a degree of at least 20. The 20-core was a good compromise between selecting high-degree nodes, and having a sufficiently large pool of nodes to choose from so that sets of seeds overlapped little. Moreover, every seed node in a set is adjacent to at least one other seed node, so the seeds were "clumped," in order to foster diffusion. Thus, the test cases utilized two means, namely seeding of high-degree nodes and clumping the seed nodes, to foster diffusion and hence tax the heuristics. The test plan consists of running simulations of 100 iterations each (1 iteration for each seed node set) on the three networks for all combinations of t, n s , and β. All nodes except seed nodes are initially in the unaffected state. Our simulator outputs for each node the time at which it is affected. The heuristics use this as input data and calculate one set of β critical nodes for each iteration. The simulations are then repeated, but now they include the critical nodes, so that the decrease in the total number of affected nodes caused by a critical set can be quantified. Heuristic computations and simulations were performed on a 96-node cluster (2 processors/node; 4 cores/processor), with 3 GHz Intel Xeon cores and 2 MB memory per core.
Empirical Evaluation of Heuristics
Networks, Study Parameters and Test Procedures
Results
A summary of our main experimental findings is as follows. The discussion uses some of the terminology (namely, cascade, halt and delay) from Section 2.3.
Structural results
(a) Critical node sets either halt diffusion with very small affected set sizes or do not prevent a cascade; thus, critical nodes generate phase transitions (unless all iterations halt the diffusion). (b) The fraction of iterations cascading behaves as (1/β) for n s ≤ 5, so to halt diffusion over all iterations can require β ≥ 500 = 100n s . This is in part attributable to the stochastic nature of the seeding process. While a heuristic may be successful on average, there will be combinations of seed nodes that are particularly difficult to halt. (c) In some cases, if diffusion is not halted, a delay in the time to reach the peak number of newly affected nodes can be achieved, thus providing a retarding effect. This is a consequence of computed critical nodes impeding initial diffusion near the start time, but being insufficient to halt the spread. For the deterministic diffusion of this study, it is virtually impossible to impede diffusion after time step 2 or 3 because by this time, too many nodes have been affected.
Quality of solution
(d) The heuristics perform far better than setting high-degree nodes critical, and setting random nodes critical ("null" condition). (e) For n s ≤ 5 and β ≤ 50, the two heuristics often give similar results, and do not always halt diffusion. For small numbers of seeds, PBH, which is purposely biased toward selecting nodes affected early in the diffusion process, selects nodes at early times. CBH also seeks to halt at early times. Hence, both heuristics are trying to accomplish the same thing. (f) However, when β ≥ 100 nodes are required to stop diffusion because of a larger number of seeds, CBH is more effective in halting diffusion because it focuses critical nodes at one time step as explained below; hence there can be a tradeoff between speed of computation and effectiveness of the heuristics since PBH executes faster. Figure 4 depicts the execution times for each heuristic for β = 5. For the epinions network, Figure 4 (a), these times translate into a maximum of roughly 1.5 hours for CBH to determine 100 sets of critical nodes, versus less than 5 minutes for PBH. For the wikipedia network, Figure 4( times are observed when the number of nodes decreases by an order of magnitude. As described in Section 5, PBH evaluates every node once, whereas a node in CBH is often analyzed at many different time steps.
We now turn to evaluating the heuristics in halting and delaying diffusion by first comparing the heuristics with the heuristics of (1) randomly setting nodes critical (RCH), and (2) setting high-degree nodes critical (HCH). Table 3 summarizes selected results where we have a high ratio of β/n s to give RCH and HCH the best chances for success (i.e., for minimizing the fraction of cascades). While CBH and PBH halt almost all 100 iterations, RCH and HCH allow cascades in 38% to 100% of iterations. To obtain the same fraction of cascades as for random and high-degree critical nodes, CBH would require only about β = 5 critical nodes. Neither RCH nor HCH focus on specific seed sets, and RCH can select nodes of degree 1 as critical (of which there are many in the three networks); these nodes do not propagate complex contagions, so specifying them as critical is wasteful. Figure 5 (a) shows cumulative number of affected nodes as a function of time for the slashdot network with CBH. Results from the 40 iterations that cascade Table 3 . Comparison of CBH and PBH against random critical nodes and high-degree critical nodes, with respect to the fraction of iterations in which cascades occur, for t = 2 and β = 500. Each cell has two entries: one value for ns = 2 and one for ns = 3. are plotted as solid lines; all iterations plateau at 44% of the network nodes. (To be precise, the number of nodes affected varies by a very small amount-about 2% or less-for different sets of seed nodes. Also, in a very few instances, an iteration with no critical nodes also halts the diffusion. We ignore these minor effects throughout for clarity of presentation.) These features are observed in all simulation results and are dictated by the deterministic state transition model: if the diffusion is not halted by the critical nodes, then the size of the outbreak is the same for all iterations, although the progression may vary.
Network Numbers Fraction
The final fractions of nodes affected for each of the 100 iterations, arranged in increasing numerical order, are plotted as the β = 20 curve in Figure 5 (b). The other curves correspond to different budget values, and all exhibit a sharp phase transition, except for β = 500, which halts all iterations. Over all the simulations conducted in this study, both heuristics produce this type of phase transition. Figure 6 examines the regime of small numbers of seed nodes, and depicts the fraction of iterations that cascade as a function of β for two networks. Note the larger discrepancy between heuristics in Figure 6 (a) for β = 10; this is explained below. In both plots a (1/β) behavior is observed, so that the number of cascades drops off sharply with increasing budget, but to completely eliminate all cascades in the wikipedia network in Figure 6 (a) for example, β = 500 is required for both heuristics when n s = 5. Figure 7 provides results that show the greatest differences in the fraction of iterations to cascade for the two heuristics, which generally occur for the largest sizes of seed sets. The results are for the same conditions as in Figure 6 (b). For example, in Figure 7 , only 17% of iterations result in a cascade with CBH, while PBH permits 63% for n s = 10.
In all cases, CBH is at least as effective as PBH. This is because CBH focuses on conditions at one time step that are required to halt diffusion. PBH, in contrast, can span multiple time steps in that a parent of a high-potential node will itself be a high potential node, and hence both may be determined critical. Consequently, there is greater chance for critical nodes to redundantly save salvageable nodes at the expense of others, rendering the critical set less effective. This behavior is the cause of PBH allowing more cascades for β = 10 and n s = 5 in Figure 6 (a).
In Figure 8 , the average number of newly affected nodes in each time step over 100 iterations is given for simulations with different numbers of critical nodes. While a budget of β = 500 does not halt the diffusion process, it does slow the diffusion, moving the time of peak number of newly affected nodes from 3 to 6. This may be useful in providing decision-makers more time for suitable interventions.
Future Work
There are several directions for future work. Among these are: (a) development of practical heuristics for the critical set problem for complex contagions when there are weights on edges (to model the degree to which a node is influenced by a neighbor); (b) investigation of the critical set problem for complex contagions when the diffusion process is probabilistic; and (c) formulation and study of the problem for time-varying networks in which nodes and edges may appear and disappear over time.
