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Introduction
The zeta-functions associated with algebraic curves over finite fields encode
many arithmetic properties of the curves. In the non-singular case the the-
ory is well-known. It is analogous to the theory of zeta-functions for number
fields and culminates in the Hasse-Weil theorem about the Riemann hypoth-
esis for curves. In the singular case, which will be the main topic of this
thesis, the theory is more difficult and less explored. First of all, one does
not deal with Dedekind rings anymore, but with orders, i.e., certain subring
of them. The corresponding theory of (fractional) ideals becomes much more
complicated. Secondly, there are various candidates for the zeta-function.
In 1973 Galkin[G] published a paper which deals with the zeta-function of a
local ringO of a possibly singular, complete, geometrical irreducible algebraic
curve X defined over a finite field k = Fq of q elements. His zeta-function is
defined in the half-plane {s ∈ C | Re(s) > 0} by the absolutely convergent
Dirichlet series
ζO(s) =
∑
a⊆O
#(O/a)−s,
where the sum is taken over the (non-zero ) ideals a in the ring O. Hence
it is formally defined in the same way as the classical zeta-functions and it
encodes the numbers of ideals with given norms. Galkin also treated the
arithmetic case, where O is the local ring of an order of an algebraic number
field. He also defined global zeta-functions this way, but it turns out that they
do not have any functional equation, unless the considered ring is Gorenstein.
Green [Gr] defined another zeta-function which always satisfies a functional
equation, but which is not defined in terms of local conditions. In particular,
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it does not possess an Euler product in the global case.
Finally, Sto¨hr [St1],[St2] defined a modified zeta-function which both has a
functional equation and a purely local definition.The key point is to consider
all (fractional) ideals a that are positive, in the sense that they contain the
ring O, instead of considering the integral ideals, which are contained in O,
and so to define
ζ(O, s) :=
∑
a⊇O
#(a/O)−s , Re(s) > 0.
It is this zeta function that we will mainly consider in this paper. We want
to investigate its calculation and its properties, and for this it suffices to
regard the local case, i.e., the case where O is a local ring. More precisely,
O will be a local order, i.e., a local integral domain of dimension 1, whose
normalization (integral closure) O˜ is finite over O. This implies that O˜ is a
semi-local Dedekind ring. Of course we have to assume that the residue field
of O is finite (so that the groups a/O are finite). Moreover, as in Sto¨hr’s
paper we will restrict to the ‘geometric’ situation and assume that O is a
k-algebra for a finite field k.
Now we discuss the plan of this thesis in more detail.
In the first section we will recall some facts from commutative algebra and
algebraic geometry. These will be used later, in part also for the motivation
of our investigation.
In section 2 we will introduce generalized zeta functions
ζ(d, s) =
∑
a⊇d
#(a/d)−s
for every fractional ideal d in an order O, and associated partial zeta function
ζ(d, b, s) =
∑
a⊇d
a∼b
#(a/d)−s,
where b is another fractional O-ideal, and the sum is over all fractional ideals
a which contain d and which are equivalent to b (a = α · b for some α ∈ K).
By introducing the degree of fractional ideals, we can write this zeta function
as a power series in Z[[t]],
Introduction 6
Z(d, b, t) =
∑
a⊇d
a∼b
tdega−degd,
where t = q−s. We deduce a simple reciprocity formula relating Z(d, b, t)
and Z(b∗, d∗, t), where a∗ = c : a for a dualizing ideal c of O.
Here b : a = {x ∈ K | xa ⊆ b} for fractional ideals a and b. We also relate
Z(d, b, t) to Z(O, b : d, t) by simple formula. Therefore it suffices to study
the case d = O. Most of this material is contained in Sto¨hr’s paper [St1],
but we have filled in some proofs.
In section 3 we introduce an important invariant of an orderO, the semigroup
S(O) = {(ordp1(x), . . . , ordpm(x)) | x ∈ O\{0}} ⊆ Nm0 ,
where p1, · · · , pm are the maximal ideals of O˜, and ordpi in the normalized
discrete valuation associated to pi. We associate a similar set S(b) ⊆ Zm to
any fractional O-ideal b, and use it to give a formula for the zeta function
Z(O, b, t) (Theorem 3.10). We use this formula to show that (Theorem 3.6)
Z(O, b, t) = L(O, b, t)
Πmi=1(1− tdi)
= L(O, b, t) · Z(O˜, t),
where di = dimk O˜/pi and L(O, b, t) is a polynomial in Z[t] of degree ≤ 2δ
(δ = deg O˜ = dimk O˜/O the singularity degree of O), which satisfies the
functional equation
t−δL(O, b, t) = (1/qt)−δL(O, b∗, 1/qt).
We give some first properties of the polynomial L(O, b, t). By summing up
over the (finitely many) representatives of the ideal classes (b) of O, we get
similar results for
Z(O, t) = L(O, t)
Πmi=1(1− tdi)
with
L(O, t) =
∑
(b)
L(O, b, t).
Again, these results are mostly contained in [St1], where we have added some
proofs.
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In the short section 4 we show that Galkin’s zeta function can be related to
Sto¨hr’s (generalized, local) zeta functions. Therefore we will concentrate on
the latter in the remaining part.
In section 5 we use the mentioned explicit formula of the previous section to
calculate Z(O, t) (and hence L(O, t)) for a first concrete example, namely
O = k[[x, y]]/(y2 − x3), which is the singularity of a cusp.
In the remaining sections, which constitute the main part the thesis, we
concentrate on the rational unibranch case, i.e. , the case where m = 1 (O˜ is
again a local ring) and d = 1 (k is equal to the residue fields of O and O˜).
(This situation arises, e.g., for a singularity of a curve at a totally rational
point, which just has one branch.) In this case the semigroup S(O) is a
subsemigroup of N0, and it is determined by the finite set
N0\S(O)
of gaps of O, i.e., the natural numbers not contained in S(O).
In section 6 we develop further tools for the computation of the zeta functions.
For any (fractional) ideal b we define the numerical conductor f(b) and the
conductor F(b) = pf(b), and we prove a formula
L(O, b, t) = (qt)
degb
(Ub : UO)
f(b)∑
i=0
ni(b) t
i
where the integers ni(b) only depend on S(O) (more precisely on the gaps
of S(b)) in a simple way. This generalizes a result of Sto¨hr, who treated the
case b = O. Next we introduce another invariant of b, the ring Ob = b : b
(which is the biggest order O′, O ⊆ O′ ⊆ O˜, operating on b), and prove the
useful formula
L(O, b, t) = tdegOb L(Ob, b, t).
We apply both results in section 7, where we calculate the zeta functions of
the orders O12 = k[[x3, x4, x5]] ⊆ k[[X]] and O13 = k[[x2, x5]] ⊆ k[[X]] with
gaps {1, 2} and {1, 3}, respectively.
In section 8 we develop further tools for the computation of the polynomials
L(O, b, t) and the zeta polynomial L(O, t) of O itself. Our strategy is to
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deduce information just from the semigroup S(O). We succeed in this in the
case of orders with S(O) = S(n) = {0, 2, 4, 6, · · · , 2n, 2n + 1, · · · } (i.e., with
gaps {1, 3, 5, · · · , 2n− 1}) which we call balanced. We prove for these
L(O, t) = 1 +X +X2 + · · ·+Xn
where X = qt2.
In section 9 we come to the main objective of this thesis - the investigation
when the considered zeta functions satisfy the Riemann hypothesis, i.e., have
all zeroes on the line Re(s) = 1/2. For Z(O, t) this means that all zeroes
α of L(O, t) have the property |α| = q−1/2. First of all, by the functional
equation, this can only hold if O is Gorenstein (i.e., when O is a dualizing
ideal). But Sto¨hr gave examples of Gorenstein orders which do not satisffy
the Riemann hypothesis.
We study this more systematically. First of all we show (Theorems 9.5 and
9.6) that for balanced orders, the Riemann hypothesis holds for Z(O, t) and
the ‘principal zeta function’ Z(O,O, t) which was more often studied in the
literature. Z(O, t) was studied less often, because in general it is difficult
to find all equivalence classes of ideals. Here we study it for all orders of
singularity degree ≤ 3 and find that the Riemann hypothesis for Z(O, t)
only holds in the balanced cases. In the same vein, we show the following
for the principal zeta function and arbitrary (rational, unibranch) orders O
(Theorem 9.9): If S(O) is not balanced, then Z(O,O, t) does not satisfy the
Riemann hypothesis for q >> 0.
We close with a speculation if this last condition on q is necessary. There is
some evidence that both for Z(O, t) and Z(O,O, t) the Riemann hypothesis
holds if and only if O is balanced. Moreover, our investigations suggest that,
like Z(O,O, t) also Z(O, t) only depends on the semigroup S(O).
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1 Some background from commutative alge-
bra and algebraic geometry
In this section we recall briefly some topics in algebraic number theory and
algebraic geometry, which we need later in our thesis.
Dedekind domains and orders
At first we introduce the class of Dedekind domains. It lies property between
the class of principal ideal domains and the class of Noetherian integral do-
mains. Dedekind domains are important in algebraic number theory and the
algebraic theory of curves. The definition of a Dedekind domain is moti-
vated by the following facts: Every principal ideal domain D is Noetherian.
Consequently, every ideal ( 6= D) has a primary decompositions, see [Hun].
Definition 1.1. A Dedekind domain is an integral domain R in which every
proper ideal is the product of a finite number of prime ideals.
Every principal ideal domain is Dedekind. The converse, however is false,
because the integral domain Z[
√
10] is Dedekind domain but it is not a
principal ideal domain, see [Hun].
Definition 1.2. Let R be an integral domain with quotient field K. A frac-
tional ideal of R is a nonzero R-submodule I of K such that aI ⊂ R for some
nonzero a ∈ R.
Example 1.3. Every ordinary nonzero ideal I in an integral domain R is a
fractional ideal of R.
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Remark 1.4. If I is a fractional ideal of a domain R and aI ⊂ R (0 6= a ∈
R), then aI is an ordinary ideal in R and the map I → aI given by x 7→ ax
is an R-module isomorphism.
If R is an integral domain with quotient field K, then the set of all fractional
ideals of R forms a commutative monoid, with identity R and multiplication
given by IJ = {∑ni=1 aibi|ai ∈ I bi ∈ J ;n ∈ N } .
A fractional ideal I of an integral domain R is said to be invertible if IJ = R
for some fractional ideal J of R. Thus the invertible fractional ideals are pre-
cisely those that have inverses in the monoid of all fractional ideals.
Remark 1.5. (i) The inverse of an invertible fractional ideal I is unique
and is I−1 = { a ∈ K|aI ⊂ R}. Indeed for any fractional ideal I
the set I−1 = {a ∈ K|aI ⊂ R} is easily seen to be a fractional ideal
such that I−1I = II−1 ⊂ R. If I is invertible and IJ = JI = R, then
clearly J ⊂ I−1. Conversely, since I−1 and J are R-submodules of K,
I−1 = RI−1 = (JI)I−1 = J(II−1) ⊂ JR = RJ ⊂ J , whence J = I−1.
(ii) If I, A, B are fractional ideals of R such that IA = IB and I is invertible
then A = RA = (I−1I)A = I−1(IB) = RB = B
(iii) If I is an ordinary ideal in R, then R ⊂ I−1.
(iv) Multiplication and inversion behave property with respect to localiza-
tion. That is, if P is a prime ideal of R and I a fractional ideal of
R, then IRP is a fractional ideal of RP and (IRP )
−1 = I−1 RP . Also
(IJ)RP = (IRP )(JRP ) for I, J fractional ideals of R.
We state some important properties of fractional ideals as follows, for more
details see [Hun].
Let I, I1, I2, · · ·, In be ideals in an integral domain R .
(i) The ideal I1I2 · · · In is invertible if and only if each Ij is invertible.
(ii) If P1 · · ·Pm = I = Q1 · · ·Qn, where the Pi and Qj are prime ideals in R
and every Pi is invertible , then m=n and (after reindexing ) Pi = Qi
for each i = 1, · · ·,m.
If R is a Dedekind domain, then every nonzero prime ideal of R is invertible
and maximal.
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Every invertible fractional ideal of an integral domain R with quotient field
K is a finitely generated R-module.
Let R be an integral domain and I a fractional ideal of R . Then I is invertible
if and only if I is a projective R-module .
Definition 1.6. Let A ⊆ R, be a ring extension. By definition x ∈ R is inte-
gral over A if there is a monic polynomial f(X) = Xn+an−1Xn−1+ · · ·+a0 ∈
A[X]\{0} such that f(x) = 0.
Remark 1.7. (i) x ∈ R is integral over A if only if A[x] = {g(x) | g ∈
A[X]} is a finite generated A-module.
(ii) If x1, · · · , xn ∈ R are integral over A, then A[x1, · · · , xn] is integral
over A.
(iii) Let A ⊆ B ⊆ C be rings. If C is integral over B and B is integral over
A, then C is also integral over A.
(iv) Let R be a ring, A a subring , and let A′ be the set of all elements
x ∈ R which are integral over A. Then A′ is a subring of R, which is
integrally closed in R, and integral over A.
Definition 1.8. (i) Let R be a ring, A a subring. the ring A′ = {x ∈
R | x is integral over A} is called the integral closure of A in R.
(ii) A is called integrally closed in R if A′ = A.
(iii) An integral domain A is said to be integrally closed if it is integrally
closed in its quotient field.
Remark 1.9. (i) The ring A′ in 1.8 is integrally closed in R, and integral
over A.
(ii) Every principal ideal domain is integrally closed.
(iii) Let R be a ring integral over the subring A, let θ : R −→ R′ be a
homomorphism from R onto the ring R′ and θ(A) = A′. Then R′ is
integral over the subring A′.
Definition 1.10. A discrete valuation ring is a principal ideal domain that
has exactly one nonzero prime ideal.
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Theorem 1.11. The following conditions on an integral domain R are equiv-
alent.
(i) R is a Dedekind domain;
(ii) Every proper ideal in R is uniquely a product of a finite number of
prime ideals;
(iii) Every non zero ideal in R is invertible;
(iv) Every fractional ideal of R is invertible;
(v) The set of all fractional ideals of R is a group under multiplication;
(vi) Every ideal in R is projective;
(vii) Every fractional ideal of R is projective;
(viii) R is Notherian, integrally closed and every nonzero prime ideal is max-
imal;
(ix) R is Notherian and for every nonzero prime ideal P of R, the localiza-
tion Rp of R at P is a discrete valuation ring.
Notation 1.12. When I is a fractional ideal and n a positive integer, we
shall write I−n to mean (I−1)n.
Theorem 1.13. If R is a Dedekind domain, then any fractional ideal I can
be uniquely expressed as a product
P a11 · · · P ann
with P1, · · ·, Pn distinct prime ideals of R and a1, · · ·, an integers (positive or
negative ).
Proof. Let I be a fractional ideal with generators m1, · · ·,mk. Each mi is in
K so there is a common denominator s in R such that mis is also in R. It
follows that Is ⊆ R. There exist factorizations of the ideals Rs and Is as
Rs = ΠQ
bj
j , Is = ΠP
ai
i ,
where the Pi and the Qj are the prime ideals of R. It follows
IQb11 · · ·Qbtt = P a11 · · · P akk .
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We have seen that prime ideals are invertible, so we obtain
I = ΠP aii · ΠQ−bjj
This establishes the existence of a factorization of I as a product of prime
ideals with integral exponents. Now we obtain uniqueness as follows. Sup-
pose
I = ΠP aii ΠQ
−bj
j = Π P
ci
i Π Q
−dj
j ,
where P,Q,P,Q denote prime ideals and the ai, bj, ci, dj are positive integers.
Then we have ΠP aii ΠQ
dj
j = ΠP
ci
i ΠQ
bj
j . This is a factorization of ideals in R
so the uniqueness statement for ideals in R can be used to get the uniqueness
of the expression for I.
The discussion to this point shows that the collection of all fractional ideals
in a Dedekind ring forms a group under the rule of multiplication of fractional
ideals . We denote this group by I(R) and call it simply the ideal group of
R. The uniqueness statement of Theorem 1.13 implies that I(R) is a free
abelian group with the collection of nonzero prime ideals as free generators.
Generally, this is an infinitely generated group.
There is a subgroup of particular interest. Namely the collection of all prin-
cipal fractional ideals Rx with x in K forms a subgroup of I(R) which is
denoted by P (R). We let
C(R) = I(R)/P (R)
and call C(R) the class group of R. The class group is an important invariant
of the ring R. While I(R) and P (R) may be very large abelian groups, the
class group can be very small. The following is an example:
Definition 1.14. A number field K is a subfield of C having finite ( degree
as a vector space) over Q. The integral closure of Z in K is denoted OK and
called the ring of integers of K.
Remark 1.15. Every number field has the form Q[α] for some algebraic
number α ∈ C. The structure of the integer rings is more complicated.
Theorem 1.16. The class group C(OK) (also called the class group of K)
is finite.
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Definition 1.17. An order is an integral domain A whose integral closure
A˜(in the quotient field) ia a Dedekind domain, and a finitely generated A-
module. In this situation we also say that A is an order of A˜.
Valuation rings and orders
In this section we give a new view on valuation rings. Let K be a field.
Definition 1.18. A (absolut or exponential ) valuation on K is map
| | : K −→ R
with the properties,
(i) |X| ≥ 0, and |X| = 0 if and only if X = 0
(ii) |XY | = |X| · |Y |
(iii) |X + Y | ≤ |X|+ |Y |.
Example 1.19. Let p be a prime number then one can define pe-adic valu-
ation | |p on Q by |m|p = p−np wether m = Πqnq is prime decomposition
with all prime q, and | 0 |p = 0. The properties (i), (ii), (iii) are clear.
A valuation field is a field with a valuation. Let (K, | |) be a valuation field,
then we have a metric on K by d(X, Y ) = |X − Y |, addition and multiplica-
tion are continuous respected to this metric.
Definition 1.20. Two valuations | |1 and | |2 on K are called equivalent, if
there is a real number t ≥ 0 such that for every X ∈ K, |X|1 = |X|t2: This
clearly an equivalence realation .
Two valuations are equivalent if and only if define the same topologies.
Definition 1.21. The valuation | | is called non-archimedian, if |n| is bounded
for all n ∈ N and archimedian otherwise.
Lemma 1.22. A valuation | | is non-archimedian if and only if satisfies in
strong triangle equality that is
|X + Y | ≤ max (|X|, |Y |).
Definition 1.23. A normalized discrete valuation v on a field K is a sur-
jective group homomorphism of the multiplicative group K∗ = K \ {0} onto
the additive group Z with the property
v(x+ y) ≥ min(v(x), v(y)) (1)
for all x, y ∈ K∗ with x 6= −y.
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By defining |x| = ευ(x) for any 0 < ε < 1, this is the same as a non-
archimedian valuation with value group |K×| isomorphic to Z.
Lemma 1.24. Let v be a discrete valuation on the field K. Then the set
Λ = {x ∈ K∗ | v(x) ≥ 0} ∪ {0}
is a principal ideal domain with just one nonzero prime ideal
m = {x ∈ K∗ | v(x) > 0} ∪ {0}.
By choosing an element pi ∈ Λ with v(pi) = 1, every element x ∈ K∗ can be
written uniquely as x = piv(x)u where u ∈ Λ∗ = {x ∈ K∗ | v(x) = 0}.
Proof. See [Ke].
Definition 1.25. Let v be a discrete valuation on K. The ring Λ in the above
lemma is called the valuation ring of K relative to v, and every element pi ∈ Λ
with υ(pi) = 1 is called a prime element.
Some topics in commutative algebra
Let us first recall some notions and properties of topological groups. An
(abelian) topological group is an abelian group G endowed with the structure
of a topological space for which the homomorphism G×G −→ G defined by
(x, y) 7−→ x − y is continuous. Such a structure is entirely determined by
giving a fundamental system V of neighbourhoods of 0 such that for V ∈ V
there are V1, V2 ∈ V with V −11 ⊆ V and V2 · V2 ⊆ V .
A (desending) filtration (Gn)n (i.e., a descending chain of subgroups (Gn)n
of G) defines a unique structure of topological group on G for which the Gn
form a fundamental system of neighborhoods of 0. In this section we are
essentially interested in topologies of this type. For this topology, G is sepa-
rated(i.e., Hausdorff) if and only if ∩nGn = {0}. Two filtrations (Gn)n, (G′n)n
define the same topology on G if and only if for every n, there exists an m
such that G′m ⊆ Gn, and vice versa.
Let G be a topological group defined by a filtration (Gn)n. A sequence (xm)m
of elements of G is called a Cauchy sequence, if for every n there exists an
m0 such that xm − xm0 ∈ Gn for every m ≥ m0. The topological group G is
complete if every Cauchy sequence has a limit in G. One way to construct
Some background from commutative algebra and algebraic
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complete groups is to construct inverse limits.
An inverse system (of sets) consists of a collection of sets (An)n≥0 and maps
pin : An+1 −→ An for every n. The inverse limit of the (An)n is the set
lim
←,n
An := {(an)n ∈ ΠAn|an = pin(an+1) for all n}
For every m, the projection onto the m-th coordinate defines a canonical
map
pm : lim←,n
An −→ Am.
Let G be a topological group defined by a filtration (Gn)n. We then have a
natural inverse system (G/Gn)n. Consider Gˆ := lim←,n(G/Gn). Let
Gˆn := {(am)m ∈ Gˆ | am = 0 for every m ≤ n}
This defines a filtration (Gˆn)n on Gˆ and makes latter into a topological group.
Let X be a topological space, Y ⊂ X a closed irreducible subset.
Remark 1.26. If R is a ring and a ⊆ R is an ideal, then
Rˆ = lim
∞←n
R/an
becomes a ring in natural way and is called the a-adic completion of R.
Definition 1.27. Let A be a commutative ring with unit. The ring of formal
power series in one variable A[[T ]] is defined in the following way. Let AN be
the group of sequence with coefficient in A. To simplify we denote a sequence
(an)n≥0 by
a0 + a1T + a2T
2 + · · ·.
We endow AN with a multiplicative law by setting(∑
i≥0
aiT
i
)(∑
j≥0
bjT
j
)
=
∑
k≥0
ckT
k,
where ck =
∑
i+j=k aibj. This ring clearly contains the polynomial ring A[T ].
We define inductively the ring of formal power series
A[[T1, · · ·, Tr]] = A[[T1, · · ·, Tr−1]][[Tr]].
Proposition 1.28. Let A be Noetherian ring; then the ring of formal power
series A[[T1, · · ·, Tr]] is also Notherian.
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Definition 1.29. Let K be a field. A ring A is called a K-algebra, if it is a
K-vector space such that
(λa)b = a(λb) = λ(ab) ∀λ ∈ K, a, b ∈ A.
The dimension dimKA of a K-Algebra A is the dimension of A as K-vector
space.
Definition 1.30. A map of K-algebras f : A −→ B is called a K- algebra
homomorphism, if f is a K-linear ring homorphism.
Some topics from algebraic geometry
In this subsection we briefly discuss the notion of schemes and algebraic
curves which we will consider in our thesis. For more about this topic, see
[Liu].
Zariski topology
Let A be a (commutative) ring (with unit). We let SpecA denote the set of
prime ideals of A. It is called the spectrum of A. By convention, the unit
ideal is not a prime ideal. Thus Spec 0 = ∅.
We will now endow SpecA with the structure of a topological space. For
any ideal I of A, let V (I) := {p ∈ SpecA | I ⊆ p}. If f ∈ A, let D(f) :=
SpecA \ V (fA).
Proposition 1.31. Let A be a ring. We have the following properties:
(i) For any pair of ideals I,J of A, we have V (I) ∪ V (J) = V (IJ).
(ii) Let (Iλ)λ be a family of ideals of A. Then ∩λV (Iλ) = V (
∑
λ Iλ).
(iii) V (A) = ∅ and V (0) = SpecA.
Proof. See [Liu]
Remark 1.32. In particular, there exists a unique topology on SpecA whose
closed subsets are the sets of the form V (I) for an ideal I of A. Moreover,
the sets of the form D(f), f ∈ A, constitute a base of open subsets of SpecA.
Definition 1.33. Let A be a ring. We call the topology defined by above
proposition the Zariski topology on Spec A. An open set of the form D(f) is
called a principal open subset, while its complement V (f) := V (fA) is called
a principal closed subset.
Some background from commutative algebra and algebraic
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In the following, the set SpecA will always be endowed with the Zariski topol-
ogy.
Remark 1.34. Let p ∈ SpecA. Then the singleton {p} is closed for the
Zariski topology if and only if p is a maximal ideal of A. We will then say
that p is a closed point of SpecA. More generally, a point x of a topological
space is said to be closed if the set {x} is closed.
Sheaves
Definition 1.35. Let X be topological space. A presheaf F (of abelian groups)
on X consists of the following datas
(i) an abelian group F(U) for every open subset U of X, and
(ii) a group homomorphism (restriction map) ρUV : F(U) −→ F(V ) for
every pair of open subsets V ⊆ U
which verify the following conditions :
(iii) F(∅) = 0;
(iv) ρUU = Id;
(v) if we have three open subsets W ⊆ V ⊆ U , then ρUW = ρVW ◦ ρUV .
An element s ∈ F(U) is called a section of F over U . We let s|V denote the
element ρUV (s) ∈ F(V ) and we call it the restriction of s to V .
Definition 1.36. We say that a presheaf F is a sheaf if it has the following
properties:
(i) (Uniqueness) Let U be an open subset of X, s ∈ F(U), (Ui)i∈I an open
covering of U . If s|Ui = 0 ∀i ∈ I then s = 0.
(ii) (Glueing local sections) Let U be an open subset of X and let (Ui)i∈I
be an open covering of U . Let si ∈ F(Ui), (i ∈ I) be sections such
that si|Ui∩Uj = sj|Ui∩Uj . Then there exists a section s ∈ F(U) such that
s|Ui = si ∀i ∈ I (this section s is unique by condition (1)).
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We can define in the same way sheaves of rings, sheaves of algebras over a
fixed ring, etc. There is a natural notion of (sub)sheaf F ′ of F : F ′(U) is a
subgroup of F(U), and the restriction ρ′UV is induced by ρUV
Example 1.37. Let X be a topological space. For any open subset U of X,
let C(U) = C0(U,R) be the set of continuous functions from U to R. The
restrictions ρUV are the usual restrictions of functions. Then C is a sheaf on
X. If we let F(U) = RU be the set of functions on U with values in R, this
defines a sheaf F of which C is a (sub)sheaf.
Example 1.38. Let A be a ring. We want to define a sheaf on X = SpecA
as follows: As mentioned above, the collection of all subsets
D(f) := {p ∈ SpecR | f /∈ p} = X \ V ((f)),
where f runs through all elements of A, is a base of Zariski topology on X.
It is easy to see (cf. [Liu]) that a sheaf on X is already characterized by
its values on the open subsets D(f) and its restriction maps with respect to
inclusions D(fg) ⊂ D(f). We may therefore characterize a natural sheaf of
rings, the structure sheaf OX on X by
OX(Df ) := Af ( where Af is the f-localization of A) and
ρD(f)D(fg) : Af → Afg the canonical morphism.
Definition 1.39. Let F , G be two (pre)sheaves on X. A morphism of
(pre)sheaves α : F −→ G consists of a collection of homomorphisms α(U) :
F(U) −→ G(U) where U runs through all open subsets of X, which is com-
patible with the restrictions ρUV .
A morphism of (pre)sheaves α is called injective if for every open subset U of
X, the homomorphism α(U) is injective (take care : a surjective morphism
of sheaves is not defined in the same way). We can, of course, compose two
morphisms of (pre)sheaves. An isomorphism is an invertible morphism α.
This amounts to say that α(U) is an isomorphism for every open subset U
of X .
Definition 1.40. Let f : X → Y be a continuous map between topological
spaces and let F be a sheaf on X. Then the push forward of F is a sheaf
f∗ F on Y which is defined by
f∗ F(V ) := F (f−1(V )) ∀ open V ⊂ Y
together with the obvious restriction maps.
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Definition 1.41. A locally ringed space is a pair (X,OX), where X is topo-
logical space and OX is a sheaf of rings on X such that
OX,x := lim−→
U3x
OX(U)
is a local ring for all x ∈ X
Definition 1.42. A morphism of locally ringed spaces
(f, f#) : (X,OX) −→ (Y,OY )
consists of a continuous map f : X −→ Y and a morphism f# : OY → f∗OX
of sheaves of rings which for each x ∈ X induces a local homomorphism
OY,f(x) → OX,x of local rings. Such a morphism is an isomorphism, if f is a
homeomorphism and f# an isomorphism of sheaves.
Remark 1.43. For any p ∈ X = SpecA, the ring OX,p is canonically iso-
morphic to the local ring Ap. In particular, (X,OX) is a locally ringed space.
Schemes
Definition 1.44. We define an affine scheme to be a locally ringed space iso-
morphic to some (SpecA,OSpecA) constructed as above. By abuse of notation,
the latter will often be denoted simply by SpecA.
Definition 1.45. A topological space X is called irreducible if for any decom-
position X = A1 ∪ A2 with closed subsets Ai ⊂ X(i = 1, 2) we have X = A1
or X = A2. A subset X
′ of a topological space X is called irreducible if X ′
is irreducible as a space with the induced topology.
Definition 1.46. Let X be a topological space. By definition the Krull di-
mension or combinatorial dimension of X is the number
dim(X) := max{r ∈ N | ∃ Y0 & · · · $ Yr ⊂ X, Yi closed and irreducible}
The dimension of an affine scheme X is the dimension of its underlying topo-
logical space in the sense defined above.
Definition 1.47. An algebraic affine k-scheme is an affine scheme X =
SpecA such that A is a finitely generated k-Algebra
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Definition 1.48. An integral affine scheme is an affine scheme X = SpecA
such that A is an integral domain.
Definition 1.49. An affine algebraic curve over a field k is a one-dimensional
integral algebraic affine k-scheme.
Example 1.50. Spec(k[X]) is an affine curve over k. SpecZ though being
one-dimensional and integral is not an affine curve over any field k.
Definition 1.51. A scheme is a locally ringed space (X,OX) such that there
is an open covering X = ∪i∈IUi with the property that there are a family of
rings (Ai)i∈I and isomorphisms
(Ui,O|Ui) ' (Spec Ai ,OSpecAi) ∀i ∈ I .
Definition 1.52. Let k be a field. A k-scheme of finity type is a scheme
(X,OX) such that there is a finite open covering X = ∪ni=1Ui and isomor-
phisms
(Ui,OX |ui) ' (SpecAi,OSpecAi) ∀i ∈ {1, · · ·, n}
where the Ai are finitely generated k-Algebras.
Definition 1.53. Let X be a k-scheme of finite type. X is said to be sepa-
rated (resp. complete), if for every discrete valuation ring A with quotient
field K and every commutative diagramm
Spec K //
²²
X
²²
Spec A // Spec k
there exists a (resp. there exists a unique) morphism SpecA −→ X such that
following diagramm is commutative
Spec K //
²²
X
²²
Spec A //
99ssssss
Spec k
Example 1.54. The k-scheme X = Spec(k[T ]) is not complete: We may
take A = k[[t]] and K = k((T )).
Definition 1.55. Let k be a field. An algebraic k-scheme is a separated
k-scheme of finite type.
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Definition 1.56. Let k be a field. An algebraic curve over k is a one-
dimensional integral algebraic k-scheme .
Remark 1.57. Since every affine scheme is separated, an affine algebraic
curve over k is also an algebraic curve over k.
Remark 1.58. Fibre products exist in the category of schemes. Let X be a
k-algebraic curve and let k be an algebraic closure of k. Then we often write
X ⊗k k instead of X ×Speck Speck.
Definition 1.59. A local ring A with maximal ideal m and residue field
k = A/m is called regular, if A is noetherian, and deimm/m2 = dimA.
Definition 1.60. Let (X,OX) be a scheme, and let x ∈ X. We say that X
is regular (or non-singular) at x ∈ X, or that x is a regular point, if OX,x is
a regular local ring. A point x ∈ X, which is not regular, is called a singular
point of X. A scheme is called regular, if it is regular at all of its points. A
scheme which is not regular is said to be singular.
Definition 1.61. Let X be an algebraic curve on k , and x ∈ X be a point
of X. A branch of X at x is a maximal ideal in the normalization O˜X,x of
OX,x.
Remark 1.62. If x is a regular point of an algebraic curve X, then O˜X,x =
OX,x, and therefore at every regular point X has only one branch.
Definition 1.63. Let x be a singular point of an algebraic curve X , then we
say the point x is unibranch if X has only one branch at x.
Definition 1.64. Let X be a topological space, a point ξ ∈ X is called a
generic point of X, if {ξ} = X.
Example 1.65. Let R be an integral domain, then ξ = (0) ∈ SpecR is a
generic point of SpecR.
Lemma 1.66. Let X be an integral scheme with generic point ξ, then the
local ring OX,ξ is a field .
Definition 1.67. The field in the above lemma is said to be the rational
functional field of X.
2 Zeta functions of orders: definition and ba-
sic properties
Let k be a finite field of order q, and let O be an integral local k-algebra of
dimension 1 whose residue field κ is finite. Let K be the quotient field of O.
We will assume that O is an order, i.e., that the integral closure O˜ of O is a
finitely generated O module.
Then, for fractional O-ideals a and b with b ⊆ a the O-module a/b has finite
length. Hence it also has finite k-dimension, and we have
#(a/b) = qdim(a/b).
We consider generalized zeta-functions by associating to each O-ideal d the
Dirichlet series
ζ(d, s) :=
∑
a⊇d
#(a/d)−s (2)
where a runs through the (fractional) ideals containing d. We can write this
series as follows as a power series in t = q−s with integer coefficients
Z(d, t) : =
∑
a⊇d
t dim(a/d) (3)
=
∞∑
n=0
#{O-ideals that admit d as subspace of codimension n} tn.
We define the degree deg(a) of each O-ideal a by the properties deg(O) = 0
and
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dim(a/b) = deg(a)− deg(b), (4)
whenever a ⊇ b. We will show that this is well-defined, and at the same time
will deduce some properties:
If a ⊆ O, then by (4) we must have dim(O/a) = degO − dega and thus
define
deg a = −dim O/a
Definition 2.1. If α ∈ O, let by definition deg α = −dim O/αO(= deg αO).
Lemma 2.2. If α ∈ O and a ⊆ O, then
deg α a = deg a+ deg α.
Proof. By the above, degαa = −dimO/αa, and clearly
dega = −dimO/a = −dimαO/αa.
On the other hand we have an exact sequence
0 // αO/αa Â Ä // O/αa // // O/αO // 0,
which implies
dim O/αa = dim αO/αa+ dim O/αO or deg αa = dega+ degα.
Lemma 2.3. For every fractional ideal a and every α ∈ O such that αa ⊆ O,
the integer deg αa− deg α is independent of α.
Proof. Let β ∈ O with βa ⊆ O then
deg β(αa) = deg α(βa).
By Lemma 2.2 we conclude
deg αa+ deg β = deg βa+ degα
or, degαa− degα = degβα− degβ.
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With this we get a well-defined degree for a fractional ideal in the general
case.
Definition 2.4. For every fractional ideal a by definition
deg a := deg αa− deg α,
where α ∈ O with αa ⊆ O.
It remains to show that property (4) holds. But if b ⊆ a are fractional ideals,
and α ∈ O with αa ⊆ O, then αb ⊆ αa ⊆ O, and we have an exact sequence
0 // αa/αb
Â Ä // O/αb // // O/αa // 0.
We get
dim O/αb = dim αa/αb + dim O/αa
and thus
deg a − deg b = dim αa/αb = dim a/b
so wanted.
Remark 2.5. Let β and γ be in O, then deg λβ = degλ + degβ and
deg β/γ = deg β − deg γ.
In fact, by Lemma 2.2
deg λβ = deg λ(βO) = degλ+ degβO
and
deg βO = degγ(β/γO) = deg(β/γO) + degγ.
Lemma 2.6. For every fractional ideal a and α ∈ K
deg αa = deg α + deg a
Proof. There is a λ ∈ O such that λαa ⊆ O. Let α = β/γ with β, α ∈ O.
Then by Lemma 2.2
dega+ degλβ = deg(λβ)a
= deg γ(λβ/γ) a = deg (λβ/γ)a+ degγ
Together with remark 2.5 we have
deg a+ deg λ+ deg β = dega+ degλβ
= deg (λβ/γ) a + deg γ = degλ+ degαa+ deg γ,
and the claim follows, again with remark 2.5.
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When d = O then the power series (3) encodes the numbers of positive O-
ideals of given degrees
Z(O, t) =
∑
a⊇O
t deg(a)
=
∞∑
n=0
#{positive O-ideals of degree n}tn.
Definition 2.7. We let r = dim (O/m), the degree of the residue field of
O over the constant field k.
The integral closure O˜ of O is a semi local principal ideal domain, whose
maximal ideals, say p1, ..., pm, correspond bijectively to the branches of O.
We denote by
di := dim(O˜/pi)
the degree of the residue field of pi over the constant field k ( i=0,...,m). By
1.13 the O˜-ideals are just of the form
pn := pn11 · · · pnmm ,
where n = (n1, ..., nm) ∈ Zm. Clearly the n corresponding to O˜ is 0 =
(0, ..., 0).
Definition 2.8. For z ∈ K we define ord pi(z) = ni where zO˜ = pn11 · · · pnmm .
Lemma 2.9. For n = (n1, · · · .nm) ≥ 0 (i.e., ni ≥ 0 ∀ i = 1, · · · ,m) we have
dim(O˜/pn) = n.d :=
m∑
i=1
nidi.
Proof. For every ni ≥ 0 and pi we have an exact sequence
0 // pnii /p
ni+1
i
Â Ä // O˜/pni+1i // // O˜/pnii // 0.
It yields
dimk O˜/pni+1i = dimk O˜/pnii + dimk pnii /pni+1i .
By induction dimk O˜/pnii = nidi, since pnii /pni+1i ' O˜/pi. On the other hand,
for a = pn11 · · · pnmm we have
O˜/a ' O˜/pni1 × · · · × O˜/pnmm
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by the Chinese remainder theorem. Therefore
dim k O˜/pn =
m∑
i=1
dim k O˜/pnii =
m∑
i=1
nidi
Lemma 2.10.
Z(O˜, t) =
m∏
i=1
1
1− tdi
Proof. By definition
ζ(O˜, s) =
∑
a⊇O˜
#(a/O˜)−s.
Let a = pn = pn11 · · · pnmm . Because O˜ ⊆ a = pn we obtain n ≤ 0 or
equivalently −n ≥ 0, but we have pn/O˜ ' O˜/p−n and so #(pn/O˜) =
#(O˜/p−n). Therefore, by Lemma 2.9
Z(O˜, t) =
∑
n≤0
= #(pn11 · · · pnmm /O˜)−s
=
∑
n≥0
#(O˜/pn11 · · · pnmm )−s
=
∑
n≥0
(q
∑m
i=1 nidi)−s
=
∑
n≥0
m∏
i=1
q−nidis
=
m∏
i=1
∑
ni≥0
(q−sdi)ni
=
m∏
i=1
1
1− q−sdi =
m∏
i=1
1
1− tdi .
Lemma 2.11. Let R be an integral domain and R˜ be the integral closure of
R in the quotient field K. Then there exists an I-ideal F such that:
(i) F ⊆ R .
(ii) If I is an ideal of R˜ such that I ⊆ R then I ⊆ F.
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Proof. We define F = R : R˜ := {α ∈ K |αR˜ ⊆ R} and show that it
satisfies (i) and (ii):
Since 1 ∈ R˜, clearly F ⊆ R, and it is obviously an ideal of R˜. On the other
hand, if I is an ideal of R˜ contained in R, then iR˜ ⊆ I ⊆ R for every i ∈ I,
which yields I ⊆ F.
Definition 2.12. The ideal F in the above lemma is called the conductor of
R.
For each i, let pii be a generator of the maximal ideal pi. Define pi
n :=
pin11 · · · pinmm for each n = (n1, ..., nm) ∈ Zm. Then each O-ideal is just of the
form pin b for some unique n ∈ Z where b is an O-ideal satisfying b · O˜ = O˜.
In fact:
Let a be an O-ideal, then a O˜ is an O˜-ideal, therefore
a O˜ = pn11 · · · pnmm or pi-n aO˜ = O˜
for a unique n = (n1, · · · , nm) ∈ Z. Now we take pi−na = b.
An O-ideal pinb contains d if and only if pin ∈ b : d, where for arbitrary
fractional ideals a, b we define
b : a = {x ∈ K | xa ⊆ b}
which is again a fractional ideal. Thus defining
Γ(a) := {n ∈ Zm | pin ∈ a }
and noting that
dim a/d = deg a− deg d = n · d + deg b − deg d,
we obtain the partition
Z(d, t) =
∑
b·O˜=O˜
 ∑
n∈Γ(b:d)
t n·d+deg(b)−deg(b)
 ,
where b varies over the finitely many O - ideals satisfying b · O˜ = O˜. Note
that the condition b · O˜ = O˜ implies F ⊆ b ⊆ O˜, where F is the conductor
ideal of O, that is, the largest O˜-ideal contained in O.
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This partition depends on the choice of pi1, · · · , pim. To obtain a more natural
partition we proceed as follows. Call two fractional ideals a and b equivalent
(a ∼ b), if a ∈ K\{0}. Then define for every two O-ideals d and b the partial
local zeta - function
ζ(d, b, s) :=
a∼b∑
a⊇d
#(a/d)−s,
where the sum is taken over the O-ideals a that contain d and are equivalent
to b. This Dirichlet series writes as follows as a power series in t = q−s(|t| < 1)
with integer coefficients :
Z(d, b, t) =
a∼b∑
a⊇d
tdim(a/d) = #
{ O-ideals equivalent to b that admit
d as a subspace of codimension n
}
tn.
The partial zeta functions only depend on the classes of the ideals d and b.
Moreover the ideal class semigroup of O is finite, because as we have seen
above, each O-ideal is equivalent to an ideal b with F ⊆ b ⊆ O˜, and O˜/F is
finite. We have the partition
Z(d, t) =
∑
(b)
Z(d, b, t).
Let c be a dualizingO-ideal, i.e., an ideal with c : (c : a) = a for all (fractional)
ideals, and abreviate a∗ = c : a. For the following note that the set Ub :=
{u ∈ K | ub = b} is a multiplicative group, which contains the group UO.
See also 2.14 below.
Theorem 2.13. (Reciprocity Formula for the Partial Local Zeta - Func-
tions). For each pair of O-ideals d and b we have
(Ub : UO) ζ(d, b, s) = (Ud : UO) ζ(b∗, d∗, s).
The proof will occupy the rest of this section.
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Lemma 2.14. Ub only depends on the equivalence class of the ideal b, and
Ub is the group of units of the ring Ob := b : b.
Proof. The second statement follows from the definitions. Since b : b = αb :
αb, for every α ∈ K clearly Uαb = Ub and this yields the first assertion.
Remark 2.15. If O′ is a subring of K, then O′ : O′ = O′. In particular,
O˜ : O˜ = O˜ and O : O = O, UO˜ = UO˜ : O˜ and UO = UO :O.
Lemma 2.16. If b is an O-ideal then UO ⊆ Ub ⊆ UO˜.
Proof. At first we show
O ⊆ b : b ⊆ O˜. (5)
The first inclusion is obvious. For the second, let b1, · · ·, br be generators of
b as O-module, and let x ∈ b : b be arbitrary. Then we have
x · bj =
r∑
i=1
aijbi i, j ∈ {1, · · ·, r} , aij ∈ O.
Let A = (aij). Then we have
χA(t) = det (tE − A) ∈ O[ t ]
and χA(A) = O, where O represents the zero matrix. Hence χA(x) = 0 and
this yields x ∈ O˜. Thus we have (4) and
UO ⊆ Ub:b ⊆ UO˜,
and this yields the lemma by 2.14 and 2.15.
Since by [St2] d∗ : b∗ = b : d, we have d∗ : d∗ = d : d and therefore
Ub∗ = Ub
for each O-ideal d. Thus the reciprocity formula claims that its left hand
side remains invariant, when d and b are replaced by b∗ and d∗, respectively.
The ideals a satisfying a ⊇ d and a ∼ b are just of the form z−1b, where z
varies over a complete system of representatives of (b : d)\{0} by the action
of multiplicative group Ub. Thus the partial local zeta - function can be
written as follows
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ζ(d, b, s) =
∑
z∈(b:d\0)/Ub
q−sdim(z
−1b\d) (6)
=
1
(Ub : UO)
∑
z∈(b:d\0)/UO
q−sdim(z
−1b/d).
In the second sum we restricted the action of Ub on (b : d) to the action of
UO, and in order to compensate this we had to divide the infinite sum by the
index (Ub : UO).
Lemma 2.17. Let z ∈ K, then
deg(zO) = deg(zO˜)− deg(O˜) = −
m∑
i=1
di ordpi(z).
Proof. At first we show the left equation. By definition
dim zO˜/zO = deg zO˜ − deg zO.
Since zO˜/zO ' O˜/O we have
deg zO˜ − deg zO = dim zO˜/zO
= dim O˜/O = deg O˜ − deg O = degO˜,
because degO = 0. For second equation, we prove it for z ∈ O, then we prove
the general case z ∈ K.
Let z ∈ O. Then zO˜ = pn11 · · · pnmm ⊆ O˜, and by lemma 2.9
deg O˜ − deg zO˜ = dim O˜/zO˜
=
m∑
i=0
dim O˜/pnii =
m∑
i=1
nidi .
This yields, by definition 2.8,
deg zO˜ − deg O˜ = −
m∑
i=1
di ordpi . (7)
Now let z ∈ K, and z = α/β, where α and β are in O. By the first case we
have,
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deg zO˜ − deg O˜ = deg zO = deg αO − deg βO
= (degαO˜ − degO˜)− (deg βO˜ − deg O˜) (8)
= −
m∑
i=0
di ordpi(α) +
m∑
i=0
di ordpi(β)
= −
m∑
i=0
di ordpi(z) .
Remark 2.18. Let z ∈ K and a be an O-ideal, then
deg za +
m∑
i=0
di ord pi(z) = deg a .
Proof. By definition,
deg za = deg zO + deg a.
By Lemma 2.17
deg zO +
m∑
i=1
di ord pi(z) = 0 .
This yields the assertion .
Definition 2.19. Let z ∈ K. By definition the absolute valuation of z is
|z| :=
{
qdeg (Oz) , z 6= 0
|z| = 0 , z = 0 .
Remark 2.20. Clearly one deduces from the definition
(i) |z1 · z2 · · · zn| = |z1| · |z2| · · · |zn|; (zi ∈ K), (n ∈ N)
(ii) |z| = |α|/|β|; (α, β ∈ O) .
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Lemma 2.21.
ζ(d, b, s) =
q−s(deg(b)−deg(d))
(Ub : UO)
∑
z∈(b:d)/UO
|z|s (9)
Proof. According to the definition
dim (z−1b/d) = deg z−1b − deg d, (10)
and by remark 2.18, we have
deg z−1b = deg b +
m∑
i=1
di ordpi (z). (11)
Now (10) and (11) imply
dim(z−1b/d) = deg b − deg d +
m∑
i=1
di ordpi (z) . (12)
Obviously (12) and (6) imply the lemma.
Observing now, that the integer deg (b) − deg (d) and the ideal b : d do not
change, when d and b are replaced by b∗ and d∗ respectively, see [St2], we
have shown the reciprocity formula.
From lemma 2.21 we also deduce :
ζ(d, b, s) = (Ub:d : Ub) q
s(deg(d)− deg(b)+deg(b:d)). ζ(O, b : d, s)
This identity justifies that from now on we will assume that the ideal d is
equal to the ring O.
3 A formula for the zeta function and the
functional equation
Let O be an order, and keep the notation from the previous section. The
following is an important invariant of the order, and is often studied in the
literature.
Definition 3.1. The set
S(O) = {(ordp1(z), · · · , ordpm(z)) ∈ Zm | z ∈ O\{0}}
is called the semigroup associated to O.
It is clear that S(O) is a subsemigroup of Zm. we generalize this to ideals.
Definition 3.2. Let S be a semigroup. An S-module is a setM with a binary
operation
S ×M //M , (s,m) // s+m ,
such that
(i) 0 +m = m,
(ii) s1 + (s2 +m) = (s1 + s2) +m.
Now to each O-ideal b we associate the set of integer vectors,
S(b) := {(ordpi(z), ..., ordpm(z)) ∈ Zn | z ∈ b\{0}}.
When b is equal to the local ring O, then we get the semigroup S(O) as-
sociated to O. We will show that the sets S(b) may provide important
information about the zeta function.
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Lemma 3.3. For every fractional O-ideal b, S(b) is a S(O)−module.
Proof. Let n ∈ S(O) and m ∈ S(b). Then there exists x ∈ O and y ∈ b
such that Ord(x) := (Ordp1(x), · · · , Ordpm(x) = n and Ord(y) = m. Since
b is a fractional O-ideal we have x.y ∈ b, so that
Ord(x.y) = Ord(x) +Ord(y) = n+m ∈ S(b).
It is easy to verify (i) and (ii).
Proposition 3.4. For any fractional O-ideal b∑
z∈b/UO
|z|s =
∑
n∈s(b)
εn(b)t
n·d.
Here z varies over a complete system of representatives of b by the action of
UO and
εn(b) :=
qr
qr − 1
(1,...,1∑
i=0
(−1)|i|qn·d+deg(b∩pn+i),
the sum is taken over the vectors i = (i1, ...im) ∈ (0, 1)m, and we abbreviate
|i| = i1 + ...+ im.
Before proving the proposition, we need some lemma and tools from measure
theory as follows.
Let M be the system of subsets M of the field K, obtained from the (frac-
tional) O-ideals by translations z +M (z ∈ K) and the operations of union
M ∪N, intersection N ∩N and complementation M\N. It can be seen in
an elementary way, or by using a Haar measure µˆ on the locally compact
total quotient ring of the completion Oˆ of O, that one can attribute to each
M ∈M a volume µ(M) ≥ 0 uniquely determined by the three axioms:
(i) Normalization : µ(O) = 1
(ii) Invariance under translation : µ(z +M) = µ(M)
(iii) Additivity : µ(M ∪N) = µ(M) + µ(N) whenever M ∩N = ∅ .
By the additivity we have µ(M∪N) = µ(M)+µ(N)−µ(M∩N), and more
generally, as follows by induction,
µ(
n⋃
i=1
Mi) =
n∑
j=1
(−1)j−1
∑
i1<...<ij
µ(Mi1 ∩ ... ∩Mij).
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Lemma 3.5. For every (fractional) ideal a and elements z1, · · · , zn ∈ K we
have
(i) µ(a) = qdeg(a) , (ii) µ(z1...znM) = |z1|...|zn|µ(M).
Proof. (i) First we suppose a ⊆ O. Then O = ⋃x∈R(x + a), where R is
a system of representatives for O/a. Clearly |R| = |O/a|, so by axiom(i),
µ(O) =∑x∈R µ(x+a) and by axioms (i) and (ii) 1 =∑x∈R µ(a) = |O/a|µ(a),
and this yields
µ(a) = 1/|O/a| = 1/q(dimO/a) = 1/q−dega = qdega.
Now we consider an arbitrary fractional-O ideal a. Then there exists α ∈ O
such that αa ⊆ O, and dega = −dim(O/αa) + dim(O/αO). On the other
hand if a ⊆ b are fractional-O ideal, by a similar argument as for case one, one
obtains µ(a) = µ(b)/|b/a|. Applied to αa ⊆ a, we get µ(a) = |a/αa| · µ(αa).
By case 1
µ(a) = qdim aα/a.qdegαa = qdega−degαa+degαa
and (i) is proved.
(ii)We fix z and show that µ′(M) := µ(zM)/|z| satisfies in three above ax-
ioms and by unicity of the measure µ clearly µ(zM)/|z| = µ(M)
(i) µ′(O) = µ(zO)/|z| = qdegzO/|z| = |z|/|z| = 1.
(ii) µ′(z′+M) = µ(z(z′+M))/|z| = µ(zz′+zM)/|z| = µ(zM)/|z| = µ′(M)
for every M ∈M and z′ ∈ K.
(iii)
µ′(M ∪N) =µ(z(M ∪N))/|z|
=µ(zM)/|z|+ µ(zN)/|z|
=µ′(M) + µ′(N).
Therefore µ′ satisfies in three axioms and we have µ′(M) = µ(M), ∀M ∈M
or µ(z(M)/|z| = µ(M).
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Proof. (proposition 3.4) Note that b\{0} is the disjoint union of the sets
bn := b ∩ pinUO˜ = {z ∈ b | ordpi(z) = ni for each i = 1, · · · ,m},
for all n = (n1, · · · , nm) ∈ Zm. Since |z| assumes on bn the constant value
q−n·d, and since t = q−s we obtain∑
z∈b/UO
|z|s =
∑
n∈s(b)
#(bn /UO) tnd. (13)
We now study #(bn/UO).
Since O = m ∩ UO = ∅, where m is maximal ideal in O, we have
µ(UO) = µ(O)− µ(m) or µ(UO) = 1− q−dimO/m = 1− q−r .
By Lemma 3.5 (ii) we have µ(zUO) = |z| · µ(UO) = q−n·dµ(UO) for every
z ∈ bn. Since bn = ∪z∈R(zUO) where R is a system of representatives for
bn/UO, we obtain
µ(bn) = #(bn/UO) |z| µ(UO) = q−ndµ(bn)(1− q−r).
Obviously z ∈ pn if and only if Ordz ≥ n, therefore we have
bn = (b ∩ pn)\ ∪mi=1 (b ∩ pnpi) .
Now, by the additivity of the measure, we obtain
µ(bn) = µ(b ∩ pn)−
m∑
j=0
(−1)j−1
(1,...,1)∑
i1<...<ij
µ(b ∩ pnpi1 ∩ ... ∩ pnpij) =
m∑
j=0
(−1)j
∑
i1<...<ij
qdeg(b∩p
npi1∩...∩pnpij ) =
(1,...,1)∑
|i|=0
(−1)|i|qdeg(b∩pn+i)
and therefore
|bn /UO| = εn(b).
By (13) we have the proof.
Theorem 3.6. The partial zeta-function has the expansion
Z(O, b, t) = 1
(Ub : UO)
∑
n∈S(b)
εn(b) t
n·d+deg(b)
where
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εn(b) :=
qr
qr − 1
(1,...,1)∑
i=0
(−1)|i|qn·d+deg(b∩pn+i).
Here the sum is taken over the vectors i = (i1, ...im) ∈ (0, 1)m, and we ab-
breviate |i| = i1 + ...+ im.
Proof. By Lemma 2.21 we have
ζ(O, b, s) = q
−s deg(b)
(Ub : UO)
∑
z∈b/UO
|z|s.
Now proposition 3.4 implies the theorem.
Remark 3.7. By the proof of proposition 3.4 the coefficients εn(b) are posi-
tive for all n ∈ S(b), and they vanish for all other integer vectors. Thus, in-
stead of summing up over the vectors n ∈ S(b) in the expansion of Z(O, b, t),
we may sum up over all integer vectors n ∈ Zm.
.
Lemma 3.8. For every fractional O-ideal there is an n0, such that pn ⊆ b
for all n ≥ n0.
Proof. We choose an α ∈ b\{0}. Then αO ⊆ b , and hence F ⊆ O ⊆ α−1b,
where F is the conductor of O. Let
α F = p
n10
1 ...p
nm0
m ,
then pn ⊆ pn0 ⊆ b for every n ≥ n0 = (n10, · · · , nm0 ).
.
Corollary 3.9. If the vector n is so large that pn ⊆ b, then
εn(b) =
qδ
1− q−r Π
m
i=1(1− q−di).
.
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Proof. We have
dimk O˜/pn+i = deg O˜ − deg pn+i
and
dimk O˜/pn+i =
m∑
j=1
(nj + ij).
Therefore, as δ = deg O˜,
εn(b) =
qr
qr − 1
(1,...,1)∑
i=0
(−1)|i|qn.d+degpn+i
=
qr
qr − 1
(1,...,1)∑
i=0
(−1)(i1+...im)qδ−(i1d1+...+imdm)
=
qr+δ
qr − 1
(1,...,1)∑
i=0
(−1)(i1+...im)q−i1d1−...−imdm
=
qr+δ
qr−1
Πmi=1(1− qdii )
.
In particular, in the special case where b = O˜ and n = (0, ..., 0), we obtain
the well known formula
(UO˜ : UO) =
qδ
1− q−r
m∏
i=1
(1− q−di).
Theorem 3.10. For each O-ideal b, we can write
Z(O, b, t) = L(O, b, t)∏m
i=1(1− tdi)
(14)
where L(O, b, t) is a polynomial with integer coefficients of degree not larger
than 2δ in t, satisfying the functional equation
t−δL(O, b, t) = (1/qt)−δL(O, b∗, (1/qt)). (15)
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Proof. When we multiply the power series Z(O, b, t) by the product
m∏
i=0
(1− tdi) =
(1,...,1)∑
j=0
(−1) |j| t j.d, (16)
then by Theorem 3.6 and Remark 3.7 we get the power series
L(O, b, t) = q
r
(Ub : UO)(qr − 1)
∑
n∈Zm
γn(b) t
n.d+deg(b), (17)
where
γn(b) :=
(1,...,1)∑
i,j=0
(−1)|i|+|j |qn.(d−j)+deg(b∩pn+i−j). (18)
Let a be another O-ideal. Note that c : b∗ = b, deg(c : b) = deg(c)− deg(b)
and
deg(b∗ ∩ a) = deg((c : b) ∩ (c : a∗))
= deg(c : (b+ a∗)) = deg(c)− deg(b+ a∗).
Since by the isomorphism theorem, dim (b + a∗/a∗)= dim (b/b ∩ a∗), this
implies
deg(b∗ ∩ a) = deg(c)− deg(b+ a∗)
= deg(c)− (dim(b+ a∗)/a∗) + dega∗)
= degc− (degb− deg(b ∩ a∗) + dega∗).
Since dega∗ = degc− dega, we obtain
deg(b∗ ∩ a) = degc− degb+ deg(b ∩ a∗)− degc+ dega.
This implies
deg(b∗ ∩ a) = dega− degb+ deg(b ∩ a∗). (19)
Note that deg(c) = deg(c : O) = deg(c : O˜) + dim(O˜/O) = deg(c : O˜) + δ.
Multiplying the canonical ideal c by a suitable element of K we can assume
that c : O˜ = O˜. In fact, c : O˜ is a fractionalO-ideal, so we have c : O˜ = O˜·pin,
for some n ∈ Zm. This implies
(pi−nc) : O˜ = O˜.
In this case deg(c) = 2δ. Taking a = pn we have
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a∗ = (c : pn) = (c : pinO˜) = pi−n (c : O˜) = pi−nO˜ = p−n. (20)
On the other hand we have
n · d = dimkO/a = degO˜ − dega = δ − dega,
or
dega = δ − n · d .
By substitution in (19) we have
deg(b∗ ∩ pn) = δ − n.d− deg(b) + deg(b ∩ p−n). (21)
Replacing the vector n by n+i-j we obtain the formula
γn(b
∗) = qn.d+δ−deg(b) γ−n(b), (22)
which immediately implies the functional equation. By the functional equa-
tion the power series L(O, b, t) ∈ Z[[t]] is a polynomial in t of degree at most
2δ; for
L(O, b, t) = qδ t2δL(O, b, 1/tq) = qδt2δ(a0 + a1/qt+ ...a2δ/(qt)2δ + ...)
or
L(O, b, t)) = a0qδt2δ + a1qδ−1t2δ−1 + ...+ a2δq−δ.
.
Proposition 3.11. The degree of the polynomial L(O, b, t) is smaller than
2δ if and only if the ideal b is non-dualizing.
Proof. Writing
L(O, b, t) =
2δ∑
i=0
ni(b)t
i
where the coefficients ni(b) are integers, we can rephrase the functional equa-
tion 15 of theorem 3.10 as follows:
t−δ
2δ∑
i=0
ni(b)t
i = (1/qt)−δ
2δ∑
i=0
ni(b
∗)(1/qt)i,
or
2δ∑
i=0
ni(b)t
i = qδt2δ
2δ∑
i=0
ni(b
∗)q−it−i
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or
2δ∑
i=0
ni(b)t
i =
2δ∑
i=0
qδ−ini(b∗)t2δ−i,
or equivalently
n2δ−i(b∗) = qδ−ini(b) (i = 0, ..., 2δ). (23)
On the other hand for t = 0 we have Z(O, b, 0) = L(O, b, 0). By definition
of the partial zeta function Z(O, b, 0) = 1 if and only if b = αO for some α
in K. Therefore we obtain
n0(b) =
{
1 when b is principal,
0 otherwise.
(24)
By (23) and (24) and definition of dualizing ideal in section 2, we see b is
dualizing if and only if b∗ is principal, in which case we have
n2δ(b) = q
δn0(b
∗) = qδ.
This implies
n2δ(b) =
{
qδ when b is dualizing
0 otherwise,
(25)
and hence the claim.
Lemma 3.12. If b is an O-ideal, then the cardinality of the set
{ a | a.O˜ = O˜ and a ∼ b} is equal to the order of the group UO˜/Ub.
Proof. We fix an a = αb with aO˜ = O˜ and a ∼ b. Then the following map
is a bijection:
{a|aO˜ = O˜, a ∼ b} Φ // UO˜/Ub
a′ = α′b // [α′/α]
.
.
Proposition 3.13.
2δ∑
i=0
ni(b) = (UO˜ : Ub)
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Proof. Since
lim
t→1
Z(O, b, t)/ZO˜(t) = # {a : a.O˜ = O˜, a ∼ b},
see [St2], the value of L(O, b, t) at t=1 is equal to the number of O-ideals a
that satisfies a.O˜ = O˜ and a ∼ b, and by Lemma 3.12 is equal to the index
(UO˜ : Ub).
Proposition 3.14. The coefficients of L(O, b, t) satisfy the linear relation
2δ∑
i=0
(qδ−i − 1)ni(b) = 0. (26)
Proof. Since Ub = Ub∗ , by proposition 3.13
2δ∑
i=0
ni(b) =
2δ∑
i=0
ni(b
∗).
Now by (23) in the proof of Proposition 3.11
2δ∑
i=0
qδ−ini(b) =
2δ∑
i=0
ni(b), (27)
which implies the claim.
Theorem 3.15. We can write
Z(O, t) = L(O, t)
Πmi=0(1− tdi)
(28)
where L(O, t) is a polynomial with integer coefficient of degree 2δ in t, which
satisfies the property that the Laurent polynomial t−δL(O, t) remains invari-
ant when t is replaced by 1/qt.
Proof. Since the assignment b 7−→ b∗ permutes the ideal classes, and since
the local zeta-function Z(O, t) is the sum of the partial local zeta-functions
Z(O, b, t), theorem 3.10 and the functional equation (15) immediately imply
the theorem.
Proposition 3.16. The sum of the coefficients of L(O, t) is equal to the
number of the O-ideal a satisfying a.O˜ = O˜.
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Proof. Since
ZO˜(t) =
m∏
i=0
1
1− tdi , (29)
the following equation implies the proof
lim
t→1
L(O, b, t) = lim
t→1
Z(d, b, t)/ZO˜(t) = #{a : a.O˜ = O˜, a ∼ b}.
4 Comparison with Galkin’s zeta function
In this section we consider another generalized zeta-function by associating
to each O-ideal d the Dirichlet series
ζG(d, s) :=
∑
a⊆d
#(d/a)−s .
(For d = O this is Galkin’s zeta function). Let us also define corresponding
partial zeta functions by means of negative ideals, that is the ideals contained
in d.
Definition 4.1. For arbitrary fractional O-ideals d and b define
ζG(d, b, s) :=
a∼b∑
a⊆d
(d/a)−s .
Here the sum is over all fractional O-ideals a, which are contained in d and
equivalent to b.
Lemma 4.2. One has
ζG(d, b, s) =
q−s(degd−degb)
Ub : UO
∑
α∈(d:b/UO)
| α |s . (30)
Proof. We have a ∼ b if and only if a = αb for some α ∈ K∗, and αb ⊆ d if
and only if α ∈ (d : b)\{0}. Moreover αb = α′b if and only if α.(α′)−1b = b
if and only if α.(α′)−1 ∈ Ub if and only if α = λ.α′ where λ ∈ Ub. This yields
a bijection between {a : a ⊆ d, a ∼ b} and (d : b)/Ub,and thus the partial
local zeta function can be written as follows
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ζG(d, b, s) =
∑
α∈(d:b\{0})/Ub
q−s.dim
d
αb =
1
(Ub : UO)
∑
α∈(d:b\{0})/UO
q−s.dim
d
αb .
In the second sum we restricted the action of Ub on (b : d) to the action of
UO, and in order to compensate this we had to divide the infinite sum by the
index (Ub : UO). By definition of the absolute value |z| of z ∈ K, we obtain
the formula,
ζG(d, b, s) =
q−s(degd−degb)
Ub : UO
∑
α∈(d:b)/UO
| α |s (31)
Lemma 4.3.
ζG(d, b, s) = (Ub : UO) q−s(deg d−deg b+deg d:b) ζG(d : b,O, s).
Proof. We have
ζG (d, b, s) =
q−s(degd−degb)
(Ub : UO)
∑
z∈(d:b)/UO
|z|s
and
ζG ((d : b),O, s) = q
−s(deg(d:b)−degO)
(UO : UO)
∑
z∈((d:b):O)/UO
|z|s = q
−s(deg d:b)
1
∑
z∈(d:b)/UO
|z|s,
which implies the claim.
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Now we want to compare ZG with Sto¨hr’s zeta function Z defined in section
3. Let t = q−s and define ZG(d, b, t) as the power series in t with ζG(d, b, s) =
ZG(d, b, t).
Let c be a dualizing ideal, and write a∗ = c : a as before. Then (a∗)∗ = a,
and the assignment a 7−→ a∗ = c : a = {z ∈ K | za ⊆ c} defines an anti-
monotonous, codimension preserving, bijective involution of the set of O -
ideals. Moreover, a ∼ b implies a∗ ∼ b∗. From this we obtain
Z(b∗, d∗, t) =
a∼d∗∑
a⊇b∗
tdim(a/b
∗) =
a∗∼d∑
a∗⊆b
tdim(b/a
∗) = ZG (b, d, t)
In particular, we have
ZG(O, b, t) = Z(c, b∗, t)
thus the Galkin type zeta functions appear as special Sto¨hr zeta functions.
5 A concrete example
In this section k is a finite field. Let A := k[y, z]/(y3 − z2). A is not local
a ring and has many maximal ideals, for example for every ordered pair
(x0, y0) ∈ k2 with y30 = z20 , the ideal (y − y0, z − z0) is a maximal ideal of A.
For example (y, z), (y − 1, z − 1), · · · , are maximal ideals in A.
Let the ideal p := (y, z) ∈ SpecA, then Ap is a local ring. If we consider the
algebraic curve X = SpecA over k, the point p := (y, z) ∈ X is singular ( it
is a cusp singularity [Ha] Ex. I 5.14), and
OX.x = Ap and ÔX,x = lim←−
n
Ap/p
nAp
Here ÔX,x is the completion of OX,x. The mapping
a 7−→ aˆ = Ô
defines a bijective monotonous correspondence that preserves degrees and
quotients, between the ideals of the local ring O and the ideals of its comple-
tion Ô, see [G]. Two O–ideals a and b are equivalent if and only if aˆ and bˆ
are equivalent in Ô that is aˆ = zbˆ for some unit z of the total quotient ring of
Ô. Thus the zeta-function ζ(O, s) and the partial zeta-functions ζ(O, b, s)
will not change when O and b are replaced by the corresponding completions
Ô and bˆ, respectively.
According to the above comment, we consider Âp = k[[y, z]]/(y
3−z2) instead
of OX,x, where k[[y, z]] is the formal power series in the variables y and z.
By mapping y 7→ X2 and z 7→ X3 one can easily see
R := k[[X2, X3]] ' k[[y, z]]/(y3 − z2) = Âp .
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Therefore we can consider the zeta-function of the ring R instead of OX.x.
Now we have
R = k[[X2, X3]] ⊆ k[[X]] = R˜, (32)
where R˜ is the integral closure of R, see Proposition 5.2 below. Since X2k+3l
is in k [[X2, X3]] for k and l in N, we conclude that
R = {a0 + a1X + a2X2 + ...+ anXn + ... | a1 = 0 and ai ∈ k} .
By multiplication in R˜
(a0 + a1X + ...+)(b0 + b1X + ...+) =
∑
i∈Z
ciX
i ,
where ci =
∑
µ+ν=i aµbν . When
∑
i∈Z ciX
i = 1 we see a0b0 = 1 and we easily
see that the group of units of R is
U(R˜) = {a0 + a1X + ...+ anXn + ... | a0 6= 0 } .
Clearly R˜ is an integral domain, and we find K((X)) the quotient field of R˜,
as follows:
Every element of K((X)) is of the form f/g, such that g is not zero. Therefore
one can write g = X i.g˜, such that i ≥ 0 and g˜ is unit, this means
f
g
=
f
X ig˜
=
f.(g˜)−1
X i
.
Therefore we can write the elements of K((X)) as bounded Laurent series,
that is:
K((X)) =
{∑
i∈Z
aiX
i | ∃ j ∈ Z s.t. ai = 0 for i < j
}
.
We can define a discrete value on K((X)) as follows:
v
(∑
i∈Z
aiX
i
)
= n, if an 6= 0 and ai = 0 for all i < n.
R˜ is the discrete valuation ring of K((X)) because
R˜ = {f ∈ K((X)) | v(f) ≥ 0}
and U(R˜) = {f ∈ K((X)) | v(f) = 0}. R˜ is local ring and the unique
maximal ideal is
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M =
{∑
i∈Z
aiX
i | ai = 0 for i ≤ 0
}
.
This implies R˜/M ' k, so the singularity is rational and unibranched. Every
ideal I of R˜ is of the form (Xn), where n = Min{ν(f) | f ∈ I} ∈ N0.
Proposition 5.1. Let F be the conductor of R. Then F = R˜X2 and as an
Ideal in R it is generated by {X2, X3}.
Proof. Since F ⊆ R ⊆ R˜ and F is an ideal of R˜, we must have
F =
{∑
i∈Z
aiX
i | ai = 0 for all i < 2
}
= R˜X2.
For the second part, let I = (X2, X3) be the R-ideal generated by X2 and
X3. By definition, F is an R-ideal, containing X2 and X3, so that I ⊆ F.
Conversely, let x be an arbitrary element of F then
x =
∑
i≥2
aiX
i = X2(a2 + a4X
2 + ...) + a3X
2 ∈ I .
This shows F ⊆ I and hence the claim.
Proposition 5.2.
(i) R is an order of R˜
(ii) R˜ is the integral closure of R.
Proof. (i): Let K and K˜ be the quotient fields of R and R˜ respectively.
Clearly K ⊆ K˜ and since X3 and 1
X2
are in K one concludes that X ∈ K.
Therefore K˜ ⊆ K and this yields K = K˜.
(ii)R˜ is integral over R, because it is generated by 1, X as an R-module. On
the other hand, since R˜ is discrete valuation ring, it is integrally closed.
Let R′ be the integral closure of R in the common quotient field K; then
R˜ ⊆ R′. Since R′ is integral over R and R ⊆ R˜ ⊆ R′, we deduce that R′ is
integral over R˜. But R˜ is integrally closed and it yields R˜ = R′.
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Lemma 5.3. For any ideal I of R˜, R˜/I is finite.
Proof. Every ideal of R˜ is of the form (Xn) for some n ∈ N. Now we introduce
a homomorphism Φ from R˜ to kn as follows
Φ(
∞∑
i=0
aiX
i) = (a0, a1, ..., an) .
Clearly I is the kernel of Φ and this yields R˜/I ' kn, which shows the claim
since k is finite.
Lemma 5.4. Every fractional R-ideal a of R is equivalent to a fractional
R-ideal a′ such that F ⊆ a′ ⊆ R˜
Proof. We know that every fractional R-ideal is of the form αI such that
α ∈ K and I is an integral ideal in R. Now R˜ is a valuation ring, therefore
it is a principal ideal domain. Hence aR˜ = aR˜ for some a ∈ R˜. If we take
a′ = 1
a
a it is obviously a fractional R-ideal, and
F = (a′R˜)F = a′(R˜F) = a′F ⊆ a′ .
On the other hand, a′R˜ = R˜ and hence a′ ⊆ R˜ These imply the desired
statement.
Proposition 5.5. There are only finitely many fractional R-ideals a′ with
F ⊆ a′ ⊆ R˜.
Proof. It suffices to show that there are only finitely many subgroups between
F and R˜. For every a′, a′/F is a subgroup of R˜/F. This correspondence is one
to one. This shows the claim, since there are only finitely many subgroups
in R˜/F.
Let all notations be as in section 2. In our case r = dim(R/mR) = 1 and
since R˜ is local ring, we have m = 1; that is the singularity is rational and
unibranch. Now we want to determine the equivalence classes of integral R-
ideals in order to calculate the partial zeta functions and then to find Z(R, t).
Since
F ⊆ k [[X2, X3]] ⊆ k [[X]]
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and
R˜/F = k [[X]]] /X2 k [[X]]
= k 1¯⊕ k X,
we conclude that dim k R˜/F = 2 with the k-base 1¯ and X.
Proposition 5.6. To give a k-subvectorspace of R˜/F is same as giving an
R-submodule of R˜/F.
Proof. For the non-trivial direction let a/F be a k-subvectorspace of R˜/F.
Every element of a/F can be represented as y = b0+b1X+F with b0, b1 ∈ k.
then, for x =
∑∞
i=0 aiX in R we have
xy =(a0 + a2X
2 + · · · )[(b0 + b1X) + F ]
=[(b0a0 + b0a2X
2 + · · · ) + (b1a0X+b1a2X3 + · · · ) + F ]
=(b0a0 + b1a0X) + F
=a0[(b0 + b1X) + F].
Since a/F is a k - submodule, x(a/F) ⊆ a/F.
By this, the R-submodules of R˜/F˜ are R˜/F, (0) and the 1-dimensional k-
subvectorspaces
< 1 > < X > < α1 + βX > (α, β 6= 0) .
Clearly < α1+ βX >=< 1+ γX > such that γ ∈ k∗ and therefore there are
q − 1 = #k∗ such subvectorspaces. The corresponding R-ideals are:
F ks +3 < 0 >
R˜ ks +3 R˜/F
R ks +3 < 1 >
F+RX ks +3 < X >
F+R(1 + βX) ks +3 < 1 + βx >
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By above diagram we found q+3, R-submodules between F and R˜. Now we
try to determine which R- submodules in the left column are equivalent, to
determine all equivalence classes of fractional R-modules which contain in R.
Lemma 5.7. R˜ and R are not equivalent, in other words [R˜] 6= [R].
Proof. Assume R = αR˜ for some α ∈ K. This yields α ∈ R˜ or α =∑∞i=0 aiX i
for some ai ∈ k :
(i) If a0 = a1 = 0, then
R = (
∞∑
i=2
ai=0X
i) R˜ = (X2
∞∑
i=0
ai+2X
i)R˜ . R˜ = F
(ii) If a1 6= 0 then α = α · 1 /∈ R
(iii) If a0 6= 0 then α.X =
∑∞
i=0 aiX
i+1 /∈ R
Since all above cases imply contradiction, we conclude that R˜  R.
Lemma 5.8. F is equivalent to R˜ that is [ F ] = [ R˜ ].
Proof. By 5.1 we have F = X2 · R˜.
Remark 5.9. By Lemmas 5.7 and 5.8, F  R
Lemma 5.10. R˜ is equivalent to F+RX, that is [ R˜ ] = [F+RX].
Proof. Obviously we have
F+R X = {f ∈ k[ [X] ] | a0 = 0} = m˜ = XR˜
Lemma 5.11. F+R(1 + βX) and R are equivalent, that is
[FI +R(1 + βX) ] = [R].
Proof. In other words, taking an arbitrary element in F + R(1 + βX) and
α = 1 + βX, we try to find an element in R such as follows:
Let a2X
2 + a3X
3 + ...+Xn + ... ∈ F and b0 + b2X2 + ...bnXn + ... ∈ R we
look for the element c0 + c2X
2 + c3X
3 + ...+ cnX
n + ... ∈ R such that
∞∑
i=2
aiX
i + (
∞∑
i=0
biX
i)(1 + βX) = (1 + βX)
∞∑
i=0
ciX
i. (33)
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Here b1, c1 = 0 and ai and bi are arbitrary elements of k. We solve ci in term
of ai and bi as follows.
The left hand side of equation (33) is:
(a2X
2 + a3X
3 + · · ·+ anXn + · · · )+
(b0 + b2X
2 + · · ·+ bnXn + · · · )+
(b0βX + b2βX
3 + · · ·+ βbn−1Xn + · · · ) =
b0 + b0βX + (a2 + b2)X
2 + (a3 + b3 + b2β)X
3 + · · ·+ (an + bn + βbn−1)Xn + · · ·
We claim that F+R(1 + βX) = αR for α = 1 + βX.
The right hand side of equation(33):
(c0 + c2X
2 + c3X
3 + · · ·+ cnXn + · · · )+
(βc0X + βc2X
3 + βc3X
4 + · · ·+ βcn−1Xn · · · ) =
c0 + βc0X + c2X
2 + (c3 + βc2)X
3 + · · ·+ cn + βcn−1)Xn + · · ·
By comparing we have the following system of equations
b0 = c0
b0β = βc0
a2 + b2 = c2 (34)
a3 + b3 + b2β = (c3 + c2β)
a4 + b4 + b3β = c4 + βc3
. . . = . . .
an + bn + bn−1β = cn + βcn−1
We can solve ci recursively in terms of ai and bi, this implies
F+R(1 + βX) ⊆ (1 + βX) R.
Conversely, if we choose ci and ai arbitrary, then by the system of equations
(34) we find suitable bi. This yields that
αR ⊆ F+R(1 + βX).
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By lemmas 5.7 up to 5.11
[F] = [R˜] = [F+RX]
[R] = [F+R(1 + βX].
That is, we have two equivalence classes of ideals. In other words we have to
consider two partial zeta function in the process of calculating Z(R, t).
Lemma 5.12.
Z(R,R, t) = 1 +
q t2
1− t
Before proving the lemma we need to identify the invariants according to
section 2 .
Remark 5.13. S(R) = {v(x) such that x ∈ R} = { 0, 2, 3, · · · }, we have
d = dimk R˜/(X) = 1 and since R/m ' k, we conclude that r = dimk R/m =
1.
Proof. By theorem 3.6
Z(R,R, t) =
1
(UR : UR)
∑
n∈S(R)
εn(R) t
n.1+0
where
εn(R) =
q
q − 1 ·
1∑
i=0
(−1) i q n+deg (R∩ (X)n+i ) , n = {0, 2, · · ·}.
For i = 0
deg(R ∩ (X)n+i) = deg(R ∩ (X)n) =
{
1− n if n ≥ 2
0 if n = 0 ,
for i = 1
deg(R ∩ (X)n+i) = deg(R ∩ (X)n+1 =
{
−n if n ≥ 2
−1 if n = 0 .
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Therefore we have
ε0(R) =
q
q − 1(1− q
−1) = 1
(35)
εn(R) =
q
q − 1 (q − 1) = q, if n ≥ 2.
Since S(R) = {0, 2, 3, · · ·}, we have
Z(R,R, t) = 1 +
∞∑
n=2
q tn = 1 + q
∞∑
n=2
tn = 1 +
qt2
1− t (36)
Lemma 5.14.
(UF : UR) = q = # k
Proof. Clearly
U F = {α ∈ k s.t α · F = F } = R˜ ∗.
By the following exact, commutative diagrams
1 // U1F // UF // // k∗ // 0
1 // U1R
?Â
OO
// UR
?Â
OO
// k∗ // 0
and
1 // U1R
// U1F // k // 0
one obtains UF /UR ' U1F/U1R ' k.
Lemma 5.15.
Z(R,F, t ) =
t
1− t
Proof. Since deg F = −dimR/F = −1, we have by theorem 3.6
Z(R,F, t) =
1
(UF : UR)
∑
n∈S(F )
εn(F ) t
n−1,
where
εn(F) =
q
q − 1 ·
1∑
i=0
(−1)i q n·1+deg (F∩ (X)n+i).
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On the other hand
deg(F ∩ (Xn+i) =
{
1− n if i = 0
−n if i = 1.
Therefore
εn(F) =
q
q − 1(q − 1) = q,
and since S(F ) = {2, 3, ·, ·, · } we have
Z(R,F, t) =
1
q
∞∑
n=2
q tn−1 =
∞∑
n=2
t n−1 =
t
1− t . (37)
Theorem 5.16.
Z(R, t) =
1 + qt2
1− t
Proof. Summing up the two equations 35 and 36 of Lemma 5.12 and 5.12
respectively, gives the result .
To calculate more difficult cases, we need some further tools which will be
developed in the next section.
6 The rational unibranch case I
In this section we assume that O is rational.This means that di = 1 for each
i = 1, ...,m. This implies that r=1.
In this special situation the principal partial zeta-function Z(O,O, t) by the-
orem 3.5 has the expansion
Z(O,O, t) =
∑
n∈S
εnt
n1+...nm , (38)
where
εn =
q
q − 1
m∑
i=0
(−1)j
∑
i1<...<ij
qn1+...nm−dim(O/p
npi1 ...pij ) (39)
for each n = (n1, ...nm) ∈ Nm. Thus Z(O,O, t) can be expressed in term of
the integers
`(n) := dim(O/O ∩ pn).
Lemma 6.1. For each i = 1, ...,m we have;
`(n1, ..., ni + 1, ..., nm) ≤ `(n1, ..., nm) + 1. (40)
Proof. (i) Let b := O∩ pn11 ...pnmm and a := O∩ pn11 ...pni+1i ...pnmm . Then a ⊆ b,
and we have an exact sequence
0 // b/a // O/a // O/b // 0
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Hence
dim(O/Opn11 ...pni+11 ...pnmm ) =
dim(O ∩ pn11 ...pnmm /O ∩ pn11 ...pni+1i ...pnmm ) + dim(O/O ∩ pn11 ...pnmm ).
(41)
On the other hand, we have a k-monomorphism
O ∩ pn11 ...pnmm /O ∩ pn11 ...pni+1i ...pnmm // pn11 ...pnmm /pn11 ...pni+1i ...pnmm
and
1 = di = dim(O˜/piiO˜) (42)
= dim(pi(n1,...,nm)O˜/pi(n1,...,ni+1,...,nm)O˜)
= dim(pn11 ...p
nm
m /p
n1
1 ...p
ni+1
i ...p
nm
m .)
This yields
dim(O ∩ pn11 ...pnmm /O ∩ pn11 ...pni+1i ...pnmm ) ≤ 1,
and hence the claim by (41).
Now we restrict to the unibranch case, i.e., the case wherem = 1. In this case
the semigroup S = S(O) ⊆ N is a numerical semigroup, whose genus #(N\S)
is equal to the singularity degree δ and whose conductor is the exponent f of
the conductor ideal F = O : O˜. The δ positive integers that do not belong
to S, are called the gaps of S.
Theorem 6.2. Let O be a rational unibranch order. Then
L(O,O, t) =
f∑
i=0
nit
i,
where
ni =

q#{gaps≤i} if i ∈ S and i− 1 /∈ S
−q#{gaps≤i} if i /∈ S and i− 1 ∈ S
0 otherwise .
Proof. By (39) we have
Z(O,O, t) =
∑
n∈S
εnt
n where εn =
q
q − 1(q
n−`(n) − q(n−`(n+1)) (43)
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and `(n) = dim(O/pn ∩ O). By the following monomorphism
O ∩ pi/O ∩ pi+1 ↪→ pi/pi+1 (44)
and dim(pi/pi+1) = 1 we conclude that
dim(O ∩ pi/O ∩ p(i+1)) =
{
1 ; ∃ α ∈ O ∩ pi\O ∩ pi+1
0 ; @ α ∈ O ∩ pi\O ∩ pi+1 , (45)
or equivalently
dim(O ∩ pi/O ∩ p(i+1)) =
{
1 ; ∃ α ∈ O |υ(α) = i
0 ; @ α ∈ O |υ(α) = i . (46)
By looking at the descending chain of ideals
O ⊇ O ∩ p1 ⊇ O ∩ p2 ⊇ ... ⊇ O ∩ pn (47)
and (46) we see that `(n) = dim(O/pn∩O) is equal to the number of elements
in S smaller than n.
That is
n− `(n) = #{ the gaps of S smaller than n.} (48)
If n ∈ S, then we have
n− `(n) = #{ the gaps of S smaller than}
= #{ the gaps of S smaller than n+1} = n+ 1− `(n+ 1),
which implies
`(n+ 1) = `(n) + 1 . (49)
Thus we conclude
εn =
q
q − 1(q
n−`(n) − qn−`(n)−1) = qn−`(n) .
By (48)
Z(O,O, t) =
∑
n∈S
q#{gaps<n} tn . (50)
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We multiply(50) by 1− t and calculate ni as follows
At first we define:
η(n) =
{
q# gap≤n if n ∈ S
0 if n /∈ S . (51)
Now we have
L(O,O, t) = (1− t)
∑
n∈S
q#gaps≤n tn = (1− t)
∑
n∈N0
η(n) tn
=
∑
n∈N0
η(n) tn −
∑
n∈N0
η(n) tn+1
=
∑
n∈N0
(η(n)− η(n− 1)) tn ,
By (51) and defining η(−1) := 0 we have
η(n) − η(n−1) =

q#gaps≤n − q#gaps≤n−1 = 0 if n ∈ S , n− 1 ∈ S
q#gaps≤n − 0 = q#gaps≤n if n ∈ S , n− 1 /∈ S
0 − q#gaps≤(n−1) = −q#gaps≤n if n /∈ S , n− 1 ∈ S
0 if n /∈ S , n− 1 /∈ S
and this implies the theorem.
Now we generalize the above theorem, that is instead of L(O,O, t) we con-
sider L(O, b, t) for every O-ideal b .
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Let f(b) := min{n | pn ⊆ b}; this f(b) exists by Lemma 4.9.
Definition 6.3. By definition the conductor of the fractional O-ideal b is
F(b) = pf(b).
Lemma 6.4. Let b be a fractionalO-ideal. Then
f(b) = min {n | {n, n+ 1, · · · } ⊆ S(b)} .
Proof. Let pn ⊆ b and n−1 ∈ S(b); then ∃ β ∈ b such that v(b) = n−1. This
implies β ∈ pn−1\ pn. Since dim pn−1/pn = 1, we conclude pn−1 = kβ+pn and
this implies pn−1 ⊆ b. On the other hand let m = f(b). Then by definition
pm ⊆ b and hence
{m,m+ 1,m+ 2, · · ·} = S(pm) ⊆ S(b),
so that
m ≥ min {n | {n, n+ 1, · · ·} ⊆ S(b)} .
Suppose {m− 1,m, · · ·} ⊆ S(b). By the above argument we have pm−1 ⊆ b
and this is a contradiction.
Remark 6.5. F(O) = O : O˜
Theorem 6.6. Let O be a local rational unibranch order and b be a fractional
O-ideal with O ⊆ b ⊆ O˜ ( compare lemma 7.1 below). Then
L(O, b, t) = (t · q)
degb
(Ub : UO)
f(b)∑
i=0
ni(b) t
i . (52)
Here f(b) is a positive integer smaller or equal to 2δ, and
ni(b) =

q#{gaps≤i} if i ∈ S(b) and i− 1 /∈ S(b)
−q#{gaps≤i} if i /∈ S(b) and i− 1 ∈ S(b)
0 otherwise .
Proof. We define `(n) := dim b/(b ∩ pn). By theorem 3.6
Z(O, b, t) = 1
(Ub : UO)
∑
n∈S(b)
εn(b) t
n+degb, (53)
where
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εn =
q
q − 1
(
qn+degb−`(n) − qn+degb−`(n+1) ) .
According to the the following descending chain of ideals
b ⊇ b ∩ p ⊇ b ∩ p2 ⊇ · · · ⊇ b ∩ pn,
with a similar argument as for theorem 5.2 we see that `(n) is equal to the
numbers of elements of S smaller than n, that is
n− `(n) = #{gaps of S(b) smaller than n, }.
If n ∈ S(b) then `(n+ 1) = `(n) + 1 and therefore
εn =
q
q − 1 · q
degb
(
qn−`(n) − qn−`(n+1))
=
qdegb+1
q − 1
(
qn−`(n) − qn−`(n)−1)
= qdegb · qn−`(n)
By (53) we have
Z(O, b, t) = t
degb
(Ub : UO)
∑
n∈S(b)
εn(b) t
n
=
t degb
(Ub : UO)
∑
n∈S(b)
q degb · q n−`(n) tn
=
(t · q) degb
(Ub : UO)
∑
n∈S(b)
q n−`(n) tn.
It yields
Z(O, b, t) = (t · q)
degb
(Ub : UO)
∑
n∈Sb
q#{gaps<n} tn. (54)
Multiply equation (54) by 1− t and define
η(n) =
{
q# gap≤n if n ∈ S(b)
0 if n /∈ S(b). (55)
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With the same argument as for theorem 6.2 we then have
L(O, b, t) = (t · q)
degb
Ub : UO
f(b)∑
i=0
ni(b) t
i . (56)
Since O ⊆ b by assumption, we have f(b) ≤ f(O); but it is well-known that
f(O) ≤ 2δ.
Lemma 6.7. If b is an O-ideal with O ⊂ b, then
degO(b) = degOb(b) + dimOb/O, (57)
where Ob = b : b.
Proof. By the exact sequence
0 // Ob/O Â Ä // b/O // // b/Ob // 0,
we obtain
degO(b) = dim b/O = dim b/Ob + dimOb/O (58)
= degOb(b) + dimOb/O .
Lemma 6.8. Let b be an O-ideal, then
Z(Ob, b, t) = t−dim (Ob/O) · Z(O, b, t). (59)
Proof. By equation (6) in section 2, we have
Z(O, b, t) = tdegO(b) ·
∑
z∈b\{0}/Ub
|z|s .
If we consider b as an Ob-ideal, then
Z(Ob, b, t) = tdegOb (b) ·
∑
z∈b\{0}/Ub
|z|s .
Equation (57) implies the lemma.
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Corollary 6.9. Let b be an O-ideal, then
L(Ob, b, t) = t−dimOb/O · L(O, b, t) . (60)
Remark 6.10. One can deduce the above corollary by means of theorem 6.6
as follows:
L(O, b, t) = (t · q)
deg(b)
Ub : UO
f(b)∑
i=0
ni(b) t
i , (61)
and
L(Ob, b, t) = (t · q)
degOb (b)
Ub : UOb
f(b)∑
i=0
ni(b) t
i, (62)
so the equations (Ub : UO) = qdimOb/O , (Ub : UOb) = 1 yield equation (60).
7 Two more examples
As first example in this section, we consider the order O = k[[X2, X5]] and
its integral closure O˜ = k[[X]].
From the argument in the proof of lemma 5.4, we see that every ideal class
contains an ideal b such that
F ⊆ b ⊆ O˜ and b · O˜ = O˜. (63)
Now we use another method to finde the representative of every equivalence
class as follows:
Lemma 7.1. LetO be an order of O˜, then every ideal class contains an ideal
b such that
b · O˜ = O˜ and O ⊆ b ⊆ O˜.
Proof. By (63) there is an ideal b such that b · O˜ = O˜. Now we claim that
∃ α ∈ b ∩ UO˜
In fact, otherwise b ⊆ m˜, where m˜ is the maximal ideal in O˜ and this implies
O˜ = b · O˜ ⊆ m˜ which is a contradiction. Then we have
α−1 · b ⊆ α−1O˜ = O˜.
On the other hand, 1 ∈ α−1b, and since α−1b is O-ideal we have O = O ·1 ⊆
α−1b. Therefore
O ⊆ α−1b ⊆ O˜ and α−1b · O˜ = O˜, (64)
and we take α−1b as the desired O-ideal.
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Remark 7.2. Let O ⊆ b ⊆ O˜, and define Ob := b : b. By definition of b : b,
this is a ring, and b is an Ob-module. Moreover, 1 ∈ b yields Ob = Ob ·1 ⊆ b,
therefore we have
Ob ⊆ b ⊆ O˜. (65)
Note Oαb = Ob, for every α ∈ K.
Remark 7.3. Let b be an order and O ⊆ b ⊆ O˜. Then Ob = b, because
obviously b ⊆ b : b, and by the above we have
Ob ⊆ b.
Now we come back to our example. Clearly
O = { ao + a2X2 + a4X4 + a5X5 + ... s.t ai ∈ k }.
Since S(O) = {0, 2, 4, 5, ...}, i.e., has gaps 1 and 3, henceforth we also use
the notation O13 instead of O.
Obviously dimO˜/O = 2. Now we use the following correspondence
{O13 − submodules b s.t O ⊆ b ⊆ O˜} ⇔ {O13 − submodules b ⊆ O˜/O }
As k-vector space
O˜/O ' kX ⊕ kX3.
Therefore dim b = 1 or b = O13 or b = O˜, In the first case:
(i) b = k(X + βX
3
), or
(ii) b = kX
3
.
Here β varies in k. The case (i) is not possible, because
X2(X + βX
3
) = X
3
/∈ b,
which shows that k(X+bX
3
) is not a O13- submodule of O˜/O13. Therefore
we are left with case (ii) where
b =< 1, X3 >O13 = O13 +O13X3
= { b0 + b2X2 + b3X3 + · · · s.t bi ∈ k}
= O1 := k[[X2, X3]].
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Therefore we have three equivalence classes of O13-modules represented by
O13 , O1 , O˜.
( it follows from 2.14 and 7.3 that these ideals-being orders- are pairwise
inequivalent.) So we need to compute
L(O13,O13, t) , L(O13,O1, t) , L(O13, O˜, t). (66)
L(O13,O13, t):
Obviously F := O : O˜ = X4 · O˜ and S(O13) = {0, 2, 4, 5, · · ·}. These yield
f = 4, therefore we have
L(O13,O13, t) =
4∑
i=0
ni t
i
with
n0 = 1 , n1 = −1 , n2 = q , n3 = −q , n4 = q2
by theorem 6.2, i.e.,
L(O13,O13, t) = 1− t+ qt2 − qt3 + q2t4. (67)
L(O13,O1, t):
By corollary 6.9 we have
L(O13,O1, t) = tdimOO1/O13L(OO1 ,O1, t)),
and, by Remark 7.3 and an easy computation,
OO1 := O1 : O1 = O1 and dimOO1/O13 = 1.
Therefore we have
L(O13,O1, t) = t · L(O1,O1, t).
From the example in section 5 we have L(O1,O1, t) = 1 − t + q t2, and this
yields
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L(O13,O1, t) = t · (1− t+ q t2). (68)
L(O13, O˜, t) :
As above we have
L(O13, O˜, t) = tdimOO˜/O13L(OO˜, O˜, t)
and
OO˜ := O˜ : O˜ = O˜ , dimOO˜/O13 = 2,
so that
L(O13, O˜, t) = t2 · L(O˜, O˜, t).
By Lemma 2.10 and equation (14) in theorem 3.10 , L(O˜, O˜, t) = 1 and this
implies
L(O13, O˜, t) = t2. (69)
By summing, we have
L(O13, t) = L(O13,O13, t) + L(O13,O1, t) + L(O13, O˜, t) (70)
= 1− t+ qt2 − qt3 + q2t4 + t · (1− t+ q t2) + t2
= 1 + qt2 + q2t4.
By Theorem 3.15
Z(O13, t) = 1 + qt
2 + q2t4
1− t . (71)
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Example 2
In this example, we consider the Ring
O = O12 :=
{ ∞∑
i=0
aiX
i | ai ∈ k and a1, a2 = 0
}
and its integral closure O˜ := K[[X]]. Like in the last example, we use the
correspondence between O12-ideals between O12 and O˜ and O12-submodule
of O˜/O12. Clearly as k vector space O˜/O12 = kX
⊕
kX
2
. By considering
subvector spaces with dimension 0, 1, 2, since
O +OX , O +O(X + βX2)
are equivalent: O + OX = (1 − βX) · (O + O(X + βX), we consider the
following list of O12-ideals
O12 , O12 +O12 ·X , O1 = O12 +O12 ·X2 , O˜.
So
L(O, t) = L(O12,O12, t) + L(O12,O12 +O12X, t) (72)
+ L(O12,O1, t) + L(O12, O˜, t).
By Remark 7.3, O12 = OO12 , O1 = OO1 and O˜ = OO˜, therefore Corollary
6.27 yields
L(O12, t) = L(O12,O12, t) + L(O12,O12 +O12X, t) (73)
+ t · L(O1,O1, t) + t2 · L(O˜, O˜, t).
L(O12,O12, t):
Clearly S(O12) = {0, 3, 4, · · ·} and F := O12 : O˜ = X3O˜. Therefore f = 3
and
L(O12,O12, t) =
3∑
i=0
nit
i, (74)
where
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n0 = 1 , n1 = −q#{gaps<1} = −q0 = −1
n2 = 0 , n3 = q
#{gaps<3} = q2,
i.e. ,
L(O12,O12, t) = 1− t+ q2t3 (75)
L(O12,O12 +O12X, t):
Note that O12 + X · O12 = b := {a0 + a1X + a3X3 + · · · |ai ∈ k} so
S(O12 + O12X) = {0, 1, 3, 4 · ··}, F(b) = X3 · O˜ and f(b) = 3. According
to Theorem 6.6
L(O12, b, t) = (qt)
degb
Ub : UO12
3∑
i=0
ni(b) t
i. (76)
Since Ob = O12 we conclude (Ub : UO12) = 1. Clearly deg b =
dim b/O12 = 1 and
n0 = 1 n1 = 0
n2 = −q#{gaps<2} = −1 n3 = q#{gaps<3} = q.
Therefore (75) yields
L(O12,O2, t) = q t (1− t2 + qt3).
L(O1,O1, t) :
We have
n0 = 1 n1 = −q #gaps≤1 = −1 n2 = q #gaps≤2 = q.
Therefore
L(O1,O1, t) = 1− t+ q t2
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L(O˜, O˜, t)
As we have seen above, L(O˜, O˜, t) = 1
(72) implies
L(O, t) = (1− t+ q2t3) + ( q t (1− t2 + qt3)) + t (1− t+ qt2) + t2(1)
= 1 + qt2 + q2t3 + q2t4.
Z(O, t)
By Theorem 3.15
Z(O, t) = 1 + qt+ q
2t3 + q2t4
1− t .
8 The rational unibranch case II
In this section, we develop some tools which will be used later for calculating
zeta-functions of more complicate examples. Again O will be a local rational
unibranch order.
Lemma 8.1. Let a and b be O-ideals and O ⊆ a ⊆ b, then
dim b/a = #(S(b)\S(a)).
Proof. Since for n >> 0 pn ⊆ a, we have
0 // a/pn
Â Ä // b/pn // // b/a // 0 .
This yields dim b/a = dim b/pn − dim a/pn. Using the filtrations
b ⊇ b ∩ p ⊇ b ∩ p2 ⊇ · · · ⊇ b ∩ pn = pn
(77)
a ⊇ a ∩ p ⊇ a ∩ p2 ⊇ · · · ⊇ a ∩ pn = pn,
we conclude as in the proof of Theorem 6.6
dim b/a = dim b/pn − dim a/pn
= `b(n)− `a(n)
= #(S(b)\S(a)) .
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Lemma 8.2.
deg L(O, b, t) ≤ f(b) + deg b .
Proof. We have
deg L(O, b, t) ≤ δ + dim(b/(b : O˜)) (78)
see [St1]. Since b : O˜ = F(b), we obtain dim(b/(b : O˜)) = deg b−deg F(b)
and this yields
δ − deg F(b) = deg O˜ − deg F(b) = dim O˜/F(b) = f(b)
because by definition F(b) = pf(b).
By substitution in (78)
deg L(O, b, t) ≤ f(b) + deg b
Remark 8.3. (see[St2]) For m ≤ 5 and q ≥ m
deg L(O, b, t) = f(b) + deg b
We can generalize Corollary 6.9 as follows
Lemma 8.4. Let O′ be a ring such that O ⊆ O′ ⊆ Ob ⊆ b, then
L(O, b, t) = tdegO′L(O′, b, t).
Proof. The proof is similar to the proof of 6.8.
Notation 8.5.
S(n) := {0, 2, 4, · · · , 2n, 2n+ 1, · · · }
S(n) := {0, · · · , n, n+ 1. · · · }
and O(n) := k ⊕ pn, where p is the maximal ideal of O˜.
We note that by the notation in section 7, S(O13) = S(2) and S(O12) = S(3).
Definition 8.6. By definition, an order O is balanced of degree n, if S(O) =
S(n).
The rational unibranch case II 76
Lemma 8.7. Let O be balanced of degree n ∈ N, and let O′ = O + p2n−1.
Then O′ is balanced of degree n− 1, and
L(O, t) = L(O,O, t) + t L(O′, t)
Proof. By definition
L(O, t) = L(O,O, t) +
∑
(b) 6=(O)
L(O, b, t).
Now let O ⊆ b ⊆ O˜ with (b) 6= (O). Then deg b ≥ 1 and by Remark 8.3
f(b) + deg(b) = degL(O, b, t) ≤ 2δ = 2n.
This yields
f(b) ≤ 2n− 1.
We conclude p2n−1 ⊆ pf(b) ⊆ b. Thus O′ = O + p2n−1 is a ring such that
O ⊆ O′ ⊆ b ⊆ O˜. (79)
Clearly
S(O′) = S(O + p2n−1) = {0, 2, 4, · · ·, 2n− 2, 2n− 1, · · ·},
so O′ is balanced of order n− 1, and obviously b is a O′-module. This shows
that we have ∑
(b) 6=(O)
b O−module
L(O, b, t) =
∑
b O′−module
L(O, b, t).
By Lemma 8.4 we have
∑
b O′−module
L(O, b, t) =
∑
b O′−module
t L(O′, b, t)
= t L(O′, t).
This yields the lemma.
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We use this to give explicit formulae for the zeta functions of balanced orders.
Theorem 8.8. Let O be balanced of degree n. Then
L(O,O, t) = 1− t+ qt2 − qt3 + · · ·+ qn−1t2n−2 − qn−1t2n−1 + qnt2n
L(O, t) = 1 + qt2 + q2t4 + · · ·+ qnt2n.
Proof. The gaps of S(O) are 1, 3, 5, · · · 2n− 1. Therefore, by theorem 6.2, we
have L(O,O, t) =∑2ni=0 nit, with
ni =
{
qk , if i = 2k
−qk , if i = 2k + 1. (80)
This shows the first claim. For the second we proceed by induction on n. For
n = 0 we have S(O) = N0 and hence O = O˜, where L(O˜, t) = 1 as claimed.
Now let O be balanced of degree n ≥ 1, and let O′ = O+ pn−1 as in Lemma
8.7. Then O′ is balanced of degree n− 1 and hence
L(O′, t) = 1 + qt2 + q2t4 + · · ·+ qn−1t2n−2
by induction assumption. By Lemma 8.7 again, and the result on L(O,O, t),
we get
L(O, t) = 1− t+ q t2 − q t3 + · · ·+ qn−1 t2n−2 − qn−1 t2n−1 + qn t2n
+ t(1 + q t2 + q2 t4 + q3 t6 + · · ·+ qn−1 t2n−2)
This yields the claim for O.
Lemma 8.9. Let O & O′ be orders of O˜ and let n = deg O′. Assume that
all O-ideals b with O ⊆ b ⊆ O˜ and deg b ≥ n have the following property
(i) b is an O′- ideal
Then we have
L(O, t) =
∑
(b)
O⊆b⊆O˜
deg b<n
L(O, b, t) + tdegO′L(O′, t)
In other words ∑
(b)
O⊆b⊆O˜
deg b>n
L(O, b, t) = tdegO′L(O′, t)
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Proof. We have
L(O, t) =
∑
(b)
O⊆b⊆O˜
deg b<n
L(O, b, t) +
∑
(b)
O⊆b⊆O˜
deg b≥n
L(O, b, t) (81)
Let (b) be one term of the right summand of (80). Then by (i) b is an O′
- ideal, and O′ ⊆ b because 1 ∈ b. On the other hand, if b is an O′- ideal
and O′ ⊆ b ⊆ O˜, then b is O- ideal by restriction and degb ≥ degO′ =
n.Therefore we can write
∑
(b),b O−ideal
O⊆b⊆O˜
deg b≥n
L(O, b, t) =
∑
(b),b O′−ideal
O⊆b⊆O˜
L(O, b, t)
=
∑
(b),b O′−ideal
tdegO
′
L(O′, b, t)
= tdegO
′
L(O′, t)
Lemma 8.10. (i) Let O ⊆ b and S(n) = S(b) then
b = O(n)
(ii) Let S(n) ⊆ S(b), then O(n) ⊆ b
Proof. (i) Since f(b) = n , and 1 ∈ b we have k⊕pn ⊆ b, and by Lemma(8.1)
dim b/(k ⊕ pn) = #{S(n)\S(b)} = 0,
and this yields b = O(n)
(ii) If S(n) ⊆ S(b) it yields f(b) ≤ n and consequently pn ⊆ pf(b) ⊆ b. We
conclude O(n) = k ⊕ pn ⊆ b.
9 On the Riemann hypothesis
Let k be a finite field of order q. Let X be a (possibly singular) complete
integral algebraic curve over k and let X˜ be its normalization. Then Sto¨hr
[St2] defined a global zeta function ζ(X, s) counting the positive divisors on
X, and showed that it has an Euler product decomposition
ζ(X, s) =
∏
x∈|X|
ζ(OX,x, s),
where |X| is the set of closed points of X, and ζ(OX,x, s) is Sto¨hr’s zeta
function of the order OX,x. For X˜ this gives the classical zeta function of the
non-singular complete curve X˜, and by the Hasse-Weil theorem, it satisfies
the Riemann hypothesis, i.e., the zeroes of ζ(X˜, s) lie on the line Re(s) = 1/2.
If x is a regular point of X, then there is only one point x˜ of X˜ lying above
x, and one has OX,x ∼= OX˜,x˜. Since ζ(X˜, s) has a similar Euler product,
Theorem 3.15 shows that
ζ(X, s) = ζ(X˜, s) ·
∏
x singular
L(OX,x, t)
where t = q−s and the product is over the finitely many singular points
of X. Therefore ζ(X, s) satisfies the Riemann hypothesis if and only if all
L(OX,x, q−s) satisfy the Riemann hypothesis.
This motivates to investigate for which orders O the Riemann hypothesis
holds for ζ(O, s). Since |q−s| = q−Re(s), the latter holds if and only if the
zeroes β of Z(O, t) satisfy |β| = q−1/2. By Theorem 3.15 this means that the
zeroes of L(O, t) have this property.
First we study the examples in sections 5 and 7.
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In the example of section 5 we have Z(R,R, t) = 0 if and only if L(R,R, t) = 0
if and only t2 − 1
q
t+ 1
q
= 0. This equation easily yields
|t1,2| = q−1/2.
Moreover, Z(R, t) = 0 if and only if L(R, t) = 0 if and only if t2 + 1
q
= 0.
This yields t = ±iq−1/2. That is the Riemann hypothesis is valid both for
Z(R,R, t) = 0 and Z(R, t).
In the first example of section 7 we have
L(O, t) = 1 + qt2 + q2t4.
Obviously by taking X = q t2, we have
X2 +X + 1 = 0⇐⇒ X = −1
2
± i
√
3
2
.
This gives |X| = 1 and hence |t| = q−1/2. Hence L(O, t) satisfies the Riemann
hypothesis.
For further examples we need lemmas as follows
Lemma 9.1. Let X be an unknown and Xi ∈ K, then
(X −X1)(X −X2) · · · (X −Xn) =
n∑
i=0
(−1)i σi(X1, · · ·, Xn) Xn−i. (82)
Here
σi(X1, · · ·, Xn) =
∑
1≤µ1···≤µi≤n
Xµ1 ·Xµ2 · · ·Xµi , i ∈ {0, ..., n}.
Proof. See[Fi,Sa]
Lemma 9.2.
(1− α1 t)(1− α2 t) · · · (1− αn t) =
n∑
i=0
(−1)i σi(α1, · · ·, αi) ti (83)
Proof.
(1− α1t)(1− α2t) · · · (1− αnt) (84)
=(α1 · · · αn)(α−11 − t)(α−12 − t) · · · (α−1n − t)
=(α1 · · · αn) · (−1)n(t− α−11 ) · · · (t− α−1n )
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According to Lemma 9.1
(t− α−11 ) · · · (t− α−1n ) =
n∑
i=0
(−1)i σi(α−11 , · · ·, α−1n ) tn−i.
Then (84) yields
(1− α1t)(1− α2t) · · · (1− αnt) =
n∑
i=0
(−1)n+i(α1 · · · αn) · σi(α−11 , · · ·, α−1n ) tn−i
=
n∑
i=0
(−1)n+i (α1 · · · αn)
∑
1≤µ1···≤µi≤n
(α−1µ1 · · · α−1µi ) tn−i
=
n∑
i=0
(−1)n−i
∑
1≤ν1≤···≤νn−i≤n
αν1 · · · ανn−i tn−i
=
n∑
i=0
(−1)i σi(α1, · · ·, αi) ti
Remark 9.3. IfL(O, t) =∏mi=1(1− αi t) satisfies the Riemann hypothesis,
then |αi| = q1/2 for all 1 ≤ i ≤ m.
Proof. Let ti = q
−si with Re (si) = 1/2 be a root of L(O, t) = 0, then
αi = q
si and it implies |αi| = qRe (si) = q1/2.
Lemma 9.4. If L(O, t) =∑mi=0 ni ti satisfies the Riemann hypothesis, then
|ni| ≤
(
m
i
)
qi/2 , 0 ≤ i ≤ m. (85)
Proof. L(O, t) has constant term 1 and hence the form in Remark 9.3. By
Lemma 9.2 and Remark 9.3 we get
ni = (−1)i σi(α1, · · ·, αi).
and
|ni| ≤
∑
1≤ν1≤···≤νn−i≤n
|αν1| · · · |ανn−i|
≤
(
m
i
)
qi/2. (86)
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We use inequality (85) to show that the following example does not satisfy
the Riemann hypothesis.
In the second example of section 7 we have
L(O, t) = 1 + q t + q2 t3 + q2 t4 =
4∑
i=0
nit
i. (87)
Clearly δ = 2 and f = 3. Note that since f < 2δ, O is not Gorenstein.
According to Lemma 9.4 for i = 1 the Riemann hypothesis would imply
q = |n1| ≤ 4 q1/2.
Therefore for q ≥ 17 the Riemann hypothesis is not valid.
On the positive side we show:
Theorem 9.5. Let O be a balanced order. Then the Riemann hypothesis
holds for L(O, t).
Proof. Let O be balanced of degree n. By Theorem 8.8 we have
L(O, t) = 1 + q t2 + q2 t4 + q3 t6 + · · ·+ qn t2n. (88)
Since for q t2 6= 1
L(O, t) = (q t
2)n+1 − 1
q t2 − 1 , (89)
we conclude that the roots of L(O, t) = 0 are (n+ 1)−th roots of unity that
is
q t2 = ζn+1 ,
equivalently
t = q−1/2 ζ2(n+1) .
This implies |t| = q−1/2.
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Theorem 9.6. Let O be a balanced order. Then the Riemann hypothesis
holds for L(O,O, t).
Proof. Let O be balanced of degree n, that is S(O) = {0, 2, 4, 6, · · ·, 2n, 2n+
1, · · ·}. By Lemma 8.7 and Theorem 8.8 we have
L(O,O, t) = X
n+1 − 1
X − 1 − t
Xn − 1
X − 1 . (90)
where X = qt2. It therefore suffices to show:
Lemma 9.7. Let X = q t2and n ∈ N, then for the polynomial
Xn+1 − 1− t (Xn − 1) = qn+1 t2n+2 − qn t2n+1 + t− 1,
all roots t have |t| = q−1/2.
Proof. If |t| = q−1/2, then t = q−1/2 · eiα with α ∈ R. It is sufficient to find
2n + 2 different values α, such that t = q−1/2 · eiα solves the equation. We
have X = q t2 = ei2α, so the equation means
ei(2n+2)α − 1− q−1/2(ei(2n+1)α + eiα) = 0.
By multiplying with q1/2e−i(n+1)α, this yields
q1/2(ei(n+1)α − e−i(n+1)α)− (ei nα − e−i nα) = 0.
This yields
f(α) = q1/2Sin(n+ 1)α− Sin nα = 0.
Look at α in the interval [0, 2pi]. For i ∈ {0, · · ·, 2n+ 1} we have
f(
1
n+ 1
(
pi
2
+ jpi)) = q1/2 Sin(
pi
2
+ jpi)− Sin( n
n+ 1
(
pi
2
+ jpi)),
clearly
q1/2Sin(
pi
2
+ jpi) =
{
q1/2 , if j is even
−q1/2 , if j is odd .
Because q1/2 > 1, we obtain
f(
1
n+ 1
(
pi
2
+ jpi)) =
{
> 0 , if j is even
< 0 , if j is odd .
This means that f(α) has 2n+ 1 zeros on the interval [ 1
n+1
pi
2
, 2pi − 1
n+1
pi
2
]
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(Note that 1
n+1
(pi
2
+ (2n + 1)pi) = 2pi − 1
n+1
pi
2
). Since we also have f(0) = 0
the Lemma is proved.
Lemma 7.10 implies L(O,O, t) satisfies Riemann Hypothesis .
Lemma 9.8. For O which is not Gorenstein, L(O,O, t) does not satisfy The
Riemann hypothesis.
Proof. Since O is not Gorenstein, deg L(O,O, t) = f < 2δ. Then nf = qδ 6=
(q1/2)f implies L(O,O, t) does not satisfy the Riemann hypothesis.
The counterpart of theorem 9.6 is:
Theorem 9.9. If O is not balanced, then for q >> 0, L(O,O, t) does not
satisfy the Riemann hypothesis.
Proof. Note that O is balanced if and only if 2 ∈ S(O) (because then all even
natural numbers are contained in S(O)). If O is not balanced, then 1 and 2
are gaps, i.e., 1, 2 ⊆ N0\S(O) (if 1 ∈ S(O), then O = O˜, which is balanced).
Let m ∈ N be such that 1, 2, 3, · · · ,m are gaps, and m+1 ∈ S(O). Then by
theorem 6.2 we have
L(O,O, t) =
2δ∑
i=0
nit
i
with nm+1 = q
m. By Lemma 9.4, the Riemann hypothesis would imply
qm ≤
(
f
m+ 1
)
q(m+1)/2,
which cannot hold for q >> 0.
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Studying all orders with singularity degree δ ≤ 3
First we classify all orders with δ less or equal than 3.
δ = 1
Since S is a semigroup and S 6= N we have 1 /∈ S. Therefore there is
only one possibility, that is
(i) S = S(2) = {0, 2, 3, · · ·}.
δ = 2
Since {2, 3} ⊆ S implies δ = 1, we have {1, 2} ⊆ N\S or {1, 3} ⊆ N\S,
therefore we have two possibilities as follows;
(i) S = {0, 3, 4, · · ·} = S(3),
(ii) S = {0, 2, 4, 5 · ··} = S(2).
δ = 3
In this case, by similar arguments concerning the gaps , we have four possi-
bilities
(i) S = S(4) = {0, 4, 5, · · · },
(ii) S = {0, 3, 5, 6, · · ·},
(iii) S = {0, 3, 4, 6, · · ·},
(iv) S = S(3) = {0, 2, 4, 6, 7, · · ·}.
Now we calculate the L(O, t) in each of the above cases as follows:
In the case δ = 1, we have S(O) = S(2) = {0, 2, 3, · · · } and hence O = O(2)
by Lemma 8.10. We have already calculated L(O(2), t) = 1 + qt2 which sat-
isfies the Riemann hypothesis.
Let δ = 2. In the case (i) O = O(3) and we have already calculated
L(O(3), t) = 1 + qt + q2t3 + q2t4, which clearly does not satisfy the Rie-
mann hypothesis for q >> 0.
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In the case (ii) the order is balanced of degree two and we have already cal-
culated L(O, t) = 1 + qt2 + q2t4 which satisfies the Riemann hypothesis.
Let δ = 3 In the case (i) we use the formula
L(O, t) =
δ−1∑
i=0
N δ−1i (q
iti + qδt2δ−i),
where N ri is the number of i-dimensional subspace of k
r(See[St1]). We have
N00 = 1
N10 = 1 N
1
1 = 1
N20 = 1 N
2
1 =
q2−1
q−1 = q + 1 N
2
2 = 1.
Therefore
L(O, t) = 1(1 + q3t6) + (q + 1)(qt+ q3t5) + 1(q2t2 + q3t4)
= 1 + (q + q2)t+ q2t2 + q3t4 + (q3 + q4)t5 + q3t6 .
n1 = q + q
2 shows that L(O, t) does not satisfy the Riemann hypothesis for
q >> 0 .
In the case (ii) we have O = k ⊕ kα ⊕ p5, where υ(α) = 3. α ∈ p3/p5 yields
α = k1pi
3 + k2pi
4 k1 6= 0; therefore we may assume α ≡ pi3 + api4 mod p5.
Accordingly we may take α = pi3 + api4, where a ∈ k.
We now study the O-ideals b, such that O ⊆ b ⊆ O˜.
Let deg b = 1 then there are two possibilities: S(b) = S(3) and hence
O = O(3), or S(b) = {0, 2, 3, 5, 6, · · ·}. We study the second possibility as
follows:
Clearly b = k⊕kβ⊕kα⊕p5 = kβ⊕O =: bβ where υ(β) = 2, and Ob = O(3).
We claim that all ideals in this case are equivalent. By a similar argument
as above we may take β = pi2 + dpi4 where d ∈ k. In this stage we suppose
there is δ ∈ O˜× with δ−1 ∈ bβ such that δ · β ≡ β′(mod p5) and prove our
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claim. In the next stage we will prove existence of such a δ.
We want to show bβ ∼ bβ′ where β′ = pi2 + d′pi4 for some d′ ∈ k.
δ−1 ∈ bβ shows that 1 ∈ δ · bβ and it implies O ⊆ δbβ; δ · β = β′ yields
β′ ∈ δ · bβ and consequently bβ′ = O + kβ′ ⊆ δ · bβ. Since
dim (δ · bβ)/bβ′ = #{S(δ · bβ)\S(bβ′)} = 0,
this implies bβ′ = δ · bβ or bβ ∼ bβ′ .
Now in the second stage we prove the existence of δ which we have used in
the above argument. We choose γ ∈ O˜× ∩ bβ; clearly
γ ≡ 1 + v(pi2 + dpi4) + w(pi3 + api4)(mod p5) .
Since
(1 + vβ + wα)(1− vβ + v2β2 − wα) ≡ 1− vβ + v2β2 − wα + vβ − v2β2 + wα
≡ 1(mod p5),
this implies
γ−1β ≡ (1− vβ + v2β2 − wα)β ≡ β − v β2 ≡ β − v pi4(mod p5) .
For every β′ = pi2 + d′pi4 we can take v = d − d′ and we have γ−1bβ = bβ′ .
Now we take δ = γ−1 .
Let deg b = 2. Then we have S(b) = S(2) and hence b = O(2).
Now
L(O, t) = L(O,O, t) + L(O,O(3), t) + L(O, b, t) +
∑
(b)
deg b≥2
L(O, b, t) .
We have
L(O,O, t) = 1− t+ q2t3 − q2t4 + q3t5
L(O,O(3), t) = t(L(O(3),O(3), t)) = t(1 + qt+ q2t3 + q2t4)
L(O, b, t) = q t(1− t+ qt2 − qt4 + q2t5)
and by Lemma 8.9
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∑
(b)
deg b≥2
L(O, b, t) = t2 L(O(2), t) = t2(1 + qt2).
We have finally
L(O, t) = 1 + q t+ t2 + 2q2 t3 + q t4 + q3 t5 + q3 t5 + q3 t6.
n3 = 2q
2 implies that L(O, t) does not satisfy the Riemann hypothesis for
q >> 0 .
In the case (iii), if deg b ≥ 1 then O ⊆ O(3) ⊆ b therefore we have
L(O, t) = L(O,O, t) + t L(O(3), t)
= 1− t+ q2t3 − q2t5 + q3t6 + t(1 + qt+ q2t3 + q2t4)
= 1 + qt2 + q2t3 + q2t4 + q3t6
The n3 = q
2 shows that L(O, t) does not satisfy the Riemann hypothesis for
q >> 0 .
In the case (iv), O is balanced of type n which we have already studied in
the general case: We have L(O, t) = 1 + qt2 + q2t4 + q3t6 which satisfies the
Riemann hypothesis.
We conclude this section and this paper with some comments and questions.
Let O be a rational unibranch order over the finite field k .
Question.9.10 Does L(O, t) satisfy the Riemann hypothesis if and only if
O is balanced?
All examples give evidence for this. By theorem 9.5 the question is to show
that for non-balanced O the Riemann hypothesis never holds.
Question 9.11 Does L(O,O, t) satisfy the Riemann hypothesis if and only
if O is balanced?
By Theorems 9.6 and 9.9 the question is to remove the hypothesis q = #k >>
0 in Theorem 9.9. Examples give evidence that this is possible.
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Question 9.12 Does L(O, t) only depend on the semigroup S(O)?
By Theorem 6.2 this holds for L(O,O, t), and by Theorem 6.6 the analogue
also holds for any partial L−polynomial L(O, b, t), b any ideal, and the
S(O)−module S(b). The problem is to show that semigroup of ideal classes
(b), together with the S(O)−modules S(b), only depend on S(O). Again all
examples give evidence for this.
Notation
S(O) Page.7
C(R) Page.15
I(R) Page.15
P (R) Page.15
K∗ Set of non zero elements of K,Page.16
| | absolut value , Page.16
Λ Page.17
m Page.17
pi Page.17
(Gn)n Page.17
dimX Page.22
A[[t]] Page.18
A[[t1, · · ·, tr]] Page.18
SpecA Page.19
V (I) Page.19
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F Page.20
F ′ Page.21
OX Page.21
OX,x Page.22
(f, f#) Page.22
k Page.24
O|Ui Page.23
#(a/δ) Page.25
ζ(d, s) Page.25
Z(d, t) Page.25
deg(a) Page.26
r Page.28
O˜ Page.28
di Page.28
ordpi(z) Page.28
µ Page.37
µ′ Page.38
L(O, b, t) Page.42
ZO˜(t) Page.46
ζO(d, s) Page.47
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R Page.50
F Page.52
m Page. 52
Ob page.67
`b page.77
S(n) page.77
S(n) page .77
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