We associate a sheaf model to a class of Hilbert modules satisfying a natural finiteness condition. It is obtained as the dual to a linear system of Hermitian vector spaces (in the sense of Grothendieck). A refined notion of curvature is derived from this construction leading to a new unitary invariant for the Hilbert module. A division problem with bounds, originating in Douady's privilege, is related to this framework. A series of concrete computations illustrate the abstract concepts of the paper.
The present article has three distinct but interconnected parts: the first deals with the classification up to unitary equivalence of a class of Hilbert OðC m Þ-modules which possess many analytic submodules of finite co-dimension, the second part is devoted to division problems with bounds on classical Hilbert modules of analytic functions and the third part contains explicit computation of unitary invariant for some non-trivial examples (of Hilbert modules) studied in the first and the second part. Throughout the article W is assumed to be a bounded domain in C m . Definition 1.1. A Hilbert module H over the polynomial ring C½z is said to be in the class B n ðWÞ, n A N, if (const) dim H=m w H ¼ n < y for all w A W,
where m w denotes the maximal ideal in C½z at w.
Recall that if m w H has finite co-dimension, then m w H is a closed subspace of H. Throughout this paper we call dim H=m w H the rank of the analytic module at the point w. For any Hilbert module H in B n ðWÞ, the analytic localization On n OðC m Þ H is a locally free module when restricted to W, see for details [19] . Let us denote in short where M j is the multiplication operator by the coordinate function z j , for 1 e j e m and f A H. Then the analytic localizationĤ H w ¼ coker d 1w ðwÞ is a locally free O w module and the fiber of the associated holomorphic vector bundle E H is given by
where O w denotes the germs of holomorphic functions at w. We identify E Ã H; w with ker d 1 kerðM j À w j Þ Ã for w A W.
It is easy to see that, within the class B n ðWÞ, the association H 7 ! E Ã H provides a complete unitary invariant for H. Thus the problem of classifying these analytic modules is a purely di¤erential geometric one, see [6] .
The aim of the present work is to extend the dictionary H 7 ! E Ã H to analytic Hilbert modules whose rank is finite but non-constant, whence E Ã H is no more a vector bundle but rather a system of Hermitian vector spaces, and to compute di¤erential geometric invariants like the curvature. To be more specific, we will restrict ourselves to the class B 1 ðWÞ defined below. Denote by H 2 ðD 2 Þ the Hardy space of the bidisk. A typical example of a module in the class B 1 ðD 2 Þ, but not in B 1 ðD 2 Þ, is H 2 0 ðD 2 Þ :¼ f f A H 2 ðD 2 Þ : f ð0Þ ¼ 0g (cf. [11] ). In this example, we have dim ker D ðMÀwÞ Ã ¼ dim H 2 0 ðD 2 Þ n C½z 1 ; z 2 C w ¼ 1; if w 3 ð0; 0Þ; 2; if w ¼ ð0; 0Þ:
& Here C w is the one dimensional module over the polynomial ring C½z 1 ; z 2 , where the module action is given by the map ð f ; lÞ 7 ! f ðwÞl for f A C½z 1 ; z 2 and l A C w G C.
Let us return to a Hilbert module M in the class B 1 ðWÞ. Assume that M is a submodule of some Hilbert module H in B 1 ðWÞ and that E H is trivial on W. Let S M be the range of the induced map We will prove that S M is a coherent analytic sheaf, in particular, its stalk ðS M Þ w at a given point w A W is finitely generated over O w . The main technical result towards constructing a system of complete unitary invariants for the module M is formulated as follows. 
The module map
On n OðC m Þ M ! S M induced from (1.1) is surjective. This naturally defines a surjective map
for w A W. In particular,
We remark that the map into the Grassmannian manifold G K : W Ã 0 ! GrðM; dÞ defined by G K ðwÞ ¼ ðK ð1Þ w ; . . . ; K ðdÞ w Þ is holomorphic. The pull-back of the canonical bundle on GrðM; dÞ under G K defines a holomorphic Hermitian vector bundle on the open set W Ã 0 . Unfortunately, the decomposition of the reproducing kernel given in Theorem 1.4 is not canonical except when the stalk is singly generated. In this special case, the holomorphic Hermitian bundle obtained in this manner is indeed canonical. However, in general, it is not clear if this vector bundle contains any useful information. Suppose we have equality in (1.4) for a Hilbert module M. Then it is possible to obtain a canonical decomposition following [7] , which leads in the same manner as above, to the construction of a Hermitian holomorphic vector bundle in a neighborhood of each point w A W.
For any fixed but arbitrary w 0 A W and a small enough neighborhood W 0 of w 0 , the proof of Theorem 2.2 from [7] shows the existence of a holomorphic function P w 0 : W Ã 0 ! LðMÞ with the property that the operator P w 0 restricted to the subspace ker D ðMÀw 0 Þ Ã is invertible. The range of P w 0 can then be seen to be equal to the kernel of the operator P 0 D ðMÀwÞ Ã , where P 0 is the orthogonal projection onto ran D ðMÀw 0 Þ Ã . Lemma 1.5. The dimension of ker P 0 D ðMÀwÞ Ã is constant in a suitably small neighborhood W 0 of w 0 in W.
Let fe 0 ; . . . ; e k g be a basis for ker D ðMÀw 0 Þ Ã . Since P w 0 is holomorphic on W Ã 0 , it follows that g 1 ðwÞ :¼ P w 0 ðwÞe 1 ; . . . ; g k ðwÞ :¼ P w 0 ðwÞe k are holomorphic on W Ã 0 . Thus G : W Ã 0 ! GrðM; kÞ, given by GðwÞ ¼ ker P 0 D ðMÀwÞ Ã , w A W 0 , defines a holomorphic Hermitian vector bundle P 0 on W Ã 0 of rank k corresponding to the Hilbert module M. This result shows that complex geometric invariants of the holomorphic Hermitian vector bundle corresponding to Hilbert modules M andM M in B 1 ðWÞ would distinguish the unitary orbits of these Hilbert modules. Two examples are included in the last section. The first of the two examples illustrates the computation of these invariants while the second describes the construction of an alternative unitary invariant (see also [3] ).
Leaving for the next section the complications related to constructing curvature type invariants, we return to the key extremal case in inequality (1.4) . The question of equality in (1.4) is the same as the question of whether the map in (1.3) is an isomorphism and can be interpreted as a global factorization problem. To be more specific, we say that an analytic Hilbert module M (cf. [5] , page 3) possesses Gleason's property at a point w 0 A W if for
We have generalized the notion of solvability of Gleason's problem for AF-co-submodules (cf. [5] , page 38) and will prove in Section 2 that Proposition 1.7. Any AF-co-submodule M has Gleason's property at w 0 if and only if
This is a special case of a more general division problem for Hilbert modules. To fix ideas, we consider the following setting: let M be an analytic Hilbert module with the domain W disjoint of its essential spectrum, let A A M p; q À OðWÞ Á be a matrix of analytic functions defined in a neighborhood of W, where p, q are positive integers, and let f A M p . Given a solution u A OðWÞ q to the linear equation Au ¼ f , is it true that u A M q ? Numerous ''hard analysis'' questions, such as problems of moduli, or Corona Problem, can be put into this framework.
We study below this very division problem in conjunction with an earlier work of the third author [30] dealing with the ''disc'' algebra AðWÞ instead of Hilbert modules, and within the general concept of ''privilege'' introduced by Douady more than forty years ago [9] , [10] .
We only focus on the case of Bergman space below. Specifically, the AðWÞ-module
it is a Hilbert module in the quotient metric and there exists a resolution
where d q A M n qþ1 ; n q À AðWÞ Á and d 1 ¼ A. Note that implicitly in the statement it is assumed that the range of the operator A is closed at the level of the Hilbert module M.
An a‰rmative answer to the division problem is equivalent to the question of ''privilege'' in case of the Bergman module on a strictly convex bounded domain W with smooth boundary.
Theorem 1.8. Let W H C m be a strictly convex domain with smooth boundary, let p, q be positive integers and let A A M p; q À AðWÞ Á be a matrix of analytic functions belonging to the disk algebra of W. The following assertions are equivalent:
(a) The analytic module coker À A : L 2 a ðWÞ p ! L 2 a ðWÞ q Á is privileged with respect to the Bergman space. While we have stated our results for the Bergman space, they remain true for the Hardy space H 2 ðqWÞ, that is, the closure of entire functions in the L 2 -space with respect to the surface area measure supported on qW. Also, the results remain true for the Bergman or Hardy spaces of a poly-domain W ¼ W 1 Â Á Á Á Â W d , where W j H C, 1 e j e d, are convex bounded domains with smooth boundary in C. For these Hilbert modules, the notion of the sheaf model from the earlier work of [26] , [27] coincides with the sheaf model described here. Details will be given in the third section below.
We finish the introduction by exhibiting a class of Hilbert modules for which the Gleason problem admits a solution. This theorem isolates a large family of Hilbert modules in B 1 ðWÞ to which our classification scheme, using the curvature invariant, applies. 
Index of notations.

C½z
for some set F of holomorphic functions in a neighborhood of w, ½I the closure of the polynomial ideal I L M in some Hilbert module M, AðWÞ the ''disc'' algebra over W, which is OðWÞ X CðWÞ, OðWÞ the space of germs of analytic functions in a neighborhood of W, P 0 the orthogonal projection onto ran D ðMÀw 0 Þ Ã , P w ker P 0 D ðMÀwÞ Ã for w A W.
Unitary classification via Hermitian spaces
Throughout this section, the Hilbert module M is assumed to be in the class B 1 ðWÞ. We prove below a series of technical results culminating with construction of the new curvature invariants for M. increasingly filtered family of coherent sheaves must be stationary, we conclude that the analytic sheaf S M is coherent. r . . . ; f t g is a finite set of generators for M, then for f A M, there exist g 1 ; . . . ; g t A OðWÞ such that
The following lemma isolates a large class of elements from B 1 ðWÞ which belong to
Proof. The proof is a refinement of the argument given in [13] , p. 285. Let g w be any eigenvector at w for the adjoint of the module multiplication, that is,
First, assume that the module M is generated by the single polynomial, say p. In this case, Kðz; wÞ ¼ pðzÞwðz; wÞpðwÞ for some positive definite kernel w on all of W. Set K 1 ðz; wÞ ¼ pðzÞwðz; wÞ and note that K 1 ðÁ; wÞ is a non-zero eigenvector at w A W. We have
Also, we have
The analytic function qðwÞhp; g w i À hpq; hp; g w iK 1 ðÁ; wÞi on W is equal to 0 on Wnfz : pðzÞ ¼ 0g and hence is 0 on W (as W is connected). Thus hpq; g w i ¼ hpq; hp; g w iK 1 ðÁ; wÞi:
Since vectors of the form fpq : q A C½zg are dense in M, it follows that g w ¼ hp; g w iK 1 ðÁ; wÞ and the proof is complete in this case. Now, assume that p 1 ; . . . ; p t is a set of generators for the ideal I. Then for w B X , there exists a k A f1; . . . ; tg such that p k ðwÞ 3 0. We note that for any i, 1 e i e m,
Therefore we have
are dense in M, it follows that g w ¼ cðwÞKðÁ; wÞ completing the proof of the second half. r
The proof of the decomposition theorem.
Proof of Theorem 1.4. For simplicity of notation, we assume without loss of generality, that 0 ¼ w 0 A W. Let fe n g y n¼0 be an orthonormal basis for M. From the property of reproducing kernels, we have Kðz; wÞ ¼ P y n¼0 e n ðzÞe n ðwÞ; z; w A W:
It follows from [23] , Theorem 2, page 82, that for every element f in S M 0 , and therefore in particular for every e n , we have
for some holomorphic functions h ðnÞ i defined on the closed polydisc Dð0; rÞ L W. Furthermore, these functions can be chosen with the bound kh ðnÞ i k Dð0; rÞ e Cke n k Dð0; rÞ for some positive constant C independent of n. Although, the decomposition is not necessarily with respect to the standard coordinate system at 0, we will be using only a point wise estimate. Consequently, in the equation given above, we have chosen not to emphasize the change of variable involved and we have We prove below, the inequality P y n¼0 ke n k 2 Dð0; rÞ < y completing the proof of part (i). We prove, more generally, that for f A M,
where k Á k 2 denotes the L 2 norm with respect to the volume measure on Dð0; rÞ. It is evident from the proof that the constant C 0 may be chosen to be independent of the functions f .
Any function f holomorphic on W belongs to the Bergman space L 2 a À Dð0; r þ eÞ Á as long as Dð0; r þ eÞ L W. We can surely pick e > 0 small enough to ensure Dð0; r þ eÞ L W. Let B be the Bergman kernel of the Bergman space L 2 a À Dð0; r þ eÞ Á . Thus we have
Since the function Bðw; wÞ is bounded on compact subsets of Dð0; r þ eÞ, it follows that C 02 :¼ supfBðw; wÞ : w A Dð0; rÞg is finite. We therefore see that
Since e > 0 can be chosen arbitrarily close to 0, we infer the inequality (2.2).
The inequality (2.2) implies, in particular, that
e n ðzÞe n , the function GðzÞ :
The sequence of positive continuous functions G k ðzÞ :¼ P k n¼0 je n ðzÞj 2 converges uniformly to G on Dð0; rÞ. To see this, we note that
which tends to 0 as k ! y. So, by Monotone Convergence Theorem, we can interchange the integral and the infinite sum to conclude
as G is a continuous function on Dð0; rÞ. This shows that P y n¼0 jh ðnÞ i ðwÞj 2 e K P y n¼0 ke n k 2 Dð0; rÞ < y:
To prove statement (ii), at 0, we have to show that whenever there exist complex numbers a 1 ; . . . ; a d such that P d i¼1 a i K i ðz; 0Þ ¼ 0, then a i ¼ 0 for all i. We assume, on the contrary, that there exists some i A f1; . . . ; dg such that a i 3 0. Without loss of generality, we assume a 1 3 0, then K 1 ðz;
This shows that
wÞ has a zero at w ¼ 0. From [25] , Theorem 7.2.9, it follows that
for some function G j : W Â Dð0; rÞ ! C, 1 e j e m, which is holomorphic in the first and antiholomorphic in the second variable. So, we can write
For f A M and w A Dð0; rÞ, we have
We note that
is a holomorphic function in w which vanishes at w ¼ 0.
It then follows that
w jG G j ðwÞ for some holomorphic functionsG G j , 1 e j e m, on Dð0; rÞ. Therefore, we have
Since the sheaf S M j Dð0; rÞ is generated by the Hilbert module M, it follows that the set
. . . ; z m g 0 1 g also generates S M j Dð0; rÞ . In particular, they generate the stalk at 0. This, we claim, is a contradiction. Suppose A H S M 0 is generated by germs of the functions g 0
Let mðO 0 Þ denote the only maximal ideal of the local ring O 0 , consisting of the germs of functions vanishing at 0. Then it follows that
Using Nakayama's Lemma (cf. [33] , p. 57), we see that
This contradicts the minimality of the generators of the stalk at 0 completing the proof of the first half of (ii).
To prove the slightly stronger statement, namely, the independence of the vectors K To prove statement (iii), we have to prove that K ðiÞ 0 are uniquely determined by the generators g 0 i , 1 e i e d. We will let g 0 i denote the germ of g 0 i at 0 as well. Let Kðz; wÞ
h n i ðwÞe n for some holomorphic functions on some small enough neighborhood of 0. Thus we have P y n¼0 P d i¼1 g 0 i ðwÞfh n i ðwÞ Àh h n i ðwÞge n ¼ 0:
Hence, for each n P d i¼1 g 0 i ðzÞfh n i ðzÞ Àh h n i ðzÞg ¼ 0:
Fix n and let a i ðzÞ ¼ h n i ðzÞ Àh h n i ðzÞ. In this notation,
If not, we may assume a 1 ð0Þ 3 0. Then the germ of a 1 at 0 is a unit in O 0 . Hence we can write, in O 0 ,
where a i0 denotes the germs of the analytic functions a i at 0, 1 e i e d. This is a contradiction, as g 0 1 ; . . . ; g 0 d is a minimal set of generators of the stalk S M 0 by hypothesis. As a result, h n i ð0Þ ¼h h n i ð0Þ for all i A f1; . . . ; dg and n A N W f0g. This completes the proof of (iii).
To prove statement (iv), let fg 0 1 ; . . . ; g 0 d g and fg g 0 1 ; . . . ;g g 0 d g be two sets of generators for S M 0 both of which are minimal. Let K ðiÞ andK K ðiÞ , 1 e i e d, be the corresponding vectors that appear in the decomposition of the reproducing kernel K as in (i). It is enough to show that span C fK i ðz; 0Þ : 1 e i e dg ¼ span C fK K i ðz; 0Þ : 1 e i e dg:
There exist holomorphic functions f ij , 1 e i; j e d, in a small enough neighborhood of 0
For w, possibly from an even smaller neighborhood of 0, it follows that
g 0 j ðwÞK j ðz; wÞ and uniqueness at the point 0 implies that
for 1 e j e d. So, we have span C fK i ðz; 0Þ : 1 e i e dg L span C fK K i ðz; 0Þ : 1 e i e dg.
Writing g 0 j in terms ofg g 0 i , we get the other inclusion.
Finally, to prove statement (v), let us apply M Ã j to both sides of the decomposition of the reproducing kernel K given in part (i) to obtain w j Kðz; wÞ
For a fixed but arbitrary z 0 A W, consider the equation
This is a contradiction. Therefore F ij ðz 0 ; 0Þ ¼ 0, 1 e i e d, and for all z 0 A W. So 
2 form a minimal set of generators for the ideal I. Since 1 þ z 1 and 1 À z 2 are units in 2 O 0 , it follows that the functions z 1 and z 2 2 form a minimal set of generators for the stalk S M 0 .
For simplicity, we have stated the decomposition theorem for Hilbert modules which consist of holomorphic functions taking values in C. However, all the tools that we use for the proof work equally well in the case of holomorphic functions taking values in C m . Consequently, we expect it to remain valid in this more general set-up of vector valued holomorphic functions. 
Thus there exist holomorphic functions f i , 1 e i e d, defined on a small neighborhood of w 0 and vanishing at w 0 such that P d i¼1 ða i À f i Þg 0 i ¼ 0. Now suppose a k 3 0 for some k, 1 e k e d. Then we can write
which is a contradiction. From the Decomposition Theorem 1.4, it follows that dim ker D ðMÀw 0 Þ Ã fKfminimal generators for S M w 0 g ð2:3Þ
We will impose additional conditions on the Hilbert module M, which is always assumed to be in the class B 1 ðWÞ, so as to ensure equality in (2.3) (or (1.4)). One such assumption is that the module M is finitely generated. Let
Then for w 0 B V ðMÞ, the number of minimal generators for the stalk at w 0 is one, in fact,
following the proof of Lemma 2.3. Therefore, outside the zero set, we have equality in (1.4) . For a large class of Hilbert modules we will show, even on the zero set, that the reverse inequality is valid. For instance, for Hilbert modules of rank 1 over C½z, we have equality everywhere. This is easy to see from [15] , page 89:
To understand the more general case, consider the map i w : M ! M w defined by f 7 ! f w , where f w is the germ of the function f at w. Clearly, this map is a vector space isomorphism onto its image. The linear space
where p is the quotient map. Now we have a map
Whenever c can be shown to be one-one, equality in (1.4) is forced. To see this, note that M m M ðwÞ G M=M ðwÞ and (see [5] ).
Set
Now, the assumptions on V w ensure that MðwÞ is a module. We consider below, the class of (non-trivial) Hilbert modules which are of the form M :
MðwÞ. It is easy to see that
MðwÞ. These modules are called AF-co-submodules (see [5] , page 38). Let
:
& Now, define M w 0 ðwÞ to be the submodule (of H) corresponding to the C-linear space V w 0 ; w ðMÞ (as in (2.5)) and let
ðz j À w 0j Þ f j , for some choice of f 1 ; . . . ; f m A M. Now for any q A C½z, following [5] , we have
For w A V ðMÞ and f A M ðw 0 Þ , it follows from the definitions that
we describe the Gleason's property for M at a point w 0 .
Definition 2.5. We say that an AF co-submodule M has the Gleason's property at a
In analogy with the definition of V w 0 ðMÞ for a Hilbert module M, we define the space
It will be useful to record the relation between V w 0 ðMÞ and V w 0 ðS M w 0 Þ in a separate lemma.
Lemma 2.6. For any Hilbert module M in B 1 ðWÞ and w 0 A W, we have
To prove the reverse inclusion, we need to show that qðDÞhj w 0 ¼ 0 for h A S M w 0 , for all q A V w 0 ðMÞ. Since h A S M w 0 , we can find functions f 1 ; . . . ; f n A M and g 1 ; . . . ; g n A O w 0 such that h ¼ P n i¼1 f i g i in some small open neighborhood of w 0 . Therefore, it is enough to show that qðDÞð fgÞj w 0 ¼ 0 for f A M, g holomorphic in a neighborhood, say U w 0 of w 0 , and q A V w 0 ðMÞ. We can choose U w 0 to be a small enough polydisk such that
Then qðDÞð fgÞ ¼ P a a a qðDÞfðz À w 0 Þ a f g for z A U w 0 . Clearly, ðz À w 0 Þ a f belongs to M whenever f A M. Hence qðDÞfðz À w 0 Þ a f gj w 0 ¼ 0 and we have qðDÞð fgÞj w 0 ¼ 0 completing the proof of the inclusion V w 0 ðMÞ L V w 0 ðS M w 0 Þ. r
We will show that we have equality in (1.4) for all AF-co-submodules satisfying Gleason's property. Proposition 1.7 includes this.
Proof of Proposition 1.7. We first show that kerðp 
According to [5] , Proposition 2.3.1, we have f A m w 0 S M w 0 . Therefore f A kerðp i w 0 Þ and kerðp i w 0 Þ ¼ M w 0 .
Next we show that the map p i w 0 is onto. Let P n i¼1 f i g i A S M w 0 , where f i A M and g i 's are holomorphic functions in some neighborhood of w 0 , 1 e i e n. We need to show that there exists f A M such that the class ½ f is equal to
This completes the proof of surjectivity.
Suppose Gleason's property holds for M at w 0 . Since kerðp i w 0 Þ ¼ M w 0 , it follows from the Gleason's property at w 0 that we have the equality kerðp [20] . It was shown in [20] that Gleason's property holds for analytic Hilbert modules ( [5] , page 3). However it is not entirely clear if it continues to hold for submodules of analytic Hilbert modules. Nevertheless, we will identify here, a class of submodules for which we have equality in (1.4) . Let M be a submodule of an analytic Hilbert module over C½z. Assume that M is the closure of an ideal I L C½z. From [5] , [17] , we note that
So it remains to prove the reverse inequality. Fix a point w 0 A W. Consider the map
We will show that kerðp i w 0 Þ ¼ m w 0 I. Let V ðIÞ denote the zero set of the ideal I and V w ðIÞ be its characteristic space at w. We begin by proving that the characteristic space of the ideal coincides with that of the corresponding Hilbert module.
Proof. Clearly V w 0 ðIÞ M V w 0 ðMÞ, so we have to prove V w 0 ðIÞ L V w 0 ðMÞ. For q A V w 0 ðIÞ and f A M, we show that qðDÞ f j w 0 ¼ 0. Now, for each f A M, there exists a sequence of polynomials p n A I such that p n ! f in the Hilbert space norm. Recall that if K is the reproducing kernel for M, then
For w A W and a compact neighborhood C of w, we have jqðDÞp n ðwÞ À qðDÞ f ðwÞj ¼ jhp n À f ; qðDÞKðÁ; wÞij
Therefore, qðDÞp n j w 0 ! qðDÞ f j w 0 as n ! y. Since qðDÞp n j w 0 ¼ 0 for all n, it follows that qðDÞ f j w 0 ¼ 0. Hence q A V w 0 ðMÞ and we are done. r Here we will explicitly write down the characteristic space. Let
Proof. Since J H I, we have V w ðIÞ L V w ðJÞ for all w A C m . Now let w 3 w 0 . For f A I and q A V w ðJÞ, we show that qðDÞ f j w ¼ 0 which implies q must be in V w ðIÞ.
Note that for any k A N and j A f1; . . . ; mg,
This implies P k l¼0 ðw j À w 0j Þ l k l q kÀlz kÀl j ðDÞ f j w ¼ 0. Hence (inductively) we have ðw j À w 0j Þ k qðDÞ f j w ¼ ðÀ1Þ k q kz k j ðDÞ f j w for all k A N and j A f1; . . . ; mg:
So, if w 3 w 0 , then there exists i A f1; . . . ; mg such that w i 3 w 0i . Therefore, by choosing k large enough with respect to the degree of q, we can ensure We have shown that
The next lemma provides a relationship between the characteristic space of J at the point w 0 and the sheaf S M w 0 .
Now, we have all the ingredients to prove that we must have equality in (1.4) for submodules of analytic Hilbert modules which are obtained as closure of some polynomial ideal.
Proposition 2.10. Let M ¼ ½I be a submodule of an analytic Hilbert module over C½z on a bounded domain W, where I is a polynomial ideal, each of whose algebraic component intersects W. Then
Since each of the algebraic components of J intersects W, therefore, from [5] , Corol-
Therefore, we have equality in (1.4) . r
The proof of the Theorem 1.9 is now immediate.
Proof of Theorem 1.9. From the Rigidity Theorem in [16] , it follows that the submodule M corresponds to an ideal such that M ¼ ½I. The proof is complete using Propositions 1.7 and 2.10. r Remark 2.11. In fact, this corollary is valid for all submodules of the form ½I whenever it is an AF-co-submodule for some polynomial ideal I.
The following corollary to Proposition 2.10 answers, in part, the conjecture of [14] , page 262. These answers were found by Duan-Guo earlier in [17] . Proof. From Remark 2.2, it follows that if I is generated by p 1 ; . . . ; p t , then S M w 0 is generated by p 1w 0 ; . . . ; p tw 0 . In the course of the proof in [17] , Theorem 2.3, a change of variable arguments is used to show that the stalk S M w 0 at w 0 is isomorphic to the ideal generated by the co-ordinate functions z 1 À w 01 ; . . . ; z r À w 0r , where r is the co-dimension of V ðIÞ. Therefore, the number of minimal generators for the stalk at a smooth point is equal to r which is the co-dimension of V ðIÞ. The proof is completed by Proposition 2.10. r 2.4. Curvature invariants. Let M be a Hilbert module in B 1 ðWÞ and w 0 A W be fixed. The vectors K ðiÞ w A M, 1 e i e d, for w in some small neighborhood, say W 0 of w 0 , produced in part (ii) of the Decomposition Theorem 1.4 are independent. However, while the choice of these vectors is not canonical, in general, we provide below a recipe for finding the vectors K ðiÞ w , 1 e i e d, satisfying
following [7] . We note that m w M is a closed submodule of M. We assume that we have equality in (1.4) for the module M at the point w 0 A W, that is, where P ker D ðMÀwÞ Ã (resp. P ran D ðMÀwÞ Ã ), for w A W 0 , is the orthogonal projection onto ker D ðMÀwÞ Ã (resp. ran D ðMÀwÞ Ã ). Consider the operator
is the ball of radius kRðw 0 Þk À1 around w 0 . Using the equations (2.9) and (2.10) given above, we write
The details can be found in [7] , page 452. From the definition of Pðw; w 0 Þ, it follows that Pðw; w 0 ÞP ker D ðMÀwÞ Ã ¼ P ker D ðMÀwÞ Ã which implies ker D ðMÀwÞ Ã H ran Pðw; w 0 Þ for w A Dðw 0 ; eÞ. Consequently KðÁ; wÞ A ran Pðw; w 0 Þ and therefore
for some complex valued functions a 1 ; . . . ; a d on Dðw 0 ; eÞ. We will show that the functions a i , 1 e i e d, are holomorphic and their germs form a minimal set of generators for S M w 0 . Now R M ðw 0 ÞD wÀw 0 KðÁ; wÞ ¼ R M ðw 0 ÞD ðMÀw 0 Þ Ã KðÁ; wÞ ¼ ðI À P ker D ðMÀw 0 Þ Ã ÞKðÁ; wÞ:
Hence we have fI À R M ðw 0 ÞD wÀw 0 gKðÁ; wÞ ¼ P ker D ðMÀw 0 Þ Ã KðÁ; wÞ:
Since KðÁ; wÞ A ran Pðw; w 0 Þ, we also have Pðw; w 0 Þ À1 KðÁ; wÞ ¼ P ker D ðMÀw 0 Þ Ã KðÁ; wÞ:
Let v 1 ; . . . ; v d be the orthonormal basis for ker D ðMÀw 0 Þ Ã . Let g 1 ; . . . ; g d denote the minimal set of generators for the stalk at S M w 0 . Then there exists a neighborhood U, small enough, such that v j ¼ P d i¼1 g i f j i , 1 e j e d, and for some holomorphic functions f j i , 1 e i; j e d, on U. We then have Pðw; w 0 Þ À1 KðÁ; wÞ ¼ P ker D ðMÀw 0 Þ Ã KðÁ; wÞ ¼ P d j¼1 hKðÁ; wÞ; v j iv j
Since the vectors K ðiÞ w 0 , 1 e i e d, are uniquely determined as long as g 1 ; . . . ; g d are fixed and Pðw 0 ; w 0 Þ ¼ P ker D ðMÀw 0 Þ Ã , it follows that
Therefore, the determinant of the
is an anti-holomorphic function, there exists a neighborhood of w 0 , say Dðw 0 ; eÞ, for some e > 0, such that
The set of vectors fPðw; w 0 Þv j g n j¼1 is linearly independent since Pðw; w 0 Þ is injective on Since the matrices À f j i ðwÞ Á d i; j¼1 and ða ij Þ d i; j¼1 are invertible, the functions a l ðzÞ ¼ P d i; j¼1
g i ðzÞ f j i ðzÞa jl ; 1 e l e d;
form a minimal set of generators for the stalk S M w 0 and hence we have the canonical decomposition,
Since Pðw; w 0 Þ restricted to the ker D ðMÀw 0 Þ Ã is one-one, and for w in B À w 0 ; kR M ðw 0 Þk À1 Á , the dimension of P w is constant. Thus to prove Lemma 1.5, we will show that P w ¼ ker P 0 D ðMÀwÞ Ã , where P 0 is the orthogonal projection onto ran D ðMÀw 0 Þ Ã .
Proof of Lemma 1.5. From [7] , page 453, it follows that P 0 D ðMÀwÞ Ã Pðw; w 0 Þ ¼ 0. So, P w L ker P 0 D ðMÀwÞ Ã . Using (2.9) and (2.10), we can write
This completes the proof. r
From the construction of the operator Pðw; w 0 Þ, it follows that w 7 ! P w defines a Hermitian holomorphic vector bundle of rank m over
Let P denote this Hermitian holomorphic vector bundle.
Proof of Theorem 1.6. Since M andM M are equivalent Hilbert modules, there exists a unitary U : M !M M intertwining the adjoint of the module multiplication, that is,
HereM M j denotes the multiplication by co-ordinate functions z j , 1 e j e m, onM M. It is enough to show that
, that is, the positive square root of ðD M Ã Þ Ã D M Ã . We have
be the orthogonal projection on the ith component. In this notation, for 1 e j e m, we have P j D M Ã ¼ M Ã j . Then,
ButP P j D ðM MÀw 0 Þ Ã ¼P P j VM M ðw 0 ÞjD ðM MÀw 0 Þ Ã j. The uniqueness of the polar decomposition implies thatP P j VM M ðw 0 Þ ¼ UP j V M ðw 0 ÞU Ã , 1 e j e m. It follows that QM M ðw 0 Þ ¼ UQ M ðw 0 ÞU Ã . Note that P Ã j : M ! M l Á Á Á l M is given by
. . . ; 0Þ; h A M; 1 e j e m:
Finally,
Also as U maps ker D ðMÀwÞ Ã onto ker D ðM MÀwÞ Ã for each w, we have in particular, 
The existence of such a resolution is assured by the analogue of Hilberts Syzygies Theorem in the analytic context, see for instance [22] .
The second step, of circumventing the non-existence of boundary values for Bergman space functions, is resolved by a canonical quantization method, that is, by passing to the algebra of Toeplitz operators with continuous symbol on L 2 a ðWÞ. We import below, from the well understood theory of Toeplitz operators on domains of C m , a crucial criterion for a matrix of Toepliz operators to be Fredholm (cf. [32] , [34] ).
Assume that the analytic matrix AðzÞ is defined on a neighborhood of W. One proves by standard homological techniques that every free, finite type resolution of the analytic coherent sheaf N ¼ cokerðA : Oj p W ! Oj q W Þ induces at the level of the Bergman space L 2 a ðWÞ an exact complex, see [9] . Theorem 1.8 shows that the similarity between the two resolutions given above are not accidental. After understanding the disc-algebra privilege on a strictly convex domain [30] , the statement of Theorem 1.8 is not surprising.
Proof of Theorem 1.8. The proof is very similar to the one of the disk algebra case [30] , and we only sketch below the main ideas. Assume that the resolution (1.5) exists and that the last arrow has closed range. The exactness at each degree of the resolution is equivalent to the invertibility of the Hodge operator:
n k ! L 2 a ðWÞ n k ; 1 e k e p;
where we put d pþ1 ¼ 0. To be more specific: the condition ker½d Ã k d k þ d kþ1 d Ã kþ1 ¼ 0 is equivalent to the exactness of the complex at stage k, implying that ranðd kþ1 Þ is closed. In addition, if the range of d k is closed, then, and only then, the self-adjoint operator
Since the boundary of W is smooth, the commutator ½T f ; T g of two Toeplitz operators acting on the Bergman space and with continuous symbols f ; g A CðWÞ is compact, see for details and terminology [4] , [32] , [34] . Consequently for every k, d Ã k d k þ d kþ1 d Ã kþ1 is, modulo compact operators, an n k Â n k matrix of Toeplitz operators with symbol
where the adjoint is now taken with respect to the canonical inner product in C n k . According to a main result of [4] , or [34] , [32] , if the Toeplitz operator d Ã k d k þ d kþ1 d Ã kþ1 is Fredholm, then its matrix symbol is invertible. Hence ker½d k ðzÞ Ã d k ðzÞ þ d kþ1 ðzÞd kþ1 ðzÞ Ã ¼ 0; 1 e k e p:
Thus, for every z A qW,
To prove the other implication, we rely on the disk algebra privilege criterion obtained in the note [30] . Namely, in view of [30] , Theorem 2.2, if the rank of the matrix AðzÞ does not jump for z belonging to the boundary of W, then there exists a resolution of N ¼ coker A : AðWÞ p ! AðWÞ q with free, finite type AðWÞ-modules:
As before, we denote d 1 ¼ A. We have to prove that the induced complex (1.5), obtained after applying (3.2) the functor N AðWÞ L 2 a ðWÞ, remains exact and the boundary operator d 1 has closed range.
For this, we ''glue'' together local resolutions of coker A with the aid of Cartan's lemma of invertible matrices, as originally explained in [10] , or in [30] . For points close to the boundary of W, such a resolution exists by the local freeness assumption, while in the interior, in neighborhoods of the points where the rank of the matrix A may jump, they exist by Douady's privilege on polydiscs. This proves that the Hilbert analytic module N ¼ coker À A : L 2 a ðWÞ p ! L 2 a ðWÞ q Á is privileged with respect to the Bergman space.
As for assertion (c), we simply remark that it is equivalent to the injectivity of the restriction map coker À A : L 2 a ðWÞ p ! L 2 a ðWÞ q Á ! coker À A : OðWÞ p ! OðWÞ q Á :
The last co-kernel is always Hausdor¤ in the natural quotient topology as the global section space of a coherent analytic sheaf.
The only place in the proof where the convexity of W is needed, is to ensure that, if the resolution (1.5) exists, then the induced complex at the level of sheaf models (cf. [19] )
is exact. For a proof see [30] . r Remark 3.1. It is worth mentioning that for non-smooth domains W in C m the above result is not true. For instance AðWÞ-privilege for a poly-domain W was fully characterized by Douady [10] . On the other hand, even for smooth boundaries, the privilege with respect to the Fréchet algebra OðWÞ X C y ðWÞ seems to be quite intricate and definitely di¤erent than the Bergman space or disk algebra privileges, as indicated by an observation of Amar [1] . Proof. No common zero of the functions j 1 ; . . . ; j p lies on the boundary of W. Therefore, the matrix ðj 1 ; . . . ; j p Þ is of full rank 1 on the boundary of W. r For many Hilbert modules of finite rank such as the Hardy space on W, the result given above, remains true ( [9] , [10] ).
Since the restriction to an open subset W 0 L W does not change the equivalence class of a module in B 1 ðWÞ, we can always assume, without loss of generality, that the domain W is pseudoconvex in our context. For w 0 A W, the m-tuple ðz 1 À w 01 ; . . . ; z m À w 0m Þ has no common zero on the boundary of W. We have pointed out, in Section 1, that if for f A M In accordance with the terminology of local spectral theory, see [19] , we isolate the following observation. where H denotes the sheaf model of the Bergman space.
Remark 3.4. We recall that (see [19] )
HðUÞ ¼ f f A OðU X WÞ : k f k 2; K < y; K compact in Ug:
Since Hj W ¼ Oj W we infer that the restrictionN Nj W is a coherent sheaf, with finite free resolution
3.2. Coincidence of sheaf models. Besides the expected relaxations of the main result above, for instance from convex to pseudoconvex domains, a natural problem to consider at this stage is the classification of the analytic Hilbert modules where j 1 ; . . . ; j p are polynomials with the only common zero fw 0 g. Then in virtue of Theorem 1.8, the analytic module M is finite dimensional and privileged with respect to the Bergman space L 2 a ðWÞ. An algebraic reduction of the classification of all finite co-dimension analytic Hilbert modules of the Bergman space associated of a smooth, strictly convex domain can be found in [28] , [29] .
In order to better relate the Cowen-Douglas theory to the above framework, we consider together with the map A : L 2 a ðWÞ p ! L 2 a ðWÞ q whose cokernel was supposed to be Hausdor¤, the dual, anti-analytic map
It is the linear system, in the terminology of Grothendieck [31] or [21] , with its associated Hermitian structure induced from the embedding into Bergman space,
which was initially considered in Operator Theory, see [15] .
Traditionally one works with the torsion-free module
rather than the cokernel N studied in the previous section. A short exact sequence relates the two modules: for every Stein open subset U of C m .
In particular, for every point w 0 A W, there are finitely many elements
such that the stalkM M w 0 coincides with the O w 0 -module generated in O q w 0 by g 1 ; . . . ; g d .
Proof. The first assertion follows from the main result of the previous section and the yoga of quasi-coherent sheaves. In particular, we obtain an exact complex of coherent analytic sheaves
For the proof of the second assertion, recall that the quasi-coherence of M yields a finite presentation, derived from the associated Koszul complex The dual picture emerges easily: let w 0 be a fixed point of W, under the assumptions of Theorem 1.8, the map A w 0 ðzÞ :¼ ðz 1 À w 01 ; . . . ; z m À w 0m Þ : M m ! M has finite dimensional cokernel. Choose a basis v 1 ; . . . ; v l of ker A w 0 ðzÞ Ã and denote by P w the orthogonal projection onto ker A w ðzÞ Ã . Then for w belonging to a small enough open neighborhood W 0 of w 0 , the elements P w ðv 1 Þ; . . . ; P w ðv l Þ generate ker A w ðzÞ Ã as a vector space, but they need not remain linearly independent on W 0 . Nevertheless, starting with a module M in B 1 ðWÞ, we have established the existence of a holomorphic Hermitian vector bundle E M on W Ã 0 (in Subsection 2.4). in M (resp. closure of J inM M). Also assume that every algebraic component of V ðIÞ and V ðJÞ intersects W and their dimension is at most m À 2. It is then not hard to see that M I andM M J are equivalent then I ¼ J following the argument in the proof of [2] , Theorem 2.10, and using the characteristic space theory of [5] , Chapter 2 (see [3] ).
Examples
Although this assertion may appear to be slightly more general than the rigidity theorem of [16] , Theorem 3.3, we believe the proof of Theorem 3.3 from [16] Thus the normalized metric h 0 ðw; wÞ, which is real analytic, is of the form h 0 ðw; wÞ ¼ lhPðw; 0Þz 1 ; Pðw; 0Þz 1 i ffiffiffiffiffi ffi lm p hPðw; 0Þz 1 ; Pðw; 0Þz 2 i ffiffiffiffiffi ffi lm p hPðw; 0Þz 2 ; Pðw; 0Þz 1 i mhPðw; 0Þz 2 ; Pðw; 0Þz 2 i
ffiffiffiffiffi ffi lm p lm l þ m 2
where Oðjwj 3 Þ i; j is of degree f 3. Explicitly, it is of the form
The curvature at ð0; 0Þ, as pointed out earlier, is given by qqh 0 ð0; 0Þ. Consequently, if H ðl; mÞ 0 ðD 2 Þ and H ðl 0 ; m 0 Þ 0 ðD 2 Þ are equivalent, then the corresponding holomorphic Hermitian vector bundles P andP P of rank 2 must be equivalent. Hence their curvatures, in particular, at ð0; 0Þ, must be unitarily equivalent. The curvature for P at ð0; 0Þ is given by the 2 Â 2 matrices 
