INTRODUCTION
The retina is the inner and most important layer of the eye. It is composed of several important anatomical structures which can indicate various diseases. Cardiovascular disease such as stroke and myocardial infarcation can be identified from retinal blood vessels. Diabetic Retinopathy is the common retinal complication associated with diabetes. It is a major cause of blindness in both middle and advanced age groups. The International Diabetes Federation reports that over 50 million people in India have this disease and it is growing rapidly (IDF 2009a) [2] . The estimated prevalence of diabetes for all age groups worldwide was 2.8% in 2000 and 4.4% in 2030 meaning that the total number of diabetes patients is forecasted to rise from 171 million in 2000 to 366 million in 2030 [3] . Therefore regular screening is the most efficient way of reducing the vision loss.
Diabetic Retinopathy is mainly caused by the changes in the blood vessels of the retina due to increased blood glucose level. Exudates are one of the primary sign of Diabetic Retinopathy [5] . Exudates are yellow-white lesions with relatively distinct margins. Exudates are lipids and proteins that deposits and leaks from the damaged blood vessels within the retina. Detection of Exudates by ophthalmologists is a laborious process as they have to spend a great deal of time in manual analysis and diagnosis. Moreover, manual detection requires using chemical dilation material which takes time and has negative side effects on patients. Hence automatic screening techniques for exudates are preferred.
Overview of State of Art
Alireza Osareh et al [2] proposed a method for automatic identification of exudates based on computational Intelligence technique The colour retinal images were segmented using fuzzy c-means clustering. Feature vector were extracted and classified using multilayer neural network classifier. Akara Sopharak et al [6] reported the result of an automated detection of exudates from low contrast digital images of retinopathy patients with non-dilated pupils by Fuzzy C-Means clustering. Four features such as intensity, standard deviation on intensity, hue and a number of edge pixels were extracted and applied as input to coarse segmentation using FCM clustering method..
Niemeijer et al [7] distinguished the bright lesion like exudates, cotton wool spots and drusen from colour retinal images. In the first step, pixels were classified, resulting in a probability map that included the probability of each pixel to be part of a bright lesion.
Walter et al [4] identified exudates from green channel of the retinal images according to their gray level variation. The exudates contours were determined using mathematical morphology techniques. However the author ignored some types of errors on the border of the segmented exudates in their reported performances and did not discriminate exudates from cotton wool spots.
II. Imaging And Image Acquisition
To evaluate the performance of this method, the digital retinal images were acquired using VISUCAM from CARL ZEISS MEDITEC at a nearby hospital. These retinal images are acquired through high sensitive color fundus camera with the illumination, resolution, field of view, magnification and dilation procedures kept constant. 
Image Pre-Processing And Processing
Colour fundus images often show important lighting variation, poor contrast and noise. In order to reduce these imperfections [11] and generate images more suitable for extracting the pixel features in the classification process, a preprocessing comprising the following step is applied. 1) RGB to HSI conversion 2) Median Filtering 3) Contrast Limited Adaptive Histogram Equalization (CLAHE). RGB to HSI Conversion:
The input retinal images in RGB Colour space are converted to HSI colour space. The noise in the images are due to the uneven distribution of the intensity (I) component. Median Filtering:
In order to uniformly distribute the intensity throughout the image, the I-component of HSI colour space is extracted and filtered out through a 3X3 median filter.
Contrast Limited Adaptive Histogram Equalization (CLAHE):
The contrast limited adaptive histogram equalization is applied on the filtered I-component of the image [12] . The histogram equalized I component is combined with HS component and transformed back to the original RGB colour space. 
Image Segmentation Based On K-Means:
Image segmentation is the process of partitioning of an image into meaningful regions based on homogeneity or heterogeneity criteria. Image segmentation can be pixel oriented, contour oriented, region oriented, model oriented, color oriented and hybrid. In this approach, we present a novel image segmentation based on colour features from the images. The work is divided into two stages: First, enhancing the colour separation is done by extracting the a*b* components from the L*a*b* colour space of the preprocessed image. Then, the regions are grouped into a set of five clusters using K-means Clustering algorithm. By this two step process, we reduce the computational cost avoiding feature calculation for every pixel in the image [13] . The entire process can be summarized in following steps:
Step 1: Read the image. Fig 2.4 shows the example input retinal image with exudates.
Step 2: Convert the image from RGB colour space to L*a*b* colour space (Figure 2 .5). L*a*b* colour space helps us to classify the color differences. It is derived from the CIE XYZ tristimulus values. L*a*b* colour space consists of a Luminosity layer L*, chromaticity layer a* indicating where the colour falls along the redgreen axis, chromaticity layer b* indicating where the colour falls along the blue-yellow axis. All of the colour information is in the a* and b* layer. The difference between two colours can be measured using the Euclidean distance. Figure2.5 CIE L*a*b colour space conversion
Step 3: Segment the colours in a*b* space using K-means clustering. Clustering is a way to separate groups of objects. K-Means Clustering treats each object as having a location in space. It finds partition such that objects within each cluster are close to each other as possible and as far from other objects in other clusters as possible.
The algorithm requires that we specify the number of clusters to be partitioned and a distance metric to quantify how close two objects are to each others. Since the colour information exist in the a*b* space, our objects are pixels with a* and b* values. Use K-means to cluster the objects into five clusters using the Euclidean distance metric.
Step 4: Label every pixel in the image using the result from K-means .For every objects in the input, K-means returns an index corresponding to a cluster. Label every pixel in the image with its cluster index.
Step 5: Create images that segment the images by colour.
Step 6: Since the Optic Disc and Exudates are homogenous in their colour property, cluster possessing Optic Disc is localized for further processing.
III. Feature Extraction:
To classify the localized segmented image into exudates and Non-exudates, a number of features based on colour and texture are extracted using Gray Level Co-occurrence Matrix (GLCM) . GLCM is a tabulation of how often different combination of pixel brightness values occur in a pixel pair in an image. Each element (i, j) in GLCM specifies the number of times that the pixel with value i occurred horizontally adjacent to a pixel with value j. The resulting matrix was analyzed and based on the existing information, the feature vectors are formed [14] .
HOMOGENEITY:
Based on colour, the feature vector is computed directly from RGB colour space [15] and it is given by:
FV=[ FE(R), FE(RG), FE(RB), FE(G), FE(GB), FE(GR), FE(B), FE(BG), FE(BR) ]
Where FE represents creating a GLCM and computing homogeneity for this matrix .
CLASSIFICATION USING SUPPORT VECTOR MACHINE (SVM):
The standard SVM is a binary classifier which has found widespread use in pattern recognition problems such as image and audio recognition, handwriting recognition, medicine, science, finance and so on.
The support vector machine or SVM framework is currently the most popular approach for "off-theshelf" supervised learning. 
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There are three properties that make SVMs attractive: 1. SVMs construct a maximum margin separator-a decision boundary with the largest possible distance to example points. This helps them generalize well. 2. SVMs create a linear separating hyper plane, but they have the ability to embed the data into a higherdimensional space, using the so-called kernel trick. Often, data that are not linearly separable in the original input space are easily separable in the higher dimensional space. The high-dimensional linear separator is actually nonlinear in the original space. This means the hypothesis space is greatly expanded over methods that use strictly linear representations. 3. SVMs are a nonparametric method-they retain training examples and potentially need to store them all.
On the other hand, in practice they often end up retaining only a small fraction of the number of examples-sometimes as few as a small constant time the number of dimensions. Thus SVMs combine the advantages of nonparametric and parametric models: they have the flexibility to represent complex functions, but they are resistant to over fitting.The input points are mapped to a high dimensional feature space, where a separating hyper-plane can be found. The algorithm is chosen in such a way as to maximize the distance from the closest patterns, a quantity which is called the margin. SVMs are learning systems designed to automatically trade-off accuracy and complexity by minimizing an upper bound on the generalization error. In a variety of classification problems, SVMs have shown a performance which can reduce training and testing errors, thereby obtaining a higher recognition accuracy. SVMs can be applied to very high dimensional data without changing their formulation. Table III shows the feature extraction of 10 abnormal images from E1 to E10 and 5 normal images from N1 to N5. The correlation, contrast, energy and homogeneity has been compared for abnormal and normal image. Table IV shows different parameter values of a single normal and a single abnormal image.
IV. Results and Discussion
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V. CONCLUSION
Exudates are one of the earlier signs of diabetic retinopathy. The low contrast digital image is enhanced using Contrast Limited Adaptive Histogram Equalization (CLAHE). The Contrast enhanced color image is segmented using K-means clustering, which is one of the simplest unsupervised learning algorithm for image segmentation. The diabetic retinopathy images were collected from nearby hospital and the features extracted have been compared with publicly available STARE and DRIVE database. K-means clustering takes less computational time compared to FCM. It provides more color information from which the result of classification will be improved. To Classify these segmented image into exudates and non-Exudates, a set of features based on texture and color are extracted using Gray Level Co-Occurance Matrix (GLCM). The selected features are classified into exudates and non-exudates using Support Vector Machine (SVM) Classifiers.. Using this approach, the exudates are detected with 96% success rate. The Detection of Microaneurysm which is one of the earlier symptoms of Diabetic Retinopathy can be predicted and its performance can be compared in the future work. Using the same method detection of maculopathy can be done in future and the features can be extracted.
