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Abstract
In this short note we continue our study of Koszul–Vinberg algebroids which form a subcategory
of the category of Lie algebroids, and which appear naturally in the study of affine structures, affine
and transversally affine foliations [N. Nguiffo Boyom, R. Wolak, J. Geom. Phys. 42 (2002) 307–317].
We prove a local decomposition theorem for KV-algebroids. Using the notion of KV-algebroids we
introduce a new class of singular foliations: affine singular foliations. In the last section we study the
holonomy of these foliations and prove a stability theorem.
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The note is organized as follows. In the first section we recall the definitions of a
KV-algebra and KV-algebroid, the Bauer–Dufour decomposition theorem for Lie alge-
broids (see also [3]) as well as some of their basic properties. In Section 2 we introduce
the concept of the index of a KV-algebroid and prove some of its basic properties, and Sec-
tion 3 presents the proof of the index theorem, which, in fact, gives a local decomposition
theorem for KV-algebroids. In Section 4, we study transversal KV-algebroids and prove a
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468 M. Nguiffo Boyom, R. Wolak / Bull. Sci. math. 128 (2004) 467–479decomposition theorem. In the case of singular affine foliations the holonomy of leaves is
very particular as we show in Section 5. A stability theorem completes the section.
1. Notations. Definitions
We consider smooth connected and paracompact manifolds. All geometrical objects are
also smooth. If V is a vector bundle over a smooth manifold M, then by Γ (V ) we denote
the C∞(M,R)-module of smooth sections of V, and for any subset U of M Γ (V,U) is
the module of smooth sections of V over U .
Definition 1.1. A Koszul–Vinberg algebra is an algebra A whose trilinear transformation
(a, b, c)= a(bc)− (ab)c is symmetric with respect to the first two arguments a and b.
Let ϕ be a homomorphism of a vector bundle V into a vector bundle V ′; we denote by
the same letter ϕ the C∞(M,R)-homomorphism of Γ (V ) into Γ (V ′).
Definition 1.2. An algebroid of Koszul–Vinberg (respectively a Lie algebroid) is a couple
(V , a) where V is a vector bundle over the base manifold M and whose module of sections
Γ (V ) has the structure of a Koszul–Vinberg algebra over R (respectively Γ (V ) has the
structure of a Lie algebra over R) and a is a homomorphism of the vector bundle V into
TM satisfying the following properties:
(i) (f s).s′ = f (ss′) ∀s, s′ ∈ Γ (V ), ∀f ∈C∞(M,R);
(ii) s.(f s′)= (a(s)f )s′ + f (ss′) (respectively [s, f s′] = (a(s)f )s′ + f [s, s′]).
Clearly finding normal forms is a fundamental step towards the classification of
singularities of smooth data on manifolds, cf. J. Martinet, cf. [9], B. Malgrange, cf. [8],
R. Roussarie, cf. [13]. Recently, Jean Paul Dufour has proved the following important
result, cf. [4], although a similar result not formulated in the language of algebroids can be
found in M. Bauer’s thesis, unpublished, cf. [2].
Theorem. Let (V , a) be a smooth Lie algebroid of rank n on a manifold M of dimension m.
Let r be the rank of the anchor map a at a point x0 ∈ M. Then there exists a connected
open neighbourhood U of x0 subject to the following requirements:
(a) U is the domain of a basis σ = (α1, . . . , αr , β1, . . . , βn−r ) of local sections of V,
(b) U is the domain of a system of local co-ordinates ϕ = (x1, . . . , xr, y1, . . . , ym−r )
(c) σ and ϕ are related as follows:
(i) a(αi)= ∂∂xi , 1 i  r;a(βj)(x0)= 0,(ii) [αi,βj ] = 0 for 1 i  r , 1 j  n− r ,
(iii) ∀j a(βj ) does not depend on x1, . . . , xr ,
(iv) ∀j, k [βj ,βk] =∑>q γ jkβ, where the functions γ jk depend only on {y1, . . . ,
ym−r }.
Remark 1.3. (i) If we equip Γ (V ) with the bracket [s, s′] = ss′ − s′s then the Koszul–
Vinberg algebroid (V , a) becomes a Lie algebroid.
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Lie algebras, i.e. a([s, s′])= [a(s), a(s′)], cf. [10].
(iii) Let (V , a) be a Lie algebroid and let S ∈ Γ (V ) such that a(S)(x) = 0, x ∈ M,
then C∞(M)S is a local Lie algebroid of rank 1 of (V , a); this property is no longer true
for Koszul–Vinberg algebroids and it is one of the main problems in adapting to Koszul–
Vinberg algebroids the techniques of local normalisation of Lie algebroids, cf. [4].
Let A be a Koszul–Vinberg algebra; a A-module is a vector space W equipped with a
right action and a left action of A related by the following equalities: for any a, b ∈ A,
and any w ∈ W we have a(bw) − (ab)w = b(aw) − (ba)w and a(wb) − (aw)b =
w(ab)− (wa)b.
To any A-module W we associate the complex of cochains C(A,W) graduated by the
following subspaces:
Co(A,W) = {w ∈ W/a(bw)= (ab)w,∀a, b ∈A},
Cq(A,W) = HomR(⊗qA,W) for q > 0.
The coboundary operator δq :Cq(A,W) → Cq+1(A,W) is given by the formulas below:
δo(w)(a)= −aw +wa ∀(a,w) ∈A× Co(A,W),
(δqθ)(a1, . . . , aq+1) =
∑
jq
(−1)j{aj θ(. . . , aˆj . . . , aq+1)+ (θ(. . . , aq, aj ))aq+1},
where
aj θ(c1, . . . , cq) = aj
(
θ(c1, . . . , cq)
)−
q∑
k=1
θ(. . . , ajck, . . . , cq).
The cohomology which we use in Section 4 is that of the complex C(−,−) defined
above.
2. Local index of a Koszul–Vinberg algebroid
In the rest of the paper, we only consider algebroids whose anchor map induces an
injective mapping of Γ (V,U) into X (U) for any open set U in the base of the algebroid.
This restriction is motivated by our interest in transverse structures of locally flat singular
foliations. This assumption permits us to transport to a(Γ (V )) the multiplicative structure
of the Koszul–Vinberg algebra (V , a) whose multiplication is given by the formula
a(s) · a(s′)= a(ss′). (1)
We may also obtain (1) assuming that ker(a :Γ (V ) → X (M)) is a two-sided ideal. With
the above multiplication in a(Γ (V )) the leaves of the singular foliation a(Γ (V )) are
locally flat manifolds.
Definition 2.1. Let (V , a) be a Koszul–Vinberg algebroid of rank n over a manifold M
of dimension m. We say that (V , a) has a positive index at a point x0 ∈ M if there exists
(q,U), where q is a positive integer and U is an open neighbourhood of x0 equipped with
a system of local co-ordinates (x1, . . . , xm) and a basis (α1, . . . , αn) of local sections of V
satisfying the following conditions:
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(iii) αiαj = αjαi = 0 ∀i  q and j = 1, . . . , n,
(iv) ∀j, k > q αjαk =∑>q γ jk(xq+1, . . . , xm)α.
Example 1. If n = 1, then ∀x ∈ M − ∑(a) (V, a) has positive index at any point;∑
(a)= {x ∈M/a(x)= 0 ∈ Hom(Vx, TxM)}.
In fact, let S ∈ Γ (V ) such that a(x)S(x) = 0. If SS = 0, then (V , a) has a positive index
at the point x; if not then without loosing generality, we can assume that (S.S)(x) = 0; then
let g be a smooth function on a neighbourhood of x defined by
SS = gS. (2)
It is not difficult to see that one can find a smooth function f on an open neighbourhood
x which is a solution of the following Cauchy problem:
a(S)f + fg = 0,
f (x)= 1.
Then (f S)(f S)= 0.
Let (V , a) be a Koszul–Vinberg algebroid of rank n. We consider Mr = M −∑(a) and
ρa(x)= rang(a(x) :Vx → TxM); of course Mr is an open subset of M, and if y ∈ Mr we
denote by Mr(y) the connected component of Mr containing y.
Definition 2.2. If (V , a) has a positive index at a point x, then we put IndV (x)= max{k ∈
Z/ Definition 2.1 is satisfied at the point x for q = k}.
Lemma 2.3. Let u ∈ Mr(y) be such that ρa(u)  ρa(x) ∀x ∈ Mr(y). Then IndV (u) is
positive.
Proof. Let U an open neighbourhood of u in Mr(u) such that ρa(x) = ρa(u) for all x
in U . We denote V (U) the restriction of V to U and Γ (U) = Γ (V,U); a(Γ (U)) defines
a regular locally flat foliation in U . Without loss of generality, we can assume that over
U both vector bundles V and TM are trivial, and that there are local co-ordinates of M
on this open subset. We identify V (U) and T U with open sets Ω × Rn ⊂ Rm × Rn and
Ω × Rm ⊂ Rm × Rm, respectively. The anchor a of (V (U), a) is a smooth mapping of
constant rank of Ω × Rn into Ω × Rm of the form a(x, v) = (x, aˆ(x, v)) = (x, a(x).v).
The differential of a at the point (x,0) ∈ Ω × Rn is a linear application of Rm × Rn into
R
m × Rm defined by a′(u,ρ)(X,v) = (X,a(u)v). Let P be the projection of Rm × Rm
onto Rm × im(a(u)) and applying the classical constant rank theorem we reduce our
considerations to the following case:
Pa = a(u). (3)
That is
P
(
a(x, v)
)= (x, a(u)v) ∀(x, v) ∈Ω × Rn. (4)
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S ∈ Γ (U), then we have
P
(
a
(
x,S(x)
))= (x, a(u)S(x)) ∈Ω × Rρa(u). (5)
The formula (4) defines a locally flat foliation of Ω ⊂ Rm whose leaves are
{(x1 . . . xm−ρa(u))} × Q where Q is an open connected subset of Rρa(u). The covariant
derivative ∇(x) varies smoothly with {x1, . . . , xm−ρa(u)} ∈ Rm−ρa(u). Thus we will have
affine co-ordinates xˆ . . . xˆρa(u). In other words, at any point x ∈Ω there exist ρa(u) smooth
functions xˆ1 . . . xˆρa(u) such that ∇(x)( ∂∂xˆi , ∂∂xˆj ) = 0. (We use the notation ∇(x)(X,Y ) for
∇XY.) The vector fields ∂∂xˆi are the images by a(u) of the sections α1 . . .αρa(u) which
satisfy the following conditions
Pa(αi)= a(u)(αi)= ∂
∂xˆi
, i  ρa(u). (6)
Representing Ω × Rm = Ω × Rρa(u) ⊕ Ω × Rm−ρa(u), which is equivalent to choosing
another projection defined on Rn×Rm with the kernel Rm× im(a(u)). Taking into account
our assumptions (e.g. that the anchor is injective on Γ (U)), the relations ∇( ∂
∂xi
, ∂
∂xj
) = 0
imply that αiαj = 0 ∀i, j  ρa(u). If Ω × Rn is a subset Rn × Rn = Rm × kera(u) ⊂
Rm ×L and a(u)(L) L, then one can choose n− ρa(u) local sections β1, . . . , βn−ρa(u),
which are linearly independants in a neighbourhood of u and have values in ker(a(u)).
We set αρa(u)+j = βj , j = 1 . . .n − ρa(u), and we obtain a basis of local sections
{α1, . . . , αn} = {α1, . . . , αρa(u), βn−ρa(u)} which verify the following conditions
a(αi)= ∂
∂xi
, ∀i  ρa(u); (7)
a(αj )(x)= 0 for j > ρa(u). (8)
Conditions (7), (8) ensure that the local sections (α1, . . . , αn) satisfy the conditions (i)
and (iii) of Definition 2.1, that is, among other things, αiαj = αjαi = 0 ∀i  ρa(u). To
finish the proof, we supplement the functions x1, . . . , xρa(u) so that we have a system of
local co-ordinates x1, . . . , xm defined in a neighbourhood of u. It is easy to verify that the
systems (x1, . . . , xρa(u), . . . , xm) and (α1, . . . , αρa(u), . . . , αn) verify the conditions (i)–(iv)
of Definition 2.1 with q = ρa(u). We have already discussed conditions (i) and (iii). We
know that for j > ρa(u) a(αj ) does not depend on x1, . . . , xρa(u). It remains to prove
that for j, k > ρa(u) αjαk is of the form
∑
>ρa(u)
γ jkα, where the functions γ

jk do not
dependent on x1, . . . , xρa(u).
We put
αjαk =
∑
ρa(u)
γ jkα +
∑
>ρa(u)
γ jtα.
Then
a(αjαk) = ∇a(αj )a(αk)= a(αj ).a(αk)
=
∑
ρ (u)
γ jk
∂
∂x
+
∑
>ρ (u)
γ jka(α).a a
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a(αjαk)we obtain that γ jk are null for  ρa(u); the last conclusion together with the fact
that αiαj = αjαi = 0, ∀i  ρa(u), demonstrates that the property (iv) of Definition 2.1
is satisfied for (x1, . . . , xm) and (α1, . . . , αn). Thus we conclude that the above local
systems satisfy the conditions of Definition 2.1 for q = ρa(u) . Thus Lemma 2.3 has been
proved. 
LetM be the open subset of Mr(u) formed by x such that IndV (x) is positive.
Lemma 2.4. With the above notationsM is closed in Mr(u).
Proof. Let u1 be a point of Mr(u) in the closure of M. Let’s consider an open
neighbourhood U1 of u1 in Mr(u). Assume that U1 is the domain of a local co-ordinates
of M and of a basis {S1, . . . , Sn} of local sections of A. Let ε be a positive real number and
let c : [−ε, ε] → Mr(u) be a smooth path satisfying the following conditions: c(0) = u1,
im(c)− {u1} ⊂M for any t ∈ [−ε, ε] − {0} q(t)= IndV (c(t)) is positive. Without losing
generality we can assume that c is in the leaf of a(Γ (V )) which passes through u1. Let Γ kij
be the structure functions of Γ (V ) with respect to the basis S1, . . . , Sn, i.e. for i, j  n we
have
SiSj =
∑

Γ kij Sk. (9)
Let α ∈ Γ (V (U1)), and α =∑ni=1 fiαi . Consider the system of differential equations
Siα = 0, i = 1, . . . , n. (10)
Taking into account (9), the system (10) is equivalent to the following system
a(Si)fk +
n∑
i=1
Γ kijfj = 0, 1 i, k  n. (11)
For any t = 0 in a neighbourhood of c(t) there exist a local system of co-ordinates
(x1, . . . , xm), a base (α1, . . . , αn) of local sections of V, and a positive integer q(t)
satisfying the properties (i)–(iv) of Definition 2.1; that is
(i) a(αi)= ∂∂xi ∀i  q(t),
(ii) ∀j > q(t), a(αj ) do not depend on x1 . . . xq(t),
(iii) αiαj = αjαi = 0 ∀i  q(t),
(iv) ∀j, k > q(t) αjαk = ∑
>q(t)
γ jk(xq(t)+1, . . . , xm)α.
(12)
The condition (i) of (12) means that α1, . . . , αq(t) are solutions of the following problem:
Sjα = 0, j = 1, . . . , n,
a
(
α
(
c(t)
))= ∂
∂xi
(
c(t)
) (13)
defined in an open neighbourhood of c(t). The solutions of (13) dependent smoothly on
initial conditions, so one can extend each solution of (13) to a solution of the same problem
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we can define in an open neighbourhood of u1 a positive integer q and an incomplete
basis (α1, . . . , αq) of local sections formed by solutions of (10). Changing a(αi) at the
same moment one obtains an incomplete system of local co-ordinates x1, . . . , xq satisfying
a(αi)= ∂∂xi for i = 1, . . . , q.
Next, we complete the system (α1, . . . , αq) to a basis of local sections (α1 . . .αq β1 . . .
βn−q) defined on a neighbourhood of u1. Let us put αq+j = βj , j = 1, . . . , n − q. Let
ckij be the structure functions of Γ (V ) with respect to the local basis α1, . . . , αq , . . . , αn
defined above, that is αiαj =∑k ckij αk.
Now we consider the system
αiα = 0, ∀i  q. (14)
Put α =∑nj=1 gjαj , then the system (14) can be written as
∂
∂xi
gk +
n∑
j=1
ckij gj = 0. (15)
The sections α1, . . . , αq are solutions of (14). On the other hand we know that t = 0
(14) has other n− q solutions σ1 . . . σn−q defined on a neighbourhood of c(t) having the
following properties:
(i) rang(α1 . . .αq , σ1 . . . σn−q ) = n,
(ii) a(σj ) do not depend on x1, . . . , xq,
(iii) σj σk =∑ θk σ with ∂∂xi θjk = 0 ∀i  q.
(16)
It is easy to extend the σj to sections defined on an open neighbourhood of u1 and
satisfying the above properties (i)–(iii). Thus we can extend (x1 . . . xq) to a system of local
co-ordinates (x1, . . . , xq, y1, . . . , ym−q) defined in a neighbourhood of u1 and such that
the systems (α1, . . . , αq, σ1, . . . , σn−q ) and (x1, . . . , xq, y1, . . . , ym−q) are related by (12).
This shows that IndV (u1) is positive. This completes the proof of Lemma 2.4. 
Remark 2.5. Taking up the system (15) once again, one can consider each of the equations
of (15) as an ordinary linear differential equation and apply to it the resolvent method.
The compatibility conditions are assured by the relations αiαj = 0 ∀i, j  q. This
permits us to obtain directly the existence of σ1, . . . , σn−q defined in a neighbourhood
of u1 and satisfying (16).
Lemmas 2.3 and 2.4 permit to formulate the following result.
Theorem 2.6. At any point x ∈Mr, IndV (x) is positive.
3. Index theorem
We keep the notation of Sections 1 and 2, and let (V , a) be a Koszul–Vinberg algebroid
of rank n over a smooth manifold M of dimension m.
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Proof. We are going to use induction on n = rang(V ). If n = 1, Theorem 2.5 gives the
expected result.
Suppose that rank(V )= n+ 1 and that Theorem 3.1 is true for algebroids of rank n.
By contradiction we are going to prove IndV (x)= n+ 1 ∀x ∈ Mr. In fact, let x0 ∈Mr,
where IndV (x0) is not equal to ρV (x0). Of course IndV (x0) < ρa(x0).
Let r = ρa(x0) − IndV (x0). Let U0 be a neighbourhood of x0 and the domain
of a local co-ordinate system (x1, . . . , xq, . . . , xm) and of a basis of local sections
(α1, . . . , αq , . . . , αn+1), q = IndV (x0). We assume that the co-ordinates and the basis
above are related by (12):
(i) a(αi)= ∂∂xi ∀i  q ;(ii) ∀j > q a(αj ) does not depend on x1, . . . , xq ;
(iii) αiαj = αjαi = 0 ∀i  q ;
(iv) ∀j, k > q αjαk =∑>q γ jk(xq+1, . . . , xm)α.
The sections α1, . . . , αq generate a local regular Koszul–Vinberg subalgebroid of rankq.
Let F be the subring of the ring C∞(U0,R) formed by functions which depend only
on xq+1, . . . , xm. The F -module generated by αq+1, . . . , αn defines a Koszul–Vinberg
algebroid (Vc, a) over each plaque
U0(c)=
{
(x1 . . . xm) ∈ U0(x1, . . . , xq)= constant
}
. (17)
To this algebroid we can apply Theorem 3.1, since its rank is equal to n+1−q. It is obvious
that ρVx (x0) = r. In a neighbourhood of x0 there exist m− q functions xˆq+1 . . . xˆm, which
depend smoothly only on xq+1, . . . , xm, that is each xˆj ∈ F, and n+1−q smooth sections
αˆq+1, . . . , αˆq+r , . . . , αˆn+1 satisfy (12); in other words these two objects are related by the
following:
(i) a(xˆi)= ∂∂xˆi , i = q + 1, . . . , q + r;
(ii) ∀j > q + r a(xˆj ) does not depend on xˆq+1, . . . , xˆq+r;
(iii) αˆi αˆj = αˆj αˆi = 0 ∀i = q + 1, . . . , q + r;
(iv) ∀j, k > q + r αˆj αˆk =∑>q+r θjk(xˆq+r+1 . . . xˆn+1)αˆ.
Since (Vc, a) is generated by the F -module of the basis αq+1 . . . αn+1, the system
(α1, . . . , αq , αˆq+1, . . . , αˆn+1) is a basis of local sections of V satisfying the conditions
αiαˆj = αˆjαi = 0 ∀i  q. On the other hand (x1, . . . , xq, xˆq+1 . . . xˆm) is a local co-
ordinate system of M defined in a neighbourhood of x0. It is not difficult to see
that the two systems (αˆ1, . . . , αˆq , αˆq+1, . . . , αˆn+1) = (α1, . . . , αq , αˆq+1, . . . , αˆn+1) and
(xˆ1, . . . , xˆq , xˆq+1, . . . , xˆm) = (x1, . . . , xq, xˆq+1, . . . , xˆm) are related by (12) with qˆ = q+r.
Hence IndV (x0) = ρa(x0), which contradicts our working assumption. The proof of
Theorem 3.1 has been completed. 
Remark 3.2. Our results are also valid for Lie algebroids, it is sufficient to replace the
Koszul–Vinberg multiplication by the Lie bracket; however, the proofs of Theorems 2.5
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the following fact: if (V , a) is a Lie algebroid and if S ∈ Γ (V ) satisfies the condition
a(S)(x) = 0, then S generates a local Lie subalgebroid of rank 1. As we have already
pointed out, this phenomenon is no longer true in the case of Koszul–Vinberg algebroids;
the process of “reduction” is therefore more delicate.
4. Transversal algebroid. Decomposition
Let (V , a) be a Koszul–Vinberg algebroid over M and of rankn. For us the points of∑
(a) are singular leaves of (V , a). We associate to each non-singular leaf of (V , a) a local
Koszul–Vinberg algebroid along this leaf.
Let u ∈ Mr ; put q = ρa(u). Let us consider a local system of co-ordinates (x1 . . . xm)
and a base α1, . . . , αn of local sections of V, related by (12). Let F = C∞((xq+1, . . . ,
xm),R). Denote by Jo,Go and T ou the free F -modules of basis {α1, . . . , αq }, {α1, . . . , αn}
and {αq+1, . . . , αn}, respectively. They are Koszul–Vinberg subalgebras of Γ (V (U)),
where U is an open neighbourhood of u, the domain of the xj and αi. The multiplication
is trivial and it makes out of Jo a two-sided ideal of Go. Thus we have the following split
exact sequence of Koszul–Vinberg algebras
0 → Jo → Go → T ou → 0. (18)
If we consider Go as an extension of the Koszul–Vinberg algebra T ou by the T ou -
module Jo, then the class [Go] ∈ EXT1(T ou ,Jo) is zero. It means that Go represents the
zero class in H 2(T ou ,Jo). We note that C∞(U,R)Jo is a Koszul–Vinberg subalgebra of
Γ (V (U)) = C∞(U,R)Go, but not a two-sided ideal (in fact, it is a left ideal). However,
from (18) one gets a split exact sequence of C∞(U,R)-modules
0 → C∞(U,R)Jo → Γ (U) →C∞(U,R)T ou → 0. (19)
If (xˆ1, . . . , xˆm) and (αˆ1, . . . , αˆn) are also related by (12) at any point of the leaf of
(V , a) passing by u, and if U ∩ Û = ∅ (Û is the domain of xˆi and xˆj ), then it is easy to
verify that T ouo and Tˆ
o
uo
coincide for all uo ∈ U ∩ Û . Therefore we have a local algebroid
(Tu, a) defined in a neighbourhood of the leaf F(u) of the foliation of Mr by the orbits of
a(Γ (V )); the points of the leaf F(u) are singular leaves of (Tu, a). We recall that in the
open set U Tu(U) = C∞(U,R)T ou .
Definition 4.1. Let (V , a) and (V ′, a′) be two Koszul–Vinberg algebroids over the same
smooth manifold M and ρ :V → V ′ a homomorphism of vector bundles, then ρ is a
morphism of Koszul–Vinberg algebroids if a′ ◦ ρ = a.
When the algebroids satisfy our assumption of injectivity, a(Γ (U))  Γ (U), any
morphism of Koszul–Vinberg algebroids induces a homomorphism of the Koszul–Vinberg
algebra Γ (V ) into Γ (V ′).
Definition 4.2. We say that two algebroids (V , a) and (V ′, a′) are subordinated if ∀x ∈ M
there is an affine inclusion relation between their leaves passing by the point x; (V , a) is
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submanifold of that of (V ′, a′) passing through x.
The subordination relation of Koszul–Vinberg algebroids induces an equivalence
relation. If there exists a morphism of an algebroid (V , a) into (V ′, a′), then (V , a)
subordinated to (V ′, a′). We note that the relation of subordination itself between
(V , a) and (V ′, a′) does not give any information on the relation between a(Γ (V )) and
a′(Γ (V ′)).
Let u ∈M − (∑(a)∪∑(a′)), the algebras T ou and T ′ou are well-defined as well as their
representations a and a′ into the Lie algebra X(M) of differential operators of first order.
When we talk about a morphism of T ou into T ′ou , we always mean a homomorphism of
Koszul–Vinberg algebras ρ :T ou → T ′ou satisfying a′ ◦ ρ = a.
To make matters simpler, we just talk of a homomorphism ρ of (T ou , a) into (T ′ou , a′).
We also denote by 〈T ou , a〉 the isomorphism class of (T ou , a). Now return to an open
neighbourhood U of u ∈M − (∑(a)∪∑(a′)). We suppose that U is a domain leading to
exact sequences 0 → Jo → Go → T ou → 0 and 0 → J′o → G′o → T ′ou → 0.
We know that the classes [Go] and [G′o] are null in Ext1(T ou ,Jo) and in Ext1(T ′ou ,J′o),
respectively.
Now we propose to study the correspondence which associates to each x ∈ M −∑(a)
the couple (ρa(x), 〈T ox , a〉). Denote by Fa the foliation of M by the orbits of a(Γ (V )).
When (V , a) and (V ′, a′) are subordinated to one another the locally flat structures of
leaves of Fa are the same as those of leaves of Fa′ .
Denote by 〈V,a〉 the isomorphism class of Koszul–Vinberg algebroids of (V , a). The
main result of this section is the following:
Theorem 4.1. Let KV (M) be the category of Koszul–Vinberg algebroids over M and
let KV [M] be the set of the local isomorphisms classes 〈V,a〉 of (V , a) from KV (M).
The functor which associates to 〈V,a〉 the function (ρa, 〈T o, a〉)(x)= (ρa(x), 〈T ox , a〉) is
bijective.
Proof. Let (V , a) and (V ′, a′) be two Koszul–Vinberg algebroids over the same man-
ifold M. At any point x ∈ M − ∑(a) one has the index ρa(x) and the isomor-
phism class 〈T on , a〉. Theorem 4.1 asserts that 〈V,a〉 = 〈V ′, a′〉 iff (ρa, 〈T o, a〉) =
(ρa′, 〈T ′o, a′〉). The condition is obviously necessary. In fact, if 〈V,a〉 = 〈V ′, a′〉,
then Fa′ = Fa′ . Moreover, the Koszul–Vinberg algebras Γ (V ) and Γ (V ′) are locally
isomorphic. Let {(x1, . . . , xq, . . . , xm), (α1, . . . , αq, . . . , αn)} and {(x ′1, . . . , x ′q, . . . , x ′m),
(α′1, . . . , α′q , . . . , α′n)} be the data that give the following exact sequences:
0 → Jo → Go → T ou → 0,
0 → J′o → G′o → T ′ou → 0.
The local co-ordinates (x ′1, . . . , x ′q) are affine functions of (x1, . . . , xq). This remark
assures the existence of a local isomorphism of Γ (V ) and Γ (V ′) inducing an isomorphism
of (Go,Jo, a) onto (G′o,J′o, a′). In other words, (T ou , a) is isomorphic to (T ′ou , a) for each
u ∈ Mr.
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consider an open neighbourhood U of u and consider local co-ordinates (xi) and (x ′i ) as
well as bases of local sections (αi) and (α′j ), which define the exact sequences
0 → Jo → Go → T ou → 0, (20)
0 → J′o → G′o → T ′ou → 0. (21)
Since ρa(u)= ρa′(u) = q, the functions x ′1, . . . , x ′q are affine functions of co-ordinates
(x1, . . . , xq). Taking as the centre of these co-ordinates the point u ∈ Mr, we have x ′i =∑q
j=1 λij xj , λij ∈ R.
Let ϕu be an isomorphism of (T ou , a) onto (T ′ou , a′). Up to an R-linear isomorphism
(Λ,ϕu) of Jo ⊕ T ou onto J′o ⊕ T ′ou , one can identify J′o with Jo, and T ′ou with T ou (Λ is
the inverse matrix of [λij ]). Then Go and G′o are in the null class of Ext1(T ou ,Jo) 
H 2(T ou ,J
o).
The couple (Λ,ϕ) defines an isomorphism of (Go, a) onto (G′o, a′), that is, we have
the following equality:
α′o(Λ,ϕ)= a. (22)
Since C∞(U,R).Go = Γ (V (U)) and C∞(U,R).G′o = Γ (V ′(U)), the couple (Λ,ϕ)
can be extended to a C∞(U,R)-linear isomorphism of Γ (V (U)) onto Γ (V ′(U))
satisfying (22). In other words, (Λ,ϕ) is a local isomorphism of (V , a) onto (V ′, a′). This
ends the proof of Theorem 4.1. 
Remark 4.2. We have already mentioned that our methods (with fewer technical
difficulties) can be applied to Lie algebroids. Theorem 3.1 gives J.P. Dufour’s theorem on
normal forms (see also the Decomposition Theorem of [6]); when (V , a) is a Lie algebroid
(T ∗M,#) defined by a Poisson structure on M, our method gives the local decomposition
theorem of Alan Weinstein, cf. [14]. However, neither reference contains an analogue of
Theorem 4.1.
5. Holonomy
The image of the anchor of a KV-algebroid V is an involutive subbundle and it defines
a singular foliation FV . To obtain this result we don’t use the KV-structure only the
underlying Lie algebroid structure is needed. The KV-structure itself is responsible for
the following: each leaf of the foliation FV admits a natural affine structure induced by the
KV-algebroid structure. Summing up we have the following proposition:
Proposition 5.1. The image of the anchor of a KV-algebroid is the tangent bundle of a
foliation whose leaves are affine manifolds.
It is not difficult to check that for a regular affine foliation F the tangent bundle TF
admits a connection which is flat when restricted to any leaf of F . The bundle TF is a KV-
algebroid whose anchor is the natural inclusion of TF into TM. Therefore KV-algebroids
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i.e. foliations whose leaves are affine manifolds. A classical example of such foliations
are lagrangian foliations, cf. [15,16]. So foliations induced by such KV-algebroids can be
called “singular affine foliations”.
For singular foliations the holonomy is a very complicated concept, cf. [1,11,12]. In
the case of Poisson manifolds, cf. [5,7], and singular foliations defined by Lie algebroids,
cf. [6], a lot more can be said about holonomy. For foliations defined by KV-algebroids the
holonomy can be described even more precisely.
Let x be any point of a leaf L of FV . Let dimL= p and N be a transverse submanifold
at x, i.e. TxL ⊕ TxN = TxM and for any y ∈ N TyN + TFV = TyM, we do not assume
that the “+” is the direct sum for points other than x . Therefore the foliation FV defines a
singular foliation FN on N with a 0-dimensional leaf {x}. In the regular case this foliation
is 0-dimensional. The foliationFN is defined by a KV-algebroidVN determined as follows:
let y ∈ N, then VN(y)= {v ∈ Vy : α(v) ∈ TyN}.
Lemma 5.2. Let N1 and N2 be two transverse submanifolds at x. Then there exist open
neighbourhoods V1 of x in N1, V2 of x in N2, and a local diffeomorphism ϕ :V1 → V2
such that ϕ(x)= x and ϕ is a local KV-isomorphism.
Proof. It is a simple consequence of the splitting theorem. We choose the same co-
ordinates for i = 1, . . . , p, and then take transverse co-ordinates adapted to N1 and N2,
respectively.
Let x and y be two points in the same leaf L. Then for any leaf curve γ : [a, b] → L
such that γ (a)= x, γ (b)= y, using the splitting theorem it is possible to construct a fence
of transverse submanifolds Nt, γ (t) ∈ Nt , such that for any t ∈ [a, b] there exists a local
diffeomorphism ϕt :Na →Nt which is an isomorphism of the induced KV-algebroids KNt
on Nt . Combining this remark with Lemma 5.2 we have the following theorem:
Theorem 5.3. Let V be a KV-algebroid over a smooth manifold M inducing a singular
foliation FV on M . Let L be a leaf of FV and γ : [a, b] → L be a leaf curve. Then for
any transverse submanifolds N1 at γ (a) = x and N2 at γ (b) = y, there exists a local
diffeomorphism ϕ :N1 → N2, ϕ(x) = y, which is an isomorphism of the induced KV-
algebroids.
Any isomorphism of KV-algebroids induces a foliated diffeomorphism. To be precise,
let Vi be a KV-algebroid on the manifold Mi defining an affine foliationFi on Mi, i = 1,2.
Then a KV-isomorphism Ψ :V1 → V2 induces a foliated diffeomorphism ϕ : (M1,F1) →
(M2,F2) which preserves the affine structures induced on the leaves of F1 and F2,
respectively. When the anchor map is injective these two notions are equivalent.
Corollary 5.4. For any singular foliation FV defined by a KV-algebroid V the holonomy
homomorphism Hx of a leaf L of FV at a point x ∈ L with respect to a transverse
submanifold N at x, takes values in the group of germs foliated diffeomorphisms of
(N,FN) which preserve the affine structures on the leaves of the foliation FN .
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permits us to formulate the following stability theorem.
Theorem 5.5. Let V be a KV-algebroid over a smooth manifold M inducing a singular
foliation FV on M . Let L be a compact, transversely stable leaf of FV . If the image of the
holonomy homomorphism hL is finite, then L is stable. Moreover, each leaf near L is a
bundle over L with fiber being a finite union of affine manifolds.
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