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При решении задач моделирования радиолокационных систем широко используются методы 
спектрального анализа. Настоящая работа посвящена актуальным параметрическим методам, 
использующим белый шум в качестве возбуждающей последовательности. Рассмотрены их 
математические основы и отличия от классических методов. Выявлены достоинства и 
недостатки ряда параметрических алгоритмов. Проведено сравнение методов спектрального 
анализа по вычислительной сложности и разрешающей способности. Показано, что 
параметрические методы, а также методы, основанные на анализе собственных значений, 
обладают лучшим разрешением относительно классических методов, однако имеют большую 
вычислительную сложность. Результаты подтверждены экспериментальным моделированием в 
среде MATLAB. Полученные выводы позволяют обоснованно и эффективно подходить к 
выбору методов анализа спектра. 
Ключевые слова: радиолокация, параметрический метод, спектр, спектральная плотность 
мощности, автокорреляция, разрешающая способность, вычислительная сложность 
 
Введение 
Одной из главных проблем спектрального анализа в радиолокации является повы-
шение разрешающей способности алгоритмов анализа спектра сигнала, получаемого при-
емником радиолокационной станции [1-3]. Существует ряд методов [4-6], позволяющих 
детально анализировать спектр, от применения которых напрямую зависит, будут ли раз-
личимы отметки от двух близко расположенных объектов. Среди этих методов особое ме-
сто занимает семейство параметрических методов, актуальность применения которых 
обусловлена потенциальным превосходством их алгоритмов над алгоритмами классиче-
ских методов спектрального анализа. Однако вопрос предпочтения тех или иных методов 
должен решаться в зависимости от того, насколько выигрыш в разрешающей способности 
оправдывает повышенную вычислительную сложность параметрических алгоритмов. В 
связи с этим необходимо, отталкиваясь от математической основы методов спектрального 
анализа, провести сравнительный анализ параметрических и классических методов по вы-
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числительной сложности и разрешающей способности. Решению данной задачи на приме-
ре нескольких алгоритмов и посвящена настоящая статья. 
1. Классический подход в спектральном анализе 
При классическом подходе вычисление спектральной плотности мощности (СПМ) 
сигнала, показывающей распределение его мощности по частоте, выполняется с помощью 
дискретного преобразования Фурье (ДПФ) автокорреляционной последовательности: 
      exp 2xx xx
m
P f T r m j fTm


  . (1) 
где T  – период дискретизации, f  – частота,  xxr m  – автокорреляционная последователь-
ность (АКП), вычисляемая по формуле: 
       *xxr m E x n m x n  . (2) 
Здесь  x n   – последовательность значений дискретного сигнала,  E  – операция 
вычисления математического ожидания, а символом * обозначено комплексное сопряже-
ние. 
В зависимости от способа вычисления СПМ (прямого – через квадрат модуля ДПФ 
 x n  или косвенного – через вычисление по формуле (1) автокорреляционной последова-
тельности) можно выполнить, соответственно, периодограммные и коррелограммные 
спектральные оценки. Периодограммный метод предусматривает разбиение исходных 
данных на перекрывающиеся сегменты с целью получения статистически устойчивой 
оценки: для каждого сегмента вычисляется его спектр, после чего спектры усредняются. С 
увеличением количества сегментов дисперсия оценок уменьшается, но снижается и раз-
решение. Коррелограммный метод подразумевает вычисление коррелограммы – оценки 
АКП. Связь статистической устойчивости и спектрального разрешения аналогична перио-
дограммному методу. 
На практике исходная последовательность конечна, поэтому значения сигнала (для 
периодограммного метода) или АКП (для коррелограммного) в остальных точках допус-
кают равными нулю, что приводит к образованию ложных пиков в спектре – так называе-
мых «боковых лепестков». Для уменьшения такого растекания спектра вводят взвеши-
вающие функции (окна), применение которых, в свою очередь, снижает разрешение. 
Таким образом, главный недостаток классических методов – в их невысокой  разре-
шающей способности: частотное разрешение не может превышать значения, обратного 
длине исходной последовательности. В то же время, классические методы по-прежнему 
находят применение в современной практике цифровой обработки сигналов благодаря их 
достоинствам: 
 применимость ко многим видам сигналов; 
 высокая скорость обработки из-за относительно невысокой вычислительной слож-
ности по сравнению с неклассическими методами. 
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2. Параметрические методы спектрального анализа 
Параметрический подход подразумевает создание математической модели для ап-
проксимации порождающего процесса исследуемого сигнала. При этом СПМ становится 
функцией параметров такой модели. Применение параметрических методов не требует 
создания окон, подавляющих растекание спектра, и, следовательно, позволяет повысить 
разрешающую способность. Качество оценки определяется соответствием выбранной мо-
дели рассматриваемому процессу. 
Модель временного ряда, пригодную для аппроксимации довольно большого числа 
реальных процессов, можно представить как выход фильтра с помощью линейного разно-
стного уравнения: 
              
1 0 0
p q
k k k
x n a k x n k b k u n k h k u n k

  
         , (3) 
где [ ]u n  – возбуждающая последовательность, [ ]x n  – выходная последовательность, [ ]a k  
и [ ]b k  – комплексные коэффициенты, [ ]h k  – импульсная характеристика фильтра [5]. 
С практической точки зрения целесообразно рассмотреть класс моделей, для кото-
рых возбуждающая последовательность фильтра в формуле (3) является белым шумом с 
нулевым средним значением и дисперсией w . Формула (3) определяет модель авторег-
рессии – скользящего среднего (АРСС) порядка  ,p q , функциональная схема которой по-
казана на рис. 1. 
 
Рис. 1. Функциональная схема параметрической модели авторегресии – скользящего среднего порядка (p, q) 
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Соотношение между разрешением и дисперсией получаемой оценки определяется 
порядком модели, подобно параметрам окна в классических методах. Коэффициенты [ ]a k  
характеризуют авторегрессионную (АР) составляющую модели порядка p , а [ ]b k  – ее со-
ставляющую, соответствующую скользящему среднему (СС), порядка q . АКП в АРСС-
модели связана с параметрами модели формулой (4), что позволяет экстраполировать ее 
значения при известных параметрах. 
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Обнуление СС-параметров, кроме  0 1b  , позволяет получить частный случай 
АРСС-модели – модель авторегрессионного процесса (АР), в которой связь между пара-
метрами и АКП линейна. Аналогично, отсечение авторегрессионной части АРСС-модели 
порождает модель скользящего среднего (СС), однако связь АКП с СС-параметрами имеет 
нелинейный характер. Благодаря линейной зависимости, а также тому, что АР-спектр 
имеет острые пики, авторегрессионная модель наиболее подходит для практической реа-
лизации из трех рассмотренных. Для АРСС-моделей разработано меньше алгоритмов вви-
ду высокой вычислительной сложности, их статистические характеристики плохо иссле-
дованы. 
При известной АКП сигнала процесс спектрального оценивания на основе АР-
модели состоит из трех этапов: оценивания параметров модели по известной АКП (на-
пример, с помощью системы нормальных уравнений Юла-Уолкера), экстраполяции АКП 
на основании формулы (4), вычисления СПМ по расширенной АКП согласно формуле (5). 
      exp 2AP xx
k
P f T r k j fTk


   (5) 
Поскольку параметрический подход подразумевает экстраполяцию АКП за пределы 
p, а не заполнение ее значений нулями (как в классических методах), алгоритмы на основе 
АР-модели обладают большим спектральным разрешением. На практике АКП неизвестна, 
поэтому ее оценивают на основе имеющейся записи данных. Степень увеличения разре-
шения зависит от отношения сигнал/шум в исследуемой последовательности. 
Существует ряд АР-методов, которые отличаются способами оценки параметров мо-
дели [7]. Их основные достоинства и недостатки приведены в табл. 1. 
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Таблица 1. Авторегрессионные методы спектрального анализа 
Метод Достоинства Недостатки 
Юла-Уолкера 
Устойчивость 
формирующего фильтра 
Расщепление спектральных пиков; смещение 
спектральных пиков при анализе суммы синусоид 
с шумом 
Берга 
Устойчивость 
формирующего фильтра 
Положение спектральных пиков зависит от 
начальных фаз синусоид; расщепление 
спектральных пиков; смещение спектральных 
пиков при анализе суммы синусоид с шумом 
Ковариационный 
Возможность анализа 
сигнала, состоящего из 
синусоид 
Формирующий фильтр может быть 
нестабильным; смещение спектральных пиков 
при анализе суммы синусоид с шумом 
Модифицированный 
ковариационный 
Возможность анализа 
сигнала из синусоид. Нет 
расщепления спектральных 
пиков 
Формирующий фильтр может быть 
нестабильным; смещение спектральных пиков 
при анализе суммы синусоид с шумом 
 
Поскольку АР-методы основаны на представлении исследуемого сигнала в рамках 
АР-модели, они хорошо работают с сигналами, действительно являющимися АР-
процессами и другими сигналами с выраженными спектральными пиками. Увеличение 
порядка модели повышает не только разрешение, но и вероятность появления в спектре 
ложных пиков. Следовательно, необходима многократная оценка при различных порядках 
модели. 
Существует отдельный класс неклассических методов спектрального анализа, осо-
бенностью которых является разбиение информации, содержащейся в автокорреляцион-
ной матрице, на два векторных подпространства: сигнала и шума. Такие методы показы-
вают более качественные результаты при низком отношении сигнал/шум, чем АР-методы. 
К данному классу относятся алгоритм классификации множественных сигналов (MUSIC) 
и собственного вектора (EV). Они имеют различные модификации, улучшающие обуслов-
ленность автокорреляционной матрицы и позволяющие получать оценки высокого разре-
шения при низких отношениях сигнал/шум. При этом отношение сигнал/шум и порядок 
модели влияют на результат в большей степени, чем длина исследуемой последовательно-
сти [8-9]. 
4. Сравнительный анализ методов спектрального анализа 
Оценка вычислительной сложности рассмотренных алгоритмов представлена в 
табл. 2. Из данных в таблице видно, что вычислительная сложность параметрических ал-
горитмов заметно выше, чем классических. Алгоритмы, основанные на анализе собствен-
ных значений, имеют еще более высокую сложность, что обусловлено дополнительными 
операциями над собственными векторами. 
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Таблица 2. Вычислительная сложность алгоритмов спектрального анализа 
Алгоритмы Вычислительная сложность 
Классические: 
- периодограммный, 
- коррелограммный 
 logO N N  
Параметрические: 
- Юла-Уолкера, 
- Берга, 
- ковариационный, 
- модифицированный ковариационный 
 2O N  
Непараметрические: 
- MUSIC, 
- EV 
 3O N  
 
Для сравнения результатов работы различных методов на заданной входной после-
довательности использован программный пакет MATLAB. В качестве анализируемого 
сигнала для оценки разрешения, как правило, выбирают сумму синусоид с белым шумом 
[10-11]. Проведен спектральный анализ сигнала, который является суммой трех гармоник 
частотой 100 Гц, 110 Гц и 300 Гц (рис. 2). 
 
Рис. 2. Исследуемый сигнал, состоящий из трех гармоник 
 
Анализ проводился шестью методами: методом Уэлча как наиболее популярным из 
классических, MUSIC и четырьмя АР-методами. Полученные зависимости СПМ от часто-
ты показаны на рис. 3. Для параметрических методов выбран порядок, в два раза превы-
шающий число гармоник в сигнале: 6. Из приведенных графиков следует, что классиче-
ский метод Уэлча не способен разрешить гармоники с частотами 100 и 110 Гц. Большин-
ство параметрических методов разрешает пики при порядке 6, поэтому выбор порядка 
равным удвоенному числу синусоид в сигнале можно считать приемлемым. Результаты 
свидетельствуют о явном превосходстве параметрических методов над классическим по 
разрешающей способности. При этом метод Юла-Уолкера показывает наихудшее разре-
шение среди авторегрессионных (для разделения первых двух гармоник ему требуется по-
рядок более 20). 
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Рис. 3. Результат спектрального анализа суммы синусоид различными методами (в скобках указан порядок): 
а - Уэлча; б - MUSIC (6); в - Берга (6); г - ковариационный (6); д - модифицированный ковариационный (6);  
е - Юла-Уолкера (23) 
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Проведен спектральный анализ сигнала, который является суммой трех гармоник 
частотой 100 Гц, 110 Гц, 300 Гц с белым шумом (рис. 4). Отношение сигнал/шум – 10 дБ. 
 
 
Рис. 4. Исследуемый сигнал, состоящий из трех гармоник и белого шума 
 
Результаты моделирования представлены на рис. 5. Из приведенных графиков сле-
дует, что параметрические методы способны разрешить гармоники 100 и 110 Гц, в отли-
чие от классического метода Уэлча. Зависимости на рис. 5 приведены для минимального 
порядка каждого метода, при котором пики различимы. Метод MUSIC показывает наи-
лучшее разрешение, разделяя гармоники уже при порядке 13. АР-методам требуется по-
рядок не менее 34, а методу Юла-Уолкера еще больший – 38. Кроме того, в случае АР-
методов есть риск потерять гармонику частотой 300 Гц среди шума из-за относительно 
небольшой амплитуды спектрального пика. 
Таким образом, метод MUSIC, основанный на анализе собственных значений, пока-
зывает наилучшее разрешение среди рассмотренных методов при наличии в сигнале шу-
мовой составляющей. 
  
а б 
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Рис. 5. Результат спектрального анализа суммы синусоид с белым шумом различными методами (в скобках 
указан порядок): а - Уэлча; б - MUSIC (13); в - Берга (34); г - ковариационный (34); д – модиф. 
ковариационный (34); е - Юла-Уолкера (38) 
Заключение 
Результаты проведенного анализа показали, что параметрические методы показыва-
ют большую разрешающую способность, чем классические. Это обусловлено использова-
нием математических моделей анализируемого сигнала с ненулевой экстраполяцией АКП. 
Авторегрессионные методы наиболее удобны для практической реализации среди пара-
метрических за счет острых пиков в спектре и линейной зависимости между АКП и пара-
метрами модели. Результаты, получаемые параметрическими методами, зависят от поряд-
ка модели и отношения сигнал/шум в исследуемой последовательности. В случае зашум-
ленного сигнала наилучшее разрешение показывает метод MUSIC, основанный на анализе 
собственных значений. 
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С другой стороны, параметрические методы обладают более высокой вычислитель-
ной сложностью по сравнению с классическими. При выборе метода для радиолокацион-
ной системы следует учитывать не только разрешающую способность, но и вычислитель-
ную сложность, которая тем выше, чем лучше разрешение. 
Перспективными задачами являются исследование количественных характеристик 
параметрических методов при работе с высокочастотными сигналами, а также реализация 
параметрических алгоритмов на современных высокопроизводительных микропроцессор-
ных платформах. 
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Parametric methods of spectral analysis play an important role when solving the problems 
of primary radar data processing. The paper mainly focuses on comparing methods to obtain a 
spectrum by means of two criteria, i.e. computational complexity and resolution. The latter 
represents the most important characteristic of the algorithms used to process a spectrum of the 
reflected radar signal. 
The paper considers mathematical foundations of parametric methods, which use white 
noise as an excitation sequence, including the models: an autoregressive, moving average model 
and an autoregressive-moving average one. Reveals their differences from the classical approach 
to the spectral analysis represented by periodogram and correlogram methods. Emphasizes the 
greatest popularity of the autoregressive model due to linearity of dependencies used in it. Shows 
the main advantages and disadvantages of a number of autoregressive methods. Considers non-
classical methods based on the analysis of eigenvalues. 
An experimental study of the spectral analysis methods in the MATLAB environment has 
been carried out for to compare them in terms of computational complexity and resolution. The 
simulation results with the input signal, represented by the superposition of harmonics on white 
noise, are shown. The character of the spectra peaks obtained and the order of each model, desir-
able for their resolution, are estimated. 
An analysis of the results obtained has shown that among the methods considered, those of 
based on the analysis of eigenvalues possess the best resolution and the greatest computational 
complexity. The autoregressive parametric methods have revealed similar properties. Classical 
methods are characterized by the least computational complexity and the least accuracy. A con-
clusion has been that the spectrum quality depends on the order of the model used and on the in-
put signal noisiness. 
The results obtained can be used when solving the problems of primary radar data process-
ing to provide a reasonable choice of spectral analysis methods based on resolution and compu-
tational complexity. 
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