formation and decomposition of drug-receptor complexes are described by a random birth and death process. This concept makes the deterministic model precise and allows, in particular, consideration of the probability of the biological effect. For the analysis of the process, a new technique that accelerates convergence of the Monte-Carlo method for processes with a high rate of change, and a technique of determination of association constants using observation of evolution of concentrations are described. The similarity between deterministic and stochastic models is discussed.
INTRODUCTION: DETERMINISTIC MODELS, LANGMUIR EQUATION
Usually, the following types of drug-receptor interactions are considered, see Figure 1 . The main method of investigation consists of:
l writing down the system of Langmuir equations; l solution of the system (e.g., by Runge-Kutta method); l analysis of the solution (at equilibrium and transition)
In Figure 2 , some systems of Langmuir equations are given.
The stochastic concept makes the deterministic model precise by declaring the concentrations to be the random variables. The resulting average concentration is close to the concentration of the deterministic model. In addition, we can use a distribution of concentration, in particular, the probability of showing biological activity (the probability that a concentration will be, at least, at the minimum given level causing biological activity).
DESCRIPTION OF THE EVOLUTION OF THE NUMBER OF COMPLEXES OF DIFFERENT TYPES BY MARKOV PROCESS
At the beginning, we consider a description of evolution of formation and decomposition of drug-receptor complexes by a birth and death process (special case of Markov process). Then we generalize this consideration to describe an evolution of numbers of complexes of different types. We substantiate this description and we indicate a meaning of using constants. 
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dt D + DR 6 D2R = C2 dC2 complex lifetime (until its disintegration on the components drug and receptor), and l/ken is an average time of formation of a complex. Note that ai = li pi is the intensity of complex formation if there are already i complexes and bi = li qi is the intensity of decomposition of i complexes. That is why bi = ib, ai = (d -i)(r -i)a, where d and T are initial quantities of drugs and receptors, accordingly. In such a way, the defined process {c(t), t 2 0) is an homogeneous Markov one and, what is more, a birth and death process, see for example [5, p. 1431. Putting Pi(t) = P{c(t) = i}, i=O,l,..., n = min(d, r),
dt = kp D(t) C,(t) -kiff C,(t), D(t) = D'O' -C,(t) -C,(t) , R(t) -Rb' -C,(t) -C,(t)
and Pi(t) = 0 for other i, we have (2.1.1)
For each initial number of complexes (at t = 0), there exists a unique solution {P,(t)} of this system, and therefore, we can find such characteristics as
average of c(t); var c(t) = C i2 Pi(t) -(Mc(t))2, dispersion of c(t);
P{C(t) 2 CBE} = c &(t>, i&BE
probability to have biological effect (probability that at time t the number of complexes is at least given the number CBE, causing B.E.).
Principle of Homogenity of Space
Let us formulate this principle for the Langmuir equation
Usually, the dimension of C, d, and r is mol/litre, the dimension of /co" is litre/(mol set), and the dimension of koff is l/set. If we take another volume V instead of 1 litre, then the indicated quantities will be written with the index V. We have from (2.2.1)
It is just the principle of homogenity of space in relation to the studied interactions. In particular, if we can determine the solution CV of the Langmuir equation corresponding to a small volume V < 1 litre (and so corresponding to a smaller number of ligands, receptors and complexes from this volume), then the solution sought of (2.2.1) is c(t) = + G(t), t > 0.
2.3.
Now we consider a process of formation of complexes of different types by coupling of pairs of agents. The agents can be ligands (of different types), receptors (of different types), and complexes (of different types). Put c(t) = {cl(t), . . . &t)}, t 1 0, where r?(t) is the number of complexes of the ith type at time t. The process c(t), t 2 0, takes its values from the vectorial integer-valued lattice Nd = {i = (ii,. . . , id) : i" E N}, where N = (0, 1,2,. . . }.
Suppose the process c(t), t 1 0, jumps in a state i = (i' , . . . , id) E Nd at an instant, and let ri be a time of stay in this state until the next transition. We suppose that the random time pi has exponential distribution with a parameter Xi, i.e., P(Ti < z) = 1 -@", for all 2 > 0. The process jumps from a state i in a state j = (J" , . . . , jd) with a probability pij. So the evolution of the process c(t), t 2 0, is completely determinated (to stochastic equivalence) by a set of positive numbers {Xi}, a transition probability matrix {pij}, and an initial state of the process, i.e., c(O), see Figure 3 . In such a way, the defined process c(t), t 2 0, is a homogeneous Markov process.
P(tj Lx
Note that the formation of a complex of a certain type caused the decreased number of agents taking part in this formation (ligand, receptor, complex of other type).
On the other hand, a decomposion of a complex causes an increase in the number of agents which this complex comprises. It defines "a collective of neighbors of a state i," i.e., a set N(i) of state j attainable from i in one step (jumping) .
Note
Example
For the interaction process D+R$DR=C', 1
DR + DR 5 (DR)2 = C2, 2
where kg" and kpff are corresponding intensities of association and dissociation, we have d = 2, and the process c(t), t 2 0, takes its values from "the triangle," see Figure 4 ,
where m is an initial number of drugs, n is the same for receptors. In this case, the Kolmogorov's forward equations, see [5, p. 1501 , have a form for a + 2p = 0, 1, . . . , min(m, n), where
At equilibrium (as t -+ oo), the system (2.4.1) gives where f is a function of the number of complexes c1 and c2, i.e., f(c', c") = c2.
2.5.
Usually a set C C Nd of values of a process c(t), t > 0, although limited, contains plenty of points. In this connection for computation purposes, the question about a way of description of the set {(Xi,pij)} d e erminating the evolution of the process becomes actual. Fortunately, in a t lot of interesting cases in applications, Xi and pij depend simply on i and j. As a rule, xi = c xij, pij = 2. where Pk is a polynomial (the degree of which is 5 2). So, it is sufficient to give the polynomials Pk, k E No (the number of which is at most 2d).
For the previous Example 2.4, we have
2.6.
We substantiate the description, as indicated above, of evolution of formation and decomposition of complexes by birth and death processes (or by time-homogeneous Markov processes in the case when the complexes can be different types).
Consider again a special case of drug-receptor complex formation, It is sufficient to adduce reasons in favor of the hypothesis that the random time of waiting for the next jumping of the process c(t), t > 0, has an exponential distribution. The fluctuation of the number of complexes is determined by the processes of formation and decomposition.
If the decomposition of complexes into components is not taken into account, then an input of complexes (i.e., the process c(t), t > 0) is a composition of elementary inputs of complexes forming from concrete pairs of agents, i.e.,
where D is a set of drugs and R is a set of receptors. Here, c&(t) = 1 if the pair (d, T-) has formed a complex until time t and c&(r) = 0 in other cases. It gives
where cd(t) = Cc&-(t) and cd(t) takes, as before, two values 0 or 1, and cd(t) = 1 if d has formed a complex with a certain receptor until t. Now we are under conditions when the number of elementary inputs (as items) and a contribution of an individual item (i.e., its intensity) is insignificant. It leads to this summary input c(t), t 1 0, becomes Poissonian, and therefore, the time of waiting for the next jumping of the process has an exponential distribution.
For an accurate formulation of the corresponding theorem, see [6-81. If we now take into account the decomposition of complexes into components and exclude their formation, then accordingly for the same reasons, the time of waiting for the next decomposition will have an exponential distribution. Hence, it follows that a length of interval of constancy of the number of complexes (as minimum of two exponentially distributing random variables) has exponential distribution with a parameter depending on the number of complexes in this time interval. The same reasons can be used for the cases of evolution of the number of complexes of different types.
Remark
If the time T of waiting for the next jumping of the process is independent on past (having) time of the waiting, i.e., P{T -2 < t 17 > Ix} = P(T < t>, for all z > 0, t > 0, then this time r has exponential distribution. This is a characteristic property of exponential distribution, and it is another reason in favor of such a distribution of r.
Another reason (in favor of exponentiality of distribution of the time of waiting for the next jumping of the process) is given here. We interpret a contact between a drug and a receptor as a certain closeness between them (for example, if the distance between them is less than a given number). Such contact will be called successful if it leads to a formation of a complex. Suppose that the contacts take place at random instants to, tl, . . . , and q is a probability that the contact will be successful, see Figure 5 . Ifzr,zs,..., are independent, identically (but arbitrarily) distributed random variables and
then we have for a moment r of the first successful
contact for all t > 0, see [6, 8] . It means that if the probability q of a successful contact is small (insignificant) and the contacts happen often (i.e., the average length of interval between neighboring contacts is small), then the moment t of the first successful contact has exponential distribution and M7zo-l = average time between neighboring contacts probability that a contact is successful '
Note that if zr has exponential distribution, then always P(7 > t) = ewat, Mzl for all t > 0 with o-l = -. 4
STABILITY OF SOLUTION AT EQUILIBRIUM
3.1.
In the preceding paragraph, we used the limit theorems of the theory of random processes to substantiate a description of evolution of formation and decomposition of the complexes by Markov process. The essential result, which was extracted from these theorems, is the following: if the process c(t), t 2 0, jumps in a state i = (il , . . . , id) at a certain instant, then the time ri of staying in this state until the next jumping has the exponential distribution with a parameter Xi, i.e., P(q < z) = Ei(z) = 1 -eeX"", for all 2 > 0. It is just a stability of equilibrium characteristic of the process c(t), t > 0 (i.e., make them independent on a choice of distribution form of Ai if only the average of Ai remains fixed). In the next section, we present accurate statements.
3.2.
The process c(t), t 1 0, is, in other words, a random movement of a particle on a set C c Nd such that the particle jumps from a point i E C at a point j E C with a probability pij, and a time of staying in i until jumping at j has a distribution Aij(s), z > 0. Assume the following:
(Al) a Markov chain with transition probabity matrix {pii} is irreducible and recurrent; (A2) there exists a pair of points (Y and p from C such that p,~ > 0 and the distribution A,p is nonlattice; (A3) an average time of staying in each point until the next jumping is finite, i.e., 00 z Aij (C&C) < 00, for all i.
Concerning the used notions, see, for example, [l] .
Then there exist $z P(c(t) = i) = pi, for all i E C,
where {pi) is a nonzero and nonnegative solution of the system (3.21) EC (such a solution exists and is unique up to a constant multiplier. In cases when the stationary distribution of the chain exists, we can take {7ri} as such). This statement is a simple corollary of a more general one 19, p. 2141. It means that a limit distribution of the process c(t), t > 0, exists and depends on (Aij} through wi = XT', i E C.
SOME COMPUTATIONAL TECHNIQUES
4.1.
The law of conservation of speeds of changing of complex concentrations for the deterministic models is written down in the form of a system of ordinary differential equations of the type "the equation If drug-receptor binding is described by a stochastic model, we obtain a system of equations like (2.1.1) or (2.4.1). The number of equations is great (equals maximum possible number of complexes). In this connection, the methods indicated above can't be used here. In this section, a method of solution of systems of type (2.1.1) is given. A more universal method is given in Section 7.
4.2.
If Pij(t) is a probability of transition from a state i to a state j during t for a birth and death process, then the transition probability matrix P(t) = {Q(t)} sa is t' fi es a differential equation ; p>o, y>o.
Note that if, for example, at the initial instant t = 0 the number of complexes equals zero, then we need to find &j(t) for all j and t. The general solution of (4.2.1) has the form MO(X) = 1, Ml(X) = z + CYO,
O<k<n;
= 2 m.
Here, X are the roots (real and different) of the polynomial A&+1(z). The proof of this result is in [6, 8] . These formulas have a reccurent form and are suitable for computer programming.
4.3.
Remark
Although for the correctness of the solution (4.2.2) indicated above a relation between ai, pi, pi can be arbitrary, in our case, Qo = P1; ai=-Yi+/A+1, 0 < i < n; fan = 7%. 
0
The root X, of the polynomial M,+i (maximum root different from zero) can be determinated, for example, by the reccurrent Newton procedure.
DETERMINATION OF CONSTANTS OF ASSOCIATION AND DISSOCIATION BY OBSERVATION OF EVOLUTION OF CONCENTRATIONS
5.1.
A solution of a system of Langmuir equations exists and is unique if all constants (Icy, Qff) of association and dissociation and initial concentrations of all participating agents (receptors, drugs) are given. Due to some reasons, not all these constants can be known in advance. But instead of this, there is a possibility to observe evolution of concentrations, i.e., to measure the concentration of one or several agents (receptors and/or drugs and/or complexes) at different instants.
The question is how to determinate the unknown constants or charactreristics depending on them (e.g., equilibrium concentrations or an instant when the concentration of a given complex will exceed a given level) by the indicated observations, where D"(t), t 2 0, is a solution of a Lagmuir equation for a given set of constants U, Di is an observed (measured) concentration of drugs at time ti, n is the number of these observations (n must be at least the size of the vector u).
5.3.
In a general case, the vector of unknown constants u* is determinated by the requirement F(u*) = minF(u),
where z" = (z"(t), t 2 0) is a solution of the system of Langmuir equations .
with known vector-function f(u, CC). In addition, some components of the vector-function
x"(t) = {xc'i"(Q, . . . )2;(t)} can be observed (measured) at instants tl, . . . , t,, and obsr, . . . , obsn are values of these measurements. Generally, the function obs of a trajectory x"(t), 0 5 t 5 ti, until the instant ti can be dependent on ti (or only on i). For instance, different components of the vector-function z"(t) are measured at different times ti. The number n of these observations must be equal to or more than the size of the vector u (i.e., number of unknown constants). As the criterion F(u) of the choice of U, we took the following criteria:
searching of the point U* minimizing F, i.e., F(u*) = min F(u), consists of An algorithm for the following steps. As a matter of fact, the the method of searching u* consists of Steps 0 and 2 (the main step is
Step 2). The method of searching the point u*, minimizing F, and using only a possibility to calculate F(u) for all admissible u (and, for example, depriving one of the possibility to use the gradient of F) is named the random searching method.
Example Interactions between Drugs and Receptors 13
The system of Langmuir equations describing the kinetics of the interaction between drugs and receptors, from Example 2.4, has the form
; cl(t) = rc$ D(t) R(t) + 2k;ffqt) -kyv&) -21cF Cl(t)2Cl(t),
-&@) =lc; to estimate a deviation of the unknown constant u = kpff from its true value. Here, Di is an observation (measurement) of drug concentration at time ti (n may be equal to 1,2,. . . ). Note that for each u > 0, it is possible to calculate F(U) by solving in advance the system (5.4.1), (5.4.2) with the aid of the Runge-Kutta method.
II(t) = D(0) -cl(t) -2&(t), l?(t) = R(O) -C,(t) -2&(t),
5.5.
For the last example, we are going to indicate a way (random searching method) of determination of a sequence of points ug, ui, . . . (actually quickly) converging to a point u* of minimum of the criterion F:
21, --) u*, F(u*) = min F(u)
(the numerical examples below show that to obtain three first true digits of the number u*, it is sufficient to have at most ten approximations).
l The initial point uo > 0 is chosen at will. It is wise to propose the choice of '1~0 to an experimenter as "the more expecting value for ksff." 0 Ul = 0.75uo.
l ~2 = max(O, u), u = (~0 Fl -~1 Fo)/(Fl -Fo) with Fi = F(ui).
It means that the straight line through the two points (uo, Fo) and (~1, FI) cross the s-axis at the point (u, 0).
l By having the points UO,U~, . . . ,un and F(Q), F(ul), . . . , F(u,) for 72 2 2, the next point u,+i (and then F(un+l ) ) is determinated by the following manner: find a point uo from the conditions vo E {uo,%...,u?J, F(TJO) = min{F(zli) : 0 < i 5 n};
if ~0 2 ui for all i 5 n, then put u,+i = 0.75~0; if ve 2 ui for all i 5 n, then put un+1 = 1.25~0; otherwise, let vi and ~2 be the nearest neighbouring (for WO) on the left and on the right (of 00) points from the set (~0,. . . , un}, then u,+~ is the point of minimum of a parabola through the three points 
MAIN METHOD: ACCELERATION OF CONVERGENCE OF MONTE-CARLO METHOD FOR PROCESSES WITH A HIGH RATE OF CHANGE
6.1.
The graph of evolution of the number of complexes has a form of a function with a high rate of change. For determination of probability p, of state n (to have n complexes) at equilibrium by Monte-Carlo method, they use the Law of Large Numbers:
here, stay,(T) is total time of stay in a state n in interval [O,T] . For high change-rate processes, this convergence is slow; we need to do many calculations to register all changes of stay,(T) in the small interval from T to T + AT, and so the time T increases more slowly than the time which is spent for these calculations.
But in this case (that is, for high change-rate processes), we have good convergence for
where jump,(N) is the number of jumps of the processes from state n among N first jumps, and 7rn is a probability to be in the state n at the instant of jumping of the processes at equilibrium.
What is the relation between {pn} and {nn}?
This relation is given by the formula (3.2.1), see the description of the process in Section 2.3. In this case, the distribution function Aij has a form Aij(t) = 1 -emAat, t 2 0, 
Stationary Characteristics of the Process
Certainly, having {pi} or {'lri}, it is formally possible to determine all (one-dimensional) stationary characteristics of the process. In our case, the number of states is large, and therefore, we ought to avoid a summation by i. The way proposed below makes it possible to determine process characteristics of a form (6.3.1)
for example, vector of first moments, mixed moments and a probability of form lim P(c(t) 2 Cnn} = Pnn, t+ca because all these characteristics have the form (6.3.1). if we can find ~(LY, N) for each cr = (CQ), Moreover, for high change-rate processes, the convergence will be fast (from the point of view of the number of calculations).
LLN (Law of Large Numbers) for Stationary Characteristics of the Process
To use the Monte-Carlo method, we need a relation between K((Y, N + 1) on the one hand and T(Q, N), N, and j on the other. Here, j is a state of the process after the Nth jump (before the (N + l)th jump). In other words, at the time of the Nth jump, the process moves to the state j. is a matrix of covariances. Indicated moments are determined by the formulas (6.6.1) in which the vector m:(N) and the matrix m:(N) are determined recurrently by
where j = (jr , . . . ,jd) is a state of the process after the Nth jump.
PROBABILITY TO HAVE A BIOLOGICAL EFFECT
7.1.
Suppose that a measure (or a value) of B.E. (biological effect) depends only on the random function 5 = (Q)zlc, where & is a number of complexes with the lifetime more than or equal to x at equilibrium.
In the case d > 1, we have & = (E:l,*.&), for 2 = (xl,. . . , P), and <i is a number of ith type complexes with the lifetime more than or equal to U. So
where BE is a measure of B.E., and F is a numerical function of [. Let us give some examples:
This is the probability that the number of complexes (at equilibrium) is less than or equal to some level CBE (an excess which causes the B.E.). If d > 1, then 5s 2 CBE means the comparison of two vectors cc and CBE by componentwise, BE = p{& 2 CBE}. (7.1.2)
In this case, it is of interest only in the complexes with lifetimes exceeding a given level z (supposing that the B.E. sets in if the number of this complex reaches the given level CBB(2)).
Of course, BE = BE(O) if CBE = cBE(O).
Next, the measure of B.E. generalizes (7.1.1) and (7.1.2), accordingly, BE = M&IO) and BE(x) = M&L (7.1.3) where cp is a numerical function, i.e., cp(z) = z. The values (7.1.1) and (7.1.2) follow from (7.1.3) if v(n) = 1 for n 2 CBE and j(z) = 0, otherwise. Some ways of computing the value of B.E. (7.1.1)-(7.1.3) are given below.
BE = Mv(zc)
Since we can use the main method of the previous Section 6. Putting (Y$ = q(i) and defining p(a, N)
as (6.4.1), we have, see (6.4.2),
For determination of p(a, N), it is possible to use the main recurrent formula (6.5.1).
In the special case for determination of the value of B.E. The formula (7.3.2) determinates a Markov process which will be called reverse. Note that (pd)i>o is a stationary distribution of the initial process c(t), t 2 0 (i.e., the distribution of c(t) at equilibrium). The Markov process {pij} will be called reversible if For example, any birth and death process is reversible. For verification of this statement, it is possible to use the same reasoning as the special case of discrete time, see [5, p. 127, 4.7(a) [ll, p. 1231 or [9, p. 281 (used The "good" approximation for (7.5.2) is
7.6. Example, See Section 2.4
In this case, c(t) = {c'(t),c2(t)}, t >_ 0, is a vectorial random process and & = (<i,E,2), CC = (21,~) 2 0, is a vectorial random function. Note that at equilibrium, the process c2(t), t 2 0, has the same distribution as the second component of the reverse random process. It follows from the statement [8, p. 1561, taking into consideration that the transitions (jumps) of the process c'(t), t 2 0, can be of a form +l or -1 only. That is why for determination of the value of B.E. There exists a number X > 0 and a stochastic matrix W = (Wij} such that the initial Markov process has the following construction: jumps from one state to another are determinated by W (i.e., the probability of transition from i into j equals WQ), and the time of stay in a state i has the exponential distribution with the (same) parameter X (X-l is the average time of stay in a state). Let us give a more accurate formulation.
For each A > max{Xi}, Note that the matrix W is stochastic. The equality (7.7.1) means the interpretation indicated above. The equality of the left and right parts of (7.7.1) follows from the fact that they are Markov operators with the same infinitesimal operator (7.7.2). The indicated interpretation of a Markov process often simplifies some proofs (and comprehension).
COMPARISION OF DETERMINISTIC AND STOCHASTIC CONCEPTIONS
8.1.
The numerical experiment shows that at equilibrium, the average number of complexes (of each type) determined by the fast simulation method, see Section 6, is close to the corresponding concentration satisfied by the equation (or the system of equations, in the general case) of Langmuir. The aim of this section is to discuss some causes of such closeness and to propose more simple (but approximate) ways of calculating the moments of the number of complexes at equilibrium and transition. 
where cov(c, n) means a covariance of < and n.
To obtain (8. 
-$ M(t) = a(M(t)) + a D(t) -b M(t), $ D(t) = u(M(t)) + a D(t) -b M(t) -2b D(t). (8.2.7)
Note that this system of equations is obtained from the supposition about the closeness of M [& o(&) l to M5t M4G).
Remark
In any case, we have at equilibium 
Example: D + R H DR, DR + DR H (DR)2, See Section
2.4
D(t) = D(0) -Cl(t) -2C2(t), R(t) = R(0) -Cl(t) -2&(t),
This system is obtained from ( i,j
By the same way, we obtain It gives (8.4.1). By the same way, employing
we obtain the equations of the system (8.4.2).
