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Abstract
Highly dilute, low temperature combustion technologies, such as homogeneous charge
compression ignition (HCCI), show significant improvements in internal combustion
engine fuel efficiency and engine-out NOx emissions. These improvements, however,
occur at limited operating range and conventional spark ignition (SI) combustion is
still required to fulfill the driver’s high torque demands. In consequence, such multi-
mode engines involve discrete switches between the two distinct combustion modes.
Such switches unfortunately require a finite amount of time, during which they exhibit
penalties in efficiency.
Along with its challenges, the design of such a novel system offers new degrees
of freedom in terms of engine and aftertreatment specifications. Prior assessments of
this technology were based on optimistic assumptions and neglected switching dynam-
ics. Furthermore, emissions and driveability were not fully addressed. To this end, a
comprehensive simulation framework, which accounts for above-mentioned penalties
and incorporates interactions between multimode engine, driveline, and three-way
catalyst (TWC), has been developed.
Experimental data was used to parameterize a novel mode switch model, formu-
lated as finite-state machine. This model was combined with supervisory controller
designs, which made the switching decision. The associated drive cycle results were
analyzed and it was seen that mode switches have significant influence on overall fuel
economy, and the issue of drivability needs to be addressed within the supervisory
strategy.
After expanding the analysis to address emissions assuming a TWC, it was shown
that, in practice, HCCI operation requires the depletion of the TWC’s oxygen stor-
age capacity (OSC). For large OSCs the resulting lean-rich cycling nullifies HCCI’s
original efficiency benefits. In addition, future emissions standards are still unlikely
to be fulfilled, deeming a system consisting of such a multimode engine and TWC
with generous OSC unfavorable.
In view of these difficulties, the modeling framework was extended to a mild
xxii
hybrid electric vehicle (HEV) allowing a prolonged operation in HCCI mode with as-
sociated fuel economy benefits during city driving. Further analysis on how to reduce
NOx while maintaining fuel economy resulted in a counterintuitive suggestion. It
was deemed beneficial to constrain the HCCI operation to a small region, exhibiting
lowest NOx, while reducing instead of increasing the OSC.
xxiii
Chapter 1
Introduction
1.1 Background
Over the last forty years, the vehicle fleet in the U.S. has undergone dramatic changes.
As shown in Fig. 1.1, compared to 1975 standards, fuel economy1 increased by more
than 80% with a simultaneous increase in horsepower. At the same time, vehicles be-
came significantly more luxurious and safe while maintaining close to constant weight.
One important reason for these improvements in fuel economy is the implementation
of the Corporate Average Fuel Economy (CAFE) standards in 1975. From 1985 to
2010, the CAFE standards remained constant, as shown in Fig. 1.2. However, recent
legislation has implemented more stringent goals for the automotive industry. Based
on these new standards, the projected annual increase in fuel economy of a passenger
car lies in average at 3.8-3.9% from 2017-2021, and at 4.7% from 2022-2025 [6].
1Adjusted fuel economy is supposed to reflect real world driving and is approximately 25% higher
than standard drive cycle values as presented by industry.
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Figure 1.1: Fuel economy trends in the U.S. since implementation of CAFE stan-
dards. Left: Fleetwide average adjusted fuel economy of new vehicles. Right: Relative
change in fuel economy, vehicle weight, and horsepower. Source: [5].
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Figure 1.2: Fuel economy and emissions standards. Left: Past standards (dotted)
and the respective CAFE (solid) for passenger cars (red) and light trucks (blue) [7]
and projections of future CAFE (dashed) [6]. Right: Tier 3 fleet average FTP
NMOG+NOx standards for passenger cars [8].
In addition to the demanded increase in fuel economy, the U.S. Environmental
Protection Agency (EPA) is phasing in its Tier 3 emissions standards, once again in-
creasing its restriction on harmful exhaust gases. Among other restrictions, combined
fleet average NOx and NMOG for passenger cars will be reduced from 2016-2025 by
over 80%, as shown in Fig. 1.2.
As described in [9], while zero-emissions technologies such as electric vehicles (EV)
and fuel cell vehicles (FCV) potentially show dramatic improvements in terms of fuel
economy and emissions, they require more time to significantly penetrate the mar-
ket. Plug-in hybrid electric vehicles (PHEV) and EV rely on large batteries, which
are currently still too expensive for mainstream application. In addition, FCV and
EV require infrastructural changes, e.g., new type of fueling and charging stations,
respectively. However, as seen in Figs. 1.1 and 1.2, the fuel economy standards are
rising already and require short and mid-term improvements. Besides reducing the
vehicle weight, the efficiency of the conventional powertrain needs to be improved.
Several technologies are already available or will enter the market soon. Downsizing,
turbocharging, exhaust gas recirculation (EGR), and variable valve lift increase en-
gine efficiency. Start-stop technology, cylinder deactivation, and an increase in the
number of gears result in more efficient engine operation. For the near future the
EPA and the National Highway Traffic Safety Administration (NHTSA) [10] see po-
tential for advanced spark ignited (SI) combustion technologies, which are currently
still under development. In general, research is pursued on a vast number of different
advanced combustion technologies.
Due to the increase in complexity and the interaction of several different technolo-
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gies within the engine, one important aspect in future engine and vehicle technologies
is the requirement of mode switching. This generally involves a supervisory con-
troller making a choice between a discrete set of states. This could include shifting
gears, deactivating individual cylinders, activating fuel cut-off, or shutting-off the en-
gine. Often a switch between the different modes does not occur instantaneously and
might result in a certain penalty, e.g., fuel efficiency or drivability, thereby creating
a trade-off.
Many advanced combustion technologies, if individually implemented in a conven-
tional powertrain, are not capable of fulfilling all engine torque or speed demands of
a regular driver. One possible solution is the integration of several combustion modes
in a multimode engine [11]. Based on engine operating condition a mode switch is
performed between the different combustion modes. One advanced combustion mode
with high potential is homogeneous charge compression ignition (HCCI) combustion.
The fuel efficient HCCI mode is combined with regular SI combustion with the goal
of an overall improvement in fuel economy. This work focuses on the mode switching
in such a SI/HCCI multimode combustion engine.
1.2 Homogeneous Charge Compression Ignition
The two most common combustion modes in internal combustion engines (ICE), spark
ignition (SI) gasoline combustion and direct injection (DI) diesel combustion, both
show significant drawbacks. Conventional gasoline SI combustion is constrained to a
fuel-air mixture relatively close to stoichiometry. Therefore it is required to operate
throttled at part-load conditions, which leads to a strong reduction in efficiency. At
the same time its high combustion temperature results in significant levels of engine-
out NOx emissions. However, the stoichiometric SI operation allows the use of a
three-way catalytic converter (TWC), which enables an almost complete reduction
of the harmful exhaust emissions. On the other hand, DI diesel combustion runs
under lean conditions and unthrottled, thereby leading to significantly higher part-
load efficiencies than SI. It is, however, subject to a trade-off between high NOx and
PM emissions. In addition, the excess air restricts the use of a TWC and requires
more sophisticated exhaust aftertreatment systems. The advanced combustion tech-
nology HCCI attempts to offer the advantages of both types of combustion while also
diminishing their drawbacks.
In HCCI combustion a lean homogeneous mixture of gasoline and air autoignites
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through compression. This allows the engine to run unthrottled at part-load condi-
tions, thereby offering high engine efficiency close to DI diesel levels. The autoignition
combustion is inherently different from a regular flame-based process. HCCI combus-
tion occurs almost instantaneously and is much closer to an explosion or engine knock
than to regular SI or DI combustion. Besides the reduction of pumping losses the en-
gine efficiency benefits from improved mixture properties and increased specific heat
ratio [12] as well as a reduction in timing losses due to the rapid heat release [13].
The lack of a flame results in low temperature combustion (LTC). While levels of HC
and CO can be increased [14], the low temperature leads to very low engine-out NOx
emissions. Therefore potentially only lower cost exhaust aftertreatment system for
the other emissions might be required [11]. More information on HCCI combustion
can be found in [15–17].
Since the early research on advanced combustion modes, HCCI was known under
many names. In 1958, Alperstein et al. [18] premixed a small amount of fuel with
air in a diesel engine, leading to improvements in efficiency. By conducting optical
experiments in a two-stroke gasoline engine in 1979, Noguchi et al. [19] encountered
a stable autoignition combustion without the presence of a flame but instead several
ignition locations throughout the cylinder. The process showed improvements in fuel
efficiency and HC emissions and they called it Toyota-Soken (TS). At the same time
Onishi et al. [20] studied the autoignition process in lean gasoline engines. Active
Thermo-Atmosphere Combustion (ATAC), as they called it, lead to reduced exhaust
emissions and improved fuel efficiency. Based on these discoveries, Najt and Fos-
ter [21] studied the Compression Ignited Homogeneous Charge (CIHC) combustion
process systematically in a four-stroke engine. They found that the kinetics of the
autoignition process are sufficiently controllable by changing species concentrations
and intake temperature. In 1989, Thring [22] first introduced the acronym HCCI and
confirmed that by utilizing high intake temperatures and high levels of exhaust gas
recirculation (EGR) the efficiency of a DI diesel engine is achievable.
1.2.1 HCCI Actuator Strategies
The start of HCCI combustion is mainly determined by temperature [23]. The cylin-
der charge needs to reach the right level of thermal energy to ignite at top dead
center (TDC). The required amount of thermal energy is significantly larger than
in the case of regular SI combustion. Several methods, which increase and regulate
the charge temperature, have been discussed in the literature. The success of these
4
methods depends on the available and applied hardware. In the decades between
its discovery and today, new types of technologies started penetrating the market,
offering alternative ways to enable a stable autoignition process.
The early studies [21, 22] relied on intake air heating to achieve sufficiently high
charge temperatures to allow autoignition. This method is very slow and not suit-
able for the highly dynamic combustion phasing control in a vehicle. Different
groups [24, 25] accelerated the preparation of intake air temperature by using heat
transfer between hot and cold air. In other studies [26,27] variable compression ratio
(VCR) was applied. Both methods incur, however, practical issues in the imple-
mentation. In [26] dual port injection was used to change the ratio of two different
fuels and thereby obtaining a large variety in octane numbers. Dual-fuel operation,
however, requires infrastructural and behavioral changes with regards to fueling.
The two most common methods to enable HCCI combustion nowadays rely on
variable valve timing (VVT) technology: Recompression and rebreathing. By shifting
the opening and closing timings of exhaust and intake valves, the amount of residual
gas in the cylinder is increased (≈ 40% − 70%). This modified composition of the
charge leads to increased temperature and thereby reactivity at intake valve closing
and enables its succeeding autoignition around TDC. Willand et al. [28] introduced
recompression HCCI by closing the exhaust valve early and opening the intake valve
late, thereby creating a negative valve overlap (NVO). Increased NVO leads to more
hot and reactive residuals and thereby earlier combustion phasing [29]. Song and
Edwards [30] show that pilot fuel injection during the recompression event leads to
chemical reactions, i.e., pyrolysis. Earlier start of injection (SOI) results in advanced
combustion phasing.
On the other hand, rebreathing HCCI involves a secondary exhaust valve event
during the intake stroke which leads to re-induction of exhaust gas. Law et al. [31] use
fully flexible valve actuation (FFVA) for recompression and rebreathing of controlled
autoignition (CAI) combustion, another alternative name for HCCI. Compared to
regular cam phasing, FFVA technologies are much more complex and might lead to
extra cost and packaging issues. They offer, however, the maximum level of flexibility
and allow all kinds of valve actuation strategies. Other work on HCCI combustion
phasing with FFVA was performed in [32–34]. Rebreathing and recompression with
fixed cams and phasers are compared in a simulation study by Babajimopoulos et
al. [35]. They conclude that, while recompression shows higher efficiency at lower
loads, rebreathing leads to noticeably larger operating range. The work presented in
this dissertation is focused on recompression HCCI combustion with VVT.
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1.2.2 HCCI Combustion Control
One main difficulty in the implementation of HCCI combustion is its lack of a direct
combustion trigger. In SI and DI combustion, ignition is directly linked to spark and
injection timing, respectively. In HCCI combustion, however, the mixture needs to be
prepared accurately before the compression stroke begins. Combustion phasing will
only be at its designated reference if the right composition, temperature, and pressure
are achieved. This has to be accomplished on a cycle-by-cycle basis under varying
load and speed conditions. Different types of hardware, such as VVT, FFVA, or split
injection, ask for different complexity in the control strategy and also add cost to the
system. This makes the regulation of HCCI combustion phasing a challenging control
problem, which has been discussed in a vast amount of literature. In the following,
you will find a brief overview of different HCCI combustion control schemes.
Single-input single-output (SISO) control approaches are presented in [36–40].
Olsson et al. [36] use in-cylinder pressure sensors and heat release analysis to get
feedback of the timing of 50% mass fraction burned (CA50). Individual PID regula-
tors control load and CA50 using dual-fuel injection. Agrell et al. [37] control CA50
with PI regulators and two different valve strategies. In [38] the authors designate
each of these two strategies to specific operating conditions. Shaver et al. [39] use
LQR with VVT to track a desired peak pressure. Instead of in-cylinder pressure
feedback Souder et al. [40] use microphones to obtain combustion phasing, which is
regulated using a PID controller and an exhaust throttle.
Multi-input multi-output (MIMO) control strategies are described in [41–46].
Shaver et al. [47] apply the dynamic feedback linearization technique to control
combustion phasing and peak pressure with the valve timings. Chiang and Ste-
fanopoulou [41] use the LQG optimal control technique to track CA50 and air-fuel
ratio (AFR) with rebreathing valve timing and an EGR valve. Killingsworth et al. [42]
use extremum seeking to tune the parameters of their PID controller online. Bengts-
son et al. [43] present a model predictive control (MPC) strategy where they control
load and CA50 with valve timings and fuel amount while limiting pressure rise rates.
Ravi et al. [44, 45] develop a model for pilot fuel injection during the recompression
event and use it as additional input to manipulate combustion phasing. In [44] the
authors apply this model in a MPC strategy and impose rate constraints on their
valve actuation. The work is continued in [45], where a mid-ranging structure with
two controllers is presented. The first controller uses pilot injection as a fast actua-
tor for CA50 regulation. The second controller uses exhaust valve timing to return
combustion phasing to its reference, generally in the middle of its range. Due to
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Figure 1.3: Feasible HCCI operating regime in terms of load versus NVO (left) and
combustion phasing (right). (Source: Fig. 3 from [48])
its relative simplicity in hardware and computation this approach is feasible for pro-
duction engines. However, without the benefit of model prediction during large load
transitions the viable limits of combustion phasing might be violated. Jade et al. [46]
solved this problem by introducing a reference governor to the mid-ranging structure.
As shown above, a plethora of literature is available on HCCI combustion control
and the problem has been solved to a point in which HCCI combustion is theoretically
implementable in a vehicle. Relatively inexpensive and available hardware, such as
variable valve actuation and in-cylinder pressure sensors, can be used together with
model-based feedback strategies to control fast transients in load and speed. The ap-
plied controllers are computationally efficient, which allows them to run in real time
on current engine control units (ECU).
1.2.3 Operating Regime
HCCI combustion is limited to low and medium loads [22]. The operating regime
of HCCI is presented in [48] and shown in Fig. 1.3 for varying load over NVO and
combustion phasing. It can be seen that with larger NVO and advanced combus-
tion phasing the extremely short combustion duration leads to very high pressure
rise rates, audible noise (ringing), and eventually damage of the engine [49]. At a
specific target combustion phasing, this effectively results in a limit at higher loads.
In [50–52] boosting strategies are discussed with the goal of increasing dilution at
higher loads, thereby mitigating ringing. In both [50, 52] it is concluded that, while
the HCCI operating regime could be increased, mechanical supercharging is not an
option due to high parasitic losses, which reduce overall brake efficiency.
At low loads, bulk-gas quenching leads to increased levels of engine-out CO and
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HC emissions, as well as a significant reduction in combustion efficiency [53]. The
effects of fuel reformation [54] and charge stratification [55] on the lower HCCI load
limit were discussed. By using a multiple ignition and multiple injection (MIMI)
strategy, Yun et al. [56] are able to extend the low load limit down to idle conditions.
In Fig. 1.3 it can be seen that late combustion and small NVO lead to a large
coefficient of variance (COV) in load, a measure of combustion stability. In [31] it
is noted that HCCI combustion shows better stability, i.e., lower cyclic variability
(CV), than HCCI combustion. This, however, is only true for a very small range. To
increase the HCCI operating range, Hellstro¨m et al. [57] investigated the nonlinear
coupling between succeeding engine cycles due to the residual gas. Especially during
transients in engine load and speed, it might be necessary to cross high CV regions.
During large load transients, as could occur in a drive cycle, high CV might even
lead to misfires. Jade et al. [58] augmented their control strategy from [46] with a
CV model-based SOI controller. This strategy reduces CV and enables large load
transients within the HCCI operating regime as fast as in SI combustion.
1.2.4 Spark-Assist
Depending on operating condition, the spark can be used as an additional measure
to control the combustion phasing of HCCI [59]. This can be of interest during mode
switches between SI and HCCI combustion [60,61]. Another important advantage of
Spark Assisted HCCI (SA-HCCI) or Spark Assisted Compression Ignition (SACI) is
the enlargement of HCCI’s operating range. Urushihara et al. [62] utilize the spark
to promote autoignition of the remainder of the mixture, which allows lower pre-
combustion temperatures. Kalian et al. [63] describe a propagating flame from the
ignition time until the autoignition event. The flame consumes a portion of the cylin-
der charge and releases energy. The associated increase in temperature and pressure
advances the autoignition of the remainder of the charge. In turn, the advanced com-
bustion phasing leads to increased load. Due to the longer burn duration of the flame,
SACI exhibits a reduced peak heat release rate at higher loads and thereby reduces
ringing intensity. The result is an extension of the autoignition operating regime [64].
Lavoie et al. [65] show that spark has greater control authority at higher and medium
compared to lower loads. Manofsky et al. [48] run stoichiometric SACI as an inde-
pendent combustion mode between the HCCI ringing limit and the SI misfire limit.
Polovina et al. [52] use external cold EGR to mitigate ringing at increased loads. It
is stated that, despite generally lower efficiency than pure HCCI combustion, SACI
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Figure 1.4: Sketch of SI and HCCI operating regimes, connected by combustion mode
switch.
is a viable method to extend HCCI’s operating regime. However, SACI combustion
suffers from high cyclic variability [66–68]. Reuss et al. [66] distinguish between four
combustion periods and identified their individual contributions to the cyclic variabil-
ity. The authors conclude that, at the studied light load conditions, the early kernel
growth period has the largest effect on combustion phasing. Daw et al. [67] present
a model for the cyclic variability based on global kinetic rate parameters.
1.2.5 Combustion Mode Switches
For several reasons it might be required to switch between SI and HCCI combustion.
However, SI and HCCI are two entirely different combustion modes. SI combustion
relies on spark-induced flame propagation and operates at throttled stoichiometric
conditions with low amounts of residuals and high combustion temperatures. In con-
trast, HCCI combustion is autoignition-based with several ignition zones throughout
the cylinder. It runs unthrottled and at lean conditions with a large fraction of inter-
nal residuals. A combustion mode switch from SI to HCCI or back, as illustrated in
Fig. 1.4, has to occur with as little torque fluctuations as possible to remain unnoticed
by the driver. In addition, misfires and high pressure rise rates need to be avoided.
Therefore, a combustion mode switch between the two modes is a very challenging
controls task. A vast amount of literature about SI/HCCI combustion mode switch-
ing is available. However, there is a large spread in applied hardware and pursued
control strategies.
Due to the differences mentioned above, SI and HCCI require significantly distinct
valve timings and lifts. In [61, 69–74] a FFVA system is employed which allows for
great flexibility in valve manipulation. The requirement of a FFVA, however, may add
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prohibitive hardware cost to the system. Commonly available hardware, which allows
flexibility in valve actuation, is a VVT system with two-stage cam profile switching
Such a system is applied in [75–83]. While operating in SI and HCCI mode the valve
lifts are high and low, respectively. Sometime in the course of the mode switch the
lifts are changed, which occurs nearly instantaneously. Such a system theoretically
allows a mode switch within one engine cycle.
A majority of the presented control strategies rely on open-loop actuator cal-
ibration [61, 69, 72, 73, 75–80]. Cairns and Blaxill [77] present a mode switch in
experiments on a four-cylinder engine, however, with significant fluctuations in torque.
To avoid calibration effort and to improve robustness of the design against aging and
changing environmental conditions, some approaches rely on model-based feedback
control [74,81–84]. However, not many closed-loop mode switch controllers have been
validated experimentally.
Widd et al. [74] compare a PI regulator to a state-feedback controller on a single-
cylinder engine with FFVA. Yang and Zhu [84] apply LQ control in simulation to
track intake manifold pressure using the throttle. In addition, spark-assist is em-
ployed for stabilization. Ravi et al. [81] switch the cams from high to low lift in SI
mode and start phasing the cams open loop at a fixed rate. The increasing amount
of internal EGR will eventually lead to autoignition and a transition cycle between
SI and HCCI mode. During this engine cycle, the authors apply a state-feedback and
model-based feedforward controller for SOI to track the desired combustion phasing.
After this cycle, control is switched to regular HCCI. A validation of the controller on
a single-cylinder engine was performed. Gorzelic et al. [82] present a control oriented
SI/HCCI mode switch model, based on the HCCI model in [46]. In the associated
strategy, discussed in detail in [85], the mode switch and the cam switch occur simul-
taneously. The following dissertation focuses on the mode switch strategy from [85]
using a two-stage cam switching mechanism. However, the presented methodology is
applicable to a wide variety of strategies and hardware.
Control of combustion mode switches between SI and HCCI has not yet reached
the same maturity as the control of the nominal HCCI mode. While several control
strategies are being pursued, many are either based on more sophisticated hardware,
like FFVA, or rely strongly on calibration. In general, it can be seen that combus-
tion mode switches do not occur instantaneously and require a certain amount of
time, e.g., due to airpath or actuator dynamics. Furthermore, a situation is likely,
during which the engine operates in HCCI combustion when the driver requests a
load outside the feasible HCCI operating regime. The HCCI load controller can only
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track the load all the way up or down to the boundary of the HCCI regime. A mode
switch to SI combustion is then required before tracking of the load command can
be continued. Therefore, during a drive cycle, the switches need to be scheduled and
executed in a way that maximizes the residence time in the HCCI combustion mode,
while also avoiding jerks in load and other drivability issues. In addition, operation
under non-optimal conditions during the combustion mode switches leads to reduced
combustion efficiency or increased pumping losses, and also incurs a fuel penalty.
Therefore, to result in a net fuel economy benefit, the accumulated HCCI efficiency
gains need to overcompensate for the mode switching penalties. This is only achieved
if the residence time in HCCI combustion is long enough.
1.2.6 Multimode Combustion Concept & Drive Cycle Fuel
Economy
As mentioned above, due to the limited operating regime of HCCI it is not possible
to fulfill all the load and speed demands of a driver during regular vehicle operation.
Thring [22] suggested the multimode combustion engine as a solution of this problem.
Such an engine generally operates in nominal SI mode and switches to the beneficial
HCCI combustion, if current load and speed conditions are located within its feasible
regime. So far, vehicles utilizing such engines have not reached the stage of produc-
tion. In 2009 [86] General Motors demonstrated a prototype vehicle using a SI/HCCI
multimode engine. In 2014 [1] the ACCESS project developed a prototype vehicle ap-
plying a multimode engine based on SI and SACI combustion modes. Neither of those
vehicles were officially tested and the fuel economy results are not publicly available.
In general, the performance in terms of fuel economy and emissions of such a vehicle
still needs to be assessed in drive cycle simulations. The focus of most published
simulation results lies on the potential improvement in fuel economy of the SI/HCCI
multimode engine compared to a nominal SI-only engine.
In [11,12,87–89] steady-state fuel efficiency maps of SI and HCCI combustion are
applied in vehicle simulations. Zhao et al. [87] generate their maps based on engine
data and achieve an improvement in fuel economy of approximately 5% for the New
European Driving Cycle (NEDC). Cairns and Blaxill [12] apply a validated engine
simulation to develop and analyze HCCI steady-state data. The authors predict a
total fuel economy benefit of 10% for the NEDC. Kulzer et al. [11] discuss multimode
combustion and compare different valve timing and injection strategies. Based on
data from a single-cylinder engine with FFVA, a fuel economy benefit of 12% during
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Figure 1.5: Instantaneous combustion mode switches during a city drive cycle based
on vehicle and engine simulation. (Source: Fig. 23 from [88])
the NEDC compared to direct injected SI combustion is achieved. In addition, they
simulate different supervisory control strategies which command a switch back to SI
if the temperature of the three-way catalyst decreases to a lower threshold. Ortiz-
Soto et al. [88] use a detailed engine model to generate their maps and they show
improvements between 7-21% depending on the drive cycle and 23% residence time
in HCCI during the FTP75 drive cycle2. As can be seen in Fig. 1.5, it is briefly
noted that some visitations of the HCCI regime might actually be too short to allow
for a mode switch. Wheeler et al. [89] apply a similar approach resulting in a fuel
economy improvement of 20% over the FTP75 drive cycle. Of the publications listed
above, [11, 87, 89] take into account engine cold start. However, all the mentioned
publications assume instantaneous switches between SI and HCCI maps and thereby
neglect mode switching penalties and dynamics.
Hybrid electric vehicles (HEV) are increasingly penetrating U.S. and European
markets. Besides fuel savings due to start-stop and regenerative braking strategies,
the coupling of a multimode engine with an electric machine leads to an additional
degree of freedom in engine operation. This extra degree of freedom results in in-
creased flexibility when optimizing the operating point of the engine and can therefore
increase fuel economy benefits. Delorme et al. [90] perform a simulation study to in-
vestigate the drive cycle fuel economy of different hybridization levels (micro, mild,
power-split, plug-in). In particular, the authors study the extra fuel economy benefit
of using a SI/HCCI multimode combustion engine instead of a conventional SI en-
gine in the hybrid powertrain. It is concluded that, while all configurations benefit
from the use of HCCI, the conventional powertrain with a fuel economy increase of
15% for the FTP75 drive cycle gains the most. In fact they claim that, the higher
the level of hybridization, the smaller the benefit from using a multimode engine.
Lawler et al. [91] introduce a rule-based supervisory strategy which utilizes HCCI
in a parallel hybrid powertrain. In a fuel economy assessment over the UDDS drive
2See Appendix A for an overview of different EPA drive cycles.
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cycle they present an improvement of 17% due to the use of multimode combustion
in a conventional and an improvement of 18.4% in a mild parallel hybrid powertrain.
Similar work was done in [92,93]. However, also none of these publications considers
combustion mode switching and associated penalties, neither in their simulation nor
in their supervisory control strategies.
1.3 Dissertation Contributions
The key contributions of this dissertation are described in the following section to-
gether with the corresponding conference and journal publications. The first novelty
is the introduction of a vehicle model incorporating a multimode combustion en-
gine, which emulates the properties and dynamics of combustion mode switches over
the course of a drive cycle. As discussed in the previous section, several other re-
searchers [11, 12, 87–91] conducted simulation studies and attempted to predict the
drive cycle fuel economy of a SI/HCCI multimode engine. However, none of those
publications accounted for the switches between the two modes, and the associated
dynamics and penalties. To account for this, a basic integration of a finite-state com-
bustion mode switch model into a vehicle simulation was presented by the author
in [94]. This model was refined in [95] to distinguish between different periods of
the mode switch, e.g., cam phasing, cam switch, etc., and to capture mode switches
to SACI combustion. The model was parameterized with mode switch experiments,
shown in [96], and embedded within the overall vehicle dynamics, described in [97].
The finite-state model, developed over the course of this work, represents a computa-
tionally efficient way to capture the properties of combustion mode switches during
vehicle-level simulations.
In a second contribution, the system model was applied to quantify the influence
of the mode switch dynamics and fuel penalties on the drive cycle performance. The
author discussed the impact of such switches on fuel economy in [96]. It was shown
that frequent mode switches and their associated penalties add up over the course of
a drive cycle and lead to a significant reduction of the modest HCCI benefits. Fur-
thermore, in HCCI mode, the engine’s load is very limited. Therefore, if the driver
requests high torque, the engine is required to switch back to SI combustion before
being able to respond. The corresponding mode switch delays could therefore lead to
potential drivability problems. In [97] a trade-off was discussed between ignoring the
driver’s torque demand, leading to longer residence time in HCCI mode and higher
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fuel economy, and the increasing delay in engine response. In conclusion, combustion
mode switches can have strong impact on fuel economy and drivability, and therefore
need to be accounted for in the design of the engine system and the mode switch
control strategy, as well as the supervisory controller. This is especially important
if the size of the HCCI regime is very limited, leading to a high frequency of mode
switches and short residence times in HCCI.
The third contribution of this work is an analysis of supervisory control strate-
gies and the decision, when to perform a mode switch. The predictability of engine
torque over very short time horizon was discussed in [98]. It was seen that a visitation
of the HCCI regime needs to be of the order of 0.8-1.2 s to be beneficial for overall
fuel economy. Therefore, different receding horizon prediction methods were tested
on engine data from chassis dynamometer experiments in terms of their accuracy in
predicting HCCI entry and exit events. It was seen that, while the methods were
not very accurate, they were still capable of distinguishing very short from very long
visitations. These findings were implemented in supervisory control strategies and
presented in [97]. It was seen that a simple linear prediction is able to better antici-
pate HCCI visitations, and prepare mode switches accordingly. This leads to a higher
fraction of beneficial HCCI residences and a lower impact on drivability. In addition,
results from an optimal mode switching strategy, based on dynamic programming
and prior drive cycle knowledge, are shown for benchmarking purposes. It was seen
that under those conditions, drivability issues can be avoided while fuel economy is
slightly improved.
One major focus of attention was an analysis of the interaction between the
SI/HCCI multimode engine and a three-way catalyst (TWC) exhaust aftertreatment
system. Very low engine-out NOx emissions is one of the main advantages of HCCI
combustion. This potentially allows the use of relatively inexpensive TWCs. Under
lean HCCI conditions with a relative AFR >1.25, the NOx concentration is <25 ppm
and remains untreated while CO and HC are removed. Under stoichiometric SI con-
ditions, the TWC is fully functional and converts all three species. However, this
statement neglects the oxygen storage dynamics within the TWC. Lean operation
fills up the oxygen storage, thereby making the TWC incapable of converting NOx.
Back at stoichiometry, the TWC’s oxygen storage needs to be depleted to restore its
NOx conversion efficiency. The depletion is achieved by operating the engine rich,
thereby leading to poor engine efficiency. A simulation framework was presented [99]
and published [2], which takes into account this dynamic oxygen storage behavior. It
was shown that a TWC-based aftertreatment system with generous oxygen storage
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exhibits significant fuel penalties. Therefore, such a TWC system with large oxygen
storage is deemed unsuitable for operation with a SI/HCCI multimode engine. This
finding prompted HCCI-SI mode switching studies by collaborating researchers [85]
that achieve the rich condition already during the switch with the goal to expedite
the restoration of the TWC’s conversion efficiency while reducing breakthroughs in
NOx.
An additional contribution considers the integration of a multimode engine in a
mild HEV with 48 V-system. Depending on the drive cycle, the torque assist from the
electric motor enables significantly longer HCCI residence times. While such systems
have been studied by other researchers [90, 91], the dynamics of mode switches were
not considered. In [100] the author introduced different SI/HCCI HEV supervisory
control strategies, which connect the mode switching decision to the HEV control
strategy. It was seen that drive cycles with low load requirements and a vast number
of regenerative braking events, e.g., the FTP75, exhibit synergies between the multi-
mode engine and the HEV. These synergies lead to significant improvements in fuel
economy, even without specifically incorporating the battery’s state-of-charge (SOC)
into the mode switching decision. On the other hand, with higher load demands and
less battery regeneration, as seen during the HWFET, HCCI operation can lead to a
decrease in fuel economy if SOC is not considered.
As a final contribution, in [101] and [102] the author considered the sizing of the
TWC aftertreatment system in a mild HEV with a SI/HCCI multimode engine. Due
to longer residence times in HCCI, the depletion of the TWC’s oxygen-storage is not
as harmful on fuel economy as in the non-HEV case. In turn, the prolonged use of
HCCI leads to significant amounts of tailpipe NOx emissions. To resolve this issue,
the combination of two potential hardware modifications was evaluated. First, in-
stead of the original TWC with generous oxygen storage capacity, a small storage is
assumed. This reduces the amount of fuel required to deplete it. Second, the size of
the feasible HCCI regime is reduced to the area where NOx emissions are extremely
low, therefore not requiring aftertreatment. It was seen that such a system has the
potential to achieve the same or higher fuel economy than the original configuration,
but with a significant reduction in NOx emissions. This is counterintuitive to prior
presumptions, which stated that a higher fuel economy and better emissions can be
achieved with a larger HCCI regime and a larger OSC.
In summary, the six contributions of this dissertation are as follows:
1. A finite-state combustion mode switch model for drive cycle simulations is in-
troduced. (Chapter 2)
2. The model is applied to analyze the impact of combustion mode switches on
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fuel economy and drivability. (Chapter 3)
3. The potential of short-term torque prediction in a supervisory control strategy
are tested. (Chapter 3)
4. It is shown that the interaction between multimode combustion and TWC can
result in prohibitive fuel penalties. (Chapter 4)
5. Synergies between multimode combustion and mild HEVs are discussed. (Chap-
ter 5)
6. A hardware modification is suggested, in which a small HCCI regime is com-
bined with a small oxygen storage, to achieve similar fuel economy with lower
emissions. (Chapter 5)
A majority of this research work was conducted as part of the ACCESS (Advanced
Combustion Concepts - Enabling Systems and Solutions) project [103] and funded
by the U.S. Department of Energy. The goal of this project was to develop strategies
that enable the use of advanced combustion modes in light-duty vehicles. The target
was a 25% reduction in drive cycle fuel economy compared to a naturally aspirated,
conventional SI baseline engine while meeting SULEV emissions requirements. Find-
ings of this dissertation were highlighted in the 2014 DOE Annual Merit Review [104]
as well as the 2015 National Research Council Report [105].
1.4 Dissertation Outline
In Chapter 2, the longitudinal vehicle and driver model is presented and validated.
Chapter 3 discusses the finite-state combustion mode switch model and analyzes its
influence on drive cycle fuel economy and vehicle drivability. In addition, different
short-term load prediction methods are discussed. Chapter 4 presents an analysis of
the system based on a SI/HCCI combustion engine and three-way catalytic converter.
In Chapter 5 the integration of a multimode engine in a mild hybrid electric vehicle is
discussed. Finally, Chapter 6 contains conclusions and future work. A flow diagram
of the dissertation is shown in Fig. 1.6.
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Figure 1.6: Flow diagram of the dissertation. Arrows show how chapters 1-6 are
interconnected. Dotted lines point to corresponding appendices A and B.
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Chapter 2
Vehicle, Engine, and Driver Model
A vehicle model is required to translate the reference velocity of the drive cycle
into engine speed and load. Dynamic models have been used for decades to analyze
vehicle behavior and controller design, with a vast amount of literature available,
e.g., [106–109]. Little work has been done on the integration of multimode combus-
tion engines in vehicle simulations, e.g., [11,88]. However, combustion mode switches
were assumed to be instantaneous without any impact on engine torque. Therefore,
it would also be possible to run vehicle and combustion simulations separately. In
this dissertation, combustion mode switches are penalized, i.e., incur a fuel penalty
and require a certain duration. The vehicle model, applied to analyze the impact
of such mode switches on vehicle performance, is described in this chapter. Note
that this chapter is only concerned with the baseline model for the conventional pow-
ertrain, applying standard SI combustion. Models for combustion mode switches,
aftertreatment, and hybrid electric system are described in the following chapters.
The vehicle used in this dissertation is a stock Cadillac CTS, model year 2009,
with 6-gear manual transmission, Fig. 2.1. The baseline engine of this vehicle is a nat-
urally aspirated (NA) 3.6 L GM HF V6, which runs standard SI combustion. While a
vehicle’s longitudinal dynamics are widely published, this chapter also describes the
implementation of a longitudinal driver model in detail, including the dynamics dur-
ing gear shifting and vehicle launch. The model is realized in MATLAB / Simulink
/ Stateflow and was first introduced in [94]. It consists of equations for vehicle and
driveline dynamics, which are shown in Sec. 2.1. The engine model is based on steady-
state maps and described in Sec. 2.2. Lower level engine control tasks, e.g., engine
idle, are located in the model of the engine control unit (ECU) and shown in Sec. 2.3.
The driver model is responsible for following the reference velocity and shifting the
gears, and its details are presented in Sec. 2.4. Finally, the vehicle model is validated
in Sec. 2.5 by comparing its results to chassis dynamometer measurements.
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Figure 2.1: Picture of the Cadillac CTS vehicle used in the ACCESS project [1].
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Figure 2.2: Top-level block diagram of the longitudinal model of the conventional
vehicle.
2.1 Vehicle & Driveline Model
In the following section the longitudinal vehicle and driveline model is explained. It
consists of the main state equations for velocity v, rotational speed of the driven and
non-driven wheels, ωw,d and ωw,n, respectively, and engine speed ωe. A schematic
representation of the forces acting on the vehicle can be found in Fig. 2.3. The model
distinguishes between open and locked clutch, is thereby a hybrid system in which
different sets of state equations are activated depending on the state of the clutch.
The block diagram of the vehicle model can be seen in Fig. 2.4. Its parameters are
listed in Table 2.1.
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Figure 2.3: Schematic representation of the forces acting on the vehicle in motion.
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2.1.1 Road and Tires
The road load Fl is calculated as:
Fl = Fa + Fr. (2.1)
Rolling resistance Fr and aerodynamic drag Fa are calculated as described in
[107,109,110]:
Fa =
1
2
ρaµaAfv
2 (2.2)
Fr = mvg(µr,0 + µr,1v) (2.3)
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with aerodynamic and rolling resistance coefficients µa, µr,0 and µr,1, respectively, the
frontal area Af , and acceleration of gravity g. Note that the model does not include
any forces due to elevation changes or due to driving in reverse gear.
The tire slip σt is calculated as follows:
σt = 1−

1 ωw = 0 or v = 0
v
ωw·rt ωw · rt − v ≥ 0
ωw·rt
v
ωw · rt < 0
(2.4)
with tire radius rt and rotational speed of the wheel ωw. Note the associated sub-
scripts d and n for driven and non-driven wheels, respectively. The tire forces for the
driven and non-driven tires Ft,d and Ft,n, respectively, follow as
Ft,d = nw,d · sign(ωw,d · rt − v) · Φ(σt,d) (2.5)
Ft,n = nw,n · sign(ωw,n · rt − v) · Φ(σt,n) (2.6)
with the number of driven and non-driven wheels nw,d and nw,n, respectively, and
the relationship Φ(σt) based on the Magic tire formula presented in [111]. The total
number of wheels is nw = nw,d + nw,n.
2.1.2 Vehicle Dynamics
The state equation for vehicle speed v follows from Newton’s first law:
mv
d
dt
v = Ft,d + Ft,n − Fl. (2.7)
2.1.3 Gearbox and Brakes
The driver command ug determines the gear ratio γg. Together with final drive ratio
γfdr the total gear ratio γ is computed.
γ = γfdr · γg(ug) (2.8)
The total torque acting on all driven wheels is denoted Tw and is equal to the out-
put torque of the gearbox. As described in [107] the gearbox was modeled with the
Willans approach. Power losses reduce or increase Tw with respect to the direction of
21
the power flow:
Tw = γ ·
ηg · Tc Te,b ≥ 01
ηg
· Tc Te,b < 0
(2.9)
with engine brake torque Te,b and gearbox efficiency ηg.
The friction brake torque Tb was modeled as a first order element, similar to [112]:
τb
d
dt
Tb = ub · Tb,max − Tb (2.10)
with brake time constant τb, brake pedal position ub, and maximum transmittable
torque Tb,max.
2.1.4 Driveline Dynamics
Therefore the dynamics of the driveline can be derived from conservation of momen-
tum:
(θgγ
2 + nw,dθw)
d
dt
ωw,d = Tw − nw,d · Tb − rt · Ft,d (2.11)
nw,nθw
d
dt
ωw,n = −nw,n · Tb − rt · Ft,n (2.12)
with the combined gearbox and drive axis inertia θg and the inertia of a wheel θw.
2.1.5 Clutch
The rotational speed of the gearbox-side of the clutch is denoted ωc:
ωc = γ · ωw,d. (2.13)
By using the binary state l the vehicle model distinguishes between locked clutch,
l = 1, the main drivetrain mode, and slipping clutch, l = 0, used for vehicle stand-
still, launch, and up- and downshifts. The deciding clutch logic is inspired by [113].
The sign of the clutch torque Tc is determined by the clutch slip σc:
σc = ωe − ωc. (2.14)
Based on clutch pedal position uc and the maximum static friction torque, i.e., fric-
tion limit, Tc,max, the currently transmittable static friction torque Tc,s is calculated:
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Tc,s = (1− uc) · Tc,max. (2.15)
By neglecting tire slip and by combining (2.7), (2.11), and (2.12) the required friction
torque to lock the clutch Tc,req follows as:
Tc,req =
(θgγ
2 + nwθw +mvr
2
t ) · Te,b + θeγnwTb − rtFl
θgγ2 + nwθw +mvr2t + γ
2ηgθe
. (2.16)
The clutch locks and unlocks during the next time step k based on the applied clutch
pedal position and the slipping speed:
l(k + 1) =

0 l(k) = 0 (unlocked) and (|Tc,req| > Tc,s or σc 6= 0)
1 l(k) = 0 (unlocked) and |Tc,req| ≤ Tc,s and σc = 0
1 l(k) = 1 (locked) and |Tc,req| ≤ Tc,s
0 l(k) = 1 (locked) and |Tc,req > Tc,s.
(2.17)
For a slipping clutch the absolute value of the clutch torque is given by the kinetic
friction torque Tc,k, based on static friction torque Tc,s and the ratio between static
and kinetic friction coefficient:
Tc,k =
(
µc,k
µc,s
)
· Tc,s. (2.18)
Therefore the transmitted clutch torque Tc follows as
Tc =
Te,b l = 1Tc,k l = 0. (2.19)
2.1.6 Engine Speed Dynamics
Finally, the differential equation for engine speed ωe follows from conservation of
momentum,
θe
d
dt
ωe = Te,b − Tc (2.20)
with engine inertia θe.
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Table 2.1: Vehicle model parameters for Cadillac CTS
Name Symbol Value
Aerodynamic resistance coefficient µa 0.276
Rolling resistance coefficient µf 0.0075
Rotational resistance coefficient µr 4.8 Ns/m
Frontal area Af 2.19 m
2
Density of air ρa 1.225 kg/m3
Vehicle mass (curb + passenger) mv 1725 kg +136 kg
Acceleration of gravity g 9.807 kgm/s2
Tire radius rt 0.347 m
Number of driven wheels nw,d 2
Number of non-driven wheels nw,n 2
Gear ratios (1st - 6th) γg {4.5, 2.75, 1.76, 1.32, 1, 0.78}
Final drive ratio γfdr 3.42
Gearbox efficiency ηg 0.96
Brake time constant τb 0.25 s
Static tire friction coefficient µb 0.7
Maximum brake torque (µbmvg
4
) Tb,max 3.2 · 103 Nm
Maximum clutch torque Tc,max 500 Nm
Ratio of clutch friction coefficients µk
µs
0.5
Gearbox and drive axis inertia θg 0.05 kgm
2
Wheel mass mw 10.9 kg
Wheel inertia (mwr
2
t ) θw 1.308 kgm
2
Engine inertia θe 0.134 kgm
2
Minimum velocity for tire slip vmin,t 0.28 m/s
2.1.7 Discrete Drivetrain States
The state equations (2.7), (2.11), (2.12), and (2.20) depend on the state of the clutch.
In addition, tire slip is neglected for velocities below vmin,t. Therefore the discrete
state δ is introduced, describing the current drivetrain mode: δ = 1 represents locked
clutch, δ = 2 unlocked clutch while considering tire slip, and δ = 3 unlocked clutch
while neglecting tire slip. (2.21) takes care of the transition to a different drivetrain
mode at the next time step k.
δ(k + 1) =

1 l(k) = 1
2 l(k) = 0 and v(k) ≥ vmin,t
3 l(k) = 0 and v(k) < vmin,t
(2.21)
The second drivetrain mode, δ = 2, for the unlocked clutch and tire slip, is the most
general representation of the system with the maximum number of states.
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In case of δ = 1, the clutch is locked and the algebraic relationship
ωe ≡ ωc (2.22)
can be used to simplify (2.11) and (2.20):
(
(θg + θe) · γ2 + nw,dθw
) d
dt
ωw,d = Tw − nw,d · Tb − rt · Ft,d. (2.23)
In case of δ = 3, tire slip is neglected,
v ≡ rt · ωw,d ≡ rt · ωw,n (2.24)
which simplifies (2.7), (2.11), and (2.12):(
θgγ
2 + nwθw
r2t
+mv
)
d
dt
v =
Tw − nw · Tb
rt
− Fl. (2.25)
2.2 Engine Model
In the following section the engine part of the model is described in detail. It consists
of simple torque dynamics and assumptions for penalties due to auxiliaries and engine
cold start. The values for the engine model can be found in Table 2.2.
2.2.1 Fuel Efficiency Maps & Engine Torque Dynamics
The engine fuel flow m˙f is computed as a function of engine torque Te and speed ωe,
using a steady-state map of fuel flow ff,SI :
m˙f = ff,SI(ωe, Te). (2.26)
The efficiency maps of the two engines used in this dissertation are depicted in Fig. 2.5
in terms of brake specific fuel consumption (BSFC).
The torque limitations of the SI combustion mode Tmax,SI(ωe), Tmin,SI(ωe) are
functions of engine speed. The overall maximum and minimum torques of the engine
25
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Figure 2.5: BSFC Maps of HF V6 engine (left) and MM I4 engine (right) for SI
combustion.
are denoted Tˆmax and Tˆmin, respectively.
Tˆmax = max
ωe
Tmax,SI(ωe) (2.27)
Tˆmin = min
ωe
Tmin,SI(ωe) (2.28)
The engine torque response is modeled as a first-order system with time constant τe
and commanded torque by the ECU ue as input:
τe
d
dt
Te = ue − Te. (2.29)
Throttle snap measurements of the 2.0 L engine were used to identify the time con-
stant of the intake manifold dynamics. The throttle was stepped from wide open to
almost fully closed. The intake manifold pressure pim was modeled as a first-order
system with time constant τe = 0.09 s. The engine torque was simply assumed to be
proportional to pim. An individual throttle snap is shown in Fig. 2.6. Due to the
sampling time it is not exactly clear when the step occurred. However, it can be seen
that this first-order system reproduces the dynamics reasonably well.
2.2.2 Alternator
Besides the torque for the driveline the engine is required to provide power for the
electric auxiliaries, which draw current from the 12 V-battery system. Reference [114]
suggests a constant electric load to charge the battery Pal, which is implemented here
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Figure 2.6: Throttle snap measurement (solid blue) and model (dashed red). Top:
Throttle. Center: Intake manifold pressure. Bottom: Engine torque.
with Pal = 1250 W. It is assumed that at engine idle the battery is not being charged
and that the load is reduced to Pal,idle = 600 W. In this dissertation, instead of a
regular alternator, the engine provides this power via belt-driven integrated starter-
generator (ISG). The reason for this choice is the analysis in Chap. 5, where the model
is extended to a mild HEV. In that particular case, the electric machine will also be
used for start/stop operation and regenerative braking.
The torque response of the ISG Tm is modeled as first-order system with time
constant τm = 0.0043 s and ISG torque command um as input:
τm
d
dt
Tm = um − Tm. (2.30)
The ISG’s torque is defined such that a positive and negative torque represents torque
assist and battery charging, respectively. The applied efficiency map of the ISG fm is
based on experimental data and provides the ISG’s electric power Pm,el as a function
of ISG speed ωm and mechanical power Pm,
ωm = ωe · γb (2.31)
Pm = Tm · ωm (2.32)
with belt-ratio γb = 2.5. Therefore, the torque command sent to the ISG to maintain
the auxiliary electric load follows as:
um = −f
−1
m (ωm, Pal)
ωm
. (2.33)
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Table 2.2: Engine model parameters
Name Symbol Value
HF V6 MM I4
Engine time constant τe 0.09 s
Electric auxiliary load Pal 1.25 kW
(at idle) Pal,idle 600 W
Belt ratio γb 2.5
Power steering Pps,1 100 W
ωps,1 1000 RPM
aps 0.1 W/RPM
Maximum engine torque Tˆmax 333 Nm 310 Nm
Minimum engine torque Tˆmin -72 Nm -31 Nm
Engine temp. time constant (heating) ψheat 15 s
(cooling, engine on) ψcool,on 125 s
(cooling, engine off) ψcool,off 60 s
Temperature penalty (fuel) ξf 1.2
(friction torque) ξT 1.3
Engine thermal capacity αe 108 kJ/K
2.2.3 Power Steering
Based on [115] and [116] the loss due to the power steering can be assumed to be an
affine function of engine speed:
Pps = Pps,1 + aps · (ωe − ωps,1). (2.34)
It is further assumed that at idle condition, power steering is not being used. The
associated load on the engine follows as:
Tps =
Pps
ωe
. (2.35)
2.2.4 Exhaust Gas Temperature and Cold Start
The methodology introduced by Gao et al. [117] is applied in this dissertation to es-
timate the dynamics of the engine’s exhaust gas temperature ϑg,e from a steady-state
map. These map only consider the nominal operating conditions of SI combustion
and neglects special cases, e.g., to heat up the aftertreatment system.
ϑ¯g,e = fϑ,SI(Te, ωe). (2.36)
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Figure 2.7: Comparison between simulated (solid blue) and measured (dashed red)
engine exhaust temperature during exemplary time period of the third phase of the
FTP75 cycle. Top: Velocity. Bottom: Temperature.
The map’s output ϑ¯g,e is a forcing term used in case-sensitive first-order filters, fi-
nally resulting in temperature ϑg,e. The associated time constants are ψheat, ψcool,on,
and ψcool,off , depending if the engine is being heated or cooled and on or off, respec-
tively. Parameter ψcool,on was determined using engine cool-down experiments. The
other parameters were chosen based on [117] and such that they matched the chassis
dynamometer measurements, shown in Fig. 2.7.
The engine exhaust temperature together with the emissions will be used in Chap-
ters 4 and 5 where the dynamics of the TWC are analyzed. However, the applied
methodology is also able to approximate the process of warming-up the engine, as
seen during the first phase of the FTP75 driving cycle. The temperature state of the
engine is described by variable Iwarm. A lower value of Iwarm results in a reduction of
the forcing term ϑ¯g,e relative to the map value. Also, during cold start the engine is
subjected to a fuel penalty and additional engine friction torque Twu:
Twu = Te ·
(1− Iwarm) · (ξT − 1) Te > 00 else (2.37)
m˙f = ff,SI(ωe, Te) · (Iwarm + ξf (1− Iwarm)) . (2.38)
The reference velocity of first and third phase of the FTP75 are exactly the same.
Therefore the measurements taken on the chassis dynamometer were used to find the
associated penalties ξf and ξT as well as the engine’s thermal capacity αe.
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Table 2.3: ECU model parameters
Name Symbol Value
HF V6 MM I4
Idle speed controller Kp,idle 1.3 1.4
Ki,idle 2.46 2.42
Kd,idle 0.079 0.079
(filter constant) Nidle 100
Tidle 11.4 Nm 9.6 Nm
2.2.5 Brake Engine Torque
The above introduced additional torque variables are used to calculate the brake
engine torque Te,b:
Te,b = Te + γbTm − Tps − Twu. (2.39)
2.3 ECU Model
The ECU model is located between driver and driveline models. Its main task is the
computation of the torque command ue, which is sent to the engine. The parameter
values used in the ECU model can be found in Table 2.3.
2.3.1 Desired Torque
The ECU uses the accelerator pedal position ua to determine a desired torque by
the driver Tdes. In real ECUs often a nonlinear mapping is applied, based on pedal
position and engine speed. The maps are calibrated with the subjective feeling of
the driver in mind, which is not an issue here. In addition, the torque maps vary
from engine to engine and they lead to additional nonlinearities, which need to be
taken into account when designing the driver controller. For those reasons they were
replaced with a linear relationship between the minimum and maximum torque the
engine is able to provide, Tˆmin and Tˆmax, respectively:
Tdes = ua · (Tˆmax − Tˆmin) + Tˆmin. (2.40)
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2.3.2 Idle Speed Controller
To avoid engine stall, the engine speed ωe is not allowed to drop below the engine
idle speed ωidle. For that reason an idle speed controller (ISC) is implemented. To
meet emissions regulations, it is important during cold start to heat up the three-way
catalyst (TWC) in a short amount of time. One possible strategy to increase the
exhaust temperature is retarding the spark timing. Efficiency penalties associated
with such strategies are accounted for in Sec. 2.2.4. In addition it is assumed that the
idle speed is increased to ωcat for a short amount of time while the TWC temperature
ϑb,1 is below a certain threshold. This leads to the actual reference idle speed ωref,idle
which the ISC needs to track:
ωref,idle =
ωcat ϑb,1 < 350 ◦Cωidle else. (2.41)
A finite state machine governs the use of the ISC. In general, the ISC is inactive
and the desired torque by the driver Tdes is fed through to engine command Tcmd,1.
However, as soon as the accelerator pedal is released and ωe < ωref,idle, the ISC takes
over and holds ωe constant. The ISC will remain active until the driver presses the
accelerator pedal, Tdes increases to Tdes > Tcmd,1.
In the following paragraph, the design of the ISC is presented. The standard
equilibrium condition for the ISC to be active is at vehicle standstill with the clutch
pedal fully pressed and the engine running at idle speed ωidle:
vo = 0 (2.42)
ωe,o = ωidle (2.43)
uc,o = 1⇒ Tc,o = 0 (2.44)
Tire slip is irrelevant, therefore the drivetrain mode is δ = 3. At low engine speeds
the electric load is modeled as constant power Pal,idle. Applying the efficiency map of
the ISG the mechanical power from the motor is approximated as:
Pm,idle = −f−1m (ωm, Pal,idle) ≈ −802 W. (2.45)
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Therefore the equilibrium condition for engine torque follows as:
Te,b,o = 0⇒ Te,o = −γbTm,o = −Pm,idle
ωe,o
(2.46)
ue,o = Te,o. (2.47)
The linearization of the alternator torque leads to
δTm = −Pm,idle
ω2e,o
δωe (2.48)
and the linearized state equations follow as
δT˙e = − 1
τe
δTe +
1
τe
δue (2.49)
δω˙e =
1
θe
δTe − Pm,idle
θeω2e,o
δωe. (2.50)
The state space representation looks as follows:
x =
(
δTe
δωe
)
, Aidle =
[
− 1
τe
0
1
θe
−Pm,idle
θeω2e,o
]
, Bidle =
[
1
τe
0
]
, Cidle =
[
0 1
]
(2.51)
x˙ = Aidle · x + Bidle · δue (2.52)
δωe = Cidle · x. (2.53)
The eigenvalues of the linearized system are
pidle =
{
− 1
τe
, − Pm,idle
θeω2e,o
}
(2.54)
and as can be seen, the system is unstable due to the constant electric load at idle
conditions. Note that Pm,idle is negative. The comparison of the open-loop step re-
sponse of the linearization to response the nonlinear model is shown in Fig. 2.8. The
responses are very similar up to ωe = 900 RPM, where the electric load increases and
the nonlinear system is stabilized.
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Figure 2.8: Open-loop responses of the nonlinear (dashed red) and the linearized
(dash-dotted blue) systems at engine idle to a step in torque command. Top: Engine
torque Te with command Tcmd,1 (solid black). Bottom: Engine speed ωe.
A PID controller Cidle was tuned to stabilize the system
Tcmd,1 = Cidle · (ωref,idle − ωe) + Tidle (2.55)
Cidle(s) = Kp,idle +
1
s
Ki,idle + s ·Kd,idle (2.56)
resulting in a phase margin of 118◦ at 8.18 rad/s. In Fig. 2.9 the closed-loop responses
of linearized and nonlinear model are compared during a step in reference engine
speed ωref,idle. The nonlinear and the linearized systems respond almost exactly the
same, with a very fast convergence and acceptable overshoot. As can be seen, the
torque command looks very aggressive, is then, however, significantly dampened by
the engine torque dynamics from (2.29).
2.3.3 Torque Command
An engine is not always capable of delivering the maximum and minimum torque
Tˆmax, Tˆmin, respectively. The engine torque command from the driver or ISC is satu-
rated at the two limits Tmax,SI and Tmin,SI . Therefore, for a conventional engine the
torque command ue is defined as:
ue =

Tmax,SI Tcmd,1 > Tmax,SI
Tmin,SI Tcmd,1 < Tmin,SI
Tcmd,1 else.
(2.57)
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Figure 2.9: Closed-loop responses of the nonlinear (dashed red) and the linearized
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Modifications associated with multimode combustion operation are discussed in
Sec. 3.4.
2.3.4 Fuel Cut-Off
During strong vehicle decelerations it can be beneficial to stop the engine fuel injec-
tion, therefore transmitting high negative torque Tfc, which is a function of ωe. This
strategy is denoted fuel cut-off. The binary command ufc is used to activate a fuel
cut-off and is in reality often calibrated based on several inputs, e.g., ua, ub, v, l, uc,
etc. If fuel cut-off is activated, the state equation for engine torque (2.29) needs to
be replaced with
Te = Tfc = ffc(ωe). (2.58)
For this vehicle, however, it was seen that fuel cut-off events occurred only rarely
during the drive cycle measurements and it is not straightforward to reproduce them.
Therefore, this functionality was generally not activated. In case of multimode op-
eration, however, it can be beneficial to use fuel cut-off during mode switches, as
discussed in Sec. 3.4.
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2.4 Driver Model
The driver model’s main responsibility is to follow the reference velocity vref , spec-
ified by the drive cycle, by tracking the error e, using acceleration and brake pedal
positions, ua and ub, respectively.
e = vref − v (2.59)
It is assumed that the driver has a preview of the reference velocity vpv of 1 s. Based on
this preview the acceleration v˙pv is computed. Both values are used for gain-scheduling
and vehicle launch.
vpv(t) = vref (t+ 1 s) (2.60)
v˙pv =
vpv − vref
1 s
(2.61)
While it would also be possible to select the gear ug depending on engine load and
speed, in this paper the gear follows a predetermined shift schedule gref . The clutch
pedal position uc connects the engine with the rest of the drivetrain. As explained
above, the drivetrain model distinguishes between locked and slipping clutch. To
achieve a realistic load behavior it is required to accurately shift gears and to drive
with slipping clutch during vehicle launches and stops. Therefore the driver model is
divided into three discrete states .
The state machine coordinating the three modes is shown in Fig. 2.10. The driver
mode  = 1 is the primary mode and responsible for velocity control at locked clutch
condition. The other two modes are active while the clutch is slipping. If the engine
speed ωe drops below a threshold ωe,min, the mode is switched to  = 2, which controls
vehicle halt, standstill, and launch. On the other hand, if a gear shift is requested,
gref 6= ug, the mode is changed to  = 3, which conducts the up- and downshifts. The
modes are switched back to  = 1 when the clutch locks, l = 1, after the shifts are
completed. In the following sections the different modes are described in detail. The
associated parameters can be found in Table 2.4.
2.4.1 Driver Mode  = 1, Locked
The driver mode  = 1 is responsible for vehicle control at locked clutch condition. To
tune the controller the nonlinear vehicle model is linearized around a constant velocity
vo with a specific gear selection ug,o. Generally, the drivetrain mode is locked, l = 1,
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Driver Mode ε=1
Locked
Driver Mode ε=2
Unlocked - Halt & launch
Driver Mode ε=3
Unlocked - Gear shift
if l = 1
if l = 1
if g
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 ≠ u
g
if ω
e,min
 > ω
e
if ω
e,min
 > ω
e
Figure 2.10: State machine for the three driver modes .
with fully released brake and clutch pedals, ub,o = uc,o = 0. Tire slip is neglected,
which leads to the following equilibrium condition:
γo = γg(ug,o) · γfdr (2.62)
Te,b,o =
1
γo
· Tw,o = rw
γo
· Fl,o = rw
γo
(
1
2
ρaAfµav
2
o +mvg(µr,0 + voµr,1) +mvg
)
(2.63)
ωe,o = γo · ωw,o = γovv,o
rw
(2.64)
ωm,o = γb · ωe,o (2.65)
Tps,o =
Pps,o
ωe,o
=
Pps,1 + aps · (ωe,o − ωps,1)
ωe,o
(2.66)
Tm,o =
Pm,o
ωm,o
= −f
−1
m (ωm,o, Pal,o)
ωe,o
(2.67)
Tdes,o = ue,o = Te,o = Te,b,o + Tps,o − γbTm,o (2.68)
ua,o =
Tˆmax − Tdes,o
Tˆmax − Tˆmin
. (2.69)
The linearization of the road load Fl leads to
δFl = (ρaAfµavo + µr,1mvg) · δv (2.70)
36
and the linearized auxiliary loads are
δTps =
(
−Pps,o
ω2e,o
+
aps
ωe,o
)
︸ ︷︷ ︸
=aps,1
δωe (2.71)
δTm =
(
−Pm,o
ω2m,o
+
am
ωm,o
)
︸ ︷︷ ︸
=am,1
δωm (2.72)
where am is the slope of f
−1
m at the associated equilibrium:
am =
d
dωm
f−1m (ωm, Pal)|ωm=ωm,o . (2.73)
The rotational inertia of the driveline can be summarized as
θ1 = (θe + θg)γ
2
o + θw(nw,d + nw,n) +mvr
2
t . (2.74)
The linearized state equations for the vehicle under locked clutch condition follow as
δT˙e = − 1
τe
δTe +
Tˆmax − Tˆmin
τe
δua (2.75)
δω˙w =
γoηg
θ1
δTe − 1
θ1
(
rt(ρaAfµavo + µr,1mvg)− (am,1γ2b − aps,1)γ2oηg
)
δωw (2.76)
with the associated state space representation:
Adrive =
[
− 1
τe
0
γoηg
θ1
− 1
θ1
(rt(ρaAfµavo + µr,1mvg)− (am,1γ2b − aps,1)γ2oηg)
]
, (2.77)
x =
[
δTe
δωe
]
, Bdrive =
[
Tˆmax−Tˆmin
τe
0
]
, Cdrive =
[
0 rw
]
(2.78)
x˙ = Adrive · x + Bdrive · δua (2.79)
δv = Cdrive · x. (2.80)
The poles of the linearized system are
pdrive =
{
− 1
τe
, − 1
θ1
(
rt(ρaAfµavo + µr,1mvg)− (am,1γ2b − aps,1)γ2oηg
)}
(2.81)
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Figure 2.11: Open-loop responses of the nonlinear (dashed red) and the linearized
(dash-dotted blue) systems to a step in accelerator pedal position. Top left: Pedal
position ua. Top right: Engine torque Te. Bottom left: Engine speed ωe. Bottom
right: Velocity v.
and as can be seen the stability of the system depends on the local slopes of the
motor efficiency map and the road load. Therefore the stability varies with operating
condition. By sweeping the equilibrium point over reasonable velocities and gears it
was seen that the system is asymptotically stable for a majority of cases. The asso-
ciated pole varies from -0.057 to 0.082 and is therefore always relatively slow, even
when unstable. The system becomes unstable at low velocities and gears due to the
shape of f−1m . However, this does not significantly impact its overall behavior. The
linearized and the nonlinear systems are compared in Fig. 2.11 during a step in pedal
position ua and as can be seen they show very similar responses.
The vehicle is controlled based on gain-scheduled PI controllers due to the follow-
ing reasons. First of all, the vehicle system is nonlinear and its dynamics depend on
operating condition, mainly gear selection and velocity. Second of all, during normal
driving it is generally not too difficult for the driver to remain within the tolerance
limits of the drive cycle. However, during short periods of very high acceleration,
when the gear shifts act as disturbance, the driver needs to be more aggressive to be
able to stay within bounds. For the moderate phase a controller with lower crossover
frequency is acceptable. Here the PI controller Cdrive,mod was tuned to result in a
phase margin of 65◦ at 1 rad/s. For aggressive accelerations the controller Cdrive,agg
was tuned to a phase margin of 65◦ at 2.2 rad/s.
The closed-loop response of the system is shown in Fig. 2.12. As can be seen
both controllers show a similar and acceptable overshoot. As expected the controller
Cdrive,agg converges significantly faster, utilizes, however, much higher torque. Note
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Figure 2.13: Decision to use an aggressive or moderate driver controller Cdrive,agg and
Cdrive,mod, respectively.
that in the nonlinear model ua saturates at 0 and 1 using anti-reset windup. But as
can be seen this only has little influence on the overall response of the system due to
the dynamics in engine torque.
A logic is implemented which selects the appropriate set of controller gains. In
general the moderate controller is used. However, as shown in Fig. 2.13, in situa-
tions with high acceleration v˙pv or if the velocity get close to its lower tolerance limit
vref,min, it is switched to the aggressive gains.
As shown in Fig. 2.14 the controller parameters Kp,drive and Ki,drive were tuned
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at a variety of gears ug and velocities v:
ua = Cdrive · e (2.82)
Cdrive(s) = Kp,drive(v, ug) +
1
s
Ki,drive(v, ug). (2.83)
Controller Cdrive is saturated between (-1,1) with anti-reset windup and used to
compute ua (positive output) and ub (negative output):
ua = max{Cdrive · e, 0} (2.84)
ub = max{−Cdrive · e, 0}. (2.85)
2.4.2 Driver Mode  = 2, Unlocked - Halt & Launch
Driver mode  = 2 controls the vehicle while the clutch is slipping during halt, stand-
still, and launch. A state machine is used to distinguish between those different
driving scenarios, shown in Fig. 2.15. For low engine speeds the no-kill condition
must be fulfilled, i.e., one must avoid engine stall. During deceleration and standstill
this is mainly achieved by the ISC within the ECU model, see Sec. 2.3, while the
acceleration pedal is released ua = 0. However, during acceleration phases the driver
needs to control acceleration and clutch pedals accordingly. Overall, two situations
are distinguished. Either the transmission is in Neutral, ug = 0, or a gear is engaged,
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Figure 2.15: State machine for the driver mode  = 2.
ug 6= 0. Furthermore, a distinction is made between vehicle standstill and motion, i.e.,
launch and stop. The transition between those different driver sub-states is managed
by the finite-state machine, shown in Fig. 2.15.
Neutral ug = 0
If the gearbox is in Neutral, the engine is disconnected from the driveline. Therefore
the clutch is allowed to be locked and the associated pedal can be released, uc = 0.
Concurrently, the acceleration pedal is released, ua = 0, while the ISC regulates
engine speed, see (2.55). If a non-zero reference velocity vref is requested and the
vehicle is coasting, the only active controller output is the brake pedal ub, output of
PI controller Ccoast:
Ccoast(s) = Kp,coast +
1
s
Ki,coast (2.86)
ub = max{−Ccoast · e, 0}. (2.87)
If a standstill is requested, vref = 0, the brake is fully engaged, ub = 1.
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In Gear ug 6= 0
If a gear is engaged, the clutch pedal uc is required to prevent the engine from stalling.
During vehicle standstill, again, the acceleration pedal is released, ua = 0, while both
brake and clutch pedal a fully pressed, ub = uc = 1.
Launch As soon as a vehicle acceleration is requested, v˙pv > 0, the brake is released
and ua and uc need to be coordinated. Representative launch conditions are
vo = 4 km/h , ωe,o = 900 RPM , ug,o = 1 (2.88)
with the clutch unlocked. The equations to compute the equilibrium conditions are
similar to the ones above, except for
ωc,o = γo · ωw,o (2.89)
Tc,k,o =
1
γo
· Tw,o (2.90)
uc,o = 1−
(
µc,k
µc,s
)−1
· Tc,k,o
Tc,max
(2.91)
Tdes,o = ue,o = Te,o = Tps,o − γbTm,o. (2.92)
The rotational inertia from vehicle to gearbox can be summarized to
θ2 = θgγ
2
o + θw(nw,d + nw,n) +mvr
2
w. (2.93)
The linearization of road load and auxiliary loads is shown in (2.70), (2.71), and
(2.72), respectively. Linearization of the clutch friction torque leads to
δTc,k = −
(
µc,k
µc,s
)
· Tc,max · δuc. (2.94)
This results in the following, linearized state equations:
δT˙e = − 1
τe
δTe +
Tˆmax − Tˆmin
τe
δua (2.95)
δω˙e =
1
θe
δTe +
am,1γ
2
b − aps,1
θe
δωe +
(
µc,k
µc,s
)
· Tc,max
θe
δuc (2.96)
δω˙w = −rt(ρaAfµavv,o + µr,1mvg)
θ2
δωw −
(
µc,k
µc,s
)
· γ0ηgTc,max
θ2
δuc. (2.97)
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The state-space representation is chosen such that δωe and ic are the outputs:
x =
 δTeδωe
δωw
 , Alaunch =
 −
1
τe
0 0
1
θe
am,1γ2b−aps,1
θe
0
0 0 − rt(ρaAfµavv,o+µr,1mvg)
θ2
 , (2.98)
Blaunch =

Tˆmax−Tˆmin
τe
0
0
(
µc,k
µc,s
)
· Tc,max
τe
0 −
(
µc,k
µc,s
)
· γ0ηgTc,max
θ2
 , Claunch =
[
0 1 0
0 1 −γo
]
. (2.99)
x˙ = Alaunch · x + Blaunch ·
[
δua
δuc
]
(2.100)[
δωe
ic
]
= Claunch · x. (2.101)
The eigenvalues are
plaunch =
{
− 1
τe
,
am,1γ
2
b − aps,1
θe
, − rt(ρaAfµavo + µr,1mvg)
θ2
}
. (2.102)
The system is unstable due to the shape of f−1m . The responses of the system during
steps in ua and uc are shown in Fig. 2.16. As can be seen the engine speed is very
sensitive to both control inputs, while velocity only changes little during the step in
uc. Two SISO controllers are applied to control the vehicle launch. The velocity needs
to be increased by reducing uc, which in turn leads to a drop in ωe. As can be seen in
Claunch, both v and ωe will effect clutch slip ic and make it decrease. The controller
in the outer loop uses the clutch pedal uc to control and reduce clutch slip ic to 0,
enabling the clutch to lock. Meanwhile the engine speed ωe is held with ua by the
controller in the inner loop. To design the controller the two loops are closed sequen-
tially. The inner loop only consists of the engine and its state-space representation
looks as follows:
x =
[
δTe
δωe
]
, Alaunch,a =
[
− 1
τe
0
1
θe
am,1γ2b−aps,1
θe
]
, (2.103)
Blaunch,a =
[
Tˆmax−Tˆmin
τe
0
]
, Claunch,a =
[
0 1
]
(2.104)
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Figure 2.16: Open-loop responses of the nonlinear (dashed red) and the linearized
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torque Te. Fourth row: Engine speed ωe. Bottom: Velocity v.
x˙ = Alaunch,a · x + Blaunch,a · δua (2.105)
δωe = Claunch,a · x. (2.106)
The system is stabilized with the PID controller Claunch,a leading to a phase margin
of 50◦ at 28.7 rad/s:
ua = Claunch,a · (ωe,ref − ωe) (2.107)
Claunch,a(s) = Kp,launch,a +
1
s
Ki,launch,a + s ·Kd,launch,a. (2.108)
The step response of the system, with Claunch,a in the loop, is shown in Fig. 2.17. As
can be seen, the controller is relatively aggressive, which is necessary, since it has to
reject disturbances induced by the outer loop and uc as fast as possible.
The transfer function from uc to ic is calculated with Claunch,a in the loop.
G1(s) =
δTe
δωe
= − Tˆmax − Tˆmin
τe · s+ 1 Claunch,a(s) (2.109)
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Figure 2.17: Closed-loop response of the nonlinear (dashed red) and the linearized
(dash-dotted blue) systems to a step in reference engine speed. Top left: Engine
speed ωe with reference ωe,ref (black solid). Top right: Clutch slip ic. Center left:
Accelerator pedal ua. Center right: Clutch pedal uc. Bottom left: Engine torque Te.
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Figure 2.18: Closed-loop response of the nonlinear (dashed red) and the linearized
(dash-dotted blue) systems to steps in reference engine and clutch slip speed, respec-
tively. Top left: Engine speed ωe with reference ωe,ref (solid black). Top right: Clutch
slip ic with reference ic,ref (solid black). Center left: Accelerator pedal ua. Center
right: Clutch pedal uc. Bottom left: Engine torque Te. Bottom right: Velocity v.
Therefore the closed-loop transfer function from uc to ωe is
sδωe =
(
1
θe
G1(s) +
am,1γ
2
b − aps,1
θe
)
δωe +
(
µc,k
µc,s
)
· Tc,max
θe
δuc (2.110)
⇔ G2(s) = δωe
δuc
=
(
µc,k
µc,s
)
· Tc,max
θes−G1(s)− am,1γ2b + aps,1
. (2.111)
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The first-order open-loop transfer function from uc to ωw is simply
G3(s) =
δωw
δuc
= −
(
µc,k
µc,s
)
· γoηgTc,max
θ2s+ rt(ρaAfµavo + µr,1mvg)
. (2.112)
From this follows the open-loop transfer function for the entire system:
δic(s) = δωe(s)− γo · δωw(s) = (G2(s)− γo ·G3(s)) δuc. (2.113)
The PI controller Claunch,c, resulting in a phase margin of 90
◦ at 4 rad/s,
δuc = Claunch,c · (ic,ref − ic) (2.114)
Claunch,c(s) = Kp,launch,c +
1
s
Ki,launch,c (2.115)
is used to track the reference clutch slip ic,ref . The step response of the closed-
loop system is shown in Fig. 2.18. As can be seen, ωe and ic can be controlled
independently.
Since the maximum engine torque at low engine speeds is relatively small, it is
useful to ramp up the reference engine speed ωe,ref during the launch, to increase
robustness against the influence of uc. While the priority of the launch controller is
to reduce the clutch slip without stalling the engine, it is also important to follow the
reference velocity vref . Both goals are achieved by using vref and ωe,ref to calculate
the associated ic,ref :
ic,ref = ωe,ref − γ
rt
vref . (2.116)
Eventually, ic = 0, i.e., ωe = ωc, will be reached, the clutch will lock and the driver
mode will change to  = 1.
A complete launch using the full model is shown in Fig. 2.19. As can be seen, due
to the preview vpv the reference engine speed ωe,ref is ramped up a fraction of a second
before the vehicle launch is demanded. Immediately after vref changes, the controller
Claunch,c is used to track the reference clutch slip ic,ref . This leads to launch of the
vehicle. As can be seen, both pedal positions, ua and uc, are moved simultaneously,
resulting in increasing engine speed and velocity. It is highlighted where v > vmin,t
and the tire slip is activated, δ = 3 → 2. Eventually ic drops below a threshold at
which uc is quickly ramped down, leading to a drop in engine speed and fast increase
in clutch torque Tc,s. This in turn leads to lock-up of the clutch, δ = 2 → 1. It can
be seen that in the example presented here, throughout the launch Tc,s > |Tc,req| and
therefore the static friction torque is high enough to lock the clutch. During more
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Figure 2.19: Exemplary launch of the complete, nonlinear model during the FTP75
drive cycle.
aggressive accelerations, however, this might not be the case and the last quick release
of the clutch pedal can be used to ensures high friction torque. As soon as the clutch
locks the driver mode switches,  = 2→ 1.
Stop If a vehicle deceleration is requested, v˙pv < 0, the acceleration pedal is re-
leased and the clutch pedal pressed, ua = 0 and uc = 1, respectively. The brake pedal
tracks velocity with PI controller Ccoast, see (2.86), (2.87).
2.4.3 Driver Mode  = 3, Unlocked - Gear Shift
Driver mode  = 3 is responsible for up- and downshifts. One shift is divided into
four different phases, similar to the description in [106]. A state machine is used to
transition through those phases, shown in Fig. 2.20.
47
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Release acceleration pedal:
Press clutch pedal:
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 [linear]
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u
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Phase 3: Coast Down
Release acceleration pedal:
Press brake pedal:
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.
.
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g
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if v
pv
> 0
.
Figure 2.20: State machine for the driver mode  = 3.
Slipping Opening
Initially the clutch is engaged. As soon as gref requests a gear shift the slipping-
opening phase starts, denoted as time tgs,1. The acceleration pedal ua is released and
uc pressed using linear feedforward trajectories:
uc = Kgs,1 · (t− tgs,1) (2.117)
ua = ua(tgs,1) · (1−Kgs,1 ·Kgs,2(t− tgs,1)) . (2.118)
At some point during this phase the clutch disengages and drivetrain mode δ switches
from locked to unlocked.
Synchronization
As soon as the clutch pedal is fully released, uc = 1, the synchronization phase be-
gins. The gear is changed depending if an up- or a downshift or a shift to Neutral is
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Figure 2.21: Exemplary gear shift of the complete, nonlinear model during FTP75
drive cycle.
requested. k denotes the current time step.
ug(k + 1) =

ug(k) + 1 gref > ug(k)
ug(k)− 1 0 < gref < ug(k)
0 gref = 0
(2.119)
Meanwhile the inputs are held constant at uc = 1 and ua = 0.
Slipping Closing
After the gear change the slipping closing phase begins, denoted as time tgs,2. During
an upshift both ua and uc are controlled using feedforward trajectories to regulate
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Table 2.4: Driver model parameters
Name Symbol Value
HF V6 MM I4
Coast  = {2, 3} Kpcoast 0.6
Ki,coast 0.8
Launch  = 2 Kplaunch,a 0.023 0.027
Ki,launch,a 0.0113 0.0134
Kd,launch,a 4.79 · 10−4 5.57 · 10−4
Kp,launch,c 0.0124 0.0125
Ki,launch,c 0.0148 0.0146
Gear shift  = 3 Kgs,1 6.3 1/s
Kgs,2 1.5
Kgs,3 1.3 1/s
Kgs,4 0.3 1/s
Kgs,5 1 1/s
∆tgs,1 0.33 s
∆tgs,2 0.25 s
∆tgs,3 0.18 s
engine and vehicle speed:
ua =
0 t < tgs,2 + ∆tgs,1 and ωe > ωcKgs,3 · (t− (tgs,2 + ∆tgs,1)) else (2.120)
uc =

1 t− tgs,2 < ∆tgs,2
1−Kgs,4 · (t− (tgs,2 + ∆tgs,2)) ∆tgs,2 ≤ t− tgs,2 < ∆tgs,2 + ∆tgs,3
1−Kgs,4∆tgs,2 . . .
−Kgs,5 (t− (tgs,2 + ∆tgs,2 + ∆tgs,3)) else.
(2.121)
Eventually the clutch will lock up, l = 1, and therefore the driver mode will switch
back to  = 1. During a downshift similar trajectories are used:
ua = Kgs,3 · (t− tgs,2) (2.122)
uc = 1−Kgs,5(t− tgs,2). (2.123)
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However, while generally upshifts occur one gear at a time to avoid large drops in
engine speed, during downshifts gears are often skipped. In such cases, before ua and
uc are moved, (2.119) is repeated until the final gear is reached.
If the gear is changed to Neutral or a downshift occurs during a steep deceleration,
v˙pv < −0.95 m/s2, a coast-down is assumed. Therefore acceleration and clutch pedals
are released, ua = uc = 0, and the brake pedal is used to regulate velocity with PI
controllers Ccoast, (2.86), (2.87), and Cdrive, (2.82), (2.83). If the vehicle continues the
coast-down, eventually ωe < ωe,min and the driver mode transitions to  = 2.
An exemplary upshift with the full vehicle model is presented in Fig. 2.21. As
can be seen, as soon as gref changes, the gear shift mode is entered,  = 1 → 3,
ua is fully released and uc ramped up. Eventually Tc,s < |Tc,req| and the clutch un-
locks, δ = 1 → 2. The gear is changed and after a time delay of 0.05 s both ua
and uc are moved again. Meanwhile ωe approaches ωc, due to the negative engine
torque and the increasing clutch friction. Eventually the clutch slip will be zero and
Tc,s > |Tc,req|, which will lead to lock-up of the clutch and return to the regular driver
mode, δ = 3→ 1.
2.5 Model Validation & Analysis
The vehicle and driver model is validated by comparing the quantitative results as
well as the qualitative behavior to chassis dynamometer measurements that were
acquired within the ACCESS project. Experimental results from the FTP75, the
HWFET, and the US06 drive cycle were available for the Cadillac CTS model year
2009 baseline vehicle equipped with the original HFV6 3.6 L engine.
2.5.1 Quantitative Validation
The fuel economy results as well as the accuracy of the driver to track the reference
velocity are used for quantitative validation. Furthermore, the cumulated errors be-
tween engine torque, speed, and fuel are compared. Finally, the frequently visited
engine operating conditions are analyzed.
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Table 2.5: Model validation using different fuel economy results.
Drive cycle Bag ECU Meas. & map Sim.
FTP75 17.89 18.32 (+2.4%) 18.62 (+4.1%) 17.98 (+0.5%)
Phase 1 19.01 18.46 (-2.9%) 18.97 (-0.2%) 17.91 (-5.8%)
Phase 2 16.18 16.85 (+4.1%) 17.22 (+6.4%) 16.68 (+3.1%)
Phase 3 21.15 21.52 (+1.8%) 21.66 (+2.4%) 21.15 (-0.0%)
HWFET 34.40 32.56 (-5.3%) 32.45 (-5.7%) 31.17 (-9.4%)
US06 20.89 22.19 (+6.2%) 21.31 (+2.0%) 21.83 (+4.5%)
Fuel Economy & Velocity Tracking
The different fuel economy results are listed in Tab. 2.5 and shown in a histogram in
Fig. 2.5. The chassis dynamometer results are used for three different fuel economy
values. First, the result from the emissions bag analysis is available and shown in the
first column. Since this value is supposed to be the most accurate and official one,
it is used as baseline. The second column contains the fuel economy based on the
ECU-internal calculations, which rely on the commanded fuel injection. The third
column shows the fuel economy based on measured engine speed and load trajectories
applied to the BSFC map of the HF V6 3.6 L. All those values are compared to the
fuel economy result of the simulation.
As can be seen, all the presented values lie within a window of ±10% for the four
drive cycles, which is the accuracy that can be expected. In most cases the results are
in fact significantly closer to each other and within a margin of 5%. The first phase
of the FTP75 drive cycle shows a difference of 5.8%. This phase includes the engine
cold start, modeled using a simplified model, which might explain the discrepancy.
The overall largest error occurred during the HWFET. However, as can be seen, only
the bag emissions result is significantly different, both ECU and map based values
are closer. In general, it can be seen that there are noticeable differences between the
bag emissions results and the ECU calculations.
52
         
17
18
19 FTP75
M
PG
         
18
19
20 FTP75 Phase 1
M
PG
         
15
16
17 FTP75 Phase 2
M
PG
         
20
22
FTP75 Phase 3
M
PG
         
32
34
36 HWFET
M
PG
Bag ECU Meas & map Sim.
20
22 US06
M
PG
Figure 2.22: Model validation using different fuel economy results. Same values as in
Tab. 2.5.
The ability to track the reference velocity of both the real and the simulated driver
are compared in Tab. 2.6. It lists the average velocity difference:
v¯ =
1
tf
∫ tf
0
|vref − v|dt (2.124)
with tf being the duration of the associated drive cycle. As can be seen, the mod-
eled driver is able to track the reference velocity more accurately. The difference is
relatively small with exception of the HWFET. However, it must be noted that the
HWFET velocity data is quantized, which might lead to an erroneous calculation of
v¯.
53
Table 2.6: Mean driver error v¯ in m
s
.
Drive cycle Measurement Simulation
FTP75 0.23 0.19
HWFET 0.31 0.09
US06 0.44 0.30
Frequently Visited Engine Conditions
The engine load and speed trajectories for measurements and simulations were ana-
lyzed in terms of their visitation frequency at each load/speed condition, plotted in
Fig. 2.23. Note that the load is expressed in brake mean effective pressure (BMEP).
The maps show several interesting features of driver behavior. Starting at engine
idle, generally a highly frequented point, the vehicle launches by increasing load and
speed. While both simulation and measurements show similar launch behavior, the
real driver generally lets engine speed drop when releasing the clutch pedal. The
launch control strategy, introduced above, avoids this to ensure a robust launch.
In addition, the driver model shows very little variability between different vehicle
launches and all the load/speed trajectories lie close to each other, while the real
driver exhibits a much larger spread. Both real driver and model exhibit similar high
frequency areas and short excursion to higher loads and speeds. As can be seen,
the measurements show drops in engine load below the minimum limit. These oc-
currences represent fuel cut-off operation, which is not activated in the simulation.
Qualitatively, the plots based on the simulation results look very similar to the ones
based on the measurements.
Accumulated Error
The simulation is validated in more detail by directly comparing engine load and
speed trajectories to the chassis dynamometer measurements. The accumulated error
of load and speed is calculated as follows:
eT (t) =
1
T¯e,meas
∫ t
0
(Te,meas − Te,sim)dt (2.125)
eω(t) =
1
ω¯e,meas
∫ t
0
(ωe,meas − ωe,sim)dt. (2.126)
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Figure 2.23: Maps of frequently visited engine load/speed conditions in terms of time
for simulations and measurements, left and right respectively. The visitation time is
color-coded on a logarithmic scale from blue (low frequency) to red (high frequency).
Top: FTP75. Center: HWFET. Bottom: US06.
They are normalized using the mean measured torque and speed, T¯e,meas = 50 Nm
and ω¯e,meas = 1800 RPM, respectively, for all drive cycles. Note that not the absolute
error is used since shifting, acceleration, and braking events might be shifted in time,
therefore leading to large temporary discrepancies. Those errors, however, do not
have an actual impact on fuel economy or performance. By retaining the sign, the
average difference between measurements and simulations is calculated. The errors
eT and eω are shown in Fig. 2.24. As can be expected, the errors in engine speed
are small since this value is generally well-determined by gear schedule and reference
velocity. The errors in load are significantly larger, especially during the US06 cycle.
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Figure 2.24: Accumulated error for engine torque eT (top) and speed eω (bottom) for
the individual drive cycles.
This is the only drive cycle in which the measured load is on average greater than the
simulated one. This matches the results from Tab. 2.5, where only the values for the
US06 based on measured trajectories and BSFC map show lower fuel economy than
the simulation. The US06 cycle requires aggressive driving and results in fast engine
dynamics. In this simplified engine model such dynamics cannot be reproduced per-
fectly. Therefore, considering the circumstances, the accuracy in torque response is
still relatively good. To verify this, the qualitative behavior of the system is discussed
in the next section. However, as will be seen in the next chapters, the US06 cycle
leads to poor usage of the HCCI regime anyway, and therefore small modeling errors
do not have a great effect on the associated results.
2.5.2 Qualitative Validation
In the following sections the trajectories of measurements and simulations during
different exemplary driving situations are qualitatively compared.
Drive
In Fig. 2.25 trajectories are depicted for driving situations during FTP75, HWFET,
and US06 drive cycles, respectively, that do not include launches or shifts. The plots
show velocity v, engine torque Te, engine speed ωe, and fuel flow m˙f . Note that the
vehicle velocity data from the HWFET was quantized. The right hand side of the
figures shows phase plots of engine load in BMEP over engine speed. This estab-
lishes a connection between the trajectories and the maps shown in Fig. 2.23. Due
to the underlying physics and the fact that the drive cycle does not include eleva-
tion changes, both measurements and simulations exhibit spiral motions of load over
speed. It can be confirmed that the driver model generally tracks the reference ve-
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locity more accurately than the real driver, leading to larger excursions in torque.
Especially during the HWFET and the US06 cycles the simulation attempts to follow
each acceleration of the reference velocity, thereby utilizing the entire load range.
This could be addressed by having the driver model track the velocity measurement
instead of the official drive cycle reference trajectory. Then, however, the result of the
simulation would depend on corresponding driver, instead of being solely relying on
the models parameterization. Finally, it can be seen how the engine data temporarily
drops below the minimum torque line, due to fuel cut-off events.
Launch
Three vehicle launch situations which include at least one upshift during FTP75,
HWFET, and US06 drive cycles, respectively, are presented in Fig. 2.26. It can be
seen that the real driver is able to anticipate the change in reference velocity and
launches the vehicle slightly beforehand. The measured engine speed exhibits a large
drop during vehicle acceleration, which points to a fast release of the clutch pedal.
This matches the distribution frequently visited conditions from Fig. 2.23. As ex-
plained in the sections above, to improve robustness the driver model increases the
engine speed slightly before releasing the clutch. In addition, the real driver seems to
require higher load during the launches, which was also seen in Fig. 2.23. The third
case demands very high acceleration. Here the real driver pressed the acceleration
pedal earlier, leading, however, to large overshoot in engine speed.
Since the velocity profiles are not exactly the same and due to a certain degree of
freedom for the real driver, the gears change at slightly different times. Nevertheless
it can be seen that the load/speed behavior during and after the shifts matches well.
Coast
A vehicle coasting and braking event during the FTP75 drive cycle is depicted in
Fig. 2.27. It can be seen that the load drops when the driver releases the acceleration
pedal and shifts to Neutral. With decreasing velocity, engine load follows the mini-
mum torque limit until engine speed approaches idle condition. At this point the idle
speed controller takes over and increases torque to keep engine speed constant.
57
       
80
85
90
95
v
[k
m
/
h
]
 
 
       
0
100
200
T
e
[N
m
]
       
1700
1800
ω
e
[R
P
M
]
230 240 250 260 270 280 2900
2
4
m˙
f
[g
/
s]
Time [s]
1650 1700 1750 1800 1850
0
2
4
6
8
10
Engine Speed ωe [RPM]
B
M
E
P
[b
a
r]
 
 
Meas.
Sim.
Bnd.
Meas.
Sim.
Ref.
Tol.
      
70
80
90
v
[k
m
/
h
]
 
 
      
0
100
200
T
e
[N
m
]
      
1600
1800
ω
e
[R
P
M
]
560 580 600 620 640 6600
2
4
m˙
f
[g
/
s]
Time [s]
1500 1600 1700 1800−2
0
2
4
6
8
10
Engine Speed ωe [RPM]
B
M
E
P
[b
a
r]
 
 
Meas.
Sim.
Bnd.
Meas.
Sim.
Ref.
Tol.
      
100
120
v
[k
m
/
h
]
 
 
      
0
100
200
300
T
e
[N
m
]
      
2000
2500
ω
e
[R
P
M
]
260 280 300 320 340 3600
5
m˙
f
[g
/
s]
Time [s]
2100 2200 2300 2400 2500 2600−2
0
2
4
6
8
10
Engine Speed ωe [RPM]
B
M
E
P
[b
a
r]
 
 
Meas.
Sim.
Bnd.
Meas.
Sim.
Ref.
Tol.
Figure 2.25: Three exemplary driving situations during FTP75 (top), HWFET (cen-
ter), and US06 (bottom) comparing measurement (red) to simulation (blue) results.
Depicted are trajectories of velocity, engine torque and speed, and fuel flow. The
right side shows phase plot of engine load over speed. The color changes from dark
(beginning) to bright (end).
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Figure 2.26: Three exemplary launch situations during FTP75 (top), HWFET (cen-
ter), and US06 (bottom) comparing measurement (red) to simulation (blue) results.
Depicted are trajectories of velocity, engine torque and speed, and fuel flow. The
right side shows phase plot of engine load over speed. The color changes from dark
(beginning) to bright (end).
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2.6 Summary
This chapter presents a model for the longitudinal dynamics of a vehicle with manual
transmission, suitable for drive cycle simulations and fuel economy evaluations. The
drivetrain model has four dynamic states: velocity, engine speed as well as speeds
of driven and non-driven wheels. The engine’s efficiency is described by steady-state
maps and its torque response is modeled as a first-order system. A methodology is
included to describe the engine’s cold start behavior as well as exhaust temperature
dynamics. Losses due to a constant electric load and power steering are assumed.
Besides the common drivetrain dynamics, the model includes a detailed driver
model based on PI controllers. The controller’s gains are scheduled based on a pre-
view of the reference velocity of 1 s. The driver model reproduces the dynamics during
launch and gear shifts, when the vehicle is operated with a slipping clutch.
The model is parameterized for a Cadillac CTS 2009 and validated with chas-
sis dynamometer measurements. The simulation is developed in the MATLAB /
Simulink / Stateflow environment.
Throughout this dissertation this vehicle model is extended in several ways. In
Chap. 3 the engine model is modified to incorporate dynamics and penalties due to
combustion mode switching. The vehicle system is extended in Chap. 4 to include
oxygen storage and temperature dynamics of the three-way catalyst aftertreatment
system. Finally, in Chap. 5 the alternator is used as a starter-generator to simulate
a mild HEV.
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Chapter 3
Combustion Mode Switch
Dynamics and Fuel Penalties
The majority of the contributions presented in following chapter have been published
in [96]:
International Journal of Engine Research
online, May 2015, Accounting for Combustion Mode Switch Dynamics and Fuel
Penalties in Drive Cycle Fuel Economy
S. Nu¨esch, P. Gorzelic, L. Jiang, J. Sterniak, and A.G. Stefanopoulou.
It entails a methodology to analyze the drive cycle fuel economy of a vehicle equipped
with a multimode combustion engine by employing a finite-state mode switching
model. The structure and parameterization of the model were chosen to represent
a SI/HCCI multimode engine, utilizing commercial cam phasers and two-step cam
profile switching. The influence of fuel penalties on fuel economy was quantified
by comparing the results of the model with the assumption of instantaneous mode
switches. A distinction was introduced between beneficial and harmful mode switches,
based on their individual fuel economy benefits. The numerical results shown here,
however, are based on the final parameterization and integration of the combustion
mode switch model, as presented in [97] and [100].
Furthermore, based on [97], three supervisory control strategies are discussed,
applying different levels of short-term engine load and speed prediction, respectively.
This includes a case study during which the driver is being temporarily ignored to ex-
tend the residence time in HCCI combustion. A second case study shows alternative
drive cycle results, which assume gear shifting without any fluctuations in torque.
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3.1 Multimode Engine Data and Operating Regimes
The engine predominantly used in this dissertation is a downsized and turbocharged
2.0 L I4, specifications listed in Table 3.1. The downsized design was altered to a
multimode combustion engine by increasing compression ratio and reinforcement of
reciprocating components. Furthermore two-step cam profile switching and electric
cam phasing for recompression or NVO were added. ”These modifications and the
associated combustion control strategy enable lean naturally aspirated (NA) HCCI
in the low-load regime, which is generally characterized by an improvement in BSFC
compared to regular SI mode and very low engine-out NOx emissions. More details
on the engine design and specifications can be found in [89].
The favorable regime for HCCI combustion within the SI engine map is shown in
Fig. 3.1-a. In Fig. 3.1-b the improvement in BSFC of HCCI over SI mode is depicted.
At low loads HCCI combustion results in over 25% lower BSFC than SI; at the ringing
limit the decrease in BSFC is between 5-10%. The relative air-fuel ratio (AFR) is
shown in Fig. 3.1-c and the reduction in engine-out NOx compared to SI combustion
with external exhaust gas recirculation (EGR) in Fig. 3.1-d. The HCCI NOx emis-
sions lie between 4-281 ppm, which relates to a reduction of 55.3-99.4%. The limits
of the HCCI operating regime are determined in experiments based on engine-out
NOx, ringing intensity (Fig. 3.1-e), and combustion stability.” [96] The maximum
and minimum feasible engine speed in HCCI combustion are denoted ωmax,HCCI and
ωmin,HCCI , respectively. As can be seen in Fig. 3.1 the load limits of the HCCI regime
are functions of engine speed and are referred to as Tmin,HCCI(ωe) and Tmax,HCCI(ωe).
As discussed in the previous chapter, “interpolation of steady-state experimental
data of the BSFC maps for SI and HCCI combustion mode is used to compute en-
gine torque Te and fuel consumption m˙f from engine speed ωe and pedal position ua.
Penalties in fuel consumption associated with transient phenomena on engine level,
which are faster than the drive cycle dynamics, e.g., manifold filling dynamics etc., are
Table 3.1: Engine specifications
Number of cylinders 4
Displacement 2.0 L
Compression ratio 11.7:1
Bore / stroke 86 mm / 86 mm
Con. rod length 145.5 mm
High / low cam lift 10 mm / 4mm
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neglected, to study the influence of the combustion mode switches. Ignoring manifold
filling dynamics is a standard approach for fuel economy assessments of SI combus-
tion engines. The airpath dynamics of NA HCCI are negligible since combustion is
directly controlled by the fuel. In addition, reasonable speed and load transitions in
the HCCI mode can be controlled as well as in SI mode, as shown in [46]. Note that
this excludes the dynamics connected to combustion mode switching, which will be
discussed in Sec. 3.3.” [96]
Throughout this dissertation the following notation is used. At every time step,
it is tested if Te and ωe lie inside the feasible boundaries for HCCI combustion, as
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Figure 3.1: Data taken on the 2.0 L I4 multimode combustion engine. Top: Operating
regime of lean NA HCCI with ultra-low NOx (red, solid). Below: Maps of the im-
provement in BSFC and engine-out NOx by using HCCI compared to SI combustion,
relative air-fuel ratio, and ringing intensity. [96]
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described by function fR:
fR(ωe, T, Tmin, Tmax) =
HCCI Tmin ≤ T ≤ Tmax and ωmin,HCCI ≤ ωe ≤ ωmax,HCCISI else
(3.1)
Ract = fR(ωe, Te, Tmin,HCCI , Tmax,HCC). (3.2)
A time period, during which Ract = HCCI, is called a visitation of the HCCI operat-
ing regime. In addition, it can also be tested if the desired torque by the driver Tdes
lies within the regime:
Rdes = fR(ωe, Tdes, Tmin,HCCI , Tmax,HCC). (3.3)
However, Ract only considers the feasibility of a combustion mode, not if a mode
switch is conducted nor if the engine is operated in the associated mode. Actual
operation in HCCI combustion is referred to as residence. This distinction is impor-
tant since a visitation is determined only by engine speed and load condition. Due to
constraints posed by the mode switch dynamics, fuel penalties, aftertreatment system
etc., not every visitation of the HCCI regime might allow for a residence in HCCI
mode.
3.2 Instantaneous Combustion Mode Switches
“In this section, combustion mode switches between SI and HCCI combustion are
assumed to occur instantaneously and without fuel penalties due to mode switching.
In other words, each visitation of the HCCI combustion regime is also a residence in
HCCI mode. Therefore, the results in this section provide the maximum use of HCCI
for a specific drive cycle and the maximum potential gain in fuel economy without
the influence of the mode switching losses.” [96]
M = Ract = fR(Te, Tmin,HCCI , Tmax,HCCI) (3.4)
The computation of the fuel flow from (2.26) is therefore extended as follows:
m˙f =
ff,SI(ωe, Te) Ract = SIff,HCCI(ωe, Te) Ract = HCCI. (3.5)
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Functions ff,SI and ff,HCCI are fuel flow maps, varying with engine speed and torque
for nominal SI and HCCI combustion, respectively. Note that the engine exhaust tem-
perature and cold start calculations, described in Sec. 2.2.4, are still valid. During
the engine cold start, e.g., the first approximately 300 s of the FTP75 drive cycle, the
engine temperature is too low to allow a switch to HCCI combustion mode. Therefore
Iwarm ≥ 0.95 is used as an additional constraint when deciding to switch to HCCI.
3.2.1 Engine Operation
The frequency with which engine load/speed conditions are visited during simulation
of the FTP75, HWFET, and US06 drive cycles is shown in Fig. 3.2. “The plots on
the left depict the fraction of time; the plots on the right show the fraction of fuel
consumed at each operating point on the engine map for a particular drive cycle.
A brighter color represents more frequent visits of the particular load/speed point.
An increase in load leads to a higher power which correlates to an increase in fuel
consumption. Therefore, analyzing the engine operation in terms of fuel consumption
instead of time is expected to shift the important points towards higher loads, which
is reproduced in the figure. For FTP75 and the US06, both including several vehicle
launches, a loop-like structure can be identified, always beginning at vehicle rest with
idle condition (800 RPM). During acceleration of the vehicle, first the engine load,
then speed increases. During vehicle braking the operation returns to idle, with the
engine load remaining close to its lower limit.
In the legend of each plot the total fraction of time and fuel is listed for both
combustion modes. As can be seen in the top row of plots, the frequently visited area
during the FTP75 is spread out over a large load/speed regime. Even though the
feasible regime of HCCI is very limited, the engine operates at those lower loads for a
significant amount of time (20%), fuel (18%), and distance (28%). Note that the first
phase of the FTP75 includes a warm-up period of approximately 5 min, during which
the engine exclusively operates in SI mode since the low temperature does not allow
a mode switch to HCCI. In case of the HWFET the usage of HCCI in terms of time
also lies at 20%, but decreases in terms of fuel to 13%. The area of frequently visited
points lies above the HCCI regime, around 5 bar BMEP, which could be handled by
expanding the lean HCCI regime to stoichiometric spark-assisted HCCI (SACI) [95].
Similar for the US06 cycle. Here the values drop even further to 7% and 3% respec-
tively. It can also be seen that, with the transmission and the shift schedule used for
these simulations, the engine barley operates at engine speeds higher than 2800 RPM
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Figure 3.2: Maps of frequently visited engine load/speed points of the 2.0 L I4 multi-
mode engine during FTP75 (top), HWFET (middle), and US06 (bottom) drive cycles.
Left plots show distribution according to time, right ones according to fuel consump-
tion. The feasible regime of HCCI (red) is highlighted. Instantaneous combustion
mode switches are assumed for the fuel consumption calculation.
and lower than 1500 RPM, except when idling.” [96]
3.2.2 Fuel Economy Results and HCCI Visitations
The fuel economy results for FTP75, HWFET, US06, and other drive cycles are shown
in Table 3.2. It can be seen that, assuming instantaneous switches, the improvement
in fuel economy due to the use of HCCI lies at 3.1% for the FTP75, at 1.4% for
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Table 3.2: Drive cycle fuel economy in MPG for SI-only engine and assuming instan-
taneous mode switches.
Drive Cycle SI-only [MPG] SI/HCCI inst. [MPG]
FTP75 23.9 24.6 (+3.09%)
HWFET 38.6 39.2 (+1.44%)
US06 25.6 25.7 (+0.39%)
NEDC 21.1 23.9 (+3.61%)
MODE1015 17.7 18.0 (+1.91%)
the HWFET, and 0.4% for the US06. The improvement in the case of the US06
cycle is only marginal. Furthermore, simulation of this aggressive drive cycle requires
engine dynamics that are not modeled here. Therefore results for the US06 drive
cycle need to be treated with caution. In general, the fuel economy improvements
shown in Table 3.2 “are substantially smaller than the ones reported in previous pa-
pers. Those analyses utilized models, which show significantly larger HCCI operating
regimes and higher engine efficiency improvements than presented here.1 In addition,
some neglect engine warm-up and apply an optimized gear schedule. Note that this
fuel economy improvement heavily depends on the particular engine design. Certain
hardware aspects, such as compression ratio, are subject to a trade-off between SI,
HCCI, and overall combustion efficiency. However, the focus of this dissertation is
not the fuel economy improvement of HCCI over SI mode, but the incorporation of
the mode switch penalties.” [96]
As can be seen in Fig. 3.3, despite the fact that during the FTP75 around 20% of
time and fuel are spent in the HCCI regime, the durations of the individual visitations
of HCCI regime are very short. “In total, engine speed and load enter the feasible
combustion regime of HCCI 160 times and the average duration is 41 engine cycles.
Around 38% of the visitations are shorter than 10 cycles and more than 70% of the
visitations are shorter than 45 cycles. During the HWFET drive cycle the number
of visitations in the HCCI regime is 63 with an average duration of 39 cycles. The
US06 cycle exhibits 71 HCCI visitations with an average duration of 10 cycles. The
time to prepare and perform a mode switch from SI to nominal HCCI conditions and
vice versa lies around 6 to 8 engine cycles, limited by cam phasing actuator and air
path dynamics. Therefore, the durations of many visitations of the HCCI regime
are comparable to the time required to actually conduct the mode switches. A su-
1Load regimes (BMEP): Fig. 3.1: 1-3 bar, [89]: 1-8 bar, [12]: 1-5 bar, [88]: 1-4 bar
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Figure 3.3: Duration of visitations of the feasible HCCI regime during FTP75 (blue),
HWFET (red), and US06 (green) drive cycles. Top: Velocity profile. Middle: Visita-
tions. Bottom: Distribution of fraction of visitations in HCCI for different durations.
The first 5 min of the FTP75 drive cycle include the engine cold start.
pervisory strategy is required to decide which visitations are long enough to allow a
switch to HCCI mode. In addition, with such short visitations, instantaneous mode
switches cannot be assumed and the mode switch dynamics have to be taken into
account.” [96] They are discussed in Sect. 3.3.
3.2.3 Analysis of HCCI Regime Visitations
“The individual visitations in the HCCI load regime were analyzed to better under-
stand the engine load and speed transients within the HCCI regime and any salient
characteristics that lead to the distribution shown in Fig. 3.3. The actual engine
torque dynamics depend on several aspects, such as driver behavior, engine control
strategy, combustion mode, etc. The vehicle simulation results are used to get a gen-
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eral idea of the characteristics. Figure 3.4 depicts every individual visitation of the
HCCI regime during the FTP75 and the HWFET drive cycles. The different visita-
tions are color-coded by duration and separated by the direction they enter and exit
the HCCI load regime. As can be seen in the figure, more than 70% and more than
50% of all visitations during the FTP75 and the HWFET drive cycle, respectively,
belong to crossings of the load regime, i.e., one of the two categories, in which the
HCCI regime is entered from SI at the lower load boundary and left at the upper
one, or vice versa. All the remaining visitations are turns, which enter from the same
boundary as the exit. The engine speed dynamics are significantly slower than the
engine torque ones. In addition, HCCI offers a substantially larger range in engine
speed than in torque, relative to the entire engine operating regime. For these reasons
changes in engine speed are only very rarely responsible for mode switches.
The longest visitations of the HCCI regime last for 200 to 240 engine cycles. How-
ever, such long visitations do not occur often. The median (Q2) and the third quartile
(Q3) show the average duration of the visitations of each case. The crossings are in
general very short with the Q2 around 16 engine cycles and Q3 smaller than 50 engine
cycles.
As mentioned above, the employed vehicle model consists of a manual transmis-
sion following a predefined gear schedule. The applied shift schedules for the 6-speed
transmissions include 48 and 5 upshifts for the FTP75 and the HWFET, respectively.
During each gear shift the driver model releases the accelerator pedal, presses the
clutch, and the engine load reduces rapidly to zero. If before the shift the engine
torque lies above the HCCI load limit, the release of the accelerator pedal will result
in a very short crossing of the HCCI regime from top to bottom. Then the gear is
changed, and the load increases again sharply. In case of an upshift the final engine
load after the gear shift is generally going to be higher than before, vice versa for
a downshift. Moreover, the driver model might demand additional torque to regain
vehicle velocity. Therefore, after the shifts the engine load is often going to cross
the HCCI regime from bottom to top in a very short amount of time.” [96] Of the
160 visitations of the HCCI regime during the FTP75 drive cycle, 25 (16%) are such
short crossings due to upshifts. However, the actual impact of the upshifts on mode
switching might be smaller. Of the 48 upshifts occurring during the FTP75 cycle,
41 take place under hot engine conditions. Of those, only 13 upshifts occur at initial
engine torque and speed conditions close to or in the HCCI regime. And of those, an
abrupt end of a longer visitation due to such an upshift occurs only twice. Therefore
the impact of those upshifts on mode switching and fuel economy can in this case
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Figure 3.4: Plots of load trajectories over engine cycles of each individual visitation
in the HCCI regime. Top four plots: FTP75; Bottom four plots: HWFET; Left: Vis-
itations that enter the HCCI regime from the bottom; Right: Visitations that enter
the HCCI regime from the top; Top: Visitations that exit the HCCI regime through
the bottom; Bottom: Visitations that exit the HCCI regime through the top. The
numbers in the top right corner of each plot represent the fraction of visitations that
belongs to the associated category. The color represents the duration of the visita-
tion. The vertical grey lines represent second and third quartile of the durations of
the visitations. [96]
expected to be small. To explore this further, a case study assuming instantaneous
shifts in gear ratio is presented in Sec. 3.5. More details on the driver model can be
found in Chap. 2.
“The attempt of a switch to HCCI during such a short crossing would neither be
possible nor reasonable, due to the duration of the switch and the potential penalty
in fuel it incurs. On the other hand, if the engine load is initially located within
the HCCI limits, the current visitation is going to be interrupted. Upcoming gear
71
shifts cannot be forecasted and it is not possible to eliminate the switches due to gear
changes altogether. It should be noted that a long visitation of HCCI might occur
both for crossings and for turns. Although those long visitations are rare, they are
largely responsible for the overall fuel economy benefit. For that reason a supervisory
control strategy needs to distinguish the very short visitations from the long ones as
quickly as possible in order to lead to successful mode switches, beneficial residence
in HCCI mode, and increased fuel economy. In addition, modifications in the trans-
mission hardware would be possible to avoid interruption of visitations of the HCCI
regime. While a manual transmission with a larger number of gears only leads to
more gear changes and therefore shorter visitations, dual-clutch transmissions (DCT)
or continuously variable transmissions (CVT) are potential alternatives, that would
allow changes in transmission ratio without sharp transitions in engine load and might
lead to in average longer continuous visitations of the HCCI regime.” [96] Finally, in
an automatic transmission (AT) it would be possible to combine the control of gear
shifting and mode switching to optimize fuel economy and drivability.
3.3 Dynamics of Combustion Mode Switches
As shown in Sec. 3.2, residence times in the HCCI combustion regime during a stan-
dard drive cycle with manual transmission are in general very short, and for that
reason, mode switching dynamics and associated fuel penalties cannot be neglected.
In the following section the dynamics of a particular SI/HCCI mode switching strat-
egy are discussed together with their simplified description by a finite-state machine.
“Mode switches are very complex and consist of several stages with varying proper-
ties. A finite-state machine represents a computationally inexpensive way to reduce
the complexity of this process while maintaining the essential characteristics, required
by a supervisory control strategy. In addition, this way of modeling is flexible and can
be modified easily for different mode switch control approaches.” [96] This enables
the use of this mode switch model for drive cycle fuel economy analysis, evaluation
of different mode switch control strategies, as well as the development of supervisory
controllers.
Both the structure and the parameterization of this model went through sev-
eral iterations. The author first introduced it in [94]. It was refined in [95], with
its parameters so far based on preliminary experimental and simulation results, as
well as justified assumptions. In [96] open-loop combustion mode switch experiments
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are shown with which the model was parameterized. The model used in [94–96] com-
puted mode switches and resulting drive cycle fuel economy by post-processing engine
torque and speed data. Therefore, the combustion mode switching did not have any
implications on the actual engine torque behavior. In [97] the finite-state machine
was integrated within the dynamics of the vehicle simulation. In addition, in [100] all
the mode switching parameters were based on actual mode switch experiments. The
experimental setup and data, from which the parameters were acquired, are explained
in detail in [85]. Throughout this dissertation, the most recent and final version of
the mode switching model was used, which will be the one described in this section.
“The mode switch between SI and HCCI has been investigated with different ap-
proaches and strategies in several papers. Due to their large manipulation range and
response speed, fully flexible valve actuators (FFVA) [61,69,72–75,118,119] are typ-
ically used in combustion mode switches. In this dissertation, a two-step cam profile
switching system with a fixed cam offset and intake/exhaust cam phasers is consid-
ered due to its low cost and potential wide spread use, similar to [80,120,121]. When
a mode switch is commanded, a hydraulic actuator switches from one cam profile to
another. By switching the valve lift from high to low the amount of trapped residuals
increases and enables autoignition. Therefore one set of cams with long duration and
high lift is suitable for SI operation while the other one, with short duration and
low lift, is used for HCCI operation. Open-loop experimentation results are shown
in [77–80], while [120–123] present simulation results.” [96]
A detailed flowchart of the model is shown in Fig. 3.5. The model distinguishes
between 12 finite states i. The currently active state is denoted M . The ordering of
the states used in this dissertation, as shown in Fig. 3.5, represents a cam switch strat-
egy. States i ∈ (4−9) operate under low lift conditions and states i ∈ (1−3, 10−12)
are at high lift. Every switch can be divided into a pre- and a post-step switch phase.
During the pre-phase of a SI-HCCI switch the cams are phased in SI combustion until
preferable conditions for initialization of the cam switch are reached. After the cam
switch the combustion changes abruptly to HCCI conditions. At each time step k, the
amount of time since entering the current state M(k) is denoted by state ∆t(k). Each
of the finite states features two parameters. Parameter di represents the fuel penalty
compared to nominal operation. Parameter ∆ti describes the required residence time
in seconds or engine cycles until transition to another state is possible. “Open-loop
experimental results from a SI-HCCI combustion mode switch on the 2.0 L I4 multi-
mode combustion engine are shown in Fig. 3.6. A preliminary open-loop cam switch
strategy was applied. The engine was operated at 2000 RPM and approximately
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2.1 bar net mean effective pressure (NMEP) and the goal was a torque neutral switch.
The fuel penalty is derived as the ratio between measured fuel efficiency, defined by
net specific fuel consumption (NSFC), and the average value under SI conditions,
shown in Fig. 3.6-h.” [96] While the open-loop data from Fig. 3.6 was originally used
for preliminary parameterization of the model, it is shown here only as illustration.
In this dissertation the values for parameters ∆ti and di are based on SI-HCCI and
HCCI-SI mode switching measurements applying the same strategy, however, with
closed-loop control. The associated data was taken at similar conditions as shown
in Fig. 3.6 and also at 1.8 bar and 3.2 bar NMEP. Additional information on those
experiments, the applied closed-loop control strategy, and the determination of the
fuel penalties can be found in [85]. The parameters of the model are shown in Fig. 3.5.
As can be seen, constant parameters for most states have been assumed, i.e., they are
not a function of speed and load. The exception is the residence time ∆t2, which is
interpolated as a function of current engine load. To switch the cams at higher loads,
different set points for valve timing are required. This results in longer durations at
the top and shorter at the bottom of the HCCI regime to complete the phasing of the
valves. As can be seen, the duration parameters which are based on hardware time
constants are defined in seconds, while the ones which are based on the thermody-
namic properties are defined in engine cycles. Therefore, this leads to a variation in
overall mode switch properties for varying engine speeds. However, main reason for
assuming most parameters constant over the HCCI load/speed regime is the sparse-
ness of the required mode switch experimental data. In future work it is advised to
experimentally map out the mode switching parameters in more detail and to vali-
date the impact of mode switching using experimental drive cycle data. The reader
must note that the numerical values of the mode switching parameters presented in
this dissertation, represent the used cam switching strategy when applied with the
associated hardware. For example, a faster VVT system would reduce the duration
required for preparation. A different tracking strategy during this preparation might
lead to a slightly different fuel penalty. As another example, the engine applied in this
dissertation exhibited very advanced combustion phasing close to knock during the
first HCCI engine cycles following the cam switch. However, other research studies
report rapid drops in exhaust temperature and potential misfires. Finally, the amount
of deposit formation in the engine might affect the combustion phasing during the
switch, and therefore lead to different fuel penalties. However, the advantage of using
a finite-state machine to describe the mode switch is the flexibility of this approach.
Different strategies and hardware can be expressed by varying the order of states i
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Figure 3.5: Finite-state model of the combustion mode switch between SI and HCCI
describing a cam switching strategy. Blue paths lead to SI and red paths to HCCI.
The black dashed horizontal line represents the cam switch. The finite states i are
enumerated from 1 through 12. The model is subject to two control inputs uph and
usw. Also shown are the parameters for fuel penalties di and durations ∆ti.
and with different durations ∆ti and penalties di.
Finally, the model consists of the following two control inputs:
• The input uph initiates a mode switch. If uph = 1, the cams are phased from
their regular to the switching position. This process is reversed and the cams
moved to their initial location if uph = 0.
• The second signal usw controls the actual cam switch command. If the cams
are in position and usw = 1, the cam switch command is sent. This represents
the point-of-no-return during the combustion mode switch.
The supervisory control strategies, described in Sec. 3.4, result in requested operating
regimes, denoted Ract, Rin, Rout,1, and Rout,2. Ract and Rin are responsible for the
switch to HCCI, Rout,1 and Rout,2 for the switch to SI. The fuel flow calculation from
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Figure 3.6: Experimental data from SI-HCCI combustion mode switch, performed at
2000 RPM and approximately 2 bar NMEP. Locations of cam phasing and cam switch
are represented by grey dashed vertical lines. Data during cam phasing is not shown.
Subplot g) shows commanded fuel mass to fuel injector, which is used to determine
the fuel efficiency in subplot h). [96]
equation (3.5) is extended to incorporate the fuel penalty parameters:
m˙f =

ff,SI(ωe, Te) M = 1
ff,HCCI(ωe, Te) M = 7
ff,SI(ωe, Te) · (1 + di) M ∈ (2, 3, 10− 12)
ff,HCCI(ωe, Te) · (1 + di) M ∈ (4− 6, 8, 9).
(3.6)
The following two sections describe the mode switches in more details together with
equations (3.7)-(3.15), which are used to translate those inputs into appropriate con-
trol actions uph and usw.
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cycle. The variables are plotted over time (bottom-axis) and engine cycles (top-axis).
Engine speed is 2500 RPM.
3.3.1 SI-HCCI Mode Switch
The following section discusses the different stages during the SI-HCCI mode switch-
ing process, the choice of the parameters, and the associated inputs. An exemplary
SI-HCCI mode switch during a drive cycle simulation is shown in Fig. 3.7.
• The mode switch starts in nominal SI mode (M = 1), initialized by input Rin.
Rin represents the combustion mode preferred by the supervisory control strategy.
In case of Fig. 3.7, Rin is triggered by the desired engine torque Tdes entering the
HCCI regime at t = −0.24 s.
uph =
1 Rin = HCCI0 else (3.7)
usw = 0 (3.8)
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• At this point the finite-state machine progresses to the mode switch prepara-
tion (M = 2). “Exhaust valve closing (EVC) timing is advanced and intake valve
opening (IVO) timing is retarded to calibrated positions to adjust the thermody-
namic conditions so that trapped residuals are anticipated to be sufficient to ensure
subsequent autoignition after the abrupt switch of the cams. This phasing period
also involves opening the throttle and adjusting fuel quantity to maintain constant
load at a stoichiometric AFR to compensate for the valve timing disturbance to the
air flow and load. In an optimized mode switch strategy, coordination of the cam
phaser, throttle, and fuel quantity actuators would be carried out to minimize fuel
penalty and accomplish the phasing in a short number of cycles, with the limiting
factor being the speed of the cam phaser.” [96] The applied control strategy and
hardware resulted in a duration of ∆t2 = 240− 420 ms. At higher loads the switch-
ing set point for EVC timing is generally later, and therefore the cam phaser does
not need to advance EVC timing that far, resulting in the shorter duration [85].
“The advanced EVC position leads to a shorter expansion stroke and therefore re-
duced fuel efficiency.” [96] It was seen that the fuel penalty throughout the cam
phasing period is approximately d3 = 6%.
2 At this point the mode switch is still
controlled by Rin:
uph =
0 Ract = SI and Rin = SI1 else. (3.9)
If a mode switch is cancelled in this state, the phasing has to be reversed to SI.
• When the cams are sufficiently close to their target switching location and if al-
lowed by the current engine conditions Ract, the cam switch command usw is
sent (M = 3), shown in Fig. 3.7 at t = −1 cycle:
usw =
1 Ract = HCCI and Rin = HCCI0 else. (3.10)
For the mode switch experiment in Fig. 3.6, where the intake cams are switched
2“The strategy, employed in the mode switch experiment of Fig. 3.6, was to switch the intake
cams to low lift prior to the exhaust cams, as opposed to switching both cam sets simultaneously.
The intake cam switch is performed during the initial preparation phase over a short interval given
the speed of the two-step cam switching actuator. Therefore the structure of the finite-state model
remains the same whether the intake cams are switched prior to or simultaneously with the exhaust
cams. However, the absolute values of actuator commands and fuel penalties may change. The
intake cam switch to low lift has been experimentally determined to negligibly impact the cylinder
breathing and fuel economy for a significant range of intake valve timings with exhaust valve closing
after top dead center, and so the fuel penalty is unchanged during the preparation period.” [96]
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prior to the exhaust cams, this phase is defined by the exhaust cam switch com-
mand only. Due to the time required for signal processing and physical dynamics
of the two-step cam switching actuator, the duration from sending the cam switch
command to the mechanism actually switching lies between 60 to 90 ms, leading to
the delay ∆t3 = 1 engine cycle between the command and the switch. “However,
after sending the command the cam switch has to be performed, which means it
is impossible to directly return to SI in case Rin changes. In the mode switch ex-
periments, presented in Fig. 3.6, the delay period between cam phasing and cam
switching, engine cycles 16 to 45, was exaggerated to prevent transients associated
with the non-optimized cam phasing profile from obscuring the results during the
cam switch. As can be seen in Fig. 3.6-g, on the last SI engine cycle (44 s) the
fuel is reduced while engine torque remains almost constant. The valve timings are
placed in a more advantageous position to extract expansion work, which leads to
increased fuel efficiency. This effect may vary with hardware. Here, a fuel penalty
of d3 = 0%, i.e., regular SI efficiency, was chosen.” [96]
• After the two-step cam switching actuator delay finishes, the cam switch occurs and
the system transitions to the first HCCI cycle (M = 4). The cam switch “is
the key event to increase trapped residuals and enable autoignition. In this con-
figuration it is assumed that immediately after the cams are switched autoignition
starts. As can be noticed in Fig. 3.6-g and h at engine cycle 45, the first HCCI
cycle immediately following the cam switch exhibits a drop in load and fuel. Early
combustion phasing during the first HCCI cycle leads to negative piston work and
heat losses, imposing a large fuel penalty” [96] of d4 = 14%.
• During the initial HCCI transient (M = 5) “exhaust temperature drops rapidly.
EVC timing needs to be advanced to avoid misfires. After the first HCCI cycle
the fuel efficiency soon approaches the steady-state HCCI value. In the case of the
experiment in Fig. 3.6, at engine cycles 46 to 51, this was about 85% of the nominal
SI penalty.” [96] The fuel penalty during this phase was chosen d5 = 3% compared
to nominal HCCI fuel flow. “It is necessary to control combustion through this
transient phase and wait until more stable thermodynamic conditions are reached
before a mode switch to SI mode can be initiated.” [96] This required duration is
chosen to be ∆t5 = 2 engine cycles.
• Once the conditions are close to nominal HCCI (M = 6) “the strong temperature
transients passed, which allows a cancellation of the mode switch to switch back to
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Figure 3.8: Exemplary HCCI-SI mode switch during simulation of the FTP75 drive
cycle. The variables are plotted over time (bottom-axis) and engine cycles (top-axis).
Engine speed is 2500 RPM.
SI combustion” [96], if required by inputs Rout,1 and Rout,2:
uph =
1 Rout,1 = SI or Rout,2 = SI0 else. (3.11)
In this phase the fuel efficiency is equal to nominal HCCI d6 = 0% and the required
duration to reach nominal HCCI is ∆t6 = 3 cycles.
3.3.2 HCCI-SI Mode Switch
“Similar to the SI-HCCI direction the backwards mode switch needs to be modeled
to account for its dynamics and fuel penalties, despite statements in previous papers.
Preliminary combustion mode switch simulations with the commercially speed-limited
cam phaser and lift switching hardware show that, while the SI-HCCI direction poses
a more difficult combustion control problem, specifically, the HCCI-SI direction is
challenged by the air path control. Based on its dynamics the intake manifold pres-
sure requires a certain amount of time to reach nominal SI condition. In that period
both stoichiometric AFR and the specified torque need to be maintained with limited
actuator authority. Papers [61, 69, 75, 78–80, 118] show differences between SI-HCCI
and HCCI-SI switching directions. Based on their hardware in [118] it is claimed
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that a switch from HCCI to SI is much easier to accomplish than the other direction.
According to them, except for lower wall temperatures slowing down the flame after
HCCI, the SI combustion is generally independent of the previous cycle. Also [69]
explains that the SI-HCCI direction is more difficult since the conditions have to
be controlled precisely to attain successful autoignition. On the other hand, in [79]
potential difficulties with misfiring and torque fluctuations in the HCCI-SI direction
are shown.” [96] In this dissertation, however, due to the constraints posed by the
air path and the applied hardware, it was seen that the HCCI-SI direction leads to
higher fuel penalties than the forward direction.
An exemplary HCCI-SI mode switch during a drive cycle simulation is shown in
Fig. 3.8. The associated states of the finite-state model during the HCCI-SI switch
are as follows.
• In nominal HCCI (M = 7) the cams are prepared for the switch back to SI mode,
if demanded by any of the inputs Rout,1 or Rout,2. In case of Fig. 3.8 this is due to
Tdes exiting the HCCI regime at t = −0.25 s.
uph =
1 Rout,1 = SI or Rout,2 = SI0 else (3.12)
• “Similar to the associated phase of the other switching direction the cam switch has
to be prepared (M = 8) by moving the actuators to the right locations. Before the
cam switch command is sent it is still possible to cancel the mode switch to SI, and
move back to HCCI, if speed and load conditions remain in the feasible range of
HCCI combustion.” [96] Also, similar to the other mode switch direction the cams
remain under prepared conditions until both Rout,1 and Rout,2 demand SI mode:
uph =
0 Rout,1 = HCCI and Rout,2 = HCCI1 else (3.13)
usw =
1 Rout,1 = SI and Rout,2 = SI0 else. (3.14)
Due to the actuator dynamics it is seen to require ∆t8 = 250 ms to phase the cams
with a fuel penalty d8 = 4% compared to nominal HCCI.
• The cam switch command (M = 9) is sent, requiring a processing time of ∆t9 = 1
engine cycle, as discussed above. The switch of the exhaust cam advances exhaust
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valve opening (EVO) timing into the expansion stroke, resulting in a fuel penalty
d9 = 14%.
• Immediately after the cam switch to high lift the engine exhibits the first SI cycle
(M = 10). “Similar to the strategy described in [79], the throttle is closed right
away. However, due to the system dynamics, some time is required for the intake
manifold pressure to decrease. In order to compensate for the increased air mass
additional fuel is required.” [96] The engine is operated rich to enable the three-way
catalyst to reduce the increased levels of NOx, resulting in a relatively high fuel
efficiency penalty d10 = 68% for ∆t10 = 1 engine cycle.
• While still under rich conditions, during the following second SI cycle (M = 11)
the injected fuel amount is slightly reduced since intake manifold pressure decreased,
resulting in d11 = 60% and ∆t11 = 1 cycle.
• During the final mode switch stage the intake manifold pressure is reduced
(M = 12) until the target pressure is reached. This phase is assumed to be close to
a reverse of the preparation phase of the SI-HCCI direction. Here it can be decided
to operate at stoichiometry and return to nominal SI mode (M = 1) or alternatively
change the switching direction:
uph =
1 Rin = HCCI0 else. (3.15)
A duration of ∆t12 = 250 ms is chosen until the cams are phased back to their
regular SI positions, with a fuel penalty of d12 = 5%, slightly higher than for the
other direction, due to earlier EVC timing.
3.4 Supervisory Strategies
In the following section, three different supervisory control strategies are introduced,
which translate engine and vehicle conditions into desired operating regimes Rin,
Rout,1, and Rout,2. In addition, they determine the definition of the actual engine
torque command ue based on the desired torque by the driver Tdes. Those strategies
have been described previously in [97]. In case of the first strategy, the mode switch
decision depends only on the current engine operating conditions. The second strat-
egy applies a prediction in engine torque and speed to anticipate the switch. The
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hypothetical third strategy is similar to the second one, however, assumes perfect
knowledge of future engine torque and speed trajectories.
3.4.1 Engine Torque Command
The variable ue represents the engine torque command. Its computation is part of
the ECU model, described in Sec. 2.3. While in SI mode, specifically at high cam lift
conditions, i.e., the lower half of Fig. 3.5, M ∈ (1 − 3, 10 − 12), the entire SI torque
range is available and the engine load can be commanded unconstrained. However, in
HCCI, specifically as long as the cams are in low lift, i.e., the upper half of Fig. 3.5,
M ∈ (4 − 9), the torque is limited to HCCI’s operating regime. For that reason the
definition of ue is extended here, introducing function fsat:
fsat(T,M) =

Tmax,HCCI T ≥ Tmax,HCCI and M ∈ (4− 9)
Tmin,HCCI T ≤ Tmin,HCCI and M ∈ (4− 9)
Tdes else.
(3.16)
Therefore, the engine command ue, based on desired load Tdes, is saturated such as:
ue = fsat(Tdes,M). (3.17)
This implementation has two underlying assumptions. First, it is assumed that, if
in the HCCI regime, the mode switch controller is able to track the load command
during the mode switch and the resulting switch is approximately torque neutral.
The cam switching strategy from [85] seems to offer these properties. However, if this
assumption proves to be inaccurate when actually implementing the strategy in the
vehicle, engine torque would have to be parameterized and penalized for each state
of the finite-state mode switch model, similar to fuel efficiency. Second, it is assumed
that a mode switch can be conducted everywhere within the HCCI regime. However,
close to the limits, e.g., at high ringing conditions, mode switching properties might
be compromised. If this is the case, during the switch additional torque constraints
are required. Note that the definitions connected to the idle speed controller, as de-
scribed in Sec. 2.3, are omitted here for simplicity. They are, however, still required
in the actual implementation.
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Figure 3.9: Exemplary HCCI-SI mode switch during simulation of FTP75 drive cycle
to compare a strategy without (blue) and with (red) fuel cut-off (FC). The switch oc-
curs due to a gear change. The desired engine torque in black and the HCCI limits in
grey. Top left: Engine torque. Top right: Engine speed. Bottom left: Gear. Bottom
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3.4.2 Fuel Cut-Off
The general fuel cut-off operation is described in Sec. 2.3. In addition, it is assumed
that at any point during a mode switch or in HCCI operation, it is possible to cut-off
fuel for a short period of time and to re-initiate combustion again in SI mode. Of
course, due to the engine’s friction this results in a large and rapid drop in torque.
However, if the driver requests negative engine torque, e.g., to brake the vehicle or
during a gear change, delaying the torque response, while the mode switch is being
prepared, might be intolerable. An exemplary HCCI-SI mode switch during a gear
shift is shown in Fig. 3.9. In this dissertation this strategy of cutting fuel is occasion-
ally used to quickly return to SI combustion, e.g., if the driver pushes the brake or
clutch pedal and therefore desires negative engine torque.
3.4.3 Strategy 1: No Prediction (NoP)
“The first strategy NoP is solely based on the current actual and desired combustion
regimes, Ract and Rdes, respectively. It prepares the SI-HCCI mode switch once Tdes
enters the HCCI regime. The cams are switched to low lift as soon as the valves
reach their switching positions and Te enters the HCCI regime. Conversely, in the
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HCCI-SI direction the mode switch is prepared when Tdes exits the HCCI regime. If
by the time the valves reach their switching position, Tdes still lies outside the HCCI
boundaries, the cam switch to high lift is initiated. Therefore the following variables
are equal:
Rin = Rout,1 = Rout,2 = Rdes. (3.18)
Since this strategy only acts based on the current engine operating conditions, a time
delay is incurred upon entering the HCCI regime until the mode switch to HCCI
combustion is completed. This therefore reduces the potential residence time in the
beneficial HCCI combustion. The opposite is the case during the switch from HCCI
to SI combustion, where the residence in HCCI mode is prolonged. However, this is
done by temporarily saturating the load command Tcmd at the HCCI load boundary,
leading to potential drivability issues. Finally, it is likely that some visitations of the
HCCI operating regimes are very short. Therefore this strategy might allow mode
switches, which are actually harmful for overall fuel economy, since short visitations
cannot be predicted.” [97]
3.4.4 Strategy 2: Predict by Linear Extrapolation (LiP)
“To mitigate the two potential problems of the first control strategy, in the strategy
LiP the controller attempts to predict the short-term behavior of engine load and
speed. The prediction is used to anticipate entries and exits of the feasible HCCI
regime, thereby preparing the mode switches beforehand and mitigating associated
delays. In addition, mode switches during very short visitations of the HCCI operat-
ing regime can be prevented. In [98] different prediction methods were tested on drive
cycle measurements and they exhibited poor accuracy in predicting the duration of
future visitations of the HCCI regime. However, they were able to correctly identify
very short and very long durations, which is applied in this strategy. The prediction
method used here utilizes linear least squares to the h most recent values of desired
load and engine speed,
Tkhist =
(
T k−hdes , . . . , T
k−2
des , T
k−1
des , T
k
des
)T
(3.19)
ωkhist =
(
ωk−he , . . . , ω
k−2
e , ω
k−1
e , ω
k
e
)T
(3.20)
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using ts · h = 0.5 s with sampling time ts. The more recent values are weighted more
heavily by applying
W = diag
(
e−35·h·ts , e−35·(h−1)·ts , . . . , e−35·ts , 1
)
. (3.21)
The slopes fT and fω for linear polynomial extrapolations of desired engine torque
and speed, respectively, are found by
A = −ts · (h, h− 1, . . . , 0)T (3.22)
A∗ = AT ·W ·A (3.23)
b∗ = AT ·W (3.24)
Tkdes = T
k
des · (1, . . . , 1)T (3.25)
ωke = ω
k
e · (1, . . . , 1)T (3.26)
fT =
1
A∗
· b∗ · (Tkhist −Tkdes) (3.27)
fω =
1
A∗
· b∗ · (ωkhist − ωkdes). (3.28)
Desired engine load and speed are predicted over a horizon H with ts · H = 1.5 s,
leading to vectors
Tˆ
k
des = T
k
des + fT · ts · (1, . . . , H)T (3.29)
=
(
Tˆ k+1des , Tˆ
k+2
des , ..., Tˆ
k+H
des
)T
(3.30)
ωˆke = ω
k
e + fω · ts · (1, . . . , H)T (3.31)
=
(
ωˆk+1e , ωˆ
k+2
e , ..., ωˆ
k+H
e
)T
. (3.32)
To predict the actual engine torque, the discrete time first order engine dynamics are
used
Tˆ k+ie =
(
1− ts
τe
)i−1
+
ts
τe
·
i∑
j=1
(
1− ts
τe
)i−1−j
· Tˆ k+jdes (3.33)
with i = 1, ..., H
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leading to the prediction of actual engine torque
Tˆ
k
e =
(
Tˆ k+1e , ...Tˆ
k+H−1
e , Tˆ
k+H
e
)T
. (3.34)
From prediction vectors Tˆ
k
des, Tˆ
k
e , and ωˆ
k
e the crossing times of the HCCI operating
regime can be calculate. The predicted duration until entry of the HCCI regime is
denoted τentry:
jentry = min
(
i ∈ (1, H) | fR(ωˆk+ie , Tˆ k+ie , T k+1min,HCCI , T k+1max,HCCI) = HCCI
)
(3.35)
τentry = jentry · ts. (3.36)
The predicted durations until actual torque and desired torque exit the HCCI regime
are denoted τexit,act and τexit,des, respectively:
jexit,act = max
(
i ∈ (1, H) | fR(ωˆk+ie , Tˆ k+ie , T k+1min,HCCI , T k+1max,HCCI) = HCCI
)
(3.37)
τexit,act = jexit,act · ts (3.38)
jexit,des = max
(
i ∈ (1, H) | fR(ωˆk+ie , Tˆ k+ides , T k+1min,HCCI , T k+1max,HCCI) = HCCI
)
(3.39)
τexit,des = jexit,des · ts. (3.40)
The potential visitation duration of the HCCI regime is defined as τvisit:
τvisit = τexit,act − τentry. (3.41)
These durations are used to schedule the combustion mode switches. In SI combus-
tion the mode switch to HCCI mode is prepared as soon as τentry is smaller than the
time requirement to phase the cams. Due to the constraints of the variable valve
actuation it requires approximately 250 ms to phase the cams from nominal SI to
switching conditions. In addition, it requires about one engine cycle to process the
cam switching command.” [97] However, this command can already be sent before-
hand to reduce the overall switching duration, leading to the following conditions for
Rin:
Rin =
HCCI τentry < 250 ms− 4piωe and τvisit > 350 msSI else. (3.42)
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In HCCI combustion the mode switch is prepared in a way that allows a cam switch
as soon as Tdes exits the feasible regime.
Rout,1 =
SI τexit,des < 200 ms− 4piωeHCCI else (3.43)
Rout,2 = fR(ωe, Tdes, Tmin,HCCI , Tmax,HCCI) (3.44)
3.4.5 Strategy 3: Perfect Prediction (PeP)
The two supervisory strategies are compared to the best possible case, referred to as
strategy PeP, in which perfect knowledge of the actual and desired torque and engine
speed trajectories in a SI-only engine is assumed:
Tˆ
k
des =
(
T k+1des,SI , . . . , T
k+H−1
des,SI , T
k+H
des,SI
)T
(3.45)
Tˆ
k
e =
(
T k+1e,SI , . . . , T
k+H−1
e,SI , T
k+H
e,SI
)T
(3.46)
ωˆke =
(
ωk+1e,SI , . . . , ω
k+H−1
e,SI , ω
k+H
e,SI
)T
. (3.47)
Note that all these trajectories will still differ from the multimode engine results,
since they are not subject to the mode switching delays. However, they still allow
a very accurate prediction of τentry, τexit,act, and τexit,des, since generally deviations
between Tdes and Tdes,SI are small.
In addition, an optimal switching policy µ∗(t) is determined by applying dynamic
programming (DP) on a simplified mode switch model over the entire drive cycles.
The mode switch model is reduced to two states, SI and HCCI, switching within a
single time step. At each time t, µ∗(t) determines if a mode switch from SI to HCCI
is beneficial. The drive cycle simulation results, sampled at a frequency of 100 Hz
and assuming instantaneous mode switches, are used as basis of the DP calculation.
Therefore, every visitation of the HCCI regime and associated fuel flows are known.
At every time step during which HCCI operation is feasible, the penalty due to mode
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switching is lumped together:
mSI−HCCI = m˙f,SI · (d2 − 1)∆t2 . . .
+ m˙f,HCCI ·
(
(d4 − 1)4pi∆t4
ωe
+ (d5 − 1)4pi∆t5
ωe
)
(3.48)
mHCCI−SI = m˙f,HCCI · (d8 − 1)∆t8 . . .
+ m˙f,SI ·
(
(d10 − 1)4pi∆t10
ωe
+ (d11 − 1)4pi∆t11
ωe
+ (d12 − 1)∆t12
)
. (3.49)
The resulting policy µ∗(t) denotes, which HCCI visitations result beneficial for fuel
economy. Therefore, instead of equations (3.42) and (3.43), due to the perfect knowl-
edge of engine speed and load trajectories as well as fuel efficiency of each HCCI
visitations, mode switches in both directions with Rin and Rout,1 can be timed per-
fectly to maximize fuel economy and minimize deviations in engine torque:
Rin =
HCCI τentry < ∆t2 − 4pi∆t3ωe and µ∗(t+ τentry) = HCCISI else (3.50)
Rout,1 =
SI τexit,des < ∆t8 − 4pi∆t9ωeHCCI else. (3.51)
3.5 Penalized Combustion Mode Switches
In the following section penalized mode switches, i.e., applying the finite-state mode
switch model from Sect. 3.3, are analyzed in terms of their influence on fuel econ-
omy and drivability. Drivability is a concern, since HCCI’s load limitations and the
resulting saturation in engine torque, as described by (3.17), might lead to a de-
layed torque response. “Drivability is a subjective measure of vehicle performance
as perceived by the driver. Attempts to find an objective drivability measure can be
found in [124–126]. A potential measure to quantify the impact of independent events
such as mode switches might be jerk, i.e., the derivative of the vehicle’s longitudinal
acceleration.” [97]
Three supervisory strategies, without prediction, with linear extrapolation, and
with perfect prediction, all described in Sect. 3.4, are used to analyze the impact of
the mode switch dynamics.
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3.5.1 Exemplary Mode Switches
“Exemplary SI-HCCI and HCCI-SI mode switches are shown in Figs. 3.10 and 3.11,
respectively. As can be seen in Fig. 3.10, the strategies relying on prediction are
able to anticipate the upcoming entry of the feasible HCCI regime and prepare the
mode switch accordingly. Therefore the cam switch command is sent as soon as the
regime is entered. Strategy NoP, on the other hand, starts preparation slightly later,
thereby reducing the available time spent in the HCCI regime. The effect of the
torque saturation at the HCCI boundary during the HCCI-SI mode switch can be
seen in Fig. 3.11. Strategy NoP initiates the mode switch much later than the other
strategies, leading to a longer torque saturation in HCCI mode and resulting in a ve-
hicle jerk motion. However, no effect on velocity is visible. Strategies LiP and PeP,
due to their prediction of the exit event, are able to send the cam switch command
as soon as the desired torque exits the HCCI regime. Therefore the disturbance in
torque is mitigated and jerk reduced.” [97]
3.5.2 Drive Cycle Results
The fuel economy results for the FTP75, HWFET, and US06 drive cycles are
shown in Fig. 3.12 and Table 3.3. The influence of incorporating the mode switch-
ing dynamics can be clearly seen by comparing the results for the three supervisory
strategies to the instantaneous case. As discussed in Sec. 3.2, multimode combustion
assuming instantaneous switches leads to efficiency improvements of 3% (FTP75),
1.5% (HWFET), and 0.4% (US06). If the penalties and delays are included and ap-
plying the supervisor without any prediction NoP, the fuel economy benefits drop to
2% (FTP75), 0.6% (HWFET), and -0.2% (US06). Therefore, due to these switches
the benefit from using multimode combustion is reduced by 30% and 50% during the
FTP75 and HWFET, respectively, and the marginal gain during the US06 vanishes
completely. Furthermore, it can be seen that incorporating the simple prediction of
supervisor LiP leads to almost identical fuel economy. Perfect prediction PeP , on
the other hand, does result in a visible improvement in fuel economy compared to the
NoP case, as seen during the US06, where it at least achieves a neutral fuel economy
result.
The fraction of time spent in the HCCI combustion modes (i.e., at low cam lift)
is also shown in Fig. 3.12. As can be seen, the NoP strategy results in the longest
total residence time in HCCI combustion, even longer than if instantaneous mode
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Figure 3.10: Exemplary SI-HCCI mode switch during the FTP75 drive cycle. SI-only
(solid black) and strategies NoP without any prediction (dashed blue), LiP with lin-
ear extrapolation (dash-dotted red), and PeP with perfect prediction (dotted green).
Minst and m˙f,inst are results assuming instantaneous mode switches.
Table 3.3: Drive cycle fuel economy in MPG for SI-only and multimode engine,
assuming instantaneous and penalized mode switches.
Drive Cycle FTP75 HWFET US06
SI-only 23.90 38.64 25.56
SI/HCCI
Inst. 24.64 (+3.09%) 39.20 (+1.44%) 25.70 (+0.39%)
NoP 24.40 (+2.06%) 38.88 (+0.63%) 25.50 (-0.23%)
LiP 24.40 (+2.08%) 38.88 (+0.62%) 25.52 (-0.14%)
PeP 24.45 (+2.27%) 38.96 (+0.83%) 25.57 (+0.05%)
switches are assumed. This is due to the load saturations at the HCCI limits. Instan-
taneous switches would have already reached nominal SI mode while the penalized
mode switches are delayed due to the cam phasor dynamics. More details on the time
spent in the different modes can be seen in Table 3.4. During FTP75 and HWFET
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Figure 3.11: Exemplary HCCI-SI mode switch during the FTP75 drive cycle. SI-only
in solid black and strategies NoP without any prediction (dashed blue), LiP with lin-
ear extrapolation (dash-dotted red), and PeP with perfect prediction (dotted green).
Minst and m˙f,inst are results assuming instantaneous mode switches.
cycles the engine operates approximately 75% of time in nominal SI mode.3 Approx-
imately 15% of time is spent at nominal HCCI conditions. Therefore, the roughly
10% of time remaining is spent during mode switching, specifically phasing the valve
timings to prepare for the cam switches. The situation is significantly different in
case of the US06 drive cycle. Here, the time spent in nominal HCCI mode is only 2%
and therefore even lower than what is required to switch between the modes. As can
be seen in Fig. 3.12, perfect prediction PeP results in a significant reduction in time
spent in HCCI mode due to the following reasons. First, the mode switches are timed
very accurately and therefore engine torque is not being saturated at HCCI’s limits.
Second, short residences in HCCI mode are avoided, if they do not result in a net fuel
economy benefit. In case of the US06, this prior knowledge leads to negligible HCCI
3This includes an engine cold start phase of approximately 5 min during the FTP75 and periods
of engine idle.
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Figure 3.12: Drive cycle simulation results for the different strategies during the
FTP75 (left column), HWFET (center column), and US06 (right column) drive cy-
cles. SI-only (black), instantaneous switches (grey) and strategies NoP without any
prediction (blue), LiP with linear extrapolation (red), and PeP with perfect predic-
tion (green). Top row: Fuel economy in MPG. Second row: Total residence time in
HCCI mode relative to duration of drive cycle. Third row: Number of cam switches
in SI-HCCI direction. Bottom row: Torque deviation in RMS error.
operation.
Furthermore, Fig. 3.12 shows the number of mode switches from SI to HCCI,
specifically cam switches from high to low lift in case of the penalized mode switches.4
As can be seen, the FTP75 drive cycle exhibits more than double the number of mode
4The unnecessary preparation of a mode switch without switching the cams, i.e., an attempt,
does not count as mode switch.
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Table 3.4: Use of different sets of modes M in percentage time and fuel, when applying
the mode switch model and NoP strategy.
Drive Cycle FTP75 HWFET US06
SI 75.9% 74.6% 87.0%
HCCI 15.4% 15.5% 2.4%
SI-HCCI
Pre 2.4% 2.2% 3.3%
Post 2.1% 2.8% 2.0%
HCCI-SI
Pre 1.6% 1.9% 2.0%
Post 2.6% 2.9% 3.4%
switches than the other drive cycles. Also, if instantaneous mode switches are assumed
the number of mode switches is significantly higher. As discussed in Sec. 3.2, this is
due to a large number very short visitations of the HCCI regime, which are too brief
to allow for a mode switch. Many of these visitations occur during rapid accelerations
of the vehicle and during gear changes. However, those unused short visitations do
not accumulate to a significant duration, as can be seen when comparing the residence
times in HCCI of instantaneous with penalized mode switches. During the HWFET
drive cycle there is no substantial difference between the number of instantaneous
and penalized mode switches.
The differences between the supervisory strategies NoP and LiP are minor for
most of the prior aspects of the drive cycle results. However, as discussed above,
besides fuel economy the multimode combustion operation can also influence the en-
gine’s torque response. Here the impact of the strategies on the overall torque
response is measured as root-mean-square (RMS) error TRMS between the torque Te
of the associated simulation run and the torque result Te,SI , based on the conventional
SI engine without any mode switching. A larger TRMS is interpreted as a greater de-
viation from the desired engine torque and therefore as a reduction in drivability.
TRMS =
√
1
tf
∫ tf
0
(Te,SI − Te)2dt (3.52)
with tf the duration of the associated drive cycle. Indeed, as can be seen in Fig. 3.12
the strategies applying prediction exhibit a reduction in TRMS. During the FTP75
the LiP strategy only results in a relatively small improvement in drivability. The
strategies allow to prepare the HCCI-SI mode switches beforehand to minimize pe-
riods under torque saturations. In addition, some short residences can be avoided.
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However, the strategy is still subjected to interruptions due to gear shifts and the as-
sociated fuel cut-off events, as discussed in Sec. 3.4. The impact of shifts in a manual
transmission are explored further in Sec. 3.5.4. As can be seen in case of the HWFET
cycle, while the LiP results in some improvement, it requires perfect prediction PeP
to avoid all the unnecessary HCCI visitations and prepare the mode switches opti-
mally. Finally, during the US06 cycle already incorporating the extrapolation from
the LiP strategy results in a great improvement since all the very short visitations
of the HCCI regime can be predicted and avoided. Overall, however, even in case of
strategy NoP relatively mild amplitudes of vehicle jerk were experienced and velocity
was barely affected.
3.5.3 Beneficial and Harmful Mode Switches
In this dissertation, a mode switch cycle is defined as a series of transitions in M ,
which starts and ends in SI mode (M = 1). If this mode switch cycle only includes the
preparation of the cam switch, i ∈ (1, 12), it is defined as an attempt. Otherwise, if a
cam switch from high to low lift is conducted, it is a switch. To better understand the
impact of the different supervisory control strategies and the mode switch dynamics
on fuel economy, each mode switch cycle j is analyzed individually. For every mode
switch cycle the saved fuel, i.e., the difference between the SI-only and the multimode
fuel use, is computed as
∆mf,j =
∫ tje
tjs
(m˙f,SI − m˙f ) dt (3.53)
with tjs and t
j
e as start and end of the mode switch cycle j, respectively. However,
due to the fuel penalty, mode switch cycles require a certain amount of time s[emt
in HCCI combustion mode to regain the invested fuel. In [98] it is shown that this
duration is approximately 0.8-1.2 s. If the net fuel gain of a mode switch cycle is
positive, it is denoted beneficial m+f,j, otherwise harmful m
−
f,j:
∆m+f,j =
∆mf,j ∆mf,j > 00 else (3.54)
∆m−f,j =
∆mf,j ∆mf,j ≤ 00 else. (3.55)
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Figure 3.13: Analysis of drive cycle simulation results in terms of mode switch cy-
cles for FTP75 (left), HWFET (center), and US06 (right) drive cycles and the three
supervisory control strategies NoP, LiP, and PeP. Beneficial attempts and switches
(green), harmful attempts and switches (dark red), and its subset harmful switches
(light red). Top: Number of mode switches cycles per distance. Middle: Amount of
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The number of beneficial and harmful mode switch cycles for the different drive
cycles and supervisory strategies are shown in Fig. 3.13. The effect of these mode
switch cycles on fuel economy can be seen using the associated total fuel masses saved
and misspent ∆m+f and ∆m
−
f , respectively:
∆m
+/−
f =
∑
j+/−
∆m
+/−
f,j . (3.56)
It follows that mf,SI −mf ≈ ∆m+f −∆m−f .5 This can be compared to an ideal gain
5This is approximately instead of exactly equal, since sometimes the mode switching dynamics
alter the torque trajectories beyond the duration of the mode switch cycle, thereby also leading to
small differences in fuel flow.
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if instantaneous mode switches are assumed:
∆mf,id =
∫ tf
0
(m˙f,SI − m˙f,inst) dt. (3.57)
Therefore mode switching dynamics and penalties “lead to two kinds of losses of fuel
economy compared to instantaneous mode switches. First, the harmful mode switch
cycles lead to a loss lh = −∆m−f , which can be minimized by eliminating those mode
switches. A second loss is denoted lb = ∆mf,id − ∆m+f , with the subscript ”b” be-
cause it refers to a loss occurring during beneficial mode switches. It represents the
fuel that needs to be invested in order to use the HCCI combustion mode and the
fact that mode switches require a certain amount of time.” [96] The loss lh could be
slightly reduced using the predictive supervisory control strategies. However, lb is
significantly more difficult to attack. The ratio rh, defined as
rh =
lh
lh + lb
(3.58)
represents the penalty contribution, i.e., negative impact of those harmful switches
on fuel economy compared to the instantaneous case. The larger rh, the greater the
potential of a supervisory controller to improve fuel economy by avoiding unneces-
sary switches. Sometimes, the hardware limitations such as delays and response of
the valve timing can provide a natural way of avoiding short residence times, hence
reducing the number of harmful mode switches. Since those harmful mode switch
cycles are short, rh is relatively small. As can be seen in Fig. 3.13, for the FTP75 and
HWFET drive cycles and the strategies NoP and LiP the contribution rh lies between
18-25%. The supervisor with perfect prediction PeP is able to reduce rh to zero by
avoiding all harmful residences. Therefore the difference in fuel economy between the
penalized and the instantaneous case could be reduced by approximately 25%. This is
the maximum fuel economy achievable for a given mode switching strategy. However,
this result is still far away from the fuel economy assuming instantaneous switches.
This remaining drop in fuel economy is due to extra fuel, simply required to use the
advanced combustion mode. The total amount of fuel necessary for mode switches
depends on the mode switch control strategy. A more efficient strategy could reduce
the decrease in fuel economy compared to the instantaneous case.
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3.5.4 Case Study: ”Automatic Transmission”
An engine connected to a manual transmission experiences fast changes in load during
the gear changes, as seen in Fig. 3.14. As mentioned above, these transients might
affect the operation in HCCI mode. For that reason, in this section smooth gear shifts
are assumed, i.e., engine speed changes without having to de-clutch the engine, while
the same gear ratios and the same shift schedule are applied as above. To emphasize,
this is not understood as a model of an automatic transmissions. Such a model would
require many additional parts such as torque converter, additional gears and clutches,
and a supervisory controller for shifting. The goal here, however, is to just get a basic
idea of the impact of the manual transmission on HCCI performance. The difference
between the smooth and regular shifts in terms of resulting trajectories can be seen
in Fig. 3.14. The regular shift leads to an abrupt drop in torque with fuel cut-off
and the end of the associated HCCI residence. On the other hand, the smooth shift
results in an extended residence in HCCI mode. However, eventually the changed
gear ratio leads to higher engine torque demand, such that also the smooth case exits
the HCCI residence.
The alternative drive cycle results for smooth gear shifting are shown in Fig. 3.15.
Absolute results for fuel economy are slightly different from the ones in Fig. 3.12,
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Figure 3.15: Drive cycle simulation results for the different strategies during the
FTP75 (left column), HWFET (center column), and US06 (right column) drive cycles.
Smooth gear shifting is assumed without fluctuations in engine torque to approximate
an automatic transmission. SI-only (black), instantaneous switches (grey) and strate-
gies NoP without any prediction (blue), LiP with linear extrapolation (red), and PeP
with perfect prediction (green). Top row: Fuel economy in MPG. Second row: Total
residence time in HCCI mode relative to duration of drive cycle. Third row: Number
of cam switches in SI-HCCI direction. Bottom row: Torque deviation in RMS error.
since the driver is able to track the reference velocity without being disturbed by
the gear shifts. However, here it is only focused on the relative performance of the
different cases. As can be seen, fuel economy improvements as well as most other
results are very similar to the ones presented above. One difference is a reduction
in instantaneous mode switches. As mentioned above, with a manual transmission
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engine load crosses the HCCI regime very rapidly during the shifts. Such crossings
are removed in case of smooth shifts. Furthermore, while in the regular case the gear
changes interfere with the HCCI operation for supervisory strategies NoP and LiP,
here the RMS errors in torque are significantly smaller and the LiP strategy is able
predict the smoother torque profile more accurately.
3.5.5 Case Study: ”Ignoring the Driver”
Since the occurrences of vehicle jerk in the cases without a tolerance band were ac-
ceptable, it may be possible to amplify HCCI’s efficiency benefits by temporarily
ignoring the driver’s commands, thereby increasing HCCI’s utilization. In this case
study, which has been published in [97], a tolerance band with width ∆T is intro-
duced above and below the HCCI regime, as can be seen in Fig. 3.16. Note that
this study only concerns supervisors NoP and LiP. For strategy PeP the original
results are shown without tolerance band, since the predicted load/speed trajectories
are based on the SI-only case, which are not subject to the mode switching delays.
Therefore, the larger ∆T , the greater the difference between Tdes and Tdes,SI , leading
to inaccurate predictions.
T˜min,HCCI = Tmin,HCCI −∆T (3.59)
T˜max,HCCI = Tmax,HCCI + ∆T (3.60)
While the HCCI entry conditions of the three strategies remain the same, the exit
conditions are slightly modified. In case of the strategy NoP, instead of with equation
100
(3.18), Rout,2 is defined as:
Rout,2 = R˜des = fR(Tdes, T˜min,HCCI , T˜max,HCCI). (3.61)
This leads to preparation of the cam switch, once the desired load Tdes exits the HCCI
regime. However, the cam switch command is not sent until Tdes leaves the tolerance
band.
In addition to this modification, in case of the predictive strategy LiP the com-
putation of the predicted exit time τexit,des, previously defined with equations (3.39),
(3.40), is altered as well:
jexit,des = max
(
i ∈ (1, H) | fR(ωˆk+ie , Tˆ k+ides , T˜ k+1min,HCCI , T˜ k+1max,HCCI) = HCCI
)
(3.62)
τexit,des = jexit,des · ts. (3.63)
Doing so, the mode switch back to HCCI is not being prepared until Tdes is pre-
dicted to exit the tolerance band soon. This avoids the fuel penalties from prolonged
operation with prepared valve timings.
The width of the tolerance band ∆T is varied from 0 Nm to 20 Nm. The associ-
ated simulation results are shown in Fig. 3.17. As expected, with increasing tolerance
band, fuel economy improvements relative to the SI-only case increase as well. The
LiP strategy eventually even reaches the case assuming instantaneous switches. The
reasons for this benefit are twofold. The larger tolerance band results in additional
residence time in beneficial HCCI conditions. For the entire FTP75 drive cycle, resi-
dence time in HCCI mode increased by up to 20%. In addition, due to the tolerance
band, short excursion from the operating regime do not necessarily lead to fuel ex-
pensive mode switches. Therefore, also the number in cam switches decreased by up
to 32% for the two strategies. Together these two effects result in a dramatic increase
in residence time in HCCI per cam switch, i.e., by up to 74% and 86% for strategies
NoP and LiP, respectively.
Note that even for ∆T = 20 Nm, the driver was able to follow the reference ve-
locity without violating the velocity tolerance boundaries. However, with larger ∆T ,
time periods, during which the engine does not respond to changes in pedal position,
become longer. This increasingly impacts drivability and TRMS. The trade-off be-
tween fuel economy improvement and drivability can be seen in Fig. 3.18, split up into
the three phases of the FTP75 cycle. By introducing a small band with ∆T = 1 Nm
to 5 Nm the fuel economy benefits are increased without greatly affecting drivability.
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Figure 3.17: Simulation results for the FTP75 drive cycle with fuel economy improve-
ments compared to a conventional SI engine versus width of the tolerance band ∆T .
Strategy NoP without any prediction (red circles) and strategy LiP with linear ex-
trapolation (blue crosses), compared with the fuel economy achieved by instantaneous
mode switches (dashed black) and perfect prediction PeP (green pluses). Top: Fuel
economy improvement compared to SI-only case. Second: Number of cam switches in
SI-HCCI direction. Third: Total residence time in HCCI mode relative to duration of
drive cycle phase. Bottom: Residence time in HCCI mode per SI-HCCI cam switch.
However, it can be seen that for larger ∆T the trade-off tends to plateau. Eventually,
vehicle jerk and the slow engine response would become unacceptable for the driver.
Overall, it can be seen that strategy LiP is slightly superior to NoP in a way that
at same fuel economy, the impact on drivability is reduced. This is even amplified if
perfect prediction is assumed, which at ∆T = 0 Nm shows similar fuel economy, but
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Figure 3.18: Simulation results for the three phases of the FTP75 drive cycle with
fuel economy improvements compared to a conventional SI engine versus drivability
as RMS torque error TRMS. Strategy NoP without any prediction (red circles) and
strategy LiP with linear extrapolation (blue crosses), compared with the fuel econ-
omy achieved by instantaneous mode switches (dashed black) and perfect prediction
PeP (green pluses). Top: Fuel economy improvement compared to SI-only case. Cen-
ter: Number of cam switches in SI-HCCI direction. Bottom: Total residence time in
HCCI mode relative to duration of drive cycle phase.
at significantly reduced deviations in engine torque.
3.5.6 Sensitivity Analysis
In the following section, different model parameters are varied and their influence on
FTP75 drive cycle fuel economy is discussed.
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Driver Gains
First the driver behavior is varied by modifying gains Kp,drive and Ki,drive, responsible
for tracking the reference velocity vref . The gains are varied between -50% to +50%
and the results are shown in Fig. 3.19. Besides the fuel economy results the accuracy
of the reference tracking is shown, defined as RMS error vRMS:
vRMS =
√
1
tf
∫ tf
0
(v − vref )2 dt. (3.64)
As expected, decreasing the driver gains results in a reduction in tracking accuracy.
It must be noted that for the smallest gains the driver violates the drive cycle’s veloc-
ity tolerances multiple times. However, as can be seen, the fuel economy is not very
sensitive towards changes in driver response. While the SI-only fuel economy is in-
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Figure 3.20: Influence of mode switch parameters on FTP75 fuel economy improve-
ment over SI-only (top), penalty contribution of harmful mode switch cycles (second),
number of SI-HCCI cam switches (third), and RMS error in engine torque (bottom).
The NoP supervisor strategy is used and varied are fuel penalty parameters di (red
square) as well as preparation durations during SI-HCCI switch ∆t2 (blue cross) and
during HCCI-SI switch ∆t8 (green star). The baseline and instantaneous values are
shown in black.
creasing with higher gains, the efficiency of the multimode strategy is fairly constant,
resulting in a decreasing fuel economy improvement for increasing gains.
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Mode Switch
Furthermore, different parameters of the combustion mode switch model are varied
between ±50%, applying supervisory NoP. The results are shown in Fig. 3.20. The
following parameters were altered: All fuel penalties di, the duration ∆t2 to prepare
the cam switch during the SI-HCCI switch, and duration ∆t8 to prepare the switch
in the other direction.
It is not surprising that fuel penalty parameters have the strongest influence on
fuel economy. This can also be seen in terms of penalty contribution of harmful mode
switch cycles. The higher the fuel penalty, the more important becomes the supervi-
sory strategy to avoid short and harmful residences in HCCI mode. Of course, since
the NoP strategy is applied, the number of mode switches and the error in torque
are not affected by the penalty parameters. Of course this would change, if the PeP
strategy is used.
The time requirement ∆t2 has a much smaller impact on fuel economy. Smaller
values of ∆t2 lead to a benefit in fuel economy, since the mode switch to low lift can
be conducted faster and the beneficial HCCI mode is reached sooner. Therefore, also
the number of cam switches is directly affected. As can be seen, due to the additional
mode switches, some of which result in a fuel cut-off, a decreasing ∆t2 can have an
impact on torque response.
Finally, increasing the duration ∆t8 leads to longer periods, in which engine torque
is being saturated at HCCI’s limits. While this offers a small benefit in fuel economy
it has, as expected, a very strong impact on the torque response. This is very similar
to the effect discussed in the case study above about ignoring the driver.
3.6 Summary
This chapter discusses the influence of combustion mode switching on drive cycle fuel
economy and drivability. A finite-state combustion mode switch model is described
and integrated in a longitudinal vehicle model to simulate the FTP75, HWFET, and
US06 drive cycles. The model is parameterized based on closed-loop mode switch ex-
periments. Due to its restrictions in range, the gain in fuel economy by using HCCI in
a multimode engine is limited, even if instantaneous mode switches are assumed. In
this dissertation, improvements of up to 3.4% are shown, which is significantly below
other results found in the literature.
With the presented methodology, the overall degradation of the achievable fuel
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improvement by the use of HCCI due to the mode switch penalties is quantified.
Further, if the driver requests a change in torque, which requires a mode switch from
HCCI to SI mode, the torque response needs to be delayed until the mode switch
is completed. Therefore, besides penalizing fuel economy, mode switches might also
lead to a degradation in drivability.
The impact of these penalties is tested using three supervisory control strategies.
The first only reacts on current engine speed and load conditions. The second ap-
plies linear extrapolation of engine speed and desired torque to anticipate entries and
exits of the feasible HCCI combustion regime. The third strategy assumes perfect
knowledge of the driver’s desired torque and speed trajectories and in addition, the
optimal mode switch policy is determined beforehand with dynamic programming. It
is seen that while fuel economy improves with increasing prediction, the three strate-
gies show still relatively similar fuel economy. However, more prediction also resulted
in a significant drop in engine torque deviations.
A distinction is introduced between beneficial and harmful mode switches, based
on their individual fuel economy benefits. It is observed that prediction results in
a reduction of harmful mode switches and unnecessary mode switch preparations.
However, the total penalty contribution of those harmful switches on overall fuel
economy is relatively small. Even the perfect prediction strategy, which completely
avoids harmful switches, is quite far from achieving the fuel economy, suggested by
the instantaneous case. This shows that the impact of the supervisory control strat-
egy is limited. As important as the supervisor is the fuel efficiency and duration of
the actual mode switching strategy.
The work is extended in two case studies. The first study tested, how removing
the fast torque dynamics during gear shifting affects the multimode performance. It
was seen that the impact on fuel economy was only minor. The second case study
introduced a tolerance regime around the HCCI regime. As long as the driver’s de-
sired torque torque is located within the tolerance regime, the actual engine torque
saturates at the HCCI limit, thereby temporarily ignoring the driver’s commands.
It is seen that such a tolerance band with small width increases fuel economy by
increasing time spent in the HCCI regime while avoiding mode switch fuel penalties
due to short excursions. Conversely, the degradation of the torque response is still
too small to show a significant impact on velocity.
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Chapter 4
Mode Switches and Three-Way
Catalytic Converter
The majority of the contributions presented in following chapter have been published
in [2]:
Journal of Dynamic Systems, Measurement, and Control
Volume 137, Issue 5, May 2015, ”Fuel Economy of a Multimode Combustion Engine
with Three-Way Catalytic Converter”
S. Nu¨esch, A.G. Stefanopoulou, L. Jiang, and J. Sterniak.
In this chapter the efficiency benefits of a SI/HCCI multimode combustion engine are
quantified, when emission constraints are to be met with a three-way catalytic con-
verter (TWC). TWCs are the main technology used to control emissions from gasoline
engines. However, generally they are not suited for the application in lean-burn di-
rect injection engine systems. TWCs require stoichiometric conditions in order to
reduce NOx, HC, and CO simultaneously. In a lean environment selective catalyst
reduction (SCR), lean NOx catalysts (LNC) or passive NOx adsorbers (PNA) can be
used. However, the use of TWCs as aftertreatment system is desirable due to their
wide distribution and relatively low cost compared to lean-burn aftertreatment sys-
tems [127,128]. In contrast to lean-burn gasoline direct injection (GDI) combustion,
HCCI combustion leads to very low engine-out NOx emissions due to its low peak
temperatures. Under lean HCCI conditions the TWC will still be able to convert
CO and HC. In addition, TWCs have the ability to store a limited amount of O2 to
compensate for variations in dilution. If the TWC’s oxygen storage capacity (OSC)
is sufficiently large, a high NOx conversion can be sustained for a certain amount of
time while running lean HCCI. Conversely, if the OSC is filled the TWC needs to be
depleted by running the engine rich which translates into a penalty in fuel economy.
It is difficult to make a judgment about the benefits of combining HCCI with
a TWC. An investigation of the entire system is required, which needs to be based
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Engine TWC 1 TWC 2
Engine-out / 
Pre-cat
Mid-cat Post-cat
Wide-range λ-sensor Fast NOx Probe Switching-type λ-sensor
Figure 4.1: Hardware setup for aftertreatment experiments and control. [2]
on actual engine data, as well as consider combustion mode switches and the af-
tertreatment system. Therefore, this chapter describes a methodology to evaluate
the impact of a TWC system on fuel economy within a SI/HCCI multimode concept,
and provides insight on the suitability of such a system as an afterteatment measure
to simultaneously enable high fuel economy and low emissions during a drive cycle.
The vehicle and multimode engine models are described in previous chapters.
They are extended here to compute emissions and dilution during the combustion
mode switches, based on steady-state maps. The models are combined with a phe-
nomenological TWC model, focused on oxygen storage. The aftertreatment model is
calibrated using combustion mode switch experiments from lean HCCI to rich spark-
assisted compression ignition (SACI) and back. Different depletion strategies are
compared in terms of their influence on drive cycle fuel economy and NOx emissions.
Compared to [2] the results shown in this chapter are updated by applying the
engine temperature dynamics from Chap. 2, and the combustion mode switch model
and supervisory strategies from Chap. 3.
4.1 Aftertreatment Hardware & Overview
“The aftertreatment system consists of three Emitec prototype TWC substrates with
the first two substrates housed together in one can and the third packaged as an
underfloor catalyst. The close-coupled TWC substrates are based on Palladium
(Pd) and Palladium/Rhodium (Pd/Rh), and the underfloor TWC is based on Pal-
ladium/Rhodium (Pd/Rh). The two catalysts each use a generous Cerium dioxide
- Zirconia dioxide (CeO2 − ZrO2) oxygen storage. The hardware configuration is
sketched in Fig. 4.1. The system is operated with two oxygen sensors (or λ-sensors).
A wide-range sensor is located in front of the first catalyst and a switching-type sen-
sor in between the two catalysts. The aftertreatment hardware is discussed in more
detail in [129].” [2]
Figure 4.2 shows the block diagram of the mathematical model of the aftertreat-
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λe= λpre
mexh,e= mexh,pre
Wide-range
λ-sensor
Switching-type
λ-sensor
λpre
~ U
λ
mNOx,e= mNOx,pre
ϑg,e= ϑg,pre e-τsTWC 1
λmid
mexh,mid
mNOx,mid
ϑg,mid Pipe e-τs
λpost
TWC 2
mexh,post
mNOx,post
ϑg,post
Figure 4.2: Block diagram of the system with the two TWCs and the two sensors.
ment system with the two connected TWC blocks. Inputs to the model are engine-out
exhaust mass flow m˙exh,e, exhaust gas temperature ϑg,e, relative air-fuel ratio (AFR)
λe, and the exhaust gas composition. Exhaust mass flow m˙exh,e is defined as:
m˙exh,e = m˙f · (14.6 · λe + 1). (4.1)
The engine-out emissions mass flows (i.e., m˙NOx,e, m˙HC,e, m˙CO,e) are based on steady-
state load/speed maps, described in Sec. 4.2. The procedure from Heywood, chapter
4 [130] is applied to approximate the molar flows of the individual components of the
exhaust gas (i.e., n˙NOx,e, n˙HC,e, n˙CO,e, n˙O2,e, etc.).
The heat transfer in the pipe between the two TWCs is modeled applying first-
order dynamics, described in [131]. Since the first TWC is located close to the engine,
the pre-cat values are equal to the associated engine-out ones. The transport delays
τ , occurring inside TWC 1 as well as between TWC 1 and TWC 2, depend on ωe
and are chosen to be one and a half of an engine cycle, respectively, to match the
experimental data. Also shown are the two sensors measuring λpre and λmid, resulting
in λ˜pre and voltage Uλ, respectively.
4.2 Steady-State Experiments
In the following section steady-state experimental data is used to extend the engine
model to compute engine-out emissions. The specifications of the multimode engine
are described in Sec. 3.1 and its fuel efficiency maps for SI and HCCI combustion are
shown in Fig. 3.1. Furthermore, the TWC’s conversion efficiencies are discussed.
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Figure 4.3: Maps of the multimode combustion engine based on steady-state
experiments. Lean HCCI (dash-dotted red) and SI combined with eEGR (dotted
black). Top: Engine-out NOx (left) and HC emissions (right). Second and third:
Relative improvements, i.e., (HCCI-SI)/HCCI, in NOx (center left), HC (center
right), and CO (bottom left) within the operating regime of HCCI compared to SI.
Third right: Map of relative AFR λ. Bottom: Engine-out exhaust temperature.
Associated fuel efficiency maps are shown in Fig. 3.1.
4.2.1 Emission Maps
Steady-state experimental data for relative AFR λ and engine-out emissions as func-
tions of engine speed and load are depicted in Fig. 4.3. The maps are referred to
as fNOx,SI , fNOx,HCCI , etc. As can be seen in Fig. 4.3, significant reduction in NOx
emissions can be noticed, especially in the lower half of the engine operating regime.
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The HCCI regime overlaps with a region in which SI can be operated using external
exhaust gas recirculation (eEGR). This strategy already results in a substantial de-
crease in NOx emissions. Nevertheless, HCCI reduces these additionally by more than
95%. Furthermore, compared to SI mode operated with eEGR, HCCI results in a
reduction in CO emissions between 40-80%. However, HC shows generally increased
levels, up to 60% higher than in SI mode.
4.2.2 Rich Operation
Steady-state experimental data at varying dilution, shown in Fig. 4.4, was used to
approximate the impact of rich operation on engine-out emissions and fuel efficiency.1
Fuel efficiency drops rapidly under rich conditions [132]. Here this reduction is ap-
proximated by the inverse of the relative AFR. Therefore only the deficit in oxygen is
considered and incomplete combustion and water shift losses are neglected. As can be
seen in Fig. 4.4 this approximation is accurate enough for purposes here. The experi-
mental data is used to find the associated parameters dr,j with j = {HC,CO,NOx}.
The integration of those parameters into the combustion mode switch model is de-
scribed in Sec. 4.5.
4.2.3 Conversion Efficiencies
The conversion efficiencies of the TWCs were measured under steady-state operation
at different dilutions and combustion modes, shown in Fig. 4.5. The engine was op-
erated at 1800 RPM and between 1.6-3.1 bar BMEP. Similar to [133] S-shaped Wiebe
1During the transient experiments and the simulations in this dissertation engine AFR λ = 0.9
is the most rich operating condition used.
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Figure 4.4: Steady-state measurements in SI combustion mode at 1800 RPM (red
crosses) and fit (solid blue) at varying dilution. Top left: Engine load. Top right:
Fuel mass flow. Center left and right: Engine-out NOx and CO emissions,
respectively. Bottom left: Engine-out HC emissions. Bottom right: Engine-out
exhaust gas temperature.
functions are used to fit conversion efficiency to the measurements shown in Fig. 4.5.2
ηNOx,λ(λ) = 1− exp
(
−
(
λ− 1.02
0.013
)5)
(4.2)
ηCO,λ(λ) = 1− exp
(
−0.6247 ·
(
λ− 0.85
0.1
)4.581)
(4.3)
ηHC,λ(λ) = 1− exp
(
−0.0637 ·
(
λ− 0.82
0.08
)5.1265)
(4.4)
2Under lean AFR conditions the TWC is ineffective in converting NOx, leading to equal pre- and
post-cat NOx values. However, due to measurement errors the post-cat concentration may appear
slightly larger than the pre-cat one, leading to negative conversion efficiencies. Therefore, for such
cases zero conversion was assumed.
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Figure 4.5: TWC NOx conversion efficiency measurements at 1800 RPM and fit
(solid blue). SI (black cross), SACI (red plus), HCCI (green circle).
In addition, similar Wiebe functions are used to approximate the light-off behavior
of the TWC, as function of TWC brick temperature ϑb:
ηNOx,ϑb(ϑb) = 1− exp
(
−
(
ϑb − 573
100
)5)
(4.5)
ηCO,ϑb(ϑb) = 1− exp
(
−
(
ϑb − 493
140
)5)
(4.6)
ηHC,ϑb(ϑb) = 1− exp
(
−
(
ϑb − 463
120
)5)
. (4.7)
Finally, the total conversion efficiencies are computed as follows:
ηNOx(λ, ϑb) = min {0.9990, ηNOx,λ · ηNOx,ϑb)} (4.8)
ηCO(λ, ϑb) = min {0.9986, ηCO,λ · ηCO,ϑb)} (4.9)
ηHC(λ, ϑb) = min {0.9976, ηHC,λ · ηHC,ϑb)} . (4.10)
The functions are saturated at the maximum measured conversion efficiencies.
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The conversion efficiencies are used to determine the flow rates at the TWC outlet:
n˙NOx,out = n˙NOx,in · (1− ηNOx) (4.11)
n˙CO,out = n˙CO,in · (1− ηCO) (4.12)
n˙HC,out = n˙HC,in · (1− ηHC) (4.13)
4.3 TWC Temperature Dynamics
To get an idea about the influence of low temperature HCCI exhaust on the TWC’s
performance a low-order brick temperature model is described and briefly validated
in the following section. An overview on TWC temperature modeling can be found
in [132]. The model distinguishes between the temperature of the gas phase ϑg and
the brick temperature ϑb. However, similar to [133, 134], the model shown here is
even more simplified by being 0-dimensional. This leads to the two following state
equations:
cVcρgcv,g
dϑg
dt
= m˙exhcp,g (ϑg,in − ϑg)− Q˙c (4.14)
mccs
dϑb
dt
= Q˙c + Q˙r − Q˙a (4.15)
where c denotes the volume fraction of the TWC filled with exhaust gas, Vc the
volume of the TWC, cs the specific heat capacity of the solid phase, and mc the mass
of the TWC. Furthermore, the density ρg and the specific heat capacity cv,g of the
exhaust gas are functions of incoming gas temperature ϑg,in and its composition. as
mentioned above, the composition is approximated as described by Heywood, chapter
4 [130]. The heat flows from gas to brick and brick to ambient, Q˙c, Q˙a, respectively,
are defined as
Q˙c = αcAgeoVc (ϑg − ϑb) (4.16)
Q˙a = AcatUcat (ϑb − ϑa) (4.17)
with αc and Ucat heat transfer coefficients, Acat the TWC surface area, and Ageo [m
2/m3]
the specific geometric catalytic surface, defined as Ageo = 4
√
c · cpsi0.02542 in [135]. The
heat losses to the environment are based on conduction and free convection coeffi-
cients, hcond and hconv, respectively, with Ucat =
(
h−1cond + h
−1
conv
)−1
. Similar to [136],
the heat generated by the exothermic reactions in the TWC is approximated by
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assuming only the three overall reactions:
NO + CO → 1
2
N2 + CO2 (4.18)
CO +
1
2
O2 → CO2 (4.19)
HaCb + (b+
a
4
)O2 → bCO2 + a
2
H2O. (4.20)
As in [136], HC are modeled as 86% propene and 14% methane. Of course this is
a very simplifying assumption, since the oxidation rates of hydrocarbons, especially
methane, vary strongly with composition and are focus on ongoing research [137].
However, for this application such a simple model was deemed sufficient. This results
in the following terms for the reaction enthalpies:
∆hr,1 = hNO + hCO −
(
1
2
hN2 + hCO2
)
(4.21)
∆hr,2 = hCO +
1
2
hO2 − hCO2 (4.22)
∆hr,3,a = hC3H6 + 4.5hO2 − (3hCO2 + 3hH2O) (4.23)
∆hr,3,b = hCH4 + 2hO2 − (hCO2 + 2hH2O) . (4.24)
Using the TWC’s conversion efficiencies, the reaction rates of the three reactions are
approximated, resulting in the total heat produced Q˙r:
Q˙r,1 = ∆hr,1 · ηNOx · n˙NOx,in (4.25)
Q˙r,2 = ∆hr,2 · (ηCO · n˙CO,in − ηNOx · n˙NOx,in) (4.26)
Q˙r,3 = (0.86 ·∆hr,3,a + 0.14 ·∆hr,3,b) · ηHC · n˙HC,in (4.27)
Q˙r = Q˙r,1 + Q˙r,2 + Q˙r,3. (4.28)
The steady-state data, described above and shown in Fig. 4.6, was used to find pa-
rameters hcond and αcat. Parameters mc and cs are based on assumptions and values in
literature. The parameters of the TWC temperature model are listed in Table 4.1. A
validation of the TWC temperature model is shown in Fig. 4.7. Chassis dynamometer
data of engine exhaust temperature and exhaust composition in SI-only combustion
are used as input to the model. As can be seen the simulation generally underpredicts
the brick temperature by up to 40 ◦C. The match, however, between the simulated
and measured TWC brick temperatures is acceptable for purposes here, especially in
terms of the dynamics.
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Table 4.1: TWC temperature model parameters
Name Symbol TWC 1 TWC 2
Specific geometric catalytic surface Ageo 3.45 · 103 m2/m3 2.82 · 103 m2/m3
TWC volume Vc 1.29 · 10−3 m3 1.05 · 10−3 m3
Gas volume fraction c 0.8
Catalyst mass mc 0.45 kg 0.3 kg
Specific heat capacity of TWC cs 800 J/kgK
Heat transfer gas - solid αc 140 W/m2K
Outer surface area of TWC Acat 0.0492 m
2 0.0492 m2
Heat conductivity of TWC wall hcond 0.5 W/m2K
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118
4.4 Oxygen Storage Dynamics
This section covers the modeling and parameterization of the TWC’s oxygen storage
dynamics.
4.4.1 Experimental Setup
“The sensors used for the experiments are also shown in Fig. 4.1. In addition to
the wide-range λ-sensor in front of the first TWC, two additional ones were placed
in between the two and after the second catalyst, respectively. Furthermore, the
NOx emissions were measured using Cambustion CLD500 fast-NOx analyzers with
a response time T10−90 of 10 ms. The space velocity was approximately 13, 000 hr−1.
SI/HCCI combustion mode switches require sophisticated control strategies. At
the time of the experiments the two-stage cam profile system and the control strategy
were under development. Ideally a full switch would have been carried out during
the experiments, including switches from low to high lift cams. Instead, by using
variable valve timing and a stoichiometric or rich AFR, an extension strategy was
tested with a switch to SACI combustion mode. In this mode SI combustion condi-
tions are approached, nevertheless they consist of both flame propagation and some
autoignition. Further information about spark-assisted compression ignition can be
found in Sec. 1.2 and [48,65]. More details about the experimental setup and results
are described in [129].” [2]
4.4.2 Transient Mode Switch Experiments
“Combustion mode switch experiments were conducted by [129] at different levels of
dilution. In this dissertation the data is used to characterize the two TWCs and their
OSC. The combustion mode was switched between lean HCCI at λ = {1.06, 1.16, 1.34}
and rich SACI at λ = {0.9, 0.98}. The engine speed was kept constant at 1800 RPM
and the load moved between 2-3 bar BMEP. During the combustion mode switches
actuators settings such as intake and exhaust valve timing, injected fuel mass, and
start of injection (SOI), were linearly moved between the steady-state settings during
1 s.” [2] In addition, as discussed in the previous chapter, a complete mode switch to
SI would involve switching the lift of the cams. It must be noted that, even though
this is a representative mode switch strategy, the parameterization of the mode switch
model is based on the closed-loop SI/HCCI switch and can be found in Sec. 4.5.
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“Experimental results of one particular run are shown in Fig. 4.8. As can be
seen the OSC delays the breakthrough of λ after the mode switches. As soon as
the storage is full and λpost switches to lean the conversion efficiency drops to zero
and the NOx post-cat is equal to NOx pre-cat. During the mode switches spikes in
NOx levels occur beyond their steady-steady values. The reason is the mode switch
control strategy, that favors NOx production during the switch by allowing larger
fuel amounts together with lean AFR. Post-cat NOx continuously decreases to 0 ppm
as the OSC is being depleted and the TWC’s NOx conversion efficiency gradually
increases. In addition, it is possible that the increased oxygen partial pressure during
the lean phase lead to filling of storage sites, that are difficult to reach under condi-
tions closer to stoichiometry [129]. Comparing these experimental results to examples
published in literature, e.g., [138, 139], a difference is apparent after the switch from
SACI to HCCI at t = 30 s. After the pre-cat AFR is changed from rich to lean, mid-
and post-cat λ values are expected to show a fast response until they reach stoichiom-
etry. Instead they exhibit a slow response. One possible explanation for this behavior
might be the storage of hydrocarbons on the TWC during extensive rich operation.
The hydrocarbons might get desorbed during the succeeding lean phase, leading to a
rich post-cat λ.” [2]
4.4.3 Model
“Modeling the chemical reactions occurring in a catalyst accurately requires de-
tailed kinematic models [140–142]. Nevertheless several approaches can be found
in literature introducing simplifications to the system to make it more feasible for
control-purposes. Those simplified models are either phenomenological and oxygen
storage-dominated [143,144] or based on reduced chemical relationships [138,145,146].
They try to estimate the relative oxygen storage level, one of the most important
states for aftertreatment control. In this dissertation the approach shown in [3,147] is
applied. In an effort to obtain an initial estimate of the fuel penalties due to emission
constraints, the simple oxygen storage model was applied at all loads and speeds,
extrapolating the behavior of the local conditions used for tuning the model.
In the following section the implementation of the model in this dissertation is
briefly repeated. A block diagram of the model is shown in Fig. 4.9. The relative
oxygen storage level Θ is the only state. Inputs are exhaust mass flow m˙exh, incoming
NOx concentration and relative AFR λin. Outputs are outgoing NOx concentration
and relative AFR λout.
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Figure 4.8: Combustion mode switch experiment between rich SACI (λ = 0.9) and
lean HCCI (λ = 1.16). Top: Combustion mode based on EVC position. The center
of the linear cam phasing of 1 s represents the mode switch (dashed black). Second
and third: BMEP and fuel mass flow command respectively. Fourth: Pre-cat AFR
measurements (solid blue), mid-cat (dashed green) and post-cat (dotted red).
Bottom: NOx measurements pre-cat (solid blue) and post-cat (dotted green). [2]
The function fρ(Θ, λin) regulates how fast the OSC can be filled and lies between
0 and 1. In short, an empty storage can be filled faster than a full one, vice versa for
depletion. The functions fL and fR represent the fraction of oxygen being adsorbed
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Figure 4.9: Block diagram of the TWC model, introduced by [3].
from and released to the feed gas, respectively:
fL(Θ) =
1− epLΘ
epL − 1 + 1 (4.29)
fR(Θ) =
e−pRΘ − 1
e−pR − 1 (4.30)
fρ(Θ, λin) =
fL(Θ) λin ≥ 1fR(Θ) λin < 1. (4.31)
Parameters pL and pR determine the shape of those functions. They were chosen so
that the simulated behavior of pre- and post-cat λ matches the one in the exper-
iments.” [2] The mass flow m˙exh is input to the state equation for Θ. From mass
balance output λout can be easily derived in (4.33):
Θ˙ =
0.23C (1− 1λin ) · m˙exh · fρ(Θ, λin) 0 ≤ Θ ≤ 10 else (4.32)
λout = λin − fρ(Θ, λin) · (λin − 1). (4.33)
4.4.4 Validation
The six unknown parameters C1, C2, pL,1, pL,2, pR,1, and pR,2 “were found by match-
ing the model to the transient mode switch experiments at the different conditions
for λ. The results are shown in Tab. 4.2. The model was validated with additional
experimental data sets at the same operating conditions. Figure 4.10 shows the com-
parison of the model to one of these experiments. Steady-state map values for BSFC
and engine-out λ and NOx at same speed / load conditions were used as inputs.
Durations and behavior of λ during filling and depletion of the OSCs are very com-
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Table 4.2: OSC model parameters
TWC 1 TWC 2
Storage Capacities C1 0.7 g C2 0.4 g
Adsorption pL,1 6.6 pL,2 4.5
Release pR,1 8.1 pR,2 6.5
PI Kp,OSC 0.08 Ki,OSC 25 s
parable. It can also be seen that both the steady-state NOx values match as well as
the instant where the OSC is full and the conversion efficiency drops. As expected
by the model construction, this simplified model is not able to reproduce the roll-off
in post-cat NOx at t = 18 s but shows an instantaneous drop to zero. In addition,
since steady-state maps are used here the NOx spikes during rich-to-lean transitions
are not recreated. Another disagreement can be seen at t = 30 s when λPost steps
to stoichiometry immediately, instead of following the slow response of the measure-
ment. This model is only parameterized and validated for medium loads and speeds.
However, for this work it is only required to approximate the oxygen storage dynam-
ics within the HCCI load range and for that purpose this model is considered to be
accurate enough.” [2]
4.4.5 Estimation
“It is not necessary to solely rely on the model to detect a depleted or full oxygen
storage. The very accurate switching-type sensor, located in between the two cata-
lysts, provides feedback as soon as the AFR switches from lean to rich and vice versa.
A model-based closed loop estimation approach shown by [148, 149] is adapted and
integrated. The structure of the estimator is shown in Fig. 4.11.” [2]
The wide-range oxygen sensor in front of the first catalyst is modeled as a first-
order system with a time constant τs = 0.15 s. In reality these sensors are also prone
to biases and noise which are neglected here:
λ˜pre =
1
1 + τs · sλpre. (4.34)
Figure 4.12 shows the λ-voltage characteristic of the implemented switching-type sen-
sor. The following equation, described in [107], translates the sensors voltage output
Uλ into an oxygen storage estimation Θ˜
′
1 by simply interpolating the signal in a narrow
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Figure 4.11: Block diagram of the OSC estimator. [2]
range around stoichiometry:
Θ˜′1 =

1 Uλ < 0.2 V
1− (Uλ − 0.2)/0.5 0.2 V ≤ Uλ ≤ 0.7 V
0 0.7 V < Uλ.
(4.35)
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Whenever λmid is close to stoichiometry, Θ˜
′
1 is compared with the estimated Θ˜1 the
determine a correctional input ∆λ. The integrator of the PI controller resets as soon
as the gas composition deviates from stoichiometry:
∆λ =
PI(Θ˜′1 − Θ˜1) 0.2 V ≤ Uλ ≤ 0.7 V0 else. (4.36)
The leads to the state equation for Θ˜1:
˙˜Θ1 =
0.23 · m˙exh,e
C˜
·
(
1− 1
λ˜pre + ∆λ
)
. (4.37)
This model is almost equal to the one used as plant, only differing from the play model
with parameter C˜1 = 0.85 g and missing function ρ, to incorporate some model un-
certainty. To observe a realistic plant, a parameter adaptation scheme as described
by [149] is required to lead to good performance over the entire operating range.
4.5 Extension of Combustion Mode Switch Model
The combustion mode switch model is described in detail in Sec. 3.3. In the following
section the model is extended to allow rich operation in SI mode and account for
the emissions during the mode switch. The modified flow diagram can be seen in
Fig. 4.13.
4.5.1 Mode Switch Scheduling
In the extended model RTWC is incorporated, output of the applied depletion strat-
egy, as described in Sec. 4.6. Further an additional input to the mode switch uri is
defined, which determines when to operate in rich SI mode.
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Figure 4.13: Extension of finite-state combustion mode switch model shown in
Fig. 3.5. The model includes states under rich operating conditions to deplete the
TWC’s OSC. The finite states i are enumerated from 1 through 14. The model is
subject to three control inputs uph, usw, and uri.
• In SI mode (M = 1), the state of the TWC, represented by RTWC needs to
allow a mode switch to HCCI. Therefore equation (3.7) is modified to:
uph =
{
1 Rin = HCCI and RTWC = HCCI
0 else.
(4.38)
Alternatively rich SI operation can be requested as well:
uri =
{
1 RTWC = rich SI
0 else.
(4.39)
• During the SI-HCCI mode switch, M ∈ (2 − 6), as well as in nominal HCCI
mode, M = 7, (3.9) is modified to include the TWC constraints:
uph =
{
0 (Ract = SI and Rin = SI) or RTWC 6= HCCI
1 else.
(4.40)
Therefore a mode switch back to SI can be initiated, e.g., in case of a drop in
TWC temperature.
• At the beginning of the HCCI-SI switch, M = 8, the cams remain in prepared
conditions as long as either both Rout,1 and Rout,2 or RTWC demand SI mode.
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Therefore equations (3.13) and (3.14) are extended such as:
uph =
{
0 Rout,1 = HCCI and Rout,2 = HCCI and RTWC = HCCI
1 else
(4.41)
usw =
{
1 (Rout,1 = SI and Rout,2 = SI) or RTWC 6= HCCI
0 else.
(4.42)
• As mentioned in Sec. 3.3, upon entering high lift conditions, M ∈ (10, 11), the
engine will be operated rich to enable the TWC to reduce the increased lev-
els of NOx. This results in relatively high fuel penalties. After the first two
SI-cycles, depending on RTWC , it is decided to either continue to deplete the
OSC, M ∈ (13, 14) or to operate at stoichiometry, M ∈ (12, 1). Alternatively,
another switch to HCCI can be initiated. Therefore (3.15) is extended to:
uri =
{
1 RTWC = rich SI
0 else.
(4.43)
uph =
{
1 Rin = HCCI and RTWC = HCCI
0 else.
(4.44)
4.5.2 Fuel, Emissions, etc.
In the following paragraphs engine-out emissions, relative AFR, and exhaust gas
temperature are defined for the different stages of the combustion mode switch. In
addition the definitions for the fuel flow need to be extended to account for the addi-
tional states of the mode switch. Figures 4.14 and 4.15 show exemplary mode switches
including the trajectories of some of the mentioned variables for visualization.
Fuel
As mentioned in Sec. 4.2 the fuel penalty due to rich operation is approximated to be
linearly proportional to inverse of the relative AFR λe. During the reduction of the
intake manifold pressure with rich AFR, M = 13, this penalty is added to the fuel
penalty due to the modified EVC timing:
d13 = d12 + (
1
λe
− 1) (4.45)
d14 =
1
λe
− 1. (4.46)
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Figure 4.14: Exemplary SI-HCCI mode switch during simulation of the FTP75 drive
cycle. The variables are plotted over time (bottom-axis) and engine cycles (top-axis).
Engine speed is 2500 RPM.
The computation of the fuel flow from equation (3.6) is changed to incorporate the
two additional finite states:
m˙f =

ff,SI(ωe, Te) M = 1
ff,HCCI(ωe, Te) M = 7
ff,SI(ωe, Te) · (1 + di) M ∈ (2, 3, 10− 14)
ff,HCCI(ωe, Te) · (1 + di) M ∈ (4− 6, 8, 9).
(4.47)
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cycle. The variables are plotted over time (bottom-axis) and engine cycles (top-axis).
Engine speed is 2500 RPM.
Air-Fuel Ratio
The relative AFR during the mode switch is chosen as follows:
λe =

1 M ∈ (1− 3, 12)
fλ,HCCI(ωe, Te) M ∈ (5− 8)
0.9 M ∈ (10, 11, 13, 14)
0.6 · fλ,HCCI(ωe, Te) + 0.4 M = 4
0.5 · fλ,HCCI(ωe, Te) + 0.5 M = 9.
(4.48)
As can be seen in nominal SI mode as well as during preparation of the SI-HCCI mode
switch the AFR is assumed to be exactly stoichiometric. In finite states, associated
with low lift conditions, the AFR is determined using the steady-state map fλ,HCCI .
Exceptions are the last SI cycle and last HCCI cycle during the switches, where the
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AFR is interpolated between stoichiometry and the HCCI map value. Finally, as dis-
cussed in Sec. 3.3, the applied mode switch strategy includes periods of rich operation
immediately after the cam switch to allow OSC depletion.
Emissions
The engine-out NOx emissions are determined by steady-state maps fNOx,SI and
fNOx,HCCI . The lack of oxygen in rich modes leads to a reduction in NOx, shown in
Fig. 4.4:
dr,NOx(λe = 0.9) = 0.63. (4.49)
In addition, due to the low combustion temperature it is assumed that during the
last HCCI cycle only small quantities of NOx are produced. This assumption has the
following impact: As can be seen in the example in Fig. 4.15, if the OSC is full this
NOx breaks through and reaches the tailpipe. However, the NOx produced during
the succeeding engine cycles are being reduced, since the engine is operated under
rich conditions. Therefore, in this simulation the amount of NOx in M ∈ (10, 11) is
not very relevant.
m˙NOx,e =

fNOx,SI(Te, ωe) M ∈ (1− 3, 12)
fNOx,HCCI(Te, ωe) M ∈ (4− 8)
0.05 · fNOx,SI(Te, ωe) + 0.95 · fNOx,HCCI(Te, ωe) M = 9
0.5 · fNOx,SI(Te, ωe) M ∈ (10, 11)
fNOx,SI(Te, ωe) · dr,NOx M ∈ (13, 14)
(4.50)
Exhaust Gas Temperature
The engine exhaust gas temperatures are subject to first-order dynamics, as described
in Sec. 2.2.4. It is assumed that the dynamics during the mode switch are too fast
to affect exhaust gas temperature. Therefore the associated map for the forcing term
ϑ¯g,e switches instantaneously, modifying equation (2.36) to:
ϑ¯g,e =
fϑ,SI(Te, ωe) M ∈ (1− 3, 10− 12)fϑ,HCCI(Te, ωe) M ∈ (4− 9). (4.51)
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4.6 Depletion Strategies
To maximize fuel economy it is necessary to remain in the HCCI combustion mode for
as long as possible while minimizing the total mode switch fuel penalty. On the other
hand, running lean HCCI eventually fills up the OSC and stops the conversion of
NOx. Therefore the OSC must be depleted when returning to SI combustion by run-
ning the engine rich to avoid breakthroughs of the unacceptably high engine-out NOx
during SI operation. Of course, running rich SI leads to an additional penalization of
fuel economy.
However, catalyst oxygen storage depletion might already be necessary before the
operating regime of HCCI is left. To begin with, even though the NOx emissions in
HCCI are very low, summed up over an entire drive cycle they might be too high to
fulfill very restrictive emissions requirements without aftertreatment. Furthermore,
if NOx spikes occur during HCCI to SI mode switches it is necessary to have some
remaining OSC to maintain conversion efficiency during the switch. For those rea-
sons the aftertreatment system could not only lead to a fuel economy penalty due to
depletion but also because of premature cancellation of residences in HCCI mode.
Three depletion strategies are investigated in terms of fuel economy and NOx
emissions. They offer different alternatives to define RTWC . A comparison of the
strategies at an illustrative drive cycle situation is depicted in Fig. 4.16.
4.6.1 Strategy 0: No Oxygen Storage Dynamics (NoO)
The first option is more of an assumption than a strategy. Here it is assumed that
the TWC does not exhibit any OSC dynamics. Specifically this means that during a
mode switch from SI to HCCI the OSC fills up immediately, therefore not reducing
any NOx in HCCI. On the other hand, during a HCCI-SI mode switch the OSC is au-
tomatically depleted without requiring rich operation and therefore NOx conversion
efficiencies are restored instantaneously. For that reason in the definition of RTWC
only TWC temperature is considered:
RTWC =
stoich. SI ϑb,1 < ϑminHCCI else (4.52)
This is the baseline case, resulting in the same fuel economy values as presented in
Chap. 3.
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Figure 4.16: Comparison of depletion strategies FiD and NeF at an example time
interval during the FTP75 drive cycle. Top: Currently active combustion mode. In-
termediate modes from Fig. 3.5 summarized as Prepare and Switch. NoO (dotted
green), NeF (dashed blue), and FiD strategy (solid red). Second and third: Com-
parison of OSC trajectories for the two strategies, TWC 1 (red) and TWC 2 (blue).
Fourth and fifth: λ. Sixth and seventh. NOx engine-out (red) and tail pipe (blue).
4.6.2 Strategy 1: Fill & Deplete after Mode Switch (FiD)
This strategy offers a compromise between fuel economy and emissions. A transition
to rich SI is only demanded if the OSC is estimated to be full and the HCCI regime
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is left, i.e., the cam switch to high lift already occured:
RTWC =

rich SI Θ˜ ≥ 0.9 and M ∈ (1− 3, 10− 13)
stoich. SI ϑb,1 < ϑmin
HCCI else.
(4.53)
Once RTWC = HCCI is commanded the engine remains in depletion mode until the
OSC is empty:
RTWC =

rich SI Θ˜ > 0.1
stoich. SI ϑb,1 < ϑmin
HCCI else.
(4.54)
As soon as this is the case, a mode switch back to HCCI becomes feasible again. This
strategy leads to a fuel penalty due to the rich operation. However, it should not
substantially reduce the total time spent in HCCI mode.
4.6.3 Strategy 2: Never Fill Oxygen Storage (NeF)
This strategy prohibits a completely full OSC to ensure conversion of potential engine-
out NOx spikes during mode switches. In any state M a depletion is demanded as
soon as the OSC is full:
RTWC =

rich SI Θ˜ ≥ 0.9
stoich. SI ϑb,1 < ϑmin
HCCI else.
(4.55)
Again, the engine is operated rich until the OSC is detected to be depleted, as in
equation (4.54). This strategy leads to the largest penalization in fuel economy due
to the cancellation of residences in HCCI and the more frequent depletion phases.
On the other hand, it should result in the lowest emissions.
4.7 Supervisory Strategies
The supervisory strategies used to control the SI/HCCI mode switching are described
in detail in Sec. 3.4. In this chapter, two of these strategies are applied. The super-
visor without any prediction NoP does not require any changes to incorporate the
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different depletion strategies. The hypothetical PeP strategy, based on perfect load
and speed prediction as well as a mode switching policy found with dynamic program-
ming (DP), is used as benchmark. The PeP strategy requires modifications since the
depletion of the OSC impacts the efficiency benefit of each residence in HCCI mode
and therefore the optimal mode switching policy µ∗.
The DP algorithm, described in Sec. 3.4, is extended here to include the relative
OSC Θ as additional state, discretized into 100 segments. Again the drive cycle sim-
ulation results, assuming instantaneous mode switches, were used for the calculation,
sampled at 20 Hz. The state transitions for Θ from one time step to another are
defined as:
∆ΘSI = 0 (4.56)
∆ΘHCCI =
0.23
C1
∫ t+ts
t
m˙exh,e
(
1− 1
λHCCI
)
dt (4.57)
∆Θrich =
0.23
C1
∫ t+ts
t
m˙exh,e
(
1− 1
0.9
)
dt (4.58)
for SI, HCCI, and rich operation, with sampling time ts. Of course the associated de-
pletion strategy applies. The resulting policy µ∗(t,Θ) denotes which HCCI visitations
are beneficial for fuel economy.
4.8 Drive Cycle Results
The depletion strategies introduced above are applied in the simulation of FTP75,
HWFET, and US06 drive cycles and compared to the SI-only case. First the results
for fuel economy and NOx emissions are analyzed. Then the influence of temperature
is discussed.
4.8.1 Fuel Economy
Fuel economy and other results are plotted in Fig. 4.17. In addition to comparing
the performance of the three depletion strategies, also instantaneous mode switches
as well as the supervisory strategies without prediction and with perfect prediction
are applied, NeF and PeP, respectively, as discussed in the previous section.
It can be seen that the fuel penalties due to mode switches and depletion have
significant impact on fuel economy. Even if instantaneous mode switches or per-
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Figure 4.17: Drive cycle simulation results for FTP75 (left column), HWFET (cen-
ter column), and US06 (right column). Top row: Fuel economy in MPG. Middle
row: Total residence time in HCCI mode relative to drive cycle duration. Bottom
row: Number of cam switches in SI-HCCI direction. Three different oxygen storage
depletion strategies are compared, NoO (blue), FiD (green), and NeF (red), for in-
stantaneous (light) and penalized mode switches using the NoP and PeP strategies
(dark).
fect knowledge are assumed, it is apparent that the potential fuel economy benefits
from using HCCI vanish as soon as lean-rich cycling and succeeding OSC depletion
phases are required. Compared to the NoP strategy, PeP is able to improve perfor-
mance significantly, sometimes outperforming the instantaneous switches. However,
for FTP75 and HWFET and the NeF depletion strategy, PeP still results in a worse
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fuel economy than SI-only. Therefore, the mode switching policy found, using dy-
namic programming assuming simplified mode switching and TWC dynamics, is not
accurate enough for those cases. As can be seen, the PeP -strategy reduces the time
spent in HCCI virtually to zero. It can be concluded that residences in HCCI are
basically never beneficial for fuel economy, especially if the NeF strategy is applied.
4.8.2 NOx Emissions
The results for NOx emissions are shown in Fig. 4.18. Since the PeP -strategy is only
hypothetical it is omitted here. As expected, the SI-only case leads to the highest
engine-out NOx. However, overall the difference between the strategies is relatively
small, since SI is in any case the predominant mode. This might change if NOx
spikes during mode switches need to be considered. Those would especially increase
the average engine-out NOx for the NeF strategy, due to the high number of mode
switches.
The SI-only case leads to the lowest tailpipe NOx results due to the assumption
of exactly stoichiometric combustion and close-to-perfect TWC conversion efficiency.
Shown is the LEV II SULEV limit of 20 mg/mi average tailpipe NOx emission dur-
ing the FTP75 drive cycle. As can be seen, all the results are far higher than this
limit. However, a large fraction of tailpipe NOx emissions during the FTP75 drive
cycle are the result of the engine cold start during the first phase, when the TWC’s
temperature is below light-off. This amount of NOx could be reduced by tuning the
cold start strategy, which is beyond the scope of this dissertation. To have a chance
at passing low emissions regulations, it needs to be ensured that the HCCI opera-
tion does not lead to significant additional tailpipe NOx. As can be seen, the NoO
strategy without any oxygen storage dynamics leads to the highest NOx emissions.
The use of the FiD depletion strategy leads to a reduction in tailpipe NOx emissions
since now the OSC dynamics are considered, being able to convert the initial NOx in
each HCCI residence. However, as can be seen even though in this analysis a TWC
with generous OSC is considered, it is unable to maintain NOx conversion efficiency
for significant amount of time while operating lean. The resulting NOx due to HCCI
operation alone is still as high as the SULEV limit. In case of the NeF strategy the
amount of additional NOx is smaller, since less time is spent in HCCI mode while the
OSC is being depleted more often. This, however, leads to prohibitive fuel penalties
as discussed above.
“The quantitative results need to be treated with caution. As mentioned a large
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Figure 4.18: Drive cycle simulation results for FTP75 (left column), HWFET (center
column), and US06 (right column). Top row: Fuel economy. Middle row: Engine-out
NOx per distance. Bottom row: Tailpipe NOx per distance. Three different oxygen
storage depletion strategies are compared, NoO (blue), FiD (green), and NeF (red),
for instantaneous (light) and penalized mode switches using the NoP strategy (dark).
Results are compared to LEV II SULEV limit 20 mg/mi (dotted black).
number of assumptions and simplifications were applied in the process. The oxygen
storage model is very simple, neglects temperature, composition, non-equilibrium ef-
fects, etc. and was only locally parameterized. If operating conditions are found under
which the OSC could be depleted at lower fuel cost, the penalty of lean-rich cycling
would decrease. In addition, the performance of HCCI could be more fuel beneficial
than stated, if its operating regime can be enlarged and its engine-out emissions at
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Figure 4.19: Temperature trajectories during simulation of the FTP75 drive cycle.
Top: Velocity. Bottom: TWC brick temperature (thick) and engine exhaust gas tem-
perature (thin). SI-only (black), supervisory strategy NoP with depletion strategy
NoO (blue) and FiD (red). Green backgrounds represent residence in HCCI mode,
specifically at low-lift.
higher loads reduced. This would extend the duration per stay in HCCI mode. Also,
if it is possible to conduct a combustion mode switch in a shorter amount of time
and with lower fuel and NOx penalties than assumed here, a higher number of mode
switches would have a less harmful effect on overall fuel economy.” [2] However, many
effects which potentially increase NOx have also not been considered. For example
transient effects and possible NOx spikes generally lead to an increase in engine-out
NOx. Furthermore, imperfect AFR-control and deviations from stoichiometry in SI
mode result in a decrease in conversion efficiency. In addition, it always have to be
kept in mind that large quantities of NOx are being produced during engine cold
start. Finally, the LEV II SULEV limit does not only consider NOx by itself but
NOx+NMOG, which is even more stringent. Together with the large penalty in fuel
economy it can be concluded that a TWC aftertreatment system with large OSC is
not suited for low emissions in a SI/HCCI multimode context and requires significant
engine rich operation that reduces fuel efficiency.
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4.8.3 Influence of Temperature
As discussed in [11], subjecting the TWC to low HCCI exhaust gas temperatures
for extended periods of time can lead to cool-down of the TWC. This in turn re-
sults in a decrease in its conversion efficiency for HC and CO emissions. For that
reason the previously discussed results include simulation of the TWC temperature.
The resulting trajectories for exhaust temperature ϑg,e and brick temperature of the
close-coupled TWC ϑb,1 during FTP75 are shown in Fig. 4.19. The baseline SI-only
case is compared to the multimode engine applying the supervisory strategy without
prediction NoP. In addition, it is distinguished between no OSC dynamics NoO and
OSC depletion FiD. Note that the applied TWC temperature model is strongly sim-
plified by only including two dynamic states. However, this section should give an
idea about how strong the influence of temperature on HCCI’s performance is.
As can be seen in Fig. 4.19, the difference in exhaust temperature between the
SI-only and the SI/HCCI cases is always smaller than 35 ◦C and therefore HCCI
operation results only in a small reduction in ϑg,e. The reason is the very short un-
interrupted residence time in HCCI mode. In consequence, in case of NoO also the
drop in TWC brick temperature is small and far away from light-off temperature.
In addition, when looking at the FiD case it can be seen that depleting the OSC
actually results in an increase in brick temperature. This is due to the large amount
of engine-out HC and CO emissions during rich operation, resulting in exothermic
oxidation reactions in the TWC brick. Therefore it is concluded here, that with the
given multimode engine hardware, residence time in HCCI mode is too short to result
in problematic cooling of the TWC. However, for a more detailed and final analysis
a TWC model of higher order needs to be applied.
4.9 Summary
This chapter discusses the interaction between a SI/HCCI multimode engine and a
TWC aftertreatment system in terms of drive cycle fuel economy and NOx emissions.
The use of a TWC is desirable due to its relatively low cost. The TWC hardware
used in this study is designed to have a generous oxygen storage capacity to allow
extended NOx conversion while operating under lean HCCI conditions. The dynam-
ics of the TWC’s oxygen-storage are captured with a phenomenological model and
parameterized with mode switching experiments. It is seen that a great fuel penalty
arises from the requirement of depleting the catalyst’s oxygen storage by running the
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engine rich.
Three illustrative TWC depletion strategies are compared, each targeting a dif-
ferent trade-off between fuel economy and emissions. The first strategy assumes no
oxygen storage dynamics, as has been done in prior SI/HCCI fuel economy stud-
ies. The second strategy depletes a full oxygen storage after each residence in HCCI
regime. The third strategy is even more stringent by forcing a mode switch back
to SI as soon the oxygen storage is full. It is shown that subsequent depletion of
the oxygen storage negates the fuel economy benefits gained during efficient HCCI
operation. Furthermore, low emissions standards for NOx are not robustly secured.
An additional interaction between HCCI combustion and TWC is caused by the
exhaust temperature. It was seen in previous work that prolonged low temperature
HCCI combustion leads to a decrease in TWC brick temperature, resulting in an
unacceptable drop in HC conversion efficiency. To account for this interaction in
this study, a simple two-state TWC temperature model is presented and validated
with drive cycle experiments. It is seen, that with the applied multimode engine and
its small HCCI regime, low temperature operation is too short and interrupted too
frequently to have a significant effect on TWC temperature. In addition, running
the engine rich to deplete the oxygen storage results in large quantities of HC and
CO being oxidized in the TWC. This exothermic reaction results in a temperature
increase and reduces HCCI’s cooling effect.
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Chapter 5
Multimode Combustion in a Mild
HEV
The majority of the contributions presented in following chapter have been submitted
in [102] as well as in [100] and [101]:
IFAC Control Engineering Practice
submitted, Multimode Combustion in a Mild HEV
Part 1: Supervisory Control and Synergies and
Part 2: Three-Way Catalyst Considerations
S. Nu¨esch and A.G. Stefanopoulou.
A new generation of mild hybrid electric vehicles (HEV) are based on 48 V-systems
that rely on relatively small electric motors and batteries. Such vehicles are shown
to offer significant benefits in fuel economy [150], due to their start/stop and re-
generative braking capabilities. Concurrently, due to the low voltage and the small
sizes of electric machine and battery, the cost of this architecture is relatively low.
Furthermore, due to increasing numbers of comfort and safety features in the vehi-
cle, electric auxiliary load demands are predicted to exceed the limits of the current
12 V-standard, making a widespread switch to a 48 V-standard even more probable.
As discussed in Chap. 3, a major disadvantage of the SI/HCCI multimode engine
is the small HCCI operating regime, which leads to short residence times in the ben-
eficial mode, as well as a large number of combustion mode switches. One way to
address this issue is the integration of the multimode engine in a HEV. The electric
motor as second power source offers more freedom in choosing the engine’s operating
point. Therefore, the residence time in HCCI mode can potentially be extended sig-
nificantly while reducing the need for mode switching. Different HEV architectures
in combination with advanced combustion modes have been discussed in previous
simulation studies [90–93]. When comparing the fuel economy of different HEV ar-
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chitectures, Delorme et al. [90] concluded that, the higher the level of hybridization,
the smaller the synergy between the multimode engine and the electric system.
The following chapter discusses the multimode engine operation in a mild HEV.
The combination of a SI/HCCI multimode engine and 48 V mild HEV could offer
significant fuel economy synergies at relatively low cost. The work presented here ex-
ceeds previous work on this topic by taking into account the dynamics and penalties
associated with combustion mode switching. The mode switching affects the final fuel
economy result, and it also needs to be considered in the supervisory control strategy
of the HEV. In the following chapter, four alternative implementations of supervisory
strategies are presented and analyzed in terms of fuel economy benefits, synergies,
and NOx emissions. Furthermore, the study in Chap. 4, concerning the interaction
between multimode engine and TWC is continued. In two case studies, modifications
to the system hardware and the mode switching strategy are introduced and their
impact on fuel economy and NOx emissions is discussed.
5.1 Mild HEV Model
The model of the conventional vehicle1 is described in Chap. 2. The following sec-
tion extends this model to a mild HEV. This includes the models for electric motor
and battery, as well as the corresponding control strategy equivalent consumption
minimization strategy (ECMS).
5.1.1 Integrated Starter-Generator (ISG)
In this dissertation the electric motor used is a belt-driven integrated starter-generator
(ISG). The ISG with a maximum continuous power of 5 kW boost and 14 kW regener-
ation represents a small e-machine as seen upcoming in 48 V-systems. A belt-ratio of
γb = 2.5 is used to connect engine and ISG. The efficiency map fm of the belt-driven
ISG is based on steady-state data. It is used to compute the electric power of the
1Conventional vehicle is here defined as a vehicle only using an ICE-based powertrain without
any electric hybridization.
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motor Pm,el as a function of mechanical power Pm and ωm:
ωm = γb · ωe (5.1)
Pm = Tm · ωm (5.2)
Pm,el = fm(Pm, ωm). (5.3)
As described in Sec. 2.2.2, in case of the conventional vehicle the ISG simply operates
as alternator to deliver power for electric auxiliaries. In case of the mild HEV the
ISG offers additional functionalities for start/stop operation, torque assist, and re-
generative braking. The ISG dynamics are modeled as a first-order system, as shown
in equation (2.30). The control input to the ISG is the corresponding torque com-
mand um. While for the conventional vehicle um was computed based on the electric
auxiliary power, here it is defined as the sum of the individual commands for each of
the ISG’s functionalities:
um = um,al + um,c + um,r (5.4)
with um,al to satisfy the alternator load, um,c for torque assist, and um,r for regener-
ative braking. The three functionalities are described in more detail in the following
paragraphs.
Electric Auxiliaries
To satisfy the power demand of the electric auxiliaries um,al is defined as:
um,al = −f
−1
m (ωm, Pal)
ωm
. (5.5)
See Sec. 2.2.2 for more details on the alternator-operation of the ISG.
Torque Assist
The optimal torque-split between engine and ISG is computed by the ECMS, de-
scribed in Sec. 5.1.3. Due to this optimization in general ue 6= Tdes, resulting in
torque gaps which need to be filled by the ISG. The time constant of the ISG τm is an
order of magnitude faster than time constant of the engine τe. In addition, the goal
is to compare the performance of the HEV powertrain to the conventional vehicle
without changing the combined response of engine and ISG. For that reason the time
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constant of the engine is used to filter the desired driver torque Tdes and to compute
T˜e, which represents the virtual engine torque the driver expects, if he was used to
the torque response of the conventional vehicle and SI-only engine:
d
dt
T˜e =
1
τe
(Tdes − T˜e). (5.6)
The ISG is used to compensate for the gap between virtual and actual engine torque,
T˜e and Te, respectively. The associated torque command to the ISG um,c is defined
as:
um,c =
1
γb
(T˜e − Te). (5.7)
This definition automatically also applies when compensating for torque gaps, e.g.,
due to torque saturations at the limits of the HCCI regime (5.23).
Regenerative Braking
The model of the regular friction brake is described in Sec. 2.1.3. If regenerative brak-
ing is inactive, um,r = 0, and the nominal computation of ub is used. Regenerative
braking is activated if the brake pedal ub is pressed while the clutch pedal uc = 0.
If active the ISG is used to generate as much power as possible while matching the
brake torque demand:
um,r = max{−ub · Tb,maxηg
γbγfdrγg
, Tm,min − um,al − um,c}. (5.8)
The limit of the regenerative braking operation depends thereby on the maximum
generation torque of the ISG Tm,min as well as the torque demands of the electric
auxiliaries and the torque assist. The net braking torque on the wheels is main-
tained by reducing the value of the torque command ub accordingly, resulting in an
overwritten command uˆb:
uˆb = −ubTb,max + um,rγbγfdrγg
ηgTb,max(nt,n + nt,d)
(5.9)
The regenerative braking events during the three drive cycles are highlighted in
Fig. 5.1.
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5.1.2 Battery
The total power drawn from the battery consists of the auxiliary load Pal and the
ISG Pm,el:
Pb = Pal + Pm,el. (5.10)
The battery is described by an equivalent circuit model with Ic and Uc, cell current
and voltage, respectively [107].
Uc = UOC(ξ)− ζi(ξ, Ic) · Ic (5.11)
Ic =
Pb
nsnpUc
(5.12)
The battery consists of np = 1 cells in parallel and ns = 14 in series, each cell with
a capacity of Qc = 5 Ah. The open-circuit voltage UOC and the internal resistance
ζi are implemented as look-up tables based on steady-state data. They are functions
of the battery’s state-of-charge (SOC) ξ and, in case of ζi, the direction of Ic. The
battery’s only state SOC is modeled assuming coulomb-counting [107]:
3600 s/h ·Qc d
dt
ξ = −Ic. (5.13)
The influence of battery temperature on UOC and Ri is neglected.
5.1.3 Adaptive ECMS
The equivalent consumption minimization strategy (ECMS) is a widely applied
method to achieve the close-to-optimal fuel economy of a HEV while maintaining
battery SOC [107]. Due to its low computational complexity it can implemented
to run in real-time. At each time step the torque split between engine and ISG is
determined which minimizes the instantaneous equivalent power consumption:
J(xT ) = Pf (xT ) + α · Pc(xT ) (5.14)
x∗T = arg min
xT∈X
J(xT ). (5.15)
The argument of the minimization is engine torque xT , constrained to the space of
admissible controls X, which is mainly based on the limits of the current combustion
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mode M , SI or HCCI, and the limits of the ISG:
X = {xT | Tmin(M) ≤ xT ≤ Tmax(M) and . . . (5.16)
Tm,min ≤ Tˆm(xT ) ≤ Tm,max}. (5.17)
Pf (xT ) and Pc(xT ) are the power released by the burned fuel and by the battery cells,
respectively, as a function of engine torque. Co-state α represents the equivalence fac-
tor, used to compare the two power sources and thereby maintaining SOC close to
its reference. Tˆm(xT ) is the required motor torque to fulfill the driver’s demand as
function of argument xT .
Equivalence Factor
Various approaches are described in literature on how to determine the equivalence
factor α. Onori and Serrao [151] compare several adaptive methods, in which α is
defined as a function of battery SOC ξ. In this paper the approach by Chasse et
al. [152] is used, in which a PI controller modifies α to track a reference SOC ξref , in
this case ξref = 50%:
α = Kp,ECMS · (ξref − ξ) +Ki,ECMS ·
∫
(ξref − ξ)dt︸ ︷︷ ︸
αI
. (5.18)
The closed-loop system was linearized to tune the controller gains Kp,ECMS = 20 and
Ki,ECMS = 0.5.
Similar to [153] the drive cycles were simulated repeatedly to ensure the final
SOC to be close to the initial SOC. The drive cycle trajectories of motor power Pm,
equivalence factor, and SOC are plotted in Fig. 5.1.
Computation of Equivalent Power
The chemical power of the fuel is computed using the steady-state maps of the two
combustion modes:
Pf (xT ) = Hf · m˙f (xT ,M) (5.19)
m˙f (xT ,M) =
fSI(xT , ωe) M = SIfHCCI(xT , ωe) M = HCCI (5.20)
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Figure 5.1: Trajectories of the SI-only HEV during the simulation of the three drive
cycles. Top: Velocity v. Second: Motor power Pm. Third: Battery SOC ξ. Bottom:
Equivalence factor α (solid red) and its integral part αI (dashed blue). Time periods
allowing for regenerative braking are highlighted green.
with lower heating value of gasoline Hf . The gap between desired torque Tdes and
engine torque argument xT needs to be compensated by the ISG. The resulting mo-
tor torque argument Tˆm(xT ) is constrained by the limits of the ISG via space X and
takes into account the load demanded by the electric auxiliaries um,al, as defined in
Sec. 5.1.1.
Tˆm(xT ) = um,al +
1
γb
(Tdes − xT ) (5.21)
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Equations (5.2) - (5.10) are applied to compute current in the battery cells Iˆc(xT )
from Tˆm(xT ). Ultimately, the power released by the battery cells Pc(xT ) follows as:
Pc(xT ) = np · ns · Iˆc(xT ) · UOC(ξ). (5.22)
5.1.4 Engine Torque Command
In case of the conventional vehicle, equation (3.17) was used to compute engine torque
command ue from desired torque Tdes. However, when simulating the HEV, the op-
timum engine torque x∗T , the result of the ECMS described in Sec. 5.1.3, needs to be
considered in the corresponding function:
ue = fsat(x
∗
T ,M). (5.23)
5.2 Supervisory Control Strategies
The ECMS, described in Sec. 5.1.3, controls the torque-split between engine and ISG
for the mild HEV with a SI-only engine. However, if a multimode engine is used,
the selection of the combustion mode represents an additional degree of freedom. As
discussed in Chap. 3, associated mode switching dynamics and penalties need to be
considered in the control strategy. Therefore, on top of the nominal ECMS a su-
pervisory controller is required, which makes the mode switching decision. In the
following section four supervisory control strategies for SI/HCCI mode switching in a
mild HEV are described. The first strategy can be applied in both the conventional
vehicle and the mild HEV. The remaining three strategies rely on the torque assist
by the ISG. An exemplary residence in HCCI mode is shown in Fig. 5.2 to compare
the four supervisors. The discretization within the ECMS computation results in
the steplike behavior in engine torque Te. The block diagrams of the supervisors are
depicted in Fig. 5.3.
5.2.1 Strategy 1: No Prediction (NoP)
The first supervisory control strategy NoP is discussed in detail in Sec. 3.4 and is
here used as baseline. It prepares the SI-HCCI mode switch as soon as Tdes enters the
HCCI regime, as can be seen in Fig. 5.2 at t = 378.6 s. The cams are switched to low
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(solid black). Middle: ISG torque Tm. Bottom: Combustion mode M .
lift once the valves reach their switching positions and Te enters the HCCI regime.
Conversely, in the HCCI-SI direction the mode switch is prepared when Tdes exits the
HCCI regime, in Fig. 5.2 at t = 381.3 s. The cam switch to high lift is initiated, if Tdes
still lies outside the HCCI boundaries by the time the valves reach their switching
position.
The NoP strategy can be used in the conventional vehicle, as done in Chap. 3, and
in the HEV. As can be seen in Fig. 5.2, when applied in the mild HEV, this strategy
does not attempt to extend the residence time in HCCI mode. However, additional
benefits in fuel economy are possible, since ECMS exploits high efficiency areas within
the HCCI regime. Depending on the applied vehicle, conventional or hybrid electric,
the commanded engine load ue is determined by (3.17) or (5.23), respectively.
As described in Sec. 3.5, Tmin,HCCI and Tmax,HCCI could be altered to modify
Rout,2 with the goal to trade-off drivability with fuel economy. Alternatively, also dis-
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Figure 5.3: Block diagrams of the four supervisory control strategies.
cussed in Sec. 3.5, prediction could be used to improve the controller’s performance
by anticipating upcoming entries and exits of the HCCI regime.
5.2.2 Strategy 2: Extended Stay (Ext)
The second supervisory strategy Ext aims to improve fuel economy by extending the
residence time in HCCI while reducing the number of mode switches. The ISG is
used to create a virtual HCCI regime, which is composed of the actual HCCI limits
and the ISG’s torque range:
T˜min,HCCI = Tmin,HCCI + γb · (Tmax,m − um,al) (5.24)
T˜max,HCCI = Tmax,HCCI − γb · (um,al − Tmin,m). (5.25)
The virtual HCCI regime accounts for the ISG torque required to power the electric
auxiliaries um,al. As in strategy NoP a mode switch from SI to HCCI is commanded if
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Tdes enters the HCCI regime. However, in case of strategy Ext, if Tdes exits the actual
HCCI regime the engine torque command ue saturates at the HCCI limits while the
ISG is used to bridge the gap between engine torque Te and desired torque Tdes. At
the same time the valves are phased to their target switching position. Therefore,
once the desired torque exits the virtual HCCI regime, the cam switch command can
be sent and the HCCI-SI mode switch executed immediately, shown in Fig. 5.2 at
t = 384 s.
Rin = Rout,1 = Rdes = fR(Tdes, Tmin,HCCI , Tmax,HCCI) (5.26)
Rout,2 = R˜des = fR(Tdes, T˜min,HCCI , T˜max,HCCI,m) (5.27)
Remaining at a valve position, which allows an immediate switch while still being in
the virtual HCCI regime, has the advantage of a minimum delay in total propulsion
torque once the driver desires to accelerate. The disadvantage, on the other hand, is a
small reduction in engine efficiency since over prolonged time HCCI mode is operated
with under conditions different from their nominal setpoint.
Similar to the SI-only case, with strategy Ext the torque command to the engine
ue is determined by ECMS and x
∗
T (5.23).
5.2.3 Strategy 3: Maximum Stay (Max)
The strategy above is modified to extend the residence time in the HCCI regime even
further. Strategy Max uses the ISG to both delay switches from HCCI to SI and also
shift the engine load to the HCCI regime preemptively, shown in Fig. 5.2 at t = 376.7 s.
If Tdes enters a band above and below the actual HCCI regime, the load is forced into
the regime. The lower band was chosen between Tmin,HCCI and 0 Nm. The width of
the upper band is determined by parameter ∆T ∈ (0 Nm, γb(Tmax,m − um,al)). The
smaller the value of ∆T the more aggressive the strategy. Strategy Ext can be imple-
mented by selecting ∆T = γb(Tmax,m − um,al). Here ∆T = 15 Nm was chosen. The
intermediate torque command T3 follows then as:
T3 =

Tmin,HCCI 0 < Tdes < Tmin,HCCI
Tmax,HCCI Tmax,HCCI < Tdes < T˜max,HCCI −∆T
x∗T else.
(5.28)
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The mode switch in HCCI-SI direction is controlled in the same fashion as in strategy
Ext :
Rin = R3 = fR(T3, Tmin,HCCI , Tmax,HCCI) (5.29)
Rout,1 = Rdes = fR(Tdes, Tmin,HCCI , Tmax,HCCI) (5.30)
Rout,2 = R˜des = fR(Tdes, T˜min,HCCI , T˜max,HCCI). (5.31)
This strategy requires modification of the engine torque to move to the HCCI regime.
Therefore, here the torque command ue is based on T3 instead of x
∗
T :
ue = fsat(T3,M). (5.32)
5.2.4 Strategy 4: Optimal Stay (Opt)
Instead of making a rule-based decision about when to enter or exit HCCI mode, as
done in the supervisors shown above, strategy Opt integrates this decision into the
ECMS control structure.
Equation (5.15) is replaced with the following minimization to determine the op-
timal torque split x∗T together with the currently optimal combustion mode x
∗
R:
J(xT , xR) = Pf (xT , xR) + α · Pc(xT ) (5.33)
(x∗T , x
∗
R) = arg min
xT∈X,xR∈{SI,HCCI}
J(xT , xR) (5.34)
with the space of admissible controls X now a function of xR:
X(xR) = {xT | Tmin(xR) ≤ xT ≤ Tmax(xR) and . . . (5.35)
Tm,min ≤ Tˆm(xT ) ≤ Tm,max}. (5.36)
The computation of the chemical power of the fuel is modified as well to incorporate
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the fuel penalties of the mode switches:
Pf (xT , xR) = Hf · m˙f (xT , xR,M) (5.37)
m˙f (xT , SI,M) =
fSI(xT , ωe) M = SIfSI(xT , ωe) · (1 + d¯HCCI−SI) M = HCCI (5.38)
m˙f (xT ,HCCI,M) =
fHCCI(xT , ωe) M = HCCIfHCCI(xT , ωe) · (1 + d¯SI−HCCI) M = SI (5.39)
Equation (5.38) is used to compute the fuel consumption of remaining in SI and
switching to SI from HCCI mode, (5.39) vice versa. d¯SI−HCCI and d¯HCCI−SI rep-
resent the total penalties in terms of fuel flow for the SI-HCCI and HCCI-SI mode
switches, respectively, and are calculated as follows:
d¯SI−HCCI =
1
τSI−HCCI
·
 ∑
i∈(2−6)
di ·∆ti
 (5.40)
d¯HCCI−SI =
1
τHCCI−SI
·
 ∑
i∈(8−12)
di ·∆ti
 . (5.41)
As can be seen these penalties represent the total fuel penalty divided by tuning
parameters τSI−HCCI and τHCCI−SI . These parameters can be interpreted as the av-
erage durations between the mode switches. Larger values of τSI−HCCI and τHCCI−SI
encourage and smaller values prevent mode switching. Their optimal choice depends
on the applied drive cycle. Here τSI−HCCI = 1 s and τHCCI−SI = 6 s were chosen.
Therefore, the switches to and from HCCI are ultimately determined by the ECMS
output x∗R, rather than from any load command. In Fig. 5.2 the SI-HCCI and HCCI-
SI switches can be seen at t = 378.4 s and t = 382.3 s, respectively. In addition,
similar to strategies Ext and Max the HCCI-SI mode switch is prepared if Tdes leaves
the HCCI regime:
Rin = Rout,2 = x
∗
R (5.42)
Rout,1 = fR(Tdes, Tmin,HCCI , Tmax,HCCI). (5.43)
The engine torque command ue is computed by (5.23), similar to strategies NoP and
Ext.
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5.3 Drive Cycle Characteristics
The visitation frequencies of different engine load/speed conditions during the three
drive cycles are shown in Fig. 5.4 for the conventional vehicle applying supervisory
strategy NoP and the HEV using strategy Opt. As can be seen, ECMS in SI mode
reduces high load operation by shifting the operating conditions to lower loads. Fur-
thermore, the plots show the effect of the mode switching supervisors and strategy
Opt in particular. The supervisory strategies shift frequently visited operating con-
ditions from the extended HCCI regime into the actual HCCI regime. Thereby they
create bands above and below the HCCI regime where the engine barely operates.
At the same time, in case of the HEV the distribution of visitations within the HCCI
regime is less homogeneous and more concentrated at the load boundaries compared
to the conventional vehicle. These results are attributed to short excursions of Tdes
from the HCCI regime which are being compensated for by the ISG while the engine
torque is held close to the boundaries.
General characteristics of the three drive cycles are presented in Table 5.1. As can
be seen in Fig. 5.1, the FTP75 velocity profile incorporates substantially more time
spent at vehicle standstill than the other two drive cycles. This relates directly to
the high fuel savings of 4.5% due to start/stop operation. With values below 1% the
corresponding results for the HWFET and US06 are significantly smaller. In addition
to significant vehicle standstill, the FTP75 drive cycle also exhibits generally lower
velocities than the HWFET and US06, as well as less aggressive accelerations than
the US06. Those three characteristics are the reason why the FTP75 exhibits a low
desired torque, averaged over time, of 22 Nm. This directly relates to the distribu-
tion of Tdes, which spends about 20% of time in the HCCI regime during the FTP75
and the HWFET and only 7% during the US06. If the HCCI regime is extended by
the ISG all those numbers more than double to 46%, 64%, and 31% for the FTP75,
HWFET, and US06, respectively. The effect is especially strong for the HWFET
since its torque distribution is highly concentrated above the HCCI regime at around
70-80 Nm, as can also be seen in Fig. 5.4. In case of the US06 cycle the time spent in
the extended HCCI regime is significantly larger than the time spent in the regular
regime. However, with only 31% of time it is still relatively low. In contrast to the
other drive cycles, the US06 cycle’s region of highly visited engine conditions lies at
very high torques beyond the extended HCCI regime.
Finally, a large difference between the drive cycles is the amount energy harvested
with regenerative braking. This difference can be seen qualitatively in Fig. 5.1 and
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Figure 5.4: Operating regimes of the multimode engine and visitation frequencies of
load/speed conditions. Top: FTP75. Middle: HWFET. Bottom: US06. Compared
are the conventional vehicle applying strategy NoP (left) with the mild HEV using
strategy Opt (right). Limits of SI and HCCI in black and red, respectively and HCCI
regime extended by ISG (HCCI+) in orange.
quantitatively by computing the average energy regenerated per distance travelled. As
can be seen, the FTP75 cycle with 66 J/m achieves the highest amount of regeneration
and the HWFET, with only a handful braking events and 14 J/m the lowest.
The gains due to start/stop operation, together with the available battery en-
ergy from regenerative braking, directly relates to the fuel economy benefit of the
mild HEV with SI-only combustion. Here the FTP75 results in 8.7% fuel economy
155
Table 5.1: Drive cycle characteristics.
FTP75 HWFET US06
Fuel economy benefit
- from start/stop 4.5% 0.11% 0.82%
- from start/stop & ECMS 8.7% 1.8% 3.8%
Mean desired torque 22 Nm 62 Nm 70 Nm
Mean regenerative braking energy 66 J/m 14 J/m 52 J/m
Fraction of time desired torque spent
- in HCCI regime 19.8 % 20.4 % 7.3 %
- in extended HCCI regime 45.8 % 63.6 % 31.0 %
improvement, half of which is due to start/stop. With less battery energy available
to reduce the engine load and fewer start/stop events, the US06 results in 3.8% im-
provement. Finally, the gains during the HWFET are even lower with 1.8%, due to
virtually no start/stop operation and almost negligible regeneration.
5.4 Fuel Economy Benefits & Synergies
In the following section, the fuel economy results for the three drive cycles, shown in
Fig. 5.5, are discussed. Similar to Chap. 3 it is distinguished between the penalized
mode switch model and instantaneous mode switches. Here it is focused on the effect
of hybridization and its synergies with the different supervisory strategies in terms
of fuel economy. The results discussed here assume an ideal aftertreatment system,
which does not require any depletion.
In the case of the HEV and the FTP75 drive cycle, all four supervisory control
strategies lead to noticeable improvements in fuel economy. Strategy NoP, however,
does not benefit from the hybridization. Its associated relative improvements of 3.0%
and 2.0% for instantaneous and penalized mode switches, respectively, are very simi-
lar to the ones seen with the conventional vehicle. This is not surprising since strategy
NoP does not attempt to exploit the torque assist capabilities to improve the HCCI
performance. On the other hand, strategies Ext, Max, and Opt result in improve-
ments over the SI-only HEV of approximately 5.7% and 4.2% for instantaneous and
penalized mode switches, respectively. The performance of the three supervisors is
very similar in case of the FTP75, all being able to take advantage of the synergies
between SI/HCCI multimode operation and the torque assist from the ISG, which al-
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Figure 5.5: Drive cycle results assuming an ideal aftertreatment system, which does
not require any depletion. Results for FTP75 (left column), HWFET (center col-
umn), and US06 (right column) cycles. Plotted are fuel economy (top row), fraction
of time spent in HCCI combustion (center row), and number of cam switches from SI
to HCCI (bottom row). Conventional vehicle (bars on the left) and mild HEV (bars
on the right) with results shown for the SI-only engine (black bars) as well as the
SI/HCCI multimode engine applying the four supervisory strategies. Mode switches
are assumed instantaneous (green bars) and penalized (blue bars).
lows longer residence time in HCCI combustion while performing fewer fuel-expensive
mode switches. Meanwhile, the optimal strategy Opt performs only marginally better
than Ext and Max. As discussed above and shown in Fig. 5.1, the FTP75 drive cycle
results in a desired load that is evenly distributed within the extended HCCI regime,
with residences in HCCI being regularly interrupted by regenerative braking events.
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Therefore, the HCCI operation does not significantly affect the battery’s SOC and
it can be concluded that a simple mode switch supervisory strategy is sufficient to
achieve high fuel economy benefits from HCCI.
The fuel economy results for the HWFET, however, show a different pattern. Here
the optimal strategy Opt clearly shows the best performance and again higher relative
improvements than strategy NoP and the conventional vehicle. It can be seen that
strategies Ext and Max result in reductions in fuel economy, despite 40-60% of time
spent in HCCI mode. As discussed above, for a majority of the HWFET drive cycle,
the cruise condition lies at loads right above the HCCI regime. A large amount of
electric power is required to shift the engine load down to HCCI for extended periods
of time. At the same time, opportunities to charge the battery are very sparse. This
leads to the poor performance of strategies Ext and Max. Supervisory strategy Opt
resolves this issue by returning to SI if at a certain SOC the fuel economy benefits of
remaining in HCCI mode are lower than the required battery power to do so.
Finally, the results for the US06 drive cycle show barely any improvement from
using HCCI combustion. With the ISG’s torque-assist, penalized mode switches,
and strategies Ext, Max, and Opt the total residence time in the HCCI regime dou-
bles compared to the conventional vehicle, from 6% to 14%. This is, however, still
small, leading to very limited improvements even when assuming instantaneous mode
switches. The residence time in HCCI per cam switch is short as well, resulting in a
larger impact of the mode switch penalties. The reason for this low visitation time of
the HCCI regime is the fact that a majority of the engine’s operating conditions dur-
ing the US06 cycle are located at relatively high loads. At these conditions they are
not in reach of the ISG and cannot be consistently shifted to the HCCI regime. How-
ever, while all the other strategies result in negative fuel economy benefits, strategy
Opt still achieves at least a neutral result.
In general, it can be concluded that two effects are required to successfully exploit
the synergies between torque assist in a mild HEV and multimode combustion. First,
regular regeneration events and therefore large quantities of available battery energy
are required to allow to shift the engine operation into the HCCI regime for signifi-
cant periods of time. The consequence of a lack of such events was seen in case of the
HWFET, where the SOC-constraint required switches back to SI mode even though
a residence in HCCI would have been possible. Second, due to the ISG’s limitation
the desired torque Tdes is required lie close to the HCCI regime. Otherwise, as seen
in case of the US06 cycle, the beneficial HCCI regime cannot be exploited.
In addition, it can be seen that the characteristics of the drive cycle and the as-
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sociated distribution in desired torque determines if SOC represents an important
constraint for the SI/HCCI mode switching decision. If the driver’s load requirement
is located around the extended HCCI regime, including significant residence time at
very low loads as seen in the FTP75, the ECMS uses the ISG equally for torque assist
and charging. Therefore, the SOC does not need to be specifically considered in the
mode switch decisions to achieve high fuel economy improvements. However, if the
driver continuously requires loads that are located slightly above the HCCI regime,
as seen in the HWFET, the ISG is preferably used as torque-assist to compensate for
short excursions from the HCCI regime to higher loads. This leads to a significant
reduction in SOC, which needs to be accounted for in the mode switching decision.
Finally, if the average load demand is so high that the ISG is unable shift it to the
HCCI regime, HCCI combustion cannot be used for a significant amount of time
anyway, therefore removing any significance of SOC on the mode switch decision.
5.5 Three-Way Catalyst Considerations
As shown in Fig. 5.5, the combination of hybridization and multimode combustion
leads to significant total residence time in HCCI mode. This needs to be considered
in the design and operation of the aftertreatment system. In the following section,
the TWC model described in Chap. 4 is included in the analysis to see impact on fuel
economy, NOx, and TWC temperature. The two supervisory strategies NoP and Opt
are applied to control the mode switching decision. Similar to the results in Sec. 5.4
it is distinguished between instantaneous and penalized mode switches. To control
the oxygen storage of the TWC, two depletion strategies, described in more detail in
Sec. 4.6, are applied. The first strategy NoO assumes that the TWC’s OSC does not
exhibit any dynamics, i.e., it fills instantaneously when HCCI mode is entered and
it returns to a depleted state as soon as stoichiometric SI is reached. Therefore, this
strategy does not incur any fuel penalty from depletion and results in the same fuel
economy values as presented in Fig. 5.5. On the other hand, it also does not have
the OSC to buffer the NOx breakthrough when entering HCCI. The second strategy
FiD includes OSC dynamics and depletion penalty and assumes depletion of the OSC
after a mode switch from HCCI to SI.
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5.5.1 Catalyst Temperature
The influence of low temperature HCCI exhaust gas on TWC brick temperature in
case of the conventional vehicle is discussed in Sec. 4.8. It is seen that residences in
HCCI mode are generally too short to have a significant effect on TWC temperature.
However, since residence times in HCCI mode are extended due to the ISG’s torque
assist, this cool-down effect might be amplified. Therefore the trajectories of exhaust
and brick temperatures during the simulation of the FTP75 drive cycle with the mild
HEV are shown in Fig. 5.6. Similar to Fig. 4.19 for both the conventional vehicle as
well as the mild HEV three cases are compared: An SI-only engine and a multimode
engine with and without OSC depletion, NoO and FiD, respectively.
As can be seen, the mild HEV exhibits an average reduction in exhaust gas tem-
perature ϑg,e of approximately 23
◦C compared to the conventional vehicle, due to
overall lower engine load. The mild HEV allows for significantly longer residence
time in HCCI mode, resulting in an additional decrease in exhaust temperature by in
average 27 ◦C, especially during the time period of 800-1000 s. This in turn translates
into an average drop in TWC brick temperature ϑb,1 of 15
◦C. However, also in case
of the HEV, it can be seen that the requirement of running rich might counteract
this effect and lead to a small temperature rise. The resulting average drop in brick
temperature compared to SI-only is only 6 ◦C instead of 15 ◦C.
As can be seen, the use of the simple 0D-catalyst model does also in case of the
mild HEV not suggest a TWC temperature drop below light-off. For that reason,
upon engine warm-up the TWC’s temperature did not act as a constraint and the
breakthrough of HC and CO was not relevant in this study. However, in reality it is
possible that the spatial temperature dynamics play a role. Specifically the front-end
of the TWC is directly subjected to relatively cold HCCI exhaust gas. This, in turn,
could result in an additional drop in temperature in this part of the catalyst and
potentially lead to partial cool-down of the brick. For more confidence in this area a
more detailed model and additional experimental data would be required. However,
Kulzer et al. [11] have shown a control strategy that ensures high TWC temperature
with only limited impact on fuel economy.
5.5.2 Fuel Economy & NOx emissions
The drive cycle results for fuel economy and tailpipe NOx emissions are shown in
Fig. 5.7. Note that since results for the NOx emissions are based on steady-state
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depletion FiD (red).
data, the absolute numbers need to be treated with caution and are in reality generally
higher due to transient dynamics and imperfect AFR control.
The FTP75 drive cycle is subjected to engine and TWC cold start. During the
first 30 s of the drive cycle the TWC’s temperature lies below light-off, as can be seen
in Fig. 5.6. This leads to the relatively high tailpipe NOx results. However, upon
reaching nominal temperatures, the applied model assumes perfect AFR control and
NOx conversion in stoichiometric SI mode. For that reason, NOx in the SI-only cases
during the HWFET and US06 cycles is equal to zero.
As can be seen for the FTP75 and the HWFET drive cycles, extended residence
time in HCCI corresponds to long periods of NOx breakthrough. The NOx ac-
cumulates to significant amounts, which would pose a problem for low emissions
certification. Since during the US06 cycle HCCI combustion is only rarely used, even
in case of the mild HEV, the resulting NOx emissions are relatively low.
Furthermore, the impact of the OSC dynamics can be seen clearly. For all the
drive cycles and both vehicles, the requirement of depleting the OSC leads to a sig-
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Figure 5.7: Drive cycle results assuming a TWC, which requires OSC depletion. Re-
sults for FTP75 (left column), HWFET (center column), and US06 (right column)
cycles. Plotted are fuel economy (top row) and average tailpipe NOx (bottom row).
Conventional vehicle (bars on the left) and mild HEV (bars on the right) applying
the supervisory strategies NoP and Opt, respectively. Results shown for the SI-only
engine (black bars) as well as the SI/HCCI multimode engine (colored bars). Mode
switches are assumed instantaneous (light color) or penalized without TWC depletion
NoO (medium color) and penalized with OSC depletion FiD (dark color). Additional
results are shown for case study Str with modified HCCI-SI mode switch and case
study Sml with reduced OSC capacity and HCCI regime.
nificant drop in fuel economy. For the conventional vehicle, the depletion negates all
of HCCI’s efficiency benefits. On the other hand, in case of the HEV and the FTP75
cycle still more than 2.5% improvement in fuel economy is achieved, despite the OSC
depletion. However, hybridization does not lead to a noticeable improvement for the
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other drive cycles. Focusing on the NOx emissions, it can be seen that the delay in
NOx breakthrough due to the OSC does not lead to a significant reduction in tailpipe
NOx.
5.5.3 Case Studies
The following section discusses two case studies which apply small modifications in
HCCI-SI control strategy and hardware to the original mode switch parameterization,
as presented in Chap. 3 and 4. The results of the case studies and their impact on
fuel economy and NOx emissions are presented in Fig. 5.7 and denoted Str and Sml.
Case Study 1: Stratified HCCI-SI Switch (Str)
The first case study Str discusses a potential variation in the HCCI-SI mode switch
control strategy. As discussed in Sec. 4.5 the original control strategy attempts rich
SI operation from right after the cam switch to high lift. The goal of this procedure
is avoid breakthroughs in NOx by enabling the TWC to convert the high levels of
engine-out NOx during SI combustion as fast as possible. The downside of this strat-
egy, however, is a substantial fuel penalty during the first two SI engine cycles. Of
course this results in a trade-off between fuel economy and NOx emissions. In this
case study an alternative strategy is tested, in which the first two engine cycles after
the cam switch are run in stratified lean SI combustion, comparable to the mode
switch strategy presented by Tian et al. [76]. In this case the correct amount of fuel
is injected to match the torque request while not constraining AFR in SI mode. De-
tailed HCCI-SI mode switch simulations of this strategy have shown a relative AFR
of approximately λ = 1.7 during the first and λ = 1.2 during the second SI cycle. Fuel
penalties of 1.07 and 1.06 and engine-out NOx slightly lower than nominal SI were
assumed. The final assumption states that after those two lean SI cycles the engine
can be operated either at stoichiometry or rich, if the OSC needs to be depleted. The
original and modified parameters can be found in Table 5.2. An exemplary HCCI-SI
mode switch is shown in Fig. 5.8 to compare this parameterization with the original
one.
The results are shown in Fig. 5.7. As can be seen for both vehicle configurations as
well as all three drive cycles, the resulting improvements in fuel economy are almost
negligible, while the tailpipe NOx emissions, however, are noticeably increased. Of
course this result depends on the applied assumptions and parameters.
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Table 5.2: Modified mode switch model parameters for case study Str
State i FP di ∆ti λi NOx,i
O
rg 10 (SI) 68% 1 cyc 0.9 0.5NOx,SI
11 (SI) 60% 1 cyc 0.9 0.5NOx,SI
S
m
l 10 (SI) 7% 1 cyc 1.7 0.8NOx,SI
11 (SI) 6% 1 cyc 1.2 0.9NOx,SI
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Figure 5.8: Exemplary HCCI-SI mode switch, similar to Fig. 4.16. Lower six plots to
compare the original (left) with the parameterization of case study 1 (right).
Case Study 2: Small HCCI Regime with small OSC (Sml)
The second case study Sml discusses two hardware modifications. First of all, even if
a TWC with generous OSC is used, this storage fills up too fast to lead to a substantial
reduction in tailpipe NOx. This can be seen in Fig. 5.7 when comparing the results
of penalized mode switch with and without OSC dynamics. However, it requires a
large quantity of fuel to deplete the full OSC. Therefore the usage of a TWC with a
small rather than a large OSC might actually be desirable, thereby assuming that in
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SI-combustion AFR-control is accurate enough.
Second of all, it can be seen that extended operation in HCCI mode results in
significant amounts of tailpipe NOx, since the TWC’s OSC is full for a substantial
amount of time. In case of the HEV this effect is even enhanced. However, as shown
in Fig. 4.3, while HCCI engine-out NOx is very low in the bottom half of the HCCI
regime, it reaches significant values towards higher loads. At the same the engine
often operates at those higher loads, as seen in Fig. 5.4. This is especially true in case
of the HEV when the driver desires a torque higher than the maximum HCCI load
while the ISG compensates for the difference. Finally, as also seen in Fig. 4.3, effi-
ciency benefits from using HCCI compared to SI at these higher loads are relatively
small.
Therefore simulations were run, assuming only the lower half of the HCCI regime
combined with a TWC offering only a quarter of the original OSC. The associated
results are shown in Fig. 5.7. As can be seen the fuel economy of this modified con-
figuration is almost equal or greater than the original results. In addition, tailpipe
NOx originating from HCCI operation is significantly reduced.
5.6 Summary
This chapter discusses the application of SI/HCCI multimode combustion in a mild
HEV. Four supervisory mode switching control strategies are introduced. “The base-
line strategy does not utilize torque assist for HCCI operation. Two rule-based
strategies extend and maximize the residence time in HCCI without taking into
account the battery’s SOC. Finally, the optimal strategy incorporates the mode
switching decision and associated penalties into the ECMS. The strategies are an-
alyzed in terms of fuel economy benefits and synergies over the FTP75, HWFET,
and US06 drive cycles. It is shown that the FTP75 drive cycle, which exhibits a
low average load demand and a high number of regenerative braking events, offers
many possibilities to operate in HCCI mode while the battery can be recharged. As
a result the rule-based and the optimal strategies produce almost equal fuel econ-
omy benefits and show great synergies between the electric motor and the multimode
engine. Conversely, the HWFET displays an average load demand right above the
HCCI regime and virtually no regeneration events. This leads to extended periods of
time during which torque assist can be used to facilitate HCCI operation. However,
for the rule-based strategies, this translates into substantial battery discharge, which
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is harmful for overall fuel economy. Therefore, in such a case battery SOC needs to
be incorporated into the mode switching decision. Finally, the aggressive US06 cycle
results in a load demand which is too high and can rarely be achieved by HCCI to-
gether with the ISG. As a result, there are no significant synergies between mild HEV
and SI/HCCI multimode engine despite several battery regeneration events over the
course of the drive cycle.” [100]
The vehicle model is extended with a TWC aftertreatment system to incorporate
TWC brick temperature and oxygen storage capacity. “It is shown that the extended
residence time in HCCI due to the ISG’s torque assist reduces the amount of fuel
spent on depleting the OSC. Based on a simple 0D-temperature model for the TWC,
operation in HCCI mode does not lead to a significant drop in TWC brick tempera-
ture compared to the HEV with SI-only engine. In fact, the requirement of running
rich to deplete the OSC leads exothermic reactions partially compensating for the
cold HCCI exhaust gas. However, the prolonged HCCI operation results in extended
periods of time under which the TWC is unable to reduce NOx, leading to substantial
tailpipe emissions.” [101]
“Two case studies are presented. In the first study, the parameterization of the
mode switch model is modified to describe a HCCI-SI switch under stratified instead
of stoichiometric or rich SI conditions. This reduces the fuel penalty of the HCCI-
SI mode switch; however, it does result in additional tailpipe NOx. Based on the
assumed parameters, it is shown that over the course of a drive cycle this strategy
leads to a visible increase in NOx while the fuel economy stays essentially the same.
The second case study evaluates the impact of a smaller HCCI regime and a smaller
OSC. Even a generous OSC fully oxidizes rapidly under lean HCCI conditions and
is therefore unable to maintain NOx conversion in a significant way. Thus, it is sug-
gested, that a TWC with smaller OSC is preferable, since its depletion requires less
fuel. Furthermore, the attempt to push the HCCI regime to higher loads gives rise to
an increase in combustion temperature and therefore engine-out NOx. Constraining
the HCCI regime to conditions exhibiting ultra-low NOx emissions reduces the asso-
ciated breakthrough substantially. Due to the ISG’s torque assist, even this smaller
HCCI regime can be utilized for significant periods of time. Simultaneously, the fuel
savings originating from the smaller OSC compensates for reduced HCCI residence
time.” [101]
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Chapter 6
Conclusions and Future Work
6.1 Results and Conclusions
Multimode combustion engines, specifically those based on spark-ignition (SI) and
homogeneous charge compression ignition (HCCI) combustion, have been a focus of
research for several years and have shown great potential for high fuel efficiency and
low emissions. In the past decade several drive cycle simulation studies of vehicles
equipped with SI/HCCI engines promised significant improvements in fuel economy at
relatively low cost, making them a competitive alternative to hybrid electric vehicles
(HEV).
However, these prior assessments were based on optimistic assumptions and did
not incorporate essential dynamics of the SI/HCCI engine system. The studies ap-
plied engine maps based on simulations, which offered a large HCCI regime, thereby
resulting in long residence times in this efficient mode. Furthermore, switches between
the combustion modes and their inherent dynamics and penalties were consistently
neglected. Finally, all these studies in part or fully excluded both emissions and
drivability from their scope. This dissertation presented a comprehensive simulation
methodology to assess the performance of a SI/HCCI multimode engine in terms of
drive cycle fuel economy and emissions. Various supervisory control strategies were
described and analyzed. The more realistic assessment of the SI/HCCI technology
led to simulation results that show less potential than promised in prior work.
First, a novel finite-state model for combustion mode switching dynamics and fuel
penalties was introduced, parameterized, and integrated within the vehicle model.
Discrete switching between combustion modes represents an interesting modeling
problem and decision process, especially since such switches exhibit fuel penalties.
In this work it was shown that some visitations of the HCCI regime are too short to
result in an overall fuel economy benefit. Also, every mode switch requires a certain
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amount of time to prepare, which may lead to delays and torque response with notice-
able jerk. It was demonstrated that prediction of the driver’s torque demand could
improve the performance of the supervisory controller by avoiding or anticipating
mode switches, which are harmful for fuel economy or drivability. Simulation results
were presented to compare a SI/HCCI to a SI-only engine. For the FTP75 drive
cycle improvements in fuel economy of 3% and 2% are achieved, assuming ideal and
realistic mode switches, respectively. Among a large number of properties, the size
of the feasible HCCI regime has the most significant impact on HCCI’s fuel economy
benefits. A larger regime results in longer residence times and fewer mode switches,
which in turn leads to higher fuel economy. The limits of the HCCI regime, deter-
mined by factors such as pressure rise rates, misfires, and fuel efficiency, are not easy
to predict in simulation and the resulting maps need to be treated with caution.
Second, this work has demonstrated that the applied aftertreatment system di-
rectly affects the performance of the multimode engine. The claim about the cost-
effectiveness of the SI/HCCI technology is significantly based on the assumption that
it can be used in combination with a relatively inexpensive three-way catalytic con-
verter (TWC) to pass stringent future emissions regulations. Cooling of the TWC
due to low temperature HCCI exhaust gas has been studied in the past. In this
work this effect is only significant if the residence time in the HCCI regime is of a
certain duration. Conversely, the interaction between HCCI and the TWC’s oxygen
storage capacity (OSC), which has been neglected in the past, was examined here.
The previous assumption was that a generous OSC would avoid NOx breakthroughs
under lean HCCI conditions. This work has shown that even a large OSC is oxidized
rapidly, resulting in relatively long periods of time during which the TWC is unable
to convert NOx, thereby releasing it into the atmosphere. It is important to note
that, while HCCI combustion exhibits ultra-low levels of engine-out NOx emissions
at lower loads, where dilution is high and temperature low, towards higher loads NOx
emissions may be prohibitive to wish to satisfy future regulations without treatment.
For that reason the level of engine-out NOx emissions further constrains the size of
the HCCI regime. Furthermore, the requirement of depleting the OSC before op-
erating in the nominal SI mode produces excessive fuel penalties, canceling most of
HCCI’s efficiency benefits. It can be concluded that a TWC with a large OSC is not
an appropriate aftertreatment choice for a vehicle equipped with a SI/HCCI engine.
Finally, the multimode engine was integrated in a mild HEV. Upcoming 48 V-type
HEVs are expected to offer fuel economy improvements during city driving at rela-
tively low system cost. For that reason it was evaluated, if the SI/HCCI capabilities
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Figure 6.1: Potential aftertreatment systems for SI/HCCI multimode engine. a)
TWC. b) LNT/TWC. c) Passive SCR
offer the potential to improve the fuel economy of such a HEV even further. In fact,
it was seen that the ability of the electric motor to provide torque-assist allows signif-
icant extension of the operation in the HCCI mode. Optimal supervisory controllers
were compared to rule-based strategies that do not take the battery’s state-of-charge
(SOC) into account. The FTP75 drive cycle exhibits on average relatively low load
and multiple time periods allowing for regenerative braking. Under those conditions,
using SI/HCCI instead of the SI-only engine offers great synergies independent of the
specific control strategy, resulting in a fuel economy improvement of 3.5%, including
mode switching penalties. However, during highway driving, SOC is a constraint
that needs to be considered in the supervisory strategy, mainly due to the lack of
regenerative braking periods. In addition, it was seen that a mild HEV with small
HCCI regime and a TWC with small OSC might have the potential for a fuel efficient
system at acceptable cost.
6.2 Future Work and Open Challenges
The next step towards the realization of a SI/HCCI multimode engine is the prac-
tical implementation of supervisory control strategies. The combustion mode switch
controller and the supervisors need to be tested in engine-in-the-loop or vehicle-in-
the-loop environments to see the actual impact mode switching has on vehicle fuel
economy, emissions, and drivability. A detailed emissions analysis is required to
quantify the exact exhaust characteristics during mode switches.
After concluding that the TWC with generous OSC is unsuited for a SI/HCCI
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multimode engine, alternative aftertreatment systems need to be evaluated. Three
potential configurations are sketched in Fig. 6.1. As suggested here, the most simple
alternative is a close-coupled TWC with very small to negligible OSC, which can be
depleted efficiently. A second, underfloor TWC can be used for redundancy. The
depletion of the second TWC can be scheduled at more convenient times. However,
the breakthrough in NOx while operating in the HCCI mode remains a disadvan-
tage of this configuration. The second option is a lean NOx trap (LNT), which is
commercially applied in Diesel engines. LNT’s store O2 and NOx [154] and require
periodic bursts of rich operation to convert the NOx they accumulate [155]. If a
TWC is placed downstream of the LNT, this rich operation is not necessary while
in SI mode. In addition, due to the low HCCI NOx concentration the LNT does
not need to be regenerated as frequently as in the case of Diesel applications, which
reduces the associated fuel penalty. However, the LNT needs to be regenerated be-
fore a mode switch to HCCI is performed. Furthermore, even in the SI mode the
LNT requires high temperature regeneration to avoid sulfur poisoning, which results
in an additional fuel penalty. Finally, LNTs are expensive due their high precious
metal loading. The third potential system is denoted passive selective catalytic re-
duction (SCR) and is a configuration discussed for lean gasoline engines [156, 157].
The SCR catalyst requires ammonia (NH3) to reduce NOx. Instead of relying on
urea-injection as in nominal SCR systems, this configuration generates the NH3 us-
ing a close-coupled TWC at slightly rich SI conditions [158]. The downstream SCR
catalyst then stores the NH3 until required in the HCCI mode. Since HCCI NOx
is low, not much NH3 is required to convert NOx, which limits the need for rich
operation. Furthermore, a SCR catalyst is generally cheaper than a LNT. However,
this system, consisting of two combustion modes and two different catalysts, is very
complex and and its interactions might be difficult to control. The challenge that
all these systems share is that they depend on some sort of regeneration or depletion
to maintain high conversion efficiency. In addition, they all exhibit chemical storage
dynamics and are constrained to certain temperature ranges. Therefore, they require
assessments of the full vehicle system, similar to the one performed in this work.
Finally, the analysis and optimization of other properties of the vehicle system
were left for future work. Different engine design variables, e.g., the compression ra-
tio, are subject of a trade-off in fuel efficiency between the SI and HCCI modes, which
will greatly affect the vehicle’s performance and overall fuel economy. The transmis-
sion design and the choice of gear ratios, in combination with multimode combustion,
needs to be evaluated in more detail. This includes evaluating the combination of
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multimode combustion with automatic, dual-clutch, or continuously variable trans-
mission hardware. Furthermore, multimode combustion can be applied in different
engine and vehicle sizes. Finally, besides SI/HCCI other multimode concepts exist,
which need to be evaluated and analyzed over the course of a drive cycle. Examples
are SI and spark-assisted compression ignition (SACI) engines or the combination
of conventional diesel with reactivity controlled compression ignition (RCCI) com-
bustion. Finally, conceptually similar to combustion mode switching might be the
decision to perform cylinder deactivation in variable displacement engines. The au-
thor believes that the presented methodology provides a good starting ground to
perform such future assessments.
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Appendix A
EPA Fuel Economy & Emissions
Standards
The following section summarizes the EPA fuel economy and emissions regulation,
applied in this work. The information is based on the final rule for revisions to the
fuel economy label for the 2013 model year [159]. This summary only considers light-
duty, gasoline-fueled internal combustion engine (ICE) powered vehicles. The fuel
economy FE in miles-per-gallon (MPG) of such a vehicle over a given drive cycle is
officially calculated the following way:
FE =
5174 · 104 · CWF · SG
(CWF ·mHC + 0.429 ·mCO + 0.273 ·mCO2) · (0.6 · SG ·Hf + 5471)
(A.1)
with mHC , mCO, and mCO2 the measured emissions over the drive cycle in g/mi. Hf
net heating value by mass of fuel and SG special gravity of the fuel. However, in this
work the calculation of FE is simplified to
FE =
0.6214 · 10−3 · sv
264.17 · Vf =
0.6214 · 10−3 · sv · ρf
264.17 · 10−3 ·mf (A.2)
with sv the travelled distance in m, Vf the fuel volume consumed in m
3, mf the fuel
mass consumed in g, and ρf the density of the fuel in kg/m
3. The density of the
gasoline used in this work is ρf = 743 kg/m3.
A.1 Drive Cycles
In this work the following EPA drive cycles are used: Federal Test Procedure (FTP75),
Highway Fuel Economy Test (HWFET), and the supplemental US06 drive cycles.
Details on the drive cycle regulations can be found in [4, 160]. Some details are
summarized in Tab. A.1.
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FTP75 represents city driving with several accelerations as well as idling periods.
Its velocity profile is shown in Fig. A.1. The drive cycle is separated into three
phases. The first phase is the cold start transient phase with the engine starting at
ambient temperature. After the second phase, called the stabilized phase, the engine
is stopped for ten minutes, called hot soak. Finally the third phase, denoted as the
hot transient phase, is started, with the same velocity profile as for the first phase.
To calculate the fuel economy of the total FTP75 drive cycle FEFTP75 in MPG, the
Figure A.1: FTP75 Drive Cycle [4]
three individual phases have to be added up as follows:
FEFTP =
0.6214 · 10−3
264.17
·
(
0.43 · Vf,1 + Vf,2
sv,1 + sv,2
+ 0.57 · Vf,2 + Vf,3
sv,2 + sv,3
)−1
. (A.3)
Therefore this assumes, that 43% of the time a vehicle is launched cold and 57% of
time warm.
HWFET represents highway driving under 60 mph. Its velocity profile is shown in
Fig. A.2.
US06 represents aggressive city and highway driving. Its velocity profile is shown
in Fig. A.3.
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Figure A.2: HWFET Drive Cycle [4]
Figure A.3: US06 Drive Cycle [4]
Table A.1: Summary of Drive Cycles
Duration [s] Distance [mi]
FTP75 1874 11.04
- Phase 1 505
- Phase 2 864
- Phase 3 505
HWFET 765 10.26
US06 594 8.01
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A.2 Velocity Tolerance
Based on the regulation [161] the driver has to follow the reference velocity vref as
closely as possible. However, the driver needs to remain within a velocity tolerance
band with the following main characteristics:
• The upper limit is 2 mph higher than the highest point on the trace within 1 s
of the given time.
• The lower limit is 2 mph lower than the lowest point on the trace within 1 s of
the given time.
• Speed variation greater than the tolerances (such as may occur during gear
changes and braking spikes) are acceptable, provided they occur for less than
2 s on any occasion.
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