A robust foreground object segmentation technique is proposed, capable of dealing with image sequences containing noise, illumination variations and dynamic backgrounds. The method employs contextual spatial information by analysing each image on an overlapping patch-by-patch basis and obtaining a low-dimensional texture descriptor for each patch. Each descriptor is passed through an adaptive multi-stage classifier, comprised of a likelihood evaluation, an illumination robust measure, and a temporal correlation check. A probabilistic foreground mask generation approach integrates the classification decisions by exploiting the overlapping of patches, ensuring smooth contours of the foreground objects as well as effectively minimising the number of errors. The parameter settings are robust against wide variety of sequences and post-processing of foreground masks is not required. Experiments on the difficult Wallflower and I2R datasets show that the proposed method obtains considerably better results (both qualitatively and quantitatively) than methods based on Gaussian mixture models, feature histograms, and normalised vector distances. Further experiments on the CAVIAR dataset (using several tracking algorithms) indicate that the proposed method leads to considerable improvements in object tracking accuracy.
Introduction
Segmentation of objects of interest from an image sequence is a primary and critical task in most intelligent surveillance applications such as object identification, tracking and analysis. Typical approaches for segmentation of foreground objects from image sequences employ the idea of comparing each frame against a model of the background, followed by selecting the outliers (i.e. pixels or areas that do not fit the model). In general, the pixels are selected in one of two ways: (i) pixel-by-pixel, where an independent decision is made for each pixel, possibly taking into account information from neighbouring pixels; (ii) region-based selection, where a decision is made on an entire group of spatially close pixels.
The majority of the algorithms described in the literature belong to the first category. Wren et al. modelled each pixel using a single Gaussian whose parameters were updated recursively [18] . To accommodate multi-modal characteristics of the background, Stauffer and Grimson proposed to use Gaussian mixture modelling [15] . Since then numerous variants and improvements over this method have been proposed. For example, Zivkovic's method can adaptively change the number of Gaussians per pixel [19] , and Lee proposed a learning procedure that improves the segmentation accuracy and model convergence rate [7] .
Prediction filters were employed to adapt to the changes in the background. Ridder et al. used Kalman filtering [13] , and Toyama et al. applied a Wiener filter [17] . Nonparametric approaches via kernel density estimation were also proposed. For example, Elgammal et al. used a Gaussian kernel [3] while Tanaka et al. proposed a fast approach using Parzen windows [16] . Kim et al. modelled each background pixel by a set of code words [6] , Li et al. constructed a histogram of features per pixel [8] , and Heikkila et al. modelled each pixel using local binary pattern histograms [5] .
As most of these algorithms do not analyse the contextual spatial information effectively, they are sensitive to varying illumination, cast shadows, dynamic backgrounds and inherent image noise. They also often require ad hoc post-processing (e.g. morphological operations) to remove incorrectly classified and scattered pixels from the foreground mask.
In the region-based category, each frame is typically split into blocks (or patches) and the classification is made at the block-level. The usage of contextual spatial information mitigates, to a certain extent, the influence of above mentioned problems on the segmentation. Differences between blocks from a frame and the background can be measured by, for example, edge histograms [10] and normalised vector distances [11] . Both of the above methods handle the problem of varying illumination but do not address dynamic backgrounds. Furthermore, as adjacently located blocks are used, the generated foreground masks exhibit "blockiness" artefacts, i.e. rough foreground object contours (see Fig. 2 (e) for an example).
In this paper we propose a robust algorithm that has qualities of both the pixel-based and region-based categories. It is capable of dealing with image noise, illumination variations and dynamic backgrounds (often witnessed in sequences captured in outdoor environments), while obtaining smooth object contours. Specifically, each frame is analysed on an overlapping block-by-block basis, with a low-dimensional texture descriptor obtained for each block. Each descriptor is passed through an adaptive multi-stage classifier, where each stage analyses the descriptor from different perspectives before classifying it as belonging to the foreground.
Unlike conventional methods where a pixel is classified as foreground/background based on its statistics collected over time, our approach classifies a pixel based on how many overlapping blocks containing that particular pixel have been classified as foreground/background, eliminating the need to do any post-processing.
We continue as follows. In Section 2 the proposed algorithm is described in detail. Performance evaluation and comparison with three other algorithms is given in Section 3, followed by the main findings in Section 4.
This paper is an extended and revised version of our earlier work [12] , with the differences being in the algorithm as well as in the evaluation. The algorithm has an added model reinitlisation step and the foreground mask generation step is now probabilistic instead of using hard decisions. The evaluation uses two additional datasets (Wallflower and CAVIAR) and contains further experiments showing that the algorithm leads to increased tracking performance.
Proposed Segmentation Technique
The proposed technique has four main components:
1. Division of a given image into overlapping blocks (patches), followed by generating a low-dimensional descriptor for each block.
2. Classification of each block into foreground or background, where each block is sequentially processed by up to three classifiers. As soon as one of the classifiers deems that the block is part of the background, the remaining classifiers are not consulted. In sequential order of processing, the three classifiers are:
(a) a probability measurement using a location specific Gaussian model of the background;
(b) an illumination robust similarity measurement through a cosine distance metric;
(c) a temporal correlation check, where blocks & decisions from the previous image are considered.
3. Model reinitialisation to address scenarios where a sudden and significant scene change can make the current model inaccurate.
4. Probabilistic generation of the foreground mask, where the classification decisions for all blocks are integrated. The overlapping nature of the analysis is utilised to minimise the number of errors (both false positives and false negatives) and produce smooth contours.
Each of the components is explained in more detail in the following sections.
Blocking and Generation of Descriptors
Each image is split into blocks with a size of 8×8 pixels, with each block overlapping its neighbours by 7 pixels (i.e. 87.5%) in both the horizontal and vertical directions. 2D Discrete Cosine Transform (DCT) decomposition is employed to obtain a relatively robust and compact description of each block [4, 14] . Image noise and minor variations are effectively ignored by keeping only several low-order DCT coefficients, which reflect the average intensity and low frequency information. Specifically, for a block located at (i, j), four coefficients per colour channel are retained (based on preliminary experiments), leading to a 12 dimensional descriptor:
where c
n denotes the n-th DCT coefficient from the k-th colour channel, with k ∈ {r, g, b}.
Multi-Stage Block Classifier
Each block's descriptor is analysed sequentially by three classifiers (listed as (a), (b) and (c), below), with each classifier using location specific parameters. A block is deemed to belong to the background as soon as its descriptor is classified as such by any of the three classifiers.
The first classifier handles dynamic backgrounds (such as waving trees, water surfaces and fountains), but fails when illumination variations exist. The second classifier analyses if the anomalies in the descriptor are due to illumination variations. The third classifier exploits temporal correlations (that naturally exists in image sequences) to partially handle changes in environment conditions.
(a) The first classifier employs a multivariate Gaussian model for each of the background blocks. The likelihood of descriptor d (i,j) belonging to the background class is found via:
where µ (i,j) and Σ (i,j) are the mean vector and covariance matrix for location (i, j), respectively.
(where T1 is an empirically determined threshold), the corresponding block is classified as background. If a block has been classified as background, the corresponding Gaussian model is updated using the adaptation technique proposed by Wren et al. [18] .
To obtain the initial parameters, we train the background models using the first few seconds of the sequence. To allow the training sequence to contain moving foreground objects, a robust estimation strategy is employed instead of directly obtaining the parameters.
Specifically, for each block location a twocomponent Gaussian mixture model is trained, followed by taking the absolute difference of the weights of the two Gaussians. If the difference is greater than 0.5 (based on prelim. experiments), we retain the Gaussian with the dominant weight. The reasoning is that the less prominent Gaussian is modelling moving foreground objects and/or other outliers. If the difference is less than 0.5, we assume that no foreground objects are present and use all available data for that particular block location to estimate the parameters of the single Gaussian.
(b) If block (i, j) has not been classified as part of the background, the second classifier employs a cosine distance metric:
where
Empirical observations suggest the angles subtended by descriptors obtained from a block exposed to varying illumination are almost the same. A similar phenomenon was also observed in RGB colour space [6] .
(c) For each block, the third classifier takes into account the current descriptor as well as the corresponding descriptor from the previous image, denoted as d [prev] (i,j) . Block (i, j) is labelled as part of the background if the following two conditions are satisfied:
Condition (i) ensures the cosine distance measured in (ii) is not with respect to a descriptor classified as foreground. As the sample points are consecutive in time and should be almost identical if d (i,j) belongs to background, we use T3 = 0.5 × T2.
Thresholds T1 and T2 are deliberately tuned such that they result in slightly more false positives than false negatives. This ensures a low probability of misclassifying foreground objects as background. The surplus false positives are eliminated during the creation of the foreground mask (Section 2.4).
Model Reinitialisation
A scene change might be too quick and/or too severe for the adaptation and classification strategies used above (e.g. severe illumination change due to lights being switched on in a dark room). As such, the existing background model can wrongly detect a very large portion of the image as foreground.
Model reinitialisation is triggered if more than 70% of each image is consistently classified as foreground for a period of 1 2 second. The corresponding images are accumulated and are used to rebuild the statistics of the new scene. Due to the small amount of retraining data, the covariance matrices are kept as is, while the new means are obtained as per the estimation method described in Section 2.2(a).
Probabilistic Foreground Mask Generation
In typical block based classification methods, misclassification is inevitable whenever a given block has foreground and background pixels (examples are illustrated in Fig. 1) . We exploit the overlapping nature of the block-based analysis to alleviate this inherent problem. Each pixel is classified as foreground only if a significant proportion of the blocks that contain that pixel are classified as foreground.
Formally, let the pixel located at (x, y) in image I be denoted as I (x,y) . Furthermore, let B fg (x,y) be the number of blocks containing pixel (x, y) that were classified as foreground (fg), and B total (x,y) be the total number of blocks containing pixel (x, y). We define the probability of foreground being present in I (x,y) as:
If P`fg | I (x,y)´≥ 0.90, pixel I (x,y) is labelled as part of the foreground.
In other words, a pixel that was misclassified a few times prior to mask generation can be classified correctly in the generated foreground mask. This decision strategy, similar to majority voting, effectively minimises the number of errors in the output.
This approach is in contrast to conventional methods, such as those based on Gaussian mixture models [15] , kernel density estimation [3] and codebook models [6] , which do not have this built-in "self-correcting" mechanism. These methods can be prone to errors since their classification is based on a single decision and the models are built solely using temporal pixel statistics. 
Experiments
The proposed algorithm was compared with segmentation methods based on Gaussian mixture models (GMMs) [15] , feature histograms [8] , and normalised vector distances (NVD) [11] . We used the OpenCV v2.0 [2] implementations for the first two algorithms with default parameters. The first two methods classify individual pixels into foreground or background, while the last method makes decisions on groups of pixels.
For evaluations of the methods, we conducted two sets of experiments: (i) subjective and objective evaluation of foreground segmentation efficacy, using datasets with available ground-truths; (ii) comparison of the effect of the different foreground segmentation methods on tracking performance. The details of the experiments 1 are described in Sections 3.1 and 3.2, respectively.
Evaluation by Ground-Truth Similarity
For standalone evaluation of the methods, we used the I2R and Wallflower datasets. The I2R dataset 2 has sequences captured in diverse and challenging environments. It contains nine sequences, and for each sequence there are 20 randomly selected images for which the ground-truth foreground masks are available. The Wallflower dataset 3 has seven sequences, with each sequence being a representative of a distinct problem encountered in background modelling (see [17] for details). Each sequence has only one ground-truth foreground mask.
In our experiments the same parameter settings were used across all sequences (i.e. they were not optimised for any particular sequence). Post-processing using morphological operations was required for the foreground masks obtained by the GMM and feature histogram methods, in order to clean up the scattered error pixels. For the GMM method, opening followed by closing using a 3×3 kernel was performed, while for the feature histogram method we enabled the built-in post-processor (using default parameters in the OpenCV implementation). We note that the proposed method does not require any such ad hoc post-processing. We present both qualitative and quantitative analysis of the results.
For quantitative evaluation we adopted the similarity measure used by Maddalena and Petrosino [9] , which quantifies how similar the obtained foreground mask is to the ground-truth. The measure is defined as:
where similarity ∈ [0, 1], while tp, f p and f n are total number of true positives, false positives and false negatives (in terms of pixels), respectively. The higher the similarity value, the better the segmentation result.
Figs. 2 and 3 show qualitative results on three sequences from the I2R and Wallflower datasets, respectively.
In Fig. 2 , the AP sequence (top row) has significant cast shadows of people moving at an airport. The FT sequence (middle row) contains people moving against a background of fountain with varying illumination. The MR sequence (bottom row) shows a person entering and leaving a room where the window blinds are non-stationary and there are significant illumination variations caused by the automatic gain control of the camera.
In Fig. 3 , the time of day sequence (top row) has a gradual increase in the room's illumination intensity over time. A person walks in and sits on the couch. The waving trees sequence (middle row) has a person walking against a background consisting of the sky and strongly waving trees. In the camouflage sequence (bottom row), a monitor has a blue screen with rolling bars. A person in a blue coloured clothing walks in and occludes the monitor.
We note that output of the GMM based method (column c in Figs. 2 and 3 ) is sensitive to reflections, illumination changes and cast shadows. While the histogram based method (column d) overcomes these limitations, it has a lot of false negatives. The NVD based method (column e) is largely robust to illumination changes, but fails to handle dynamic backgrounds and produces "blocky" foreground masks. The results obtained by the proposed method (column f) are qualitatively better than those obtained by the other three methods, having low false positives and false negatives. However, we note that due the the block-based nature of the analysis, objects very close to each other tend to merge.
The quantitative results (using the similarity metric) obtained on the I2R and Wallflower datasets, shown in Figs. 4 and 5, respectively, largely confirm the visual results 4 . Figure 2 . (a) Example frames from 3 video sequences from the I2R dataset. Top: people walking at an airport, with significant cast shadows. Middle: people moving against a background of fountain with varying illumination. Bottom: a person walks in and out of a room where the window blinds are non-stationary, with illumination variations caused by automatic gain control of the camera. (b) Ground-truth foreground mask, and foreground mask estimation using: (c) GMM based [15] with morphological post-processing, (d) feature histograms [8] , (e) NVD [11] , (f) proposed method. Figure 3 . As per Fig. 2 , but using the Wallflower dataset. Top: room illumination gradually increases over time and a person walks in and sits on the couch. Middle: person walking against a background of strongly waving trees and the sky. Bottom: a monitor displaying a blue screen with rolling bars is occluded by a person wearing blue coloured clothing.
On the I2R dataset the proposed method consistently outperforms the other methods. The next best method (GMM with morphological post-processing) obtained an average similarity value of 0.468, while the proposed method achieved 0.689, representing an improvement of about 47%.
On the Wallflower dataset the proposed method achieved considerably better results for the foreground aperture and time of day sequences. While for the remainder of the sequences the performance was roughly on par with the other methods, the proposed method nevertheless still achieved the highest average similarity value. The next best method (histogram of features) obtained an average value of 0.525, while the proposed method obtained 0.653, representing an improvement of about 24%. The performance of the proposed algorithm for block sizes ranging from 2×2 to 16×16 is shown in Table 1 . The optimal block size for the I2R dataset is 6×6, with the performance being quite stable from 4×4 to 8×8. For the Wallflower dataset the optimal size is 14×14, with similar performance obtained from 12×12 to 16×16. By taking the mean of the values obtained for each block size across both datasets, the overall optimal size appears to be 8×8, as used in the preceding experiments.
For other datasets, we expect the optimal block size to be sensitive to parameters such as frame resolution, field of view and size of foreground objects. Preliminary experiments with various real-life surveillance videos suggest that for frame resolutions around 352×288 (CIF), block size of 8×8 appears to be well suited. For significantly larger resolutions, block size of 16×16 works well.
Evaluation by Tracking Precision & Accuracy
We conducted a second set of experiments to evaluate the performance of the segmentation methods in more pragmatic terms rather than limiting ourselves to the traditional ground-truth evaluation approach. To this effect, we studied the influence of the different foreground detection algorithms on tracking performance. The foreground masks obtained from the detectors were passed as input to several tracking systems. We used the tracking systems implemented in the video surveillance module of OpenCV v2.0 [2] and the tracking ground truth data that is available for the 50 sequences in the second set of the CAVIAR 5 dataset. The tracking performance was measured with the two metrics proposed by Bernardin and Stiefelhagen [1] , namely multiple object tracking accuracy (MOTA) and multiple object tracking precision (MOTP).
Briefly, MOTP measures the average pixel distance between the ground-truth locations of objects and their locations according to a tracking algorithm. The lower the MOTP, the better. MOTA accounts for object configura-5 http://homepages.inf.ed.ac.uk / rbf / CAVIARDATA1 / tion errors, false positives, misses as well as mismatches. The higher the MOTA, the better.
We performed 20 tracking simulations by evaluating four foreground object segmentation algorithms (GMM based, histogram of features, NVD and the proposed method) in combination with five tracking algorithms (blob matching, mean shift, mean shift with foreground feedback, particle filter, and blob matching with particle filter for occlusion handling). The performance result in each simulation is the average performance of the 50 test sequences.
The quantitative results, presented in Fig. 6 , indicate that in all cases the proposed method led to the best precision and accuracy values. For tracking precision (MOTP), the next best method (NVD based) obtained an average pixel distance of 11.79, while the proposed method reduced the distance to 10, indicating an improvement of approximately 15%. For tracking accuracy (MOTA), the next best method (GMM based) obtained an average accuracy value of 0.343, while the proposed method achieved 0.495, representing a noteworthy improvement of about 44%.
Main Findings
In this paper we have proposed a new foreground object segmentation method that is robust to image sequences containing noise, illumination variations and dynamic backgrounds. The model initialisation strategy allows the training sequence to contain moving foreground objects.
Contextual spatial information is employed through analysing each frame on an overlapping block-by-block basis. The low-dimensional texture descriptor for each block alleviates the effect of image noise. The adaptive multistage classifier analyses the descriptor from different perspectives before classifying it as foreground. Specifically, it checks if the disparity is due to background motion or change in illumination. The temporal correlation check minimises the occasional false positives emanating due to background characteristics which were not handled by the preceding stages.
A probabilistic foreground mask generation approach integrates the block-level classification decisions by exploiting the overlapping nature of the analysis, ensuring smooth contours of the foreground objects as well as effectively minimising the number of errors.
Experiments conducted to evaluate the standalone performance (using the difficult Wallflower and I2R datasets) and the effect on tracking performance (using the CAVIAR dataset) show the proposed method obtains considerably better results (both qualitatively and quantitatively) than methods based on Gaussian mixture models, feature histograms and normalised vector distances. The parameter settings appear to be quite robust against wide variety of sequences and the method does not require explicit postprocessing of the foreground masks.
