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Abstract 
The focus of this thesis is the study of the electronic and vibrational properties of single 
layer graphene, silicene and germanene, and bilayer graphene and silicene.  Specifically 
the electronic band structure and Fermi velocity of the carriers as well as the phonon 
dispersion are calculated; Raman active modes are identified as well. Material stability and 
electron-phonon effects are also investigated. It is found that in both silicene and 
germanene linear band dispersion behaviour is found in a planar and a low buckling 
configuration where the Fermi velocity is 5  105 m/s; about 35% lower than in graphene.  
From the phonon dispersion curves, the electron-phonon coupling matrix elements are 
shown to be about a factor of 25 lower when compared with graphene.   The applicability 
of the Born-Oppenheimer approximation to carrier relaxation in silicene and germanene is 
found to be invalid, as it is in graphene.  
The phonon dispersion curves show that free-standing bilayer graphene with AB 
stacking is stable whereas AA stacking is marginally unstable and an optical identification 
method to distinguish between the two different stacking configurations is proposed. 
Results for bilayer silicene show there are eight geometries with an energy minimum; it is 
found that a low buckling AA and a high buckling AA’ stacking configuration have the 
lowest energies for their groups. Metallic properties are found for all configurations 
although unusual band structure is found in low buckling forms including linear dispersion 
behaviour in AA’ form (vf ≈ 5.3  10
5 m/s). The phonon dispersion curves show that only 
AB stacked low buckling bilayer silicene was completely stable although it had a higher 
energy state than AA stacking. The high buckling configuration also shows significant 
changes to the properties of in-plane vibrational modes suggesting that they can be 
controlled or engineered by the introduction of additional layers. 
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Chapter 1 Introduction 
This thesis seeks to apply ab initio methods to analyse the electronic and vibrational 
properties of several two dimensional, layered materials namely, single layer graphene, 
silicene and germanene and bilayer graphene and silicene. These materials are discussed 
in the context of two dimensional materials generally and their special place amongst the 
catalogue of layered structures. The specific research aims are to use the electronic and 
vibrational characteristics to highlight technologically useful properties; including the band 
structure and phonon dispersion. For electronic properties this mainly relates to the 
identification of metallic, semi-metallic, linear dispersion behaviour and carriers described 
as massless Dirac fermions. The vibrational properties analysis relates to stability, phonon 
identification, Raman and infrared active modes and electron-phonon coupling 
descriptions. Results are compared with respect to graphene, silicene and germanene and 
prior literature, where available. 
1.1 Two dimensional materials 
Two dimensional materials have been investigated for over 50 years but since the isolation 
of graphene [1] in 2004 there has been growing interest in the field. There have been 
significant improvements in the identification [2] and production [3] of layered materials 
which opens up a range of applications including heterostructure components [4] and 
specialised electronic devices [5]. There are several reasons for the growing number of 
devices being engineered using these materials but chief amongst them is the control of 
electronic properties [6], confinement effects [7] and increased surface areas [8], all due 
to reduced dimensionality. Very often the thin film structures lead to flexible devices 
which have beneficial optical properties, including transparency [9, 10]. The change from 
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bulk graphite to single layer graphene for example shows the extent to which 
dimensionality plays a role in electronic behaviour. Graphite is semi-metallic with a 
mobility of roughly 3,000 cm2/Vs at 77 K [11], whereas in graphene even at room 
temperature the mobility has been found to be around 10,000 cm2/Vs [12]. Much of this is 
due to the difference in electronic behaviour, whilst both are semi-metallic; in single layer 
graphene the band structure close to the Fermi level is linear and the electrons are 
described as massless Dirac fermions [13]. This has in turn led to some relatively unusual 
phenomena including a room temperature quantum Hall effect [12] and a minimum level 
of conductance [13]. This has been matched by mechanical properties that outperform 
steel [14] and thermal transport properties better than diamond [15]. 
Graphene has definitely been the single biggest source of the interest and is the 
most widely used and studied two dimensional material but two of the main draw backs 
are the lack of a band gap and the need to redesign existing devices to incorporate carbon 
based electronics and traditional Si-based device architectures. Whilst overcoming these 
issues continues to be the subject of intense attention alternatives to single layer 
graphene have become the subject of growing focus, for instance bilayer graphene, where 
a band gap can be introduced, and silicene and germanene which can be more easily 
incorporated with the existing electronic technology. Several areas of interest emerge 
when considering bilayer graphene and silicon/germanium based alternatives and this 
thesis will cover several of those relating to electronic and vibrational properties. For 
bilayer graphene the main consideration will be the effect of non-covalent bonding 
between layers on the electronic behaviour and the vibrational modes. In silicene and 
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germanene the change in mass and electron density is the largest concern, where more 
loosely bound outer electrons could have profound repercussions. 
1.2 Research aims addressed 
By use of density functional theory this thesis will address some of the key areas of 
interest at this stage in the characterisation of single layer graphene, silicene, germanene 
and bilayer graphene and silicene.  
1. Identifying the various geometric configurations of these structures and comparing 
and contrasting the energy differences between them. This along with the 
electronic band occupancy, i.e. bonding or anti-bonding states, and vibrational 
properties will identify the stable forms of these materials.  
2. The analysis of electronic properties focuses on identifying any linear band 
structure and subsequent Fermi velocity; the presence of which would signify that 
many of the phenomena that are a product of this can be expected to arise. These 
are well known and outlined here in the case of graphene and can then be 
expected to be found in other materials where the electronic properties are 
similar. 
3. The vibrational properties are investigated as a route to identification; where a 
combination of infrared and Raman spectroscopy techniques can be utilised, along 
with the calculated frequency of active modes, to establish distinct differences 
between materials that would provide a ‘finger print’. This has been used as a 
highly successful non-invasive method of identifying graphene compared with 
graphite and could be extended to other two dimensional materials. 
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4. Where possible the electron-phonon coupling properties will be calculated, which 
is known to impact on carrier mobility and exciton relaxation. This will be based on 
calculations of the dynamical matrix elements. 
5. There is also a fundamental issue with the current assumptions applied to the 
study of electron-phonon interactions; namely the Born-Oppenheimer 
approximation which is now known to be violated in graphene [16] due to the 
pulsation time of vibrational modes and it is possible to perform a similar analysis 
on the materials discussed here. 
1.3 Outline of the thesis 
Chapter 1: Provides an overview of the thesis and an introduction to two dimensional 
materials and their application, highlighting some of the current gaps in understanding 
surrounding the electronic and vibrational properties, including the electron-phonon 
coupling properties. 
Chapter 2: Is a review of the current literature surrounding two dimensional materials 
including production and electronic properties, providing a context for the application of 
graphene and graphene-like materials in this emerging field. Vibrational properties are 
discussed in the context of graphene’s known phonon modes and electron-phonon 
coupling properties. 
Chapter 3: Provides background information relating to the density functional theory and 
approaches taken by different functionals. This is followed by their application to the 
calculation of electronic and vibrational properties. These ab initio schemes are compared 
with alternative theoretical and experimental methodologies, which are shown to have 
significant disadvantages compared with the use of density functional theory. 
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Chapter 4: Presents the research conducted as part of a benchmarking process of various 
calculation methods in relation to single layer graphene. These are then contrasted with 
calculation methods for bilayer graphene, where theories that account for van der Waals 
interactions are more appropriate; including new results regarding vibrational properties 
and identification. 
Chapter 5: Details the investigation into the electronic and vibrational properties of 
silicene and germanene, which indicate the stable configurations and electron-phonon 
coupling properties. This chapter also discusses the use of imaginary vibrational properties 
as a way to understand how these materials become unstable. 
Chapter 6: Investigates bilayer silicene, a relatively new material of interest and builds 
upon our analysis of bilayer graphene and single layer silicene. The electronic properties 
and vibrational properties are discussed, especially with the aim of establishing the stable 
free standing configurations. 
Chapter 7: Finally, conclusions related to the impact of electronic and phonon properties 
are presented. This is followed by a discussion of the extended use of imaginary 
vibrational frequencies analysis to two dimensional properties; and the scope for applying 
these methodologies beyond this category. 
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Chapter 2 Literature review 
This review of the literature is split into two main sections: the current body of work 
surrounding the common electronic properties of two dimensional (2D) materials, and the 
vibrational and electron-phonon coupling properties associated with two dimensional 
materials. The first part on the wider area of 2D materials provides an overview of the 
advantages and current challenges relating to layered structures. Specific materials of 
interest in this thesis are graphene, silicene and germanene, including their bilayer forms. 
Other important groups such as hexagonal boron nitride, transition metal dichalcogenides 
such as molybdenum disulphide are explored. The vibrational and electron-phonon 
coupling properties are discussed in terms of the currently available information and the 
gaps in current knowledge are identified that provide the context for this work. 
2.1  Two dimensional materials 
Many scientific and technologically interesting properties emerge when the dimensionality 
of a material is controlled, for example the broader bands observed in bulk materials 
become confined quantum states when reduced to quantum dot dimensions (≈ 20 nm3) 
[1] and mimic quantised atomic states. Two dimensional, especially layered, materials 
could potentially be combined more easily than bulk compounds, creating hybrid systems 
with shared electronic and mechanical properties. The reduced dimensionality also greatly 
increases the active surface area and as we shall discuss there are significant technological 
advantages from this. What will be primarily outlined here though is that the electronic 
and phonon properties can be profoundly affected by dimensionality; the case of carbon 
(i.e. diamond, graphite and graphene) shows how drastic this can be. 
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The sp2 carbon family of materials comes in a range of geometries: graphite (three 
dimensional, 3D), graphene (two dimensional, 2D), carbon nanotubes (one dimensional, 
1D) and fullerenes (zero dimensional, 0D). Electronic properties for these materials vary 
significantly: graphite is a semi-metal [2], although the resistance is much larger 
perpendicular to the layer planes [3], graphene is a zero-gap semi-conductor or semi-
metal [4] with massless carriers, carbon nanotubes are either metallic or semi-conductors 
depending on their chirality [5] and fullerenes exhibit quantum dot characteristics [6]. Of 
course carbon also forms in an sp3 bonded crystal, diamond, which is a wide band gap 
semi-conductor/insulator [7] but the majority of the change in electronic properties in this 
instance is due to tetrahedral geometry and sp3 hybridization which eliminates the loosely 
bound/delocalised electrons. Other than the control of intrinsic electronic properties the 
reduced dimensionality also presents the opportunity to take advantage of the high aspect 
ratios, such as gas sensors [8, 9], and heterostructure designs which combine several 
desired properties together, such as field effect transistors [10-12]. Applications for 
graphene range from inclusion in high-speed electronics [13] and optical devices [14], 
energy generation and storage [14-17] including hydrogen storage [18, 19], hybrid 
materials [20, 21], chemical sensors [22, 23], DNA sequencing [24-26], and as a support 
substrate for transmission electron microscopy [27]. However graphene alone is unable to 
fulfil many application needs due to the absence of a band gap, which makes it unusable in 
logic gate systems, where sensitive device on/off ratios our paramount [28]. As will be 
discussed in detail in chapter 4 there have been many attempts to overcome this shortfall 
by using bilayer graphene where an induced and controllable band gap is possible [29-33]. 
Another significant limitation of the use of graphene in high speed applications is that the 
production method significantly affects the quality of the graphene sheet and 
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subsequently its electronic properties. The issues surrounding production and quality of 
the produced material is not isolated to the case of graphene. There are a wide range of 
two dimensional materials where their production methods cause significant damage 
and/or functionalization of the desired layered material [34]. 
Since the experimental isolation of graphene there has been renewed interest in a 
range of 2D compounds; these include transition metal dichalcogenides [35], layered 
transition oxides [36], hexagonal boron nitride (hBN) [35, 37, 38] and layered topological 
insulators [39, 40]; the majority of these layered materials form in a stacked structure in 
their bulk 3-D crystals. The advantage of using 2D materials, which naturally form in a 
stacked 3D structure, is that the bonding between layers is based upon van der Waals 
interactions, which is significantly weaker than covalent bonding. Having a range of 2D 
materials has the advantage of also providing a range of electronic properties to choose 
from including: insulator to metal behaviour, optical absorption/emission [41] or 
transparency [42] and more exotic properties such as electronic properties controlled by 
the number of layers (e.g. topological insulators) [43, 44] superconductivity [45], and 
thermoelectricity [46]. In addition to the 2D materials that naturally form in a layered 
structure there is growing interest in two dimensional silicon and germanium; although 
energetically preferring bulk sp3 bonded structures, they have stable layered 
configurations known as silicene and germanene. What follows will be a more detailed 
discussion of several key two dimensional materials starting with the most well-known, 
graphene, before considering the latest results for silicene and germanene and comparing 
their properties, production methods and technological issues with other layered 
structures. 
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2.2  Graphene background 
It seems most appropriate to start a discussion on graphene by mentioning the Nobel 
prize-winning discovery by Geim and Novoselov [4]: the 2004 discovery of experimentally 
stable graphene ignited a storm of interest in the two dimensional carbon sheets. Until 
2004 it was thought that graphene would be unstable [47], where the flat sheet would 
experience an in-plane, inward acting, self-induced pressure. Supposedly causing 
graphene to buckle like a piece of paper being squeezed inward along its edges, but micro 
ripples in the graphene sheet help overcome this intrinsic stress [48]. Graphene has 
several interesting electronic and mechanical properties [49] but this investigation will be 
concerned only with the electronic properties. The reported properties of graphene 
greatly depend on the method used to produce the material. The first samples found using 
the “Scotch tape” method (sticky tape applied to graphite then removed) registered a 
mean free path of around 0.4 µm and mobility in the range of 3,000 to 10,000 cm2V-1s-1 
[4]. The mobility was also found to be temperature independent for the most part, which 
demonstrated that the mobility was limited by defect scattering of the electrons as 
opposed to lattice vibrations. Since then mobilities of 230,000 cm2V-1s-1 have been 
recorded for suspended graphene [50], highlighting the effect of the interface phonons in 
the substrate.  
It should be noted at this point that theoretical studies making use of graphene have 
been around for many years [3, 51-53], used as a building block of other carbon types such 
as carbon nanotubes, fullerenes and graphite, by use of nearest neighbour approximations 
and zone folding. Although the electronic properties of graphene have been theoretically 
understood for a number of years it is really the experimentally evidenced properties of 
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graphene that have introduced a whole realm of unique applications. Soon after its 
experimental validity had been shown, the process of characterisation began. This started 
with analysis of the structure through several imaging techniques, for instance scanning 
tunnelling spectroscopy [54-56] and electron beam spectroscopy [57] including 
transmission electron microscopy [27, 58]. The atomic structure was confirmed as being a 
honeycomb lattice of free standing 2D sheets. Although exhibiting a hexagonal symmetry 
the two carbon atoms in the unit cell, A and B, are each described as being part of a 
sublattice triangular periodicity. Figure 2-1 shows the real space geometry and the Fourier 
transformed k space where the primitive unit cell is now given by the first Brillouin zone in 
reciprocal space. A full description of the Fourier transformation is given in Chapter 3 as 
well as a derivation of the band structure of the π and π* orbitals following a tight binding 
method.  
 
Figure 2-1. Adapted from Ref [59], the structure of graphene in a) real space and b) reciprocal space. The two carbon 
atoms of the primitive unit cell, A and B, correspond to a triangular sublattice structure and the first Brillouin zone is 
given by the shaded hexagon with high symmetry points Γ, K and M. a1 and a2 are the shortest lattice vectors between 
equivalent atomic points in the graphene sheet, vectors b1 and b2 are the Fourier transformation of the lattice 
constants in momentum space. 
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The electron confinement in a two dimensional sheet, such as graphene, is said to 
produce a two dimensional gas of massless Dirac fermions [60] due to the electron band 
structure near the Fermi level. This is most effectively demonstrated by taking the 
relativistic dispersion relationship between energy and momentum: 
              (2-1) 
where m is the mass of the body, p is the momentum of the body (    , v is the 
velocity), c is the speed of light and E is the energy. Here the energy is separated into two 
terms one for the kinetic energy (           ) and the second for the rest mass energy 
(     ) but in condensed matter physics it is more useful to apply a quantised 
formalism. If we take the Schrödinger in the form of the Klein-Gordan equation, 
   
   
   
   (   (
  
   
 
  
   
)      )   
(2-2) 
where t is time and  is the wavefunction of the relativistic quantum particle. In graphene 
the speed of light is replaced with a Fermi velocity for the propagation of electrons or 
holes such that      and, as is common in condensed matter physics,     . Applying 
these conditions and writing equation 2-2 in matrix form, following the Pauli spin-matrices 
formalism, gives the graphene Hamiltonian [59] as: 
 ̂     (
       
       
)   
(2-3) 
Using standard methods to solve for the energy eigenvalues |    |   , where   is a 
2  2 unit matrix, gives  
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 )      (2-4) 
where (     ) are the components of momentum therefore   
    
     and hence the 
dispersion relation can be written as         which shows that the relationship 
between energy and momentum for carriers around the Dirac point is linear in nature. If 
we now introduce a second, but non-equal, energy term similar to the form of 
equation 2-4 (i.e.  ̂   ̂     ): 
 ̂  (
    (      )
   (      )   
)   
(2-5) 
Then solving for the energy eigenvalue as before shows that: 
|
      (      )
   (      )     
|    
(   )(    ) (   )
 
(  
    
 )    
      (    )
 
 (2-6) 
therefore relative to the Dirac point (k = 0)      and a band gap emerges equal to 2∆. 
Comparing equation 2-6 with the analogous equation 2-1 we can see that the term    is 
equivalent to including a mass where   
  
 ⁄  and its absence in graphene is the reason 
that electrons and holes are referred to as being massless; as they obey the relativistic 
dispersion relation they are also fermions, therefore carriers are more fully described as 
massless Dirac fermions. The physical rational for this is that the two atoms in graphenes 
 14 
 
unit cell (A & B) have the same electron on-site energy so    , whereas in a material, 
such as hexagonal boron nitride, the electron on-site energy levels from the boron and 
nitrogen are different so that the band gap appears [61]. 
The characterisation of the properties related to Dirac cone materials led to the 
integer quantum Hall effect [62-66], Klein’s paradox tunnelling [67, 68] and novel spin 
dependent conduction effects along edges [62, 69]. The vibrational properties have also 
proven to be critical in understanding many of graphene’s properties including thermal 
conductivity, stability, quasiparticle dynamics [70], the emergence of Kohn anomalies [71-
73], and explanation of the Raman fingerprint spectra [74-76]. 
2.2.1 Potential graphene applications  
Although the range of proposed applications of graphene has already been listed it is 
important to consider what properties intrinsic to graphene are being exploited so that 
one may identify its shortcomings; where the inclusion of other 2D materials would be 
advantageous. There have been many papers that outline graphene’s unique properties 
[60, 77] that make it ideal for distinctive applications, for instance the electron’s quantum 
conductance and subsequent quantum Hall effect [62-66], which has been detected at 
room temperatures [78]. Obviously the high mobilities outlined make graphene an ideal 
candidate for a number of electronic components [49, 79-81] including as a transparent 
electrode [42, 82, 83] and flexible radio frequency devices [84]. More recently there has 
been extended use of graphene’s high mobility in the area of rectennas, where planar 
geometric diodes make use of asymmetric current-voltage characteristics to convert 
microwave energy into direct current. In the case of graphene this has made terahertz and 
optical frequencies available [85, 86]. The semi-metallic zero band gap nature would, 
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though, be a problem for many electronic applications, transistors for instance; although 
groups continue to report interesting properties for the electronic and phonon band 
structure, such as a tuneable electron-phonon coupling (EPC) strength [87] and a tuneable 
band gap [88]. Graphene has so far found itself filling niches that require unique quantum 
properties and high surface area. It could be used as a bench-top test of fundamental 
quantum dynamics [60, 89], leading to the use of graphene based calibration devices 
defining the kilogram with quantum constants. The quantum conductance, caused by the 
long quantum coherence lifetime, lends itself nicely to quasiparticle dynamical systems 
such as superconductors [70, 90]; where the coupling of electrons in bound quantum 
states overcomes the scattering experienced by electron-electron systems in the classical 
regime. Graphene has also been suggested as a basis of spin controlled electronics, 
spintronics, where the edges of the lattice demonstrate conduction differences depending 
on the spin of the carriers. Although there are on-going issues relating to the spin diffusion 
times which are experimentally found to be several orders of magnitude below those 
predicted theoretically, based on substantial local spin-orbit coupling [69, 91]. 
Uses which exploit the large surface area include sensor technologies [22, 92, 93] 
and potentially hydrogen storage [19]. One of the desirable properties of a sensing 
material is a high surface area and reduced dimensionality is one way that nano scale 
devices are made achievable. Single molecule detection of NO2 has been reported [22] for 
a graphene based sensor. Vertical conduction, with graphene embedded in a layered 
heterostructure, has been proposed as the basis of magnetic field sensors due to large 
magnetoresistance ratios, up to 400% [94]. Because graphene is one atom thick it absorbs 
only 2% of incident light, which means that it can be used as a thin film electronics 
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component, for display screens for instance [95]. This overcomes one of the main 
challenges to growth in the touch screen market, the relative lack of indium tin oxide 
which is currently being used, not to mention the promise of flexible devices (see Figure 
2-2). Like many carbon composites, graphene is compatible with existing printing 
technologies [96] where even low quality, high volume production methods, such as liquid 
exfoliation, yields graphene with conductivities of 476 – 6500 S/m [97]. The strong and 
regular structure has also allowed it to be used as supporting films for transmission 
electron microscopy imaging, where samples rest on top of the graphene sheets [27] 
where DNA and protein structures can be analysed. Again it is the atomically thin nature 
which makes it compatible with the electrons passing through it and the contribution to 
the refraction pattern being extremely precise means it can be ignored in the results more 
easily. 
 
Figure 2-2. Application of a flexible graphene electrode to a touch screen device, adapted from Ref [95]. 
2.3  Bilayer graphene 
Bilayer graphene (BLG) is made of two single layers of graphene weakly bonded to one 
another via van der Waals interactions [98]. There are several variations of the stacking 
configuration (see Figure 2-3): AB, where atomic site A in one layer is directly above site B 
in another; AA, where the two layers are directly aligned; and twisted bilayers [58, 99, 
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100], where the two layers are rotated relative to each other. The inter-layer spacing has 
been found to range from the more tightly bound AB configuration, 3.34 Å [101], to 3.55 Å 
for AA stacking [102]; both measurements are based on graphitic samples. The electronic 
structure also varies from one configuration through to the other with AB stacked BLG 
losing the low energy linear dispersion behaviour (see Figure 2-4) and exhibiting an 
electron (hole) effective mass of 0.046 m0 (0.056 m0) [32]; and AA stacking retaining the 
linear bands albeit with two sets of criss-crossing bands offset from one another at the K 
point by 0.5 eV [103]. 
 
Figure 2-3. Atomic structures of bilayer graphene in the a) AA and b) AB stacking configurations where the primitive 
unit cells are given by the blue kite shapes. Adapted from Ref [100], c) shows the Brillouin zones of both layers based 
on a rotation by angle θ. 
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Figure 2-4. Low energy electronic band structure around K for a) single layer graphene b) AB stacked bilayer graphene 
and c) AA stacked bilayer graphene, taken from Ref [103] 
The treatment of the electronic band structure within the framework of a tight 
binding model has shown that there are four main hopping mechanisms for AB stacking 
[104, 105] and three for AA stacking configurations [106]. In AB stacking there is one intra-
layer process, which is similar to that observed in single layer graphene, γ0 the nearest 
neighbour hopping (A1 - B1), which is related to the Fermi velocity. There are then three 
inter-layer hopping processes γ1, γ3 and γ4, see Figure 2-5; the inter-plane sublattice 
hopping (γ1 A1 – B2 = 0.36 eV and γ3 A2 - B1 = 0.32 eV) and the same sublattice hopping 
(γ4 A1 - A2 or B1 - B2 = 0.18 eV) [104]. γ1 causes the separation of the parabolic bands 
around K, γ3 plays a role in trigonal warping of Fermi surface contours and γ4 introduces an 
asymmetry in the electron : hole effective mass ratio. In AA stacking the hopping integrals 
are somewhat comparable to the AB configuration, where γ0 ≡ α0, γ1 ≡ α1 and γ4 ≡ α3. 
Although in AB stacking the γ1 is related to hopping between different sublattices which 
causes a dramatic change in the electronic properties (parabolic low energy dispersion), 
AA stacking maintains the symmetry and the linear band structure. Upon increasing the 
number of layers it was found that for odd numbers of layers a central band criss-crossing 
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at the Fermi level is observed [107] and, unlike in AB stacked BLG, it is not affected by the 
presence of a perpendicular electric field, i.e. no band gap emerges. 
 
Figure 2-5. Side view of the privative unit cell from Figure 2-3 where a) is the AA stacking configuration and b) is the 
AB stacking; the hopping integrals are given by γi for AB stacking and αi for AA stacking.  
In twisted bilayers of graphene there is a wide range of potential implications for the 
electronic properties. As we have discussed the linear band structure and Fermi velocity is 
preserved in AA stacking of bilayers, whereas due to the breaking of symmetry AB stacking 
exhibits parabolic low energy properties resulting in the emergence of the carriers’ 
effective mass. Twisted stacking of graphene has been found to exhibit one, the other and 
all of these properties at the same time [98, 108-111]. There has been some debate as to 
whether the experimental results for multi/bilayer graphene were due to decoupled layers 
[109, 111] or if there was in fact distinctively coupled behaviour [58, 98, 112]. The majority 
of the arguments around decoupling relate to the observation of single layer properties in 
terms of carrier velocity and the absence of van Hove singularities. This debate continues 
and theoretical work has shown that there are significant amounts of interlayer coupling 
for all rotational angles based on charge transfer [98]. The recurring problem is that single 
layer, AA and AB stack graphene remain difficult to distinguish between [108]. Work 
presented as part of this thesis will aim to use the vibrational properties which do vary 
between samples [113] to propose an infrared/Raman method of identification as well as 
analyse the vibrational modes that cause instability in AA stacking. 
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2.4  Silicene and germanene 
The majority of the interesting structural and electronic properties of graphene arise 
from its hexagonal structure, sp2 bonded atoms and the nature of the π orbitals. It seems 
inevitable then that 2D equivalents of the next two group IV elements would be 
investigated. Silicene and germanene, as they have become known, do exhibit two 
dimensional hexagonal lattices with sp2 like bonding and similar π orbital behaviour to 
graphene. Although even before graphene was experimentally isolated in 2004 local 
density functional methods had predicted a buckled, non-planar, 2D lattice would have the 
lowest energy structural configuration [114]. Figure 2-6 shows an analysis of the different 
configurations for silicene and germanene. Although there are several local minima in the 
potential energy for planar low buckling and high buckling forms in their analysis of 
vibrational properties, the phonon dispersion curves show that only the low buckling case 
is thermodynamically stable.  
The electronic properties of the low buckling configurations have a linear electron 
dispersion around the K points, for the π and π* orbitals, similar to graphene and charge 
carriers are expected to behave like massless Dirac fermions. Although the electronic 
properties are expected to be similar to graphene the potential for silicene and 
germanene to be integrated with existing silicon and germanium-based electronics is a 
significant advantage. One significant consequence of the buckling is that the third p 
orbital, which is usually perpendicular to the lattice plane, is now contributing to the π 
electron bonding. It has been suggested that this would make production of the sp2 
bonded analogues of silicene and germanene impossible [116]. However, despite the 
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limited experimental evidence available, silicene nano ribbons grown on Ag(110) have 
exhibited sp2-like hybridisation [117]. 
 
Figure 2-6. a) the differences in energy per atom of the geometric systems from planar (PL), low (LB) and high buckling 
(HB) configurations for silicene and germanene; b) is the phonon dispersion curves calculated via density functional 
theory to show the stable forms of low buckling silicene and germanene compared with planar, taken from Ref [115]. 
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2.4.1 Experimental results for silicene and germanene 
As there is no stacked 3D structure for silicene or germanene where they do not 
covalently bond there are no exfoliation methods available for production and since the 
bulk sp3 tetrahedral configuration is calculated to be > 0.3 eV/atom more stable than the 
sp2-like honeycomb structure, growth methods have their own problems of selectivity. 
Initial evidence for silicene comes in the form of nano-wires/ribbons, grown on Ag(110) by 
direct current flashing a piece of silicon wafer in an ultrahigh vacuum chamber [118, 119]. 
Continuous monolayer sheets have reportedly been grown on Ag(111) [120, 121], Ir(111) 
[122] by use of silicon vapour deposited at a very slow rate, < 0.1 monolayer/min, with a 
substrate temperature between 220 – 2500C. Recently a surface segregation method has 
been used to reconstruct silicon sheets on ZrB2 (0001) on Si (111) [123], this was done by 
depositing a layer of ZrB2 on to a silicon substrate. It should be noted that the production 
of silicene is still in its infancy and much more investigation into the effects of the 
substrate interaction with the silicon sheets is needed. There is currently no experimental 
evidence available for germanene although a hydrogenated form, germanane, has 
recently been exfoliated [124] and germanene is calculated to be stable if grown on GaAs 
[125].  
2.4.2 Hexagonal boron nitride 
Hexagonal boron nitride (hBN) has the same physical structure as graphene but with 
boron and nitrogen in place of the carbon at sublattice positions A and B respectively, see 
Figure 2-7. The 3D bulk structure consists of sp2 bonded, honeycomb 2D layers; with 
interlayer bonding from van der Waals interactions. As with graphite, hBN has traditionally 
been used as a dry lubricant due to the stacked layer structure. Electronic grade pristine 
hBN exhibits insulator or wide band gap semiconductor behaviour with a direct band gap 
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of approximately 6 eV [126]; this has led to hBN being used as an insulating layer in 
electronic heterostructures. Recent mobility results for graphene transistors built on hBN 
have shown the resulting electronic properties to be similar to suspended graphene and 
this was because of the ultra-flat and charged impurity free hBN surface [127]. In addition 
to this the use of hBN with graphene is made simpler by there being only a 1% lattice 
mismatch (2.5 : 2.46 Å, hBN : graphene) [128]. Despite these attractive properties of hBN, 
widespread use as an insulating layer in electronic devices such as field effect transistors 
must take care to control the thickness (number of layers) and uniformity. Although the 
band gap of single and few layer hBN is virtually the same (6.07 and 5.97 eV for single 
layer and bulk respectively [126, 129]) it was found that the breakdown voltage depends 
strongly on the number and quality of the hBN layers [130]. This effect was found to be 
due to direct tunnelling and the approximate barrier height was found to be 3.07 eV with a 
dielectric breakdown strength of approximately 7.95 MV/cm which is comparable to 
values for silicon oxide (barrier height ≈ 3.25 eV, breakdown strength ≈ 8 – 10 MV/cm). 
These issues with control of the quality and thickness of hBN layers are made more acute 
when we consider the available production methods. 
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Figure 2-7. Atomic structure of the hexagonal boron nitride on the Ni(111) surface, taken from Ref [131].  
2.4.3 Production of hexagonal boron nitride 
Because hBN readily forms in a stacked layer structure there have been many attempts to 
break the weak van der Waals bonds between layers via mechanical and liquid phase 
exfoliation. As with graphene, mechanical exfoliation results in the best quality crystalline 
structures but produces a low yield useable product [132]. An alternative method 
proposed was the ball milling process which created a gentle shear force using benzyl 
benzoate as the milling agent [133]. Although there was a high yield of hBN layers with a 
thickness of a few nanometres and width of several hundred nanometres, the process 
introduced a significant number of point defects and impurities. On the other hand, liquid 
phase exfoliation produces well dispersed 2D layered materials in a variety of solvents and 
the process is further enhanced by sonication. Compared with mechanical exfoliation this 
process produces large quantities of layered materials with a variety of thicknesses 
ranging from nanometres to tens of micro-meters [134-137] but the subsequent selection 
of a desired thickness and wafer size is difficult and can often result in functionalization of 
 25 
 
the hBN sheets [138] (which can be desirable or represent impurities). There have also 
been attempts to synthesise hBN with wet chemical reactions, for example boric acid and 
urea produced few layer sheets [139]. 
There have also been extensive efforts to grow hBN in a more controlled, layer by 
layer, manner and this is primarily done via chemical vapour deposition. Single layer hBN 
can be grown on Ru(001) [140], Ni(111), Pd (111) and Pt(111) [61, 141] and this represents 
the preferred method for producing large scale monolayer hBN. Films of 5 to 50 nm 
thickness were produced by using a polycrystalline Ni substrate in ambient pressure with a 
borazine vapour carried by an N2 gas. Many of these processes though, require explosive 
and toxic chemicals and gases. Therefore alternative growth methods have been pursued. 
Surface segregation methods make use of polycrystalline Fe-Cr-Ni alloys predoped with B 
and N to self-assemble hBN on the top and bottom surfaces; triangular monolayer and few 
layer samples were produced [142]. 
All of these growth and exfoliation methods rely on low amounts energy facilitating 
either the breaking of van der Waals bonds or surface movements of groups of atoms. In 
the midst of these processes will be transition states, formations of the hBN sheets that 
are usually short lived; few layer stacking configurations for instance. It is the vibrational 
properties of the hBN that act as a process of selection, resulting in the lowest free energy, 
ground state, configuration but examination of these factors are notably absent from the 
literature. In the case of individual layers of hBN, as with graphene, this decision to ignore 
low energy vibrational modes is valid as the transitory states, such as buckled or sp3 
bonded states, are energetically far from the ground state configurations of sp2 bonded 
planar sheets.  
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2.4.4 Transition metal dichalcogenides 
Transition metal dichalcogenides (TMDs) provide a wide range properties such as 
semiconductors, half metallic magnetism [143], superconductivity [144], or charge density 
waves [145] and applications have included photovoltaics [146], super capacitors [147] 
transistors, battery electrodes, and magneto optic devices [36, 148, 149]. Layered TMDs 
have a hexagonal structure with one transition metal atom and two chalcogens, which 
form three layers: an upper and lower sublattice of chalcogen atoms and a middle layer of 
transition metal atoms, see Figure 2-8.  
 
Figure 2-8. Atomic structure of a typical transition metal dichalcogenides, taken from Ref [150].  
The electronic behaviour of TMD layers depends on the coordination and oxidation 
state of the metal atoms, for instance they can be semiconducting for Mo and W, or 
metallic for Nb or Re. Heterostructures composed of TMD layers provide the opportunity 
to combine a range of electronic behaviours into a small scale design but by far the most 
studied TMD is molybdenum disulphide, MoS2. From an electronic perspective MoS2 has 
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generated considerable interest due to its absorption in the solar spectral region and 
subsequent applications from photovoltaic [41] to photocatalytic [151] materials. Perhaps 
most interestingly bulk MoS2 has an indirect band gap of 1.29 eV [152] whereas a single 
layer has a direct band gap of 1.9 eV [153, 154]. The reason for this is the characteristics of 
the d-electron orbitals which make up the conduction and valence bands; or more 
specifically the valence band maximum, at the Γ point in bulk MoS2, shifts downward 
below the level of the highest band at the K point, which remains unchanged as the 
number of layers decreases [153, 154]. The in-plane lattice mismatch between 
silicene : MoS2 is also found to be small, 1.2% (3.88 : 3.15 Å respectively [155]), suggesting 
that similar combinations as those observed between graphene and hBN are possible. The 
band gap behaviour has subsequently meant that MoS2 has been proposed as a building 
block for field effect transistors but one of the main problems with this is the mobility. 
Bulk MoS2 has a mobility of 200 - 500 cm
2/Vs [156] whereas for monolayers this drops to 
0.5 to 3 cm2/Vs [35, 157]. In calculations of the room temperature mobility, based upon 
the deformation potentials, it was found to be dominated by the optical phonon scattering 
and weakly dependent on carrier density. On the other hand it has been suggested that 
the lower mobility observed in single and few layer MoS2 was mainly due to the decrease 
in carrier concentration and the increase in the effective mass of the electrons [158]. 
2.4.5 Production of transition metal dichalcogenides 
The production methods for TMDs are similar to those proposed for hBN and benefit and 
suffer from similar factors. The mechanical exfoliation techniques produce the best quality 
crystal layers with low yields but remain the preferred method in the construction of proof 
of concept for field effect transistors and photoluminescence sensitive devices [153, 154, 
157, 159]. Several methods of wet exfoliation produced larger quantities of single layer 
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and multilayer TMDs making use of organic solvents [134, 137], lithium ion intercalation 
[136, 160-162], and surfactants [136]. Many of these processes produce multi-layered 
TMDs that, due to the aforementioned differences between monolayer and even bilayer 
samples, are not ideal. High yield production of single layer TMDs has been achieved by 
way of a complex lithiation process [162] and by the comparatively simple lithium 
intercalation process [160, 161], although both of these processes are time-consuming 
and environmentally sensitive. It has been reported that monolayer or few layer MoS2 has 
been grown on chemically reduced graphene oxide and other substrates by use of 
molybdenum oxide and sulphur in a nitrogen gas flow. That being said one of the main 
hindrances to the production of single layer and few layer TMDs is that not all of the 88 
different combinations of transition metals and dichalcogenides are stable in free-standing 
honeycomb structures. The majority of these compounds can then only be tested via 
computational simulations that include a structural optimisation and characterisation of 
the vibrational properties which is currently most appropriately achieved with density 
functional theory [163]. 
2.5  Vibrational and electron-phonon coupling properties 
The vibrational properties of a material are important to many areas of technological and 
scientific interest. They dictate the speed of sound, the internal energy of a material, 
conduction of thermal energy and the onset of superconductivity. Phonons interact with 
light, incident magnetic and electric fields, as well as scatter, excite and relax electronic 
carriers. That being said the vibrational properties of many materials remains an 
understudied area of science very often ignored or approximated to be negligible. This 
section will highlight some of the areas that vibrational modes are of utmost importance, 
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particularly to the electronic properties: the application of the Born-Oppenheimer 
approximation and the thermal stability of an atomic structure. A description of the 
methods available and those used to calculate the vibrational properties as part of this 
thesis are presented in Chapter 3. 
2.5.1 Phonon effects in graphene 
There are several main factors which we will discuss with respect to the phonons in 
graphene: Kohn anomalies, the Peierls distortions observed in carbon nanotubes, the 
dynamical matrix and the adiabatic Born-Oppenheimer approximation. Firstly Kohn 
anomalies [71, 164, 165] in metals, where there are bands crossing the Fermi surface, is 
responsible for the absorption of phonons to excite electrons into the conduction band. 
This results in a softening of the phonon frequencies that cause this, known as a Kohn 
anomaly [164]. As the bands that cross the Fermi surface are separated in momentum 
space only phonons of a matching momentum can interact in this manner. In the graphene 
electronic band structure there are six cone shaped regions with a zero band gap around 
the Fermi level centred on the K and K’ points. For low energy regimes electrons can only 
be scattered within cones or between cones. This means that only phonons around the Γ 
and K point carry the momentum required to cause electrons to be scattered, potentially 
signifying Kohn anomalies and it has been shown that the scattering process is dominated 
by the highest optical branches [71]. The main indicator of a Kohn anomaly was found to 
be very high electron-phonon coupling evident in the dynamical matrix elements. It 
remains one of the aims of this work to consider the presence of Kohn anomalies in other 
materials by drawing comparisons between the electron-phonon coupling properties of 
graphene and test materials. One might hypothesise for instance that the increased 
screening of outer electrons from the lattice vibrations in larger elements might reduce 
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the electron-phonon coupling and hence depress the Kohn anomalies. Peierls distortions, 
observed in carbon nanotubes (rolled graphene), are caused by the fact that when a 1D 
metal is cooled to near zero Kelvin it is energetically favourable to distort the structure 
and induce strain so that energy is recovered by the emergence of a band gap [165]. This 
can also be observed in the vibrational properties as a softening of the phonon 
frequencies for modes that mimic these distortions known as a Peierls-like mechanism 
[166, 167] although it is in fact a Kohn anomaly. The temperature at which these effects 
begin to emerge is crucial to the understanding the onset of superconductivity and Peierls 
distortions [168-170]. 
The dynamic effects of the vibrational modes on carriers are best described by 
dynamical matrix as part of perturbation theory. The theoretical treatment of perturbation 
theory is covered in more detail in Chapter 3. For graphene though the dynamical matrix 
projected on the phonon normal coordinate is given by [71]: 
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where Nk is the density of state per spin, the sum is of occupied, o, and empty states, e, 
    is the energy of the electronic Bloch eigenstate, | ⃑   ⟩, with wave vector  ⃑ ,    ⃑  and 
   ⃑  are the derivatives of the Kohn-Sham potential and charge density and 
⟨ ⃑      |   [   ]| ⃑   ⟩   ( ⃑   ⃑ )   ⃑   is the electron-phonon coupling matrix element. It 
was later shown that this can be simplified to [76, 171]: 
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relating the electronic dispersion relation       with the phonon dispersion (
   
  
⁄ ), 
where ωq is the frequency of the phonon mode, M is the carbon mass and a is the lattice 
constant. For materials where this relation can be applied this provides the means with 
which to compare the electron-phonon coupling properties. 
Turning to one of the major assumptions made surrounding vibrational properties, 
the Born-Oppenheimer approximation, where it has been shown that graphene violates 
this principle [172]. The approximation states that the perturbations of the lighter 
electrons by a vibration of the nucleus can be treated adiabatically, i.e. as displacements 
of the ground state configuration [173, 174]. This approximation is valid when the energy 
gap between ground and excited state is greater than the energy of the phonon mode or 
when the relaxation time of the electrons is comparable to the inverse of the phonon 
frequency. In metals however the breakdown of the approximation emerges as phonon 
mediated superconductivity or phonon induced renormalisation of the electronic 
properties [175]. Graphene is a zero band gap material, as discussed, and the carrier 
mobility has a relaxation time of a few hundred femtoseconds. Pisana et al found that the 
inverse of the Raman G-peak pulsation was roughly 3 fs [172]. This shows that the 
vibrations of the lattice are happening so quickly that the electrons do not have time to 
relax to their ground state and this is demonstrated in Figure 2-9. In principle a rigorous 
treatment of phonon modes should not include an adiabatic rearrangement of the Fermi 
surface if the carrier momentum relaxation time is longer than the inverse of the phonon 
pulsation. One of the key considerations for momentum relaxation time is the electron-
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phonon coupling, where the emission of phonons by carriers is one route to more quickly 
reducing relaxation time. To approach this as part of research conducted for this thesis the 
electron-phonon coupling properties of tested materials are compared with graphene 
before any conclusion regarding the validity of the Born-Oppenheimer approximation are 
made. Electron-phonon coupling analysis was not always possible, usually due to the band 
structure, so this is discussed where appropriate and a more general understanding of the 
electron-phonon coupling constants for a wider variety of materials remains an on-going 
aim. 
 
Figure 2-9. A figurative demonstration of the difference between the application of the adiabatic and non-adiabatic 
approximation in graphene, taken from Ref [172]. 
For bilayer graphene it has been suggested that the electron-phonon interaction acts 
as a limiting factor for the Fermi velocity [176-178], where this was attributed to 
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interaction between the layers. This effect has also been found for other graphene sub 
groups such as graphene nano-ribbons [179], doped graphene [180] and graphene on 
varying substrates [181]. In most cases these are due to defects induced in the graphene 
sheets, scattering the electrons either directly, via Coulomb forces caused by charge 
differences, or by induced phonon states. There have also been observations of phonon 
softening in bilayer graphene indicative of Kohn anomalies [182]. Currently though the 
most prolific use of the vibrational properties of bilayer graphene is to distinguish the 
number of layers present in a sample. This is done by making use of Raman spectroscopy 
and shall be discussed in more detail in Chapter 3. 
The vibrational properties of other 2D materials (such as silicene, germanene, hBN or 
MoS2) have very limited exposure in the literature. They have been used to predict the 
mobility of silicene and MoS2 via Monte Carlo simulations [183] or the most likely form of 
buckled silicene or germanene [115]. But the area as a whole remains understudied, 
especially when compared with the vast amount of information available for graphene. 
This may be due to the relatively newer status of these 2D materials or due to the lack of 
experimental samples but the aim of this thesis will be to cover some of these gaps in our 
understanding of the vibrational properties and their likely impact on future application. 
2.6  Conclusions from the literature 
Two dimensional materials exhibit a wide array of properties and potentially provide 
building blocks for larger more sophisticated nanocomposite devices. They have also been 
shown to be remarkably robust and production methods for large quantities of quality 
samples, in various sizes, are widening further the potential applications. Two of the main 
issues that remain concern the stability of freestanding layers, pointing the way to better 
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application of production methods, and the effects of electron-phonon interactions on the 
mobility of induced carriers. The vibrational modes, thermally activated to varying 
degrees, have consequences for the evolution of ground state crystal structures and the 
scattering of propagating electrons, limiting their mobility and decreasing carrier 
relaxation times. These are major areas of concern for electronic devices, such as 
transistors, and devices that rely on the lifetime of excited states, such as electron-hole 
pairs in solar cells and spin-orbit coupling in spintronics. These electronic and vibrational 
properties are only discernible at present via ab initio calculations which can later be 
backed up by experimental methods. The following chapter will outline the theoretical 
methods that underpin the analysis of the electronic and vibrational properties and 
compare the range of results available with the complementary, but often limited, 
experimental characterisation techniques. This will then form the backdrop to results 
gathered for several 2D materials so far; graphene, silicene, germanene and their bilayers 
plus some current and on-going work with hBN and MoS2. 
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Chapter 3 Background to density functional theory and the 
computational methods 
In this chapter the theory and computational methods applied during this study will be 
introduced. Following this there is a description of the theory underpinning the 
computational methods, advances in treatment of van der Waals interactions, a historic 
weakness of density functional theory, and comparisons with other complementary 
methods, such as the tight binding approximation, will be presented. 
3.1 Reciprocal space and the Brillouin zone 
Reciprocal space is also known as k-space or momentum space and it allows the 
representation of periodic systems in a reduced formalism. A primitive unit cell of 
graphene is given by the blue kite shape in Figure 3-1 and is a real space geometry that if 
repeated periodically along each blue edge can reproduce the entire two dimensional 
material; for example Figure 3-1 shows a 3  3 supercell of graphene. 
 
Figure 3-1: Representation of the graphene lattice with the lattice vectors   ⃑⃑ ⃑⃑  and   ⃑⃑ ⃑⃑  given along with   ⃑⃑ ⃑⃑    ⃑⃑ ⃑⃑  vectors 
that complete the unit cell. The magnitude of |   ⃑⃑ ⃑⃑  | = |   ⃑⃑ ⃑⃑ | = a which is the lattice constant for graphene = 2.46Å. 
 
 
 
 
 
 
𝑎1⃑⃑⃑⃑  
 
𝑎2⃑⃑⃑⃑  
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Figure 3-1 shows the lattice vectors   1⃑⃑⃑⃑  and  2⃑⃑⃑⃑ ; which signify two of the vectors between 
equivalent points in the graphene sheet i.e. the primitive vectors of the hexagonal lattice. 
The lattice vectors can be expressed in Cartesian coordinates as: 
 1⃑⃑⃑⃑         ̂         ̂  
√ 
 
  ̂  
 
 
 ̂ 
 2⃑⃑⃑⃑         ̂         ̂  
√ 
 
  ̂  
 
 
 ̂ 
 
(3-1) 
where a is the lattice constant = 2.46 Å for graphene and  ̂  ̂ are unit vectors. We can 
then apply standard rules for the transformation to reciprocal lattice vectors  1⃑⃑  ⃑ and  2⃑⃑⃑⃑ : 
  ⃑⃑  ⃑    ⃑⃑⃑         (3-2) 
where the reciprocal space unit vectors are then given by: 
 ̂   ̂   ̂   ̂    
 ̂   ̂   ̂   ̂    . 
 
(3-3) 
We now bring in the generalised forms of the reciprocal lattice vectors: 
 1⃑⃑  ⃑   1  ̂   1  ̂  
 2⃑⃑⃑⃑   2  ̂   2  ̂   
 
(3-4) 
 
 
and substituting equations (3-1) and (3-4) into (3-2), we can solve the resulting 
simultaneous equations to give: 
 1⃑⃑  ⃑  
  
√  
 ̂  
  
 
 ̂  
 2⃑⃑⃑⃑  
  
√  
 ̂  
  
 
 ̂  
 
(3-5) 
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and this now represents the k-space vectors  1⃑⃑  ⃑ and  2⃑⃑⃑⃑ . Figure 3-1 shows vectors  1⃑⃑⃑⃑  and  2⃑⃑⃑⃑  
but there are six equivalent shortest lattice vectors in total and therefore six reciprocal 
shortest lattice vectors. Drawing lines as perpendicular bisectors to these vectors creates 
an enclosed region known as the first Brillouin zone. Figure 3-2 shows the result of this 
process; the K points are defined as the corners of the Brillouin zone and Γ at the centre.  
 
Figure 3-2: Six equivalent b vectors expressed in k-space, the black hexagon shows the Brillouin zone made from the 
perpendicular bisectors. The high symmetry K points are defined at the corners of the Brillouin zone and Γ at the 
centre. 
The only point not mentioned so far is the M point, which is defined as midway 
between the K points, for instance M12 is the M point midway between K points 1 & 2. One 
method of profiling the material is by creating a “path” between high symmetry points 
that samples the whole Brillouin zone, for example in graphene a path that goes from Γ –
 M – K – Γ.  Where the coordinates of the high symmetry points are: 
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(3-6) 
k-space is also known as momentum space, where the crystal momentum 
       , and this is an important aspect for understanding the electron and phonon 
dispersion relations. When discussing electron transitions to different parts of the Brillouin 
zone it becomes possible to specify the momentum changes required to make the 
transition possible [1]. As we shall discuss later the electron wave functions around K and 
K’ are cone like in shape and they have a spinor structure [2] given by: 
 
   ⃑
     ⃑    (
 
    
)     
   ⃑
      ⃑    ( 
   
 
)   (3-7) 
where  ⃑  is the wave vector,   is the position. The upper and lower terms correspond to 
the quantum mechanical amplitudes (    ), or pseudospin ( ), on the A or B sublattice 
atoms; s = +1 for the upper band (electrons) and -1 for the lower band (holes) and 
      
  
  
⁄ . In graphene the pseudospin direction is associated with the momentum 
of the electrons or holes, which means the wave functions around K and K’ points are 
chiral or helical fermions. As a consequence any backscattering, i.e. scattering of particles 
with wave vector  ⃑  to  ⃑ , is suppressed [3]. 
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3.2 Bloch’s theorem and mathematical description 
The treatment of electron wavefunctions in a periodic lattice is best described by Bloch’s 
theorem, which states that the electron wavefunctions in a periodic potential, such as a 
crystal, have a basis which can be expressed completely by a set of Bloch wave energy 
eigenstates (Bloch states). This is expressed mathematically as the product of a plane wave 
   ⃑     and a periodic function  ( ), which represents the periodic potential of the lattice: 
    ( )   
  ⃑     ( ) (3-8) 
where  ⃑  is the real space crystal wave vector and n is an integer called the band index. 
These Bloch states form the basis of the electronic band structure as there can be multiple 
Bloch waves with the same  ⃑  vectors but different u components, forming energy levels or 
bands for a given  ⃑ . The energy levels of each wavefunction band (denoted by n) vary 
continuously across all values for  ⃑ . As discussed previously a periodic structure can be 
reduced to the reciprocal space formalism where  ⃑   ⃑   ⃑ , therefore     ⃑     ( ⃑   ⃑ ). 
As a consequence the electronic band structure for the real space periodic structure can 
be represented by the band structure across the first Brillouin zone. Important properties 
can then be calculated from these profiles such as band gap energies, group velocities 
(  
  ⃑ 
⁄ ) or the electron’s crystal momentum (  ⃑ ).  
3.3 General introduction to density functional theory 
Consider a system made up of M nuclei and N electrons where the positions of the nuclei 
are denoted  1⃑⃑⃑⃑   2⃑⃑ ⃑⃑      ⃑⃑ ⃑⃑  ⃑ and the positions of the electrons  1⃑⃑⃑    2⃑⃑  ⃑     ⃑⃑⃑⃑ . For the following 
formulation Hartree atomic units are being made use of, i.e. me = |e| = 4πε0 = ħ ≡ 1. The 
mass and charge of the kth nucleus are then Mk and Zk, respectively. The combined 
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coordinate ri denotes the position and spin coordinate of the i
th electron. In the absence of 
external interactions and relativistic effects, the Hamilton operator for this system can 
then be written as a sum of five terms [4]: 
 ̂   ̂    ̂    ̂    ̂    ̂   (3-9) 
the kinetic-energy operator elements cover the nuclei (kn) and the electrons (ke), plus 
three potential energy operators for the nucleus-nucleus (nn), electron-electron (ee) and 
electron-nucleus (en) interactions. The elements are then given by: 
 ̂    ∑
 
   
   
2
 
  1
 
 ̂    ∑
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  1
 
 ̂   
 
 
∑
    
|  ⃑⃑ ⃑⃑     ⃑⃑  ⃑|
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 ̂   
 
 
∑
 
|  ⃑    ⃑ |
 
    1
 
 ̂    ∑∑
  
|  ⃑⃑ ⃑⃑     ⃑ |
 
  1
 
  1
 
 
(3-10) 
and the time independent Schrödinger equation is then given by: 
 ̂ ( 1⃑⃑⃑    2⃑⃑  ⃑     ⃑⃑⃑⃑   1⃑⃑⃑⃑   2⃑⃑ ⃑⃑      ⃑⃑ ⃑⃑  ⃑)     ( 1⃑⃑⃑    2⃑⃑  ⃑     ⃑⃑⃑⃑   1⃑⃑⃑⃑   2⃑⃑ ⃑⃑      ⃑⃑ ⃑⃑  ⃑) (3-11) 
Ĥkn can usually be ignored as the motion of the nuclei is very small on the time scale of 
electron motion since the mass of the nuclei is large. This is known as the adiabatic (or 
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Bohn-Oppenheimer) approximation. The wavefunction Ψ can then be separated into a 
product of two wavefunctions: 
 ( 1⃑⃑⃑    2⃑⃑  ⃑     ⃑⃑⃑⃑   1⃑⃑⃑⃑   2⃑⃑ ⃑⃑      ⃑⃑ ⃑⃑  ⃑)    ( 1⃑⃑⃑⃑   2⃑⃑ ⃑⃑      ⃑⃑ ⃑⃑  ⃑)    ( 1⃑⃑⃑    2⃑⃑  ⃑     ⃑⃑⃑⃑   1⃑⃑⃑⃑   2⃑⃑ ⃑⃑      ⃑⃑ ⃑⃑  ⃑) (3-12) 
Ψn is the wavefunction of the nuclei and the Ψe is the electronic wavefunction, which is 
dependent on the electron and nuclear coordinates. Incidentally, when experiments probe 
these complex systems, in 3D materials, the properties observed are often only a function 
of the electron density; which implies that most of the information in   is unimportant. 
There have been several approaches to this many-electron problem including the Hartree-
Fock. Following this method the wavefunction   can be expressed as a product of single-
electron functions,   (  ⃑ ) that satisfy the Hartree-Fock equations 
     (  ⃑ )    
    (  ⃑ ) (3-13) 
where 
                     (3-14) 
In this instance KEe is the kinetic energy of the electron, Ven is the potential energy 
operator for electron and nucleus interactions, VH is the Hartree or Coulomb potential and 
Vex is the effect of a non-local exchange potential where 
  ( )  
 2
    
∑∫
|  ( )|
2
|    ⃑⃑ |
   ⃑⃑⃑  
   
 
 
     (  )    
 2
    
∑  ( )∫
  
 ( ′⃑⃑  ⃑)  ( ′⃑⃑  ⃑)
|    ⃑⃑ |
   ⃑⃑ 
   
 
  
(3-15) 
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The Hartree-Fock method was found to inaccurately predict the properties of insulators 
and semiconductors though and this was due to the neglecting of the correlated motion of 
electrons which became known as correlation effects [5]. As an alternative approach it can 
be shown [6] that, in principle, many of the properties, including total system energy E, can 
be calculated from the electron density,  ( ); the Hohenberg-Kohn theorem [7]. It is this 
formulation that has led to the field of density functional theory, where the aim of the 
functional approximations used is to resolve the often complex electron density variation, 
 ( ), with respect to the energy of the system in the most accurate and efficient manner. 
3.4 Functionals made use of in this investigation 
Firstly it is noted that the electron density can be related to the total energy of the system, 
E, by: 
 ( ( ))      ∫    ( ) ( )    ( ( ))     ( ( ))     (3-16) 
where: 
   ( ( ))  ∑∫  
 ( ) ( 
 2
  
 2)  ( )  
 
  1
  
    ( )      ( )    ( ( ))     ( ( ))  (3-17) 
This takes the form of the Kohn-Sham formalism [8] where a system is separated into a set 
of non-interacting contributions to the potential, Vext an external potential (often given by 
the Coulomb potential of the nuclei), Vc the Coulomb (or Hartree) potential and Vxc, an 
exchange-correlation potential and represents all corrections to the independent-electron 
model. They take the form: 
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    ( )  ∫  ̂ ( )   
  ( )  (  )∫
 (  ⃑⃑ )
|    ⃑⃑ |
 3   
(3-18) 
The exchange-correlation potential is a complex function because it is non-local in nature 
and as it acts upon a wavefunction a new wavefunction is produced but there are several 
methods of establishing a self-consistent approximate solution. For instance at any point 
in real space; the local density approximation (LDA) [9] assumes that it is the number of 
electrons locally (density) that defines the contribution made by their interaction, whereas 
the generalised gradient approximation (GGA) [10] accounts for how the density is 
changing at the point in question (its gradient). 
3.4.1 The Local density approximation (LDA) 
In this approximation the exchange correlational potential is said to be a function of the 
electron density  ( ) at any point  . Hence the problem becomes a question of the local 
variations in the electron density, with appropriate measures taken to include the 
interaction of nuclei and electrons in the vicinity. The method employed for doing this in 
the MS modelling package [11] is based on work by Vosko-Wilk-Nusair (VWN) and is 
extended and refined by Becke [9] although recently has also made use of work by 
Ceperley & Alder and Perdew & Zunger (CA - PZ) [12, 13]. 
A significant issue that arises relates to the range over which an electron contributes 
to the overall potential. The solution proposed ‘involves partitioning of molecular space 
into discrete regions or “cells” of simple geometry commensurate with the positions of the 
nuclei, such that straightforward numerical integration may be carried out within each 
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region’ [9]. By applying this approach, only the positions and the charge of each nuclei 
need to be known. Contributions to the exchange-correlation potential at point In are 
described by a relative weight function ωn (r) which has a value of unity close to nucleus n 
and tends to zero near other nuclei. By allowing the integral to overlap somewhat with 
local nuclei the system as a whole benefits from increased accuracy [9]. Applying a 
spherical polar coordinate system (as opposed to Cartesian) increases the efficiency of the 
code, as the ensuing integral: 
   ∫∫∫  (     )   
2               (3-19) 
Becke proceeded to show that equation (3-19), can be reduced via Gauss-type quadrature 
formulae for direct two-dimensional integration on the surface of the unit sphere, 
   ∫∫  (   ) 
2     (3-20) 
with discrete spatial elements for the surface of the sphere and the radius, r. The Coulomb 
potential from local electrons,    ( ), can be related to electron density with Poisson’s 
equation: 
 2   ( )      ( ) (3-21) 
since (3-21) is linear, the problem reduces to a set of independent single point equations, 
for which there are well established solutions due to our operation in spherical polar 
coordinate systems. The size of the sphere is made complicated by the overlap of local 
cells, so a cut off function is defined for a given system, s(r, Ω). The form of s(r, Ω) is: 
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 (   )  
 
 
[   (   )]   (3-22) 
Described here is the system employed for LDAs and the VWN functional; a full analysis of 
accuracy for given solutions is detailed in Ref [9] but is not needed for the discussion from 
here on. 
3.4.2 The generalised gradient approximation (GGA) 
The GGA is based on the introduction of some nonlocal variations in the electron density; 
the functional then depends on the change in electron density (ρ), |  ( )|, and the rate of 
change of (ρ), | 2 ( )|. The MS modelling program utilises a functional put forward by 
Perdew, Burke and Ernzerhof (Ref [10]), referred to in the program as GGA PBE. The 
explanation given here is adapted from Perdew and Wang, Ref [14], and references 
therein. 
The correlation energy is historically known as the energy difference between the 
exact energy of the electronic state and the Hartree-Fock limited approximation [15]. Post-
Hartree-Fock methods have corrected some of this difference with the inclusion of the 
correlation energy and together they form the exchange-correlation energy as described 
previously. GGA calculations are more concerned with the increase in accuracy that can be 
achieved by considering the electron correlation.  An analytic representation of the 
uniform electron-gas correlation energy, εc(rs,ϛ), is complex so that the parameters can be 
manipulated to give the best fit to numerical data (all equations are quoted in atomic units 
me = |e| = 4πε0 = ħ ≡ 1): 
55 
 
   [
 
  (     )
]
1
3⁄
 
   
(     )
(     )
 
(3-23) 
where εc is the correlation energy per electron, rs is the density parameter or ‘Wigner 
radius’ and σ is the relative spin polarisation, n↑ and n↓ are the up- and down- spin 
electron densities, respectively. If the calculation is spin un-polarised i.e. n↑ = n↓ then 
many of the constants that are allowed to be functions of spin lose an element of their 
flexibility; it would signify no preference in an energy state for a particular electron spin or 
combinations thereof. Several explanations exist and relevant ones are noted here: 
for small σ:  
  (    )    (    )  
 
 
  (  ) 
2    (3-24) 
for small rs or high density: 
  (    )    ( )       1( )   2( )        3( )     (3-25) 
for large rs or low density: 
  (    )   
  ( )
  
  
 1( )
  
2  1 2⁄
   
(3-26) 
The explanations given here go further in Ref [14] and include a number of other variables, 
each making the model more adaptable to the simulation. The final parameters are 
selected by way of energy minimization and, when requested, geometric optimization. 
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3.5 The plane wave pseudopotential approaches 
In a periodic system the single particle wavefunction can be given by [5]: 
  ( ⃑   )  
 
√  
∑   ( ⃑    ) 
 ( ⃑    )   
 
   (3-27) 
where     are complex Fourier coefficients, summing the plane waves Fourier basis 
functions,   ( ⃑    )   , over all wavevectors (special frequencies) with the right periodicity i.e. 
the reciprocal lattice vectors G;   is the volume of the unit cell and N is the number of unit 
cells. There is any number of allowed values for G but the coefficients     become smaller 
as |  |
2
 gets larger, therefore a cut off energy is defined       
  
2 
|  |
2
above which 
plane-wave basis sets are ignored. The cut-off energy forms an important part of the 
convergence process and should be high enough that it does not impact on the results, 
greater than 400 eV is generally considered to provide accurate results although for 
graphene, with its large Brillouin zone, 600 eV is often used. 
When considering the electronic, chemical or mechanical behaviour of many systems it is 
noted that it is only the valence or outer electrons which contribute to these properties. 
The core electron states can very often then be ignored and it becomes efficient to replace 
the nucleus and core electron contribution to the potential by a combined term. From 
equations (3-18) we make      a combination of local and non-local terms given by: 
            
   
     ∑{    (    ⃑⃑  ⃑)  ∑ ∑ |   ⟩  (    ⃑⃑  ⃑)⟨   |
 
   1
    
   
}
 
   
(3-28) 
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This results in an overall weaker potential contributed by     , compared with equation 
(3-17), as the valence electron at position   is screened from the attractive force of the 
nucleus by the repulsive force of the core electrons. This means that the wavefunctions 
don’t vary so drastically near the nucleus therefore a smaller plane-wave cut-off energy 
can be used. Additionally the complexity of   ( ( )) is also reduced as only the valence 
electrons are considered; meaning that there is a twofold improvement in the DFT 
calculations. However this relies on there being a clear separation between core and 
valence electronic states, i.e. no overlapping, which is true for many elements but in 
germanium for instance this is not the case. Results collected as part of this thesis then use 
all-electron calculations when the separation between core and valence electronic states 
was compromised. 
3.6  Dispersion correction 
DFT has proved to be a versatile and efficient scheme for modelling many chemical 
processes and electronic materials but has not, until recently, explicitly accounted for non-
covalent forces such as hydrogen bonding or van der Waals interactions (molecules 
bonded in this manner are said often to be adsorbed). Van der Waals interactions are the 
attraction forces from three types of dipole interaction: Keesom forces between two 
permanent dipoles, Debye forces between a permanent dipole and a corresponding 
induced dipole and the London dispersion forces between two instantaneously induced 
dipoles. These dipole forces are dynamic in their application and are based on strong local 
(< 5 Å) electron-nucleus interactions but long range (> 10 Å) electron density changes of a 
system, known as a long-range interaction tail. This poses a fundamental problem to a 
theory whose results for total energy of a system are based on the electron density profile 
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on a smaller, often periodic, cell. Alternative calculation methods such as Green’s 
functions and Quantum Monte Carlo methods can account for ubiquitous van der Waals 
but are computationally expensive, inefficient and can subsequently only model small 
systems (< 30 Å3). Recently several damped atom-pairwise, semi-empirical dispersion 
correction methods have been developed to overcome these problems for DFT without 
compromising on the relatively low cost first principles evaluation. The most well-known 
and implemented schemes are those proposed by Ortmann, Bechstedt and Schmidt [16] 
(2006), Grimme [17] (2006), Jurecka et al. [18] (2007) and Tkatchenko and Scheffler [19] 
(2009). Several review and comparison studies have since been conducted: blind testing 
structure and polymorph predictions of molecular crystals [20], ordering of polymorphs by 
their energies [21] and the structure and energetics of adsorbed azobenzene on copper, 
silver and gold [22].  
The semi-empirical dispersion correction accounts for long-range interatomic 
interactions by the addition of an isotropic potential of the form  6      
 6, where  6    is a 
material specific dispersion coefficient between atom i and j at a distance    . The profile 
of the potential close to the absorbates is subject to dipole moments and these are well 
accounted for by standard DFT methods so the long-range dispersion correction is 
multiplied by a dampening function  (   
     )  [16], which reduces the long-range 
contribution to zero within a calculated cutoff radius    
 ; a combination of the van der 
Waals radii of the atom pair i and j. The overall change to the DFT calculation is then a 
simple addition of this factor to the original DFT total energy,     , given by: 
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(3-29) 
where Si and SR account for differences between dispersion correction functionals and 
describe the short and medium range interactions.  The results of including this correction 
are most evident for bilayer graphene where, in the AB stacking configuration, the 
interlayer separation is calculated to be 4.29 Å for GGA (PBE [10]) and 3.25 Å for LDA (CA-
PZ [12, 13])  whereas the dispersion corrected PBE + Grimme is 3.26 Å and LDA + OBS [16] 
is 3.13 Å, with experimental tests [23] of AB stacked graphite record the spacing as 3.34 Å. 
The LDA method has historically been viewed as overestimating the bonding strength and 
reducing the bond length, whereas GGA has underestimated the bonding strength and 
overestimated the separations. We can see from the changes due to the dispersion 
correction that the GGA results are brought more in line with experimental results and are 
expected to be producing a good compromise between underestimated bonding from 
pure GGA calculations and the additional van der Waals components. 
3.7 Electron dispersion curves 
A major consideration in the analysis of electronic properties is the electron dispersion 
curves which describe the electronic states present in the modelled system and how the 
energy level changes with the state’s crystal momenta. Several important properties can 
be extracted from them such as the identification of direct or indirect band gaps, 
activation energy of valence to conduction band transitions, electron group velocity or 
Fermi velocity and stability, based on the occupation of anti-bonding states. The nature of 
the electronic states is almost exclusively sampled in the first Brillouin zone by following a 
material specific and common path of high symmetry points, this provides the best 
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comparable results with experiments, such as angle resolved photoemission spectroscopy, 
and other ab initio results. Constructing the electron dispersion curves can be done in 
several ways with DFT or Green’s function [24] based techniques or via first principles 
analysis of molecular interactions such as the nearest neighbour approximations that form 
the tight binding models [25]. Often these methods are complementary and can serve to 
inform results calculated from either method; for instance the so-called “Mexican hat” 
shape of the pz bonding, π, and pz anti-bonding, π*, molecular orbitals of graphene 
emerge in the calculations done with DFT but are understood and interpreted by applying 
the tight binding model, which we will show here. To do this we begin by summing the jth 
Bloch wave,   ( ⃑   )  given in (3-8) over N electronic states, 
  ( ⃑   )  
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∑   ⃑
   ⃑      (   ⃑    )
 
  1
   (3-30) 
which can be written as a linear combination of functions: 
  ( ⃑   )  ∑    ( ⃑ )  ( ⃑   )
 
  1
   (3-31) 
From the Schrödinger equation we get the energy of the jth band as: 
  ( ⃑ )  
⟨  | ̂|  ⟩
⟨  |  ⟩
 
(3-32) 
substituting in (3-32) 
  ( ⃑ )  
∑    
    ⟨  | ̂|  ⟩
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(3-33) 
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The energy can then be minimised with respect to the coefficients 
   
    
 ⁄    and 
simplified with      ⟨  | ̂|  ⟩ and      ⟨  |  ⟩ to become: 
∑       
 
  1
   ∑    
 
  1
      (3-34) 
For graphene which has two atoms in its unit cell, A and sublattice B, the summation can 
then be written in matrix form as: 
(
      
      
) (
   
   
)    (
      
      
) (
   
   
) (3-35) 
which can be shortened to          , where S is the overlap integral and the 
eigenenergies are then given by    (     )   . From (3-35) each matrix element can 
be taken in turn; for the Hamiltonian matrix elements we assume here that the dominant 
interaction occurs for atomic sublattice A with itself and its next nearest neighbour atom 
B, i.e. no contributions from atom A to atom A in the next nearest unit cell (the third 
nearest neighbours, see Reich [25]), therefore:  
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∑ 2 
 
  1
  2  (3-36) 
where we have assumed the dominant contribution is from A with itself, i.e.  ⃑      ⃑    , 
⟨  (   ⃑    )| |  (   ⃑    )⟩ then gives the self-energy  2  and there is expected to be 
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no difference between sublattices A or B,           2 . For interactions between 
sublattice atom A and its three nearest neighbour B atoms: 
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  ( ⃑      ⃑    )⟨  (   ⃑    )| |  (   ⃑    )⟩
3
  1
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∑∑   ⃑
    
3
  1
 
  1
     ( ⃑ ) (3-37) 
where    refers to pz atomic orbitals that have rotational symmetry, therefore 
⟨  (   ⃑    )| |  (   ⃑    )⟩       , the hopping integral between nearest 
neighbour atoms; often referred to in the literature as t. All three nearest neighbours are 
equivalent hence we are only concerned with the position of atom B relative to atom A, 
 ( ⃑ )  ∑    ⃑
    3
  1 , and invariant across the graphene sheet therefore does not change 
from i = 1…N or for atomic sublattice B,       . Turning to the overlap integral, S, 
similar assumptions are applied which leads to off diagonal matrix elements of the form 
       ( ⃑ ) and the diagonal matrix elements are limited to the overlap of atoms A and 
B with themselves, i.e.          . Equation (3-35) then becomes: 
(
 2     ( ⃑ )
    
 ( ⃑ )  2 
) (
   
   
)    (
    ( ⃑ )
   
 ( ⃑ )  
) (
   
   
) (3-38) 
and the eigenenergies and corresponding solution takes the form, 
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   (
 2    (      ) ( ⃑ )
 (      ) 
 ( ⃑ )  2   
)    
   
 2    √   
    √   
   (3-39) 
where      ( ⃑ )  ( ⃑ )   (     ) 
 (     ) which can be resolved across the first 
Brillouin zone: 
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   (3-40) 
Equation (3-40) is further resolved at the Fermi level, for a low energy range, by taking 
small changes in k around the K point.  Again by selecting a ‘path’, e.g. M → K and K → Γ, 
we can sample the band structure around the whole K point. We have chosen  1  
(  
4 
3 
) and  12   1  (
 
√3 
 
3 
3 
)   from (3-7) to simplify part of the derivation. For 
M → K we define kx and ky by use of trigonometry as: 
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 (3-41) 
where δ is a small deviation along the K → M path away from the K point. Substituting into 
(3-40) and by use of the series expansions and only retaining the 1st order terms (3-39) 
becomes: 
   
 2    
√ 
   
    
√ 
   
   
(3-42) 
For δ deviations along the K → Γ path kx does not change and    
4 
3 
  ; once again, 
following a substitution into (3-40) equation (3-39) becomes: 
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(3-43) 
demonstrating that the electronic band structure at low energies around the K point is 
linear and symmetrical. There are variations of the tight binding model that include 
increasingly complex elements of the atomic interactions such as varying the overlap 
integral s0 as well as the inter-atomic hopping integral or including third nearest neighbour 
hopping interactions. Examples of these variations are shown in Figure 3-3 and these 
results are not only useful for understanding that the electronic structure of graphene 
emerges from its ‘honeycomb’ geometry and hopping between px orbital states but also 
suggests that crystals that share these properties, such as silicene and germanene, should 
exhibit similar low energy linear dispersion behaviour. That being said the tight binding 
theory cannot resolve the key variables,   , s0 and  2 , without fitting to results calculated 
via alternative methods, such as DFT, or estimated experimentally. It is also limited to 
those bands which arise from bonding states that are correctly treated by the nearest 
neighbour approximation.  
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Figure 3-3. Solutions for four variations of the tight binding model of the graphene π and π* bands: linear k.p, s=0, 
s=0.129 (Saito parameter [26, 27]), third nearest neighbour included (Reich [25]); the image is from Ref [28]. 
DFT and other similar methods do not have these limitations and can reproduce the 
band structure of any given molecular system as it is based on explicit calculation of 
electron integrals and not their parameterisation to fit experimental data. Although this 
benefit also means that the interpretation and drawing of conclusions from specific bands 
in the dispersion curves becomes more difficult which is why the process is usually 
complemented with tight binding models. Figure 3-4 shows the DFT results for single layer 
graphene and the data which is produced must later be categorised where possible, in this 
instance by highlighting the π and π* bands in red. For more complicated band structures 
much of the orbital analysis is not currently directly possible with the exception of Γ-point 
calculations. Figure 3-4b shows the focused results for graphene around the K-point which 
is where the linear dispersion behaviour, Fermi velocity and semi-metal properties are 
derived. Where the electronic state group velocity     ⁄  is related to Fermi velocity, vf, 
and hopping integral via 
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(3-44) 
The majority of the properties most interesting for electronic engineering purposes 
relate to the nature of this small energy range of the wide ranging electron dispersion. In a 
semi-conductor the band structure exhibits a gap between the conduction bands above 
and the valence band below the Fermi level and this gives rise to the optical absorption 
and electronic switching properties which provide transistors for the electronics industry. 
The effective mass, m*, is another such property of an electronic material which can be 
calculated from the electron dispersion relation, where: 
 2 
  2
 
 2
  
   (3-45) 
The effective mass impacts many technological applications from the efficiency of solar 
cells to the electron mobility in integrated circuits. Therefore accurate calculation of the 
electron dispersion curves and good consistency between analysis methods is crucial.  
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Figure 3-4. DFT results for single layer graphene a) in full across the first Brillouin zone and b) around the K-point 
where the linear band dispersion is derived. The bands highlighted in red are those associated with the π and π* 
molecular orbitals.  
3.8  Treatments of the vibrational properties 
The understanding of vibrational properties is wide ranging and has a variety of scientific 
and engineering applications; from acoustic or sound waves in all known media, be them 
gaseous or solid, to micro scale thermal conductivity and nano scale conduction 
properties. At small scales, where quantum considerations must be addressed, the 
π* 
π 
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vibrational modes are often referred to by their quantised, particle-like component the 
phonon. In periodic structures, such as crystals, vibrational properties are inferred from 
analysis of the phonon dispersion curves usually mapped out across the Brillouin zone by 
following a path of high symmetry points. When discussing the vibrational properties of a 
material it is helpful to break the topic down into four sections: the real and periodic space 
understanding of the vibrational modes; the theoretical treatment of vibrational 
properties, with respect to quantum many body theory; the electron-phonon coupling 
characteristics including calculable parameters; and the experimental techniques available 
to verify the calculated results.  
3.9  Vibrational modes in graphene 
We review here the vibrational modes in graphene and graphite due to their relatively 
simple hexagonal ‘honeycomb’ structure. To identify the vibrational modes in a material 
one first identifies the degrees of freedom, which follows the formalism 3N for three 
dimensional degrees of freedom and N atoms in the primitive unit cell. Therefore 
graphene, with two atoms in its unit cell, has six degrees of freedom and six vibrational 
modes. The next step is to identify the acoustic and optical vibrational modes. There are 
three acoustic modes in graphene and are named as such because acoustic modes dictate 
the speed of sound and have longer wavelengths compared with the optical modes which 
have atomic motions which are out-of-phase with one another in response to electro-
magnetic waves. These are easiest to distinguish at high symmetry points, such as the Γ 
point, where the momentum change integrated across the unit cell is zero. Figure 3-5 
shows the real space interpretation of the in-plane transverse optical (Figure 3-5a) and 
acoustic (Figure 3-5b) modes, where the distinction between the atoms vibrating in 
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opposing or parallel directions is most evident. Figure 3-5 also demonstrates why the 
frequency of the acoustic vibrational modes is zero at Γ because it corresponds to a 
translation at infinite wavelength. At low momentum or long wavelength modes, i.e. as 
the wavelength approaches infinity, the frequency of the acoustic mode with respect to 
the wave vector,  ⃑ , tends to zero in an approximately linear relationship, the slope of 
which gives the group velocity and speed of sound. 
 
Figure 3-5. Graphene’s in-plane transverse a) optical and b) acoustic vibrational modes at the zone centre, Γ in real 
space; the frequency of the acoustic mode is by definition zero at Γ. 
The significant vibrational modes in graphene relate to three sets of optical and 
three sets of acoustic vibration modes: longitudinal, in-plane transverse and out-of-plane 
transverse optical and acoustic modes (LO, iTO or TO, oTO or ZO, LA, iTA or TA and oTA or 
ZO respectively). Figure 3-6 shows the real space LO (Figure 3-6a, red arrows) and TO 
(Figure 3-6a, blue arrows) modes at Γ, better known as the doubly degenerate E2g modes 
and figure 3-6b shows the “radial breathing” TO mode at the K point better known as the 
A1’ mode. This highlights an important factor when analysing the vibrational properties of 
a given material, which is the momentum change of a vibrational mode. It can be clearly 
a) b) 
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seen in Figure 3-6b that the primitive unit cell (blue kite) does not reproduce the 
vibrational nature of the A1’ mode and this is because there is a non-zero momentum 
summation within the unit cell. The consequence of this is that whenever there is an 
interaction between this vibrational mode and a carrier such as an electron, there is no 
conservation of momentum. In practice this emerges as the scattering of an electron 
across the electronic band structure establishing so called vibrational states. The concept 
of vibrational states is more common in the treatment of semiconductors with indirect 
band gaps, where the lowest energy conduction state and the highest energy valence state 
are separated in momentum space and a vibrational state is necessary to facilitate 
electron hole recombination. Although in direct band gap materials a similar process 
results in an inefficient recombination as electrons are scattered away from states that are 
above one another in an E(k) plot. In this instance emission or absorption of light is subject 
to inefficiencies related to the scattering rates of the electron-phonon interaction; 
highlighting the importance of understanding the correlation between phonon 
momentum values and the mapping of electronic states in the first Brillouin zone. In 
graphene electron-phonon interactions with a non-zero momentum change are 
dominated by the scattering from the electronic K to K’ valleys due to vibrational modes 
with a  ⃑  momentum vector. The profiling of vibrational modes is done with phonon 
dispersion curves and will be discussed here. 
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Figure 3-6: Shown here are the three significant modes of vibration in graphene, pertinent to this project, the 
longitudinal and transverse optical modes (inset a; LO = red arrows, TO = blue arrows) and a radial breathing mode 
(inset b; black arrows). Included on inset a) is the outline of the unit cell for graphene, where two atoms and periodic 
boundaries can represent the whole crystal lattice; identifying the unit cell helps interpret the differences between 
the vibrational modes. 
3.9.1 Phonon dispersion curves 
As with the electronic band structure, the vibrational properties for the entire crystal can 
be projected on to the first Brillouin zone and sampled by following a path between high 
symmetry points. The speed of sound is taken from the slope of the acoustic modes near 
to Γ, i.e. from the low momentum long wavelength vibrational modes, taking the group 
velocity 
   
  
. The  ⃑  values expressed on the x-axis represent the momentum of the phonon 
and are directly comparable to the changes of the electron crystal momentum that occur 
due to the absorption or emission of a phonon. The thermodynamic properties of a 
periodic structure are also completely described by the phonon dispersion curves and the 
 
 
 
 
 
 
 
 
 
   
a) b) 
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phonon density of states determines the heat capacity of the crystal. At zero Kelvin a 
crystal lies in its ground state and contains no phonons or vibrations, other than zero point 
vibrations with energy 
1
2
   associated with the uncertainty principle. In non-zero 
conditions there are variations in the energy across the crystal that produces random 
crystal oscillations known as thermal phonons; these random lattice vibrations are in fact 
what is commonly referred to as heat. Most thermal transport properties are a 
consequence of the acoustic phonons because the group velocity for optical phonons is 
comparably low, where the heat flux due to a phonon mode q is the product of the 
average phonon energy and the group velocity. For electronics purposes though the 
optical phonons are the most disruptive and important phonon modes. 
 
Figure 3-7. Full phonon dispersion for graphene, taken from DFT calculations in Ref [29]. 
Figure 3-8 shows similar dispersion curves as those given in Figure 3-7 for graphene, 
although they are for graphite. Figure 3-8 also shows inelastic x-ray scattering results that 
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demonstrate the validity of the DFT calculations. The experimental results closely map the 
ab initio results and the errors are reported as being smaller that the dots. 
 
Figure 3-8. Taken from Ref [30], illustrated here are the DFT calculated phonon dispersion curves for graphite 
compared with inelastic x-ray scattering experimental data, given by the dots. Several of the vibration modes are 
labelled and these are very similar to those expected with graphene. 
3.10  Theoretical treatment of vibrational properties 
Electron-phonon interactions have been the subject of theoretical study for over 60 years 
and have led to a fundamental understanding of superconductivity, ballistic and 
conventional thermal transport and scattering of electronic carriers. Much of the 
development in addressing these problems has kept pace with advances in computational 
power and efficiency because the quantum many-body theory that underpins it is 
increasingly computationally expensive with greater sizes of the unit cells and with the 
integration of increasingly complex factors such as van der Waals interactions or hydrogen 
bonding. The introduction of DFT has been a major contribution to recent studies of 
electron-phonon interactions for two main reasons. Firstly DFT relies upon sequential 
calculations to find an energy minimum of the system; this iterative process lends itself 
nicely to vibrational states as the small atomic displacements can be tested in comparison 
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with the ground state system. Secondly the treatment of the long range electron density 
profile; recall the two basic effects ions have on the electronic states: a) the crystal lattice, 
made up of positive nuclei, creates a periodic potential which conducting electrons 
interact with and causes the formation of Bloch waves in the Fermi gas; b) electron-
phonon coupling where the carriers can be scattered by lattice vibrations or their 
momentum can be absorbed, creating lattice vibrations. Point a) can be ignored because 
phonon modes are relatively long-wavelength effects where the difference between Bloch 
waves and plane wave approximations are negligible [31]. Therefore it is possible to treat 
the phonons as lattice effects on the Fermi gas that already accounts for the crucial long-
range Coulomb interactions, as is the norm in DFT. Interestingly to ignore the long-range 
Coulomb interactions would reproduce the classical ball and spring, harmonic oscillator 
approximation. If one were to include the long-range Coulomb effects but ignore the 
electron-phonon coupling on the other hand issues with the nature of acoustic modes in a 
charged system emerge. To explain this consider a three dimensional solid with 1 atom in 
the unit cell. There are 3 modes of oscillation associated with the 3 degrees of freedom 
each of which would be acoustic in nature, ωk
λ. Following this approximate scenario the 
longitudinal acoustic mode is lifted to the ionic plasma frequency by the long-wavelength 
Coulomb interactions,    
    (   
2 2 
 ⁄ )
1
2⁄
. It is well known that for each 
spontaneously broken continuous symmetry there should exist an acoustic mode, as per 
the Goldstone theorem [32], but this is violated by the long range Coulomb forces and the 
vibrations of the ion fluid at    
    occur for the same reason they do for electrons (relative 
to mass differences). Inclusion of electron-phonon coupling resolves this by screening the 
long range effects of the Coulomb forces, establishing a finite interaction length. 
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Generalised gradient approximations intrinsically account for these effects due to their 
treatment of charge density spread across a periodic structure. Before we move on to the 
specific ways that DFT approaches vibrational perturbations in a geometric structure, it is 
helpful to examine the derivation [31] of the electron-phonon coupling elements from the 
full Hamiltonian for the system. Firstly we define: 
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(3-47) 
where    
  is a phonon creation operator with wave vector     ⃑   ⃑   and polarisation λ, 
 ̂   is the unperturbed phonon Hamiltonian and is the sum of 3N independent harmonic 
oscillators in 2nd quantised form,  ̂     is the bare Coulomb matrix element  (  )  
   2
  2⁄
. ̂    is the electron-phonon Hamiltonian and, if one assumes the potential of the 
ions are rigid then, it can be derived as follows: 
 ̂    ∑∫  
 ( )  ( ) (   ⃑  )  
3 
  
 (3-48) 
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where  ⃑   is the lattice ion position after a displacement  ⃑   from its equilibrium position 
 ⃑  
 , this can be extended to  ⃑   
 , α = 1 … m atoms per unit cell. Equation (3-48) can be 
expanded in powers of  ⃑   for small amplitude vibrations: 
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   (3-49) 
Expanding the field operators ψς in terms of Bloch waves: 
 ( )  ∑  ⃑    ⃑ ( )
 ⃑ 
 (3-50) 
where 
  ⃑  (   ⃑
 
 
 )     ⃑   ⃑  
 
  ⃑ ( )  
(3-51) 
then applying the periodicity   ⃑  
  (   ⃑  
 ) and a Bravais lattice vector shift (3-49) 
becomes: 
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(3-52) 
By making use of a 2nd quantisation technique [33] applied to the displacement,  ⃑  
becomes 
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where λ denotes the branch index of the vibrational modes at  ⃑  (recall there are six for 
graphene), vectors   ( ⃑ )  are the polarisation vectors and satisfy the orthogonality 
condition ∑   
 ( ⃑ )    
  ( ⃑ )       and 
  (  )  
 
√   (  )
(  (  )    
 (   ))   (3-54) 
Consequently (3-52) and (3-53) can be substituted into (3-49): 
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where we can say that due to momentum conservation and summing over j,     ⃑   ⃑ ′  
   (   = a reciprocal lattice vector). Resolving (3-55) for 
  ⃑  ⃑    (  ⃑  ⃑    
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 (3-56) 
describes the scattering of an electron from state  ⃑ , to  ⃑ ′, due to an electron-phonon 
interaction with amplitude   ⃑  ⃑    and phonon momentum   . For the purposes of solving 
this with DFT methods it is helpful to write (  ⃑  ⃑    
 (  )) as the transition between two 
states due to phonon   , subject to the Kohn-Sham potential    ⃑  and charge density    ⃑  
to give: 
|  ⃑  ⃑   ⃑ |
2
 |⟨ ⃑      |   ⃑ [   ⃑ ]| ⃑   ⟩| (
 
    ⃑ 
) (3-57) 
where the strength of the transition process can be described in terms of the electron-
phonon coupling matrix element  ( ⃑   ⃑ )   ⃑  ⟨ ⃑
      |   ⃑ [   ⃑ ]| ⃑   ⟩. 
78 
 
Aside from the calculation of the electron-phonon coupling matrix elements the use 
of ab initio, in this case DFT, to analyse the vibrational properties of atomic systems means 
that structures that have not been isolated experimentally can be examined. As ab initio 
methods have developed so too has the confidence in their predicted geometric energy 
minima. Subsequently it is now possible to predict the stability of unique geometric states 
which has led to accurate modelling of the molecular dynamics of chemical systems.  In 
crystal structures the presence of imaginary vibrational modes or negative frequency-
squared phonons, ω2 < 0, is indicative of an unstable atomic geometry [34]. We discuss the 
significance of imaginary frequencies in a later section but it is important to note here the 
importance of their emergence. In the past, discovery of imaginary frequencies in 
simulated systems was a major cause for concern and was invariably followed by 
debugging efforts to isolate the simulation failings. It is now possible to not only predict 
the stability of a tested system unavailable experimentally but also possible to predict the 
exact nature of the failure mode and predict growth mechanisms in a dynamic system. 
Graphene is a good example of a structure that was expected to be thermodynamically 
unstable, where the one atom thick carbon sheet was expected to crumple up due to 
lattice vibrations. It was not until experimental isolation of a sample was confirmed in 
2004 that theoretical predictions were set aside. It is interesting to note that had density 
functional perturbation theory been implemented and available at the time then it would 
have predicted a stable structure as was found during the course of this study. There are 
now two well established methods for implementing vibrational theory: periodic linear 
response and supercell finite displacement methods. 
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3.10.1 Linear response method 
Also known as density functional perturbation theory (DFPT), the linear response method 
[35] is one of the more established and widely used methods to calculate lattice dynamics. 
Apart from the obvious use as a method of predicting vibrational properties like those 
aforementioned, it has also been applied to computation of the second derivative of the 
total energy with respect to a given perturbation. Depending on the nature of the 
perturbation, this provides access to a variety of other important properties such as 
dynamical matrix elements, nuclear magnetic resonance response for a modelled 
magnetic field, elastic constants from unit cell vectors and dielectric response in an electric 
field. The linear response method relies on the harmonic force constants matrix which can 
be calculated by differentiating the Hellmann-Feynman forces on atoms, with respect to 
ionic coordinates [5]. Firstly we outline the contributions to the harmonic force constant 
matrix as follows: 
       
       
     (3-58) 
where   
    can be evaluated from the Ewald summation method [36], the electronic 
contribution is then obtained by application of the Hellmann-Feynman theorem,  
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(3-59) 
Here the function is evaluated for the  th atom in the   th unit cell,    is the unperturbed 
electronic charge density,   
  ⃑ ⁄
 is the electron density response to lattice displacement 
and      is the Kohn-Sham form of the electronic potential (as outlined in section 3.4 ).  
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The changes to the electron density due to a distortion of the atomic positions are 
assumed to be linear and this in turn has a calculated consequence for the force constants 
matrix. By use of first-order perturbation theory we can express the Fourier components 
of   ( ) as: 
  (     )
 
 
  
∑∑{
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(3-60) 
where v refers to valence band, c the conduction band and    is the phonon wave vector 
corresponding to the displacement  ⃑ . As a result the second order change in energy 
depends on the first order change in electron density due to the variational principle of 
the density functional formalism. The process is very similar but opposite to the geometric 
optimisation procedure which relies on movements of the atomic position to find energy 
minima as the total energy is a function of the electron density. The DFPT method on the 
other hand aims to minimise the second order changes in total so that the first order 
changes in electron density, wavefunctions and potential [37, 38] are dominant. The 
electronic second order energy function that is minimised takes the form: 
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where the superscripts (0), (1) and (2) refer to the ground state, 1st and 2nd order changes 
respectively and a similar process is followed for the ionic terms in the total energy. To 
find the minima for this functional with respect to the 1st order wavefunctions, CASTEP 
employs the preconditioned conjugate gradients scheme [39]. The dynamical matrix of a 
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phonon,   , is then calculated from the converged 1st order wavefunctions and densities. 
Comparing with other methods, such as the original Green’s function, it has been found 
that because DFT relies on the variational principle it produces more accurate results. 
Baroni et al (1987) [40] did suggest a similar method for Green’s functions and in principle 
they should converge to the same solution but it was found that DFPT was more accurate 
and robust. This is in part due to the evaluation of the second order energy directly 
following the calculation of the first order change in wavefunctions  (1). As the second 
order energy is not stationary with respect to first-order errors in  (1) it is expected that 
the variational scheme postulated by Gonze (1997) [38] is more accurate. That being said 
linear response theory suffers from several intrinsic problems; principal among them is 
that the solutions are based entirely on reciprocal space calculations and are therefore 
limited to primitive or small unit cells which introduce boundary condition errors. There 
are many reasons that the theoretical calculations have fundamental errors: random 
number generation, inaccuracies of the underlying theory, precision of the variables; but 
these are usually considered the ‘noise’ of the computational method. The problem with 
periodic boundaries is that they compound these sources of noise the more they are 
‘crossed’ or relied upon, which is especially a problem for long wavelength acoustic modes 
and even more so around the Γ point. Therefore other methods of calculating the phonon 
properties have been developed including the finite displacement method. 
3.10.2 Finite displacement method 
The finite displacement, or supercell method, relies on the calculation of forces 
experienced by ions given a perturbation projected onto a supercell structure which is 
defined by a cut-off radius, e.g. in later silicene calculations a 5 Å radius equates to a 
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supercell volume nine times larger than the primitive cell. The dynamical matrix contains 
all the information regarding the interaction between atoms, including spring constants φ, 
and it forms the basis from which phonons are calculated. If we describe atom K in a 
primitive cell l, having mass mK, being displaced by a lattice vibration from its ground state 
by  ⃑ (
 
 
) then the forces on each atom are given by 
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 (3-62) 
Or by use of the second derivative of the total energy E: 
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For a normal vibrational mode the angular frequency ω is then defined by a motion where 
  (   )      
2 ⃑ (   ). Projecting the vibrations on to a supercell like this is more like 
treating the vibrational modes in real space. Therefore for any two ‘equivalent’ atoms K in 
different primitive cells there will be a difference in the phase of their motion given by 
      , where     is the vector between primitive unit cells. To resolve the equations of 
motion of the phonons we define mass reduced coordinates  (
 
 
)  √   ⃑ (
 
 
) and use 
(3-62) to construct an eigenvalue problem at each wave vector   : 
  2    (  )   (3-64) 
where we can now define the Fourier-transformed dynamical matrix, 
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For each wave vector   , diagonalisation and solution of  (  ) gives the frequencies and 
eigenvectors,   , of normal modes at   , which can then be projected on to the first Brillouin 
zone of reciprocal space. This supercell method may at first glance seem to suffer some of 
the same limitations of the linear response method, in that it is still subject to a limited 
radius and then boundary conditions, but in reality the non-Coulombic contribution decays 
rapidly with distance. Additionally the calculation of the dynamical matrix for all atom 
pairs in the supercell is sufficient to give phonons at all wave vectors commensurate with 
the supercell and this is because the forces are calculated to include all long-range 
contributions from neighbouring supercells, and not only is the noise reduced intrinsically 
for calculations of the forces, the reduced reliance on the periodic nature reduces the 
compound noise effects [41]. For example, in the calculation of longer wavelength 
acoustic phonons around Γ, a single supercell can fully describe the phonon mode within 
one boundary of the specified cut-off radius, before including momentum contributions 
from other cells. 
3.11  Significance of imaginary frequencies 
Historically the phonon calculations that resulted in imaginary frequencies were 
representative of poorly converged geometric optimisations which would cause those 
working with the computational method to revisit the geometric structure to resolve the 
true ground state. As theoretical methods have improved and confidence in their 
predictions has emerged the understanding and application of the imaginary frequency 
vibrational modes has developed. Figure 3-9 shows a common transition state diagram 
where there is a local minimum in the potential energy of the system, point B, 
geometrically close to the true ground state A. The historic occurrence of imaginary 
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frequencies can be understood by conceptualising the consequences of calculating the 
phonon dispersion curves for a transition state. In this instance if the system’s vibrational 
properties were to be calculated at point P then the imaginary frequencies would emerge 
for the atomic motions that shift the geometry towards state A or B, i.e. a perturbation 
state given by A’ or B’, where the energy of the perturbed system is actually lower than 
the initial (unstable) state P. The development of ab initio methods then is more akin to 
having a well converged geometry optimisation to the local minimum, B, but the 
perturbation acts to shift the system into the potential well of geometry A, given by the 
red arrow. Although state A remains the true ground state, and is ultimately the significant 
configuration, the identification of a particular perturbation that transforms the system is 
of physical significance. It describes the mechanical instability, which in many cases is 
thermally activated, allowing this ab initio method to define the kinetic mechanism by 
which a system dynamical changes from one state to another. For instance it will be 
shown in silicene that small out-of-plane vibrations will cause the metastable planar 
geometry to transition to its low-buckling geometry. 
 
85 
 
 
Figure 3-9. Generic transition state potential energy diagram, state A represents the lower energy configuration and 
the true ground state, state B is a local minimum and P is the transition state where imaginary frequencies will be 
largest.  
3.12  Electron-phonon coupling background 
Given here is a review of some of the historical aspects of the electron-phonon coupling 
properties which were not necessary as part of the literature review into the theories 
made use of as part of this work. Instead this background is provided to establish some of 
the theoretical shortcomings and where modern quantum chemistry methods have 
emerged. The electron-phonon coupling, as a complete theory, has its roots in 
explanations of conduction in metals. The drunken walk nature of traveling electrons is 
known to be caused by scattering either with imperfections in the crystal, i.e. impurities, 
dislocations or edges, or by interacting with lattice vibrations or phonons. In 1950, 
Bardeen and Shockley [42] started to model the effects on mobility caused by crystal 
deformations. This was done by analysing the changes to the energy band structure, akin 
to a nearest neighbour approximation similar to that detailed in Chapter 3. Crucially the 
difference between this and future work was that Bardeen’s 1950 version of the 
 
 
P 
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deformation potential was modelled by changes to the electronic band structure. It was 
understood that the wavelength of traveling electrons in a metal was so large that only 
long wavelength acoustic phonons could interact; a semi-classical interpretation. This 
approximation is valid for metallic systems where the density of states is such that there is 
an abundance of filled and empty states that match up, in terms of exclusion principles 
relating to spin, conservation of momentum and energy. Whereas in semi-metal, 
semiconducting or insulating materials there are several selection rules which must be 
considered, such as those pertaining to Raman and Infrared spectroscopy, detailed in 
Section 3.13.1.  Bardeen, Cooper and Schrieffer later (1957) developed a theory of 
superconductivity [43] that detailed how the lattice deformations, or the electron-phonon 
coupling, acts to overcome the Coulomb repulsion experienced by electrons in a 
conducting ‘free’ space. In superconducting materials the quantum properties of electron 
states meant that a coupling of electrons was created via phonon interactions that were, 
in part, unique to the coupled electrons. It became a well understood condition for 
superconducting materials that a transition temperature was approached that initiated 
superconducting behaviour [44, 45]. We now know that was due to the suppression of 
many of the other phonons present in the metallic crystal, which otherwise act to 
compete with the phonon coupling process in a similar manner to scattering events. 
Subsequent interpretations of this work, especially work by McMillan [45], collected 
several aspects of the electron-phonon coupling into a dimensionless constant, λ: 
   ∫  2(  ) (  )
  
 
   
  
    (3-66) 
where F(ωq) is the phonon density of states, ω0 is the maximum phonon frequency and 
α2(ωq) is the average of the electron-phonon interaction. This was experimentally 
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confirmed by use of neutron spectroscopy [44], which gives rise to the phonon density of 
states at a given frequency. This description was later revised to include semiconducting 
materials where shorter wavelength electrons were known to be more prevalent, and it 
was then that optical phonons were included into the theories of electron-phonon 
coupling [46]. The issue then introduced was that the reduced density of states meant 
that, due to the Exclusion Principle, fewer interactions matched the criteria required for 
electron transitions to neighbouring states. One of these important criteria is the 
conservation of momentum. In modern many body quantum theories the deformation 
potential is treated more rigorously; as a transition of an electron between two energy 
states, as is outlined in Section 3.10  
The electron-phonon coupling has implications outside superconducting metals and 
quantum interference; for example, it is the limiting factor for ballistic transport in metallic 
carbon nanotubes [47]. The quasiparticle description of excitons in a Fermi liquid, or more 
specifically the lifetime [48], is a direct consequence of how well the electrons and 
phonons couple together [49]. However it is the more exotic consequences of the phonons 
that are of interest in graphene as they allow a unique opportunity to examine extreme 
features found in its phonon spectra [50]. For example Kohn anomalies [51], where the 
phonon energies alone are enough to excite electrons into the conduction band via 
phonon absorption; and Peierls distortions, where distortions in a 1D metallic crystal cause 
a band gap to emerge to compensate for the strain induced in the system by the 
distortion.  
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3.13  Experimental methods for testing vibrational properties 
3.13.1 Raman spectroscopy  
As a characterisation method the Raman techniques are generally accepted as one of the 
least invasive tests you can do, except in cases where the laser power can damage the 
sample (usually through heat damage). This is because it relies on electron-phonon 
interactions that are intrinsic to every material [52]. The exchange process results in an 
electron being scattered from one quantum state to another; therefore this is most likely 
to occur in the conduction band, where empty states are available in the sample. This 
phonon process either adds or subtracts from the energy of the electron. Infrared (IR) 
spectroscopy is a complementary analysis, which is similar to Raman spectroscopy in its 
physical process, although exclusively due to IR light absorption. Both though are subject 
to selection rules, hence they are usually conducted together. The selection rule for IR 
active vibrations is that the vibration must change the dipole moment of the 
crystal/molecule. A permanent dipole is not necessary as will be shown in the case of 
bilayer graphene. For Raman active vibrations there must be a change in the polarisability, 
i.e. the ease of deformation of the electron cloud; for example the vibrational modes of 
CO2 shown in Figure 3-10. 
 
Figure 3-10. Example of CO2 vibrational modes and their IR or Raman activity. 
Symmetric stretch 
IR active 
Raman inactive 
IR inactive 
Raman active 
IR active 
Raman inactive 
Asymmetric stretch Bend 
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During the Raman experiment, light is used as a probe by exciting the electrons to 
the conduction band and measuring the changes in energy caused by absorption or 
emission of phonons. This means that Raman spectroscopy is fundamentally dependent on 
the electron phonon interaction and has been used by a number of authors to hint at 
features in the phonon dispersion [50, 53, 54]. One of the most useful outcomes of the 
Raman phenomena is that the phonon energies are molecule and bonding specific, hence 
providing a kind of fingerprint to catalogue various types of, in particular, carbon 
structures [53, 55, 56]. Other useful information can be collected from the Raman spectra, 
for instance: the probing of the electronic band structure of various materials [57, 58], the 
metallic or semiconducting nature of carbon nanotubes and some clue to their diameter 
[53]; all made possible by the electron-phonon coupling. After the collection of many 
Raman spectra for graphite  [59], some interesting detail about the phonon process 
started to emerge, namely the double resonant scattering process [60]. It is the double 
resonant scattering process that would later become the primary way of identifying SLG 
[61-64]. This will be covered in more detail after we have considered some of the 
limitations intrinsic to the Raman process the aforementioned selection rules. To 
understand this in more detail the experimental procedure must first be examined more 
closely.  
3.13.2 The Raman experimental procedure 
The Raman process relies upon inelastic scattering of incident photons from a 
monochromatic light source. This source is usually a laser in the visible, near infrared or 
near ultraviolet part of the electromagnetic spectrum. The incident laser is then focused 
down to a few micron sized spot incident on the sample. Figure 3-11 gives a schematic 
representation of the Raman process: for an absorbed phonon with energy ħω, where ω is 
90 
 
the phonon frequency. The energies of the incident photons are then altered by the 
vibrational modes of the sample via the phonon interactions with the excited electrons. 
Phonon interactions become resonant with the incident laser light, adding to or 
subtracting from the incident laser energy; what is observed is a Stokes shift (decreased 
energy) or anti-Stokes shift (increased energy) in the photon spectra. 
 
Figure 3-11: The Raman process; the thick black line gives the electronic band structure for graphene around the K 
point and the Fermi energy, where Ef shows the Fermi level and ħω is the energy of the absorbed phonon. Labelled is 
the excitation of an electron from the valence band to the conduction band by the absorption of the incident photons 
(left most blue arrow); a phonon is absorbed (shown by the upper most red arrow) and the resulting relaxation of the 
electron down to the valence band results in a more energetic photon emission (right most blue arrow). 
Raman spectroscopy is often considered a complementary experiment to infrared 
(IR) spectroscopy, where vibrational modes are IR active if there is a change in the dipole 
moment caused by the vibration. For instance the bend mode (Figure 3-11 right) in carbon 
dioxide the two oxygen atoms vibrate up and down in unison, with respect to the carbon 
atom, and creating an oscillating dipole perpendicular to the molecular axis. The selection 
rules for Raman active vibrations are more complicated and often require reference to a 
point group character table [65]; in short they require a change in polarisability and that 
the wave function of the absorbed phonon and resulting vibrational state in which the 
E 
ħω 
E
f
 
K 
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electron finds itself matches the symmetry of the initial state, i.e. the net change in 
momentum is zero. 
The Raman process is directly related to the electron-phonon coupling as it relies on 
electron transitions mediated by phonon interactions. Therefore one would expect that 
the intensity of the peaks, their prominence (i.e. the width and definitive shape) and their 
position should all be indicative of particular aspects of the electron-phonon coupling. The 
Raman process though, remains a low intensity or low probability interaction, with 
relatively small changes in the spectra; hence the noise levels in these experiments 
continue to cast doubt on any definitive analysis. In carbon crystals, though, the Raman 
spectra, provides a material fingerprint that is non-invasive.  
3.13.3 Example application to graphene 
 
Figure 3-12: Raman spectra for (from top to bottom) monolayer graphene, highly oriented pyrolytic graphite (HOPG) 
single walled carbon nanotubes (SWNT), damaged graphene, single wall nanohorns (SWNH) and amorphous carbon; 
taken from Ref [66]. 
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Given in Figure 3-12 is the Raman spectrum for multiple carbon forms taken from Ref [66]. 
Common to all these forms is a G peak; this is the most significant indicator of sp2 carbon-
carbon bonding. Referring back to the discussion on the vibrations present in graphene, 
the G peak is associated with Γ point double degenerate LO and TO modes; although it has 
been shown that it is the LO mode that dominates [67]. Next the defect induced D peak; 
the ratio of the D and G peak maxima is generally used as a measure of the disorder or of a 
large number of edge states. This is because the vibration associated with the D peak, A’1 
breathing mode, is only visible in the Raman spectra if there are some defect or edge 
states that reduces the long range periodicity of the crystal and allows violation of the 
conservation of momentum selection rule [1]. In carbon nanotubes the G’ and G peaks 
make it possible to estimate the average diameter of the tubes and whether they are 
metallic or semiconducting. The radial breathing mode, associated with the expansion and 
contraction of the tubes, is not only dependent on the diameter but also the number of 
layers therefore identifying single or multi-wall samples [29]. In graphene the more 
interesting peak is the 2D peak, which has also been called the G’ peak [55], as it is unique 
for graphene/graphite like structures and it morphs from graphene like to graphite like 
peaks based upon the number of layers. 
We recall that the 2D peak is understood to be due to a double resonant phonon 
interaction observed in the Raman spectra as a peak at 2650-2750 cm-1. This vibrational 
transition relies upon the multiple K valleys found in the graphene Brillouin zone, see 
Figure 3-13. The resonant process scatters an electron from one K valley to another K’ 
valley and back again with the emission or absorption of two phonons resulting in a net 
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zero change in momentum. Figure 3-14 shows how this 2D peak manifests itself in the 
Raman spectra and how it changes with inclusion of additional graphene layers. 
      
 
Figure 3-13: Inset a) is the schematic representation of the Brillouin zone and labelled are the significant high 
symmetry points with all of the K points identified. There are two variations of the K valley; where the three K valleys 
and the K’ valleys are equivalent. Inset b) shows the double resonant phonon interaction responsible for the 
identification of SLG. 
  
Figure 3-14: shown here is the so called 2D or G’ peak from the Raman spectra for multiple graphene layers and 
graphite, taken from ref [61]. Demonstrating the changes to the peak with increased layers; the double resonant 
vibration process is responsible for this peak. 
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3.13.4 Neutron scattering 
Neutron scattering can be used as an experimental technique in various areas, such as 
solid state physics, crystallography, physical chemistry and materials research [68]. 
Generally speaking there are two types of neutron scattering: elastic and inelastic; the 
former is used for determining structures and the latter is used for the study of excitations 
including atomic vibrations [69]. Determining the structure with an ultra-high resolution 
small-angle neutron scattering (USANS) experiment, such as that described in Figure 3-15, 
provides a detailed analysis of where the atoms are, including any minima in the total 
energy or potential. Vibrations affect the shape of this potential around the minima and 
are part of the root understanding of thermodynamic properties and phase transitions but 
this is not observable with USANS techniques alone instead triple (or three)-axis 
spectroscopy (TAS) is required. 
 
Figure 3-15. Example set up of a perfect crystal diffractometer for ultra-high resolution small-angle neutron scattering 
(USANS) measurements, from Ref [70]. 
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TAS relies upon the inelastic scattering of a neutron following the interaction with a 
nucleus. This produces a typical transmission spectrum which is the Fourier transform of 
the correlation function of position operators. For any result acquired by the apparatus, 
given a homogeneous crystal, this produces a coherent inelastic neutron scattering cross-
section from one phonon processes. By then matching the thermal neutron 
characteristics, wave-vector and energy for a range of  ⃑  and ω values it is possible to map 
the entire phonon dispersion. This makes it the perfect mechanism by which to 
experimentally test and benchmark ab initio phonon calculations; that being said there are 
several limiting factors many of which relate to the experimental difficulties and sample 
requirements. To understand the limitations fully we must first consider the experimental 
technique in more detail. 
The TAS inelastic scattering experiment is set up in a similar way to that used for 
elastic scattering in Figure 3-15 where incident neutrons are scattered by the sample but 
this time some of the energy and momentum is exchanged with the system. The 
wavelength of the incident and scattered neutrons are measured at the monochromator 
and the main detector respectively; and the angle between the scattered ( ⃑  ) and incident 
( ⃑  ) beam is accurately determined, which means that the triangle  ⃑  ,  ⃑   and  ⃑  can be 
calculated following the conservation laws for momentum and energy: 
 ⃑    ⃑    ⃑   
 2 ⃑  
2   2 ⃑  
2       
(3-67) 
The orientation of the sample must be known so that the    vector of the first 
Brillouin zone can be defined ( ⃑      ) and this represents the first major drawback of 
this technique, the limits on the samples that can be tested. The crystal structure must not 
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only be homogeneous it must remain in its known orientation for the duration of the 
experiment. This means that crystals in solution, those that are liable to drift on the 
substrate, due to thermal excitation or neutron interaction, or have a limited lifetime, in 
terms of stability, are untestable. Additionally samples need to be mm3 in size to gather a 
meaning full amount of data, given the low cross-section, and consequently low 
interaction rate, of neutrons incident on the sample, which is a major problem for the 
testing of nanomaterials. Should the sample be suitable and  ⃑  is determined for the 
observed position of the detector then it can be said that the energy change due to the 
neutron interaction is related to a point on the phonon dispersion curve. This process 
must be repeated for all momentum space and at various energies. Presenting the second 
big problem to the wider use of this technique, it is time consuming to then test the entire 
spectrum requiring a matrix of results to be collected with painstaking control of the 
neutron beam line. This process is in practice improved by having some idea of the 
expected spectra and the experiment will often be preceded by ab initio calculations. The 
third set of issues relate to the details of the dispersion curves being tested; i.e. the energy 
is quite limited (0 - 100 meV) and there is poor resolution of neighbouring branches, as the 
standard full width half maximum is up to 15% of the energy transfer. These might be 
mitigated somewhat by the use of time-of-flight measurements on a pulsed spallation 
source to test higher energies and applying an understanding of the selection rules due to 
symmetry which will favour a given mode improving resolution. Both of these extensions 
to the technique require prior modelling or knowledge of the expected spectra. Therefore 
ab initio calculation of vibrational properties represents a better option when analysing a 
sample where the dispersion curves are unknown. These results can later be confirmed by 
use of neutron scattering experiments. 
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3.13.5 X-ray scattering 
Raman and neutron scattering have several limitations when it comes to the study of 
vibrational properties. Raman spectroscopy can only realistically indirectly probe optical 
modes around the Γ point, or highly coupled modes at other points in the phonon 
dispersion. Neutron scattering can only operate up to roughly 100 meV and requires large 
homogeneous periodic samples. The main barrier to directly measuring phonon modes of 
smaller and more disordered samples is the lower energy changes that must be detected 
and the small momentum transfers due to low periodicity. The use of x-rays as the 
scattering mechanism provides the opportunity to probe much smaller (10-5 mm3), more 
disordered samples [70]. The inelastic X-ray scattering experiment can accurately analyse 
the geometric position of atoms in a sample then by making a comparison between two 
diffraction spots. It can be shown that the thermally activated lattice dynamics contributes 
to the difference in intensities. Historically the problem with applying this method was 
that the changes in energy expected between incident and scattered photons was of the 
order of 10 meV whereas the X-rays capable of probing the interatomic distances are 
roughly 10 keV, which means realistically the energy resolution of the detector must be 
10-7 eV. These detection methods have been developed relatively recently (1986 onwards) 
and since then the experimental process has become increasingly sophisticated and useful 
including a pump probe femto second laser method that can test the high electron-
phonon coupling and short lived transient modes [71]. The discussion of how phonon 
information is extracted from the scattering of x-rays is similar to that of the inelastic 
neutron scattering. The energy and momentum transfers are given by: 
98 
 
            
  ⃑   ( ⃑    ⃑  ) (3-68) 
where      , therefore the momentum transfer can then be related to the scattering 
angle θ by 
  ⃑     ⃑         (3-69) 
We can then represent the double-differential scattering cross section as a combination of 
two contributions, as derived by Van Hove [72]: 
 2 
     
 (
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 ( ⃑   ) (3-70) 
where the coupling of the incident beam to the scattering atoms is given by the intrinsic 
cross section (    ⁄ ) 
 and the properties of the sample in the absence of the perturbing 
probe are given by the scattering function  ( ⃑   ). Applying the lowest-order Born 
approximation (first-order perturbation theory) in this manner is valid because the 
coupling of X-rays to a single electron is weak and is hence given by the Thomson 
scattering cross section: 
(
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) (3-71) 
where    
 2
  2
⁄           13    is the classical electron radius.; therefore 
(    ⁄ )  
 is of the order 10-25 cm2. The factor 
  
  ⁄  is roughly equal to 1 in the case of 
non-resonant X-ray scattering as      . This now relates the scattering cross-section 
and the energy change to the frequency of the induced phonon mode, as with neutron 
scattering this can then be used to construct a set of points on the phonon dispersion 
curves. 
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Within the limits of the adiabatic approximation the electrons are treated as though 
they follow the oscillations of the nuclei instantaneously and in their ground state, which 
creates variations in the electron charge density that can be detected by the inelastic X-ray 
process. The scattering function for a single phonon scattering event can be written as 
 ( ⃑   )   ( ⃑   ⃑   ) (     ⃑   )   (3-72) 
The dynamical structure term  ( ⃑   ⃑   ) is given by, 
 ( ⃑   ⃑   )  | ∑   ( )   
   [ ⃑    ( ⃑   )]  
 1 2⁄    ⃑    
         
 
|
2
 (3-73) 
where   ( ) is the atomic form factor of atom d at position    with   (   )   , Z is 
the atomic number,   ( ⃑   ) is the component of the normalised phonon eigenvector of 
mode j with wave vector  ⃑  for atom d (it is also called the polarisation vector as it also 
describes the longitudinal and transverse nature of the phonon mode),      is the Debye-
Waller factor and Md is the mass of atom d.  (     ⃑   ) for undamped phonons is given 
by 
 (     ⃑   )  
〈 〉    ⁄  
 
 ⁄
  ⃑   
  (    ⃑   ) (3-74) 
the plus or minus signs represent the energy loss and energy gain from X-rays for upper 
signs and lower signs respectively, 〈 〉 is the Bose occupation factor   ⃑    is the frequency 
of phonon mode j with wave vector  ⃑ . This formalism differs from the neutron scattering 
process by replacing the atomic form factor with a Fermi scattering length. 
Although the resolution and spot size of X-ray experiments is a distinct advantage 
when it comes to sample size and samples with regions of disorder it still does not 
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overcome the need for highly accurate knowledge of the sample orientation and expected 
dispersion curves. An additional drawback to the use of inelastic X-ray diffraction is there 
are only four instruments worldwide (in 2007 [73]) that are capable of measuring the small 
energy changes relative to the incident energy. 
3.14  Summary 
The modelling of materials is discussed in the context of emerging materials which can be 
difficult or expensive to produce and test experimentally. DFT is examined in some detail 
and the benefits and limitations of its approach, compared with alternative calculation 
methods, are introduced. We conclude that DFT provides the best compromise between 
efficient, versatile application and comprehensive but restrictive treatment. Recent 
advances in DFT that cover some of the historic short comings of the method are reviewed 
along with their impact on the modelling of more complex systems, including van der 
Waals interactions. The importance of the electron dispersion curves is outlined and the 
key results that will be gathered in this thesis are explained and derived where necessary. 
The theoretical treatment of vibrational properties has been a topic of interest for 
many years and advances in the understanding and application of the theory to ever more 
diverse systems has been closely linked to the developments in computational methods. 
The combination of quantum many-body theory and real and periodic space methods 
have been the main source of this development. Experimentally the methods available to 
probe the phonon properties of materials is extremely limited, not just in terms of 
availability of some equipment but the intrinsic restraints in the methods themselves, 
often limited by selection rules and or sample preparation requirements. Ultimately 
experiment is also not able to probe the mechanisms that underlie transition states and 
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the thermodynamic nature of quasi-stable materials such as bilayer materials as we shall 
discuss. The analysis of vibrational properties is one area of research that has seen major 
developments due to advances in quantum chemistry models. Work presented here takes 
advantage of DFT overcoming many of its on-going issues but retaining its efficiency and 
application to increasingly larger systems, which mean that more complex and unique 
properties of the vibrational spectra can be probed.  
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Chapter 4 Properties of single layer and bilayer graphene 
4.1  Introduction 
The opening section on this chapter of results will discuss the properties of graphene 
within the context of this thesis, where comparisons will later be drawn between the 
properties observed in single layer graphene, silicene germanene and bilayer graphene 
and silicene. Various functionals were available as part of the Materials Studio and they 
are reviewed and contrasted to highlight the reasons for selecting only a few functionals 
for use in the rest of the research. An examination of new results available for bilayer 
graphene then follows. The vibrational properties analysis is introduced in the context of 
establishing the geometric configurations which are calculated to be stable, and the 
electronic properties are compared with previously published results. 
4.2  Single layer graphene 
In summary of some important features graphene is a two dimensional carbon based 
semimetal with electronic and thermal properties which have proven to be useful for a 
variety of applications. Experimentally isolated [1] in 2004 it has demonstrated a higher 
room temperature thermal conductivity than diamond [2], electron mobilities [3] upwards 
of 200,000 cm2/Vs for suspended samples and an unconventional quantum Hall effect [4] 
compared to most materials reflecting its distinctive electronic band structure. At low 
energies around the Fermi level the band dispersion exhibits a linear behaviour which 
leads to the description of the electrons as massless Dirac fermions. The vibrational 
properties have also proven to be critical in understanding many of graphene’s properties 
including thermal conductivity, stability, quasiparticle dynamics [5], the emergence of 
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Kohn anomalies [6-8], and explanation of the Raman fingerprint spectra [9-11]. Although 
the study and application of graphene has been extensive the lack of an electronic band 
gap limits its use in electronic systems that require a controllable switching response.  
To establish a relaxed geometry optimisation it is important to set accurate 
minimum parameters but also to select a testing configuration that is efficient given 
computational restrictions. With the CASTEP code there are two significant factors that 
control the accuracy of calculations no matter the functional in use; they are the cut-off 
energy and the k point grid. Fundamentally the plane wave basis set should include infinite 
kinetic energy terms but this is impractical and higher energy waves are less important 
than lower ones. Therefore the plane wave basis set can be truncated to include only 
plane waves that have kinetic energies that are smaller than the cut-off energy. This can 
though dramatically affect the memory requirements of the calculation as all the plane 
wave states at each k point must be constantly referred to throughout the simulation.  The 
Brillouin zone is sampled with a k point grid where the density of the points defines the 
accuracy of the estimated electron density across the Brillouin zone; and the electron 
density is fundamental to density functional theory (DFT). Therefore in any simulation a 
balance between accuracy and memory constraints is paramount. For the purposes of this 
thesis it was found that a cut-off energy of 400 eV and a Monkhorst-Pack grid k point 
separation of 0.025 Å-1 (≡ 19  19  2 for graphene) was a suitable level for test systems. It 
is common in the literature to routinely use 12  12  1 in order to reduce the 
computational expense. Since the electronic band structure and phonon dispersions were 
going to be sampled with intervals as low as 0.01 Å-1 it was decided that a finer 
Monkhorst-Pack grid to configure the system was necessary. 
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During geometric optimisation the ground state is found via a BFGS (Broyden–
Fletcher–Goldfarb–Shanno) line search sampling method [12] that tests various 
configurations until an energy minimum is found such that the difference in energy 
between steps is below a set of minimisation parameters or convergence tolerances. 
These will be outlined individually for each subsequent set of results and for these 
comparisons of functionals based on graphene; the original unit cell was set to a 2.46 Å in 
plane lattice constant with a periodic structure along all axis. In that case a perpendicular 
15 Å vacuum slab between unit cells is used to isolate the single layer. The convergence 
tolerances were 5.0  10-7 eV/atom and a maximum inter-atomic force of 0.0001 eV/Å; a 
thermal smearing of 0.025 eV was also applied. From the geometric results for the lattice 
constant, given in Table 4-1, we can see the most accurate simulations, compared with 
experimental results [13] (2.4589 ±0.0005 Å), were within the generalised gradient 
approximation. The local density approximation is known to overestimate the bonding 
energies and the bond lengths and this is observed in our results here, although PBESOL is 
also above the average whilst maintaining an accurate lattice constant. The Fermi velocity 
is relatively consistent across the methods employed. Interestingly the CA-PZ and the 
revised PBE method predicted marginally unstable structures1, as we shall see this is 
because there are calculated to be imaginary vibrational frequencies; albeit with a low 
phonon density of states. 
 
 
                                                        
1 The examiners, Prof. M. I. Heggie and Prof. G. P. Srivastava, suggest that this might be due to 
convergence problems in the geometric structure. 
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Table 4-1. A summary of key results from geometric, electronic and phonon analysis: lattice constants (a), 
Energy/atom compared with the average, Fermi velocity vf and stability based on the presence of imaginary frequency 
phonons 
Functional a (Å) Energy/atom 
wrt C atom 
Vf ( 10
5 m/s) Stability 
LDA CA-PZ 2.439 -8.80 8.362 Unstable 
GGA PBE 2.462 -8.37 8.211 Stable 
GGA RPBE 2.464 -8.51 8.026 Unstable 
GGA PW91 2.461 -8.57 8.328 Stable 
GGA PBESOL 2.461 -7.93 8.297 Stable 
GGA PBE +Grimme n/a n/a 8.318 n/a 
Hybrid B3LYP n/a n/a 11.669 n/a 
 
4.2.1 Local density approximation CA-PZ 
The CA-PZ (Ceperley & Alder – Perdew & Zunger [14, 15]) is the only local density 
approximation functional available in the recent versions of Materials Studio [16]. The 
electronic band structure results given in Figure 4-1 show that the simulation incorrectly 
predicts the energy level of the Dirac cone around the K point for the system setting used 
in this project2. It shows that where the π and π* bands meet, is below the Fermi level 
suggesting that the anti-bonding states (π*) are partially occupied contributing to the 
unstable configuration prediction. Similar problems occur for the phonon dispersion 
curves; see Figure 4-2, where there are vibrational modes that partially become imaginary 
around the Γ point. Since the experimental and theoretical results for graphene do not 
agree with this suggestion the CA-PZ functional was deemed unsuitable for the 
calculations on these Dirac cone materials based on the current numerical accuracy 
requested. 
                                                        
2 These issues may also be a consequence of incomplete convergence of the geometric structure. 
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Figure 4-1. The calculated electronic band structure and density of states (DOS) for SLG based on the local density 
approximation, CA-PZ [14, 15] functional. 
 
Figure 4-2. The calculated phonon dispersion curves for SLG based on the local density approximation, CA-PZ [14, 15] 
functional. 
4.2.2 Generalised gradient approximation PBE 
The PBE (Perdew, Burke & Ernzerhof [17]) functional was available with older versions of 
Materials Studio and forms some of the early work conducted as part of this thesis. 
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Geometry results and the electronic band structure are reasonable accurate (see Table 4-1 
and Figure 4-3 respectively), correctly predicting the linear band structure around the K 
point crossing at the Fermi level. There are additional states above the π* band at the Γ 
point which are not expected but the significant part of the spectrum for on-going analysis 
is the low energy bands around the K point. The phonon dispersion results given in Figure 
4-4 represent a significant problem with the early work conducted as part of this thesis; 
there are large variations in the phonon branches and around the highly coupling regions, 
Γ & K, the code fails to calculate meaningful frequencies. Hence the use of this functional 
alone was abandoned following software upgrades. 
 
Figure 4-3. Early results for the electronic band structure of SLG calculated using the generalised gradient 
approximation, PBE functional [17], the sampling of the Brillouin zone is given in lattice units. 
 
σ* 
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Figure 4-4. Early results for the phonon dispersion curves of SLG calculated using the generalised gradient 
approximation, PBE functional [17], the sampling of the Brillouin zone is given in lattice units. 
4.2.3 Generalised gradient approximation RPBE 
The revised PBE [18] functional is an early attempt to treat the van der Waals interactions 
more accurately within density functional theory and focuses on correcting the total 
energy of systems with surface states or adsorbing molecules. The calculation of the 
electronic band structure given in Figure 4-5 shows that similar to the PBE functional the 
linear behaviour is correctly represented at the K point and at the correct energy, equating 
to a Fermi velocity of 8.026  105 m/s. The excess Γ point states are no longer observed 
and the trend of the π and π* bands are now accurately represented. The phonon 
dispersion curves given in Figure 4-6 are also significantly improved with consistent 
branches well described across the Brillouin zone; especially for the highest optical 
branches where softening of the phonon frequencies is observed around the Γ and K 
points. Unfortunately there are some imaginary vibrational frequencies predicted around 
the Γ point and these are more pronounced than those found in the CA-PZ calculations. 
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For this reason the RPBE method was not extensively used unless the frequency of the 
optical modes was of interest or there were surface interactions expected. 
 
Figure 4-5. Electronic band structure and density of states results for SLG based on the generalised gradient 
approximation RPBE functional [18]. 
 
Figure 4-6. Phonon dispersion curves and phonon density of states results for SLG based on the generalised gradient 
approximation RPBE functional [18]. 
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4.2.4 Generalised gradient approximation PW91 
The simulations based on the PW91 (Perdew & Wang [19]) functional have some similar 
problems to those encountered with the local density approximation. The electronic band 
structure given in Figure 4-7 shows that the linear bands again cross below the Fermi level 
and, apart from this being incorrect, would suggest that the SLG is not a stable 
configuration. When we analyse the phonon dispersion curves, however, we see that 
there are no imaginary vibrational frequencies which is typical of a stable configuration. 
That being said the errors associated with the band structure meant that this functional 
was not suitable for this study. 
 
Figure 4-7. Electronic band structure and density of states results for SLG based on the generalised gradient 
approximation PW91 functional  [19]. 
114 
 
 
Figure 4-8. Phonon dispersion curves and phonon density of states results for SLG based on the generalised gradient 
approximation PW91 functional [19]. 
4.2.5 Generalised gradient approximation PBESOL  
The PBESOL (PBE for solids [20]) functional is a relatively new method developed in 2008 
and tries to address some of the intrinsic problems density functional theory has with the 
energy levels of solids and condensed matter; primarily the prediction of band gaps. In the 
case of silicon in Chapter 5 it will be shown to be the functional that predicted the most 
significant and accurate band gap, in graphene it provides the most accurate geometry 
and the best representation of the electronic band structure. Figure 4-9 shows the 
calculated band structure for single layer graphene used in future sections and chapters to 
compare with the tested material. The Fermi velocity is calculated to be 8.297  105 m/s 
from the linear low energy bands around K. The phonon dispersion curves (Figure 4-10) 
are also the most useful of all the functionals tested; with no imaginary vibrational 
frequencies and continuous branches that still capture the sharp changes at high 
symmetry points. For these reasons it is the preferred functional but for buckled silicene 
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and germanene it was found not to predict the geometric structures as accurately as the 
RPBE functional due to the increased interaction of the out-of-plane spz orbitals. 
 
Figure 4-9. Electronic band structure results for SLG based on the generalised gradient approximation PBESOL 
functional   [20]. 
 
Figure 4-10. Phonon dispersion curves and phonon density of states results for SLG based on the generalised gradient 
approximation PW91 functional [19]. 
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4.2.6 Dispersion corrected – Grimme 
The dispersion corrections, and especially the Grimme [21] addition, is predominantly 
concerned with non-covalent bonding. The correction effectively increases the long range 
impact of electrons on local bonding events, in single layer graphene this is unnecessary 
and in fact causes the code to unsuccessfully geometrically optimise within the given 
parameters.  A second restriction on the use of this correction is the limited functionals 
that it can be implemented with currently; PBE, PW91 and B3LYP. In the cases of bilayer 
materials, where the van der Waals forces between layers is the binding mechanism, this 
becomes crucial therefore the PBE functional with Grimme dispersion correction is 
necessary. Electronic band structure calculations on single layer graphene can be 
performed following a PBE geometric optimisation in order to provide some comparison 
with available functionals. The calculation results are given in Figure 4-11 and the Fermi 
velocity is calculated to be 8.318  105 m/s comparable with other functionals. Phonon 
calculations were not available due to unsuccessful geometric optimisation, more 
specifically the maximum forces between atoms. 
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Figure 4-11. Electronic band structure results for SLG based on the generalised gradient approximation PBE functional 
with dispersion corrections, Grimme [21]. 
4.2.7 Hybrids B3LYP  
There are selections of hybrid functionals available, which attempt to combine the best of 
local density and generalised gradient approximations, which are becoming increasingly 
popular [22]. Several restrictions apply to their implementation as part of Materials Studio 
including several not allowing calculations with metallic systems and no geometric 
optimisation options. They were also found to be computationally expensive and 
inaccurate. Given in Figure 4-12 is the band structure around the K point calculated using 
the B3LYP [23-26] functional based upon a PBESOL geometrically optimised single layer 
graphene structure and clearly shows the extent to which incorrect band structures were 
obtained, where a band gap of 0.39 eV was calculated. The use of this functional was not 
employed in any further calculations. 
118 
 
 
Figure 4-12. Electronic band structure results for single layer graphene at low energies around the Fermi level at the K 
point from the B3LYP functional. 
4.3  Bilayer graphene 
Bilayer graphene (BLG) has been proposed as a technological alternative to single layer 
graphene as it is purported to have a tuneable band gap realised by breaking the inversion 
symmetry between the layers. This can be achieved by applying an electric field [27] across 
the layers or by adsorbing molecular dopants [28]. Whilst BLG has attracted significant 
interest, AA stacked BLG has remained under-studied and this is most likely due to the lack 
of experimental samples, despite several groups commonly identifying AA stacked BLG in 
scanning tunnelling microscopy [29] and transmission electron microscopy [30] tests of 
BLG. Apart from the problems producing samples, these studies also show that 
distinguishing between AB and AA stacked BLG is extremely difficult as BLG tends to 
exhibit characteristics of both configurations simultaneously. Consequently the 
identification of BLG, including distinguishing between AA and AB configurations, is 
expensive and time consuming at present. Therefore the development of optical methods 
based on vibrational properties, such as Raman and infra-red (IR) spectroscopy, which are 
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widely used to discern up to five layer graphene, would represent the most practical 
method. Apart from the implications for identification of BLG, the vibrational and 
electronic properties can also dictate the validity of the Born-Oppenheimer approximation 
(BOA) to BLG. Electron-phonon interactions regulate carrier relaxation times, where 
electrons can drop to lower momentum states via the emission of phonons. The BOA, 
which relates to the treatment of electrons in vibrational modes, states that electronic 
states undergoing vibrational perturbations can be approximated by the ground state 
configuration provided that the electron momentum relaxation times are much shorter 
than the vibrational modes. Although it is known that the Born-Oppenheimer 
approximation is violated in SLG [31, 32], its validity in BLG has not yet been addressed.  
Although BLG in the AB stacking configuration is utilised for the emergence of a band 
gap it is known to lose the linear band dispersion. AA stacked BLG on the other hand 
retains the linear behaviour around the K point and possesses an integer quantum Hall 
behaviour with a zero filling factor plateau [33] distinct from single layer graphene (SLG) 
and multi-layer graphenes; explaining the continued technological interest. Experimental 
studies of AA-stacked BLG are hampered by the natural tendency for BLG to form in AB, 
rather than the AA stacked form, so understanding the thermally activated process for this 
explains one of the main barriers to wider application and experimental characterisation. 
This can be achieved by analysing the phonon dispersion curves of well-converged ab initio 
calculations, something which has recently been made possible with density functional 
theory (DFT) due to implementation of advances in the treatment of van der Waal (vdW) 
interactions. The vdW bonding between bilayers is relatively weak, compared with 
covalent bonding, and has been resolved by developing dispersion corrections that 
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account for long range inter-electron interactions which were considered negligible in 
earlier DFT based codes [34, 35]. However, there have been experimentally isolated cases 
of AA stacked BLG grown on (111) diamond [36] and there is also the possibility that 
twisted BLG can allow the selection of regions of AB and AA stacked layers [37]. Presented 
here is an analysis of the electronic properties of BLGs. The Fermi velocity, the nature of 
the band structure and electron-phonon coupling (EPC) matrix elements are calculated in 
light of recent advances in DFT. The culmination of these calculations will highlight the 
technological advantages of controlling the stacking configuration. The vibrational 
properties are evaluated based on the phonon dispersion curves and important 
identification methods are found based on simple Raman and IR active vibrational modes. 
This coupled with key thermodynamic behaviour and the exact real space vibrational 
modes that produce the favoured AB stacked BLG aims to shed light on the challenges 
faced by future experimental investigations. 
4.4  Computational details 
To calculate the electron and phonon dispersion curves ab initio methods using DFT and 
density functional perturbation theory (DFPT) within the generalised gradient 
approximation (GGA) have been used. A plane-wave basis code (CASTEP) and the PBE 
(Perdew-Burke-Ernzerhof) functional are employed along with a damped atom-pairwise, 
semi-empirical dispersion correction method [21] (Grimme) to more accurately account 
for vdW interactions between the layers. The convergence tolerances were consistently 
set at better than 5.0  10-7 eV/atom (for deviations in energy per atom), a maximum 
force of 0.001 eV/Å with the geometric positions accurate to 5.0  10-4 Å. The Brillouin 
zone for each unit cell is sampled with a Monkhorst-Pack grid chosen to achieve a k-point 
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separation < 0.025 Å-1 (better than 12  12  2). Although well-known DFT approaches, 
such as GGA and local density approximations, can resolve the interlayer spacing for AB 
and AA stacked graphite to a similarly high level of geometric convergence, free standing 
BLG with a > 10 Å vacuum slab is only resolved with dispersion corrected calculations. The 
Grimme method was selected for this study as it was found to be the most appropriate 
DFT dispersion correction method for BLG due to the van der Waals interactions between 
layers. Figure 4-13 shows 2  2 supercells of both AB and AA bilayer configurations and the 
primitive unit cells. Results of the geometric optimisations for free standing BLGs show 
that the lattice constants of the primitive unit cells do not vary from that calculated for 
single layer graphene (2.46 Å). The interlayer spacing is calculated to be 3.26 Å for AB 
stacking and 3.53 Å for AA stacked BLG, a comparable experimental result for AB stacked 
graphite [13] is 3.34 Å and for AA stacked graphite [36] is 3.55 Å. 
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Figure 4-13. Atomic configuration of the, (a) AA stacked and (b) AB stacked graphene bilayers. The primitive unit cells 
are given by the blue parallelograms and the black dashed lines show how the upper, plan view, images align with the 
lower, side views.   
Phonon dispersion curves are calculated using both the finite displacement method 
[38] and the linear response method [39]. Both methods rely on atomic perturbations in 
the crystal geometry followed by a relaxation of the energy levels to define the vibrational 
frequency. The finite displacement method is well-known for producing smooth and 
accurate branches because it is based on a supercell method that resolves perturbations 
across a wide area, correctly treating long wavelength vibrational modes. The process can 
however miss kinks or sharp changes in high frequency modes. Whereas the linear 
response method often captures this fine detail but can produce significant errors for 
longer wavelength acoustic branches due to separate perturbation calculations on smaller 
unit cells and the periodic boundary conditions. For calculations of the highest optical 
branches in AA and AB BLG it is necessary to employ both methods as the finer changes to 
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the phonon branches around Γ and K are significant for identification and calculation of 
the EPC properties and Kohn anomalies [6]. The predicted instability of a modelled system 
is identified by the presence of imaginary vibrational frequencies in the phonon dispersion 
results. Imaginary frequencies occur when the system being modelled, which can appear 
to be in an energy minimum following geometric optimisation, is put into an equally low or 
lower energy configuration by the perturbation of the vibrational mode. Use of imaginary 
vibrational modes is an underused method of studying stability, although it has been 
employed recently to identify the stable forms of silicene and germanene [40]. As this 
cannot be done experimentally it requires accurate ab initio modelling of transition states 
and has emerged from the advances made in computational techniques over the last 50 
years.  
4.5  Results and discussion 
Many of the electronic properties observed and utilised in single layer graphene are a 
consequence of the linear band structure found at low energies around the Fermi level at 
the K point. The linear dispersion leads to a Fermi velocity calculated to be 8  105 m/s in 
section 4.2.5. The full electron dispersion curves sampled across the Brillouin zone are 
given in Figure 4-14a and b for AB and AA stack BLG, respectively. In AB stacked BLG the 
band structure becomes parabolic (Figure 4-14c) and is calculated to have an effective 
mass of 0.052 m0 (0.073 m0) for electrons (holes). However, the band structure in AA 
stacked BLG retains the linear behaviour with a Fermi velocity of 8  105 m/s. Figure 4-14d 
shows the difference observed in the AA stacked electron properties, although the band 
dispersion curves are linear they are offset from one another around the K point and 
create an energy separation at the K point of 0.49 eV. This effect is attributed to the 
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interlayer interactions [41, 42] which induce significant overlap between the π and π* 
bands at low energies around the Fermi level. It has been shown that the energy 
separation observed in AB and AA stacked BLG gives an accurate approximation for the 
interlayer hopping integral, γ1, which is calculated here to be 0.4 eV and 0.25 eV for AB 
and AA stacking, respectively. The effects of additional interlayer hopping integrals, which 
cause trigonal warping in AB stacked BLG, are not expected to have any effect on the band 
structure of AA stacked graphene, because the rotational symmetry of monolayer 
graphene is preserved [33]. 
 
Figure 4-14. The electronic band structure for (a) AB stacked BLG and (c) AA stacked BLG following the path of high 
symmetry points in the Brillouin zone. (b) and (d) are focused around the K point at the Fermi level and show the low 
energy dispersion properties of AB stacked and AA stacked bilayer graphene respectively. The AB stacked graphene is 
no longer exhibiting linear behaviour whilst the AA stacked configuration has two linear criss-crossing bands offset 
from one another at the K point. 
Figure 4-15 shows the phonon dispersion curves from the finite displacement 
method for (a) SLG, (b) AB stacked BLG and (c) AA stacked BLG. In SLG the phonon 
dispersion curves have been used to: calculate the electron-phonon coupling matrix 
elements for the Kohn anomalies [6], to identify the Raman active modes [10] that give 
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rise to the G and 2D peaks and to characterise thermal conduction properties [43] for the 
acoustic modes around the Γ point. For AB stacked BLG, given in Figure 4-15b, there are no 
imaginary vibrational frequencies observed, whilst Figure 4-15c shows that there are 
imaginary vibrational frequency modes present and this is an indication that AA stacked 
BLG is unstable, which is consistent with the experimental prevalence of AB stacked BLG.  
There are two vibrational modes responsible for the instability; they are the out-of-
plane acoustic A2u and optical A1g vibrations. In real space these are the out-of-plane 
modes associated the space between layers. In the A2u mode the layers are vibrating in-
phase i.e. the atoms that are above one another (A1 and A2 sites) are vibrating or are 
displaced in the same direction at any one moment. As an acoustic mode both A and B (K 
and K’) sublattice sites are moving in a similar manner i.e. when the bottom layer of atoms 
is moving upwards so too is the top layer, maintaining the interlayer separation. In the A1g 
optical mode the atoms on top of one another (A1 and A2) are performing an opposing 
motion, which acts to separate and decouple the layers. When one pair of atoms is moving 
toward one another, experiencing an induced Coulomb repulsion, the other pair is 
becoming increasingly separated decreasing the effectiveness of the vdW interaction 
decoupling the layers from one another. These same vibrational modes are present in the 
AB stacked BLG but because one pair of atoms in the unit cell is not directly over an atomic 
site (B1 and A2) the effects of increased Coulomb repulsion or decreased vdW interactions 
are diminished. This key result helps to explain much of the processes that contribute to 
the lack of AA stacked BLG samples. 
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Figure 4-15. The phonon dispersion curves for (a) single layer, (b) AB stacked bilayer and (c) AA stacked bilayer 
graphenes calculated with the finite displacement, supercell method. There are six vibrational modes present in the 
single layer graphene and 12 modes in the bilayer. 
Distinguishing between AA or AB stacked BLGs is a significant problem for 
experimental characterisation. Scanning tunnelling [29], atomic force or electron 
microscopies [30] of edges or boundaries have been the standard way of probing the 
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alignment and layer separations of multilayer graphene on a substrate but they are unable 
to accurately identify the AA stacking configuration. Experimental results reported for AA 
stacked BLG grown on diamond were only possible because the layers were pinned in 
position by their connection to the diamond (111) surface which allowed side on 
visualisation of the atomic alignment [36]. The analysis of the phonon dispersion curves 
around the Γ point, in Figure 4-16, has demonstrated a possible optical spectroscopy 
method for distinguishing between the two configurations. The in-plane longitudinal 
optical (LO) and transverse optical (TO) modes observed in SLG (Figure 4-15) are the 
highest optical modes. In the BLGs these branches are, for the most part, doubly 
degenerate branches of in-phase and out-of-phase layer vibrations; except around the Γ 
point. The LO and TO modes remain doubly degenerate at the Γ point but there is a 
separation of the in-phase and out-of-phase branches. Calculations performed with the 
linear response method in Figure 4-16 predict the separation will be 4 cm-1 for the AB 
stacked BLG and 8 cm-1 for the AA stacked BLG. The linear response method is likely to be 
the most accurate prediction as the branches of these vibrational modes are subject to 
significant kinks or changes in the vibrational frequency and as discussed previously these 
are captured more accurately by the linear response method.  
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Figure 4-16. Phonon dispersion curves of the highest optical branches around the Γ point for (a) AB stacked and (b) AA 
stacked bilayer graphene. The wavenumber separation observed in the highest optical branches is calculated to be 
4 cm-1 in the AB stacking and 8 cm-1 in the AA stacking, according to the linear response method. The lower branches 
in AB stacked BLG, (b), and the upper branches in the AA stacked BLG, (c) are predicted to be observable as Raman 
active modes and the upper branches in the AB stacked BLG is predicted to be IR active. The lower branches in the AA 
stacked BLG is not predicted to be observable in optical spectra and its absence in IR spectra presents a method to 
distinguish between AA and AB stacking configurations. 
There is a second significant finding though and that is the Raman and IR activity of 
these vibrational modes. The lower branches in AB stacked BLG and the upper branches in 
AA stacked BLG are the E2g and the Eg vibrational modes, respectively, and in real space are 
the in-plane and out-of-phase vibrations. These modes are both Raman active and 
represent the G peak in the Raman spectrum at 1651 cm-1 and 1653 cm-1 for AB and AA 
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stacked BLG respectively. The defect induced D peak is given by the Raman active modes 
at the K point and in AB and AA stacked BLG are calculated to have frequencies of 
1374 cm-1 and 1370 cm-1, respectively. They are likely to be indistinguishable 
experimentally ruling out Raman spectroscopy alone as a method of identification. In AB 
stacked BLG the upper Eu modes are IR active as there is a change in the dipole moment of 
the unit cell, observable as a peak calculated to be at 1653 cm-1. By contrast, in AA stacked 
BLG the lower E2u modes do not change the dipole moment and are not IR active. This 
represents a method of identifying the presence of AB or AA stacked BLG by cheaper, 
quicker and non-invasive spectroscopic techniques.  
4.5.1 The electron-phonon coupling in single and bilayer graphene 
The interaction between electrons and phonons is of significant interest for carrier 
relaxation and transport properties and the coupling between them is integral to several 
observed phenomena in SLG such as Kohn anomalies, Peierls distortions and violation of 
the Born-Oppenheimer approximation. AA stacked BLG potentially provides the 
opportunity to replicate these properties in a layered system which is uniquely applicable 
to systems like twisted BLG where selectable configurations of AB and AA stacking are 
feasible. Therefore a comparison between these systems is presented here. Electron-
phonon coupling can be defined as the derivative of the hopping integral with respect to 
the carbon bond distance. The strength of the coupling can be described in terms of the 
EPC matrix element, D(k+q)n,km, given by 
 (   )    ⟨     |   [   ]|   ⟩ (4-1) 
where ΔVq and Δnq are the derivatives of the Kohn-Sham potential and charge density with 
respect to the displacement along the normal coordinate, respectively, and     ⟩ is the 
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electronic Bloch eigenstate at wavenumber k and band n. The EPC can also be expressed in 
terms of the product of D with the phonon characteristic length to give 
|  |
 
 |  |
 
(
 
    
) (4-2) 
where M is the atomic mass and ωq is the phonon frequency; carrier scattering rates are 
proportional to g2. The units of D2 are eV2/Å2 and those of g2 are eV2. The EPC matrix 
elements can be calculated [6] from the slope of the electronic band structure,  (which is 
equal to ħvf), and from the slopes of the phonon dispersion curves around the high 
symmetry Γ and K points via 
  
  
    
√   
   
   
  
 (4-3) 
The results taken from linear response methods for SLG are calculated to be 42.6 eV2/Å2 
for the E2g mode at the Γ point and 65.0 eV
2/Å2 for the A1’ mode at the K point; in good 
agreement with previous studies [6, 44]. For BLG this analysis is only suitable for the AA 
stacking configuration as the electronic band structure is linear at low energies around the 
Fermi level. For AA stacked BLG the calculated values of the electron-phonon matrix 
elements of the Γ point LO vibrational modes is 38.4 eV2/Å2 and 71.1 eV2/Å2 for the TO 
modes at K. The similarity between SLG and AA stacked BLG means that the transport 
carrier relaxation properties are predicted to be evident in this BLG configuration. This 
means that systems where the selection between AA and AB stacked BLG is possible, such 
as twist layers or nanoribbons [42], could exhibit single layer properties via AA stacking or 
AB stacked BLG properties such as tuneable band gaps.  
131 
 
4.6  Conclusions 
It has been shown using ab initio calculations incorporating vdW interactions, with the 
Grimme semi-empirical dispersion corrections, accurately reproduces AB and AA stacking 
configurations of free-standing BLG and the interlayer spacing is calculated to be 3.2 Å and 
3.5 Å respectively. At low energies around the Fermi level, AA stacked BLG is found to 
exhibit linear dispersion behaviour with a Fermi velocity similar to SLG, although the linear 
bands are offset from one another at the K point due to interlayer interactions. The 
hopping integral for interlayer transitions, γ1, is calculated to be 0.25 eV for AA stacked 
BLG. The EPC strength is also shown to be similar to that observed in SLG all of which 
ensures that the desirable electronic properties observed in single layer will be observed 
in AA stacked bilayers. Further justifying interest in the contrasting range of electronic 
properties observed between BLG configurations, which might be exploited if 
technological issues surrounding production were addressed. 
The vibrational properties were calculated from the phonon dispersion curves and 
accurately show AB stacked BLG to be thermodynamically stable and AA stacked BLG to 
have two imaginary frequency out-of-plane vibrational modes that cause instability. 
Identification of BLG forms with optical experimental methods is also found to be made 
possible by the differing vibrational properties calculated for AA and AB stacked BLG. 
Interestingly in the AB stacked BLG the in-plane in-phase vibrational mode is IR active with 
a predicted peak at 1653 cm-1, which is not the case for AA stacked BLG; suggesting IR 
spectroscopy is one suitable method of characterisation.  
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Chapter 5 Investigations of silicene and germanene 
5.1 Introduction 
While the study of graphene and its bilayer configurations is continuing to grow, recent 
attention has also turned to alternative 2D materials. Of particular interest are the other 
group IV elemental materials, silicene, germanene, and stanene as sp2 bonded analogues 
of Si, Ge and tin, respectively. The focus of this chapter will be silicene and germanene 
alone. These materials present a honeycomb lattice and a general characteristic of a 2D 
honeycomb lattice of identical atoms is the emergence of linear low energy dispersion 
behaviour around the K point and the appearance of massless Dirac fermions. To date 
silicene has been produced on close packed Ag(111) [1] and Ir(111) [2] substrates, on 
Ag(110) as nanoribbons [3] and recently on ZrB2 [4]. A hydrogenated form of germanene, 
has recently been exfoliated [5] and it has been proposed that germanene may be able be 
grown on GaAs [6]. Calculations have shown that silicene is predicted to have a room 
temperature carrier mobility of (2.2 -2.6)  x 105 cm2/Vs [7]. The phonon properties of these 
materials are also of interest and the interaction between carriers and vibrations or 
phonons is characterised by the electron-phonon coupling (EPC), which provides a 
measurement for the vibrational effects on electrons and is of significant importance to 
the conduction properties of many materials.  Phonons can hinder conduction by 
scattering carriers, although in graphene they have also been shown to improve 
conduction where the presence of Kohn anomalies [8] mean that electrons are excited to 
the conduction band or by facilitating superconductivity [9-11]. In silicene and germanene 
the presence of Kohn anomalies and superconductivity is still the topic of recent debate 
[12-14] so considering the vibrational properties, and specifically the EPC, is of pressing 
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importance. One final consideration of the vibrational properties concerns the 
assumptions applied to the study of these two dimensional materials. In most metals and 
semiconductors the study of the effects of applied electric fields is performed assuming 
non-relativistic electron propagation, where the phonons are treated adiabatically, as 
frozen displacements of the ground state electronic structure, following the Born–
Oppenheimer approximation. In graphene these principles are violated since the inverse 
of phonon frequency is much smaller than the electron momentum relaxation time [15, 
16]. The momentum relaxation time in silicene is predicted to be similar to that observed 
in graphene [7], therefore analysis of the vibrational properties will also determine 
whether the Born-Oppenheimer approximation can be applied to silicene. Given silicon 
and germanium’s existing prominence as electronic materials in the semiconductor 
industry, and the possibility of easier incorporation of silicene in device architectures 
compared to graphene, knowledge of the stable arrangements, band structure and 
vibrational characteristics of its 2D analogue is of both fundamental and applied interest.   
Theoretical studies have shown [17-19] there are two known variants of silicene and 
germanene, planar and buckled, where the atoms in the unit cell are in plane with each 
other or offset from one another out-of-plane (see Figure 5-1). It has been suggested that 
there is very little difference in total energy between each geometry [20] (<0.05 eV/atom), 
although we calculated a larger difference (0.16 eV/atom for silicene and 0.26 eV/atom for 
germanene configurations), see Table 5-1. However the vibrational properties are an 
important and poorly understood factor in the stability of a configuration, despite the 
energy minima. In real space the vibrations of a crystal distort the atomic configuration 
and if atomic displacements result in another equally low energy configuration then it can 
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cause deformations. For example, in silicene and germanene there are two energetic 
minima in the buckled configuration: low buckling and high buckling (see Figure 5-1); if the 
vertical vibrations in the low buckled cases geometrically approach the high buckling 
configuration then the crystal will deform and become highly buckled. These destructive 
vibrational modes are observable in the phonon dispersion diagrams as imaginary 
frequencies and are a good indicator of not only an unstable geometry but one can also 
identify the vibration which is causing the deformation. Being able to identify the process 
which is breaking down the lattice is a key result for anyone wishing to support the desired 
structure by dampening unwanted vibrational modes, e.g. by breaking the symmetry or 
selecting a suitable substrate; as shall be discussed in the case of bilayer silicene.  
 
Figure 5-1. Atomic arrangement of the high/low buckling germanene system being tested viewed from the side (a) and 
from above (b); the primitive unit cell is given by the smaller (blue) kite shape and the buckling in a) is characterised 
by the Δ parameter, where the atoms in sublattice A and B are offset from planar positions by ∆/2. 
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Table 5-1. Various geometric properties calculated for graphene, silicene and germanene in the planar (PL), low 
buckling (LB) and high buckling (HB) forms relating to geometric properties such as lattice constant (a), atomic mass 
and buckling (Δ) and energy minima of the system compared with the ‘groundstate’ bulk, sp
3
 bonded crystal. 
 Graphene Silicene Germanene 
 PL PL LB HB PL LB HB 
Lattice constant (a, Å) 2.43 3.85 3.88 2.71 4.07 4.06 2.97 
ref 2.46 [21] 3.9 [20] 3.83 [22] 2.8 [20] 4.0 [20] 3.97 [22] 2.95 [20] 
Buckling (∆, Å) - - 0.44 2.15 - 0.67 2.28 
ref   0.44 [22] 2.13 [20]  0.64 [22] 2.23 [20] 
  Bulk 
a = 5.46 Å (5.43 Å [23]) 
Bond length = 2.37 Å 
Bulk 
a = 5.77 Å (5.66 Å [23]) 
Bond length = 2.50 Å 
Energy of system wrt 
sp3 bonded bulk 
(eV/atom) 
 0.620 0.457 0.612 0.540 0.280 0.385 
In brief there are four main areas of interest to be addressed by this chapter: the 
electronic properties of each geometric and atomic configuration, the stability of any 
desired case (energetically and based on vibrational properties) whether the assumptions 
one makes about the electron-phonon interaction are valid and the degree of interaction 
between electron and phonon one can expect. We are going to discuss each of these 
problems in turn by analysing the electronic band structure and the phonon dispersion 
curves of graphene, silicene and germanene in the context of each two dimensional 
geometric form. By identifying any low energy linear dispersions, i.e. massless fermions, 
one can compare the calculated electronic properties in silicene and germanene with the 
well-established properties observed in graphene. The predicted stability of each 
configuration will be based on analysis of the electron occupation of bonding states and 
the vibrational properties. The calculated inverse frequencies for key vibrational modes in 
silicene and germanene will be compared with those in graphene to ascertain whether the 
Born-Oppenheimer approximation is valid for these materials. In addition the EPC in 
graphene, silicene and germanene in planar and low buckled configurations will be 
calculated for significant vibrational modes and compared with graphene to put the results 
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into context with the predicted Raman properties and the potential presence of Kohn 
anomalies in the band structure. 
5.2 Computational details 
The electronic band structure and the phonon dispersions are calculated from density 
functional theory (DFT) and density functional perturbation theory (DFPT) with a revised 
generalised gradient approximation (revised Perdew-Burke-Ernzerhof functional [24]). A 
combination of DMol3 [25, 26], used for the calculation of electronic band structure, and 
CASTEP [27], used for phonon dispersions, are utilised. Graphene, silicene and germanene 
are modelled by their relevant crystallographic space group, one for the planar crystal 
(P6/mmm) and one for the low buckling and high buckling cases (P–3m1). The unit cell 
contains two atoms of their respective elements and the layers are separated by a vacuum 
slab of greater than 10 Å. Initially the atomic system undergoes a geometric optimisation 
process to determine the lattice constants, buckling energy minima and corresponding 
bond lengths. Separation between buckling configurations is achieved by forcing the 
system into an arrangement known to be close to the energetic minimum which is then 
allowed to relax into the calculated minimum energy state. The geometric optimisation 
tolerance is characterised by the energy per atom (5.0  10-7 eV/atom), a maximum force 
(0.001 eV/Å) and a maximum displacement (5.0  10-5 Å). The Brillouin zone for each unit 
cell undergoes an energy optimisation with a sampling Monkhorst-Pack grid chosen to 
achieve a k-point separation < 0.025 Å-1 (≡ better than 12  12  2)  and an energy cut off 
greater than 400 eV. ‘All electron’ calculations are performed, as opposed to using 
pseudopotentials, as this would have caused major problems with germanene calculations 
[28]. The side view given in Figure 5-1 shows the buckling observed in silicene and 
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germanene, which is characterised by Δ, and varies for high and low buckling cases. Figure 
5-1b shows a 2  2 supercell structure for buckled germanene and the primitive unit cell is 
given by the kite shaped outline.  
Phonon dispersion curves are calculated using both the finite displacement method 
and the linear response method [29]. Both methods rely on atomic perturbations in the 
crystal geometry to define the vibrational frequency. The finite displacement method is 
found to produce the smoothest branches and accurate vibrational energy levels but can 
miss kinks or sharp changes, whereas the linear response method can produce significant 
errors across the branches due to separate perturbation calculations and the periodic 
boundary conditions but often captures the fine detail in higher energy vibrational modes. 
When calculating the EPC it is necessary to examine the kinks in the phonon branches as 
these are characteristic of the presence of Kohn anomalies in the band structure so a 
combination of the simulation methods is employed. 
5.3 Results and discussion 
5.3.1 Geometric energy minima 
The geometric optimisations, given in Table 5-1, show that in both the silicene and 
germanene cases the low buckling configurations are the lowest energy monolayer state. 
It also shows that the perfectly planar configurations are the highest energy monolayer 
states. The difference in minimum energy state is due to the change in geometry and the 
hybridisation where the usually out-of-plane pz dangling bond is now brought closer to the 
bonding vector due to the increased angle between bond and layer plane, resulting in 
increasingly sp3 like hybridisation between sp2 bonded planar and high buckling 
configurations. The buckling predicted in silicene is 0.44 Å and 2.15 Å for low and high 
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buckling respectively; in germanene it is 0.67 Å and 2.28 Å, respectively. The lattice 
constants also scale with the buckling to maintain the optimum bond length, where for 
silicene the lattice constants are 3.88 Å and 2.71 Å for low and high buckling, and for 
germanene a = 4.06 Å and 2.97 Å, respectively.  
5.3.2 Electronic band structure 
Figure 5-2 shows the electronic band structure for planar graphene, silicene and 
germanene and in each case the low energy linear dispersion behaviour around the K 
point is observed. The Fermi velocity can be calculated from the band structure by taking 
the gradient around the Dirac point and is calculated (see Table 5-2) to be 8.0  105 m/s in 
graphene but is lower in silicene and germanene, 5.2  105 and 5.6  105 m/s, respectively. 
It has been shown, by use of the nearest neighbour approximation, that the highest 
occupied and lowest unoccupied molecular orbitals (π and π*) of graphene can be 
described by a hopping integral, t [21]. Around the Dirac point, at the Fermi level, the 
hopping integral is related to a Fermi velocity, vf; given by: 
   
√ 
 
  
 
 (5-1) 
where a is the lattice constant. Applying the same approach to silicene and germanene the 
difference in Fermi velocities can be more clearly understood. The main factor is the 
lattice constant, where the unit cells for planar silicene and germanene (3.85 Å and 4.07 Å 
respectively) are over 63% larger than graphene (2.43 Å), which means electronic states 
are further apart. Subsequently the remaining differences would be a consequence of the 
hopping integral based on this theory and explains why planar germanene has a greater 
Fermi velocity than silicene; where t = 1.03 eV in planar silicene and 1.04 eV in germanene. 
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Figure 5-2. The electronic band structures for planar structures of (a) graphene, (b) silicene and (c) germanene. The 
highlighted (red) bands are the π and π* bands for each system. The characteristic zero band gap Dirac cone behaviour 
is observed around the K point in all these materials and the σ* band (blue) is observed crossing the Fermi level for 
germanene by 0.4 eV causing metallic behaviour. 
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Table 5-2 Various calculation properties for graphene, silicene and germanene in the planar (PL), low buckling (LB) and 
high buckling (HB) forms: such as Fermi velocity (vf), electron phonon coupling (EPC), and phonon frequencies (ω). The 
stability is predicted based on analysis of the phonon dispersions. 
  Graphene Silicene Germanene 
  PL LB HB PL LB HB PL LB HB 
Atomic mass  12.01 28.09 72.64 
vf (10
5 m/s)  8.0 - - 5.21 5.27  5.59 5.09 - 
ref   8.38 [30] - - 10 [20] 10 [20] 
5.8 [31] 
- 10 [20] 10 [20] - 
EPC2 (eV/Å)2 Γ: 
K: 
42.6 
65.0 
- - 1.4 
2.9 
1.9 
2.7 
- 0.3 
2.4 
1.6 
1.4 
- 
Ref Γ: 
K: 
45.1 [32] - - - 3.61 [31] 
1.96 [31] 
- - - - 
g2 (eV2) Γ: 
K: 
0.028 
0.076 
- - 0.001 
0.004 
0.002 
0.003 
- 0.0002 
0.002 
0.001 
0.001 
- 
ref Γ: 
K: 
0.04 [8] 
0.01 [8] 
- -   -    
ω (cm-1) Γ: 
K: 
1566 
1200 
  604 
475 
556 
503 
392 
216 
336 
307 
292 
274 
195 
106 
Stability  Stable   Unstable Stable Unstable Unstable Stable Unstable 
 
In planar germanene the electronic band structure shows a band crossing the Fermi 
level around the Γ point this results in doping that also shifts the Fermi level, -0.4 eV. It has 
been previously proposed that the ‘stray’ band crossing the Fermi level in germanene is 
related to the π* anti-bonding band [33], where it was proposed that in-plane 
compression pushed this band into the valence band but preserved the cone like shape of 
the π and π* orbitals. In Figure 5-2c the same band crossing the germanene Fermi surface 
is alternatively labelled as a σ* band and to understand the discrepancy we must compare 
the silicene and germanene planar electronic band structures with that of graphene. The π 
and π* bands in graphene (red line in Figure 5-2a) have a characteristic ‘Mexican hat’ 
shape which is due to the out-of-plane pz molecular orbital. There are also several σ and 
σ*-bands, which are related to hopping associated with the three in plane spx,y bonding 
and anti-bonding orbitals [34]. In Figure 5-2b & c, the π and π*-bands (red lines) are also 
observed in the planar silicene and germanene although the energy separation at Γ point is 
lower. The difference in energy is due to the previously discussed change in the hopping 
integral caused by the larger lattice constant. In graphene the π* band crosses the σ* 
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bands either side of the Γ point in the conduction band. In the planar germanene orbital 
analysis of the band crossing the Fermi level at Γ shows that it is spherical, which is 
typically characteristic of an s band. Note that the exact energy level of this band will be 
subject to some errors due to the problems using DFT with germanium, discussed 
previously. Table 5-3, 4 &5 show the orbital analysis around the Γ point for graphene, 
silicene and germanene, respectively, and shows that the stray band highlighted in blue in 
Figure 5-2 is sigma character in shape. It is not observed in the graphene results but 
gradually lowers in energy in silicene and subsequently in germanene, where it crosses the 
Fermi level. Additionally the in-plane compression effects previously examined in 
germanene [33] forces the bond lengths to shrink and the in-plane bonding and anti-
bonding, σ and σ* bands, to have an increased energy separation. However, this has no 
effect on the geometry of the out-of-plane pz orbital and that is why no change was 
observed in the π and π* bands at the Γ or K point. This, and the presence of 
characteristically π and π* bands, suggests that the stray band at Γ is actually one of the σ* 
bands, increasing the occupation of an anti-bonding state and resulting in reduced 
stability. This is a key result because one of the main reasons free standing planar 
germanene is unstable is revealed; in the planar case the in-plane sp2 orbitals are 
insufficient to maintain the flat honeycomb lattice. We also note that the pz π orbitals are 
perpendicular to the germanene layer whereas this is not the case for buckled 
configurations, which means that the pz π band can contribute to the lattice bonding as 
the angle to the layer is reduced. 
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Table 5-3. Orbital analysis of the electronic band structure around the Γ point in graphene, corresponding to Figure 
5-2a. 
Energy (eV) Orbital Shape Classification 
12.5 
 
σ* orbital 
11.4 
 
π* orbital 
8.1 
 
Doubly degenerate 
LUMO σ* orbital 
-3.2 
 
Doubly degenerate 
HOMO σ orbital 
-7.6 
 
π orbital 
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Table 5-4. Orbital analysis of the electronic band structure around the Γ point in silicene, corresponding to Figure 5-2b. 
Energy (eV) Orbital Shape Classification 
6.5 
 
π* orbital 
2.6 
 
Doubly degenerate 
σ* orbital 
1.8 
 
LUMO σ* orbital 
-2.0 
 
Doubly degenerate 
HOMO σ orbital 
-3.2 
 
π orbital 
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Table 5-5. Orbital analysis of the electronic band structure around the Γ point in germanene, corresponding to Figure 
5-2c. 
Energy (eV) Orbital Shape Classification 
5.8 
 
π* orbital 
5.2 
 
 
3.2 
 
Doubly degenerate 
σ* orbital 
-0.4 
 
LUMO σ* orbital 
-1.6 
 
Doubly degenerate 
HOMO σ orbital 
-3.2 
 
π orbital 
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Figure 5-3 shows electronic band structures for silicene and germanene in the low 
buckling configurations and linear dispersion behaviour is seen around the K point. In 
germanene there are no longer σ* bands crossing the Fermi level. The Fermi velocity for 
low buckling cases is calculated to be 5.3  105 m/s in silicene and 5.1  105 m/s in 
germanene, similar to the values in the planar configurations. A 0.6  105 m/s decrease in 
the Fermi velocity from planar to low buckling germanene is attributed to the larger 
amount of buckling which acts to increase the distance between the nearest neighbour 
atoms from 2.351 Å to 2.439 Å. Figure 5-3 also shows the differences between the low 
buckling silicene and germanene near the Γ point with the σ and σ* bands getting 
progressively closer together as a consequence of the buckled geometry. As the atoms in 
the unit cell are offset from the atomic plane the usually perpendicular pz orbital is 
increasingly interacting with the spx,y orbitals due to the reduced angle between them. The 
additional interaction from the pz orbital contributes to the bonding and explains why the 
buckled geometries have a lower energy configuration. The buckling also breaks several 
point group symmetries (from P6/mmm to P-3m1) and this in turn breaks several energy 
degeneracies associated with the bands. In the electronic band structure this is 
characterised by the emergence of anti-crossing bands. The effects are most prominent in 
the germanene because the buckling (0.67 Å) is 50% greater than silicene (0.44 Å).  
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Figure 5-3 The electronic band structure for (a) silicene and (b) germanene in the low buckling geometries. Zero band 
gap Dirac cones are observed at K point. (b) also shows that σ* band is no longer crossing the Fermi level in as it was in 
planar germanene.  
For silicene and germanene in the high buckling form, given in Figure 5-4a & b 
respectively, the changes to the band structure make it increasingly difficult to distinguish 
which bands are crossing one another and which are experiencing anti-crossing effects. 
The density of states results show that metallic behaviour is expected though. 
a) 
b) 
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Figure 5-4 The electronic band structure for (a) silicene and (b) germanene in the high buckling geometries. The Dirac 
cones are no longer observed and metallic behaviour is expected for both materials. 
5.4 Vibrational properties 
Figure 5-5 shows the phonon dispersion curves for planar graphene, silicene and 
germanene. In graphene the phonon branches are well understood and to analyse the 
effects of the phonons on silicene and germanene it is useful to understand the 
relationship between the phonon dispersion and the observable vibrational properties. At 
the Γ point the branches are (in order of decreasing energy): the doubly degenerate 
a) 
b) 
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longitudinal optical (LO) and transverse optical (TO) modes (at 1566 cm-1), the out-of-plane 
optical (ZO) mode (at 877 cm-1) and three transverse, longitudinal and out-of-plane 
acoustic (TA, LA, ZA) modes. At the high symmetry K point they are (in order of decreasing 
energy): the TO mode (at 1337 cm-1), doubly degenerate LO and LA modes (at 1204 cm-1), 
TA mode (at 983 cm-1) and the doubly degenerate ZO and ZA modes (at 532 cm-1). Each is 
associated with a real space vibration, the most significant of which are the E2g LO mode at 
the Γ point, and the ‘radial breathing’ or A1’ TO mode at the K point; these modes are 
responsible for the Raman G and 2D peaks respectively. Table 5-2 shows that the 
frequency of the vibrational modes significantly decreases from graphene through to 
germanene. The results show that for free standing silicene and germanene we predict a 
Raman G peak at roughly 600 and 300 cm-1, respectively, along with a potential double 
resonance 2D peak at roughly 980 and 580 cm-1, respectively.  
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Figure 5-5. Phonon dispersion curves for (a) graphene, (b) silicene and (c) germanene in planar geometry. The red and 
blue bands are the out-of-plane optical and acoustic modes respectively. 
ZO 
ZO 
ZA 
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Imaginary frequencies are observed in planar silicene and germanene (see Figure 4), 
these are atomic perturbations that density functional perturbation theory has calculated 
are a consequence of an unstable geometry. The exact vibrational mode connected with a 
particular branch can only be specifically resolved at high symmetry points, Γ and K, but 
this is enough to resolve the real space vibration which is causing the crystal to be 
unstable. For planar silicene it is the ZO mode at the Γ point; this out-of-plane vibration 
causes the buckling to increase hence tending towards the low buckling configuration. It is 
predicted that this vibration should be easier to suppress by the selection of an 
appropriate substrate that would soften or absorb the out-of-plane vibrational energy. 
Similarly for germanene it is the ZO mode that is imaginary around the Γ point in contrast 
to silicene though there are no positive frequencies across the entire Brillouin zone and 
around the K point the degenerate nature of the ZO, ZA mode means there are two 
vibrational modes causing instability in the crystal structure.  This is an important finding if 
one wishes to utilise the unique electronic properties present in planar and low buckling 
silicene and germanene. As the out-of-plane vibration increases the probability of thermal 
crumpling (i.e. transition into the high buckling configuration), therefore control or 
manipulation of the out-of-plane vibrations would enhance the stability of the desired 
planar and low buckling electronic properties.  
The phonon dispersion curves in Figure 5-6 show that low buckling (a) silicene and 
(b) germanene are predicted to be stable configurations with only a small proportion of 
the phonons having imaginary frequencies for germanene. For high buckling 
configurations (Figure 5-7) there are distinct differences in the phonon curves compared 
with planar or low buckling silicene and germanene. At the Γ point the highest optical 
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branch is now the ZO mode (at 392 cm-1 in silicene and 195 cm-1 in germanene) and it is 
predicted to be Raman active, making it the observable signature of high buckling silicene 
or germanene. For silicene the TO and LO modes are still predicted to have real 
frequencies but in germanene they are imaginary. At the K point in germanene it is also 
the TO vibrational mode that is calculated to have a substantially imaginary frequency. 
This means that it is the in-plane vibrations that are causing the germanene to be 
unstable. These TO and LO vibrations stretch the bond lengths of the highly buckled sheet, 
moving the atoms into a geometry that increasingly resembles the bulk three dimensional 
crystal, which has a significantly lower energy configuration. This important finding 
suggests that in real space this would be observed as germanene breaking up and forming 
islands. Although it might be expected that reducing the in-plane symmetry, e.g by 
forming nano-ribbons, would facilitate more stable forms of high buckling germanene.  
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Figure 5-6. Phonon dispersion curves for low buckling (a) silicene and (b) germanene. The absence of substantial 
imaginary frequencies for the low buckling cases would suggest they are stable.  
a) 
b) 
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Figure 5-7. Phonon dispersion curves for high buckling (a) silicene and (b) germanene. In the high buckling forms there 
are LO and TO branches calculated to have imaginary frequencies, indication that these configurations are unstable. 
To show that the Born-Oppenheimer approximation was not valid for graphene it 
was calculated [16] that the inverse frequency of the highest optical vibrational mode at Γ, 
≈ 3 fs, was very much faster than the momentum relaxation time of the electrons ≈ 300 fs. 
The relaxation time for low buckling silicene is predicted to be similar to that of graphene 
[7] and there are currently no comparable predictions made for germanene. However, the 
inverse frequency of the Γ vibrational mode is calculated here to be 9.5 fs for low buckling 
a) 
b) 
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silicene and 18.2 fs for low buckling germanene so it can be expected that problems with 
trying to apply the Born-Opppenheimer approximation to silicene and germanene will 
emerge. It was noted that these issues with the adiabatic electronic states are somewhat 
mitigated in graphene by highly coupling electrons to K momentum phonons, where 
emitted phonons allow the electrons to relax more quickly to their ground state. The 
analysis given here of the EPC with the K point vibrational modes will show whether a 
similar phenomenon can be expected for silicene and germanene. 
5.5 Calculation of electron-phonon coupling parameters 
The high levels of electron-phonon interaction in graphene have been used as an indicator 
of Kohn anomalies and could potentially allow the Born-Oppenheimer approximation to 
remain valid. The electron-phonon coupling (EPC) is therefore a key component of the 
conduction properties observed in graphene and there is some debate regarding the 
implications of this parameter in silicene and germanene. It has been shown previously 
that the EPC can be calculated by resolving the dynamical matrix [8]: 
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where q is the reciprocal space coordinate for a given phonon mode, Nk is the total 
number of Brillouin zone vectors, ∆Vq and ∆nq are the derivatives of the Kohn-Sham 
potential and charge density, ∆2Vb is the second derivative of the bare (purely ionic) 
potential, | ⃑   ⟩ is the Bloch eigenstate and ε is the eigenenergy for wave vector  ⃑ . The 
summation is over occupied and empty states and  (    )        [ ] (  ( )  ( 
 )) ⁄  
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where EHxc[n] is the Hartree and exchange-correlation functional. By resolving only the 
analytic parts of (5-2) the EPC can be related to the slopes of the phonon dispersion curves 
around the high symmetry points and to the electronic band structure: 
     
    
√    
 
    
  
 
   
  
 
(5-3) 
where M is the atoms mass and ωq relates to the phonon frequency with momenta q. 
Another popular method for comparing the electron phonon coupling strength is with the 
matrix elements g = EPC  the phonon characteristic length [35] (based on a quantum 
harmonic oscillator) via 
     √
 
    
   
(5-4) 
Table 5-2 shows the EPC results for graphene, planar and low buckling silicene and 
germanene. The EPC in graphene is calculated to be 42.6 eV2/Å2 for the E2g LO mode at the 
Γ point and 65.0 eV2/Å2 for the A’1 TO mode at the K point, in good agreement with 
previous studies [32]. For planar silicene and germanene the EPC is more than an order of 
magnitude smaller (1.4 eV2/Å2 and 0.3 eV2/Å2, respectively); similarly for the low buckling 
configurations (1.9 eV2/Å2 and 1.6 eV2/Å2, respectively). Analysing the contributing factors 
to the differences, i.e. graphene compared with silicene, they affect the EPC results as 
follows: Mass 0.4, Fermi velocity 1.5, the lower frequency vibration 2.7 and larger 
lattice constants 2.5. Simlarly for graphene compared with germanene: Mass 0.2, Fermi 
velocity 1.5, the lower frequency vibration 5 and larger lattice constants 2.8.The most 
significant reduction factor is associated with the softening of the vibrational modes (5.9 
in both low and high buckling silicene and 7.1 in low buckling germanene and 46.8 in 
159 
high buckling germanene), i.e. there are fewer kinks and or sharp changes in the phonon 
branches. In graphene the kinks in the phonon dispersion curves are important indicators 
of Kohn anomalies and high levels of electron-phonon interaction. The significantly lower 
EPC calculated for silicene and germanene suggests that although electrons will still be 
excited to the conduction band via the absorption of phonons this will be less frequent 
compared with graphene. The lower EPC values calculated for low buckling silicene and 
germanene at the K point also suggest that there is significantly less probability that the 
electrons perturbed by a vibrational mode will be able to emit K point phonons and relax, 
adiabatically, to the ground state; i.e. long carrier momentum relaxation length. Therefore 
we predict that the Born-Oppenheimer approximation will not be applicable to the silicene 
and germanene lattices. This means that all future theoretical treatments of this material 
must consider carefully whether to include this approximation. 
5.6 Conclusions 
The linear dispersion behaviour around the K point is observed in planar and low buckled 
silicene and germanene with a Fermi velocity roughly two thirds that seen in graphene. In 
planar germanene the σ* anti-bonding orbital is shifted to below the Fermi level partially 
filling an anti-bonding state and shifting the Fermi level down the Dirac cone by 0.4 eV. 
The high buckling forms are predicted to exhibit metallic behaviour. Analysis of the 
vibrational properties however, suggests that only the low buckling configurations will be 
thermally stable due to vibrations that deform the free standing lattice. The out-of-plane 
vibrations also cause the low buckling silicene and germanene to resemble planar and 
higher buckling systems. The electronic properties of planar, low and high buckling silicene 
and germanene can be expected then because of the vertical vibrational oscillations, and 
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may disrupt the linear dispersion behaviour. If silicene or germanene become highly 
buckled then the in-plane vibrations will cause the sheets to approach the naturally 
observed bulk three dimensional configuration, which is energetically preferred. This 
would be experimentally observed as the formation of islands of silicon or germanium.  
Although, it is predicted that correct manipulation of the vibrational properties, either by 
breaking symmetry or dampening by substrates, would increase the stability of any 
desired forms. It is also predicted that the Born-Oppenheimer approximation cannot be 
applied to silicene and germanene based upon the frequency of the vibrational modes and 
the expected electron relaxation time. The EPC in silicene and germanene is predicted to 
be over an order of magnitude lower than that observed in graphene, suggesting that 
Kohn anomalies, although present, will result in fewer electrons being excited to the 
conduction band because of the absorption of phonons in silicene and germanene.  
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Chapter 6 Characteristics of bilayer silicene 
Discussed here will be the research into the properties of bilayer silicene (BLSi). We start 
with an introduction to the limited literature available relating to BLSi but the majority of 
the discussion that follows will surround new results and comparisons with existing work. 
The geometric, electronic and vibrational will then be presented in the context of stability 
and characteristics of this proposed. 
6.1 Introduction 
Thus far this thesis has focused on known, albeit recently discovered, but understudied 
materials; establishing new methods of analysis and alternative ways of identifying stable 
forms, or electronic properties comparable with graphene [1]. There have been only a few 
studies on BLSi [2-5] or multi-layer silicene [6, 7], for instance in the study of quasiparticle 
band dispersion [8] or phase transition due to the effects of strain [2]. There have been 
groups that have used first principles calculations to determine the dielectric and 
electronic properties [4] and the presence of trigonal warping of the band structure [5]. 
BLSi has even been reportedly grown on Ag(111) substrate [3, 9] and used in a Ag – 
silicene – Ag junction. However the various forms of bilayer silicene and their vibrational 
properties is an emerging topic of interest. In graphene the difference between single and 
bilayers brought about significant technological opportunities, for instance the opening of 
a band gap [9-12]; this was based on the symmetry breaking found in AB stacked bilayer 
graphene. A similar symmetry breaking has also resulted in a tuneable band gap in single 
layer silicene [13-15]. Twisted bilayer graphene has also been proposed as a method of 
engineering the electronic properties of graphene devices, where the distinctive 
properties of AA and AB stacking can be selected by the rotation of individual layers [16, 
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17]. The range of available electronic properties in BLSi has not yet been fully explored and 
is one of the key results for this chapter. The distinct advantage of using silicon based 
reduced dimension materials is the prominence of silicon in existing electronic and 
optoelectronic devices.  
The combination of silicene with other two dimensional materials, opens up the 
possibility of an even wider range of electronic behaviours; for instance silicene is known 
to match the lattice constant of molybdenum disulphide more closely than graphene [18], 
which means that it may be more suitable for device construction. The biggest challenge 
to overcome for the preparation of silicene based heterostructures is the transfer of stable 
silicene sheets from those grown on iridium, ZrB2 and silver substrates [7, 19-21] to 
insulating materials. Understanding the stable forms of silicene and BLSi is then of the 
utmost importance as the thermodynamic properties and breakdown vibrational mode 
would shed light on this technological challenge. Finally, it is important to discuss the 
electron-phonon coupling properties of any material, as they have implications for carrier 
mobility [22, 23], quasiparticle lifetimes [24], Kohn anomalies [25, 26], the Born-
Oppenheimer approximation [27, 28] and Raman fingerprint identification [29, 30]. As we 
shall see though the application of electron-phonon coupling analysis as outlined 
throughout this thesis will need considerable work before we are able to apply it to the 
case of BLSi and this forms part of our future work. 
6.2 Computational details 
Similar to the earlier studies reported in this thesis the geometric, electronic and 
vibrational properties of BLSi can be calculated using density functional theory and density 
functional perturbation theory within a generalised gradient approximation. In this 
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instance the the PBE (Perdew-Burke-Ernzerhof [31]) functional is employed along with a 
damped atom-pairwise, semi-empirical dispersion correction method [32, 33] (Grimme) to 
capture the van der Waals interactions between the layers that form the interlayer 
bonding. Defining the geometric set up of the BLSi is more complicated than for the case 
of bilayer graphene, mainly due to the further break down of symmetry caused by the 
buckled cases found in Chapter 5. There is very little in the literature on this subject thus 
far and an established method of defining the multiple stacking configurations has not yet 
emerged. In this thesis we will define AA and AB stacking for planar, low buckling and high 
buckling, corresponding to similar stacking configurations as those for bilayer graphene in 
Chapter 4; where layers are offset such that sublattice A1 and B2 are above one another 
(AB, Figure 6-1a) and sublattice atoms are lined up above one another (AA, Figure 6-1b). In 
addition to this there are two variations of the AA and AB stacking configurations for low 
and high buckling; AB’ (Figure 6-1e) and AA’ (Figure 6-1f) where the A1 (B1) and A2 (B2) 
atoms have opposite buckling orientations, i.e. if the buckling is defined by   ⁄  with 
respect to the plane across the centre of their layers then A1 (B1) is at       ⁄  and A2 
(B2) is at      ⁄ . The point group symmetries are then: AB is P-3m1, AB’ is P3m1, AA is 
P-3m1, AA’ is P-6m2. The geometric calculations are converged to a minimum energy 
change of 5.0  10-6 eV/atom, maximum inter-atomic force of 0.001 eV/Å and maximum 
stress of 0.002 GPa. As with the later electronic and vibrational calculations the Brillouin 
zone is sampled with a k point separation of 0.03 Å-1 ≡ 12  12  2 Monkhorst-Pack grid. 
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Figure 6-1. Atomic configurations of bilayer silicene where the layer buckling is characterised by the sublattice 
separation from the sheet plane ∆/2, the separation between layers is given by the minimum distance between 
atomic planes dAP, the inter-layer nearest neighbours dNN can be directly above (dAP = dNN) or offset. a) and b) are a top 
view and the primitive unit cell is given by the blue kite shapes; c) and d)  are the AB and AA configurations 
respectively; e) and f) are the AB’ and AA’ configurations respectively, where the sublattice atoms A1 and A2 or B1 
and B2 have the opposite orientation with respect to the sheet plane. 
6.3 Results and discussion from geometric optimisation 
It was found that the lowest energy configurations, i.e. local potential energy minima, was 
in the AA stacking (AA’ next nearest, 0.014 eV/atom difference) for low buckling 
configuration, and in the AA’ (AB next nearest, 0.004 eV/atom difference) configuration 
for the high buckling, see Table 6-1. The differences in energy between all local minima 
were within the range of 0.24 and 0.28 eV/atom for low and high buckling configurations, 
respectively. It is noted that the planar case of BLSi is absent and this is due to a 
∆ 
dNN 
d
NN
 d
AP
 
d
AP
 
 A B 
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B1 
A2 B2 
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a) b) 
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computational error, which might indicate that this geometry is not stable to within the 
required tolerance. 
Table 6-1. A collection of results from the geometric optimisation where the energy per atom, ∆E, is compared against 
bulk silicon, a is the lattice constant, the buckling ∆, the minimum plane separation dAP and inter-layer nearest 
neighbour dNN correspond to Figure 6-1. 
Configuration ∆E wrt bulk 
(eV/atom) 
a (Å) 
Buckling  
(∆, Å) 
Min plane 
separation (dAP, Å) 
Inter-layer nearest 
neighbour (dNN, Å) 
Low buckling 
AA 0.064 3.84 0.858 1.843 2.701 
AA’ 0.079 3.82 0.661 2.446 2.446 
AB 0.173 3.82 0.575 2.743 3.983 
AB’ 0.127 3.77 0.766 2.085 2.851 
High buckling 
AA 0.197 2.62 2.217 2.264 2.722 
AA’ 0.082 2.62 2.223 2.495 2.495 
AB 0.086 2.63 2.215 2.515 2.515 
AB’ 0.111 2.62 2.215 2.261 2.721 
There is no clear pattern that describes the full variation in energy although some 
small scale observations can be made. In the case of low buckling there is a 31 – 95% 
increase in the buckling compared with single layer low buckling silicene (∆ = 0.44 Å). 
There is also a linear correlation between the buckling and the minimum plane separation 
such that       
⁄        (R
2 = 0.996). It is also observed that although the AA and AA’ 
configurations were lower in energy than the AB and AB’ forms, in both sets the 
configuration that featured atomic sublattices bucked towards one another (i.e. dAP = dNN), 
were higher in energy; AA’ was higher in energy than AA and AB was higher than AB’. As in 
the high buckling cases the lattice constant remained relatively unaffected, reduced by 
< 3.4%. Although in high buckling the trends were found to be completely different, in this 
instance the cases of buckling towards atoms directly below or above one another (dAP = 
dNN) were the lower energy states, i.e. AA’ and AB stacking. In this instance the buckling 
was relatively unaffected (reduced by 2.6 – 2.9%) and the inter-layer nearest neighbour 
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distance (dNN) correlated well with lower energy due to the aforementioned geometric 
conditions. It is unclear at this stage why the AA configuration was particularly higher in 
energy when compared with the configurations.  
6.4 Results and discussion of the electronic properties 
In terms of electronic properties the first thing to note is that according to the density of 
states results all tested configurations exhibit metallic behaviour. That being said, within 
groups of configurations there are substantial differences. For instance in AB and AB’ 
stacking, like the majority of configurations, the linear band structure is lost and parabolic 
dispersion behaviour is observed (see Figure 6-2); but there is also a significant difference 
between these two forms. For AB stacking there appears to be two parabolic states 
crossing one another around the K point (see Figure 6-3), if we take both parabolas to be 
from bonding and anti-bonding states this indicates both are partially filled. This goes 
some way in explaining the difference in energies observed where the AB and AB’ 
configurations were higher energy states than the AA and AA’ forms due to the occupation 
of the anti-bonding states.  
There are also two interesting differences between AB and AB’ electron 
configurations: the change in states around the Γ point and the absence of crossing bands 
in AB’ stacking around the K point. These are both consequences of the difference in 
symmetry, where AB stacking (D3d) retains higher symmetry than AB’ (C3v). The effect of 
this is to establish anti-crossing bands in AB’ stacking observable around Γ and K; this also 
pushes the bands apart in energy around the Γ point, to the extent that the bonding states 
are touching the Fermi level. The overall effect of this is to create trapped states (where 
there is a saddle point in the band structure) for the electrons in AB’ stacking, where a 
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momentum change would be required to transition between states near K; the crossing 
bands in AB stacking mean that electrons can transition between bands more easily. 
Experimentally this would be observed as a change in optical absorption where AB’ photo 
absorption edges would be higher in energy and recombination would be less efficient 
compared with AB stacking. This fundamental understanding of photo absorption and 
recombination efficiency is important to solar cell technology where electron relaxation is 
a major source of inefficiency. Although it is noted that these are theoretical studies and 
experimental samples are subject to stability which we will consider in section 6.5. 
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Figure 6-2. Electronic band structure and density of states results for low buckling BLSi in a) the AB and b) the AB’ 
stacking configurations. 
a) 
b) 
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Figure 6-3. Zoom in on the band structure of a) AB and b) AB’ bilayer silicene around the Fermi level at the K point. The 
density of states results are calculated across the Brillouin zone but the major component at this energy level are from 
states around the K point.  
In the cases of AA and AA’ stacking, shown in Figure 6-4a and b respectively, the 
reason that these two configurations had the lowest energy minima becomes clear; the 
anti-bonding states are less occupied. The differences due to symmetry are less obvious 
(because there are no or only small differences in symmetry) but observable in two 
different ways. In AA stacking the states around Γ are affected by band anti-crossing 
which, similar to AB’, pushes the bonding states up in energy and they now cross the Fermi 
level where they touch the anti-bonding states. Around the K point the reverse is true and 
a) 
b) 
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far more crossing of bands is observed in AA compared with AA’ stacking. The cone like 
linear behaviour is also pushed deep below the Fermi level at around -2 eV. On the other 
hand in AA’ stacking the linear behaviour indicates a Fermi velocity of roughly 
5.3  105 m/s, observed at low energies around the Fermi level but interestingly not 
around K but either side of the Γ point; at 0.682 and -0.712 Å-1, touching at -0.118 and 
0.033 eV respectively. The presence of this behaviour twice in the Brillouin zone in the 
vicinity of a single point might indicate a continuous behaviour around Γ but to confirm 
this would require further simulation and a careful selection of the k point grid, i.e. not 
Monkhorst-Pack spacing. This could be done by plotting a line between the two points and 
calculating the Brillouin zone coordinates of points either side of and on the line as shown 
by the black dots in Figure 6-5. 
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Figure 6-4. Electronic band structure and density of states results for low buckling BLSi in a) the AA and b) the AA’ 
stacking configurations. 
a) 
b) 
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Figure 6-5. The Brillouin zone path used to sample between high symmetry points Γ, M and K; Red dots represent the 
positions of linear dispersion behaviour observed around the Fermi level in Figure 6-4 and black dots are the proposed 
coordinates required to sample the nature of the linear bands around the Γ point. 
For BLSi in the high buckling configurations, as with single layer in Chapter 5, there is 
very complex changes occurring which make it very difficult to isolate crossing and anti-
crossing behaviour (see Figure 6-6 and Figure 6-7) and any linear, cone like, properties are 
lost. The density of states and presence of bands crossing the Fermi level signify metallic 
electronic properties. 
 
  
M K 
Γ 
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Figure 6-6. Electronic band structure and density of states results for high buckling BLSi in a) the AB and b) the AB’ 
stacking configurations. 
 
a) 
b) 
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Figure 6-7. Electronic band structure and density of states results for high buckling BLSi in a) the AA and b) the AA’ 
stacking configurations. 
6.5 Results and discussion of the vibrational properties 
The vibrational properties are a known route to identification and characterisation of 
many materials, for BLSi we shall see that this is still the case as the Raman and infrared 
behaviour acts as a kind of fingerprint of each material. The blue, red and green dots on 
each of the phonon dispersion curves that follow identify the vibrational modes which are 
Raman, infrared and both Raman and infrared active. A summary of the calculated 
a) 
b) 
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frequencies at the Γ point and the Raman/infrared activity is given in Table 6-2. These can 
be used as a fingerprint for each of the stacking configurations where both Raman and 
infrared spectroscopies can be performed simultaneously. This provides the most 
comprehensive and non-invasive method of identification which is also the least time 
consuming, compared with alternative methods such as atomic force microscopy or 
scanning tunnelling microscopy. 
Table 6-2. The vibrational modes identified at the Γ point corresponding to the dots on the figures below, blue = 
Raman active, red = infrared active and green = both Raman and infrared active. Where 2  and 3  are indicated that 
corresponds to double and triple degeneracy, respectively. 
Wavenumber (cm-1) 
Low buckling High buckling 
AA AA’ AB AB’ AA AA’ AB AB’ 
2  441  
 
2  539 
 
2  562  
 
2  511 
 
352  
 
385  
 
400  
 
334 
 
2  389  
 
2  487  
 
2  542  
 
2  488  
 
256  
 
236  
 
292  
 
234  
 
352  
 
396  
 
256  
 
314  
 
174  
 
165  
 
221  
 
160  
 
308  
 
369  
 
248  
 
271  
 
2  99  
 
2  124  
 
2  130  
 
2  94  
 
275  
 
218  
 
138  
 
136  
 
2  90  
 
2  9  
 
2  97  
 
2  50  
 
3  0 
Acoustic 
3  0  
Acoustic 
2  117 
 
3  0  
Acoustic 
2  63  
 
3  0  
Acoustic 
2  78  
 
3  0  
Acoustic 
-21  
 
2  -103  
 
3  0 
-81  
 
3  0  
Acoustic 
2  -53  
 
3  0  
Acoustic 
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The vibrational implications for stability and the interaction of additional layers 
compared with single layer results are also quite informative. Looking first at the low 
buckling forms, Figure 6-8 and Figure 6-9, we can see that the only completely stable free 
standing form of BLSi is AB stacking, closely followed by AA stacking which has only a 
minor presence of imaginary vibrational frequencies. As the AB stacking has a significantly 
higher energy state, 0.173 eV/atom above the bulk state compared with 0.064 eV/atom 
for AA stacking, the tendency is for the atomic configuration to tend towards the AA 
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stacking energetically; which would be at odds with the thermodynamic stability of AB 
stacking. In practice this would present experimentally as a continually changing state and 
properties of both materials would be observed. The vibrational mode causing the 
instability in AA stacking is an optical in-plane, Eg, vibration where the A1 and A2 atoms 
are moving out-of-phase with one another. Similarly in AA’ and AB’ the destabilising 
vibrational modes are E’’ and E modes, respectively, both are in-plane modes but no more 
information about their nature is available from CASTEP calculations. In AA’ the instability 
is extensive with imaginary modes present across the Brillouin zone, but information 
about those modes is also unavailable. There is also observed a greater asymmetry around 
the Γ point for AB and AB’ stacking configurations which is a reflection of the reduced 
geometric symmetry. 
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Figure 6-8. Phonon dispersion curves and phonon density of states results for low buckling BLSi in a) the AB and b) the 
AB’ stacking configurations. Raman, infrared and simultaneously active modes are given by blue, red and green dots 
respectively. 
 
b) 
a) 
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Figure 6-9. Phonon dispersion curves and phonon density of states results for low buckling BLSi in a) the AA and b) the 
AA’ stacking configurations. Raman, infrared and simultaneously active modes are given by blue, red and green dots 
respectively. 
 
 
b) 
a) 
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Figure 6-10. Phonon dispersion curves and phonon density of states results for high buckling BLSi in a) the AB and b) 
the AB’ stacking configurations. Raman, infrared and simultaneously active modes are given by blue, red and green 
dots respectively. 
For high buckling forms the vibrational properties are most interesting when 
compared with single layer highly buckled silicene. They are given here as Figure 6-10 for 
AA and AA’ stacking, Figure 6-11 for AB and AB’ stacking and Figure 6-12 for the single 
layer high buckling configuration; which is adapted from Chapter 5 and repeated here for 
ease of comparison. In many respects they are very similar: none are predicted to be 
stable as free standing materials, the majority of imaginary modes are around the M point 
b) 
a) 
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and in AA’ and AB’ the form of the optical, E’ and E modes respectively, and acoustic 
modes around the Γ point are also similar, with the highest phonon branches at Γ being 
out-of-plane A1, A1’ or A1g modes. But crucially the AA and AB vibrational properties are 
altered; most noticeably the optical and acoustic modes around Γ are significantly 
increased and made positive. This shows that the instability caused by these modes in 
single layer silicene is removed and as we can say that it is the in-plane vibrational modes 
which are altered it can be said that the vibrational properties have been controlled by the 
presence of a second layer. Around the K point the range in frequencies is broadened but 
the most noticeable effect is the change in the highest phonon branch, which is at 
215 cm-1 for single layer high buckling but is increased to 285 and 278 cm-1 for AA and AB 
stacking, respectively. In practical terms this might be of little consequence as the high 
buckling AA and AB forms are made unstable by the unidentified vibrational modes at M. 
But those modes too are softened by the presence of a second layer and in the case of AB 
stacking one mode is made positive entirely; the phonon density of states also suggests 
that these modes are less abundant. The implications of this are wider reaching than 
bilayer silicene; the change in vibrational properties opens up the possibility of 
engineering the phonon modes, suppressing or enhancing them by the selection of 
neighbouring materials, as would be the case in heterostructures and selection of a 
substrate. 
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Figure 6-11. Phonon dispersion curves and phonon density of states results for high buckling BLSi in a) the AA and b) 
the AA’ stacking configurations. Raman, infrared and simultaneously active modes are given by blue, red and green 
dots respectively. 
b) 
a) 
184 
 
 
Figure 6-12. Reproduced here, the phonon dispersion curves for high buckling single layer silicene, from Chapter 5. 
 
6.6 Conclusions 
The bilayer of silicene demonstrates many remarkable properties both in terms of the 
striking differences in electronic properties based on the orientation and vibrational 
properties which are measurable altered by the presence of a second layer. The geometric 
optimisation results would indicate that several configurations have feasible distinct 
energy minima to make them at the least transition states. The physical atomic alignment 
and electronic occupation results help to explain the differences observed in energy of the 
systems. The vibrational properties are able to establish which forms are 
thermodynamically stable but, since they suggest that a configuration with a relatively 
high energy minima, it is unclear if these state would remain stable. Should these 
materials be experimentally isolated it would interesting to test the effects of mechanical 
twisting of layer and the application of strain. The vibrational properties also demonstrate 
that the presence of additional layer dramatically changes the frequency of phonon modes 
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and opens up the possibility of engineering the vibrational properties. There is also a series 
of Raman and infrared active states identified which could act as an identification method. 
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Chapter 7 Conclusions and future work 
The aims of this thesis were to analyse the electronic and vibrational properties of single 
layer graphene, silicene, germanene and bilayer graphene and silicene. Investigating the 
band structure around the Fermi level reveals any linear dispersion behaviour. Calculation 
of the phonon dispersion curves demonstrates the role that vibrations play in the stability 
of potential geometric configurations and electron-phonon coupling properties. There was 
also the possibility that identification methods and discussion of the applicability of the 
Born-Oppenheimer approximation would arise.  
7.1 Summary of findings 
Chapter 3 outlined the theoretical underpinning of the ab initio methods used for this 
research and compared them with equivalent methods such as other theoretical 
approaches and experimental tests. It was shown that there are a variety of calculation 
methods and they treat the nature of electron density affects differently. There is no stand 
out correct approach and selection of the most appropriate method is necessary, for 
instance in the case of van der Waals interactions additional corrections to density 
functional theories were required. Approaches to the calculation of vibrational properties, 
density functional perturbation theory were presented, where finite displacement and 
linear response methods are both required for the subsequent work. Following this was an 
introduction to imaginary vibrational frequencies and how they might be applied to the 
understanding of stability and a discussion of the historic approaches to electron-phonon 
coupling properties. Finally, it was shown how these computational simulation approaches 
can complement experimental methods and even overcome many of their intrinsic 
failings. 
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Chapter 4 provided a benchmarking analysis of the available functional theories 
comparing the calculation of single layer graphene geometries, electronic and vibrational 
properties. It was found that PBESOL provided the best geometric, band structure and 
phonon dispersion results but was not appropriate for systems that expected high 
influence from surface states (e.g. adsorption) or van der Waals interactions. Therefore it 
remains important select to functionals based on their applicability; this was applied in the 
case of bilayer graphene, as a system dependent on van der Waals interactions, and 
dispersion corrected PBE calculations were performed. In this instance it was found that 
the separation between layers of AB and AA stacked bilayer graphene was 3.2 and 3.5 Å 
respectively. Electronic properties showed that there was a parabolic behaviour around 
the Fermi level for AB stacking and linear dispersions around the K point in AA stacking. 
These related to an effective mass of 0.052 m0 (0.073 m0) for electrons (holes) in AB 
stacking and a Fermi velocity of 8  105 m/s in AA stacking. The phonon dispersion curves 
showed that AB stacking was stable, AA stacking was an unstable configuration due to out-
of-plane vibrational modes and the electron-phonon coupling was mostly unchanged from 
single layer graphene. The impact of all this is that the properties observed in single layer 
graphene can be expected in bilayer graphene including those associated with vibrational 
properties such as mobility and potentially superconductivity. An identification method 
based on the absence of an infrared vibrational mode in AA stacking is also proposed as a 
solution to the issue of experimental preparation of samples. 
Silicene and germanene were discussed in Chapter 5 where it was found that there 
are three buckling configurations, planar, low buckling and high buckling. Linear dispersion 
behaviour was found in planar and low buckling of both silicene and germanene 
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corresponding to Fermi velocity 2/3 that in graphene, 5  105 m/s. In planar germanene, a 
band crossing the Fermi level around the Γ point had previously been identified as a π* 
orbital but we show that it is in fact a σ* band. The high buckling cases in both materials 
where found to be metallic in nature. The phonon dispersion curves showed that only the 
low buckling configuration of silicene was completely stable although with germanene 
there were vibrational modes around Γ that were only marginally imaginary and had low 
phonon density of states. In planar configurations it was found that out-of-plane vibrations 
caused instability where as in high buckling configuration it was the in-plane vibrations. 
These correspond to the state they would energetically prefer; increased buckling in the 
case of planar and transition to three dimensional bulk tetrahedral, sp3 bonded structure. 
The electron-phonon coupling properties were found to be reduced, by a factor ≈ 25, 
compared with graphene, and the applicability of the Born-Oppenheimer approximation is 
still not expected to be valid.  
Finally, in Chapter 7 we discuss results for bilayer silicene, in eight different 
configurations of low and high buckling in AA, AA’, AB and AB’ stacking. The most 
energetically stable configurations are identified and discussed in terms of their geometry 
and electronic occupancy of anti-bonding states; AA stacking in low buckling and AA’ in 
high buckling. In all cases metallic behaviour was found, although interesting differences in 
the band structure were identified relating to the changes in symmetry. There was also 
linear behaviour found in low buckling AA’ stacking configurations, interestingly almost 
symmetrically around the Γ point towards the M and K points, corresponding to a Fermi 
velocity of roughly 5.3  105 m/s. The phonon dispersion curves showed that only the low 
buckling AB stacking configuration was completely stable although the AA stacking had 
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only minor imaginary frequency phonon modes. Since the AB stacking was calculated to 
have one of the higher energy states and AA stacking the lowest it is likely that the silicene 
bilayer will be continually changing between the two. The implications of this for the 
electronic properties remain a topic of on-going interest. An identification scheme is also 
proposed based on the frequency levels and verity of Raman active and infrared active 
modes. There is also an interesting discussion of the impact of highly buckled bilayer 
geometries on the vibrational modes and specifically the reduction of in-plane imaginary 
vibrational frequencies in AA and AB stacking. This suggests that the control and 
engineering of vibrational properties is a possibility. 
7.2 Wider impact and possible future work 
Within the discussion of bilayer graphene vibrational properties it was shown that the 
imaginary vibrational frequencies were relatively minor. Experimental results for bilayer 
graphene more generally have shown that both AA and AB stacking properties are found 
regularly, although identification remains difficult. It would be interesting to try and use 
this as a bench mark by which ‘acceptable’ levels of imaginary frequency can be 
quantified. Even if AA stacking has a finite lifetime as an orientation it’s 
thermodynamically driven re-emergence is the mostly likely cause of its continued 
observation in experiment. Setting a bench mark by which imaginary frequency vibrational 
modes cause permanent breakdown of a configuration has implications for all other 
materials tested. For instance is then the minor imaginary mode in low buckling 
germanene acceptable, or perhaps the modes in planar silicene and AB stacked high 
buckling bilayer silicene. 
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The implication from our work on silicene and germanene stability adds to a growing 
debate on the feasibility of freestanding samples. The introduction of potential vibrational 
reasons that they might be unstable not only adds to the scientific understanding but also 
has implications for those groups wishing to produce these structures, highlighting areas 
that they must solve first to halt the transition of planar → low → high buckling (via out-of-
plane vibrational modes) which can then break down permanently to the tetrahedral three 
dimensional bulk structure (via in-plane vibrations). Again this is where the implications of 
the findings from bilayer silicene play a role, the reduced imaginary frequency in-plane 
vibrations suggests the lifetime as a layered state might be extended. Further work related 
to the planar configuration and the effects of strain or perpendicular electric fields is one 
area of significant interest in this respect. The bilayer silicene demonstrates a wide variety 
of electronic behaviours in its band structure and much of the variation is due to breaking 
of its symmetry. In bilayer graphene this is what leads to a tuneable band gap following an 
electric field established between layers. It would be interesting to test the same 
principles in bilayer silicene. 
