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We show that the interplay of strong Hubbard interaction U and spin-orbit coupling λ in systems
with d4 electronic configuration leads to several unusual magnetic phases. Most notably, we find
that competition between superexchange and spin-orbit coupling leads to a phase transition from
a non-magnetic state predicted by atomic physics to a novel magnetic state in the large U limit.
We show that the local moment changes dramatically across this phase transition, challenging the
conventional wisdom that local moments are robust against small perturbations in a Mott insulator.
The Hund’s coupling plays an important role in determining the nature of the magnetism. We
identify candidate materials and present predictions for Resonant X-ray Scattering (RXS) signatures
of the unusual magnetism in d4 Mott insulators.
I. INTRODUCTION
Strong interactions lead to phenomena such as high
Tc superconductivity
1 and colossal magnetoresistance2.
On the other hand, spin-orbit coupling (SOC) alone can
lead to topological band insulators3. These two features
naturally combine in the 4d/5d transition metal mate-
rials, which hold the potential of hosting new phases of
matter with entangled spin, orbital and charge degrees
of freedom. Already there are many predictions for ex-
otic topological matter, for example the topological Mott
insulators4 and Weyl semi-metals5. Recent experiments
demonstrating that Sr2IrO4 is an unusual Mott insula-
tor with a half filled J = 1/2 band resulting from strong
SOC6 have prompted the search for Weyl semi-metals in
iridium pyrochlores7.
Most of the focus in this field to date has been on
iridium based materials with a d5 electronic configura-
tion that can be understood in terms of a half-filled
J = 1/2 manifold arising from large spin-orbit induced
splitting of t2g orbitals. The physics is dramatically dif-
ferent for other fillings. Mott insulators with d1 and d2
configurations have been shown to exhibit exotic mag-
netic phases8,9 in the presence of large SOC. In the d3
case, SOC is quenched in a cubic environment10 and the
problem reduces to a conventional spin-only model. This
leaves the d4 case, which has been largely ignored be-
cause large SOC and strong interactions is expected to
give rise to a non-magnetic state in the atomic limit9 (see
Fig. 1(a)).
We show that, contrary to naive expectations, the d4
configuration has a rich magnetic phase diagram as a
function of SOC, Hubbard U , and Hund’s coupling JH .
For large U in particular, the atomic limit is a non-
magnetic insulator of local J = 0 singlets. Turning
on hopping leads to two unusual phenomena: (a) quan-
tum phase transition from the expected non-magnetic
insulator to a novel magnetic state, (b) local moments
are spontaneously generated in the magnetic phase due
to superexchange-induced mixing of the on-site singlet
state with higher energy triplet states. We emphasize
the importance of Hund’s coupling JH in determining
the sign of the superexchange interaction between these
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FIG. 1. (a) The atomic ground state of d4 ions in both
U, JH  λ and λ U, JH limits is non-magnetic with J = 0.
(b) The two-site phase diagram of the d4 system calculated
by exact diagonalization shows the existence of ferromagnetic
phases (J = 1 and J = 2) in addition to the non-magnetic
(J = 0) phase in the U − λ plane. We have used JH = 0.2U ,
the typical value for 4d/5d oxides. Dashed line indicates
U = 20t relevant for candidate materials proposed here12.
local moments. If JH is ignored, the superexchange is
antiferromagnetic11, however we show that even a mod-
est value of the Hund’s coupling, which is realistic for 4d
and 5d transition metal oxides, leads to a ferromagnetic
interaction between moments.
Our result provides a counterexample to the commonly
held notion that Mott insulators have well defined lo-
cal moments that cannot be affected by perturbations
that are small compared with the interaction scale U .
We further present predictions for resonant x-ray scat-
tering (RXS). Unlike the iridates with d5 configuration,
the RXS amplitude in d4 Mott insulators depends on the
strength of SOC. We conclude by identifying candidate
materials among the ruthenates.
II. HAMILTONIAN
We consider a three-orbital Hubbard model with SOC
which captures the essence of 4d/5d materials. Cubic
crystal field splitting is typically larger than U13,14, and
for d4 configuration only the t2g orbitals are occupied.
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2The situation is reversed in the case of 3d materials13,15
and the eg orbitals also come into play. The Hamiltonian
under consideration is given by:
H = Hhop +
∑
i
(Hi,U +Hi,SOC) (1)
where
Hhop =
∑
ij
∑
αβ
∑
σσ′
(
tασ,βσ
′
ij c
†
iασcjβσ′ + h.c.
)
(2)
Hi,SOC = λ
∑
αβ
∑
σσ′
〈s · l〉ασ,βσ′c†iασciβσ′ (3)
Hi,U = (U − 3JH)Nˆi(Nˆi − 1)
2
+
5
2
Nˆi
− 2JH Sˆ2i −
1
2
JH Lˆ
2
i (4)
Here c†iασ(ciασ) creates(annihilates) an electron at site
i in orbital α with spin σ. Nˆi, Sˆi and Lˆi are the to-
tal occupation number, total spin momentum and total
orbital momentum operators at site i. tασ,βσ
′
ij is the hop-
ping matrix element from the state βσ′ at site j to ασ
at site i. We consider only nearest neighbor hopping,
and take it to be diagonal in both spin and orbital space
(tασ,βσ
′
ij → tijδαβδσσ′). This symmetry allows a more
transparent understanding of the exact diagonalization
results, but does not effect the qualitative features of the
low energy physics, compared to a more realistic choice
of tασ,βσ
′
ij (see Appendix D for more details). U , JH and
λ are intra-orbital interaction strength, Hund’s coupling
and SOC strength respectively. 〈s · l〉ασ,βσ′ are the ma-
trix elements of atomic SOC in the t2g basis. Note that
the t2g orbitals have an effective orbital momentum l = 1
with opposite sign of SOC. All energy scales are measured
in units of t.
III. TWO-SITE RESULTS
We first present exact results obtained by numerical
diagonalization of Eq. 1 for a two-site system with 8
electrons defining a Hilbert space of 12C8 = 495 basis
states. We have used JH = 0.2U relevant for 4d/5d
oxides16,17. The two-site system exhibits three different
magnetic states as a function of λ and U as shown in
Fig. 1(b): (i) a non-magnetic state (J = 0) in the large
λ limit, (ii) a ferromagnet with J = 2 for small λ and
moderate U and (iii) a ferromagnet with J = 1 at large
values of U and small λ. Here J refers to the total mo-
ment in the ground state of the two-site system. While
J 6= 0 is a good diagnostic for magnetic states even on a
lattice, the integer values in Fig. 1(b) are specific to the
two site system. Strictly at λ = 0 all J states become
degenerate and the states should be labeled in terms of
spin (S) and orbital (L) moments.
The two site results are most reliable in the Mott limit
with large U/t where charges are spatially localized and
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FIG. 2. (a) Two-site exact diagonalization result of the full
electronic Hamiltonian in Eq. 1 showing magnetic phase tran-
sition as a function of λ in the Mott limit (U/t = 20 and
JH = 0.2U). The total J-moment changes from J = 1 to
J = 0 at λc/t ≈ 0.33. The local moment Ji shows a dis-
continuous jump at the phase transition, while the local Si
and Li moments do not change. (b) The low energy magnetic
Hamiltonian in Eq. 6 accurately captures the phase transition
from J = 0 to J = 1 with decreasing λ at the two site level.
the single particle excitation gap is set by U . In this limit,
the atomic picture is expected to give a good description
of local properties. For d4 Mott insulators, the atomic
picture would predict decoupled non-magnetic ions at ev-
ery site (see Fig. 1(a)). Instead, we find a phase transition
from a total J = 0 state to a total J = 1 state with de-
creasing λ/t (see Fig. 1(b)). The origin of this behavior
lies in a dramatic change in the expectation value of the
local moment 〈J2i 〉 across the magnetic phase transition
as shown in Fig. 2(a). In a conventional Mott insulator,
the local moment is determined by the large interaction
scale U and any perturbation which is small compared
to U does not affect the local moment. In the case of
d4 Mott insulators, U fixes the local Si = 1 and Li = 1
moments which are robust as shown in Fig. 2(a). The
total moment Ji, on the other hand, is determined by λ
which is a small parameter. As we will show later, super
exchange interaction competes with λ and gives rise to
the magnetic phase transition.
Away from the large U limit, the two site calcula-
tion is less reliable. However, we can easily understand
the limiting cases. The J = 0 state at large λ and
small U corresponds to a band insulator with a com-
pletely filled J = 3/2 manifold. It is smoothly con-
nected to the J = 0 Mott insulator at larger U , consistent
with recent Gutzwiller and Dynamical Mean-Field The-
ory calculations18. The post-perovskite material NaIrO3
and perovskites BaOsO3 and CaOsO3 are believed to be
in such a state18,19. In the limit of small λ and moder-
ate U , the J = 2 ferromagnet is essentially the Stoner
ferromagnet seen in SrRuO3
20.
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FIG. 3. Superexchange pathways: (a) ferromagnetic, (b) and (c) antiferromagnetic. Hund’s coupling favors the ferromagnetic
pathway. (d) Exact diagonalization result of the electronic Hamiltonian in Eq. 1 with anisotropic hopping relevant for t2g
orbitals showing the sign of superexchange interaction as a function of t/U and JH/U . Dashed line indicates U = 20t
12.
IV. ROLE OF HUND’S COUPLING
The sign of the superexchange interaction in d4 Mott
insulators is greatly affected by Hund’s coupling JH .
Starting with an AFM superexchange for JH = 0, in
agreement with Ref.11, we show from the exact diagonal-
ization of a two-site problem, there is a phase transition
to a FM superexchange (see Fig. 3(d)). Specifically, for
realistic parameters of U ≈ 20t12 and JH ≈ 0.2U16,17
relevant for 4d oxides, the superexchange is firmly in the
ferromagnetic regime.
To gain insight into the exact result in Fig. 3(d),
we have also done a simplified perturbative calculation
using the ferromagnetic (FM) and anti-ferromagnetic
(AFM) states as shown in Fig. 3(a)-(c). With JH =
xU the energy gained by the FM state is ∆EFM =
− 2t2U 11−3x and by the AFM state is ∆EAFM =
− 2t2U
(
1
3(1−3x) +
7
6 +
1
2(1+2x)
)
(details in Appendix A).
For x = 0.2 our perturbative analysis also gives rise to a
ferromagnetic superexchange.
V. RXS CROSS-SECTION
We now make predictions for RXS cross-sections,
which can be used to characterize the ferromagnetic insu-
lator. For Mott insulators, RXS matrix elements are usu-
ally calculated in the free ion approximation6,21. How-
ever, to include non-local effects, which we show is crucial
for understanding the d4 ferromagnetic Mott insulator,
we need to generalize the expression for RXS amplitude
as follows (see Appendix C)
∆f(ω) ∝ Tr
[
ρ
∑
n
(e′.D)†|ψn〉〈ψn|e.D
En − E0 − ~ω − iΓn
]
(5)
where ρ is the reduced density matrix at the scattering
site, and the trace is over atomic states in the d4 configu-
ration. Here e(e′) is the incoming(outgoing) polarization,
D is the dipole operator, |ψn〉 is an excited state (in the
d5 configuration) with energy En, and E0 is the ground
state energy. Γn is the inverse life time of the excited
state |ψn〉.
The L2 and L3 edges corresponds to excitations from
2p1/2 and 2p3/2 levels respectively to the intermediate d
5
states as shown in Fig. 4(a). We ignore the SOC induced
energy splitting among the d5 states as it is much smaller
than the inverse life time Γn, and consider resonant en-
hancement coming from all intermediate states.
The magnetic (σ-pi) scattering cross-section at scatter-
ing angle θ = pi/2 for d4 Mott insulators at the L2 and
L3 edges are shown in Fig. 4(b) and (c) respectively as a
function of λ/t. The RXS matrix elements are calculated
using the eigenstates of the two-site system in order to
include the effects of super exchange. For comparison
we have also included the results for d5 Mott insulators,
in which case atomic calculations suffice. As seen clearly
from Fig. 4(b) and (c), the resonant enhancement in scat-
tering for d4 Mott insulators changes with λ/t. This indi-
cates the dependence of local physics on the competition
between λ and JFM ∼ O(t2/U). In the non-magnetic
state, λ dominates local physics. Only the lowest energy
Ji = 0 state contributes to ρ and magnetic RXS cross-
section is identically zero. With decreasing λ/t, the sys-
tems becomes ferromagnetic and the higher energy local
Ji = 1 state also contributes significantly to ρ, resulting
in non-zero magnetic scattering which depends on λ/t.
In sharp contrast, the cross-sections for the d5 case are
independent of λ/t and only the L3 edge is resonantly
enhanced. Note that an antiferromagnet in the absence
of canting will not give rise to magnetic RXS scattering
because the large X-ray spot size averages over local mo-
ments to give a zero net moment. Our RXS result can
easily distinguish between the novel ferromagnetic insu-
lator presented here and the anti-ferromagnetic insulator
proposed in Ref.11.
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FIG. 4. (a) Schematic of resonant X-ray elastic scattering
(RXS) from momentum k to k′ with scattering angle θ. (b)
and (c) Magnetic RXS cross-section for L2 and L3 edges re-
spectively at θ = pi/2. For d4 Mott insulators, the scattering
cross-section is identically zero in the paramagnetic insulator
(PMI) at large λ/t and undergoes a discontinuous jump at a
critical λ/t to a non-zero value in the ferromagnetic insulator
(FMI). In sharp contrast, d5 Mott insulators with half-filled
J = 1/2 manifold show no change with λ/t.
VI. MAGNETIC HAMILTONIAN AND
GINZBURG-LANDAU THEORY
Building on the intuition from the two-site results, we
now extend our analysis to a lattice. Using perturba-
tion theory, we derive the following magnetic Hamilto-
nian (see Appendix B)
H˜ = −JFM
2
∑
〈ij〉
Si ·SjP(Li+Lj = 1)+ λ
2
∑
i
Li ·Si (6)
which includes SOC and superexchange mediated by
only the lowest-lying virtual state. Here Si = 1 and
Li = 1 are local S and L moments at site i, and
JFM = 4t
2/(U − 3JH) sets the ferromagnetic superex-
change scale. In order to maximize energy gain from
virtual hops, each bond is projected by P(Li + Lj = 1)
on to the total L = 1 space. P(Li + Lj = 1) also gener-
ates orbital entanglement which is unusual in the ferro-
magnetic state. The factor of 1/2 in the SOC term comes
from rewriting the SOC Hamiltonian in the L-S coupling
scheme relevant for the d4 configuration. The competi-
tion between JFM and λ is clear in Eq. 6: the first term
likes each bond to have S = 2 and L = 1, while the sec-
ond term prefers each site to have Ji = 0. As shown in
Fig. 2(b), the effective Hamiltonian in Eq. 6 accurately
reproduces the phase transition at the two-site level from
a total J = 0 to a J = 1 state as a function of λ/JFM .
On a lattice, the magnetic phase transition is best de-
scribed in terms of bosonic operators s†i which creates a
singlet at site i and T †i,(0,±) which creates a triplet car-
rying Jzi = 0,±1 at site i22,23. We ignore the Ji = 2
states as they are much higher in energy. By calculating
the matrix elements of S and L operators in the singlet-
triplet space, we get
Sαi = −
√
2
3
(
T †iαsi + s
†
iTiα
)
− i
2
αβγT
†
iβTiγ
Lαi =
√
2
3
(
T †iαsi + s
†
iTiα
)
− i
2
αβγT
†
iβTiγ (7)
where α, β, γ = x, y or z, T †iz = T
†
i0, T
†
ix = −(T †i1 −
T †i−1)/
√
2 and T †iy = i(T
†
i1+T
†
i−1)/
√
2. Substituting these
expressions into Eq. 6, we obtain the Hamiltonian in
terms of bosonic operators. Within the saddle-point ap-
proximation, the non-magnetic ground state which con-
sists of singlets at every site is described by a condensate
of singlets with a gap to triplet excitation. With increas-
ing JFM , the gap is reduced. The phase transition to the
ferromagnetic state, described by a condensate of triplets,
is signaled by the closing of the gap. Close to the phase
transition, we assume 〈si〉 ≈ 1 and 〈Tiα〉 = φiα  1
and the effective Ginzburg-Landau functional with terms
upto second order in φiα is given by
L = λ
2
∑
iα
[φ∗iα φiα]
[
1 0
0 1
] [
φiα
φ∗iα
]
−ηJFM
∑
〈ij〉,α
[φ∗iα φiα]
[
1 a
a 1
] [
φjα
φ∗jα
]
(8)
where η and a are parameters of O(1) which depend
on details of the model. This can be solved easily by
a Bogoliubov transformation which gives a gap func-
tion ∆k =
√
(λ/2− ηJFMf(k))2 − (aηJFMf(k))2 where
f(k) =
∑
δ cos(k.δ) and δ is nearest-neighbor position.
The gap closes at k = 0 (indicating ferromagnetic phase)
when λc/JFM = 2zη(1 + |a|) or λc ∼ zO(t2/U) where z
is the coordination number.
VII. MATERIALS
We propose candidate materials from the double per-
ovskite family (A2BB
′O6, A is an alkaline earth, B,
B′ are two different transition metal ions, ordered in
a 3D chequerboard pattern) which can be tuned across
the magnetic transition by chemical substitution and/or
pressure. If we choose the B sites to have completely
filled shells, and B′ to be an active magnetic 4d/5d ele-
ment, then the bandwidth is suppressed and SOC com-
petes with JFM in the Mott insulating state. Of par-
ticular interest to us is La2ZnRuO6 which is an insu-
lator with Ru in d4 configuration. Two different sam-
ples grown by two different groups have shown differ-
ent magnetic states; one group found a ferromagnetic
state with TC ≈ 165K24, while the other found a non-
magnetic state25 indicating that La2ZnRuO6 is close to
the phase boundary so that small differences in the lat-
tice parameter could produce this discrepancy. Another
5closely related material La2MgRuO6
24 is also a promis-
ing candidate. An RXS study under pressure will be an
ideal experiment to observe the phase transition.
VIII. CONCLUSION
In conclusion, coming from 3d oxides, the standard
paradigm for Mott insulators is the following: (a) Local
moments, determined by the large interaction scale U ,
are robust. (b) Atomic physics gives a good description
of local properties. A naive extension to the 4d/5d oxides
ions with four electrons in the t2g orbitals and with spin
orbit coupling predicts non-magnetic J=0 singlets. Here
we find a major departure from the standard paradigm
for the d4 case: (1) Local moments are no longer ro-
bust. Weak tunneling of electrons between atoms gen-
erates a local moment, and therefore, atomic physics is
no longer adequate to describe the local properties. (2)
The local moments once formed interact by the superex-
change mechanism (JFM ) which depends crucially on
Hund’s coupling JH . Hund’s coupling favors ferromag-
netic superexchange and for the 4d/5d oxides with typical
JH/U ≈ 0.2 we predict a novel orbitally entangled ferro-
magnetic Mott insulator with distinct signatures in RXS
scattering. Recent dynamical mean-field theory26 and
exact27 results emphasized the role of Hund’s coupling
in electronic and magnetic properties, and our work adds
another prime example of how Hund’s coupling, which is
often relegated to a secondary role compared to U , can
be the driving force for novel magnetic states. While we
have focused mostly on the physics at large U and λ, the
phase diagram in Fig. 1(b) is extremely rich, allowing for
a broader exploration of magnetic and metal-insulator
phase transitions.
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Appendix A: Role of Hund’s coupling in
Superexchange interaction
Here we present the details of the simplied perturba-
tive analysis discussed in the main text to determine the
nature of superexchange interaction in d4 Mott insula-
tors. We use simple classical FM and AFM states shown
in Fig. 3(a,b,c) of main text, to get a clear intuitive pic-
ture of the role of Hund’s coupling in favoring FM su-
perexchange over AFM. A more accurate perturbative
calculation would use quantum S = 2 (FM) and S = 0
(AFM) states that have entanglement in spin and/or or-
bital space. For instance, one needs a superposition of
states with total L=1. We do not pursue this elaborate
approach here since our only goal is to gain insight into
the exact results of Fig. 3(d). We also ignore spin-orbit
coupling (SOC) in this analysis, which is later added back
in the effective magnetic Hamiltonian within an L-S cou-
pling scheme.
In the atomic limit, the Hamiltonian for the t2g orbitals
is
H0 =
∑
i
Hati (A1)
Hati =
(U − 3JH)
2
Nˆi(Nˆi − 1) + 5
2
JHNˆi
−2JH Sˆ2i −
1
2
JH Lˆ
2
i (A2)
where Nˆi, Sˆi and Lˆi are the number of electrons, total
spin moment and total orbital moment operators at site
i respectively. They are all good quantum number in the
atomic limit. We have ignored the chemical potential
because we will fix the filling at d4, for which the chemical
potential term is just a constant.
To analyze the superexchange interaction, we consider
a two site system. The ground state in the atomic limit
is in the d4 − d4 configuration with Li = 1 and Si = 1.
Its energy is calculated easily using Eq. A1
E0 = 12U − 26JH (A3)
The hopping term acts as a perturbation to H0 and is
given by
Hhop = −t
∑
α,σ
(c†1ασc2ασ + h.c.) (A4)
The ground state gains energy via virtual hops and to
determine the nature of the superexchange interaction
generated by such virtual hops we calculate the energy
gained by both ferromagnetic and anti-ferromagnetic
states. Fig. 3(a) of main text shows the ferromagnetic
path way. The intermediate state in d3 − d5 configu-
ration has S1 = 3/2, L1 = 0, S2 = 1/2 and L2 = 1.
Then using Eq. A1, the energy of the intermediate state
is EFM1 = 13U − 29JH . Then the energy gained by the
ferromagnetic state including a factor of two coming from
identical hopping in reverse direction is
∆EFM = − 2t
2
U − 3JH (A5)
For an anti-ferromagnetic configuration, there are mul-
tiple exchange pathways as shown in Fig. 3(b) and (c) of
main text. The intermediate state shown in Fig. 3(b) of
main text has S2 = 1/2 and L2 = 1, whereas the config-
uration on site 1 has the following composition
1√
3
|S1 = 3/2, L1 = 0〉+
√
2
3
|S1 = 1/2, L1 = 2〉 (A6)
6The energy gained by the anti-ferromagnetic state from
this pathway is
∆EAF1 = −
1
3
t2
U − 3JH −
2
3
t2
U
(A7)
Similarly, the intermediate state in the other anti-
ferromagnetic exchange pathway shown in Fig. 3(c) of
main text has S2 = 1/2, L2 = 1 and the configuration on
site 1 has the following composition
1√
2
|S1 = 1/2, L1 = 2〉+ 1√
2
|S1 = 1/2, L1 = 1〉 (A8)
The energy gained from this pathway is
∆EAF2 = −
1
2
t2
U
− 1
2
t2
U + 2JH
(A9)
Therefore, the total energy gained by the anti-
ferromagnetic state including a factor of two coming from
identical hopping in the reverse direction is
∆EAF = −2
3
t2
U − 3JH −
14
6
t2
U
− t
2
U + 2JH
(A10)
It is clear from Eq. A5 and Eq. A10 that JH favors
ferromagnetic superexchange. With increasing JH/U the
superexchange will change from being anti-ferromagnetic
to a ferromagnetic superexchange when ∆EFM = ∆EAF
or JH/U ≈ 0.19. For a more accurate estimate this ra-
tio, we present in Fig. 3(d) of main text exact numeri-
cal results from a two-site calculation which shows the
sign of superexchange as a function of U/t and JH/U .
Using properly constructed ferromagnetic S = 2 and
antiferromagnetic S = 0 states and including all inter-
mediate states shows that the superexchange becomes
ferromagnetic for JH/U ≈ 0.1 for realistic estimate of
U/t ≈ 20. In 4d materials, we have JH/U ≈ 0.216,17
which places them firmly in the ferromagnetic regime.
Ignoring Hund’s coupling can erroneously lead to anti-
ferromagnetic superexchange.
Appendix B: Magnetic Hamiltonian
In this section, we present a detailed derivation of the
spin-orbital Hamiltonian in Eq. 6 of the main text. In
the atomic limit with no SOC, the d4 Mott insulator has
Li = 1 and Si = 1 at each site. For two sites, the ground
state with d4 − d4 configuration is a direct product state
|ΨGS〉 = |S1 = 1〉⊗ |L1 = 1〉⊗ |S2 = 1〉⊗ |L2 = 1〉 (B1)
which can give rise to total L = 2, 1 or 0 and total S =
2, 1 or 0, all of which are degenerate with energy E0 (see
Eq. A3). From second order perturbation theory, the
magnetic exchange term that captures the correction to
the atomic ground state energy has the form
H˜ ′ = Hhop
[∑
nα
|ψnα〉〈ψnα|
E0 − En
]
Hhop (B2)
where Hhop is the kinetic energy described in Eq. A4
and |ψnα〉 is the intermediate exited atomic state with
d3 − d5 configuration and energy En. α indicates any
degeneracy of the intermediate states.
Let us now examine the excited states. The ground
state for d3 has Li = 0 and Si = 3/2 while d
5 has Li = 1
and Si = 1/2 in its ground state. So, the lowest lying
excited state with energy E1 = 13U − 29JH , which we
will call |ψ1α〉, can have total L = 1 and total S = 2 or 1.
Since |ψ1α〉 provides the dominant term in Eq. B2, and
we will only keep |ψ1α〉 and ignore higher energy inter-
mediate states.
The form of Hhop in Eq. A4 is invariant under rotations
in both spin and orbital space. It, therefore, commutes
with total Lˆ2 and total Sˆ2 operators and only connects
states with the same total L and total S. |ψ1α〉 has L = 1,
and consequently the energy gain from the exchange term
is maximized if |ΨGS〉 is in the L = 1 state. Similarly,
only the S = 2 and S = 1 components of |ΨGS〉 gains
energy via virtual excitations to |ψ1α〉. The magnetic
Hamiltonian in Eq. B2 can be written in terms of spin
and orbital projection operators as
H˜ ′ ≈ −J2|S = 2〉|L = 1〉〈L = 1|〈S = 2|
−J1|S = 1〉|L = 1〉〈L = 1|〈S = 1| (B3)
where
Ji =
∑
α
|〈ψ1α|Hhop|ΨGS(L = 1, S = i)〉|2
|E0 − E1| (B4)
After a rather long but straightforward algebra, we can
show that
J2 =
4t2
U − 3JH J1 =
4t2
3(U − 3JH) (B5)
Therefore, magnetic Hamiltonian in Eq. B3 can be writ-
ten as
H˜ ≈ −JFMS1 · S2P(L1 + L2 = 1) (B6)
where JFM = 4t
2/(U − 3JH) and P is the same as |L =
1〉〈L = 1| which projects the total L of the two sites to
L = 1, and it has the form
P(L1 + L2 = 1) = (1− L1.L2)(2 + L1.L2)
2
(B7)
We can add to Eq. B6 the spin-orbit coupling term
and generalize to a lattice in order to obtain the desired
spin-orbital Hamiltonian
H˜ = −JFM
2
∑
〈ij〉
Si·SjP(Li+Lj = 1)+λ
2
∑
i
Li·Si (B8)
Appendix C: Resonant X-ray Scattering
In this section, we describe the general theory of reso-
nant x-ray scattering (RXS) that we have used to calcu-
late the results shown in Figs. 4 of the main text. The
7starting point is the scattering amplitude. Within sec-
ond order perturbation theory and the dipole approxima-
tion, the resonant scattering amplitude has the following
form21
∆f(ω) ∝
∑
n
〈ΨGS |(e′.D)†|ψn〉〈ψn|e.D|ΨGS〉
En − EG − ~ω − iΓn (C1)
where |ΨGS〉 is the ground state with energy EG and |ψn〉
is an excited state with energy En. Γn corresponds to the
inverse lifetime of the particular excited state |ψn〉 and
e(e′) is the polarization of the incoming(outgoing) X-ray
photon.
It is convenient to write the dipole operator D in sec-
ond quantized form to facilitate calculation of the matrix
elements in the numerator of Eq. (C1). For the L2(3)
edge, absorbing a photon promotes a core 2p electron to
the valence d shell
e.D ≈ e · rˆ =
∑
αβσ
e · 〈dα|rˆ|pβ〉d†ασpβσ + h.c. (C2)
where the 〈dα|rˆ|pβ〉 ≡ Rαβ are easily determined by sym-
metry and tabulated
R ∝

|px〉 |py〉 |pz〉
〈dyz| 0 zˆ yˆ
〈dzx| zˆ 0 xˆ
〈dxy| yˆ xˆ 0
 (C3)
The proportionality constant depends on fine details of
the atomic states, but symmetry dictates that it should
be the same for all combinations of p and d orbitals.
Hence it is an overall constant which we hereafter ignore.
Free ion approximation: A common practice in calcu-
lating RXS matrix elements is to approximate the scat-
tering site as a free ion6,21. This usually gives a good
description for Mott insulators where the scattering am-
plitude is primarily determined by local properties. The
effect of the lattice comes only through the geometrical
structure factor. Within the free ion approximation, the
ground state in Eq. C1 is replaced by the atomic ground
state and the excited states are replaced by atomic ex-
cited states.
Non-local effects: When interaction between different
sites have significant effect on local properties, as in the
case of the d4 ferromagnetic Mott insulator, the free ion
approximation breaks down. Substituting the ground
state in Eq. C1 by the atomic ground state is no longer
a good approximation. However, it turns out the excited
states can still be substituted by the atomic exited states
because the core hole generates an additional binding en-
ergy for the excited electron21,28.
To include the non-local effects correctly, we need to
write the ground state as a direct product of states de-
fined only on the scattering site |ψn〉 and states defined
on the rest of the lattice |φn〉
|ΨGS〉 =
∑
pq
apq|ψp〉|φq〉 (C4)
Substituting this into Eq. C1, the matrix element in the
numerator becomes
〈ΨGS |(e′.D)†|ψn〉〈ψn|e.D|ΨGS〉
=
∑
pqrs
a∗rsapq〈ψr|(e′.D)†|ψn〉〈ψn|e.D|ψp〉〈φs|φq〉
=
∑
pr
ρpr〈ψr|(e′.D)†|ψn〉〈ψn|e.D|ψp〉
= Tr
[
ρ(e′.D)†|ψn〉〈ψn|e.D
]
(C5)
where ρpr =
∑
q a
∗
rqapq is the reduced density matrix at
the scattering site. Finally, we get the desired expres-
sion for the resonant scattering amplitude with non-local
effects included correctly
∆f(ω) ∝ Tr
[
ρ
∑
n
(e′.D)†|ψn〉〈ψn|e.D
En − EG − ~ω − iΓn
]
(C6)
The influence of the lattice on the scattering site through
the super-exchange interaction is crucial in understand-
ing the ferromagnetic d4 Mott insulator.
In Fig. 4(a) and (b) of main text, we show the magnetic
(σ − pi) scattering cross section of the ferromagnetic d4
Mott insulator. Both L2 and L3 edges are significantly
enhanced. The non-magnetic insulator for larger λ does
not exhibit any magnetic scattering and, therefore, the
(σ−pi) RXS can be used as a diagnostic for distinguishing
the two magnetic phases. In our calculation, the inter-
mediate states contributing to the resonant enhancement
are the J = 1/2 and J = 3/2 states in the d5 configu-
ration. We include all the intermediate states assuming
that the energy splitting between them is much smaller
than the inverse life time Γn of the excited states. If we
include only the lower energy J = 1/2 states, we find
that the L3 edge is completely suppressed while the L2
edge is enhanced. This is the exact opposite of the case
in iridates where the L2 edge is completely suppressed
6.
Appendix D: Different choices for the hopping
matrix
The Hamiltonian in Eq(1) of the main text assumes
that the hopping matrix elements are diagonal and sym-
metric in orbital space. This is a simplification because
hopping matrix elements in real materials can be strongly
dependent on orbitals and bond angles. For the case of
1800 bond angles relevant for our two site analysis, only
two of the three t2g orbitals contribute to hopping
29. It
raises two important questions: 1) Will the sign of super-
exchange interaction change if we use a more realistic
model? 2) Does our simple model capture the low en-
ergy physics properly? We address both of these issues
here.
Super-exchange: We have repeated the exact diago-
nalization calculations for the two site system with real-
istic hopping terms - only two t2g orbitals contributing to
hopping. In the absence of spin-orbit coupling (λ=0) the
80 0.05 0.1 0.15
λ/t
-0.1
-0.05
0
(E
-E
0)/
t
0 0.05 0.1 0.15 0.2 0.25
λ/t
-0.2
-0.1
0
0.1
(E
-E
0)/
t(a)
(b)
FIG. 5. Evolution of lowest lying energy levels of two site
system as a function of λ: a) Realistic model with only two
t2g orbitals contributing to hoping and b) Simple model with
hopping diagonal and symmetric in orbital space. Energy
levels are obtained by exact diagonalization. We used U=20t
and JH=0.2U. E0 is the energy of ground state at λ=0 in
each case. Note that kinks in the evolution of energy levels
are just level crossings with the higher energy state removed
for clarity.
ground state has S=2 which proves beyond doubt that
the super-exchange is always ferromagnetic.
Low energy physics: Fig. 5 (a) and (b) show the evolu-
tion of the lowest lying eigenvalues as a function of λ for
the two site system with realistic and simplified Hamil-
tonians respectively. The ground state in the realistic
case is non-degenerate, however it is clear that the rele-
vant low energy levels consists of three nearly degenerate
states and a non-degenerate state which cross at around
λ=0.12t. At a qualitative level, a very similar evolution
of energy levels is realized in the simplified model. The
only difference is that the three nearly degenerate levels
become exactly degenerate for hopping which is diago-
nal and symmetric in orbital space. This simplification
is reasonable because the energy splitting of the nearly
degenerate levels is smaller than any other energy scale
of the problem. Since the goal of our paper is to illus-
trate the existence of a new ferromagnetic state, we have
chosen to work with the simpler model.
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