This paper presents the design of a cell-switching WDM local area network (LAN), which constitutes a key component of a Next Generation Internet (NGI) consortium project recently funded by DARPA. An important goal of the NGI project is to support bandwidth-on-demand services with QoS guarantee over WDM networks. As a rst step toward this goal, we have developed several fast scheduling algorithms for exible bandwidth reservations and fair sharing of unreserved bandwidth in a WDM broadcast network with fast-tunable transceivers. Unlike circuitbased bandwidth reservation schemes that impose a xed schedule pre-computed on setup, our scheme deals with bursty tra c by allocating network resources dynamically using very e cient algorithms.
Introduction

Motivation
Most existing all-optical network activities, including the DARPA AON, ONTC, MONET, and Rainbow programs, provide only circuit switched services. In other words, at the optical layer the optical signals provide only xed or very slowly varying point-to-point connections. It is expected that future users will demand integrated services, with ATM being a prime example; these networks may not be appropriate for reaching all end-users but rather will mainly be used as backbone networks which interconnect network switches.
We have been investigating optical LANs and MANs in the All-Optical Network (AON) consortium 1] for direct optical interconnection of bursty end-users and/or switches with bursty connections. The AON Consortium has developed an all-optical LAN/MAN testbed which provides time-slotted WDM service 1]. In a more recent DARPA Next Generation Internet (NGI) consortium project, we explore extensions of this service to achieve ne-grained statistical multiplexing with di erent virtual circuits time-sharing the wavelengths in a fair manner, using fast-tunable transceivers. An important goal of the NGI project is to support bandwidth-on-demand (BoD) services with quality of service (QoS) guarantee over WDM networks.
BoD services can be directly supported over WDM using a multi-access protocol. A variety of WDM multi-access protocols for LANs and MANs have been proposed and studied in the literature. For a survey, see for example 2]. However, most of these protocols provide only best-e ort service (the few exceptions to this provide mechanisms for integrating best-e ort and circuit switched services) or real-time service without any hard QoS guarantee (see for example 3]).
In this paper, we describe a variety of scheduling mechanisms for implementing a time-slotted, WDM optical virtual circuit service which provides bandwidth guarantee plus best-e ort fair access to excess bandwidth in a broadcast LAN environment. That is, a virtual circuit is guaranteed a minimum bandwidth (GBW), but may burst at a higher rate if excess bandwidth is available. This service is motivated by the recent proposal of a new ATM service called Unspeci ed Bit Rate+ (UBR+) 13], a.k.a. Guaranteed Frame Rate (GFR). Similarly, the IP community is considering RSVP. Unlike other proposed scheduling algorithms for WDM multi-access networks, this algorithm is unique in that it supports bandwidth guarantees, fairness is considered, and the algorithm is fast enough to run in real time.
Although the scheduling algorithms presented here are designed for a broadcast WDM LAN environment, the underlying ideas are generalized to a distributed MAN environment in a companion paper 31]. This paper contains new scheduling algorithms and rigorous theoretical results on performance guarantees, which are not shown in 31].
Model and Assumptions
We consider a time-slotted broadcast network connecting N nodes ( gure 1). A node may be a workstation, a server, or a router connecting to another network. For most of this paper, we assume each node has one transmitter and one receiver for data transmission. In section 7 our algorithms will be generalized to handle the case where di erent nodes have di erent numbers of transmitters and/or receivers, e.g., a router or server node might have several transceivers while a workstation might have only one. Each transmitter and receiver can be independently tuned to one of a nite set of m wavelengths f 1 ; 2 ; :::; m g, where in general m < N. Data are transmitted in xed-size cells, where one cell can be sent on one wavelength in one timeslot. Following the existing fast-B service of the AON 1], we assume that all tuning latencies are negligible compared to the length of a timeslot, and that each transmitter and each receiver is individually synchronized so that cells arrive at the central broadcast star at timeslot boundaries.
For instance, if the delay between node i and the broadcast star is i (which may or may not be an integral multiple of the timeslot length) and timeslots at the broadcaster start at times t; t+T; t+2T; etc., then the transmitter at the node i may start to send a cell at times t? i ; t+T ? i ; t+2T ? i ; etc. and the receiver at node i may start to receive a cell at times t + i ; t + T + i ; t + 2T + i ;
etc. All propagation delays are assumed to be known. To avoid collision in such a broadcast star network, two cells transmitted on the same wavelength cannot arrive at the broadcaster at the same time. The transmission constraints for this system are: at any given time, each transmitter can only tune to and send on one wavelength, each receiver can only tune to and receive on one wavelength, and there are a total of m wavelengths.
We consider the problem of providing (i) bandwidth reservations and (ii) fair sharing of unreserved network capacity in such a setting. Bandwidth reservations are granted to sessions or virtual circuits (VCs) after negotiation with a network management module. We envision that the network management module makes decisions based on external factors such as priority and billing, in addition to resource availability. Typically, a network only uses a portion of its resources to support guaranteed tra c, while the remaining network capacity must be shared fairly. In order to make per-VC bandwidth and fairness guarantees, we will assume each VC has its own queue at its source node.
A common way to implement bandwidth reservations is the use of pre-computed xed schedules, or circuits, e.g., a certain VC might be scheduled to send on timeslots t = 0; 5; 10; 15; ::: on wavelength 1 ; for a rate of 1 5 cells/timeslot. In such xed scheduling schemes, if a VC is temporarily idle, the opportunity for transmission is lost, and depending on the implementation, the unused resources may or may not be used by other busy VCs.
While xed scheduling schemes are good for circuit tra c, they are not exible enough for bursty data tra c streams, such as compressed video or large le transfer. To accommodate bursty tra c, this paper considers the use of a centralized scheduler which dynamically decides which VCs should transmit at which timeslot, on a slot by slot basis (and most likely in a pipelined fashion). The scheduler communicates with the stations via a dedicated control channel. This paper will not study the problem of designing an optimal control channel protocol; instead, as a proof of feasibility, we will outline one particular control protocol and the associated timing issues in the appendix. Because of control channel delays, a newly arrived cell must wait until its presence is reported to the scheduler before it can possibly be scheduled and transmitted. Such an access delay is unavoidable in any scheduling scheme, as opposed to collision-detection schemes which reduce access delays at the expense of throughput loss due to collisions. All our schedulers simply use whatever delayed queue lengths knowledge it currently has. Also note that the computed schedules must be disseminated to the sources and destinations in advance of actual data transmissions, in a pipelined fashion.
Given a control protocol, the problem then becomes choosing a scheduling algorithm. In this paper we employ a credit scheme and propose a class of algorithms called maximal weighted matching algorithms to choose VCs for transmission based on their current amount of outstanding credits and queue lengths. Our algorithms have the following properties:
1. Simulation results on throughput: Regardless of the amount of reserved bandwidth, typically 100% (and always at least 95%) of network throughput is achieved (some by reserved tra c, some by tra c without reservations or by VCs sending in excess of their reserved rate). All our simulation results apply to backlogged, Bernoulli/memoryless or 2-state bursty VCs with random source and destination nodes. Simulation settings are detailed in the appendix.
2. Theoretical results on bandwidth and delay guarantees: If the reserved bandwidth is less than 50% of network capacity, then each VC is guaranteed to transmit at its reserved rate or more, i.e., the bandwidth reservations are respected. Moreover a delay bound is established. More precise mathematical statements are presented in section 4.
3. Simulation results on bandwidth and delay guarantees: Bandwidth reservations of close to 90% capacity are respected with small delays. In other words, the algorithms perform better in simulations than their theoretical guarantees.
4. Simulation results on fairness: Unreserved portion of the network capacity is shared in an approximate max-min fair manner.
5. Our algorithms are fast and simple to implement. 2 Variations of our algorithms have been studied, both empirically and theoretically, in the context of providing quality of service (QoS) guarantees in input-queued switches 32, 19, 16, 20, 21, 22] . Our contributions are: considering max-min fairness explicitly, proving a new theoretical result on bandwidth reservation, adapting the algorithms for WDM broadcast networks, and evaluating the algorithms' performance in simulations.
The rest of the paper is organized as follows: Section 2 discusses related work in more detail.
Section 3 describes the concept of maximal weighted m-matchings, the common basis of all our algorithms. Sections 4 and 5 present several ways to use these matchings in scheduling algorithms to provide bandwidth and cell delay guarantees. Section 6 describes ways to use these matchings to achieve fair sharing of unreserved network capacity. Section 7 discusses brie y extensions of the algorithms to handle multicasting and di erent number of transceivers per node. Concluding remarks are presented in section 8. The appendix contains detailed proofs of our theoretical claims.
Related Work
There has been a lot of previous work dealing with the media-access control (MAC) problem of scheduling transmissions in a broadcast environment, subject to constraints similar to those presented above 2, 4, 5, 6, 24, 25, 7, 8, 10, 11, 12, 9] . In most cases, the tra c pattern is formulated as a tra c matrix, whose (i; j) entry represents the tra c load from node i to node j. This tra c load may be considered actual transmission requests or queue lengths (backlogs) 24, 25] , or desired transmission rates (e.g., 8] essentially uses a tra c matrix where every entry equals 1 to represent an all-to-all tra c pattern). The problem then becomes producing schedules to clear the matrix { after each timeslot, some tra c matrix entries are decreased corresponding to transmissions during that timeslot, and this proceeds timeslot by timeslot until the matrix contains all zeros, i.e., it is cleared. The schedule in each timeslot is subject to similar scheduling constraints as ours, and the optimality criterion usually is to minimize the schedule length (also known as matrix clearing time), which is the number of timeslots it takes to clear the entire matrix. Several authors have considered forms of this problem where laser tuning latency is signi cant (of the order of 1 or more timeslots), and under this assumption, various versions of the matrix clearing problem have been shown to be NP-hard, and accordingly, various heuristic, suboptimal algorithms have been proposed 10, 11] . In this paper, tuning latencies are assumed insigni cant, and under such assumptions, the matrix-clearing problem is actually solvable by a polynomialtime algorithm. The main idea of the matrix-clearing algorithm involves solving many instances of bipartite matching problems. Such an approach was originally proposed in a satellite switching 2 Our algorithms only require about 10-100 microseconds to schedule each timeslot in software, when N = 100; m = 20 and there are about 2000 VCs. Hardware implementations could be substantially faster.
(SS/TDMA) context 24, 25] and has been adopted for WDM broadcast star situations in various ways 4, 5, 6] .
If the matrix-clearing algorithm is used in a simple poll-schedule-transmit approach, then the system may su er from low throughput, unfairness and long access delay. In this approach, the scheduler polls all stations and obtains a tra c matrix D, whose entries D ij are actual number of data cells to be transmitted from node i to node j. Then the scheduler uses the matrix-clearing algorithm to generate a schedule. In the simplest case, this schedule is then executed, and when it is completed, the scheduler polls again and the cycle repeats. 3 It is easy to see that without additional (presumably high-layer) tra c control, busy sessions/VCs can hog the resources, by making large requests each time. Moreover, if some D ij is large, then the schedule length might be large. This causes two problems: rst, this lengthens the polling interval and hence the network access time, and second, the schedule might be sparse (low throughput) because the schedule length might become very long in order to accommodate a few large D ij values even though the rest of the tra c matrix has already been cleared. One obvious way to alleviate some of these problems is to limit the schedule length in some way, but the matrix-clearing algorithm cannot be adapted easily to a limited schedule length except by a simple truncation of the minimum-length schedule, which can in turn introduce further unfairness. Another alternative is to limit the size of the requests that can be submitted, but this can still lead to low throughput and unfairness as non-congested resources (transmitters or receivers) are under-utilized because the requests are arti cially constrained.
A more sophisticated way to use the matrix-clearing algorithm is to have a pre-scheduler or network management / tra c regulator module, which reads all the tra c requests (e.g., actual queue lengths D ij as above) and then decides how many transmissions each session is entitled or permitted to send. This decision can be made based on fairness, priority, billing and other network management concerns. Then, the permitted (regulated) transmissions are assembled into a tra c matrixD, and it is this matrix which is then sent to the matrix-clearing algorithm for scheduling. By limiting the sizes of the entries ofD, the schedule length can also be limited. (In other words, the problem of large schedule lengths is circumvented by feeding the algorithm a matrix with smaller entries to begin with.) This is a good approach in the sense that it allows for fairness and priority considerations, and it can also limit the schedule length (hence polling interval). However, it still faces two problems. The rst problem is the need for a pre-scheduler, which simply pushes the fairness and priority issues one step away (and perhaps into a higher layer). The second problem, and a more di cult one, is that the matrix-clearing algorithm itself runs relatively slowly, and becomes a bottleneck lengthening the polling interval, so the whole system again cannot respond fast enough to changing tra c conditions. An important issue then is: how fast can the matrixclearing algorithm be run?
The best known bipartite matching algorithm 14] has an asymptotic complexity of O(N 2:5 ), where N is the number of nodes (in each half of the bipartite graph). As a rough estimate, if N = 100, then N 2:5 = 100,000, and even on a 100MHz processor, 100,000 clock cycles equal 1 millisecond. On the one hand, this is just a rough estimate of an upper bound; on the other hand, the matrix-clearing algorithm needs to solve many instances of bipartite-matching { possibly as many as the schedule length itself. We decided to settle this issue by experiment, and in our software simulations (using the matrix-clearing algorithm of 25] and employing the bipartite matching algorithm of 14] as a subroutine), the calculation of schedules takes several milliseconds or more for each timeslot. 4 In contrast, the timeslotted WDM service of AON 1] has a timeslot of 2 microseconds. Clearly, even if the software code is substantially optimized and even if we change some simulation assumptions, the running time will not improve 1000 times from the milliseconds range to approach the order of 2 microseconds, without radical changes to the algorithm itself. Moreover, even if matrix-clearing can be performed much faster, we are still left with the need to design a separate pre-scheduler to deal with bandwidth reservations, fairness and other issues.
In short, this whole paper grew out of the realization that bipartite-matching based matrixclearing algorithms are generally too slow, and may be good only for static or slowly varying tra c conditions. Therefore this paper proposes an alternative scheduling algorithm which runs very fast and supports minimum bandwidth guarantees and fair access at the optical layer (thereby eliminating the need for a pre-scheduler or higher-layer tra c control).
While our bandwidth reservation algorithms have theoretical guarantees, our fairness algorithms are approximate algorithms, i.e., they often, but not always, achieve fairness. There have been other algorithms that trade optimality for speed in the past (e.g., 7]); however, to the best of our knowledge, this is the rst work that uses very fast (albeit approximate) scheduling algorithms to handle fairness and minimum bandwidth guarantees all within the optical layer, as a rst step toward supporting integrated services at the optical layer in WDM networks.
Matchings
Matchings as Constraints
We model a WDM broadcast network as a bipartite graph (U; V; E). There is a set of source nodes U and a set of destination nodes V (with jUj = jV j = N) and every edge e 2 E goes from some u 2 U to some v 2 V . Note that U and V both represent the same set of N routers/workstations, and E represents possible transmissions. In an actual WDM network, there may be multiple VCs going between the same u; v pair. While this may be modeled by a multi-graph (one edge per VC, multiple edges between the same u; v pair), we choose to model all these VCs as only one edge e = (u; v).
The transmission constraints of the network can be abstracted as follows: at each timeslot, the cells passing through the central broadcaster must be an m-matching { De nition 1 A matching is a subset of edges X E such that: (i) 8u 2 U, X contains zero or one edge connecting to u, and similarly (ii) 8v 2 V , X contains zero or one edge connecting to v.
An m-matching is a matching with m or fewer edges.
The three conditions correspond directly to the three transmission constraints: (i) there are only m di erent wavelengths in the network, (ii) each transmitter u can only transmit one cell per slot, and (iii) each receiver v can only receive one cell per slot.
Note that propagation delays do not change the transmitter and receiver constraints. Consider a particular node i and let i be the delay from node i to the broadcaster. If cells passing through the broadcaster at time t form an m-matching, that means at time t ? i only 1 cell was transmitted from node i, and at time t + i node i only receives 1 cell destined to it. Thus if the cells passing through the broadcaster form an m-matching at all times, then the transmitter and receiver constraints are satis ed at all times.
Weighted Matchings as Transmission Schedules
The job of the scheduling algorithm is to choose an m-matching for each timeslot. To do so, many proposed algorithms, including ours, associate a numeric weight w(e) to each edge e in the bipartite graph. These weights represent priorities among VCs and they are calculated from credits, queue lengths, and other information. Di erent versions of our algorithms use di erent weights to achieve di erent properties in bandwidth reservations and fair access. By choice, all our weights are non-negative, w(e) 0.
The weight of a matching X is de ned as the sum of its edge weights, W(X) = P e2X w(e). A maximum weighted m-matching is an m-matching with the highest possible weight. 5 Maximum weighted matchings (but not m-matchings) have been studied before in the context of input-queued switches 15, 16, 17, 18] . Unfortunately, algorithms to compute such matchings are quite complex.
Instead, all our schedulers use much simpler, linear-complexity algorithms to compute maximal weighted m-matchings 6 { De nition 2 A maximal weighted m-matching is an m-matching X where: 1. If jXj < m, then for any edge e 0 = 2 X, there exists e 2 X such that w(e 0 ) w(e) and e; e 0 share a common node. Note: Since they share a common node, no matching can contain both of them. So, we will say e(2 X) blocks e 0 (= 2 X). This condition can therefore be rephrased as: e 0 has a blocking edge e 2 X with higher or equal weight. 2. If jXj = m, then for any edge e 0 = 2 X, either it has a blocking edge in X with higher or equal weight (as in the previous case), or it has no blocking edge in X but the smallest-weight edge e min in X has a weight greater than or equal to that of e 0 , i.e., w(e min ) w(e 0 ).
Our de nition is a generalization of the usual de nition of maximal unweighted matchings, which requires that any edge not in the matching be blocked by some edge in the matching. We 5 In some graphs there may be several such matchings tying for highest possible weight. 6 As far as we can tell, there is no commonly accepted de nition for the term maximal weighted (m-)matching. A proof is given in the appendix. This result will be used in section 4 to prove that bandwidth reservations of up to 50% (i.e., 1 2 ) network capacity will be respected.
Computing Maximal Weighted m-Matchings
As mentioned before, di erent versions of our scheduling algorithms use di erent quantities as edge weights, but all versions compute maximal weighted m-matchings. It is therefore important that such matchings can be computed e ciently. We now present two ways to compute these matchings. For our simulations, we designed a very simple algorithm called the Central Queue (CQ) Algorithm, which is used as a subroutine in all our scheduling algorithms. Initially, CQ sorts all edges in decreasing weights (breaking ties arbitrarily). Then, starting with an empty matching X = fg, it considers each edge one by one in the sorted order. Say the current edge under consideration is e. If X feg is still a matching, then it is added to the current matching, i.e. X := X feg, otherwise, nothing is done and e is simply skipped. The algorithm continues to scan the edges one by one, and stops (and outputs X) when jXj = m, or when all edges have been considered, whichever is sooner. In the terminology of algorithms, this is called a \greedy" algorithm because it does not perform backtracking, i.e., once an edge is added, it is never removed. The appendix proves that the algorithm correctly computes maximal weighted m-matchings.
Another way to compute maximal weighted m-matchings is by transforming the problem to a stable marriage problem, then using the standard Gale-Shapely (GS) algorithm 23] to compute a size N matching, and nally dropping all but the m highest-weight edges. Similar algorithms have been studied before in the context of input-queued switches, e.g., 19, 16, 20, 21, 22] . However, the new notion of maximal weighted (m-)matchings appeared rst in our work 32] and a result similar to Theorem 1 was used in the context of input-queued switches.
Running Time: Including sorting, the sequential running time of CQ is O(jEj logjEj) = O(jEj logN) 7 and that of GS is O(N 2 log N) 8 . In simulations, CQ is faster both because E N 2 and because CQ has no backtracking and is simpler to implement. However, in hardware, GS can be modi ed to match the N nodes in parallel, reducing the running time to O(N log N), while it is not obvious if CQ can be parallelized. Lastly, given the way our schedulers use these two algorithms, 7 This assumes the algorithm uses e cient data structures, such as the following simple scheme: the algorithm keeps two bit-arrays, one indexed by U and one indexed by V , to denote whether X already contains some edge connecting to any particular u 2 U or v 2 V . Thus, checking whether e = (u; v) can be added to X is equivalent to checking one bit in each bit-array. 8 Sorting is required to compute the preference lists it is possible to drop the (log N) factor by reducing the sorting complexity. More details are given in section 4.4. The CWA uses C f (t) as edge weights. More precisely, the edge weight of e = (u; v) is the highest C f (t) among all VCs with source u and destination v. All idle VCs (i.e., VCs with empty queues) and all VCs with non-positive C f (t) are ignored when assigning edge weights. The CWA (and all our other scheduling algorithms) compute maximal weighted m-matchings in each timeslot.
By design, the CWA serves only VCs with positive credits, and so there might be backlogged VCs (i.e., VCs with non-empty queues) which can be served but which are not, because they do not have positive credits. In other words, the CWA is not \work-conserving" in the usual sense. We view the objective of the CWA as serving only guaranteed tra c; any leftover network capacity must be shared fairly and that is the objective of section 6, which will show, in particular, that our fair access algorithms are \work-conserving" and achieve high network utilization.
Let g uv denote the total guaranteed rates of all VCs from u to v. Transmitter u, which can transmit 1 cell per timeslot, is therefore reserved for guaranteed tra c a fraction , equals (or exceeds) its guaranteed rate g f . 9 In other words, up to 50% reservations are respected. A proof is given in the appendix. Running Time: In our simulations, the algorithm requires about 10-100 microseconds to compute each m-matching in software. 10 The running time is actually similar for all our algorithms reported in subsequent sections.
Bursty Tra c and the Bucket-Credit Weighted Algorithm
The CWA cannot bound credits for bursty tra c { idle VCs simply accumulate credits with no way to spend them (since they do not have cells to transmit), and their C f (t) will increase without bound. When such a long-idle VC becomes backlogged again, it will have a very high C f (t) value and therefore hog resources (particularly its transmitter and receiver) for a long time. Such a behavior might be undesirable for other well behaving VCs sharing the same transceivers, e.g., in 9 Note that this corollary, which only concerns time-averaged rates, is mathematically weaker than the theorem.
The corollary is equivalent to saying that Cf(t) is bounded by a less-than-linear function of t, e.g., Cf (t) could grow as log(t) or p t and become unbounded. The theorem however guarantees that Cf (t) is bounded by a constant. 10 The simulation is written as a stand-alone C program, compiled with the gcc compiler, and run under Unix on a sparcstation. Note that hardware implementations could be substantially faster.
terms of their cell delays and delay jitters. Moreover, even a steady, well behaving VC is no longer guaranteed to lag behind their reserved share of t g f by just a constant, because other VCs can hog the required transceivers for long durations.
This behavior is in fact algorithm-independent. Any algorithm (not just CWA) that tries solely to maintain long-term t g f throughput guarantees must tolerate highly bursty VCs (with very long idle periods followed by large bursts) by giving preference to long-idle VCs, and therefore potentially hurt other VCs by allowing hogging behavior. At the other extreme, xed circuit-based bandwidth reservations let VCs enjoy a steady transmission while they are busy, but if they miss a transmission opportunity due to idleness, no future compensation is given, so that, over the long term, bursty VCs will not transmit at the throughput of t g f because of missed opportunities.
Fundamentally, then, this is a question of tolerance for burstiness, and a question of balancing the dual goals of long-term throughput guarantees and short-term steady service. In our view, these questions are largely a matter of design choice. Instead of answering it a particular way, we use the following simple parameterized method to handle all situations. Each VC has a parameter B f , called its bucket size. An idle VC whose C f (t) B f must forfeit its normal g f credit increment per timeslot, until it becomes backlogged again { such a VC's credit therefore remains constant while it is idle. Di erent VCs can negotiate for di erent B f values on setup, with larger B f meaning more tolerance for burstiness. This variation will be called the Bucket-Credit Weighted Algorithm (BCWA). Similar ideas have been used before in other settings such as ow control and tra c shaping, e.g., 27, 28] . Note that our bucket size only restricts C f (t) when a VC is idle. Nevertheless, the BCWA guarantees that all C f (t) are bounded for all time:
Theorem 3 (BCWA respects 50% reservations for any tra c) If < 1 2 , and every VC has a nite bucket size B f , then BCWA guarantees that there is a constant bound B c > 0 such that C f (t) B c for any VC, busy or idle, at any time t, and for arbitrary tra c arrival patterns.
The proof is given in the appendix. A note on the interpretation of the BCWA's credit bound B c : Since VCs can lose some g f credit increments when they are idle, the value of C f (t) (or its bound B c ) no longer measures (or bounds) the di erence between total transmissions and the \ideal" throughput of t g f cells. Fortunately, for the BCWA, the amount of missed credits up to time t can be bounded (say, by M(t)) deterministically if the arrival pattern is known exactly 11 or known to follow some tra c shaping/policing mechanism, or the amount of missed credits can be bounded probabilistically if some stochastic arrival process is assumed. Then, a VC is guaranteed not to lag behind the \ideal" throughput of t g f cells by more than B c + M(t) cells. In this way, a small B c demonstrates the strength of the scheduling algorithm, while the M(t) term describes how the algorithm penalizes bursty VCs.
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Let Atot( ) denote the total number of arrivals (in number of cells) to VC f up to time . Simple calculations show that at time t, the VC might have missed at most M(t) = max 0 t ( gf ? Bf ? Atot( )) credits. The actual quantity of missed credit may be between 0 and this value depending on when the BCWA schedules this VC's transmissions, which determines the exact idle periods.
Another noteworthy point is that the credit bound B c is measured without distinguishing busy and idle VCs. One may wonder if this bound may be \in ated" by the presence of long-idle VCs whose C f (t) = B f . For VCs which are \overloading" or \usually busy" (in some sense), maybe the algorithm actually achieves a smaller (i.e., tighter) credit bound. Perhaps more importantly, for \underloading" or \usually idle" VCs whose C f (t) often approaches or equals the bucket size, a credit bound does not provide very useful information { instead, some kind of queue length or delay bound would be much more useful. Our simulations investigate these issues by the following method. Let Q f (t) denote the queue length of VC f at time t and let V Q f (t) = min(C f (t); Q f (t)). We measure a bound B V Q as the maximum value of V Q f (t) across all VCs, and all time. This bound represents two separate useful quantities:
1. It provides a possibly tighter credit bound, C f (t) B V Q B c , 12 for \overloading" VCs, i.e., those whose arrivals exceed their credits (Q f (t) C f (t)). 2. It also provides a queue length bound, Q f (t) B V Q , for \underloading" VCs, i.e., those whose arrivals are below their credits (Q f (t) C f (t)). 
Delay Bounds
A cell's total delay is composed of (i) control channel delay, (ii) scheduling delay, and (iii) propagation delay ( ight time). This section describes how our algorithms provide bounds on the scheduling delay, i.e., the time between when the scheduler learns of the cell's arrival, to the time the cell is placed in a schedule. For the rest of this section, we will ignore propagation delay and control 12 By de nition V Qf(t) Cf(t) for all f and all t, and so BV Q Bc.
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N m max g f no. protocol delay { a cell is said to have \arrived" only when the scheduler learns of its existence, it is said to have been \served" when placed on a schedule (i.e., an m-matching), and the term \delay" means scheduling delay. Since we have chosen to treat fair access of unreserved capacity separately, our bandwidth reservation algorithms are designed to serve only guaranteed tra c. For any such algorithm, if a VC's average arrival rate exceeds its guaranteed rate, its queue length { and hence its cell delays { will both become unbounded.
So, instead of bounding delays, we will bound validated delays, de ned as follows. Intuitively, consider the credit increments as a reference \arrival" process of integral units of credits, e.g., with the CWA (without the bucket limit), one integral unit of credit \arrives" (i.e., is accumulated) every 1 g f timeslots.
(Credit spending corresponds to \departures" and are irrelevant in this view.)
The k th cell is conceptually matched with the k th integral unit of credit, and the cell's validated arrival is either its actual arrival, or its matching credit's \arrival," whichever is later. In other words, the validated arrival is the time when the cell becomes eligible for transmission { when it has arrived and also has the credit for transmission. Continuing the CWA example, the k th integral credit always arrives at time t v = d k g f e exactly. Thus the k th cell, which has an actual arrival time t arr , has a validated arrival time of t v:arr = max(t arr ; t v ). A cell's validated delay is then de ned as the di erence between its service time and its validated arrival time.
The following theorem o ers bounds on validated delays of all cells. Note that, if a cell arrives after its matching credit, then its validated delay equals its actual delay, and so the theorem o ers actual delay bounds for these cells. Such cells can be expected to be abundant for a VC whose arrival rate is smaller than its g f , and whose bursts are smaller than its B f .
Theorem 4 (Bounds on validated delays)
For both the CWA and the BCWA, a theoretical (or experimental) bound B c on C f (t) implies a theoretical (respectively, experimental) bound B d = d Bc g f e on the validated delays of any cell of VC f.
Proof: At a cell's validated arrival time, its matching credit has already \arrived." If the cell is not sent before the next B c credits \arrive," the total number of unspent credits C f (t) will be at least 1 (the cell's matching credit) +B c (the next credits), which violates the B c bound. Therefore the cell is sent before the next B c credits arrive, which, in the CWA, happens at most B d timeslots later. The same is true in the BCWA because as long as the cell under consideration is not sent, the VC is backlogged and never misses a credit increment. 2 
Sorting the Edge Weights E ciently
In our simulations, we actually used an integral, \truncated" version of edge weights,ŵ(e) = bw(e)c.
The appendix proves that theorems 2 and 3 still hold. With integral edge weights, the sorting step of CQ can be done much more e ciently in one of two ways.
The rst method, e cient for edge weights bounded by small constants, is bin-sorting. Edges are placed directly into an array of integer bins. The proven theoretical bounds can be used as the array length, or, as a practical matter, the (much smaller) experiment bounds can be used with an additional algorithmic provision to allow the array length to vary depending on the maximum edge weight. When CQ considers all edges in one pass, it has to skip empty bins and so the running time is O(jEj + max eŵ (e)) = O(jEj + B c ).
The second method uses a sorted linked list of bins (instead of an array). Every bin is marked with an integer and all are sorted in the linked list. When aŵ(e) increases by 1, the edge e is moved to the bin marked with the next integer { either this will be the bin on the next link, or otherwise, a new bin is created, marked with the next integer, and placed at the next link rst. Decreasingŵ(e) is handled symmetrically. As edges leave bins, empty bins are deleted. CQ then runs in O(jEj) time: updating the sorted structure from one timeslot to the next only takes O(jEj) time, and as the linked list always contains only non-empty bins, going through all edges in one pass also requires only O(jEj) time. Note that this method only works e ciently if the edge weights can change by at most a small constant amount every timeslot { by our design choice, C f (t) can only change by at most 1 every timeslot. Note also that this method does not depend on the edge weights being bounded.
Bandwidth Reservations by Validated Queue Algorithm
While the BCWA works well for bursty tra c, its main disadvantage is that VCs may lose credits and therefore deviate from the \ideal" throughput guarantee of t g f cells. The Validated Queue Algorithm (VQA) of this section tries to solve this problem { it tries to handle bursty tra c while maintaining the goal of t g f throughput guarantee and reducing hogging behavior.
Let Q f (t) denote the queue length of VC f at time t. The VQA uses the quantity V Q f (t) = min(C f (t); Q f (t)) as edge weights. The algorithm again computes a maximal weighted m-matching each timeslot. The weights V Q f (t), rst introduced in section 4.2 as experimentally measured parameters, are called validated queue lengths. Conceptually, V Q f (t) counts the number of queued cells that have matching integral credits already, i.e., such cells can \pay" their way as soon as they are scheduled. Similar ideas have been used in 29, 30] . There are no bucket sizes in the VQA, i.e., VCs never lose credits.
There are two main reasons for using V Q f (t) as edge weights. The rst reason is that, as discussed in section 4.2, any bound on V Q f (t) would act simultaneously as a credit bound for overloading VCs and (perhaps more importantly) a queue length bound for underloading VCs. The second reason is that using V Q f (t) as edge weights reduces hogging behavior for bursty tra c, without the use of buckets. With the VQA, a long-idle VC can still exhibit some hogging behavior, but this only happens when a large burst arrives in a very short duration right after a long idle period, so that both C f (t) and Q f (t) are large (resulting in a high edge weight). In simulations, hogging behavior occurs less often and to a less severe extent compared to the bucketless CWA.
Although we cannot prove the following property of the VQA, we o er it as a conjecture: if bounded by some constant B V Q , at any time. 13 This conjecture, if true, o ers an interesting contract to the VCs. Since (expected) V Q f = min(C f ; Q f ) B V Q , that means either (expected) C f B V Q or (expected) Q f B V Q , or both.
Therefore, the VC either has a small queue length meaning that almost all cells are sent (when it is underloading), or it is at most B V Q cells away from its reserved share of exactly t g f cells (when it is overloading). Figure 4 shows that the VQA exceeds the conjectured performance in simulations, exhibiting small bounds even at 90% reservations. This ful lls its main purpose as a practical alternative to BCWA for use with bursty tra c.
The VQA may also be used with bucket sizes. We conjecture that a variation of theorem 3 holds for such an algorithm. In simulations, its performance is similar to that of the BCWA. We omit detailed reports of this less interesting case.
Fair Sharing of Unreserved Bandwidth
By design, our bandwidth reservation algorithms only serve a VC when it can pay the required credit. Since reserved bandwidth usually does not make up 100% of network capacity, the algorithms are not \work-conserving" and will lead to under-utilization. The question remains: how should the unreserved capacity of the network be used? This section presents algorithms that achieve near-maximum utilization and fair sharing of the unreserved capacity.
While fairness can be de ned in many ways, in this paper we apply the notion of max-min fairness (see e.g., 26] p.527) to the unreserved capacity of the network resources. The resources required to support bandwidth reservations are exempted from fairness considerations, but the 13 A supporting reason behind this conjecture is that, for any VC with arrival rate af , if af > gf, then in the long run V Qf (t) ! Cf(t) (credits are \bottleneck"), whereas if af < gf then V Qf(t) ! Qf(t) (arrivals are bottleneck).
The former case approaches the behavior of the CWA and the latter case can be shown using theorem 1. leftover resources must be shared fairly by all VCs. We will use the term \excess rate" to denote a VC's transmission rate in excess of its guaranteed rate (if any).
De nition 3 A set of VC excess rates (measured in cells/timeslot) is max-min fair if and only if every VC has one (or more) bottleneck resource. A resource is a bottleneck resource for a particular VC if (a) that resource is fully utilized, and (b) that VC has at least as high an excess rate as any other VC using that resource. The matrices show the ve VCs' guaranteed rates, fair excess rates, and total rates respectively. The rst matrix shows that two of the ve VCs have g f = 0 and they represent best-e ort tra c. Transmitter 1 (row 1), which can support a maximum rate of 1 cell/timeslot, must use 0.5 of that capacity to support the guaranteed transmissions of the two VCs with source node 1 (row 1), and therefore only has an excess rate of 0.5 cells/timeslot available for fair sharing. Similarly, receiver 5 (column 2) must use 0.4 of its rate of 1 cell/timeslot to support the guaranteed tra c, leaving only 0.6 for sharing. Using these excess rates, the max-min fair shares of the excess rates are shown in the second matrix { the VCs in the 2nd column have a receiver bottleneck and are limited to an excess rate of 0:6 3 = 0:2 each, while the other two VCs are limited by their respective transmitters as bottlenecks. The total rate of each VC is its guaranteed rate plus its fair share of excess bandwidth, shown in the third matrix.
Two phase Usage Weighted Algorithm
We now present an algorithm that operates in two phases in each timeslot. In the rst phase, the algorithm runs the CWA, BCWA or VQA to produce a matching X. The VCs in X have their credits decremented as usual. Then, if jXj < m, i.e., if there are leftover wavelengths, the algorithm runs a second phase to choose some VCs to ll up the transmission schedule. Each of these VCs has its Usage variable U f incremented by 1. (U f 's are initialized to zeros.) Thus each U f counts the number of cells a VC has sent without paying credits for them, i.e., the number of \excess" transmissions.
The intuitive idea is that to be fair, VCs that have few previous excess transmissions (small U f ) should be considered rst in the sharing of excess resources. Our second phase Usage Weighted Algorithm (UWA) implements this intuition directly as follows: the algorithm considers each VC in increasing U f order, trying to add it to the matching X if possible, skipping it otherwise with no backtracking. This is identical to the central queue (CQ) algorithm except that the weights U f are sorted in increasing order, and the initial matching is computed by the rst phase (instead of an empty matching).
Usage-Credit Weighted Algorithm
The (B)CWA and the UWA can be combined into a single Usage-Credit Weighted Algorithm (UCWA), which sorts all VCs by the di erence D f = C f ?U f , then considers all VCs in decreasing D f order in a single pass, dealing with guaranteed and excess transmissions together. When a VC transmits a cell, its C f is decremented if C f > 0 originally, otherwise its U f is incremented. In either case, its D f will therefore decrease by one in the next timeslot. An alternative view is that the UCWA is a \work-conserving" version of the (B)CWA where VCs without positive credits can transmit and their edge weights become arbitrarily negative. A more careful proof (omitted here for length consideration but shown in our technical report 33]) shows that Theorems 2 and 3 still hold for the UCWA. Figure 6 shows the performance of the UCWA for constantly backlogged tra c. The total number of VCs include those with g f > 0 and those with g f = 0, which represent best-e ort tra c.
The table shows that network utilization is usually perfect (100%), and always very high (95% or more). The algorithm's performance regarding fairness is measured by the parameter f , de ned as the ratio of a VC's excess transmission rate over its fair excess rate. VCs getting less than its fair share will have f < 1 and VCs getting more will have f > 1. The table shows the distribution of all f values and also the minimum value. It shows that many VCs (at least 93% of them) obtain at least 95% of their fair shares. However, a small fraction of VCs are treated very unfairly (small f ) under some settings, because of the greedy and heuristic nature of the algorithm. The simulation results of the two phase UWA is similar. In practice, the UCWA might be preferable to the two phase UWA because of its simpler implementation and resulting faster running time.
Extensions to Multiple Transceivers
So far we have assumed that each node has only one transmitter and one receiver. If some nodes have more than one transceiver, the transmission constraints will no longer be an m-matching. For instance, a node with three transmitters and ve receivers can simultaneously transmit three cells and receive ve cells. The CQ algorithm can easily be generalized to handle any arbitrary transmission constraints. Again all VCs are sorted by priority (credit, validated queue length, usage) and the algorithm goes through all VCs in one pass, choosing greedily without backtracking. The set X begins empty, and a VC f is added to it if the new set X ffg will not violate any transmission constraints. We conjecture that the set X calculated by CQ will still have at least 1 2 the maximum weight of any set of VCs which obeys the constraints. If this conjecture is true, the proof technique of 15] can be adapted to this situation to prove that Theorem 2 still holds.
With multiple transceivers per node, it may be possible for a VC to transmit two or more cells in one timeslot, depending on the exact implementation and queuing discipline employed at the nodes. If this is possible, the set X must allow repeated occurrences of the same VC (i.e., X must be a multi-set). Also, the CQ algorithm must be slightly modi ed in one of two ways. The rst way is that after a VC is added to X, the VC must have its new priority calculated and then reinserted at the correct place in the sort order, so that it is possible to consider it again later in the scan through the VCs. The second way is that each VC is still considered only once, but when it is considered it is added to X as many times as possible.
Our algorithms can also be extended for multicast VCs. A multicast VC has one source and multiple destinations. In the ideal case, a cell can be transmitted once and all the destinations can receive it. Normally when the CQ algorithm adds a unicast VC to the set X, it \marks o " a transmitter at the source and a receiver at the destination. Now when the CQ algorithm adds a multicast VC to the set, it must \mark o " a transmitter at the source and a receiver at each destination. This corresponds to a strategy of transmitting every multicast cell exactly once. Another strategy is to transmit a multicast cell multiple times { each transmission uses one source transmitter and several receivers, corresponding to a subset of the cell's destinations which have not yet received this cell (in a previous transmission). The VC's credit is spent only when the cell has been received by all destinations.
It is not clear that the our scheduling algorithms applied to the multicast scenario can provide any guarantee on bandwidth reservations. In particular, the greedily generated set X is no longer guaranteed to have 1 2 the maximum weight. In the transmit-many-times strategy, it is also not clear if additional heuristic rules should be applied on top of the greedy decision, e.g., to avoid too many re-transmissions, perhaps the algorithm should skip a multicast VC if only one or a \small" fraction of its destinations are free to receive a transmission at the scheduled timeslot. In our preliminary simulations (not reported here), the transmit-once strategy respects bandwidth reservations of about 50% of capacity, when the destination sets consist of a small number of VCs, e.g., 2-5 VCs.
Conclusions
In this paper, we introduced a notion of maximal weighted m-matchings and used these matchings with various priority schemes based on credits (CWA, BCWA) or validated queue lengths (VQA) to support bandwidth reservations in a WDM broadcast network. In terms of theoretical results, we proved that both the CWA and the BCWA respect bandwidth reservations which are up to 50% of network capacity; the proof for CWA requires constantly backlogged tra c, while the proof for BCWA works for any tra c, but idle VCs may miss credits (and hence transmission opportunities) without compensation. Moreover, delay bounds can also be established. Simulations show that our algorithms work very well with reserved bandwidth close to 90% of capacity, and the delay bounds are small, even for bursty tra c (in the case of BCWA and VQA). Variations of these matchings are also used in the fair access algorithms which exhibit approximate max-min fair sharing of unreserved resources with high network utilization. We also designed a simple, e cient and practical Central Queue Algorithm to compute maximal weighted matchings. Case I: assume jXj < m. Then every edge eŶ 2Ŷ has a blocking edge in X with weight greater than or equal to w(eŶ ). Denote this blocking edge by block(eŶ ). Note: In case eŶ has two blocking edges both of equal or higher weight, we can assume (without loss of generality) that each edge has a numeric unique identi er (assigned arbitrarily, e.g., VC ID) and let block(eŶ ) denote the one with a smaller unique identi er.
Here are some simple properties of edges eŶ 2Ŷ and their blocking edges: w(e k ) w(block(e k )) Summing up all equations, the sum of the left sides = w(e 1 ) + ::: + w(e n ) = W(Ŷ ). On the right sides, every block(e i ) 2X, and any edge inX can appear at most twice, thus the sum of the right sides 2 W(X). (Note that this uses the assumption that edge weights are non-negative.) This proves the required W(Ŷ ) 2W(X) for the case of jXj < m.
Case II: assume jXj = m. Let e min be the minimum weight edge in X. Now every eŶ 2Ŷ either has a blocking edge block(eŶ ) 2X with greater or equal weight (as in case I), or else w(eŶ ) w(e min ). Among the k edges ofŶ , without loss of generality assume the rst l edges have blocking edges with greater or equal weights, and the remaining k ? l edges do not. Then we have:
w(e i ) w(block(e i )), for i = 1; :::; l:
w(e j ) w(e min ), for j = l + 1; :::; k:
Let R denote the summation of the right sides, P l i=1 w(block(e i )) + P k j=l+1 w(e min ). Compare it to the quantity 2 W(X), written as an explicit summation of individual edge weights containing 2jXj terms (each edge weight appearing twice because of the factor of 2). We have:
1. Reasoning as in case I, every w(block(e i )) term in R appears as a term in 2 W(X), since every block(e i ) 2X and every edge inX can appear as block(e i ) at most twice. 2. By de nition of e min as the minimum weight edge in X, any w(e min ) term in R is smaller than or equal to any term in 2 W(X). 3 . There are k terms in R, and 2jXj terms in 2 W(X). We also have k = jŶ j = jY j ? jZj m ? jZj (because Y is an m-matching) = jXj ? jZj = jXj 2jXj.
In conclusion, there are more terms in 2 W(X) than in R, and the terms are correspondingly larger or equal. (Moreover, all terms are non-negative.) Thus R 2 W(X). Summing all inequalities then imply: sum of left sides = W(Ŷ ) R 2 W(X) as required. 2 Theorem 6 (Correctness of CQ)
When the CQ algorithm terminates, X is a maximal weighted m-matching.
Proof: Let X final denote the value of X when the algorithm terminates. By construction, X final has at most m edges, and all intermediate values of X, including the nal value X final , are matchings. Therefore, X final is an m-matching. Now consider an edge e 0 = 2 X final . There are two cases, which together directly satis es the de nition of maximal weighted m-matchings:
1. The algorithm terminates before e 0 is considered. This can only happen when jX final j = m, and in addition, every edge in X final has weight w(e 0 ), because of the sort order. 2. The algorithm has considered e 0 at some point. Suppose that when e 0 is considered, the matching is X 1 X final . By design, the only possible reason why e 0 is not added is that X 1 fe 0 g is not a matching, or equivalently, there exists e 2 X 1 X final such that e 0 ; e share a common node. However, e 2 X 1 means that e has already been considered at that point, i.e., w(e) w(e 0 ) because of the sort order. Therefore e 0 has a blocking edge e 2 X final with higher or equal weight.
2
Proof of theorem 2: Assume all VCs are constantly backlogged, < 1 2 and the CWA is used as described. We will prove that the quantity V (t) = P f C f (t) 2 is bounded, which would imply all C f (t) are bounded. This proof here is adapted from 15, 17] which (unlike this work) deal with maximum weighted matchings.
Let S f (t) denote the number of cells transmitted by VC f at time t. Then, S f (t) = 0 or 1, and the set of zero-one values fS f (t)g all f speci es the maximal weighted m-matching chosen at time t. Moreover, P f C f (t)S f (t)] is the total weight of this matching. Note that since the CWA ignores VCs with C f (t) 0, those VCs will automatically have S f (t) = 0. (This also ensures that no C f (t) will drop below -1, since only positive C f (t) are decremented, and they decrease at most by 1.) Similarly, if several VCs have the same source-destination pair, only the one with highest credit is considered, and the others will have S f (t) = 0.
Let fS f (t)g be another set of zero-one values that specify a maximum weighted m-matching at time t. Then theorem 1 states that P
Consider the last equation. In the P k summation, the term 
= ? weight of maximum weighted m-matching (11) Substituting this back into equation (4), we have
K 1 ? 2 weight of maximum weighted m-matching (13) We can nally prove that V (t) = P f C f (t) 2 is bounded. The logic has two parts: First, since V (t + 1) ? V (t) K 1 , the V (t) value can only increase by a nite amount each timeslot. Second, the largest edge weight at time t is at least p V (t)=number of VCs, and a maximum weighted m-common denominator, so that D and D g uv are all integral. By de nition of , we have the
C f (t)(G f (t) ? S f (t))] + (K 2 ? 0) (20) where the term P f2F i (t) C f (t)S f (t)] = 0 (no service possible, i.e., S f (t) = 0, for idle VCs), and the term P f2F i (t) C f (t)G f (t)] has been bounded by some positive constant K 2 , because idle VCs either have bounded C f (t) (bucket size restriction) or G f (t) = 0 (no credit increment). The remaining term P f2F b (t) C f (t)G f (t)] can now be treated just like P f C f (t)g f ] of equations (6)- (11) . In particular, at any time t, the set fG f (t)g f2F b (t) can still be written as a convex combination of some m-matchings in the style of lemma 1 (since G f (t) g f ). Thus equations (11) and (13) 
K 2 ? weight of maximum weighted m-matching (21) V (t + 1) ? V (t) (K 1 + 2K 2 ) ? weight of maximum weighted m-matching (22) and the rest of the proof follows without change. 2 10 Appendix B { Simulation Settings
Outline of a control protocol
Due to length considerations, we only give a very brief outline of a sample control protocol here, as a proof of feasibility. For more details refer to our technical report 33]. Our control protocol is based on round-robin polling/reporting. Suppose the scheduler resides at the central broadcaster. We assume a separate control wavelength, with associated xed-tuned inexpensive transceivers, for nodes to report their queue length or arrival information to the scheduler. The N nodes report in xed round-robin fashion, and each node's report contains all the queue lengths of all VCs originating at that node. Suppose a cell contains 1000 bits (slightly more than two ATM cells). If each node is the source of about 50-100 VCs, it can include all these VCs' queue lengths in a single \report cell," listing all queue lengths without including VC IDs since the IDs are known to the scheduler on VC setup. So, each node can send one report cell every N timeslots. Therefore, a data cell's control protocol delay may range from 1 to N timeslots (plus node-scheduler ight time) depending on when it arrives compared to the next queue length report from its source.
The controller disseminates the schedules by broadcasting each m-matching in a second control wavelength. In a typical case of 16-bit VC IDs, and m = 30 data wavelengths, an m-matching can be speci ed using 480 bits or just one 1000-bit \schedule cell." By convention, the rst listed VC uses wavelength 1 , the second VC uses 2 , etc.
Assuming the broadcast network is installed in a LAN with physical dimension of about a kilometer, the ight time is about 5 microseconds. With a timeslot of about 1 microsecond (1000 bits at 1 Gbit/second), the ight time is about 5 timeslots. In simulations we used propagation delays of 0 to 20 timeslots, and di erent nodes may have di erent propagation delays. We have disregarded small bu er zones used around timeslots for synchronization and transceiver-tuning purposes, see 1] for a similar example.
Stochastic models for VC and tra c generation
Parameters used in our simulations are divided into two categories { control parameters which are chosen manually, and measured parameters which measure the algorithms' performance under the chosen setting. The following are the control parameters in each simulation: N, the number of nodes. m, the number of wavelengths (for data transmissions, excluding control wavelengths).
Total duration of simulation (not reported). Typically this is 10000 to 100000 timeslots.
The number of VCs that request rate guarantees (not reported). Each VC's source and destination nodes are chosen randomly, independently and uniformly among the N nodes. There may be several VCs with the same source-destination pair. A VC's rate g f is generated as explained in the next two items. VCs which are denied any rate guarantee (i.e., g f = 0) are not reported in bandwidth reservation simulations. max g f , the maximum guaranteed rate. Each VC's guaranteed rate g f is generated independently and uniformly distributed in the range 1 100 ; maxg f ]. (However, see the next item.) max , the maximum reservation factor (not reported). The simulations generate g f values one by one, considering the VCs one by one in some random order. When a VC is considered, if its (newly-generated) guaranteed rate, when added to other guaranteed rates already generated, will exceed reservation factor max , then its guaranteed rate is set to zero instead. In bandwidth reservation simulations, this VC has essentially disappeared, and therefore they are not reported in the \no. of VCs" column in those simulations. In fairness simulations, this VC now represents best-e ort tra c with no reservations. In our simulations we set max at 50% or 90%. The actual reservation factor ( max ), and the actual number of VCs with non-zero rate guarantees are measured (and reported) when all g f values have been generated in this manner.
Tra c type. We used three di erent types of tra c:
1. Constantly backlogged tra c.
2. Bernoulli tra c (also known as I.I.D. or memoryless tra c): In each timeslot (independently) one cell arrives with probability a f , otherwise no cell arrives. Each VC's arrival rate a f is chosen to equal its guaranteed rate g f . The VCs' arrival processes are independent of each other. 3. 2-state tra c: Each VC is described by a 2-state Markov chain. The two states are called bursting and resting. While in the bursting state one cell arrives every timeslot, and while in the resting state no cell arrives. Each VC has its own state and changes states independently of other VCs. In this model, each VC's state transition probabilities are determined by its arrival rate a f (chosen to equal its g f ) and the average burst length.
In our simulations, all 2-state VCs have an average burst length of 20 cells regardless of arrival rates. (In contrast, a Bernoulli process of rate a f has an average burst length of 1 1?a f , which is typically one to a few cells in most of our simulations.) In any simulation, all VCs have the same tra c type. We did not choose any scenario where the arrival rate exceeds the guaranteed rate because, in such a scenario, all VCs will simply become constantly backlogged in the long term. Also we did not choose any scenario where the arrival rate is less than the guaranteed rate, because that does not represent a stringent test condition for our algorithms.
Node-to-broadcaster propagation delay (not reported). Our simulations use propagation delays of 0-20 timeslots, with di erent nodes having di erent delays. We found that propagation delays of this magnitude have negligible e ect on the performance of our algorithms in simulations. Therefore, we did not include the propagation delay parameters explicitly in the gures.
For any choice of control parameter values, the whole simulation is repeated many times { typically 30-100 times. Then various parameters are measured. The following are the measured parameters in our bandwidth reservation simulations. (Unless otherwise stated, all measured parameters are averaged over the 30-100 repeated runs.)
, the reservation factor. Note that max by our method of generating VCs and their guaranteed rates. Typically, however, we use a large enough number of VCs that we observe = max . B c , the observed bound on edge weights in the (B)CWA, i.e., observed bound on unspent credits C f (t). This bound is the maximum edge weight across all VCs, all timeslots, and all repeated runs. B V Q , the observed bound on edge weights in the VQA, i.e., observed bound on V Q f (t) = min(C f (t); Q f (t)). This bound is the maximum edge weight across all VCs, all timeslots, and all repeated runs.
The number of VCs with non-zero rate guarantees.
The following additional parameters are used in our fairness simulations: f , the ratio of a VC's excess transmission rate (measured over the simulation duration) divided by its fair excess rate (computed o -line using an algorithm described in 26]). VCs getting less than its fair share will have f < 1 and VCs getting more will have f > 1. We measure the distribution of all f values of all VCs (over all repeated runs). We also measure the minimum f value among all VCs in all repeated runs.
Total network utilization. This is the total number of transmissions (guaranteed or not) divided by the total possible, which is m duration of simulation. (Total utilization is only measured in fairness simulations because our bandwidth reservation algorithms are designed to only serve guaranteed tra c.)
The total number of VCs (control parameter), including those with non-zero rate guarantees, and those with zero rate guarantees (i.e., best-e ort VCs).
