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Abstract 
In this paper we explore the usefulness of induced-order statistics in the charac-
terization of integrated series and of cointegrating relationships. We propose some 
cointegration testing devices which do not require prior estimation of the cointegra-
tion parameter, and therefore lead to null distributions which are free from lluisance 
parameters. To test the null of non-cointegration, we proposed using the parametric 
Dickey-Fuller test statistic on a pair of series obtained from the original ones. These 
series must be cointegrated with cointegration parameter equal to unity whenever the 
original series are cointegrated. Thus the null distribution of this test is exactly the 
Dickey-Fuller one, since it does not depend on the estimated regression parameter. We 
also proposed a pair of non-parametric test statistics for testing the null hypothesis 
of stationarity of the errors in the regression of two I (1) time series. These tests are 
powerful against the wide alternative of non-cointegration or ofpaic. of (possibly co-
moving) 1(0) series. Therefore they do not require prior testing for unit roots in the 
, 
senes. 
KEY WORDS: Integrated series, cointegration, Dickey-Fuller test, induced-order 
statist'ics, robustness. 
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1 Introd uction 
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Processes which exhibit common trends or similar long waves in their sample paths are 
often called co integrated. The concept of cointegration originated in macroeconomics and 
finance (c.±'. Granger, 1983 [10]; Granger and Engle, 1987 [8]), where in some cases the the-
ory suggests the presence of economic or social forces preventing two or more series to drift 
too far apart from each other. Take for example, those series as income and expenditure, 
the prices of a particular good in different markets, the interest rates in different parts of 
a country, etc. Cointegration relationships may also appear in other contexts, such as in 
the outputs of different sensing or processing devices having a limited storage capacity (or 
memory) and driven by a common persistent input flow (c.±'. Aparicio, 1995 [1]). 
Underlying the idea of cointegration is that of an equilibrium reladonsh!p (i.e. one that holds 
on the average) between two cointegrated variables, ::Ct, Yt. A strict e~uilibrium exists when 
for some (1: # 0, one has Yt = a Xt. This unrealistic situation is replaced, in practice, by that 
of (linear) cointegration, in which the equilibrium error Zt = Yt - a Xt is different from zero 
but fluctuates around this value much more frequently than the individual series, and the 
size of the fluctuations are much smaller. 
Standard tests for cointegration, aimed at testing the null hypothesis of non-cointegration, 
can be decomposed into two stages: 
• A test for long-memory in the variables, say Xt rv I(dx ), Yt rv I(dy ), and estimation 
of the long-memory parameters dx , dy . Then a test of significance for the stochastic 
difference dx - dy. If it is too large as compared to both dx and dy, then the variables 
cannot be cointegrated. Otherwise, we assume dx = ri
" 
and go to next step . 
• A test for long-memory in the cointegrating residllals ~t = Yt - cixt, and (~stimation of 
its long-memory parameter, d~. Then a test of significance for the stochastic difference 
d:!: - d~. Large positive values of this difference as compared to d, can be taken as 
evidence of the existence of a cointegrating relationship between Xt and i!t. 
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A most investigated case corresponds to when the long-memory features in the variables are 
only due to unit roots (i.e. dx = dy = 1). This simplifies the procedure since no estimation 
of long-memory parameters is required in this case. However, a test for unit roots is needed 
to confirm this hypothesis. 
In a one-sided test for unit roots, the null hypothesis of a unit root in a series Xt, Ho : 
(l-B)Xt = ~t, is tested against the alternative HI : (l-pB) (:r:t-fJ) = ~t with Ipl < 1, where 
~t denotes a sequence of i.i.d. r.v.'s. In a more general setting, the alternative hypothesis of 
random walk with drift, H3 : (1 - B)Xt = C + ~t, and that of stationary AR(l) with a linear 
trend, HI[ : (1 - B) (Xt - a - bt) = ~t, may also be tested if HI is discarded at a first stage 
(see Dickey et al., 1986 [6] for details). 
The decisioll between Ho and HI is based on the significance of the estimate of p - 1 in the 
regresslOn: 
(1) 
\ 
with 6. denoting the first differencing operator. The test statistic T = N (fJ - 1) is commonly 
used, with N denoting the sample size. Under Ho, this test stastistic can be written as 
_ N ~{:l Xt-l Et 
TO - N 2 ~t=1 Xt-I 
(2) 
The distribution of TO is a non-standard one, and is obtained under the following assumptions 
(c.f. Phillips, 1987[13]): 
ASSUMPTION AS1 : 
E(Et) = O. 
ASSUMPTION AS2 : 
SUPt E(IEtl r ) < 00 for some 'r > 2. 
ASSUMPTION AS3 : 
0< limN-+oo E (N-I(~{:l Et)2) < 00. 
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ASSUMPTION AS4 : 
Et is strong mixing, with mixing coefficients ai satisfying L:~l a;-2h < 00. 
Under assumptions AS1 - AS4, and under Ho, one has 
(3) 
where Wt is the standard Wiener process, and 
(4) 
(5) 
Another commonly used test statistic is the t-ratio of the parameter in the regression (1), call 
i . 
" 
it t. Under assumptions (AS1)-(AS4), and under Ho, one has for this statistic (see Phillips, 
1987[13]) , 
0"( wt - 0"; /0"2) 
t =? . 1/2 
20", (Iol w;ds) (6) 
Both distributions were tabulated by Dickey and Fuller (1979 [7]). The test of unit roots 
based on the regression in (1), with either of the previous test statistics, is known as 
the Dickey-Fuller (DF) test. Although this test is not robust to serial correlation in the 
model error structure, it can be "augmented" by including sufficient lagged first differences 
6.Xt-i, i ~ 1, in the left-hand side of (1), so as to remove as much as possible of this corre-
lation in ft. The resulting test is often referred to as the ADF test. 
The second part of a standard cointegration test consists in checking for a unit root in the 
cointegration residuals Zt = Yt - aXt (the hypothesis of a unit root is usually referred to as 
the null of non-cointegration), for which an estimate, a, of the cointegrating parameter, is 
required. It follows that the null distributions of the DF test statistics T and t applied to 
the cointegration residuals are no longer those given above. These distributions have to be 
estimated, as it was done by Engle and Yoo (1991 [9]), because of the presence of a nuisance 
parameter. 
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One possible way to palliate this problem may be to state the null hypothesis as that of 
cointegration. In this case, the new null distribution of the test statistics will benefit from 
the super-consistency of the ordinary least-squares (OLS) estimator of this parameter, &018 
(Stock, 1987 [14]). This property means that N1-O(&0Is - a) for some very small c5 « 1/2), 
rather than N 1/ 2 (&018 - a), converges to a non-degenerate distribution. The tendency of the 
OLS estimator of a to converge at a faster rate than usual is intuitively explained by the 
fact that any perturbation to the true parameter, a, in the equation 
Yt = OOXt + Zt (7) 
will be severely penalized by the OLS estimation procedure, which searches for an optimal 
match between both sides of (7) at the second-order. Since we are dealing with integrated 
variables, the slightest mismatch in this parameter would lead to an imbalallce of major 
1 ' 
'. properties between both sides of the regression equation. 
Although most studies on cointegration rest on the assumption of a linear relationship be-
tween the variables, the possibility that these variables depend on each other through ajointly 
non linear Data Generating Mechanism (DGM), and which standard cointegration tests may 
fail to capture, has open the way to new research trends. Since the concept of cointegration 
is inherently nonlinear, early attempts focussed on extending standard definitions, and on 
understanding how the standard tests were affected by the presence of neglected nonlinear-
ity. Hallman (1990 [12]) and Granger and Hallman (1991 [11]) proposed the concept of a 
cointegrating nonlinear attractor for a pair of univariate integrated series Xt,:tit rv I(d), by 
requiring the existence of nonlinear measurable functions f(.), g(.) such that f(:rt) and g(Yt) 
are both I(d), d> 0, and St = J(Xt) - g(Yt) is rv I(d'), with d' < d. 
Assuming that J and 9 can be expanded as Taylor series up to some order p 2: 2 around the 
origin, we may write St = Co + CIZt + HOT(Xt, Yt), where Zt = Yt - oo:rt, and with HOT(.,.) 
denoting higher-order terms. It follows that the linear approximation, Zt, to the true coin-
tegration errors differs from the latter by some higher-order terms which express that the 
strengh of attraction onto the cointegration line Yt = CUt varies with the levels of the series, 
7 
Also here, the case where d = 1, d' = 0 and the cointegration residuals have finite vari-
ance is most important in practice, since it allows a straighforward interpretation in terms 
of equilibrium concepts. Figure 1 illustrates the case of a cointegrating nonlinear attractor 
obtained by simulating a nonlinearly related pair of random walks with i.i.d. Gaussian errors. 
-10L---'----"---------'-----'-----'----'--------'--------'------"------' 
o 100 200 500 600 700 800 900 1000 
Figure 1: A cointegrating nonlinear attractor obtained with a factorial model. The upper 
series was generated as Xt = Wt + <'-t,x, while the lower one corresponds to Yt = g( Wt) + <'-t,y, 
where g(.) represents a third-order polynomial of its argument random walk variable Wt, and 
<'-t,x, <'-t,y are independent i.i.d. Gaussian sequences of random variables. 
Hallman (1990[12]) also noted that DF tests were affected by the presence of nonlinearity in 
the series, and proposed running an ADF test on the ranks (RADF test), as a way to robus-
tize this test against non-normality, and particularly against monotonic nonlinearity in their 
relationship (the rank of Xi in the sample of Xt, of size n, is defined as r}~ = 'LJ=l l(xi 2 Xj) 
-see for example David, 1981 [5]). However, a distribution for ranks is discrete, and thus dif-
ferent from Cl distribution of the levels. In spite that an approximation could always be found, 
Breitung and Gourieroux (1997 [4]) reported that any approximation to the asymptotic null 
rank distribution must differ considerably from the distributions tabulated bv Dickey and 
Fuller (1979 [7]). 
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More recently, Aparicio and Granger (1994 [2]) proposed using induced-order statistics for 
characterizing cointegrating relationships. This new methodology presents some advantages. 
First, it allows us to free from the nuisance cointegration parameter the null distributions of 
the DF test statistics. Second, it allows us to construct a fully non-parametric cointegration 
testing procedure, which do not impose severe constraints on the time series models, such 
as the presence of unit roots. Third, it inherits the mild robustness of the ranks against 
monotonic nonlinearity in the relationship between the variables, circumventing the prob-
lems arising from a a null rank distribution. And forth, it is apparently robust to serial 
cointegratioll in the cointegration errors. 
In this paper, we develop this methodology and provide simulation results supporting it. 
2 Cointegrating relationships and induced-order statis-
tics 
For a sample of size n, Xl,"', X n , the order statistics of Xt are gIven by the sequence 
XI,n :::; ... :::; xn,n obtained after a permutation, of the indexes {I, ... , n} such that xi,n :::; 
Xi+j,n, V.J > O. Related to order statistics are the so called induced order statistics (Bhat-
tacharya, 1984[3]). The induced Y-order statistics based on the ordering of :1:, are defined 
as: Yi,n = :I/j if Xi,n = Xj. Obviously, Yi,n =J- Yi,n, in general. It is known that the ranks 
are invariant with respect to order preserving transformations, such as monotonic nonlinear 
functions, alld this property was used by Hallman (1990[12]) to increase the rolmstness of the 
DF test against monotonic nonlinear departures from the linear cointegration assumption. 
However, it was questionable whether the classical unit-root regression theory still applied 
when the variables had discrete probability distributions, as it is the case for rank variables. 
Breitung and Gourieroux (1997 [4]) reported some problems when applying the DF test to 
the ranks, and showed that the asymptotic null distribution is different in this case. 
9 
Induced-order statistics inherit the robustness properties of the DF test applied to the ranks 
against monotonic nonlinearities in the relationship, but have the advantage that the asymp-
totics of a test statistic constructed from the induced-order sample are easier to handle. 
In the following we show how to obtain the order statistics of one series, Yt, induced by the 
orderings of the other, Xt, by using standard linear algebra, and define our test statistics. 
Let {pc~:IL), p~n)} be sequences of stochastic permutation matrices, defined as 
p(n)x X 
x (0) 
p(n)y 
y Y(o) (8) 
where Z = (Z1,· .. , zn)' and Z(o) = (Zl,n,···, zn,n)', Z = X, Y. The vector of induced Y-order 
statistics (induced by the ordering of X), Y = (fh,n, ... ,Yn,n)' is Qbta~ned as 
Y = p(n)y 
x (9) 
with Y = (iJ\, . .. , Yn)'. Now since p~n) is invertible 1, we can form the sequence 
Y = (p(n))-1 p (n)y 
y x' (10) 
In order to propose test statistics with no nuisance parameters in their null distributions, we 
consider now three candidate test statistics, which are computed directly on the series levels 
and not on the estimated residuals, thus leading to null distributions free of the nuisance 
cointegration parameter. Firstly, we consider the DF test statistic, T, applied to the pair of 
univariate series (Yt, Yt). Secondly, we propose two non-parametric statistics for comparing 
the orderings of the two time series Yt and fJt. These are the Kolmogorov-Smirnov (K-
S) (hereafter K1), and the X2 statistics (hereafter K2), and we use them as follows. Let 
PJn) (y) be the empirical distribution function obtained from a sample of length n of Yt. That 
is, P~)(y) = n-1 2:~=ll(Yt ::; y), where 1(.) denotes the indicator function. Then one can 
define 
(11) 
1 Not8 that p-l = pi for a permutation matrix, where pi denotes the transpose of P. 
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and 
n (A(n)(A ) p(n)( ))2 K2 = -1'" Fy Yls(j),n - y Yj,n 
n ~ A(n) , 
j=l Fy (Yi,n) 
(12) 
where s takes the value of the sign of the estimated cointegration parameter, and Is (j) is 
equal to j or to n - j, depending on whether s = 1 or s = -1 ( respectively). 
Large values of K1 or K2 suggest that the hypothesis of cointegration should be rejected. 
Figure 2 shows the discrepancy between the sequences Pr) (Yi,n) and Ptn) (ih,(i),n)' The K-
S and XL statistics, K1 and K2, respectively, are just a measure of the variability of the 
sequence P1(n) (fhs(i),n) around the diagonal line, represented by the sequence Pt,) (Yi,n)' In 
this figure, it is apparent the comparatively high variability of the Ptn) (fhs(i),n) when the 
simulated unit-root time series have independent DGM's. 
Table 1 shows the mean values and standard deviations (in brackets) of both statistics, , 
K1 and K2, obtained from 100 replications of pairs of series that are cointcgrated (a), of 
series that are related by a cointegrating quadratic attractor (b), and finally. of indepen-
dent random walks. The sample size was n = 1000. It suggests that the alternative of 
non-cointegration could be easily isolated from the other two, because of the relatively large 
values adopted by the test statistics (especially K2). 
Test statistic cointegration quadratic attractor' independent random, walks 
K1 0.259 (0.119) 0.156 (0.074) 0.773 (0.134) 
K2 0.021 (0.04) 0.008 (0.025) 0.893 (0.743) 
Table 1: M(~an and standard deviations values of the Kolmogorov-Smirnov-type (Kd and 
the x2-type (K2 ) test statistics estimated from pairs of: (a) cointegrated series, (b) series 
related through a quadratic attractor, and (c) independent random walks. 
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500 1000 
(b) 
Figure 2: Illustration of the proposed non-parametric cointegration measures for pairs of: 
(a) cointegrated series, (b) series related through a quadratic atractor, and (c) independent 
random vvalks. In the plots, the straight diagonal line corresponds to the sequence p~n) (Yi,n), 
while the superimposed trending noise corresponds to Pt),) (f/ls(i),n) , where s stands for the 
sign of the cointegration parameter. The maximum absolute deviation or the standard 
deviation of this noise gives the proposed K-S or the X2 test statistics, respectively. 
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3 Some inference results 
In relation with our discussion in the preceeding section, we can state the following theorem: 
THEOREM TH2 : 
A necessary and sufficient condition for two 1(1) series :Ct, Yt to be cointegrated (Cl) is that 
the seqv,enccs Yt, Yt are cointegrated with cointegration parameter equal to 1, that is, that 
To prove this theorem, we invoked the following lemmas. 
LEMMA LE4 : 
Two 1(1) ti'lne series Xt, Yt are cointegrated if and only 'if :[t,II.' :tlt,n are cointegrated monoton-
ically tTending sequences with the same cointegration pa'rameter. ; ". 
, 
PROOF OF LEMMA LE4 : 
Let n be the sample size, and suppose that Xt, Yt are 1(1) cointegrated series with cointegra-
tion parameter 0:, but Xt,n, Yt,n are not. Let Z(o) = Y(o) - L;X(o) , where L; is an (I-dimensional 
diagonal matrix with diagonal elements equal to 0:. Then TI,-:>/21' Z(o) =>'7 = .f~l w~dt (I' 
denotes an n-dimensional vector of ones), where WI. is the standard Wiener process. By 
continuity of TJ, \;f 6 E (0,1) :3 ~ such that P(ITJI > ~) > 1 - 6, and thereby P(n- 1/ 2 11' Z(o) I > 
bn ) -+ 1- 6, with bn = o(n). But I' Z(o) = I' Z, with Z denoting the n-dimensional vector of 
cointegration residuals Zt = Yt - O:Xt· Thus the result contradicts the fact that Zt are ergodic. 
With the reverse sense of the proof, we may proceed similarly. D. 
PROOF OF THEOREM TH2 : 
Let L; be Cl diagonal matrix with nonzero elements equal to 0:, the cointegration parame-
ter of the relation between Xt and Yt. Then one can write p~n)y = P1n) L;X + P1n) Z = 
L;P1n) X + p~n) Z, with Z = (Zl,···, zn)' and Zt = Yt - ('V.:Dt. Some little algebra leads 
to p~n)(p1n)'p1n) - I(n))y = L; P 1n)X - p~n)y + p~n)z = HI, where W = (W1,···, wn)'. 
Now, from lemma LE4 it follows that Wt is 1(0) and so will be the sequence Ut defined by 
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V = p~n)Vf!. Therefore Yt, Yt are cointegrated with cointegration parameter equal to 1. 0 
REMARKS: 
If Xt, Yt are cointegrated, so will be Yt, Yt, with a cointegration parameter equal to unity. As 
a consequence, the DF test statistic for testing cointegration has exactly the DF distribu-
tion under the hypothesis of non-cointegration (the cointegration parameter is no longer a 
nuisance as it need not be estimated). 
Noting that :Ut,n = Yt,n+et,n, it can be seen that a test for cointegration amounts to minimizing 
near the spectral origin the stochastic matrix distance (using an appropriate norm) 
(13) 
that arises in the regression equation 
where I(n) is the n x n identity matrix, and U = (u l, ... , un)'. Thus, we may say that 
cointegratioll implies a very small low-frequency component of the matrix on the lef~-hand 
side of the previous equation. We may think of this matrix as a nonlinear filter. Remark 
that although it operates linearly, this filter is inherently nonlinear since it depends on the 
given sample Y, through matrix p~n). If the spectral support of this filter lies entirely in the 
high-frequencies, then it will preserve only the short-run behaviour of Y, and remove any 
existing long wave. 
PROPOSITION PR2 : 
A sufficient condition for the pair of 1(1) series Xt, Yt to be cointegrated is that A(n) = 
(p~n)flv~n) - I(n) be a linear differencing (non-necessarily stationary) .filter (I .. e. high-pass 
filter). 
PROOF: 
By linearity of the filtering equation (14), we may rewrite it m the spectral domain as 
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win)()\) I s~n)(A) = s~n)(A), with Fin) (A) denoting the Fourier transform of the rows of A(n). 
Now since Sl~n) (A) rv cte > 0 and s~n) (A) rv A -2, as A ---+ 0, the spectral equatioll is balanced 
with Fi;') (A) rv A as A ---+ O. 0 
REMARKS: 
Suppose :rt, :lJt rv 1(1) series. Under cointegration, U rv 1(0), and thus the variance of 
Ut as well as the sum of its auto correlations will be finite and nonzero. This implies that 
l'E(UU')l = n2 c, with Icl < 00. As 
(15) 
it follows that the row vectors of (p~n)rlp~n) - I(n) should have high-frequency behaviour 
in order to offset the slow variations in the elements of E(YY'). 1 ' 
It is reasonable to think that induced-order statistics will be useful i~ testing for any sort 
of prominent low-frequency comovements, whether the individual seri'es are integrated (even 
fractionally) or not. However, it is expected that they would fail in capturing relations 
among 1(0) time series, since the high-frequency fluctuations in the latter tend to randomize 
the relative orderings of the series. We will illustrate this fact with a simulation experiment 
in the next section. 
4 Simulation experiments with the cointegration tests 
In this section, we provide simulation evidence that that the two non-parametric test statis-
tics Kl and K2 are useful for testing the null hypothesis of an equilibrium relationship 
between two integrated time series (cointegration), or in other words, of the stationarity of 
the errors Tt = '.lJt - Yt, where Yt is the replica of Yt induced by the orderings of XI,. 
For the purpose of comparison, we also consider the parametric DF test statistic applied on 
the pair of series (Yt, Yt), even though this would be more suitable for testing the null of non-
cointegratioIl, since as we argued before, its distribution under this null is exactly the DF one. 
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Test statistic I n=100 I n=500 I n=1000 I 
T(Y,y;X) -8.440 -20.604 -29.875 
K1 0.610 0.396 0.325 
K2 0.171 0.0369 0.0193 
Table 2: Empirical 5% right critical values of the test statistics T(Y, y; x), K1 and K2, 
estimated from 1000 replications of linearly cointegrated series with i.i.d. Gaussian errors 
with zero mean and unit variance, and for different sample size n. 
First of all, we estimate the 5% right critical values of the empirical distribution under the 
null hypothesis of cointegration of three alternative statistics, namely T(Y, y; x), K1 and K2. 
Table 2 shows these values. 
1 ' 
'. 
Next we obtained the power of the corresponding tests against the different alternative mod-
, 
els given below. For our study, we considered three different sample sizes, n = 100,500,1000, 
and 1000 replications from each model. 
1. Model Ai 
2. Model A2 
3. Model A3 
Yt 
(16) 
(17) 
(18) 
(19) 
Yt 
4. Model A4 
Yt 
t::.Xt 
Zt 
5. Model AS 
Yt 
t::.Xt 
Zt 
6. Model A6 
Yt 
g(X) 
and the following cases: 
(a) (j,l = 1.0, a2 = 0.25, a3 = 0.1, 
(b) al = 1.0, a2 = 0.25, a3 = 0.0, 
(c) al = 1.0, a2 = 0.01, a3 = 0.0, 
2.0xt + Zt 
et 
{3Zt-l + TJt 
, 
(XXt + Zt 
et 
Et - 0. 5Et-l, 
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(20) 
(21 ) 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
(28) 
(29) 
(30) 
17 
11 Test statistic 1 n=lOO 1 n=500 I n=lOOO 1 
T(Y,y;X) 0.1995 0.672 0.84 
K1 0.471 0.8195 0.931 
K2 0.572 0.924 0.985 
Table 3: Powers at the 5% significance level of the test statistics T(Y, y; x), K1 and K2 
against the alternative of model Al, and for different sample size n. 
11 Test statistic I n=lOO I n=500 I n=lOOO 1 
T(Y,y;X) 0.047 0.030 0.039 
K1 1.000 1.000 1.000 
K2 1.000 1.000 1.000 
Table 4: Powers at the 5% significance level of the test statistics' 7'(y, y; x), K1 and K2 
against the alternative of model A2, and for different sample size n. , 
(d) at = 1.0, a2 = 0.001, a3 = 0.0, 
In the previous DGM's, et, 7]t and Et represent three independent sequences of'i.i.d. Gaussian 
random variables with zero mean and unit variance. The power results are shown in tables 
3 to 8. 
REMARKS: 
Tables 3 and 4 show that, under independence of Xt and Yt the tests based on K1 and K2 
are powerful (whether the series are 1(1) or 1(0)). However, the one based 011 T(Y, y; x) is 
powerless when the series are 1(0). Table 5 shows that both K1 and K2 can discriminate 
between comovements in 1 (0) series and cointegration in samples sizes of n = 500 and larger, 
in contrast to T(Y, y; x), which again has poor discrimination performance. l\Ioreover, the 
signal-to-noise ratio has a clear impact on the power of K1 and K2. When the noise standard 
deviation is increased by a factor of 1000, both K1 and K2 have excellent power against 
comovements in 1(0) series, even for samples sizes as small as n = 100. Also the power 
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Test statistic I n=100 n=500 I n=1000 I 
T(Y,y;X) 0.033 (0.047) 0.027 (0.032) 0.035 
0.047 (0.047) 0.024 0.046 
0.037 (0.042) 0.032 0.046 
f{1 0.000 (1.000) 0.083 (1.000) 0.721 
0.002 (1.000) 0.808 1.000' 
0.006 (1.000) 1.000 1.0@ 
f{2 0.000 (1.000) 0.070 (1.000) 0.859 
0.000 (1.000) 0.933 1.000 
0.000 (1.000) 1.000 1.000 
Table 5: Powers at the 5% significance level of the test statistics T(Y, y; x), f{1 and f{2 
against model A3, for different sample size n. From top to bottom, the power values given 
for each statistic correspond to parameter values f3 = 0.8, {-J = 0.5 and f3 = 0.0. For most 
cases, we took r = 1.0, except when the values are given in brackets (corresponding to 
f3 = 0.8), for which we took r = 1000, in order to study the incidence of noise on the 
detection performance. 
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Test statistic I n=100 I n=500 I n=1000 I 
T(Y,y;X) 0.081 0.094 0.076 
0.095 0.183 0.217 
0.15 0.457 0.637 
Kl 0.004 0.009 (l.O05 
0.019 0.038 0.04 
0.055 0.28 0.387 
K2 0.008 0.008 (1. 005 
0.034 0.081 0.077 
1 
0.124 0.422 Cl.617 '. 
Table 6: Powers at the 5% significance level of the test statistics i'(y, y; x), Kl and K2 
against model A4, for different sample size n. From top to bottom, the power values given 
for each statistic correspond to parameter values f3 = 0.90, fJ = 0.95 and f3 = 0.99. 
Test statistic I n=100 I n=500 I n=l ()OO I 
T(Y,y;X) 0.043 0.047 0.050 
Kl 0.061 0.072 0.073 
K2 0.063 0.Cl68 0.066 
Table 7: Powers at the 5% significance level of the test statistics T(Y, y; x), Kl and K2 
against model A5, for different sample size n. 
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Test statistic I n=100 I n=500 I n=1000 I 
T(Y,y;X) 0.047 0.071 0.088 
0.391 0.557 0.598 
0.085 0.197 0.258 
0.050 0.041 0.046 1 
" 
K1 0.002 0.003 0.004 
, 
0.049 0.140 0.203 
0.205 0.250 0.278 
0.058 0.058 0.049 
K2 0.002 0.002 0.000 
0.044 0.147 0.213 
0.216 0.290 0.327 
0.058 0.055 0.055 
Table 8: Powers at the 5% significance level of the test statistics T(Y, y; x), K1 and K2 
against model A 6, for different sample size n. 
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of these two tests seems to be an increasing function of the parameter /3, which provides a 
measure of memory in Xt. We can provide an intuitive explanation for these results. First, 
remark that when the series are 1(0), the statistics Kl and I{2 may not be able to detect any 
possible comovement, since the high-frequency fiuctuactions of 1(0) series tend to shadow 
the trending pattern of the comovement, translating into a misalignement between the rank 
orderings of the two series. This behaviour of Kl and K2 differs remarkably from that of 
T(Y, y;:r;). By construction, the latter takes large and negative values both under the null 
of cointegration, and under the assumption of 1(0) series (either comoving or llot). Indeed, 
consider the regression model Yt = aXt + Zt where Yt, Xt, Zt rv 1 (0), and let Zt. represent the 
regression rcsiduals. Now, writing rt = (p - l)rt-l + Tlt, and noting that rt rv 1(0), one must 
have p < 1, and thus T(Y, y; x) which is proportional to p - 1 must take negative values not 
close to zero. Therefore T(Y, y; x) is not suitable for discriminating between 1(0) comoving 
i . , 
series and cointegrated series. 
Tables 6 and 7 demonstrate that the three testing devices for the llull of cointegration, are 
robust against correlation in the cointegration errors. Finally. robustness agaillst mild non-
linearities in the relationship is studied in table 8, which shows that the tests Kl and K2 
have little or no power against the forms of nonlinearity considered. 
All things considered, we conclude that test statistic T(Y, y; :1:), derived from the parametric 
DF test statistic T should rather be used for testing the null of non-cointegration, for which 
it would benefit from the absence of nuisance parameters in its null distribution. Recall that 
if we had taken the null hypothesis as that of non-cointegration, as it is done usually, then 
the null distribution of T(Y, y; x) would be exactly the DF distribution. 
5 U nit roots and induced-order statistics 
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In this section we study the implications of unit roots in time series from the standpoint of 
induced-order statistics. We also present a unit-root testing device based on the latter. 
The key idea is to remark that if Xt cv 1(1) then the pair (Xt, Xt-T) is cointegrated for T 
small, and thus, (Xt-TlXt-T) cv C1(1), for small T, and where Xt-T denotes the replica of 
.Tt-T induced by the orderings of Xt. The heuristics underlying this idea are that, for a 1(1) 
series, a delayed replica of itself must have similar trending patterns if the delay T is small, 
whereas if the series is 1(0) then any delayed replica will exhibit, in general, very different 
sample paths (even for a small delay). Thus the regressioll of :Ct on Xt-T will lead in this 
latter case to a regression parameter estimate close to zero in a statistical sense. 
Thus we lllav also define an integrated time series XI. as one for wHi~flt?e pair (:l:t-T, Xt-T) cv 
C 1(1) for small T. Since the smaller the delay T the better our charac;terizatioIl, henceforth, 
, 
we will assume in our definition T = 1. Thus we will say that .Tt cv 1(1) if and only if 
(:1:t-1, Xt-d cv C1(1), where Xt-1 is obtained from the following sequence of transformations: 
X(o) p(n-l) X x (31 ) 
X(-l) p(n-1) X(-l) 
x (32) 
X(-l) p(n-1)' X(-l) 
X(-l) , (33) 
where X = (X2,···, xn)', X(-l) = (Xl'···' Xn-1)', and p~~=-N is defined by the relation 
X(-l) = p(II-1) X(-l). (0) J;( -1) 
Therefore if :1:t cv 1(1) then we have: 
(I(n-I) - p~7=-N'p~~-1))X(-1) cv 1(0). (34) 
In other words the (n - 1) x (n - 1) matrix A(II-1) = 1(11.-1) - p(n-l)'p(n-1) must have the 
, :/;(-1) :c 
properties of a differencing (high-pass) filter or linear operator. This result has implications 
as to the nature of the operations performed by the matrix B(n-1) 
example, suppose we have: 
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1 -1 0 0 
0 1 -1 0 
A(n-I) = 
0 0 1 -1 
0 0 0 1 
then 
0 1 0 0 
0 0 1 () 
B(n-I) = 
0 0 0 1 
0 0 0 0, , i 
. 
which represents a one-step-forward shifting operator. Now, since Pxls a permutation ma-
trix, we hcw(~ P~Px = 1 and PxP~ = 1. Now, writing B = 1 + tJ.1, it'is easy to obtain that 
P~(-l) = BP'". That is, P x(-l) results from shifting P x to the left by one element. 
Finally, if Tt rv 1(0) then B ~ 0, that is, P x(-l) and P x will be quasi-orthogonal, which 
means that X and X( -1) have completely different orderings. 
6 Simulation experiments with the unit-root tests 
Now we show the simulation results obtained in our analysis of unit-roots using induced-
order statistics. Our test statistics were applied to the pair of series (Xt-l, Xt-1), where Xt-l 
denotes the induced-order replica of Xt-l from the orderings of 1:1.. 
In table 9 below, we show the empirical 5% right critical values for the DF test statis-
tic applied to the pair (Xt-l, Xt-d, that is T(X-l' X-1; x), and for our test statistics, K1 
and K2. These critical values were estimated from lOOO simulations of a random walk 
with i.i.d. Gaussian errors with zero mean and unit variance, and for different sample sizes 
(n = 100,500,1000). 
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11 Test statistic n=lOO 1 n=500 n=lOOO 
r(x_l' X-I; x) -8.4080 -20.7345 -30.0459 
K1 0.4848 0.3106 0.2442 
K2 0.0994 0.0196 0.0097 
Table 9: Empirical 5% right critical values of the test statistics r(:Ll' X-l~ :r;), K1 and 
K2, estimated from 1000 replications of a random walk with i.i.d. Gaussian errors, and for 
different sample size n. 
Now the powers against the alternative hypothesis HI : :[;1, rv 1(0) are shown in table 10 for 
the following two models: 
1 ' 
1. Model Bl '. 
, 
x - e t - t, (35) 
2. Model B2 
(36) 
where et. represents once again a sequence of i.i.d. Gaussian random variabl(~s, with zero 
mean and unit variance. 
For the same reason as explained in a previous section, r(x_l' i-I; x) is not useful in detect-
ing 1(0) patterns, since its behaviour is similar for both 1(1) and 1(0) series (it takes large 
negative values). 
Finally, wp computed the power of the tests based on the test statistics K1 and K2 for the 
models: 
1. Model B3 
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11 Test statistic 1 n=lOO 1 n=500 1 n=lOOO 1 
T(X_l' X-I; x) 0.018 0.020 0.021 
0.033 0.033 0.034 
K1 1.000 1.000 1.000 
0.841 1.000 1. 000 
K2 1.000 1. 000 1. 000 
0.846 1.000 1.000 
Table 10: Powers at the 5% significance level of the test statistics T(X-l' X-1; x-), K1 and 
K2 for model Bl (top) and model B2 (bottom). These powers were estimated from 1000 
replications of the two models and for different sample size n. 
LJ.Yt 
with g(y) = Y + 0.25y2. 
2. Model B4 
g(Yt) + et 
E.t 
LJ.X t 
1 ' 
" 
, (37) 
(38) 
(39) 
( 40) 
where et and E,t are independent sequences of i.i.d. of Gaussian random variables, with zero 
mean and unit variance. The power results are given in table 11. 
The prevIOUS power results show that a unit-root test based on either of the two non-
parametric statistics considered, is mildly robust to the quadratic nonlinearity. but its size 
is severely altered by the presence of serial correlation in the model errors. 
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Test statistic I n=100 n=500 n=1000 
K1 0.090 0.088 0.118 
0.607 0.658 0.694 
K2 0.109 (0.654) 0.192 (0.811) 0.257 (0.851) 
0.654 0.811 0.851 
Table 11: Powers at the 5% significance level of the test statistics K1 and K2 for model B3 
(top) and Trwdel B4 (bottom). These powers were estimated from 1000 replications of the 
two models and for different sample size n. 
7 Conclusion 
In this paper, we presented induced-order statistics in the context of charac:terizing coin-
1 ' 
tegrating relationships and integrated series. Based on this characterization, we proposed 
some cointegration testing devices which do not require prior estimati~n of the cointegration 
parameter, and therefore lead to null distributions which are free from nuisanc:e parameters. 
We proposed using the parametric DF test statistic on the pair of series (Yt, Yt), where Yt is the 
induced-ordered replica of Yt following the ranks of Xt, to test the null of non-cointegration, 
since its distribution under this null is exactly the DF distribution. We also proposed a pair 
of non-parametric test statistics for testing the null hypothesis of stationarity of the errors in 
the regression of two 1(1) time series. These tests are powerful against the wide alternative 
of non-c:ointegration (including possibly comoving 1(0) series). Therefore they do not require 
prior testing for unit roots in the individual series. 
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