On n-Widths for Elliptic Problems  by Melenk, J.M.
Journal of Mathematical Analysis and Applications 247, 272289 (2000)
doi:10.1006/jmaa.2000.6862, available online at http://www.idealibrary.com on
On n-Widths for Elliptic Problems
J. M. Melenk
Max-Planck-Institut fu¨r Mathematik in den Naturwissenschaften, Inselstr. 2226,
D-04103 Leipzig, Germany
E-mail: melenk@mis.mpg.de
Submitted by Hans-Go¨rg Roos
Received October 26, 1998
Sharp bounds for the n-width of solution sets of a class of elliptic partial
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rough coefcients and singularly perturbed problems of ellipticelliptic type.
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1. INTRODUCTION AND NOTATION
In [1] Kolmogorov introduced the notion of n-widths, which measure how
accurately a given set of functions can be approximated by linear spaces of
dimension n in a given norm. More precisely, for a normed linear space X
(with norm  · X) and a subset A ⊂ X the n-width is given by
dnA;X = inf
En
sup
f∈A
inf
g∈En
f − gX; (1)
where the rst inmum is taken over all subspaces En of X of dimension
n ∈ .
In the context of numerical methods for partial differential equations,
e.g., the nite element method or, more generally, PetrovGalerkin projec-
tion schemes, one application of the theory of n-widths is that it identies
the best achievable rate of convergence for a given set of input data. In the
present paper, n-widths of solution sets of elliptic boundary value problems
with rough coefcients are considered; a typical example is
Lu x= −∇ · (Ax∇u+ cxu = f on  ⊂ d; u∂ = 0; (2)
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where the matrix A = aijdi; j=1 with aij ∈ L∞ is assumed to be symmet-
ric positive denite and c ∈ L∞, c ≥ 0. The domain  is assumed to
have a Lipschitz boundary. We will not make further assumptions on the
regularity of the data A, c, and ∂. The space X is taken as the energy
space, i.e., the space H10 equipped with the norm induced by the coer-
cive operator L. We are interested in two types of sets A, namely, solution
sets As of (2) for right-hand sides f with nite regularity and solution sets
AG for (piecewise) analytic right-hand sides. More specically, for xed
s ≥ 0 and G ⊂ d with  ⊂ G the sets As, AG are given by
As x= u ∈ X  u solves (2) for some f in the unit ball of Hs};
AG x= u ∈ X  u solves (2) for some f holomorphic on G
and fL∞G ≤ 1
}
:
In our main results, Theorems 3.1 and 3.2, sharp upper and lower bounds
for dnAs;X and dnAG;X are obtained. It is shown that dnA;X
depends only on the regularity of the right-hand side f (i.e., s ≥ 0, resp. G),
the upper and lower bounds on the eigenvalues of A, and the upper and
lower bounds on the coefcient c. In particular, the smoothness of the coef-
cients of L (and the smoothness of the domain ) is not relevant for the
asymptotic behavior of dnA;X. We cover the following two cases: The
case of rough coefcients (A and c are merely in L∞ but the energy
norm is equivalent to the usual H1 norm) and the case of singularly
perturbed equations of ellipticelliptic type (the eigenvalues of A are small
compared with c). The n-widths in these two cases have distinct behav-
iors. If (2) has rough coefcients, then the n-widths dnAs;X, dnAG;X
are (up to constants) the same as in the case of smooth coefcients. In
the singularly perturbed case the situation is different. For dnAs;X, the
n-width deteriorates pre-asymptotically when the size of the eigenvalues of
A tends to zero. This is not the case for dnAG;X: the n-width decreases
exponentially independent of the size of the eigenvalues of A.
For the case of smooth coefcients, smooth boundary ∂, and energy
norm equivalent to the usual H1 norm, our result Theorem 3.1 is well-
known. It follows from the ability to characterize the solution set As
directly: elliptic regularity theory yields that As ⊂ Hs+2 and one can
then apply [2] where the n-width of the unit ball of the Sobolev spaces
Hs+2 in some other Sobolev space, e.g., the energy space X, is calcu-
lated. For the singularly perturbed case, a full analysis seems to be available
in one and two dimensions for the constant coefcient case only [3, 4]. Also
there, a direct approach is taken by carefully characterizing the solution
set As. In order to obtain our result, which makes minimal assumptions on
the smoothness of the coefcients, a different approach is necessary. The
key observation in the present paper is the fact that the operator L induces
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an isomorphism between X and its dual space X ′. It sufces therefore to
calculate the n-width of the unit ball of Hs in X ′ and precise structural
knowledge about the set A is not necessary.
We need to introduce various spaces. For an open set  ⊂ d we denote
by L2 the Hilbert space of square integrable functions equipped with the
inner product u; vL2 x=
R
 uv dx and norm uL2 = u; uL21/2.
For non-negative integers s ∈ 0, we can dene the norm
uHs x=
 X
α≤s
∥∥Dαu∥∥2
L2
1/2
where α = α1; : : : ; αd ∈ d0 and α =
Pd
i=1 αi. The Sobolev spaces H
s
are then dened as the completion of C∞ with respect to the norm
 · Hs. For s ≥ 0 we set s = maxn ∈ 0  n ≤ s and dene for
non-integer s the Sobolev spaces Hs via the usual interpolation (the
K-method; see [5]) between the spaces Hs and Hs+1 as Hs =
Hs;Hs+1s−s; 2.
As we are interested in an elliptic equation of second order that may
be of singularly perturbed type, we introduce the following ε-weighted
energy spaces and their duals. For ε ∈ 0; 1 we introduce the norm
uH10; ε x=

ε2
Z

∇u2 dx+
Z

u2 dx
1/2
: (3)
The space H10; ε is then dened as the completion under this norm of
the space of innitely differentiable, compactly supported functions, i.e., the
space u ∈ C∞  suppu ⊂ . For ε = 1 we write H10 = H10; 1.
Finally, we introduce the spaces H−1ε  as the dual spaces of the spaces
H10; ε with pivot space L2. In particular, denoting ·; · the duality
pairing between a space and its dual space, the norm on H−1ε  is given by
fH−1ε  = sup
v∈H10; ε
f; v
vH10; ε
: (4)
Again, we write H−1 for H−11  in the case ε = 1. Note that the spaces
H10 and H10; ε are the same space equipped with two (equivalent)
norms; dually, the spaces H−1 and H−1ε  can also be regarded as the
same spaces equipped with two (equivalent) norms. We will use this fact to
view the duality pairing ·; · at the same time as we view the pairings on
H−1 ×H10 and on H−1ε  ×H10; ε.
For domains G ⊂ d, we denote by HG the set of holomorphic func-
tions on G.
Finally, for sequences ui∞i=1 ⊂ , we use occasionally the shorthand u.
As usual, we denote by l2 the Hilbert space of square summable sequences,
l2 x= u  u2l2 x=
P∞
i=1 ui2 <∞.
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2. n-WIDTHS IN H−1ε
2.1. Auxiliary Lemmata
Lemma 2.1. Let X ⊂ Y be two Banach spaces with continuous injection,
i.e., fX ≥ cXYfY for all f ∈ X. Let A ⊂ X. Then
dnA;X ≥ cXY · dnA;Y :
Proof. Every subspace En ⊂ X of dimension n is also a subspace of
dimension n of Y . Hence, we can calculate
dnA;X = inf
En
sup
f∈A
inf
g∈En
f − gX ≥ inf
En
sup
f∈A
inf
g∈En
cXYf − gY
= cXYdnA;Y y
whence the claim of the lemma follows.
Lemma 2.2. Let  ⊂ d be a bounded Lipschitz domain, ϕii∈ ⊂
H10 be the L2-normalized eigenfunctions of −1 with corresponding
eigenvalues λ2i i∈ ⊂ +, i.e.,
−1ϕi = λ2i ϕi; ϕi = 0 on ∂ ∀i ∈ ;
ϕiL2 = 1 ∀i ∈ :
Furthermore, let λii∈ be sorted such that λii∈ is non-decreasing. Let
µii∈ ⊂ + be a non-decreasing sequence, and set for c > 0
Ac x=

ux =X
i∈
uiϕix 
X
i∈
µ2i ui2 ≤ c2

:
Then
dn
(
Ac;H
−1
ε 
 = c · µ−1n+1(1+ ε2λ2n+1−1/2 ∀n ∈ :
Proof. As the eigenfunctions ϕi form an orthonormal basis of L2
and are additionally orthogonal with respect to the ∇·;∇·L2 inner prod-
uct of H10, it follows that
u2L2 =
∞X
i=1
u;ϕiL22; ∇v2L2 = ∞X
i=1
λ2i
v; ϕiL22
for functions u ∈ L2, v ∈ H10 respectively. Hence, the map
F x u 7→ u = ui∞i=1 =
(u;ϕiL2∞i=1 (5)
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induces an isometric isomorphism between the spaces L2 and l2 on the
one hand and the spaces H10; ε and
h1ε x=

u = ui∞i=1  u2h1ε x=
∞X
i=1
(
1+ λ2i ε2
ui2
on the other hand. The space
h−1ε x=

u = ui∞i=1  u2h−1ε x=
∞X
i=1
(
1+ λ2i ε2
−1ui2
is the dual space of h1ε (with respect to the pivot space l
2) and therefore is
isometrically isomorphic to H−1ε . Thus,
dn
(
Ac;H
−1
ε 
 = dn(FAc; h−1ε :
To conclude the calculation of dnFAc; h−1ε , we observe that the map
e x h−1ε 3 ui∞i=1 7→

1+ ε2λ2i −1/2ui
∞
i=1
∈ l2
is an isometric isomorphism between h−1ε and l
2. Therefore,
dn
(
FAc; h−1ε
 = dn(eFAc; l2
= c · dn

u
 ∞X
i=1
µ2i
(
1+ ε2λ2i
ui2 ≤ 1; l2:
As the sequence µi1 + ε2λ2i 1/2∞i=1 is non-decreasing, a theorem from
Lorentz (Chapter 9.4 of [7], see also Corollary IV.2.6 of [8]) gives
dn

u
 ∞X
i=1
µ2i
(
1+ ε2λ2i
ui2 ≤ 1; l2 = µ−1n+1(1+ ε2λ2n+1−1/2;
which completes the proof.
2.2. The Case of Finite Regularity
Lemma 2.3. Let  ⊂ d be a bounded domain with C∞ boundary and
s ≥ 0. Set
A x= f ∈ Hs  fHs ≤ 1}:
Then there exists C > 0 such that
∀n ∈ ; ε ∈ 0; 1; Cn−s/d 1
1+ εn1/d ≤ dn
(
A;H−1ε 

:
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Proof. Let ϕi∞i=1 ⊂ H10 be the eigenfunctions of −1 with eigenval-
ues λ2i > 0 forming an orthonormal basis of L
2 as in Lemma 2.2. Let
the map F be given by (5). We start by observing that
dn
(
A;H−1ε 
 ≥ dn(A˜;H−1ε  ∀A˜ ⊂ A: (6)
In order to prove the lemma, we will now choose A˜ ⊂ A appropriately.
To that end, we introduce the Hilbert space
h˜s x=

u = ui∞i=1  u2h˜s x=
∞X
i=1
λ2si ui2 <∞

and the linear map
bF x h˜s 3 ui∞i=1 7→ ∞X
i=1
uiϕi ∈ L2: (7)
The linear map bF is in fact a continuous map into Hs as we will assert
below. Given that continuity, there exists c > 0 such that the set
a˜ x= u  uh˜s ≤ c} ⊂ FA:
Hence, we may set
µi x= λsi ; A˜ x= F−1a˜ =

u =X
i∈
uiϕi 
X
i∈
µ2i ui2 = ui2h˜s ≤ c2

;
to conclude with Lemma 2.2 that
dn
(
A˜;H−1ε 
 = c · λ−sn+1(1+ ε2λ2n+1−1/2 ≥ c · λ−sn+1(1+ ελn+1−1:
Finally, by Weyl’s formula for the eigenvalue distribution (cf., e.g.,
Chapter 3 of [9]) there exists C > 0 depending only on  such that
λn ∼ Cn1/d as n→∞: (8)
Hence there exists C > 0 such that dn
(
A˜;H−1ε 
 ≥ Cn−s/d1+ εn1/d−1,
which proves the lemma.
It remains to see that bF is in fact a continuous map into Hs. For inte-
ger s, this is a consequence of a repeated application of the shift theorem
for −1, valid due to the assumption that ∂ is smooth (see, e.g., Lemma 3.1
of [6] for the details). For s 6∈ 0, if sufces to see that, upon setting
θ = s − s, there holds h˜s ⊂ h˜s; h˜s+1θ; 2, as then from our denition
Hs = Hs;Hs+1θ; 2 one can infer by interpolation that the
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map bF is continuous. To see that the embedding h˜s ⊂ h˜s; h˜s+1θ; 2 holds,
it sufces to show (cf. Chapter 1.7 of [5]) the existence of C > 0 such thatX
ν∈
2−2νθK22ν; u ≤ Cu2
h˜s
∀u ∈ h˜s;
K22ν; u = inf

v2
h˜s
+ 22νw2
h˜s+1

;
where the inmum in the denition of K2 is taken over all representations
u = v + w with v ∈ h˜s, w ∈ h˜s+1. Taking particular representations, we
can obtain
K22ν; u ≤ u2
h˜s
≤ u2
h˜s
for ν ≥ 0;
K22ν; u ≤ X
λi≥2−ν
λ
2s
i ui2 + 22ν
X
λi≥2−ν
λ
2s+2
i ui2 for ν < 0:
Inserting these bounds, we can estimate furtherX
ν≥0
2−2νθK22ν; u ≤ Cu2
h˜s
≤ Cu2
h˜s
;
X
ν<0
2−2νθK22ν; u ≤X
i∈
λ2si ui2 ≤ Cu2h˜s
and obtain the desired embedding by combining these last two bounds. We
remark here without proof that the converse embedding holds true also:
The spaces h˜s and h˜s; h˜s+1θ; 2 are in fact isomorphic.
We are now in a position to prove the following theorem:
Theorem 2.4. Let  ⊂ d be a bounded Lipschitz domain, s ≥ 0. Set
A x= f ∈ Hs  fHs ≤ 1}: (9)
Then there exist C1, C2 > 0 such that for all n ∈  and all ε ∈ 0; 1;
C1n
−s/d 1
1+ εn1/d ≤ dn
(
A;H−1ε 
 ≤ C2n−s/d 11+ εn1/d :
Proof. Let us rst prove the lower bound. In order to apply Lemma 2.3,
let e ⊂  be a ball. By the smoothness of ∂e there exists a linear, continu-
ous extension operator Ex Hse → Hs with norm E (see, e.g., [10]).
Then the set
eA x= f ∈ Hse  fHse ≤ 1}
satises E eA ⊂ E ·A.
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Next, we have H−1ε  ⊂ H−1ε e with embedding fH−1ε e ≤ fH−1ε 
for all f ∈ H−1ε :
fH−1ε  = sup
v∈H10 
f; v
vH10; ε
≥ sup
v∈H10 e
f; v
vH10; εe = fH−1ε e: (10)
We are now in a position to apply Lemmata 2.1 and 2.3,
dn
(
A;H−1ε 
 ≥ 1Edn(E eA;H−1ε  ≥ 1Edn(E eA;H−1ε e
= 1Edn
( eA;H−1ε e
≥ C1n−s/d
1
1+ εn1/d :
For the upper bound, let En be subspaces of L2 with the property
that for some C > 0,
∀f ∈ Hs inf
g∈En
f − gHt ≤ Cn−s−t/dfHs; t ∈ −1; 0: (11)
Such spaces En may be constructed as follows using standard nite ele-
ment spaces: Let Q ⊂ d be an open hypercube such that  ⊂ Q. By the
assumption that  has a Lipschitz boundary, there is a linear, continuous
extension operator Ex Hs → HsQ [10]. The restrictions to  of the
spaces Sh given by (discontinuous) piecewise polynomials of degree p ∈ 0
with p + 1 ≥ s on uniform meshes with meshwidth h on Q then have the
desired properties (see, e.g., Theorems 4.1.1 and 4.1.6 of [11]). For En such
that (11) is satised, we calculate for f ∈ Hs, g ∈ En,
f − gH−1ε  = sup
v∈H10; ε
f − g; v
vH10; ε
≤ f − gL2; (12)
f − gH−1ε  = sup
v∈H10; ε
f − g; v
vH10; ε
≤ ε−1f − gH−1: (13)
Hence, we get f − gH−1ε  ≤ minf − gL2; ε−1f − gH−1 and
therefore together with (11)
inf
g∈En
f − gH−1ε  ≤ Cmin

n−s/d; ε−1n−s+1/d
}fHs
≤ Cn−s/d min 1; ε−1n−1/d}fHs
≤ Cn−s/d 1
1+ εn1/d fHs:
This proves the upper bound.
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2.3. The Case of Analytic Regularity
In order to obtain n-width results for sets of analytic functions, we start
with the following lemma:
Lemma 2.5. Denote by fαα∈d ⊂  sequences indexed by the multi-index
α ∈ d. Let Q = 0; pid and dene for r > 0
ψαx x=

2
pi
d/2 dY
i=1
sinαixi∀α ∈ d; x = x1; : : : ; xd; (14)
Ar x=

f x = X
α∈d
fαψαx 
X
α∈d
fα2e2rαl2 ≤ 1

; (15)
where α2l2 =
Pd
i=1 α
2
i . Then there exist C, r
′ > 0 such that
dn
(
Ar;H
−1Q ≥ Ce−r ′n1/d ∀n ∈ 0:
Proof. We will apply Lemma 2.2. We observe that the functions ϕα ∈
H10Q are L2-orthonormal eigenfunctions for −1 with eigenvalues λ2α given
by λ2α = α2l2 =
Pd
i=1 α
2
i . Let 5x → d be an indexing map for sorting
the sequence λαα∈d in ascending order, i.e., 5 is a bijection and λ5n+1 ≥
λ5n for all n ∈ . Applying Lemma 2.2 with
ϕi = ψ5i; µi x= exprλ5i; c = 1; ε = 1;
we get
dn
(
Ar;H
−1Q = µ−1n+1(1+ λ25n+1−1/2:
It is easy to see that for the indexing function 5 there holds for some, C1,
C2 > 0,
C1n
1/d ≤ 5nl2 ≤ C2n1/d;
whence the claim of the lemma follows.
Theorem 2.6. Let  ⊂ d be a bounded Lipschitz domain, partitioned
into m ∈  subdomains i, i = 1; : : : ;m with i ∩ j = Z; if i 6= j and
 = Smi=1i. Let G1; : : : ;Gm ⊂ d be bounded open sets with i ⊂ Gi. Set
A x= f ∈ L∞  ∃fi ∈ HGi; fiL∞Gi ≤ 1; f i = fii}:
Then there exist Ci, C2, r1, r2 > 0 such that
C1e
−r1n1/d ≤ dn
(
A;H−1 ≤ dn(A;L2 ≤ C2e−r2n1/d :
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Proof. Without loss of generality, we may assume that Q = 0; pid ⊂
1. For every r > 0 the functions of Ar dened in (15) are analytic on d
and real-valued. Fix r > 0 sufciently small such that the functions of Ar
have holomorphic extensions to the sets Gi. Next, let c > 0 be sufciently
small such that
cAr ⊂ A:
As in the proof of Theorem 2.4 (cf. (10)), we have that H−1 ⊂ H−1Q
with embedding constant 1. Reasoning as in the proof of Theorem 2.4 by
appealing to Lemmata 2.1 and 2.5 we arrive at
dn
(
A;H−1 ≥ c · dn(Ar;H−1 ≥ c · dn(Ar;H−1Q ≥ C1e−r1n1/d :
This concludes the argument for the lower bound. We observe that
the middle estimate follows from Lemma 2.1 with X = L2 and
Y = H−1. The last estimate follows as usual by direct construction:
The p-version with piecewise polynomials of degree p on a xed, coarse
mesh gives the desired estimate. We will only show this result for m = 1,
i.e., G = G1. The general case follows by similar arguments. For h > 0 let
Qh be the uniform tessellation of d with hypercubes with edge length h.
As by assumption there exists  ⊂ d with âeâG ⊂ d, we can choose
h sufciently small such that Th x= K ∈ Qh  K ∩ 6= Zâe. By assump-
tion the functions f of A are holomorphic on G. Hence, Cauchy’s integral
theorem for derivatives gives the existence of C, γ > 0 such that
DαfL∞K ≤ Cγαα! ∀α ∈ d0 ∀K ∈ Th: (16)
The space Sp; 0Th of (discontinuous) piecewise polynomials of degree
p on the (xed) mesh Th then has the desired property: There exist C ′,
σ > 0 depending only on the constants C, γ > 0 of (16) such that
inf
pip∈Sp; 0Th
f − pipL∞ ≤ Ce−σp:
(cf. Section 3.2 of [12] where the detailed tensor-product argument for
estimates of this type is carried out for d = 2). As the mesh Th is xed there
holds dim Sp; 0Th = Opd, and we obtain the desired upper bound.
A consequence of Theorem 2.6 is the following
Theorem 2.7. Let ε ∈ 0; 1 and let A be dened as in Theorem 2.6.
Then there exist Ci, ri > 0 independent of ε such that
C1e
−r1n1/d ≤ dn
(
A;H−1ε 
 ≤ C2e−r2n1/d ∀n ∈ 0:
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Proof. We apply Lemma 2.1 several times. First, applying Lemma 2.1
with X = H−1ε , Y = H−1 and observing that uH−1ε  ≥ uH−1
for u ∈ H−1, we get the lower bound from Theorem 2.6. For the
upper bound, we use again Lemma 2.1 with X = L2 and Y = H−1ε ,
exploit that uL2 ≥ uH−1ε  for u ∈ L2, and appeal again to
Theorem 2.6.
Remark 2.8. It is easy to see that in fact Theorem 2.6 can be extended
to hold for arbitrary Sobolev spaces: The n-width of the set A measured
in any Sobolev norm (of positive or negative order) is always of the order
Oexp−rn1/d for some appropriate r > 0. The constant r, however, does
depend on the order of the Sobolev space.
3. n-WIDTHS OF SOLUTION SETS OF ELLIPTIC EQUATIONS
We will now apply the n-width results Theorems 2.4 and 2.7 to calcu-
late the n-widths of solution sets of elliptic partial differential equations.
Let  ⊂ d be a bounded Lipschitz domain and consider elliptic partial
differential equation of the form
Lu x=−∇·Ax∇u+cxu=f ∈H−1 on ; u=0 on ∂; (17)
where the symmetric matrix Ax = aijxdi; j=1 and the coefcient cx
are in L∞. Solutions of (17) are understood in the weak sense, i.e.,
u ∈ H10 solves (17) if
Bu; v =
Z

∇u ·Ax∇v + cxuv dx = f; v ∀v ∈ H10: (18)
Concerning A and c we assume furthermore that the operator L is
H10-elliptic and that in fact
∃α; α > 0; ε ∈ 0; 1 αu2
H10; ε
≤ Bu; u ≤ αu2
H10; ε
∀u ∈ H10: (19)
Under this assumption, the LaxMilgram Lemma ([13]; see also Theo-
rem 5.2.1 of [11]) guarantees the unique solvability of (18) for each f ∈
H−1; in fact, the solution operator
S x H−1ε  → H10; ε
f 7→ Sf = u = solution of (18) corresponding to
the right-hand side f
is an isomorphism between H−1ε  and H10; ε and satises
αSfH10; ε ≤ fH−1ε  ≤ αSfH10; ε ∀f ∈ H−1ε : (20)
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For s ≥ 0 we have Hs ⊂ H−1ε , and we may therefore dene
the solution set Us of solutions u of (18) with f ∈ As x= f ∈ Hs 
fHs ≤ 1 by
Us x= SAs = u ∈ H10  u solves (18) for some
f ∈ Hs with fHs ≤ 1
}
: (21)
For the solution set Us we have the following result:
Theorem 3.1. Let Us be given by (21) and assume that (19) holds. Then
there exist C1, C2 depending only on , s ≥ 0, and the constants α, α (in
particular, C1, C2 are independent of ε ∈ 0; 1) such that for all n ∈ 
C1n
−s/d 1
1+ εn1/d ≤ dn
(
Us;H10; ε
 ≤ C2n−s/d 11+ εn1/d :
Proof. Let A = f ∈ Hs  fHs ≤ 1. Equation (20) implies that
1
α
dn
(
A;H−1ε 
 ≤ dn(SA;H10; ε = dn(Us;H10; ε
dn
(
Us;H10; ε
 = dn(SA;H10; ε ≤ 1αdn(A;H−1ε :
Appealing to Theorem 2.4 allows us to conclude the argument.
A corresponding result can be formulated for piecewise analytic right-
hand sides. The proof is practically the same as that of Theorem 3.1 and
therefore omitted. Let  be partitioned into m ∈  subdomains i, i =
1; : : : ;m, with i ∩j , if i 6= j and  =
Sm
i=1i. Let G1; : : : ;Gm ⊂ d be
open sets with i ⊂ Gi and set
AG x= f ∈ L∞  ∃fi ∈ HGi; fiL∞Gi ≤ 1; f i = fii};
UG x= SAG: (22)
Then there holds
Theorem 3.2. Let UG be given by (22) and assume that (19) holds. Then
there exist C1, C2, r1, r2 > 0 depending only on , the sets Gi, and the con-
stants α, α (in particular, C1, C2, r1, r2 are independent of ε ∈ 0; 1) such
that
∀n ∈  C1e−r1n
1/d ≤ dn
(
UG;H10; ε
 ≤ C2e−r2n1/d :
Remark 3.3. The assumption that the elements of AG are real-valued on
G is not essentialTheorem 3.2 also holds true if complex-valued functions
f are admitted.
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Remark 3.4. It is noteworthy that the assumptions on the coefcients A
and c and the domain  are essentially the weakest possible that still lead
to a meaningful variational formulation of (17).
Remark 3.5 (cf. also [4]). Theorem 3.1 is concerned with the calculation
of the n-width in the natural energy norm. The techniques employed
here, however, are not restricted to this setting. For example, for (17) with
A = ε2I, c ≡ 1, and a smooth boundary ∂ there holds for Us as dened
in (21),
C1n
−s/d 1
1+ ε2n2/d ≤ dn
(
Us; L2 ≤ C2n−s/d 11+ ε2n2/d (23)
for some C1, C2 independent of n, ε. The proof is very similar to the
reasoning in this paper and is therefore merely sketched. We introduce the
space H2ε x= u ∈ H10; ε  −1u ∈ L2 equipped with the norm
u2H2ε x= u
2
L2 + ε2∇u2L2 + ε41u2L2
and its dual space H−2ε . The very weak formulation of (17) reads: nd
u ∈ L2 such thatZ

u
(− ε21v + vdx = f; v ∀v ∈ H2ε: (24)
The assumptions on the smoothness of ∂ guarantee that the shift-
theorem for −1 holds true. It is therefore easy to check that the Babuska
Brezzi condition (see, e.g., Theorem 5.2.1 of [11]) is satised for (24) and
to conclude that the solution operator Sx H−2ε  → L2 for (24) is an
isomorphism with constants independent of ε. It sufces therefore to cal-
culate dnA;H−2ε  where A is given by (9). This can be done as in
Section 2.2. A straightforward adaptation of Lemma 2.3 together with the
assumption that ∂ is smooth gives the lower bound in (23). In order to
obtain the upper bound, one can modify the proof of Theorem 2.4 as fol-
lows. Introducing the space H−2 as the dual space of H2 one can
check that (11) holds for t = −2 as well. Next, we observe that the shift
theorem for −1 gives that the norm  · H2ε is equivalent to the norm · H10; ε + ε2 · H2 with constants independent of ε. Hence, we can
estimate for some C > 0 and for all f , g ∈ L2:
f − gH−2ε  = sup
v∈H2ε
f − g; v
vH2ε
≤ Cε−2f − gH−2:
Similarly to (12) we have f − gH−2ε  ≤ f − gL2 for f , g ∈ L2.
Combining these two estimates we obtain
f − gH−2ε  ≤ Cmin
f − gL2; ε−2f − gH−2}:
Appealing to (11) with t = 0 and t = −2 as in the proof of Theorem 2.4
concludes the argument.
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4. APPLICATION TO THE FINITE ELEMENT METHOD
The nite element method (FEM) for (17) reads as follows: For a nite
element space (FE space) Vn ⊂ H10 of dimension n, the nite element
solution un ∈ Vn is given by
nd un ∈ Vn s.t. Bun; v = f; v ∀v ∈ Vn; (25)
where B is dened in (18). If (19) holds, then Cea’s Lemma guarantees
that the nite element solution un exists and that the error u− un satises
u− unH10; ε ≤
α
α
inf
v∈Vn
u− vH10; ε: (26)
The performance of the FEM is thus completely determined by the
choice of the FE space Vn. A family of FE spaces Vn is therefore said
to give the optimal rate of convergence if it achieves the rates given by The-
orems 3.1 and 3.2, i.e., if for a given s ≥ 0 (respectively, G1; : : : ;Gm ⊂ d)
there is C > 0 (resp. C, r > 0) such that
sup
u∈Us
inf
v∈Vn
u− vH10; ε ≤ Cn−s/d
1
1+ εn1/d ; (27)
sup
u∈UG
inf
v∈Vn
u− vH10; ε ≤ Ce−rn
1/d
: (28)
Remark 4.1. It is interesting to note that the proofs of Theorems 3.1
and 3.2 are constructive in that concrete spaces Vn are given that realize
the optimal rate of convergence. These spaces are constructed as spaces of
solutions of (17) with (piecewise) polynomial right-hand sides. They have,
however, two drawbacks from a computational point of view: As solution
sets of elliptic problems they (a) are available explicitly in a few cases only
and (b) do not have compact support.
Let us assume that the coefcients A and c satisfy for some a, a, c, c ≥ 0
0 < aε2 ≤ A ≤ aε2 0 ≤ c ≤ c ≤ c a.e. on . (29)
Theorems 3.1 and 3.2 then cover in particular the following cases:
1. The case of smooth coefcients and unsmooth boundary. A and
c are smooth and satisfy (29) with ε = 1 but the boundary ∂ is merely
Lipschitz.
2. The case of rough coefcients. A and c are in L∞ and sat-
isfy (29) with ε = 1.
3. The case of a singularly perturbed problem of ellipticelliptic type.
A, c satisfy (29) for some (small) ε ∈ 0; 1. Furthermore, c > 0 in (29).
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In all three cases, the constants C1, C2 of Theorems 3.1 and 3.2 depend
only on a, a, c, c, , and on s, G1; : : : ;Gm.
We will restrict ourselves in the ensuing discussion to the cases d = 1
and d = 2.
For the rst case, that of smooth coefcients but only piecewise smooth
boundary, Theorem 3.1 gives an n-width of On−s+1/d. It is well known
that this n-width cannot be achieved with standard conforming FE spaces
on uniform meshes. However, it is achieved by conforming FE spaces of
piecewise polynomials of degree p ∈ , p + 1 ≥ s, on meshes that are
properly rened toward the corners of the domain, the so-called radical
meshes (see, e.g., [14, 15] for the case s = 0, d = 2).
The situation is different in the second case, that of rough coefcients.
For such problems, spaces of piecewise polynomials perform poorly in gen-
eral. However, for certain classes of coefcient matrices A, non-polynomial
spaces Vn have been constructed in [16, 17] that recover the optimal rate of
convergence. These spaces are similar to those constructed in Theorem 3.1:
They are given as solutions of local versions of (17) with polynomial right-
hand sides. By means of a partition of unity, approximation functions with
compact support are created.
Let us now turn to the third case, the singularly perturbed case (i.e.,
ε is small with respect to 1). In the context of Theorem 3.1 the singular
perturbation character of the equation manifests itself in a reduced pre-
asymptotic n-width: pre-asymptotically, i.e., when εn1/d is small, only a rate
of On−s/d can be attained instead of On−s+1/d in the asymptotic regime
(i.e., when εn1/d is large). It is interesting to note that the situation for ana-
lytic right-hand sides is different: In Theorem 3.2, the exponential rate of
convergence is not compromised by the presence of the small perturbation
parameter ε.
The design of nite element methods for singularly perturbed problems
has mostly been considered for smooth coefcients. If the nite element
spaces Vn are spaces of piecewise polynomials, it is essential to use highly
non-uniform meshes in order to resolve the boundary layers. In the con-
text of the h-version FEM this observation led to the introduction of the
so-called Shishkin meshes [18]. Near optimality in the L2-norm of the nite
element solution on Shishkin meshes was shown for d = 1, s = 2 in [19, 3],
where for the nite element error u− un a result of the form
u− unL2 ≤ Cn−2 ln2 n ∀u ∈ U2
was obtained. Comparing this with (23), we see that it is, up to the fac-
tor ln2 n, optimal in the regime εn < 1. We remark in passing that, due
to the different behavior of the n-width in the pre-asymptotic and in the
asymptotic regime, a priori error bounds that are independent of ε cannot
be sharp in both regimes simultaneously. We nally mention that similar
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approximation results hold in the energy norm and in the two-dimensional
case for the approximation of boundary layers (see, e.g., [20]).
For d = 1 the analogue of Shishkin meshes in the context of the p-version
FEM are so-called boundary layer meshes, where a coarse mesh is used
in the interior of the domain and a single small element of size Opε is
used in the layer. Here, p is the polynomial degree employed. It was shown
in [21] that on such boundary layer meshes, robust exponential convergence
can be achieved for analytic right-hand sides. Hence, piecewise polynomi-
als on boundary layer meshes achieve the optimal rate of convergence (28)
for d = 1. In two dimensions, the situation concerning robust exponential
convergence is more complex. It was shown recently in [12] that for ana-
lytic boundary curves and analytic right-hand sides, the exponential rate of
convergence of the p-version FEM can be preserved if so-called admis-
sible boundary layer meshes are employed. We refer the reader to [12]
for the precise denition of admissible boundary layer meshes and describe
here only their essential features. Admissible boundary layer meshes Tp; ε
for a domain  depend on the polynomial degree p and the singular per-
turbation parameter ε. They are meshes consisting of a curvilinear quadri-
lateral where (a) in the interior of  shape regular quadrilaterals of size
O1 are used and (b) in the boundary layer thin needle elements are used.
These needle elements are aligned with the boundary and are assumed to
have length O1 in the tangential direction and to have width Opε in
the normal direction. We note that admissible boundary layer meshes have
O1 elements. Let Sp; 10 Tp; ε ⊂ H10 be the usual space of continuous
piecewise (mapped) polynomials of degree p on an admissible boundary
layer mesh Tp; ε. As admissible boundary layer meshes have O1 elements,
we see that dim Sp; 10 Tp; ε = Op2. For the approximation of elements
u ∈ UG from Sp; 10 Tp; ε, inspection of the proof in [12] shows that the
following theorem holds.
Theorem 4.2. Let  ⊂ 2 be a bounded domain with an analytic bound-
ary curve ∂. Let G = G1 ⊂ 2 with  ⊂ G. Let A = ε2I, c = 1 in (17). On
admissible boundary layer meshes Tp; ε in the sense of [12] let S
p; 1
0 Tp; ε ⊂
H10 be the usual spaces of continuous piecewise (mapped) polynomials of
degree p. Then there exist constants C, r > 0 independent of ε and p such that
sup
u∈UG
inf
v∈Sp; 10 Tp; ε
u− vH10; ε ≤ Ce−rp:
Hence, as dim Sp; 10 Tp; ε = Op2, the nite element spaces Vn x= Sp; 10 Tp; ε
satisfy
sup
u∈UG
inf
v∈Vn
u− vH10; ε ≤ C ′e−r
′√n
for some C ′, r ′ > 0 independent of n and ε.
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The constants C ′, r ′ > 0 of Theorem 4.2 depend only on the set G and
some constants describing the admissible boundary layer mesh. Hence, the
p-version on such admissible boundary layer meshes is a concrete realiza-
tion of the optimal exponential rate (28) and the result of [12] is in this
sense optimal.
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