INTRODUCTION
Statistical verification of experimental data in any area of research is one of the researchers' priorities.
Experimental data to be used in mathematical modulation may also contain abnormal results (errors, disparate results, aberrant results, etc.) that, if not identified and removed, can lead to mathematical models that do not correspond to reality and That is, different tests for the validation of experimental data, tests that fall within the field of statistical processing of experimental data, are used.
One of the most criterion for the validation of experimental data is the Chauvenet criterion. The Chauvet abnormal outcomes criterion is based on the consideration that any value whose probability of occurrence is less than a limit value that depends on the "n" number of results, should be eliminated [1, 2, 4, 5, 7, 8] .
This paper presents the main steps in the correct application of the detection of abnormal results and their removal from the experimental data base.
APPLICATION OF THE CHAUVENET CRITERION
Application of the Chauvenet criterion to detection and eliminating aberrant results obtained in the industrial processes, is carried out with the help of the statistical processing of the research results, as follows [1, 5, 8] :
(1) Data grouping is performed and extreme values are determined: the minimum (x min ) and maximum ( x max ) of data experimental values;
(2) Arithmetic average is calculated [2] : where: n = number of experimental data; _ x = arithmetic average of the experimental data; x sus = the suspected date to be abnormal (outlier) from the experimental determinations; s 2 = the dispersion of the experimental data; s = the standard deviation of the experimental data; τ sus = the number of standard deviation from the mean for all suspected outliers; τ crit = the critical value (limit value) of the Chauvenet criterion, that depends on the "n" number of results [3] ; α = the confidence coefficient; α = 0.95 [7] ; After comparing the two values, there may be two Chauvenet criterion specific situations:
(a) If τ sus > τ crit , the values of the x sus is affected by aberrant errors, that value is eliminated from the sample (x sus is an outlier);
In this care, we recalculate the values of the average ( _ x ) and standard deviation (s) for the remained values and we start again with verifying the (a) condition, the algorithm is applied until that condition is no longer verified for any of the two external values of the sample (x min or x max ). b) If τ sus < τ crit , the values of the x sus it is a noticeable value for the experimental data set.
MATERIALS AND RESULTS

Materials
The material on which experimental research has been performed has the following chemical composition -the maintained time at the isothermal level,  iz = 60 [min], corresponding to the first stage for obtaining bainitic structure.
Isothermal maintenance was carried out in a salt bath (55% KNO 3 +45% NaNO 3 ), subsequent cooling was done in the air.
From this material, 2 typical test specimens for hardness (HB) (100x10x10mm) were done: 1 for lot A and 1 for lot B.
Results
In table 1 are presented the mechanical results. It is noted that it is the structure that determines the values of the mechanical properties, specific to each thermal treatment parameter [3, 6] :
-specific to lot A (t iz = 300 C), is the structure consisting of inferior bainite, residual austenite and martensite, constituents that determine higher values of hardness (HB); -specific to lot B (t iz = 400 C), is the structure consisting of superior bainite, and residual austenite, constituents that determine low values of hardness (HB); -together with increasing the level of the isothermal maintenance temperature inside the structure will appear the superior bainite and the martensite will disappear (lot B).
APPLICATION OF THE CHAUVENET CRITERION TO DETECTION OF THE ABERRANT DATA
Experimental data of hardness (HB) with sixth parallel determinations of each experimental lots (A and B), presented in table 1, are checked using Chauvenet criterion [1, 2, 4, 5, 7, 8] . Chauvenet criterion for data sets are presented in table 2. In this case, we recalculate the values of the average ( _ x ) and standard deviation (s) for the remained values and we start again with verifying the (a) condition, the algorithm is applied until that condition is no longer verified for any of the two external values of the sample (x min or x max ).
A general remark comes from studying the data presented in table 2: with "YES", note the values that are experimental results accepted by the criterion and with "NO" note the that that are rejected by the criterion:
-the value of x min = 363, from the lot A with 8 number of the parallel determinations, τ sus = 2.010, τ crit = 1.863 so τ sus > τ crit . In this care x min = 363 is an outlier, so we recalculate the values of the average ( _ x ) and standard deviation (s) for the 7 remained values. Criterion Chauvenet was recalculated, and all values were found to be noticeable values for the experimental data.
-the value of x max = 375, from the lot B with 8 number of the parallel determinations, τ sus = 2.169, τ crit = 1.863 so τ sus > τ crit . In this care x max = 375 is an outlier, so we recalculate the values of the average ( 
