In this study, the feed-forward (FF) neural networks (NNs) with back-propagation (BP) learning algorithm is used to estimate the ultimate tensile strength of unrefined Al-Zn-Mg-Cu alloys and refined the alloys by Al-5Ti-1B and Al-5Zr master alloys. The obtained mathematical formula is presented in great detail. The designed NN model shows good agreement with test results and can be used to predict the ultimate tensile strength of the alloys. Additionally, the effects of scandium (Sc) and carbon (C) rates are investigated by using the proposed equation. It was observed that the tensile properties of Al-Zn-Mg-Cu alloys improved with the addition of 0.5 Sc and 0.01 C wt.%.
between neurons. The three main characteristics of a NN are weights (wi), bias (bi), and transfer function. Each neuron receives inputs, attached with a weight. Each input data is multiplied by the corresponding weight of the neuron connection. Next, a bias value is added to the summation of inputs and corresponding weights (u) according to the following equation:
The summation ui is converted as the output with an activation (transfer) function, F(ui) yielding a value called the unit's "activation", as the following formula:
The activation or transfer function that converts a neuron's weighted input to its output activation play the substantial role in the overall performance of an ANN's implementation [28] .
Neural Network Studies
An extensive literature survey has been performed for available experimental results, as shown Table 1 . The addition of grain refiners promotes the formation of fine equiaxed grains by suppressing the growth of columnar and twin columnar grain. The finer grain size also decreases the size of defects, such as micro-pores and second phase particles, thereby contributing to improved mechanical properties [29] . It is clear from Table 1 that the grain refiners and the applied heat treatment result in an increase in the ultimate tensile strength of the alloys. Ebrahimi and Emamy [30] reported that Al-5Ti-1B and Al-5Zr master alloy decreases the grain size of Al-12Zn-3Mg-2.5Cu aluminum alloy, and Al-5Ti-1B master alloy is more effective than Al-5Zr master alloy in reducing the grain size of Al-12Zn-3Mg-2.5Cu aluminum alloy. They expressed that the mechanical properties of the alloy are improved with the addition of grain refiners and heat treatment, and that this improvement can be attributed the increase to nano-metric precipitates, the homogeneity of the microstructure, and the decrease in grain size. Table 2 shows the change of the input elements, from minimum to maximum, in training and testing sets of NN. The input variables are silicon (Si), magnesium (Mg), zinc (Zn), cupper (Cu), nickel (Ni), iron (Fe), manganese (Mn), chromium (Cr), Ti, zirconium (Zr), Sc, B, C, Al (in wt.%), and heat treatment (HT). The output variable is the ultimate tensile strength (UTS) in MPa. In the program, the alloys with and without heat treatment is coded as "1" and "0", respectively. In ANN system, each input variable is scaled to the range of 0 to 1 by the following the formula:
where xN is the normalized value of variable x, and xmax and xmin are the maximum and minimum values of the variable, respectively. Output values resulted from ANN are also in the range [0.1], and transformed to their equivalent values, based on a reverse method of the normalization technique [39] . The unnormalized method is as:
The two main processing phases of NN include training and testing. The training process is the adjustment of weights and biases in order to obtain an output through applying a proper method. Therefore, the experimental results are divided into training and testing sets. The datasets for training and testing are randomly selected from among the experimental results where 61 sets are training set and 6 sets are testing set. It is well known that increasing the data used in the training process of NN enhances its learning ability. Matlab NN toolbox is employed for the network training. Back-propagation (BP) learning algorithm (Levenberg-Marquardt-Trainlm, Boston, MA, USA), the most popular, and an effective, supervised learning method, and sigmoid function, an act activation function that joins curvilinear, linear, and constant behavior, depending on the values of the input, are used for the training of NN [40, 41] . Training of the networks starts with adjusting initial random values for weights and biases. After submitting the input vector, forward propagation of the intermediate results leads to the producing of the output vector. Then, the weights and biases would be modified in order to reduce the error. The network replies to an input, without any change in the structure, within the testing process [42, 43] . After the network is trained, the testing dataset is used to verify the effectiveness of the network and to estimate the expected performance in the future.
Results and Discussion
The main aim is to obtain the explicit formulation of the ultimate tensile strength as a function of input variables. One of the most difficult duties in NN works is the determination of the number of hidden layers and the number of neurons in the hidden layers. It is well known that NNs are typically in layers, which are made up of a number of interconnected nodes that contain an activation function. The input layer, which communicates to one or more hidden layers, where the actual processing is made via a system of weighted connections. The hidden layers then link to an output layer, where the answer is the output [44] . There is no well-defined procedure to find the optimal parameter settings and the network architecture. The trial and error approach is used to determine the number of neurons in the hidden layer. The various neuron numbers in one hidden layer (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) are used in this study. It is observed that the optimal architecture of NN with logistic sigmoid transfer function is 15-17-1. The NN toolbox in Matlab is used to obtain the proposed equation. It should be noted that the developed explicit formulation is valid for the ranges of the training set. Additionally, the correlation coefficient of the proposed equation is also evaluated, and is found to be 0.8509. In other words, the average prediction accuracy of the established ANN model is 85.09%. where X1, X2, X3, X4, X5, X6, X7, X8, X9, X10, X11 X12, X13, X14, and X15 are normalized input data of Al, Si, Mg, Zn, Cu, Ni, Fe, Mn, Cr, Ti, Zr, Sc, B, C wt.%, and HT. Table 3 shows statistical parameters of training and test data sets. The performance of NN is evaluated by the correlation coefficient (R). Mean absolute error (MAE) and mean square error (MSE) are also used as error evaluation criteria in order to facilitate the comparison between predicted values and desired values. The correlation coefficients of training and testing sets are 0.985 and 0.946, respectively, which means that the performance of the NN model is quite high and acceptable. MAE and MSE values for the training set are 2.606 and 0.141, and are 6.313 and 0.528 for testing set. If the MSE reaches zero, the performance of the model is regarded as excellent [45] . It can be said that the proposed NN model is in good agreement with the experimental data, and that all the errors are within acceptable ranges. Figure 1 illustrates the correlation of NN and test data for the training and testing sets. The "test" means the determined experimental value of UTS and "NN" means the predicted value of UTS by NN, as shown in Figure 1 . One of the most effective elements promoting grain refinement in aluminum alloys is scandium. Aluminum and Al3Sc have the same lattice structure and the misfit between lattice parameters is about 1.3%. The grain refinement mechanism of primary aluminum with scandium is due to heterogeneous nucleation, and the addition of scandium has been shown to have a beneficial effect on the strength of a cast Al-Mg alloy [46, 47] . Figure 2 demonstrates the effect of Sc rates on the ultimate tensile strength of unrefined Al-Zn-Mg-Cu alloys and refined the alloys by Al-5Ti-1B and Al-5Zr using the proposed formulation above (Equation 6 ). In the case where there is no applied heat treatment, the ultimate tensile strength of Al-Zn-Mg-Cu alloys clearly increases with the addition of Sc. The main reason for this It is clearly seen that, with the tensile properties of the alloys, first, the applied heat treatment reduces, then increases, the addition of Sc. The comparison of the UTS values revealed that the addition of 0.5% Sc is the most effective method to enhance tensile properties. It is concluded that the ultimate tensile strength of Al-Zn-Mg-Cu alloys, refined by Al-5Ti-1B or Al-5Zr, can be improved with the addition of 0.5% Sc without the need for heat treatment. Figure 3 shows the effect of the rate of C on the ultimate tensile strength of Al-Zn-Mg-Cu alloys containing 0.5 wt.% Sc. It is clear that the ultimate tensile strength of Al-Zn-Mg-Cu alloys, refined by Al-5Zr, enhances with the addition of C to a degree, but that the ultimate tensile strength of unrefined the alloys and refined the alloys by Al-5Ti-1B reduces with the addition of C. The optimum amount of is observed to be 0.01 wt.%.C. It is well known that Al-Ti-C master alloys, which contain TiAl3 and TiC particles, are good refiners for aluminum alloys. These particles in Al-Ti-C master alloys remain stable in the melt and act the active nucleant substrates. These particles very fine and act quickly, but rapidly dissolve in molten aluminum. The morphology, dimension, and distribution of these particles have major impacts on the grain refining efficiency. The homogeneous distribution of these particles increases the mechanical properties of aluminum alloys [49, 50] . Figure 3 . Effect of C rate to UTS of Al-Zn-Mg-Cu alloys.
Conclusions
This work proposes an approach for the prediction of ultimate tensile strength of Al-Zn-Mg-Cu alloys refined by Al-5Ti-1B and Al-5Zr. Sixty-seven data are used in this model. Feed-forward NN with back propagation is used for the training process, and the proposed NN model shows good agreement with experimental results. Therefore, the mathematical function is derived in an explicit form by using ANN outputs. The effects of Sc and C on the ultimate tensile strength of Al-Zn-Mg-Cu alloys are predicted with a high success rate. It is suggested that the strength of the alloys, refined by Al-5Ti-1B or Al-5Zr, can be increased with the addition of 0.5% Sc without heat treatment. All R and R 2 values for training, testing, and formula are larger than 0.94 and 89, respectively. This notes that the composed prediction model has a high reliability rate. The mean absolute error for the predicted values does not exceed 6.4%. Hence, it can be concluded that considerable savings, in terms of cost and time, could be obtained by using the advanced neural network model.
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