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Abstract
We obtain new continuation principle of the local classical solutions of the 3D Euler equations, where
the regularity condition of the direction field of the vorticiy and the integrability condition of the magnitude
of the vorticity are incorporated simultaneously. The regularity of the vorticity direction field is most ap-
propriately measured by the Triebel–Lizorkin type of norm. Similar result is also obtained for the inviscid
2D quasi-geostrophic equation.
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1. Introduction
We are concerned on the following homogeneous incompressible Euler equations in R3:
∂v
∂t
+ (v · ∇)v = −∇p, (1.1)
divv = 0, (1.2)
v(x,0) = v0(x), (1.3)
where v = (v1, v2, v3), vj = vj (x, t), j = 1,2,3 is the velocity of the fluid flows, p = p(x, t)
is the scalar pressure, v0(x) is a given initial velocity field satisfying div v0 = 0. Although the
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are still open. Since the construction of the local classical solutions in the setting of the Sobolev
space Hm(R3) [15,20], the problem of finite blow-up of the local smooth solution is one of
the most challenging problems in the mathematical fluid mechanics. In this direction, the cel-
ebrated Beale–Kato–Majda blow-up criterion (or equivalently the continuation principle of the
local classical solution), which can be stated as
lim sup
t→T
∥∥v(t)∥∥
Hm
< ∞ if and only if
T∫
0
∥∥ω(t)∥∥
L∞ dt < ∞, (1.4)
where ω = curlv is the vorticity of the fluid, and m > 5/2 [1]. This result has been refined, using
harmonic analysis techniques [5,7,16,17]. In this article we develop new type of sufficient con-
dition for finite time blow-up for the local smooth solutions, where the direction of vorticity is
considered simultaneously with the amplitude of vorticity. The initiation of this direction of re-
search is done in the paper by Constantin, Fefferman and Majda [10] (see also [8]), which could
be considered as an inviscid extension of the regularity criterion for the Navier–Stokes equations
derived in [9]. The regularity criterion of the Navier–Stokes equations in [9], on the other hand,
was later improved/refined in [2], which has been further refined in [4], where use of the special
structure of nonlinear term and the use of Triebel–Lizorkin-type norm to measure the regularity
of direction field were the key arguments. The results in [4] could not be straightforwardly ex-
tended to the inviscid case of the Euler equations, mainly due to the fact that the Riesz potential
behaves badly for the L∞ estimates. In this paper we introduce a different type of potential func-
tion, and based on the L∞ estimate of this potential we extend the previous regularity criterion of
the Navier–Stokes equations of [4] to the Euler equations. Using the similarities of the nonlinear
structure to the 3D Euler equations, we also derive similar type of continuation principle for the
2D quasi-geostrophic equation.
For the statement of our main result we introduce a function space, used previously in [3,4].
Let Ω be a domain in Rn. Given 0 < s < 1, 1 p ∞, 1 q ∞, the function space F˙ sp,q(Ω)
is defined by the seminorm,
‖f ‖F˙ sp,q (Ω) =
⎧⎨
⎩
∥∥∥(∫Ω |f (x)−f (y)|q|x−y|n+sq dy)1/q
∥∥∥
Lp(Ω,dx)
if 1 p ∞, 1 q < ∞,∥∥ess supy∈Ω, x =y |f (x)−f (y)||x−y|s ∥∥Lp(Ω,dx) if 1 p ∞, q = ∞.
Observe that, in particular, F˙ s∞,∞(Ω) ∼= Cs(Ω), which is the usual Hölder seminormed space. In
order to compare this space with other more classical function spaces let us introduce the Banach
space F sp,q(Ω) by defining its norm
‖f ‖F sp,q (Ω) = ‖f ‖Lp(Ω) + ‖f ‖F˙ sp,q (Ω).
We note that for 0 < s < 1, 2  p < ∞, q = 2, and Ω = Rn, F sp,2(Rn) ∼= Lps (Rn) =
(1 − Δ)−s/2Lp(Rn), the fractional order Sobolev space (or the Bessel potential space) (see
[19, pp. 163]). If n/min{p,q} < s < 1, n < p < ∞ and n < q ∞, then F sp,q(Rn) coincides
with the Triebel–Lizorkin space F sp,q(Rn) defined by the Littlewood–Paley decomposition (see
[21, pp. 101]).
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of the ordinary differential equations:
dX(a, t)
dt
= v(X(a, t), t), X(a,0) = a ∈R3,
where v(x, t) is the classical solution of (E). We recall the fact that the mapping a 	→ X(a, t) is
a volume preserving diffeomorphism. Let us denote
Ω0 =
{
x ∈R3 | ω0(x) = 0
}
, Ωt = X(Ω0, t).
We note that the direction field of the vorticity, ξ(x, t) = ω(x, t)/|ω(x, t)|, is well defined if
x ∈ Ωt for v0 ∈ C1(R3) with Ω0 = ∅ (see the proof of Theorem 1.1 in the next section). The
following is our main theorem.
Theorem 1.1. Let v(x, t) be the local classical solution to (E) with initial data v0 ∈ Hm(R3),
m > 5/2, and ω(x, t) = curlv(x, t). We assume Ω0 = ∅. Then, the solution can be contin-
ued up to T < ∞ as the classical solution, namely, v(t) ∈ C([0, T ];Hm(R3)), if there exists
p,p′, q, q ′, s, r1, r2, r3 satisfying the following conditions:
1
p
+ 1
p′
= 1, 1
q
+ 1
q ′
= 1, (1.5)
and
1
r1
+ p
′
r2
(
1 − sq
′
3
)
+ 1
r3
{
1 − p′
(
1 − sq
′
3
)}
= 1 (1.6)
with
0 < s < 1, 1 3
sq ′
< p ∞, 1 q ∞, (1.7)
and
r1 ∈ [1,∞], r2 ∈
[
p′
(
1 − sq
′
3
)
,∞
]
, r3 ∈
[
1 − p′
(
1 − sq
′
3
)
,∞
]
(1.8)
such that for direction field ξ(x, t), and the magnitude of vorticity |ω(x, t)| the followings hold:
T∫
0
∥∥ξ(t)∥∥r1F˙ s∞,q (Ωt ) dt < ∞, (1.9)
and
T∫
0
∥∥ω(t)∥∥r2
Lpq
′
(Ωt )
dt +
T∫
0
∥∥ω(t)∥∥r3
Lq
′
(Ωt )
dt < ∞. (1.10)
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(1.10) are satisfied if
ξ(x, t) ∈ Lr1(0, T ;Cs(R3)), (1.11)
ω(x, t) ∈ Lr2(0, T ;L∞(R3))∩ Lr3(0, T ;L∞(R3)) (1.12)
with
1
r1
+ 1
r2
(
1 − s
3
)
+ s
3r3
= 1. (1.13)
In order to understand these conditions more intuitively we formally pass s → 0 in (1.11) and
(1.13), and choose r1 = ∞ and r2 = r3 = 1, then we find that the conditions (1.11), (1.12) reduce
to the Beale–Kato–Majda’s condition (1.4), since the condition ξ(x, t) ∈ L∞(0, T ;C0(R3)) ∼=
L∞((0, T ) ×R3) is obviously satisfied due to the fact that |ξ(x, t)| ≡ 1.
Remark 1.2. The other case of interest is q ′ = 3/s, where (1.9), (1.10) are satisfied if
ξ(x, t) ∈ Lr1(0, T ; F˙ s∞,3/(3−s)(R3)), ∣∣ω(x, t)∣∣ ∈ Lr2(0, T ;L3/s(R3)) (1.14)
with 1/r1 + 1/r2 = 1. Condition (1.14) shows explicitly the mutual compensation between the
regularity of the direction field and the integrability of the vorticity magnitude in order to control
regularity/singularity of solutions of the Euler equations.
2. Proof of Theorem 1.1
In order to prove Theorem 1.1 we establish the following potential theoretic estimate, which
replaces the Hardy–Littlewood–Sobolev inequality in the viscous case of the Navier–Stokes
equations [4].
Lemma 2.1. Let the parameters p,p′, q , and s satisfy
1 n
sq
< p ∞, 1
p
+ 1
p′
= 1, 1 q < ∞, (2.1)
and for a measurable subset Ω ⊂Rn define Is,q,Ω(f ) by
Is,q,Ω(f )(x) =
( ∫
Ω
|f (y)|q
|x − y|n−sq dy
)1/q
. (2.2)
Then, we have the following inequality:
∥∥Is,q(f )∥∥L∞(Ω)  C‖f ‖p′(1−sq/n)Lpq(Ω) ‖f ‖1−p′(1−sq/n)Lq(Ω) , (2.3)
where
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.
)C = C(s,p, q,n) =
[
1 +
{
2πn/2
(n/2)(n − (n − sq)p′)
}1/p′]1/q
.
Remark 2.1. We observe that, when q = 1 and Ω = Rn, the potential function Is,1,Rn(f ) re-
duces, up to multiplication by a constant, to Is(f ), the well-known Riesz potential [19] defined
for 0 < s < n. We also note that our range of parameters allow n = sq , which corresponds to
zero power of the denominator in the kernel in (2.2).
Proof of Lemma 2.1. (i) The case 1 n/(sq) < p < ∞:
[
Is,q,Ω(f )(x)
]q = ∫
Ω
|f (y)|q
|x − y|n−sq dy
=
∫
{|x−y|R}∩Ω
|f (y)|q
|x − y|n−sq dy +
∫
{|x−y|>R}∩Ω
|f (y)|q
|x − y|n−sq dy

(
2π
n
2
(n2 )
)1/p′( ∫
{|x−y|R}∩Ω
|f (y)|pq dy
)1/p( R∫
0
rn−1
r(n−sq)p′
dr
)1/p′
+ R−(n−sq)
∫
{|x−y|>R}∩Ω
∣∣f (y)∣∣q dy

{
2πn/2
(n/2)(n − (n − sq)p′)
}1/p′
‖f ‖qLpq(Ω)Rn/p
′−(n−sq) + R−(n−sq)‖f ‖qLq(Ω)
(2.4
Hence, choosing
R =
( ‖f ‖Lq(Ω)
‖f ‖Lpq(Ω)
)p′q/n
in order to optimize the last expression of (2.4), we obtain
[
Is,q,Ω(f )(x)
]q  [C(s,p, q,n)]q‖f ‖p′q(1−sq/n)Lpq(Ω) ‖f ‖[1−p′(1−sq/n)]qLq(Ω)
for all x ∈ Ω . Taking (1/q)th power of the both sides, we have (2.3).
(ii) The case 1 < n/(sq) < p = ∞:
[
Is,q,Ω(f )(x)
]q = ∫
Ω
|f (y)|q
|x − y|n−sq dy
=
∫ |f (y)|q
|x − y|n−sq dy +
∫ |f (y)|q
|x − y|n−sq dy
{|x−y|R}∩Ω {|x−y|>R}∩Ω
D. Chae / J. Differential Equations 227 (2006) 640–651 645
(
2πn/2
(n/2)
)
‖f ‖qL∞(Ω)
R∫
0
rn−1
rn−sq
dr + R−(n−sq)‖f ‖qLq(Ω)
 2π
n/2
(n/2)(n − (n − sq))‖f ‖
q
L∞(Ω)R
sq + R−(n−sq)‖f ‖qLq(Ω). (2.5)
We choose R = (‖f ‖Lq(Ω)/‖f ‖L∞(Ω))q/n to obtain (2.3).
(iii) The case q = n/s: In this case we have simple expression for Is,q,Ω(f ) as
Is,q,Ω(f )(x) =
( ∫
Ω
∣∣f (y)∣∣q dy)1/q = ‖f ‖Lq(Ω) = ‖f ‖Ln/s(Ω) (2.6)
for all x ∈ Ω . 
Proof of Theorem 1.1. Taking curl of the first equation of (E), we have the well-known vorticity
evolution equation,
∂ω
∂t
+ (v · ∇)ω = (ω · ∇)v. (2.7)
The incompressibility condition, divv = 0, combined with the defining equation of the vorticity,
curl v = ω implies the Biot–Savart’s law,
v(x, t) = 1
4π
∫
R3
(x − y) × ω(y, t)
|x − y|3 dy (2.8)
for sufficiently rapidly decaying vorticity near infinity. Let us recall the well-known vorticity
transport formula (see, e.g., [18, Proposition 1.8, p. 20]),
ω
(
X(a, t), t
)= ∇αX(a, t)ω0(a) ∀a ∈ Ω0. (2.9)
Since the map a 	→ X(a, t) is a volume preserving diffeomorphism, we have det[∇aX(a, t)] = 1,
and hence ω(x, t) = 0 if x ∈ Ωt . Below, we assume x ∈ Ωt . Taking scalar product of (3.10) by
ω(x, t), and substituting v from (2.8) into it, we have (see, e.g., [18] for detailed computations)
1
2
(
∂
∂t
+ v · ∇
)∣∣ω(x, t)∣∣2 = − 3
4π
∫
R3
(ω(x, t) · (x − y))(ω(y, t) × ω(x, t) · (x − y))
|x − y|5 dy
= − 3
4π
∫
Ωt
(ω(x, t) · (x − y))(ω(y, t) × ω(x, t) · (x − y))
|x − y|5 dy
:= J,
where the integral with respect to y in the right-hand side is in the sense of principal value. Using
the fact, ξ(x, t) × ξ(x, t) = 0, we estimate the vortex stretching term as follows.
646 D. Chae / J. Differential Equations 227 (2006) 640–651J = − 3
4π
∫
Ωt
(ξ(x, t) · (x − y))(ξ(y, t) × ξ(x, t) · (x − y))|ω(y, t)|
|x − y|5 dy
∣∣ω(x, t)∣∣2
= 3
4π
∫
Ωt
(ξ(x, t) · (x − y))[(ξ(x, t) − ξ(y, t)) × ξ(x, t) · (x − y)]|ω(y, t)|
|x − y|5 dy|ω(x, t)|
2
 3
4π
∫
Ωt
|ξ(x, t) − ξ(y, t)||ω(y, t)|
|x − y|3 dy
∣∣ω(x, t)∣∣2
 3
4π
( ∫
Ωt
|ξ(x, t) − ξ(y, t)|q
|x − y|3+sq dy
)1/q( ∫
Ωt
|ω(y, t)|q ′
|x − y|3−sq ′ dy
)1/q ′ ∣∣ω(x, t)∣∣2
 3
4π
∥∥ξ(t)∥∥F˙ s∞,q (Ωt )Is,q ′,Ωt (|ω|)(x, t)∣∣ω(x, t)∣∣2, (2.10)
where 1/q + 1/q ′ = 1, and Is,q ′,Ωt is defined in Lemma 2.1. Hence,
(
∂
∂t
+ v · ∇
)∣∣ω(x, t)∣∣ 3
4π
‖ξ‖F˙ s∞,q Is,q ′,Ωt
(|ω|)(x, t)∣∣ω(x, t)∣∣. (2.11)
Integrating (2.11) along the particle trajectory {X(a, t)}, we obtain
∣∣ω(X(a, t), t)∣∣ ∣∣ω0(a)∣∣+ 34π
t∫
0
∥∥ξ(τ )∥∥F˙ s∞,q (Ωτ )Is,q ′,Ωτ (|ω|)(X(a, τ), τ)∣∣ω(X(a, τ), τ)∣∣dτ.
Taking supremum over a ∈ Ω0, we have
∥∥ω(t)∥∥
L∞(Ωt )
 ‖ω0‖L∞(Ω0) +
3
4π
t∫
0
∥∥ξ(τ )∥∥F˙ s∞,q (Ωτ )∥∥Is,q ′,Ωτ (|ω|)(τ )∥∥L∞(Ωτ )∥∥ω(τ)∥∥L∞(Ωτ ) dτ.
By Gronwall’s lemma and Lemma 2.1
∥∥ω(t)∥∥
L∞(Ωt )
 ‖ω0‖L∞(Ω0) exp
[
3
4π
t∫
0
∥∥ξ(τ )∥∥F˙ s∞,q (Ωτ )∥∥Is,q ′,Ωτ (|ω|)(τ )∥∥L∞(Ωτ ) dτ
]
 ‖ω0‖L∞(Ω0) exp
[
C
t∫ ∥∥ξ(τ )∥∥F˙ s∞,q∥∥ω(τ)∥∥p′(1−sq ′/3)Lpq′ (Ωτ ) ∥∥ω(τ)∥∥1−p′(1−sq ′/3)Lq′ (Ωτ ) dτ
]0
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[
C
( t∫
0
∥∥ξ(τ )∥∥r1F˙ s∞,q (Ωτ ) dτ
)1/r1( t∫
0
∥∥ω(τ)∥∥r2
Lpq
′
(Ωτ )
dτ
)p′(1−sq ′/3)/r2
×
( t∫
0
∥∥ω(τ)∥∥r3
Lq
′
(Ωτ )
dτ
){1−p′(1−sq ′/3)}/r3]
,
where s,p,p′, q, q ′, r1, r2 and r3 satisfy (1.5)–(1.8). Therefore,
T∫
0
∥∥ω(t)∥∥
L∞(Ωt ) dt
 ‖ω0‖L∞(Ω0)
T∫
0
exp
[
C
( t∫
0
∥∥ξ(τ )∥∥r1F˙ s∞,q (Ωτ ) dτ
)1/r1
×
( t∫
0
∥∥ω(τ)∥∥r2
Lpq
′
(Ωτ )
dτ
)p′(1−sq ′/3)/r2( t∫
0
∥∥ω(τ)∥∥r3
Lq
′
(Ωτ )
dτ
){1−p′(1−sq ′/3)}/r3]
dt
 ‖ω0‖L∞(Ω0)T exp
[
C
( T∫
0
∥∥ξ(τ )∥∥r1F˙ s∞,q (Ωτ ) dτ
)1/r1
×
( T∫
0
∥∥ω(τ)‖r2
Lpq
′
(Ωτ )
dτ
)p′(1−sq ′/3)/r2( T∫
0
∥∥ω(τ)∥∥r3
Lq
′
(Ωτ )
dτ
){1−p′(1−sq ′/3)}/r3]
.
Combining this estimate with the Beale–Kato–Majda criterion (1.4), we find that conditions
(1.9), (1.10) imply v ∈ C([0, T ];Hm(R3)), since
T∫
0
∥∥ω(t)∥∥
L∞(R3) dt =
T∫
0
∥∥ω(t)∥∥
L∞(Ωt ) dt. 
3. Continuation principle of the quasi-geostrophic equation
In this section we are concerned on the regularity/finite time blow-up for the quasi-geostrophic
equation,
⎧⎪⎨
⎪⎩
∂θ
∂t
+ (v · ∇)θ = 0,
v(x, t) = − ∫
R2
∇⊥θ(y,t)
|x−y| dy,
θ(x,0) = θ0(x),
(QG)
where θ(x, t) is a scalar function representing the temperature, v(x, t) is the velocity field of
the fluid, and ∇⊥ = (−∂x2 , ∂x1). The system (QG) is of intensive interests recently (see, e.g.,
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Euler equations as well as it has direct connections to the physical phenomena in the atmospheric
science. One may regard (QG) as a model problem of the 3D Euler equations, since apparently
at least it looks much simpler than the original 3D Euler equations. Similarly to the case of the
Euler equations we introduce the particle trajectory X(a, t) induced by the velocity field v(x, t).
Let us denote
Ω0 =
{
x ∈R2 | ∇⊥θ0(x) = 0
}
, Ωt = X(Ω0, t).
The following result could be considered as an inviscid extension of the result in [3].
Theorem 3.1. Let θ(x, t) be the local classical solution to (QG) with initial data θ0 ∈ Hm(R2),
m > 3/2, for which Ω0 = ∅. Let ξ(x, t) = ∇⊥θ(x, t)/|∇⊥θ(x, t)| be the direction field defined
for x ∈ Ωt . Then, the solution can be continued up to T < ∞ as the classical solution, namely
θ(t) ∈ C([0, T ];Hm(R2)), if there exist parameters p,p′, q, q ′, s, r1, r2, r3 satisfying the follow-
ing conditions:
1
p
+ 1
p′
= 1, 1
q
+ 1
q ′
= 1, (3.1)
and
1
r1
+ p
′
r2
(
1 − sq
′
2
)
+ 1
r3
{
1 − p′
(
1 − sq
′
2
)}
= 1 (3.2)
with
0 < s < 1, 1 2
sq ′
< p ∞, 1 q ∞, (3.3)
and
r1 ∈ [1,∞], r2 ∈
[
p′
(
1 − sq
′
2
)
,∞
]
, r3 ∈
[
1 − p′
(
1 − sq
′
2
)
,∞
]
(3.4)
such that the followings hold:
T∫
0
∥∥ξ(t)∥∥r1F˙ s∞,q (Ωt ) dt < ∞, (3.5)
and
T∫
0
∥∥∇⊥θ(t)∥∥r2
Lpq
′
(Ωt )
dt +
T∫
0
∥∥∇⊥θ(t)∥∥r3
Lq
′
(Ωt )
dt < ∞. (3.6)
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theorem are interesting. One is the case of p = ∞, q = 1. In this case conditions (3.5), (3.6) are
satisfied if
ξ(x, t) ∈ Lr1(0, T ;Cs(R2)), (3.7)∣∣∇⊥θ(x, t)∣∣ ∈ Lr2(0, T ;L∞(R2))∩ Lr3(0, T ;L∞(R2)) (3.8)
with
1
r1
+ 1
r2
(
1 − s
2
)
+ s
2r3
= 1.
Here also, for heuristic understanding, formally passing s → 0, and choosing r1 = ∞, r2 =
r3 = 1, we find that conditions (3.7), (3.8) are satisfied if the Constantin–Majda–Tabak condition
[11] is, since the condition
ξ(x, t) ∈ L∞(0, T ;C0(R2))∼= L∞((0, T ) ×R2)
is automatically satisfied. The other is the case q ′ = 2/s, where (3.5), (3.6) are satisfied if
ξ(x, t) ∈ Lr1(0, T ; F˙ s∞,2/(2−s)(R2)), ∣∣∇⊥θ(x, t)∣∣ ∈ Lr2(0, T ;L2/s(R2)) (3.9)
with 1/r1 + 1/r2 = 1, which shows mutual compensation of the regularity of the direction field
ξ(x, t) and the integrability of the magnitude of gradient |∇⊥θ(x, t)| to obtain smoothness of
θ(x, t).
Proof of Theorem 3.1. We take operation ∇⊥ to the first equation of (QG) to obtain:
∂
∂t
∇⊥θ + (v · ∇)∇⊥θ = (∇⊥θ · ∇)v. (3.10)
We first observe that Eq. (3.10) implies
∇⊥θ(X(a, t), t)= ∇aX(a, t)∇⊥θ0(a), a ∈R2,
where X(a, t) is the particle trajectory induced by v(x, t), which corresponds to the vorticity
transport equation (2.9) for the Euler equations (recall the proof of [18, Proposition 1.8]). Hence,
similarly to the proof of Theorem 1.1, ∇⊥θ(x, t) = 0 if x ∈ Ωt . Below, we assume x ∈ Ωt .
Taking scalar product of (3.10) by ∇⊥θ(x, t), and substituting v from the second equation of
(QG) into it, we have
1
2
(
∂
∂t
+ v · ∇
)∣∣∇⊥θ(t)∣∣2
= (∇⊥θ · ∇)v · ∇⊥θ = −
∫
Ωt
[∇θ(x, t) · (x − y)][∇⊥θ(y, t) · ∇θ(x, t)]
|x − y|3 dy
:= J, (3.11)
650 D. Chae / J. Differential Equations 227 (2006) 640–651where the integral with respect to y in the right hand side is in the sense of principal value. We
denote ξ⊥(x, t) = ∇θ(x, t)/|∇θ(x, t)|. Using the fact, ξ(x, t) · ξ⊥(x, t) = 0, we estimate
J = −
∫
Ωt
(ξ⊥(x, t) · (x − y))[ξ(y, t) · ξ⊥(x, t)]|∇⊥θ(y, t)|
|x − y|3 dy
∣∣∇⊥θ(x, t)∣∣2
=
∫
Ωt
(ξ⊥(x, t) · (x − y))[ξ(x, t) − ξ(y, t)] · ξ⊥(x, t)|∇⊥θ(y, t)|
|x − y|3 dy
∣∣∇⊥θ(x, t)∣∣2

∫
Ωt
|ξ(x, t) − ξ(y, t)||∇⊥θ(y, t)|
|x − y|2 dy
∣∣∇⊥θ(x, t)∣∣2

( ∫
Ωt
|ξ(x, t) − ξ(y, t)|q
|x − y|2+sq dy
)1/q( ∫
Ωt
|∇⊥θ(y, t)|q ′
|x − y|2−sq ′ dy
)1/q ′ ∣∣∇⊥θ(x, t)∣∣2
 ‖ξ‖F˙ s∞,q (Ωt )Is,q ′,Ωt
(|∇⊥θ |)(x, t)∣∣∇⊥θ(x, t)∣∣2,
where 1/q + 1/q ′ = 1. After this estimate the rest of the proof is the same as the proof of
Theorem 1.1 in the previous section with obvious modifications. 
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