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A key to the mass adoption of electric vehicles (EVs) is ease of charging, in which public charging will
play an increasingly important role. We study the EV charging management of a charging service provider,
which faces uncertainty in customer arrivals (e.g., arrival/departure time and charging requirements) and
a tariff structure including demand charges (costs related to the highest per-period charging quantity in a
finite horizon). We formulate this problem to minimize the total expected costs as a two-stage stochastic
program. A common approach to solve this program, sample average approximation, suffers from its large-
scale nature. Therefore, we develop an approach based on exponential cone programs, ECP-U and ECP-C
for the uncapacitated and capacitated cases, respectively, which can be solved efficiently. We obtain ECP-
U by leveraging the problem structure and also provide a theoretical performance guarantee. We obtain
ECP-C by also using the idea from distributionally robust optimization to employ an entropic dominance
ambiguity set. Based on numerical experiments with a model calibrated to EV charging data from the U.K.,
we demonstrate that ECP-C not only runs faster than sample average approximation (about sixty times
faster for a representative capacity level) but also leads to a lower out-of-sample expected cost and the
standard deviation of this cost. Our numerical results also shed light on the effect of the composition of
demand charges in smoothing electricity load over time. Our methods to construct both ECP approximations
could potentially be used to solve other two-stage stochastic linear programs.
Key words : stochastic programming, exponential cone programming, optimization with uncertainty,
electric vehicle charging, demand charge
History : March 3, 2020.
1. Introduction
Electric vehicles (EVs) are considered among the most promising technologies to decarbonize the
transportation sector, with market share expected to grow from 1% in 2018 to about 30% of vehicle
sales worldwide by 2030 (J.P. Morgan 2018). A key to the mass adoption of EVs is ease of charging,
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where public charging will play an increasingly important role, e.g., in supporting adopters without
residential charging as well as reducing “range anxiety” (Wood et al. 2017, McKinsey & Company
2018). Examples of public charging service providers include EVgo, Tesla, and ChargePoint, which
have the largest market shares in the U.S. It is estimated that this charging market in the U.S.
will grow to $18.6 billion and the number of charging points will expand to 40 million globally by
2030 (Bloomberg 2018).
We study the management of an EV charging service provider, which faces significant oper-
ational challenges. First, customers are stochastic in their arrival/departure time and charging
requirements of their EVs: See Figure 1, which plots the density (or normalized frequency) of EV
stay duration (time between arrival and departure) and energy charged using EV charging data
obtained from the U.K. (U.K. Department for Transport 2018). Second, the tariff structure for
an EV charging service provider in the U.S.—a commercial electricity consumer similar to oper-
ators of hospitals and office buildings—includes demand charges, i.e., costs “based on the highest
average electricity usage occurring within a defined time interval (usually 15 minutes) during a
billing period” (National Renewable Energy Laborgy 2017). The total demand charge is the sum
of that applicable to all periods during the entire horizon and that applicable to periods during
only on-peak or mid-peak hours. This total demand charge for an EV charging service provider
can be as high as 70% of its total electricity cost (Chitkara et al. 2016).
Figure 1 Normalized histogram of customer stay duration and energy charged using EV data from the U.K.
(U.K. Department for Transport 2018)
0 30 60 90 120 150 180 210
Stay duration (min)
0.000
0.005
0.010
0.015
0.020
De
ns
ity
(a) Normalized histogram of stay duration
0 10 20 30 40 50 60
Energy charged (kWh)
0.00
0.01
0.02
0.03
0.04
0.05
0.06
De
ns
ity
(b) Normalized histogram of energy charged
The above challenges call for the service provider to smooth electricity load over time in the
presence of uncertainties. In this paper, we study EV charging management by a service provider
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seeking to minimize the total expected cost when faced with uncertainties in customer arrival/de-
parture time and charging requirements, and in the presence of an electricity tariff that includes
demand charges. We model this problem as a two-stage stochastic program (SP), where the uncer-
tainty is in the arrivals of customer types (defined by the arrival time, departure time, and charging
requirements). In the first stage the service provider determines the charging schedule for every
customer type (when the arrival of each type is uncertain). In the second stage it implements the
actual charging decisions as the uncertainty is revealed over time.
Two-stage stochastic programs are in general #P-hard (Hanasusanto et al. 2016), a computa-
tional complexity class widely believed not to be polynomial-time solvable. A common approach
to solve an SP is sample average approximation (SAA) based on Monte Carlo sampling (Shapiro
et al. 2009, Birge and Louveaux 2011), which has been applied successfully in solving stochastic
programs approximately and is asymptotically optimal when the number of samples increases.
However, our SP is large-scale: For a representative EV charging problem when the planning hori-
zon is only a day, the number of random variables (customer types) and decision variables are
about 15,000 and 250,000, respectively. Thus, it is hard for SAA to provide a near-optimal solution
within a reasonable amount of time, as it requires generating a sufficiently large number of sam-
ples (Shapiro and Nemirovski 2005) and the computational complexity of this approach increases
usually exponentially (at least linearly) in this sample size (Kleywegt et al. 2002). Therefore, we
explore another approach to solve this large-scale SP approximately.
Our proposed approach approximates our SP using exponential cone programming (Chares
2009), which can be computed efficiently (in polynomial time) owing to the recent availability of
solvers, such as MOSEK (MOSEK ApS 2019). Exponential cone programming is a new class of
conic programming (Boyd and Vandenberghe 2004) that generalizes linear programming to incor-
porate generalized inequalities defined by an exponential cone—a three-dimensional convex cone
involving exponentials and logarithms. It has been used only in a limited number of papers, e.g.,
Chen et al. 2007, See and Sim 2010, Jaillet et al. 2018, and Zhu et al. 2019, but none existing
method to derive exponential cone programs (ECPs) applies in our EV charging problem. There-
fore, we develop new methods to derive our ECPs to solve our SP approximately. In addition,
unlike all papers that use ECPs, which solve them using second-order cone approximations, we
solve our ECPs exactly.
In order to derive an ECP when the charging service provider has a finite number of chargers,
we first derive for the special case in which the provider has unlimited chargers and obtain ECP-U
(where U represents “uncapacitated”). Combining the method in deriving ECP-U with an idea from
distributionally robust optimization (DRO), we derive for the case with a finite number of chargers
another approximation, ECP-C (where C represents “capacitated”). When theoretical performance
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guarantee of our ECP approximations is hard to obtain, we conduct an extensive set of numerical
experiments using a model calibrated to EV charging data from the U.K. in 2017 supplemented
by data from the literature. In particular, we examine the out-of-sample performance of our ECP
approach with SAA as well as a greedy policy, commonly used in practice and charging each vehicle
at the maximum charging speed (Zhang et al. 2019). We also examine how the electricity load over
time is affected by the composition of demand charges, a combination of all-period, on-peak, and
mid-peak demand charges (applicable to periods during all hours, on-peak hours, and mid-peak
hours, respectively). We summarize our contributions as follows:
• When the charging service provider has unlimited chargers, we obtain ECP-U by representing
the epigraph of the moment-generating functions (MGFs) of the random arrivals of customer
types using exponential cones. We show that the optimal expected cost of ECP-U gives an
upper bound of that of our uncapacitated SP. We also provide a theoretical out-of-sample
performance guarantee for the approximation against this SP.
• When the provider has a finite number of chargers, we obtain ECP-C by also using the
idea from DRO to employ an entropic dominance ambiguity set, e.g., in Chen et al. (2019),
constructed for the distributionally robust counterpart of our SP. We show that the optimal
expected cost of ECP-C is an upper bound of that of our capacitated SP. We demonstrate
that this expected cost of ECP-C increases as the number of chargers increases and converges
to a value upper bounded by that of ECP-U when the number of chargers increases to infinity.
• We find that there is a significant value in building an SP like ours to solve the EV charging
problem, as ECP-C results 11% lower expected costs than the greedy policy. Compared to
SAA, our ECP-C runs much faster (about sixty times faster for a representative capacity
level). In addition, ECP-C results in not only a lower expected cost but also a lower associated
standard deviation, contrary to well-known tradeoff between mean cost and variability of this
cost where a solution with a lower mean cost is usually less robust, i.e., a higher standard
deviation of this cost (Choi and Ruszczyn´ski 2008, Hao et al. 2019).
• We also find that either an on-peak or mid-peak demand charge alone is not sufficient to
smooth electricity load, but an all-period demand charge alone can smooth electricity load as
well as when all three types of demand charge exist. This is consistent with an observation in
practice in a similar setting (Zhang and Qian 2018), which we show to hold when the decisions
are near optimal in the EV charging management setting.
Our contributions have both practical and methodological relevances. Practically, our ECP-C
approximation can be used by charging service providers in managing EV charging due to its low
computation time and its superior performances. In addition, our numerical results also provide
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regulatory bodies insights on designing tariff structure in smoothing electricity load. Methodologi-
cally, though originated from EV charging problems, our methods to construct ECP approximations
could potentially be used to solve general two-stage stochastic linear programs if the epigraph of
the MGF of the random variables can be represented using exponential cones (e.g., independent
variables from common distributions such as normal, Poisson, gamma, or binomial), or if the MGF
of the random variables can be upper bounded by a function whose epigraph can be characterized
by exponential cones.
The rest of the paper is organized as follows. After reviewing the literature in §2, we introduce
our two-stage SP in §3. In §4 we first develop ECP-U for the case in which the charging service
provider has unlimited chargers, and provide its performance guarantee; we then develop ECP-C
for the limited case. In §5 using a model calibrated to data, we compare the performance of ECP-C
with other approaches and examine the effect of the composition of the total demand charge on
electricity load. We conclude and discuss future work in §6. Any proof not in the main text can be
found in the appendix.
2. Literature Review
Our paper contributes to content-related literature on EV management, as well as methodology-
related literature on optimization under uncertainty.
The literature in EV operations management is nascent and focuses on problems such as the
planning and operations of battery swapping stations (Mak et al. 2013, Sun et al. 2019, Schneider
et al. 2017), the adoption of EVs (Avci et al. 2014, Lim et al. 2014), EV service region design (He
et al. 2017), charging infrastructure planning (He et al. 2019), and fleet management of charging
stations (Zhang et al. 2019). In particular, He et al. (2019) present an integrated model to jointly
determine the size and location of EV charging stations, along with coupled fleet charging and
repositioning operations. Zhang et al. (2019) formulate a two-stage stochastic integer program to
study service-zone and facility capacity planning and fleet management in EV sharing systems with
vehicle-to-grid integration. Other than the obvious differences in the problem setting, both papers
assume constant charging rates in each period, which are the decision variables in our paper.
On the literature of EV charging management from the perspective of a charging service provider,
Jin et al. (2013) and Zhang et al. (2014) consider the problem of scheduling EV charging in the
presence of an energy storage system. Our paper differs from the first in that our EV arrivals are
stochastic while theirs is deterministic and differs from the second in that we optimize the charging
decisions while their charging rate is fixed. Jiang and Powell (2016) optimize the charging of one
EV within a reservation window while considering the risk of the charging cost. Different from this
paper, we model the setting where the provider charges multiple EVs with stochastic arrivals. In
Chen, He, and Zhou: Managing Electric Vehicle Charging
6
addition, different from all these three papers, where the provider buys electricity from a market
with stochastic prices, we consider the setting where the provider buys electricity from a utility
company with a tariff structure that includes demand charges. This presents a unique technical
challenge, and thus we develop a new method based on exponential cone programming.
We also contribute to the literature on optimization with uncertainty. Common approaches
include stochastic programming (Danzig 1955, Shapiro et al. 2009, Birge and Louveaux 2011),
robust optimization (e.g., Ben-Tal et al. 2009, Goldfarb and Iyengar 2003, Bertsimas and Sim
2004, Ben-Tal et al. 2013) and, more recently, distributionally robust optimization (e.g., Delage
and Ye 2010, Wiesemann et al. 2014, Esfahani and Kuhn 2018, Bertsimas et al. 2019, and the
references therein). We show that due to the large-scale nature of our EV charging problem,
a common stochastic programming approach, SAA, is unable to provide near-optimal solutions
within a reasonable amount of time. We thus develop a new approach based on ECPs, which can be
solved in polynomial time owing to recent advances in the efficient computation of ECP (Dahl and
Andersen 2019) and the availability of conic programming solvers (MOSEK ApS 2019). ECPs have
been used in a limited number of papers, such as Chen et al. (2007), See and Sim (2010), Jaillet
et al. (2018), and Zhu et al. (2019), but none existing method to derive ECPs applies to our EV
charging problem. We thus develop two new ECP approximations. In particular, we develop ECP-
C using the idea in the DRO framework to employ the entropic dominance ambiguity set (Chen
et al. 2019). Compared to SAA, it results in not only a lower out-of-sample expected cost but also
a lower standard deviation of this cost. In addition, all earlier work that use ECPs approximate
them using second-order cones due to lack of efficient solvers, while we solve ECPs exactly.
Notation. We use boldface uppercase and lowercase characters to denote matrices and vectors,
respectively. For example, x ∈ Rn means that x is an n-dimensional real vector. For a matrix
A ∈ Rm×n, A′ is the transpose. As usual, we use 1 to denote a vector of all 1’s and 0 to denote
the vector or a matrix of all 0’s. By x≥ y, we mean that x is greater than y component-wise. We
denote by [N ] , {1,2, . . . ,N} the set of positive running indices up to N . We use b·c (d·e) as a
floor (ceil) function that takes a real number as input and gives as output the greatest (smallest)
integer less (greater) than or equal to the input. We use P0(Z) to represent the set of all probability
distributions on support set Z. A random vector, z˜, is denoted with a tilde sign and we use z˜ ∼ P,
P∈P0(RIz) to define z˜ as an Iz-dimensional random variable with distribution P. We use EP [·] to
signify the expectation with respect to P.
3. A stochastic programming model
We model the operations of a charging service provider to minimize the total expected cost in a
finite horizon of T periods. The service provider has a limited number of chargers, denoted by C,
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so customers who do not find available chargers on arrival leave the station without service. This
assumption is due to the fact that the information on charger availability can be readily accessed
by customers (via mobile apps), and thus customers only drive to stations with available chargers.
EV Arrival Process. EV customers differ in their arrival period, departure period, and charg-
ing requirements. We classify them into V types. We denote for each v ∈ [V ] the arrival period,
departure period, and charging requirements associated with this type by sv ∈ [T ], τv ∈ [T ], and uv,
respectively, where sv ≤ τv.1 We assume the number of customer type v arriving at stations (with
and without service) is an independent Poisson random variable with arriving rate λv, but due to
the limited capacity of the service provider, the random number of customer type v ∈ [V ] who can
find a charger on arrival (denoted by z˜v) is a truncated Poisson random variable. For customers
arriving in the same time t, we allow any way of truncation. Specifically, z˜ , (z˜v)v∈[V ] is the vector
of these truncated Poisson random variables with arrival rate λ, (λv)v∈[V ] drawn from the joint
distribution denoted by PC (where C represents “capacitated”), as follows:∑
v∈Vt
z˜v ≤C, ∀t∈ [T ], (1)
where Vt , {v ∈ [V ] | sv ≤ t≤ τv} is the set of customer types at the station in period t.
Decisions. The service provider determines for each period t the amount of electricity to charge
the EV of each type v, denoted by xv,t, where t∈ Tv , {sv, . . . , τv} is the set of periods within the
charging window of customer type v (i.e., the time between the arrival and departure times of this
type). We fix this charging schedule x, (xv,t)v∈[V ],t∈Tv at the beginning of the planning horizon.
Sequence of events. The sequence of events in each period t∈ [T ] is as follows:
• At the beginning of period t, the charging service provider observes the number of type v’s
where sv = t, i.e., the realization of z˜v with sv = t.
• The provider charges EVs of type v ∈ Vt according to the predetermined charging schedule x.
• At the end of period t, customers with departure time equal to t (i.e, τv = t) finish their
charging service and leave the charging station.
We can modify our model to represent a steady state situation, where type v with τv < sv
represents customers departing in period T + τv. In particular, we can modify Vt to {v ∈ [V ] | sv ≤
t≤ τv}∪{v ∈ [V ] | sv <T + t≤ T + τv, sv > τv} (i.e., Vt also includes customers departing in periods
after T ) and modify Tv for customers departing in period T + τv to {sv, · · · , T} ∪ {1, · · · , τv}. For
instance, customer type v departing in period T + 1 has τv = 1, and is available for charging in
period 1 (i.e., v ∈ V1 and 1∈ Tv). All of our analytical results extend in a straightforward manner.
1 An EV is not released before the departure period requested by the customer, even when the customer’s charging
requirements are fulfilled.
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EV battery. All EV batteries have the same efficiency, denoted by η ∈ (0,1], which is the ratio
of the amount of electricity increased in the battery to the amount of electricity used to charge
the battery. Hence, given xv,t, the electricity in the EV battery of customer type v in period t is
increased by ηxv,t. Since customer type v needs to fulfill the charging requirement, uv, before τv,
we have ∑
t∈Tv
ηxv,t = uv, ∀v ∈ [V ].
In addition, governed by the cell design, each EV battery has a maximum charge current or power
it can accept. This constrains the maximum amount of energy a battery can be charged in each
period, denoted by K (in energy unit/period), as follows:
0≤ xv,t ≤K/η, ∀v ∈ [V ], t∈ Tv.
We assume for expositive simplicity that the EV battery of all customers is the same. For the case
in which the efficiency and maximum charging power of EV batteries differ, our theoretical results
in §4 extend in a straightforward manner.
Total cost. The electricity tariff a charging service provider is subject to includes both energy
charge and demand charge in a finite horizon, i.e., the total cost for the provider is the sum of
these two. The energy charge is the product of the unit time-dependent electricity purchasing cost,
denoted by et (in $/energy unit), and the total energy purchased from the utility company in the
horizon. The demand charge is the product of a unit cost, denoted by d (in $/(energy unit/period)),
and the maximum per-period total purchased electricity within the same horizon. This demand
charge incentivizes the service provider to smooth the total electricity load of charging over time.
If we denote by ft(x, z˜) the total amount of electricity purchased in any period t, it is given as
follows:
ft(x, z˜) =
∑
v∈Vt
xv,tz˜v, (2)
where the summation is over all of the customers present at the station in time t. Therefore, the
demand charge is:
dmax
t∈[T ]
{ft(x, z˜)}.
Note that for simplicity of exposition we model the total demand charge as consisting of only
all-period demand charge (applicable to all periods in the finite horizon). We consider the case in
which the total demand charge is the sum of multiple types of demand charge in the numerical
study in §5—for instance, including also the demand charge in peak hours and mid-peak hours.
If we denote given (x, z˜) the total cost of charging all EVs within the horizon as c(x, z˜), this is
given as follows:
c(x, z˜) ,
∑
s∈[T ]
esfs(x, z˜) + dmax
t∈[T ]
{ft(x, z˜)}, (3)
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where the first and second terms are energy charge and demand charge, respectively.
Model formulation. The objective of the service provider is to minimize the total expected
cost, where the expectation is over z˜. We formulate the problem as a two-stage SP, in which we
determine the here-and-now decisions x in the first stage and wait-and-see decisions for all t∈ [T ]
in the second stage, as follows:
min
x∈X
EPC [c(x, z˜)] (4)
where
X ,
x
∣∣∣∣∣∣
∑
t∈Tv ηxv,t = uv ∀v ∈ [V ]
0≤ xv,t ≤K/η ∀v ∈ [V ], t∈ Tv
 .
Note that (4) is a stochastic linear program as the objective function can be rewritten as follows:
c(x, z˜) = max
t∈[T ]
∑
s∈[T ]
esfs(x, z˜) + dft(x, z˜)

= miny
s.t. y≥
∑
s∈[T ]
∑
v∈Vs
esxv,sz˜v + d
∑
v∈Vt
xv,tz˜v ∀t∈ [T ]
y ∈R.
We denote an optimal solution to (4) by x∗ and the optimal value of (4) by pi∗, i.e., pi∗ =
EPC [c(x∗, z˜)].
Challenge of solving our SP model. Two-stage SPs are in general #P-hard, as evaluating the
expectation of the random objective function is #P-hard (Hanasusanto et al. 2016). In addition,
our SP model (4) is large scale due to its many random variables, V , and decision variables: V is
the product of three terms—the number of possible arrival periods, departure periods (given an
arrival period), and charging requirements. The number of the latter the product of V and the
number of periods within the charging window of all types. Consider a 1-day planning horizon: If
each period is 15 minutes (consistent with the practice), then V ≈ 96× 16× 10 = 15,360 (where
96 is the number of 15-minute arrival periods, 16 is the number of 15-minute departure periods
assuming a 4-hour stay, and 10 is the number of possible charging requirement levels). Then the
number of decision variables is V times 16, i.e., ≈ 15,360× 16 = 245,760.
The most common approach to solve a two-stage SP is SAA (recall from §1 it is short for sample
average approximation) based on Monte Carlo sampling: Generate from the true distribution many
samples and replace the true distribution in the SP with the empirical distribution of these samples.
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Given sample size N , we denote by zi ≡ (z˜iv)v∈[V ],∀i ∈ [N ] independently sampled from PC . Then
the SAA model for (4) is
inf
x,γi∀i∈[N ]
1
N
∑
i∈[N ]
∑
s∈[T ]
es
(∑
v∈Vs
xv,sz
i
v
)
+ dγi

s.t.
∑
v∈Vt
xv,tz
i
v ≤ γi ∀t∈ [T ], i∈ [N ]
x∈X .
(5)
Let us denote by xS an optimal solution to (5) and by piS the value of the objective function in
(4) evaluated at xS, i.e., piS =EPC [c(xS, z˜)]. Since xS and piS depend on the samples generated and
are thus random, so to obtain a solution near optimal to (4) with a high probability (i.e., such that
piS is close to pi∗) requires the sample size N to be sufficiently large (Shapiro and Nemirovski 2005),
especially given the large-scale nature of (4). Furthermore, the complexity of solving (5) increases
at least linearly (usually exponentially) in N (Kleywegt et al. 2002). Hence, the computation time
of the SAA approach may become prohibitively long.
Therefore, it is necessary to consider other approaches that are computationally efficient. In the
next section we develop tractable (polynomial time solvable) approximations based on exponential
cones.
4. Exponential cone programming approximations
In this section we first discuss the uncapacitated case with an infinite number of chargers, for
which we develop an ECP approximation and provide a theoretical performance guarantee. We
then discuss the capacitated case and develop another ECP approximation based on the framework
of DRO.
As mentioned before, an ECP is a type of a conic program useful to model constraints that
involve exponentials and logarithms and can be solved in polynomial time using an interior point
algorithm with an efficient solver, such as MOSEK. Note that since the most difficult step in
solving (4) is computing the expectation of the largest order statistic (while the energy charge cost
is linear in z˜), ECPs become a natural choice for the approximation of (4) because we use an MGF
(involving exponential functions) of z˜ to bound this order statistic.
4.1. The uncapacitated case
Let P∞ denote the joint distribution of z˜ for C =∞. Note then z˜v’s for v ∈ [V ] are independent
Poisson random variables. Given any θ, (θv)v∈[V ], the MGF of z˜ ∼ P∞ is
EP∞
exp
∑
v∈[V ]
θvz˜v
= ∏
v∈[V ]
EP∞ [exp (θvz˜v)] =
∏
v∈[V ]
exp
(
λv(e
θv − 1)) , (6)
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where the first equality is due to the independence of z˜v’s and the second equality follows from
the closed-form MGF expression of a Possion random variable z˜ ∼ P with arrival rate λ, i.e.,
EP [eθz˜] = eλ(e
θ−1) for any θ. Since (6) involves exponential functions, we obtain an upper bound of
pi∗, the optimal value of (4), using an ECP as follows:
Proposition 1. When C =∞, the optimal value of the following ECP gives an upper bound of
pi∗:
inf
x∈X ,κ,γ,µ>0,ξ,ζ
∑
s∈[T ]
esfs(x,λ) + d (κ+ γ)
s.t.
∑
v∈Vt
xv,tλv ≤ γ ∀t∈ [T ]
µ exp (xv,t/µ)≤ ξv,t ∀t∈ [T ], v ∈ Vt
µ exp
((
−κ+
∑
v∈Vt
λv(ξv,t−xv,t−µ)
)
/µ
)
≤ ζt ∀t∈ [T ]∑
t∈[T ]
ζt ≤ µ
(ECP-U)
Proof. To obtain an upper bound of pi∗, we first obtain an upper bound of EP∞
[
maxt∈[T ] ft(x, z˜)
]
:
EP∞
[
max
t∈[T ]
ft(x, z˜)
]
=EP∞
[
max
t∈[T ]
(ft(x, z˜)− ft(x,λ) + ft(x,λ))
]
≤EP∞
[
max
t∈[T ]
(ft(x, z˜)− ft(x,λ)) + max
t∈[T ]
ft(x,λ)
]
=EP∞
[
max
t∈[T ]
(ft(x, z˜)− ft(x,λ))
]
+ max
t∈[T ]
ft(x,λ). (7)
We then obtain an upper bound of the first term in (7) given any µ> 0 as follows:
EP∞
[
max
t∈[T ]
(ft(x, z˜)− ft(x,λ))
]
≤µ lnEP∞
[
exp
(
max
t∈[T ]
(ft(x, z˜)− ft(x,λ))/µ
)]
≤µ lnEP∞
∑
t∈[T ]
exp ((ft(x, z˜)− ft(x,λ))/µ)

=µ ln
∑
t∈[T ]
EP∞ [exp ((ft(x, z˜)− ft(x,λ))/µ)]
=µ ln
∑
t∈[T ]
EP∞
[
exp
(∑
v∈Vt
xv,t
µ
(z˜v −λv)
)]
=µ ln
∑
t∈[T ]
∏
v∈Vt
EP∞
[
exp
(
xv,t
µ
z˜v
)]
exp
(
−xv,t
µ
λv
)
=µ ln
∑
t∈[T ]
exp
(∑
v∈Vt
λv
(
exv,t/µ− 1−xv,t/µ
))
, (8)
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where the first line is due to the convexity of an exponential function and Jensen’s inequality:
exp
(
EP∞
[
max
t∈[T ]
(ft(x, z˜)− ft(x,λ)/µ)
])
≤EP∞
[
exp
(
max
t∈[T ]
(ft(x, z˜)− ft(x,λ)/µ)
)]
;
the fourth line results from substituting (2) into the right-hand side (RHS) of the third line; and
the fifth and sixth lines follow from (6).
Note if we combine (7) and (8) as follows
EP∞
[
max
t∈[T ]
ft(x, z˜)
]
≤ inf
µ>0
µ ln ∑
t∈[T ]
exp
(∑
v∈Vt
λv
(
exv,t/µ− 1−xv,t/µ
))+ max
t∈[T ]
ft(x,λ),
its RHS has the following epigraph form
inf
µ>0,κ,γ
κ+ γ
s.t.
∑
v∈Vt
xv,tλv ≤ γ, ∀t∈ [T ]
µ ln
∑
t∈[T ]
exp
(∑
v∈Vt
λv
(
exv,t/µ− 1−xv,t/µ
))≤ κ.
(9)
Note also that the second constraint in (9) is equivalent to
∑
t∈[T ]
µ exp
(∑
v∈Vt
λv
(
exv,t/µ−xv,t/µ− 1
)−κ/µ)≤ µ,
where the expression within the first summation of the left-hand side, i.e.,
µ exp
(∑
v∈Vt λv
(
exv,t/µ−xv,t/µ− 1
)−κ/µ), has an epigraph form for all t∈ [T ] as follows:
inf
ζt,ξv,t
ζt
µ exp
(∑
v∈Vt
λv (ξv,t/µ−xv,t/µ− 1)−κ/µ
)
≤ ζt
µexv,t/µ ≤ ξv,t ∀v ∈ Vt
(10)
Hence, (9) can be equivalently written as
inf
µ>0,κ,γ,ξ,ζ
κ+ γ
s.t.
∑
v∈Vt
xv,tλv ≤ γ ∀t∈ [T ]
µexv,t/µ ≤ ξv,t ∀t∈ [T ], v ∈ Vt
µ exp
((
−κ+
∑
v∈Vt
λv(ξv,t−xv,t−µ)
)
/µ
)
≤ ζt ∀t∈ [T ]∑
t∈[T ]
ζt ≤ µ.
(11)
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Since fs(x, z˜) is linear in z˜ for all s ∈ [T ] and z˜ ∼ P∞ is the vector of independent Poisson
random variables, we have
EP∞ [fs(x, z˜)] = fs(x,λ). (12)
Therefore, by combining (7), (8), (11), and (12) and optimizing over x, we get the optimal value
of ECP-U as an upper bound of pi∗, as a solution optimal to ECP-U is also feasible to (4). 
The model in Proposition 1 is labeled ECP-U (recall U represents “uncapacitated”) because
all of the constraints in this model involve either linear functions or exponential functions: The
latter constraints can be written as exponential cone constraints that involve exponential cone
Kexp, which is defined as
Kexp , {(x1, x2, x3) | x1 ≥ x2 exp(x3/x2), x2 > 0}∪ {(x1,0, x3) | x1 ≥ 0, x3 ≤ 0} .
For example, the constraint µ exp (xv,t/µ)≤ ξv,t can be written as (ξv,t, µ,xv,t)∈Kexp.
The number of decision variables of ECP-U is on the same order as that of our SP model, i.e.,
(4)), though ECP-U introduces extra decision variables κ,γ,µ, ξ, and ζ, where the first three
are scalars, and the last two have at most the same dimensions as x. Similarly, the number of
constraints in ECP-U is on the same order of that of (4), i.e., for every t∈ [T ] and v ∈ Vt, though the
constraints of (4) are linear and those of ECP are nonlinear. Different from the SAA formulation of
(4), which requires generating a large number of samples and the computation time may become
prohibitively long, ECP-U can be solved via a state-of-the-art conic programming solver efficiently
(MOSEK ApS 2019).
We denote an optimal solution to ECP-U by x¯ and the value of the objective function of (4)
evaluated at x¯ by piE, i.e., piE =EP∞ [c(x¯, z˜)]. We next show that compared with an optimal solution
to (4), x∗, there is a theoretical guarantee on the out-of-sample performance of x¯. Theorem 1
compares piE and pi∗ (note that pi∗ =EP∞ [c(x∗, z˜)] =EPC [c(x∗, z˜)], as PC ≡ P∞ when C is infinite).
Let φ(x), ex− 1−x.
Theorem 1. Any optimal solution x¯ to ECP-U has an out-of-sample performance guarantee as
follows:
piE −pi∗ =EP∞ [c(x¯, z˜)]−EP∞ [c(x∗, z˜)]≤ d inf
µ>0
∑
v∈[V ]
λvµφ
(
uv
ηµ
)
+µ ln(2T )
 . (13)
Moreover, by taking µ :=
√∑
v∈[V ](λvu
2
v)/(2 ln(2T ))/η, the RHS of (13) is no greater than(√
2 +
1√
2
)
d
η
√
ln(2T )
∑
v∈[V ]
λvu2v (14)
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if for all v ∈ [V ]
2u2v ln(2T )≤
∑
v∈[V ]
λvu
2
v. (15)
Theorem 1 gives two upper bounds in (13) and (14) on the difference between piE and pi∗. The
first bound takes the inf among all µ> 0, and is simplified to the second bound by taking a specific
value for µ in the first bound. Both bounds depend on d, η, and T , as well as λv and uv (for all
v ∈ [V ]), but they do not depend on es and K.
Compared with the second bound, the first bound is more general as it does not require condi-
tion (15), while the second one does. However, condition (15) holds in all of the numerical instances
(calibrated to data) considered in §5. On the other hand, compared with the first bound, the second
one is more intuitive: It is easy to show that
∑
v∈[V ] λvu
2
v in (14) is the variance of
∑
v∈[V ] z˜vuv,
which is the total charging requirements over all types. Hence, the second bound is the standard
deviation of this total charging requirements multiplied by a constant.
4.2. The capacitated case
Unlike the uncapacitated case, z˜ ∼ PC does not follow the joint distribution of independent Poisson
random variables when C <∞, so it is difficult to obtain its analytical characterization, similar to
that in (6). We then use the idea of DRO. Instead of assuming an exact distribution, the DRO
framework considers a set of distributions from an ambiguity set (denoted by F) which contains
z˜ ∼ PC , i.e., PC ∈F . It then optimizes for robust decisions aiming to hedge against the worst-case
distribution among all possible distributions in the ambiguity set. In our application, we consider
the following infinitely constrained “entropic dominance” ambiguity set, adapted from Chen et al.
(2019):
F ,
P∈P0
(
RV
)
∣∣∣∣∣∣∣∣∣∣
z˜ ∼ P
lnEP [exp (θ′z˜)]≤
∑
v∈[V ]
λv
(
eθv − 1) ∀θ≥ 0
P [z˜ ∈Z] = 1
 , (16)
where
Z ,
{
z ≥ 0 |
∑
v∈Vt
zv ≤C, ∀t∈ [T ]
}
. (17)
The second line in (16) ensures that the random variables z˜v’s are truncated from the independent
Poisson variables (i.e., in uncapacitated case): The left- and right-hand sides of the second line are
the log of the MGF of z˜ ∼ PC and z˜ ∼ P∞ (see (6)), respectively. Next, we show that the ambiguity
set (16) contains the underlying distribution PC .
Proposition 2. PC ∈F .
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Proof. The support constraints of PC in (1) are satisfied in (17), i.e., in the definition of F . Let
z˜ ∼ PC and w˜∼ P∞ (i.e., the vector of independent Poisson random variables w˜v with arrival rate
λv > 0), and denote the joint distribution of (z˜, w˜) as P¯. By the definition of z˜, we know z˜ ≤ w˜
holds almost surely. Then θ′z˜ ≤ θ′w˜ holds for all θ≥ 0 with probability one. So we have
lnEPC [exp (θ′z˜)] = lnEP¯ [exp (θ′z˜)]≤ lnEP¯[exp (θ′w˜)] = lnEP∞ [exp (θ′w˜)] =
∑
v∈[V ]
λv(e
θv − 1),
where the inequality is due to the monotonicity of lnEP¯ [exp(·)] and the third equality follows from
(6). Hence PC ∈F . 
Therefore, we can obtain an upper bound of the optimal value of (4) by considering the worst-case
optimization over the ambiguity set F :
min
x∈X
sup
P∈F
EP [c(x, z˜)] , (DRO-Ent)
where “Ent” refers to the “entropic dominance” ambiguity set used. However, due to the infinite
number of constraints in F (since the second constraint defining F has to hold for all θ ≥ 0), the
DRO-Ent model is not tractable (Chen et al. 2019). Therefore, we approximate DRO-Ent using
an ECP formulation similar to that in Proposition 1, which can be also solved efficiently. To this
end, we write F as the intersection of the following two sets (as shown in Lemma 1):
F1 ,
P∈P0 (RV )
∣∣∣∣∣∣∣
z˜ ∼ P
lnEP [exp (θ′z˜)]≤
∑
v∈[V ]
λv
(
eθv − 1) ∀θ≥ 0
 (18)
and
F2 ,
P∈P0
(
RV
)∣∣∣∣∣∣∣∣
z˜ ∼ P
EP [z˜]≤λ
P [z˜ ∈Z] = 1
 , (19)
where recall that λ, (λv)v∈[V ].
Lemma 1. F =F1 ∩F2.
F2 is an example of the moment-based ambiguity sets commonly used in DRO, which usually
involve at most the first two moments. Lemma 1 implies that F is a subset of F2, i.e., any z˜
satisfying the second and third constraints in F also satisfies the constraint on the first moment in
F2, i.e., EP [z˜]≤ λ. In other words, F incorporates more moment information than F2 does, and,
therefore, F is smaller and less conservative than F2.
Based on this lemma, we then write DRO-Ent as the optimization over ambiguity set F1 and F2
separately. For the former case, we can use a technique similar to that of the proof of Proposition 1;
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for the latter, as F2 is an example of moment-based ambiguity sets used in DRO, we use techniques
standard in DRO to obtain bounds. We combine these two cases to obtain a tractable upper bound,
as follows:
Proposition 3. When C <∞, the following ECP gives an upper bound of pi∗:
inf
x∈X ,a,b,ν,y,µ,
κ,γ,α,β,ξ,ζ,ρ
a+ b′λ+ d (κ+ γ+α+β′λ)
s.t.
∑
v∈Vt
yv,tλv ≤ γ ∀t∈ [T ]
(ξv,t, µ, yv,t)∈Kexp ∀t∈ [T ], v ∈ Vt(
ζt, µ,−κ+
∑
v∈Vt
λv(ξv,t− yv,t−µ)
)
∈Kexp ∀t∈ [T ]∑
t∈[T ]
ζt ≤ µ (ECP-C)
C
∑
k∈[T ]
ρkt ≤ α ∀t∈ [T ]
xv,t− yv,t−βv ≤
∑
k∈Tv
ρkt ∀t∈ [T ], v ∈ Vt
C
∑
t∈[T ]
νt ≤ a∑
s∈Tv
xv,ses− bv ≤
∑
t∈Tv
νt ∀v ∈ [V ]
b≥ 0,ν ≥ 0,y≥ 0,β≥ 0,ρ≥ 0, µ > 0.
The model in Proposition 3 is labeled ECP-C (recall C represents “capacitated”). Similar to ECP-
U, compared to our SP model in (4), ECP-C introduces extra decision variables and constraints.
The numbers of both are on the same order of magnitude as our SP model. Therefore, similar to
ECP-U, ECP-C can be solved efficiently.
We next show the monotonicity of the optimal value of ECP-C as C increases and the connection
between ECP-C and ECP-U.
Theorem 2. The optimal value of ECP-C increases as C increases and converges to a value
that is upper bounded by the optimal value of ECP-U as C→∞.
Proof. We denote ECP-C for the case when capacity equals C1 and C2 (C1 ≤C2) by ECP-C1 and
ECP-C2, respectively. Any feasible solution to ECP-C2 is also feasible to ECP-C1: See constraints
involving C in ECP-C. Hence, compared to ECP-C1, the feasible region for ECP-C2 is no larger.
Since the objective function of ECP-C does not depend on C, the optimal value of ECP-C2 is
higher than that of ECP-C1.
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Next we prove the optimal value of ECP-C is less than that of ECP-U for any given value of C.
We substitute a= 0, bv =
∑
s∈Tv xv,ses, ν = 0, y = x, ρ= 0, α= 0, and β = 0 into ECP-C: i) all
the constraints are degenerated to the constraints in ECP-U; ii) the objective function becomes
a+ b′λ+ d (κ+ γ+α+β′λ) =
∑
s∈[T ]
es
∑
v∈Vs
xv,tλv + d (κ+ γ) =
∑
s∈[T ]
esfs(x,λ) + d (κ+ γ) ,
which is the same as that of ECP-U. This means that there always exists a feasible solution in
ECP-C that attains the optimal value of ECP-U. Therefore, the optimal value of ECP-C for any
C is upper bounded by that of ECP-U.
Since the optimal value of ECP-C is monotonic in C and bounded by the optimal value of
ECP-U, it converges to a value upper bounded by the optimal value of ECP-U as C→∞. 
Theorem 2 shows that the optimal value of ECP-C increases as charging station capacity
increases, intuitively because more vehicles can be admitted to the station to be charged. It also
shows that this optimal value of ECP-C converges and yields an asymptotic lower bound of the
optimal value of ECP-U.
However, unlike ECP-U, we are unable to obtain a theoretical performance guarantee of an
optimal action to ECP-C, and thus examine that in the numerical study.
Remark 1. As seen, our method to construct ECP-U could potentially be used to solve two-
stage stochastic linear programs if the epigraph of the MGF of the random variables in the SP
can be represented using exponential cones. Other than independent Poisson random variables,
examples of such random variables include independent variables from common distributions such
as normal, gamma, and binomial. In addition, our method to construct ECP-C could potentially
be used to solve two-stage stochastic linear programs if the MGF of the random variables can be
upper bounded by a function whose epigraph can be characterized by exponential cones.
5. Numerical study
In this section we compare the performance of ECP-C with SAA and a greedy policy using a model
calibrated to data. We also use ECP-C to study the effect of the composition of demand charge on
the electricity load over time.
5.1. Numerical setup
We consider the operations of a charging service provider in a representative 1-day horizon within
a typical 1-month billing cycle. Consistent with the practice, each period represents 15 minutes,
length of a period for most utility companies (such as Southern California Edison), which provides
electricity to commercial electricity users (such as charging service providers). Therefore, the length
of the planning horizon, T , equals 96.
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Electricity tariff calibration. We use Southern California Edison’s electricity tariff Schedule
GS-2 General Service (Neubauer and Simpson 2015), which is the tariff an electricity user such as
an EV charging service provider is subject to. Under this tariff, the unit energy charge depends on
the hour of the day as follows:
eˆt =

$0.1466/kWh if 13≤ dt/4e ≤ 18 (on-peak hours)
$0.0895/kWh if 9≤ dt/4e ≤ 12 or 19≤ dt/4e ≤ 23 (mid-peak hours)
$0.0582/kWh otherwise (off-peak hours).
where dt/4e represents the hour index of period t (as 1 hour has four periods). The total demand
charge is the sum of three components: all-period demand charge (termed “facility-related demand
charge” in the tariff structure, and applicable to all periods throughout the horizon at $13.94/kW);
peak-hour demand charge (applicable only to on-peak hours at $16.20/kW); and mid-peak demand
charge (applicable only to mid-peak hours at $4.95/kW). We divide the three unit demand charges
in a month by 30 to scale them to those of a day and obtain the corresponding dˆt as follows:
dˆt =

$0.465/kW ∀t∈ [T ]=˙[96]
$0.540/kW if 13≤ dt/4e ≤ 18 (on-peak hours)
$0.165/kW if 9≤ dt/4e ≤ 12 or 19≤ dt/4e ≤ 23 (mid-peak hours).
Note that though the model in §4 has only all-period demand charge for the expositive simplicity,
we consider two more types of demand charges in the total cost in the numerical study. The
corresponding ECP model is constructed analogously to those in §4.
EV arrival data and their calibration. We obtain the EV charging data used for plotting
Figure 1 from the U.K. Department for Transportation, which contains all of the charging events
at rapid chargers (where the charging current is above 22 kV) from 27 local authorities in England
from January 1 to December 31, 2017 (U.K. Department for Transport 2018). The dataset contains
for each charging event the start time, end time, and energy supplied.2 We first preprocess the data
as follows: We remove those charging events where either the plug-in duration (the time interval
between start time and end time) is more than 4 hours (as most are less than 4 hours), or the
charging power (total energy charged divided by plug-in duration) is larger than 43 kW, or the
total energy charged is either less than 0.5 kWh or greater than 62.5 kWh. In the end, we retain
93.53% of the original charging events and obtain 101,707 charging events in total, i.e., 278.65 daily
charging events on average.
Discretizing time into 15-minutes intervals, we obtain the data for Figure 1: both Figure 1(a)
and Figure 1(b) show the right-skewness and the long tails of the distributions of the measure
of interest. The mean (standard deviation) of stay duration is 35.83 (27.92) minutes; the mean
(standard deviation) of energy charged is 10.69 (7.64) kWh.
2 To our knowledge, no such detailed EV charging data from the U.S. is publicly available.
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We use these preprocessed data to estimate the parameters of the EV arrival process. The set
of EV types [V ] is the set of distinct start times, departure times, and total energy charged, and
we obtain 14,284 types. We then estimate the arrival rate of each type as the total number of
charging events of each type within all days divided by the number of days. We plot in Figure 2 the
expected number of EVs at the charging stations in a 1-day horizon when the number of chargers,
C, takes different values. As can be seen, when C is infinite, the expected number of customers at
the station follows a daily pattern: It starts low from midnight to 6 am, increases significantly to
the peak at around 1 pm, and finally decreases significantly until midnight. When C = 30, there
is almost no lost demand (with service level 99.86%): The corresponding line in Figure 2 almost
coincides with that for the uncapacitated case. But when C = 25,20, and 15, the service level drops
quickly, to 98.83%, 94.07%, and 82.54%, respectively.
Figure 2 Expected number of EVs at the station with different number of chargers (C)
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We next estimate the parameters of EVs using the parameters of Nissan Leaf, one of the most
common EV types in the U.K. Specifically, we set Uˆ = 62 kWh as the energy capacity of Nissan
Leaf (Nissan 2019); Kˆ = 10.75 kWh/period based on the rapid AC chargers with power at 43 kW
(Zap-Map 2019); and ηˆ= 0.9 as the efficiency of lithium-ion battery in Nissan Leaf (Karlsson and
Kushnir 2013).
Computation. We conduct our numerical experiments in Python with the MOSEK 9.0 solver
(MOSEK ApS 2019) on a Windows-OS 64-bit laptop with 24 GB of RAM and an Intel i7-8750H
CPU@2.20GHz Processor. All of the problem instances are solved via a homogeneous primal-dual
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interior point method with both a primal and dual feasibility tolerance of 10−8 and a relative
duality gap of 10−8.
5.2. Performance of different approaches
We compare the performance of ECP-C and SAA. We benchmark both using a greedy policy, which
charges each vehicle using maximal charging speed (charging power capacity) until completion on
a first-come-first-served basis and is currently used in practice and literature (Zhang et al. 2019).
Denote by xG the decision variable under the greedy policy. Then for all v ∈ [V ] and t ∈ Tv, we
have xGv,t = min{K,uv − (t− sv) ·K}.
Specifically, we first compute, under each of the three approaches, the following out-of-sample
quantities: (i) the mean and standard deviation of the total cost, i.e., the objective function in
our SP model (4) evaluated at the solution under each approach, (ii) the average of the maximum
electricity load during the entire horizon, on-peak hours, mid-peak hours, and off-peak hours, and
(iii) the average of the ratio of the demand charge to the mean total cost. Using (i) as an example,
after solving for x with the calibrated parameters under any approach (i.e., obtaining xE,xS,
and xG under SAA, ECP-C, and the greedy policy, respectively), we generate 10,000 samples
via Monte Carlo simulation, implement x on these samples, and compute the sample mean and
standard deviation of c(x, z˜). We refer to these sample means and sample standard deviations
as the means and standard deviations unless there is ambiguity. We similarly compute (ii) and
(iii). We also compare the computation time for ECP-C and SAA (as the greedy policy can be
computed instantaneously): The computation time for SAA is taken as the average computation
time of five numerical instances, as SAA is a random approximation (while ECP-C is a deterministic
approximation).
Table 1 lists the performance measures (i), (ii), and (iii) of ECP-C and SAA relative to that
of the greedy policy in columns 3-4, columns 5-8, and column 9, respectively. Using column 3 as
an example, if we denote the objective function in (4) evaluated at the greedy policy by piG (i.e.,
piG = EPC [c(xG, z˜)]), then column 3 represents the percentage difference of the mean of the total
cost between ECP-C (SAA) and the greedy policy:
(piG−pii)/piG× 100%,
where i∈ {E,S}. Table 1 also lists the CPU computation time (excluding the evaluation time) of
ECP-C and SAA in the last column. The performance of SAA reported here has a sample size of
3,000, as it is the largest sample size where most of the SAA numerical instances can be solved
within a reasonable time, between 2 and 10 hours (a larger sample size makes the computation
time prohibitively long).
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Table 1 Out-of-sample performance of ECP-C and SAA with respect to the greedy policy for different C
C Method Total cost Maximum load Demand CPU
Mean Std Overall On-peak Mid-peak Off-peak charge/pii Time (s)
15
ECP-C 12.90% 29.24% 23.33% 23.00% 21.26% 10.13% 0.51 300.42
SAA 10.97% 21.86% 18.47% 19.51% 15.26% 10.79% 0.53 7,889.92
20
ECP-C 12.12% 25.50% 20.99% 20.68% 18.56% 8.41% 0.53 363.94
SAA 9.68% 19.95% 16.21% 16.86% 13.19% 5.33% 0.54 7,541.23
25
ECP-C 11.22% 21.80% 18.91% 19.00% 16.03% 8.70% 0.54 453.88
SAA 8.80% 16.44% 14.46% 15.04% 11.55% 1.80% 0.55 17,740.17
30
ECP-C 10.99% 19.02% 17.94% 18.89% 13.66% 8.59% 0.55 296.55
SAA 8.55% 14.67% 13.91% 14.44% 11.14% 0.73% 0.56 18,623.61
Notes. The third and fourth columns are the percentage reduction in the mean and standard deviation of
the total cost by a given policy compared with the greedy policy, respectively. Analogously, the fifth to
eighth columns are the percentage difference of the mean of the maximum load over the entire time
horizon, on-peak hours, mid-peak hours, and off-peak hours, respectively; the ninth column is the ratio of
the total expected demand charge to the total expected cost.
Value of optimization. As can be seen in Table 1, compared with the greedy policy, ECP-C
results in a lower mean and standard deviation of the total cost. For instance, when the number
of chargers equals 30, ECP-C results in the mean cost and its standard deviation that are about
10.99% and 19.02% lower than the respective measures under the greedy policy. When station
capacity decreases, the difference between ECP-C and the greedy policy is even larger. These
differences can be regarded as the value of information on the customer departure time, as ECP-
C differs from the greedy policy in that while the former uses this information, the latter does
not (recall that the latter charges vehicles with maximal charging power capacity). Our results
suggest that a charging station can benefit significantly by incorporating the customer departure
information, as our SP model does, to smooth charging electricity load over time and reduce the
total cost.
ECP-C versus SAA. Table 1 shows that compared with SAA, ECP-C results in not only a
lower expected total cost but also a lower standard deviation of this cost. For instance, when C
equals 30, piE reduces piG by 10.99%, while piS reduces piG by only 8.55%; the standard deviation
of piE reduces that of piG by 19.02%, while the standard deviation of piS reduces that of piG by
only 14.67%. This means that the lower cost of piE is not at the expense of the robustness of
ECP-C. This is contrary to the known tradeoff between mean cost and variability: Solutions from
a DRO approach usually have a lower variability but a higher mean cost than those from SAA, a
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risk-neutral stochastic programming approach (e.g., Choi and Ruszczyn´ski 2008, Hao et al. 2019).
ECP-C beats SAA on robustness because ECP-C leverages the ambiguity set inspired by DRO
approaches (as noted in §4.3); ECP-C results in a lower mean cost, because while ECP-C is very
efficient to compute (using polynomial time solvers), SAA does not scale well in our problem and
is hard to solve to optimality even when the sample size is limited (given a sample size of 3000,
one out of five numerical instances cannot be solved to the desired accuracy). Compared with piS,
the lower cost piE can also be seen in the fifth to eighth columns of Table 1: The optimal solution
to ECP-C results in lower expected highest load over the entire time horizon and during on-peak,
mid-peak, and off-peak hours, and thus ECP-C results in a lower value of the ratio of demand
charge to the total expected cost (column 9).
In addition, ECP-C computes much faster than SAA, for instance, about 60 times faster when
C = 30: While solving SAA takes on average more than 5 hours, ECP-C can be solved in less than
5 minutes. We show the effect of sample size on the performance of SAA in Figure 5 in Appendix
B. While SAA is a random approximation, and hence both the computation time and the resulting
mean total cost could be sensitive to random samples, ECP-C is a deterministic approximation.
To sum up, compared with SAA, ECP-C not only results in a lower total expected cost but also
performs more robustly. In addition, it can be computed much faster. This superiority of ECP-C
over SAA continues to hold when we consider other settings—for instance, when the total demand
charge consists of only one of the three types, or a mix of these types. Results are omitted for
brevity. Therefore, we believe that ECP-C is a better approach than SAA to solve our SP model
for the service charging provider.
From the perspective of the electric grid, compared with SAA, ECP-C results in a more stable
electricity load and lower highest load over time. Figure 3 plots the expected load and its standard
deviation over time using ECP-C and SAA given C = 30. As can be seen, ECP-C spreads the load
more evenly over on-peak and mid-peak hours, and leads to a much lower standard deviation of
load during these hours.
Lastly, we estimate the out-of-sample optimality gap of ECP-C (i.e., (piE−pi∗)/pi∗×100%) using
the in-sample piS as a lower bound of the out-of-sample pi∗ (Shapiro et al. 2009). For instance, when
C = 30, this out-of-sample optimality gap of ECP-C is at most (804.99− 754.51)/754.51× 100%≈
6.70%, where 804.99 is the out-of-sample piE and 754.51 is the in-sample piS.
5.3. Effect of the composition of the total demand charge on electricity load
As discussed above, ECP-C is a better approach to solve our SP model than SAA, and thus we use
ECP-C to study the effect of demand charge composition on electricity load over time. Specifically,
we examine cases in which the total demand charge is of the following situations: (i) without any
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Figure 3 Mean and standard deviation of electricity load under ECP-C and SAA given C = 30
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Notes. The black, white, and gray regions on the x-axis represent on-peak hours (hours 13 to 18), mid-peak
hours (hours 9 to 12 and hours 19 to 23), and off-peak hours (hours 1 to 8 and hour 24), respectively.
demand charge; (ii) with only on-peak demand charge; (iii) with only mid-peak demand charge;
(iv) with both on-peak and mid-peak demand charges; (v) with only all-period demand charge; and
(vi) with both all-period and on-peak demand charges. We compare these with the case in which
the total demand charge consists of all three components. Given each composition of the total
demand charge, we compute the out-of-sample measures of our SP model evaluated at an optimal
solution to the ECP-C approximation, similar to how we evaluate the out-of-sample measures in
§5.2. We list the corresponding expected total cost and other performance measures in Table 2
and also plot the mean and standard deviation of electricity load in the charging station for each
period in Figure 4. We make the following observations:
Observation 1. In the absence of any demand charge, the time-of-use energy charge creates an
artificial electricity load spike around the transitions between any two time segments. As can be
seen in Figure 4a, the expected load swings significantly around the hours between any two sets
of time intervals: around hour 9 (between off-peak and mid-peak hours) and around hours 12 and
18 (between mid-peak and on-peak hours). This means that time-of-use energy charge alone is not
sufficient to smooth the electricity load and may even create artificial spikes, putting undue stress
on the electric grid. This is consistent with the observation in practice (Zhang and Qian 2018):
At midnight, there is a huge spike in electricity charging load from residential customers, because
their electricity tariff structures do not include any demand charge while their electricity price at
midnight is lower than that at hour 11 pm.
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Table 2 Out-of-sample measures of ECP-C for different compositions of the demand charge given C = 30
Tariff Total cost Maximum load Demand
Mean Std Overall On-peak Mid-peak Off-peak charge/piE
None 359.25 27.41 127.73 113.85 119.18 66.60 0.00
On 557.79 47.33 128.17 91.92 126.51 73.86 0.35
Mid 418.88 31.32 134.44 133.81 75.42 73.77 0.12
On + Mid 621.99 49.92 101.32 93.00 89.70 73.77 0.42
All-period 545.61 42.51 98.31 93.66 88.23 52.71 0.33
All-period + On 746.97 63.65 98.65 93.15 89.60 53.08 0.51
Notes. “None,” “On,” “Mid,” and “All-period” in the first column represent no, on-peak, mid-peak, and
all-period demand charge, respectively.
Figure 4 Electricity load under ECP-C for different compositions of the demand charge given C = 30
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(d) All-period, on-peak, and mid-peak demand charge
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Observation 2. Either an on-peak or mid-peak demand charge alone cannot smooth the electricity
load and may even create a larger load swing than the case without any demand charge. As shown
in Figure 4b, when only an on-peak demand charge exists, the electricity load is smoothed only
within on-peak hours, but not over time. In particular, there are some artificial spikes in the load
around all transition hours (i.e., between on-peak and mid-peak hours and between mid-peak and
off-peak hours) because the station simply shifts the high load from on-peak hours to other hours.
These spikes are even higher than those within the same hours when there is no demand charge,
and thus imposes more stress on the electric grid. When there is only a mid-peak demand charge,
an analogous pattern occurs (the corresponding figure is omitted for brevity). Similarly, when both
an on-peak demand charge and mid-peak demand charge exist, the load is smoothed only during
these combined hours, and load spikes occur around hours between mid-peak and off-peak hours
(figure omitted for brevity).
Observation 3. An all-period demand charge alone is sufficient to smooth electricity load over
time. In contrast to the case in which there is no demand charge or only either an on-peak or
mid-peak demand charge, an all-period demand charge results in a smooth electricity load (see
Figure 4c). The load curve for this case almost coincides with that for the case in which all three
components of demand charge exist (see Figure 4d). This is because with an all-period demand
charge alone, the charging station is incentivized to reduce the highest load over the entire time
horizon.
6. Conclusions and future work
We study the EV charging management of a service provider who faces uncertainties in customer
arrival/departure times and charging requirements. We formulate this as a two-stage SP with the
objective of minimizing the expected total cost in the presence of an electricity tariff that includes
demand charges. Due to the large-scale nature of our SP model, SAA, a commom approach to solve
such SPs, cannot provide a near-optimal solution within a reasonable amount of time. We then
propose using an exponential cone programming approach to solve this SP approximately. When
the service provider is uncapacitated, we develop an ECP approximation and show it has an out-
of-sample performance guarantee. In the capacitated case, we develop another ECP approximation
by also using the idea from DRO to employ entropic dominance ambiguity set and examine its
performance on an extensive set of numerical instances calibrated to EV charging data. We find
that it is beneficial to model the customer departure information in an SP model like ours, as the
ECP and SAA approaches can outperform a greedy charging policy (which ignores such information
and is commonly used in practice) by about 11% and 9%, respectively. Moreover, compared with
SAA, our ECP approximation results in not only a lower expected total cost but also a lower
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standard deviation of this cost. It is also more computationally scalable—ECP runs about sixty
times faster given a representative capacity level—and is a deterministic approximation while SAA
is sensitive to samples generated. Our results further show the out-of-sample optimality gap of our
ECP approximation against the exact SP model is at most 6.7%. Therefore, our ECP approximation
is appealing for use in practice by a charging service provider.
On a similar set of data-calibrated numerical instances, we use our ECP approximation to
examine how the composition of the total demand charge affects the electricity load over time. We
find the following: A time-of-use energy charge alone (i.e., without any demand charge) creates
artificial spikes in the electricity load, consistent with the observation in practice. While either
an on-peak or mid-peak demand charge alone shifts the artificial spikes and could not smooth
electricity load, an all-period demand charge alone can result in load as smooth over time as the
case in which all three types of demand charge exist. This insight can give guidance to policy
makers in designing the electricity tariff structure.
There are a few promising avenues to extend this work. First, the EV charging schedule in our
paper is fixed before uncertainty is realized. In practice, this charging schedule can be adaptive as
uncertainty is revealed over time—e.g., by allowing early release of a charger when the customer’s
charging requirements are fulfilled. A direct extension is to apply our ECP approach in a rolling-
horizon fashion. Second, our model does not consider pricing decisions and implicitly assume an
exogenously given price for customers to charge their EVs. However, this price could be optimized
to maximize the profit for a charging service provider. In this case, our ECP approach could be
extended, but SAA does not work any more as it is hard to generate samples when Possion arrival
rates depend on the pricing decision. Finally, our methods to construct ECP approximations could
also be used to solve other two-stage stochastic linear programs if the epigraph of the MGF of
the random variables can be represented using exponential cones or if the MGF of the random
variables can be upper bounded by a function whose epigraph can be characterized by exponential
cones.
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Appendix A: Proofs.
Proof of Theorem 1. For simplicity, we denote h(x),EP∞ [c(x, z˜)]; for any given µ> 0,
h¯(x;µ),
∑
s∈[T ]
esfs(x,λ) + d
µ ln ∑
t∈[T ]
exp
(∑
v∈Vt
λvφ (xv,t/µ)
)
+ max
t∈[T ]
ft(x,λ)
 ;
and
h(x),
∑
s∈[T ]
esfs(x,λ) + d
(
max
t∈[T ]
ft(x,λ)
)
.
Let (x¯, µ¯) be the optimal solution to infx∈X ,µ>0 h¯(x;µ), or equivalently the optimal solution to ECP-U by
(7) in the proof of Proposition 1, and µ∗ be the optimal solution to infµ>0 h¯(x∗;µ). Note that h(x) is a lower
bound of h(x) for any x∈X because maxt∈[T ] ft(x,z) is convex in z. So due to Jensen’s inequality, we have
EP∞
[
max
t∈[T ]
ft(x, z˜)
]
≥max
t∈[T ]
ft(x,EP∞ [z˜]) = max
t∈[T ]
ft(x,λ).
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And h¯(x;µ) is an upper bound of h(x) from Proposition 1 for any µ > 0. Based on the lower bound and
upper bound of x¯, we bound the performance of x¯ in the following.
h(x¯)−h(x∗) = (h(x¯)− h¯(x¯; µ¯))+ (h¯(x¯; µ¯)− h¯(x∗;µ∗))+ (h¯(x∗;µ∗)−h(x∗))
≤ h¯(x∗;µ∗)−h(x∗)
≤ h¯(x∗;µ∗)−h(x∗)
= dµ∗ ln
∑
t∈[T ]
exp
(∑
v∈Vt
λvφ(x
∗
v,t/µ
∗)
)
= d inf
µ>0
µ ln ∑
t∈[T ]
exp
(∑
v∈Vt
λvφ(x
∗
v,t/µ)
)
(20)
where in the first inequality we have h(x¯)≤ h¯(x¯; µ¯) and h¯(x¯; µ¯)≤ h¯(x∗;µ∗) due to definition of (x¯, µ¯) and
h¯(x;µ). Note that for any x∈X and µ> 0, we have
∑
t∈[T ]
exp
(∑
v∈Vt
λvφ(xv,t/µ)
)
≤ exp
∑
t∈[T ]
∑
v∈Vt
λvφ(xv,t/µ)
+T
= exp
∑
v∈[V ]
λv
∑
t∈Tv
φ(xv,t/µ)
+T
≤ exp
∑
v∈[V ]
λvφ
(∑
t∈Tv
xv,t/µ
)+T
= exp
∑
v∈[V ]
λvφ
(
uv
ηµ
)+T
(21)
where the first inequality is due to ex1 + ex2 ≤ ex1+x2 + 1 for any x1, x2 ≥ 0 and the second inequality is from
the super-additivity of φ(x) for x≥ 0, i.e., φ(x1) + φ(x2)≤ φ(x1 + x2),∀x1, x2 ≥ 0. Therefore, by combining
the bounds (20) and (21), we get for any µ> 0,
h(x¯)−h(x∗)≤ dµ ln
exp
∑
v∈[V ]
λvφ
(
uv
ηµ
)+T

≤ dµ ln
2T exp
∑
v∈[V ]
λvφ
(
uv
ηµ
)
≤ dµ
∑
v∈[V ]
λvφ
(
uv
ηµ
)
+ ln(2T )
 ,
(22)
where the second inequality is from the fact that ln(x1 + x2)≤ ln(x1x2 + 1)≤ ln(2x1x2) for any x1, x2 ≥ 1.
So by taking the minimum over µ, we obtain the performance guarantee for h(x¯) in (13).
Since the inequality (22) holds for all µ> 0, so by choosing
µ :=
1
η
√√√√∑
v∈[V ]
λvu2v
2 ln(2T )
,
the bound (22) becomes
h(x¯)−h(x∗)≤ d
η
√√√√∑
v∈[V ]
λvu2v
2 ln(2T )
∑
v∈[V ]
λvφ
 uv√2 ln(2T )√∑
v∈[V ] λvu
2
v
+ d ln(2T )
η
√√√√∑
v∈[V ]
λvu2v
2 ln(2T )
. (23)
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We can then estimate the above expression by approximating
φ
 uv√2 ln(2T )√∑
v∈[V ] λvu
2
v
≤ 2u2v ln(2T )∑
v∈[V ] λvu
2
v
,
when (2u2v ln(2T ))/
∑
v∈[V ] λvu
2
v ≤ 1 for all v ∈ [V ] as φ(x)≤ x2 for any x≤ 1. Then the bound (23) can be
bounded by (√
2 +
1√
2
)
d
η
√
ln(2T )
∑
v∈[V ]
λvu2v.

Proof of Lemma 1:
F1 ∩F2 ⊆ F is clearly true because F1 ∩F2 includes all the constraints in F . To prove F ⊆ F1 ∩F2, we
next show that any z˜ that satisfies the following also satisfies EP [z˜]≤λ:
lnEP [exp (θ′z˜)]≤
∑
v∈[V ]
λv
(
eθv − 1) ∀θ≥ 0
For each v ∈ [V ], consider θv , (0, ..., θv,0, ...,0), i.e., every component is 0 except one, which is strictly
positive. Then we have lnEP [exp (θ′z˜)] = lnEP [exp (θv z˜v)]≤ λv(eθv−1). Taking exponential function on both
sides we have an equivalent inequality
EP [exp (θv z˜v)]≤ exp
(
λv(e
θv − 1)) .
Using Taylor’s expansion on both sides of the inequality, we have for each θv > 0
EP [exp (θv z˜v)] =EP
[
1 + θv z˜v +
∞∑
k=2
(θv z˜v)
k
k!
]
= 1 +EP [θv z˜v] +
∞∑
k=2
EP
[
(θv z˜v)
k
k!
]
= 1 +EP [θv z˜v] + o(θv)
≤ exp (λv(eθv − 1))
= 1 +λvθv + o(θv),
where the second equality is from Fubini’s theorem. After simplifying and dividing θv on both sides of
EP [θv z˜v] + o(θv)≤ λvθv + o(θv),
then letting θv→ 0+, we get EP [z˜v]≤ λv for each v ∈ [V ]. Hence EP [z˜]≤λ. 
To prove Propostion 3, we establish the next lemma first.
Lemma 2. For a piece-wise affine convex function g(z),maxi∈[I] {a¯i +a′iz} and any random vector z˜ ∼
P, we have
EP [g(z˜)] = inf
b¯i,bi,i∈[I]
EP
[
max
i∈[I]
{
b¯i + b
′
iz˜
}]
+EP
[
max
i∈[I]
{
(a¯i− b¯i) + (ai− bi)′z˜
}]
. (24)
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Proof: Note (24) holds when b¯i = 0 and bi = 0 for all i∈ [I], we have
EP [g(z˜)]≥ inf
b¯i,bi,i∈[I]
EP
[
max
i∈[I]
{
b¯i + b
′
iz˜
}]
+EP
[
max
i∈[I]
{
(a¯i− b¯i) + (ai− bi)′z˜
}]
.
Note that for all z and b¯i,bi, i∈ [I], we have
g(z)≤max
i∈[I]
{
b¯i + b
′
iz
}
+ max
i∈[I]
{
(a¯i− b¯i) + (ai− bi)′z
}
.
Hence for all b¯i and bi, i∈ [I], we have
EP [g(z˜)]≤EP
[
max
i∈[I]
{
b¯i + b
′
iz˜
}]
+EP
[
max
i∈[I]
{
(a¯i− b¯i) + (ai− bi)′z˜
}]
.
By taking infimum over b¯i and bi, i∈ [I], we get the conclusion. 
Proof of Proposition 3
Since DRO-Ent is an upper bound of (4), we then obtain an upper bound of DRO-Ent, which then becomes
an upper bound of (4). We can then bound supP∈F EP [c(x, z˜)] as follow,
sup
P∈F
EP [c(x, z˜)]≤ sup
P∈F
EP
∑
s∈[T ]
esfs(x, z˜)
+ d sup
P∈F
EP
[
max
t∈[T ]
{ft(x, z˜)}
]
. (25)
Then we derive an upper bound for each of the two terms on the RHS of (25). For the first term, due to the
fact F ⊆F2 (based on Lemma 1), we have
sup
P∈F
EP
∑
s∈[T ]
esfs(x, z˜)
≤ sup
P∈F2
EP
∑
s∈[T ]
esfs(x, z˜)
 .
Using standard duality result, we have
sup
P∈F2
EP
∑
s∈[T ]
esfs(x, z˜)
= inf
b≥0
a+ b′λ
s.t.
∑
s∈[T ]
esfs(x,z)≤ a+ b′z ∀z ∈Z
= inf
b≥0
a+ b′λ
s.t. sup
z∈Z
∑
s∈[T ]
esfs(x,z)− b′z ≤ a
(26)
Note that the dual of supz≥0
{∑
s∈[T ] es
∑
v∈Vs xv,szv −
∑
v∈[V ] bvzv |
∑
v∈Vt zv ≤C,∀t∈ [T ]
}
≤ a is
inf
ν≥0
C ∑
t∈[T ]
νt |
∑
s∈Tv
xv,ses− bv ≤
∑
t∈Tv
νt,∀v ∈ [V ]
≤ a,
which is equivalent to
C
∑
t∈[T ] νt ≤ a∑
s∈Tv xv,ses− bv ≤
∑
t∈Tv νt ∀v ∈ [V ].
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Therefore, (26) becomes
sup
P∈F2
EP
∑
s∈[T ]
esfs(x, z˜)
= inf
b≥0,ν≥0
a+ b′λ
s.t. C
∑
t∈[T ]
νt ≤ a∑
s∈Tv
xv,ses− bv ≤
∑
t∈Tv
νt ∀v ∈ [V ]
(27)
We next obtain an upper bound of supP∈F EP
[
maxt∈[T ]{ft(x, z˜)}
]
. Since c(x,z) is a piece-wise linear
convex function of z given x, we have
sup
P∈F
EP
[
max
t∈[T ]
{ft(x, z˜)}
]
= sup
P∈F
inf
y
{
EP
[
max
t∈[T ]
{ft(y, z˜)}
]
+EP
[
max
t∈[T ]
{ft(x−y, z˜)}
]}
≤ inf
y
sup
P∈F
{
EP
[
max
t∈[T ]
{ft(y, z˜)}
]
+EP
[
max
t∈[T ]
{ft(x−y, z˜)}
]}
≤ inf
y
{
sup
P∈F1
EP
[
max
t∈[T ]
{ft(y, z˜)}
]
+ sup
P∈F2
EP
[
max
t∈[T ]
{ft(x−y, z˜)}
]}
≤ inf
y≥0
{
sup
P∈F1
EP
[
max
t∈[T ]
{ft(y, z˜)}
]
+ sup
P∈F2
EP
[
max
t∈[T ]
{ft(x−y, z˜)}
]}
,
(28)
where the equality is from Lemma 2 and the second inequality is from Lemma 1. We next bound
supP∈F1 EP
[
maxt∈[T ] ft(x, z˜)
]
and supP∈F2 EP
[
maxt∈[T ] ft(x, z˜)
]
. Similar to the proof of Proposition 1, for
any y≥ 0, we have
sup
P∈F1
EP
[
max
t∈[T ]
ft(y, z˜)
]
= sup
P∈F1
EP
[
max
t∈[T ]
{ft(y, z˜)− ft(y,λ) + ft(y,λ)}
]
≤ sup
P∈F1
EP
[
max
t∈[T ]
{ft(y, z˜)− ft(y,λ)}
]
+ max
t∈[T ]
ft(y,λ)
≤ µ ln
∑
t∈[T ]
sup
P∈F1
EP [exp ((ft(y, z˜)− ft(y,λ))/µ)] + max
t∈[T ]
ft(y,λ)
≤ µ ln
∑
t∈[T ]
exp
(∑
v∈Vt
λv
(
eyv,t/µ− 1− yv,t/µ
))
+ max
t∈[T ]
ft(y,λ),
which has the same form as (8). By the same argument as in the proof of Proposition 1, we can bound
supP∈F1 EP
[
maxt∈[T ] ft(y, z˜)
]
by
inf
κ,γ,µ>0,ξ,ζ
∑
s∈[T ]
esfs(y,λ) + d (κ+ γ)
s.t.
∑
v∈Vt
yv,tλv ≤ γ ∀t∈ [T ]
µ exp (yv,t/µ)≤ ξv,t ∀t∈ [T ], v ∈ Vt
µ exp
((
−κ+
∑
v∈Vt
λv(ξv,t− yv,t−µ)
)
/µ
)
≤ ζt ∀t∈ [T ]∑
t∈[T ]
ζt ≤ µ
(29)
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Similar to (27), we bound supP∈F2 EP
[
maxt∈[T ] {ft(x, z˜)}
]
using the strong duality results, i.e.,
sup
P∈F2
EP
[
max
t∈[T ]
{ft(x, z˜)}
]
= inf
β≥0
α+β′λ
s.t. ft(x,z)≤ α+β′z ∀z ∈Z, t∈ [T ]
= inf
β≥0
α+β′λ
s.t. sup
z∈Z
ft(x,z)−β′z ≤ α ∀t∈ [T ]
= inf
ρ≥0,β≥0
α+β′λ
s.t. C
∑
k∈[T ]
ρkt ≤ α ∀t∈ [T ]
xv,t−βv ≤
∑
k∈Tv
ρkt ∀t∈ [T ], v ∈ Vt
−βv ≤
∑
k∈Tv
ρkt ∀t∈ [T ], v ∈ [V ]\Vt
(30)
Note −βv ≤
∑
k∈Tv ρ
k
t are redundant. Combining bound (25), (27), (28), (29), and (30) and optimizing
over x, we get an upper bound of the objective function supP∈F EP [c(x, z˜)] for any x∈X as ECP-C. 
Appendix B: Performance of SAA with different sample sizes
Figure 5 Performance of SAA with different sample sizes given C = 30
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