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Resumen
Multitud de funciones especiales de la f´ısica aparecen en problemas de meca´nica
cua´ntica como solucio´n de ciertas ecuaciones diferenciales. Muchas de estas funciones
admiten una representacio´n integral de la forma F (x) ≡
∫ b
a
e−x f(t) g(t) dt, donde x
representa algu´n para´metro f´ısico de la teor´ıa en consideracio´n. La evaluacio´n de estas
integrales no resulta sencilla en general, pero en muchas ocasiones, ese para´metro x
toma valores elevados. Por ello, resulta interesante disponer de me´todos de evaluacio´n
aproximada de este tipo de integrales para valores grandes de la variable x.
El me´todo ma´s utilizado es el de Laplace. La principal dificultad en dicho me´todo
para la obtencio´n de desarrollos asinto´ticos de este tipo de integrales la origina un
cambio de variable. Para suavizar esto, proponemos una factorizacio´n del integrando
que evita dicho cambio de variable, simplificando enormemente las operaciones.
Por un lado, el ca´lculo de los coeficientes del desarrollo asinto´tico es muy sencillo.
Por otro lado, la secuencia asinto´tica obtenida con nuestro me´todo es tan sencilla
como en el me´todo esta´ndar de Laplace: funciones gamma completas o incompletas.
Adema´s, obtenemos una fo´rmula expl´ıcita para los coeficientes de dicho desarrollo, a
diferencia de lo que sucede en el me´todo de Laplace, donde rara vez es posible obtener
fo´rmulas expl´ıcitas. Ma´s todav´ıa, mediante una reagrupacio´n de te´rminos podemos
obtener fo´rmulas expl´ıcitas para los coeficientes del desarrollo de Laplace esta´ndar.
1. Introduccio´n
Consideremos integrales de la forma
F (x) ≡
∫ b
a
e−xf(t)g(t)dt, (1)
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donde (a, b) es un intervalo real finito o´ infinito, x es un para´metro grande y f(t)
y g(t) son funciones derivables en (a, b). Laplace hizo la observacio´n de que la mayor
contribucio´n de (1) se obtiene de las cercan´ıas de los puntos donde f(t) tiene su valor
mı´nimo. Basa´ndonos en esta idea podemos conseguir un desarrollo asinto´tico , que puede
obtenerse de la siguiente forma [[7], Chap. 2, Sec. 1],haciendo el cambio de varable t→ u
dado por f(t)− f(t0) = u2:
F (x) = e−xf(t0)
∫ −√f(b)−f(t0)
√
f(a)−f(t0)
e−xu
2 g(t(u))
f ′(t(u))
2u du, (2)
Si la funcio´n h(u) ≡ 2u g(t(u))
f ′(t(u))
tiene desarrollo de Taylor en u0 = 0,
h(u) =
∞∑
n=0
cnu
n (3)
podemos aplicar el Lema de Watson reemplazando (3) en la parte derecha de la integral(2)
e intercambiando suma por integral [[7], Chap. 2,Theorem 1]:
F (x) ∼ e−xf(t0)
∞∑
n=0
c2nΦn(x), x→∞ (4)
siendo cn los coeficientes del desarrollo de Taylor de la funcio´n h(u) en u = 0 y la secuencia
asinto´tica Φn(x):
Φn(x) ≡
∫ ∞
−∞
e−xu
2
u2ndu =
Γ(n+ 1/2)
xn+1/2
(5)
Tomando el primer te´rmino del desarrollo (4), aparece la conocida fo´rmula de Laplace:
F (x) ∼ g(t0)
√
2pi
f ′′(t0)x
e−xf(t0), x→∞. (6)
Se puede observar que con el me´todo esta´ndar de Laplace, el ca´lculo de los Φn(x) es
sencillo pero el ca´lculo de los coeficientes cn es, en general, bastante complicado ya que
la funcio´n h(u) no esta´ dada en forma expl´ıcita, sino que viene dada de forma impl´ıcita
a trave´s del cambio de variable f(t) − f(t0) = u2. En general, se pueden obtener pocos
te´rminos del desarrollo asinto´tico (4). En [4] proponemos una primera simplificacio´n del
me´todo de Laplace, la cual simplifica el ca´lculo de los coeficientes cn del desarrollo, pero
por el contrario, complica el ca´lculo de la secuencia asinto´tica Φn(x). Demostramos que no
es necesario el cambio de variable f(t)− f(t0) = u2 para obtener un desarrollo asinto´tico
de (1) sino que es suficiente con desarrollar g(t) en el punto cr´ıtico t0 de f(t) e intercambiar
en (1) suma por integral:
Si g(t) tiene desarrollo de Taylor en t = t0 : g(t) ∼
∞∑
n=0
gn(t − t0)n, entonces se
reemplaza este desarrollo en (1) y se intercambia suma por integral, obteniendo
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F (x) ∼
∞∑
n=0
gnΦ˜n(x) si x→∞, con Φ˜n(x) ≡
∫ ∞
−∞
e−xf(t)(t− t0)ndt. (7)
Podemos observar que mientras con esta modificacio´n del me´todo de Laplace que
proponemos en [4] se mejora el ca´lculo de los coeficientes gn (frente a la dificultad de los
cn en el metodo esta´ndar),tambie´n se paga el precio en el ca´lculo de la secuencia asinto´tica
Φ˜n(x) que ahora no tienen una forma universal como tenian los Φn(x) del me´todo esta´ndar
(eran gammas de Euler), con lo cual la obtencion de una expresion explicita para ellos se
complica. Au´n as´ı, esto ha permitido calcular algunos desarrollos asinto´ticos de la funcio´n
Gamma [2] y de la funcion hipergeome´trica de Gauss [3]. Lo que proponemos en este
articulo es una 3a manera de aplicar la idea original de Laplace que simplifique el calculo
de los coeficientes cn pero que no empeore el ca´lculo de la secuencia asinto´tica Φn(x).
2. El me´todo de Laplace modificado
Subdividiendo el intervalo de integracion, si es necesario, podemos suponer que f(t)
tiene un u´nico mı´nimo en t = t0 en (a, b). Supongamos tambie´n que f(t) y g(t) tienen
desarrollo de Taylor en t0 con un mismo radio de convergencia r. Si t0 = a permitiremos
tambien que g(t) tenga un polo de orden s ∈ (−1, 0]. Distingamos dos casos:
f(t) tiene su mı´nimo en t0 ∈ (a, b). En este caso f ′(t0) = f ′′(t0) = · · · = f (m−1)(t0) =
0 y f (m)(t0) > 0 con m par.
f(t) tiene su mı´nimo en t0 = a o´ t0 = b. En este caso f ′(t0) = f ′′(t0) = · · · =
f (m−1)(t0) = 0 y f (m)(t0) > 0 si t0 = a o´ f (m)(t0) < 0 si t0 = b.
En cualquier caso, consideremos la funcio´n fm(t) ≡ f(t)− f(t0)− f
(m)(t0)
m!
(t− t0)m.
Las funciones fm(t) y e−xfm(t) = exf(t0)e−xf(t)+x
f(m)(t0)
m!
(t−t0)m tienen desarrollo de
Taylor en t = t0:
e−xf(t) =
∞∑
n=0
An(x)(t−t0)n, |t−t0| < r, ex
f(m)(t0)
m!
(t−t0)m =
∞∑
n=0
xn
n!
(
f (m)(t0)
m!
)n
(t−t0)nm.
La funcio´n (t− a)−sg(t) tiene desarrollo en t = t0: g(t) =
∞∑
n=0
Bn(t− t0)n+s, |t− t0| < r,
con s ∈ (−1, 0] si t0 = a y s = 0 si t0 ∈ (a, b]. Entonces,
h(t, x) ≡ e−xfm(t)g(t) =
∞∑
n=0
an(x)(t− t0)n+s, |t− t0| < r, (8)
con an(x) = exf(t0)
bn/mc∑
k=0
xk
k!
(
f (m)(t0)
m!
)k n−mk∑
j=0
Aj(x)Bn−mk−j . (9)
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Obse´rvese que an(x) son polinomios en x de grado como mucho n. Esta es un fo´rmula
expl´ıcita para los coeficientes an(x) del desarrollo de Taylor de h(x, t) en t0, aunque de
aqu´ı no se desprende de forma muy clara su comportamiento asinto´tico.
Hemos podido probar que an(x) = O(x[
n
p
]) siendo p ≥ m+ 1 y tal que
fm(t) =
∞∑
n=p
f (n)(t0)
n!
(t− t0)n, |t− t0| < r,
Con estos preliminares podemos escribir la integral (1) de la forma:
F (x) = e−xf(t0)
∫ b
a
e−x
f(m)(t0)
m!
(t−t0)mh(t, x)dt. (10)
La serie de Taylor en (8) converge absolutamente y uniformemente a la funcio´n h(t, x) en
el disco | t− t0 |< r. Por tanto, si el intervalo (a, b) esta´ contenido en este disco, podemos
reemplazar esta expresio´n en (10) e intercambiar suma por integral:
F (x) = e−xf(t0)
∞∑
n=0
an(x)Φn(x) (11)
Ademas, sabemos por [2] el comportamiento asinto´tico de Φn(x):
Φn(x) =
γ + (−1)nβ
m
∣∣∣∣ m!f (m)(t0)x
∣∣∣∣(n+s+1)/m Γ(n+ s+ 1m
)
+te´rminos exponencialmente pequen˜os,
con γ =
{
1 if t0 ∈ [a, b)
0 if t0 = b
, β =
{
1 if t0 ∈ (a, b]
0 if t0 = a
Podemos observar que Φn(x) = O
(
x−(n+s+1)/m
)
cuando x→∞ y por tanto, los te´rminos
del desarrollo (11) satisfacen an(x)Φn(x) = O(xbn/pc−(n+s+1)/m). Entoces (11) es un desa-
rrollo asinto´tico de la integral (1), pero no es un desarrollo asinto´tico genuino de Poincare´.
Por ello, podemos agrupar los terminos de (11):
F (x) = e−xf(t0)
∞∑
n=0
Ψn(x) con Ψn(x) ≡
bn/(p−m)c∑
k=b(n−m)/(p−m)c
an+mk(x)Φn+mk(x) (12)
para que sea un desarrollo genuino de Poincare´, pues ahora Ψn(x) = O
(
x−(n+s+1)/m
)
.
Finalmente, si el intervalo de integracio´n no esta´ contenido en el discoD = {t, |t− t0| < r}
de convergencia de la serie de Taylor de (t− a)−sh(t, x) at t = t0, no podemos reemplazar
dicha serie en (10) para obtener el desarrollo (11). Lo que ocurre en este caso es que la
serie (11) no ser´ıa entonces convergente, pero si seguir´ıa siendo asinto´tica. Para ver esto,
basta con dividir el intervalo de integracion (a, b) en dos partes,una contenida en el disco
D: Din ≡ (a, b)
⋂
D y su complementario no contenido en D: Dout ≡ (a, b)\Din. Podemos
escribir (1) :
F (x) =
{∫
Din
e−xf(t)g(t)dt+
∫
Dout
e−xf(t)g(t)dt.
}
(13)
Se puede probar que la integral sobre Dout es de orden O(1) cuando x→∞ y que es
exponencialmente pequen˜a comparada con la integral sobre Din. Ahora procedemos con
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la integral sobre Din como hicimos en el caso del intervalo (a, b) cuando estaba contenido
en D obteniendo de nuevo la fo´rmula (12).
Observacio´n: Los te´rminos an(x) son polinomios de grado [n/p]. Entonces de (12)
que la secuencia asintotica Φn(x) es suma de [n/(p−m)]− [(n−m)/(p−m)]+1 potencias
negativas de x. Por tanto, las series (11) o´ (12) son reagrupamientos de la serie esta´ndar
de Laplace y vice-versa. Esto significa que los coeficientes de la serie esta´ndar de Laplace
pueden ser obtenidos de manera expl´ıcita de los coeficientes de (11) despue´s de un apro-
piado reagrupamiento. Para ilustrar todo esto, mostramos el ejemplo de la funcio´n gamma
Γ(z), obteniendo una fo´rmula expl´ıcita para los coeficientes de la fo´rmula de Stirling.
3. Ejemplos
3.1. La funcion Γ(x) para x grande
De [[7], p. 60, eq. (1.27)] tenemos
Γ(x+ 1) = e−xxx+1
∫ ∞
−1
e−xf(t) dt, with f(t) = t− log(1 + t).
Esta integral tiene la forma (1) con la f(t) anteriormente mencionada y g(t) = 1. Conside-
remos x > 0 grande. Las funciones f(t) y g(t) son derivables en (−1,∞). El u´nico punto
cr´ıtico t0 de f(t) es t0 = 0. Tenemos f(0) = 0, f ′′(0) = 1 and f ′′′(0) 6= 0. Con la notacio´n
de la anterior seccio´n tenemos m = 2 y p = 3.
La funcio´n e−xf2(t) tiene desarrollo de Taylor en t = 0 (con s = 0):
e−xf2(t) = ext
2/2e−xt(1 + t)x =
∞∑
n=0
an(x)tn.
De la ecuacio´n (9):
an(x) =(−1)n
bn/2c∑
k=0
n−2k∑
j=0
xk+j(−x)n−2k−j
2kk!j!(n− 2k − j)!
=(−1)n
bn/2c∑
k=0
xk(−x)n−2k
2kk!(n− 2k)!1F1(2k − n; 2k − n+ 1 + x;x).
(14)
Sabemos que an(x) es un polinomio de grado bn/3c en x. Para ver esto de forma expl´ıcita,
escribamos:
(−x)n =
n∑
m=0
(−1)n+mS(m)n (−x)m,
donde S(m)n son los nu´meros de Stirling de primera clase [[1], eq. 24.1.3 (B)],y reemplazando
esto en (14):
an(x) =
bn/2c∑
k=0
n−2k∑
j=0
xk+j
2kk!j!(n− 2k − j)!
n−2k−j∑
m=0
(−1)mS(n−2k−j−m)n−2k−j (−x)n−2k−j−m.
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Si intercambiamos el orden de las sumas en j y m y hacemos un cambio de variables de
sumatorio (j,m)→ (j, k +m) conseguimos
an(x) =
bn/3c∑
m=0
Anmx
m, with Anm ≡
n−m∑
k=0
m−k∑
j=0
(−1)jS(m−k−j)n−2k−j
2kk!j!(n− 2k − j)! .
La secuencia asinto´tica Φn(x) queda
Φn(x) =
2(n−1)/2
x(n+1)/2
[
(1 + (−1)n)Γ
(
n+ 1
2
)
− (−1)nΓ
(
n+ 1
2
,
x
2
)]
.
Por tanto, salvo te´rminos exponencialmente pequen˜os, Φ2n+1(x) = 0 y
Φ2n(x) =
(
2
x
)n+1/2
Γ
(
n+
1
2
)
.
De (12) obtenemos el siguiente desarrollo asinto´tico para la Γ(x) para grandes valores de
x :
Γ(x+ 1) ∼ e−xxx
√
2pix
∞∑
n=0
2n∑
k=2n−2
a2n+2k(x)
Γ(n+ k + 1/2)
Γ(1/2)
(
2
x
)n+k
. (15)
Los te´rminos an(x) son polinomios de grado bn/3c en x y por tanto, este desarrolo es una
reorganizacio´n de la fo´rmula de Stirling [[1], eq. 6.1.37]:
Γ(x+ 1) ∼ e−xxx
√
2pix
[
1 +
1
12x
+
1
288x2
− 139
51840x3
+ ...
]
Agrupando las potencias de x con el mismo grado de (15) obtenemos una fo´rmula explicita
para los coeficientes de la formula de Stirling :
Γ(x+ 1) ∼ e−xxx
√
2pix
∞∑
n=0
cn
xn
,
with
cn ≡
2n∑
m=0
2n+mΓ(n+m+ 1/2)
Γ(1/2)
m∑
k=0
1
k!2k
m−k∑
j=0
(−1)jS(m−k−j)2n+2m−2k−j
j!(2n+ 2m− 2k − j)! .
3.2. La funcion hipergeome´trica de Gauss 2F1(a, b, c; z) para b y c grandes
La funcio´n hipergeome´trica de Gauss puede ser escrita de la forma [[6],p.110,eq(5.4)]
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
tb−1 (1− t)c−b−1 (1− tz)−a dt, <c > <b > 0.
Definimos x = b− 1 y α = (c− b− 1)/(b− 1). Entonces, esta integral podemos escribirla
de la forma (1):
2F1(a, b; c; z) =
Γ(c)
Γ(b)Γ(c− b)
∫ 1
0
e−xf(t)g(t) dt,
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con f(t) = − log t− α log(1− t) y g(t) = (1− zt)−a.
Consideremos α > 0 fija y x > 0 grande, lo cual significa que b y c son grandes y del mismo
orden, con c > b. Las funciones f(t) y g(t) son derivables en (0, 1) para todo z ∈ C\ [1,∞).
El u´nico punto cr´ıtico t0 de f(t) es
t0 =
1
α+ 1
∈ (0, 1).
Las funciones e−xf(t) y g(t) tienen desarrollo de Taylor en t = t0 (con s = 0):
e−xf(t) =e−xf(t0)
(
1 +
t− t0
t0
)x(
1 +
t− t0
t0 − 1
)αx
=
e−xf(t0)
∞∑
n=0
(α+ 1)n n∑
j=0
(−1)j(−x)j(−αx)n−j
j!(n− j)!αn−j
 (t− t0)n,
(16)
g(t) =
∞∑
n=0
(a)n
n!
zn
[
1− z
α+ 1
]−a−n(
t− 1
α+ 1
)n
,
∣∣∣∣t− 1α+ 1
∣∣∣∣ < r,
donde el radio de convergencia comu´n a ambas funciones r depende de α y z. Tenemos
f(t0) = −α logα+ (α+ 1) log(α+ 1), f ′′(t0) = (α+ 1)3/α y f ′′′(t0) 6= 0. Con la notacio´n
de la seccio´n anterior, tenemos m = 2 and p = 3. La ecuacio´n (9) queda:
an(x) =
bn/2c∑
k=0
n−2k∑
j=0
j∑
l=0
xk(−x)l(−αx)j−l(α+ 1)k+a+n(α+ 1− z)j+2k−a−n(a)n−2k−j
(−1)ll!k!(j − l)!(n− 2k − j)!2kαk+j−lz2k+j−n . (17)
La secuencia asinto´tica Φn(x) es
Φn(x) =
1
2
(
2α
(α+ 1)3x
)n+1
2
{
γ
(
n+ 1
2
,
(α+ 1)3α
2
x
)
+ (−1)nγ
(
n+ 1
2
,
(α+ 1)
2α
x
)}
∼(
2α
(α+ 1)3x
)(n+1)/2
Γ
(
n+ 1
2
)(
1 + (−1)n
2
)
Por tanto, de (12) obtenemos este desarrollo asinto´tico de 2F1(a, b; c; z) para b y c
grandes
2F1(a, b; c; z) ∼ Γ(c)Γ(b)Γ(c− b)
ααx
(α+ 1)(α+1)x
∞∑
n=0
 2n∑
k=Max{2n−2,0}
a2n+2k(x)×
(
2α
(α+ 1)3x
)n+k+1/2
Γ
(
n+ k +
1
2
)]
,
(18)
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con x = b−1, α = (c−b−1)/(b−1) y ak(x) dados en (17). La expresio´n entre corchetes
es Ψn(x). Los primeros te´rminos del desarrollo son:
2F1(a, b; c; z) ∼
√
2piΓ(c)
Γ(b)Γ(c− b)
(c− b− 1)c−b−1/2
(c− 2)c−1/2 (b− 1)
b−1/2
(
c− 2
z − bz + c− 2
)a
×{
1 +
[
(a)2z2b(c− b)
2(c− bz)2 +
(
3(3b2 + c2 − 3bc)
4b(b− c) +
az(2b− c)
(zb− c)
)
+
5(4b4c− 8b3c2 + 5b2c3 − bc4)
6b2c(b− c)2
]
1
c
+O
(
1
c2
)}
.
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