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ABSTRACT
This paper investigates a range of concept-based example recommendation ap-
proaches that we developed to provide example-based problem-solving support in
the domain of programming. The goal of these approaches is to offer students a set of
most relevant remedial examples when they have trouble solving a code comprehen-
sion problem where students examine a program code to determine its output or the
final value of a variable. In this paper, we use the ideas of semantic-level similarity-
based linking developed in the area of intelligent hypertext to generate examples
for the given problem. To determine the best-performing approach, we explored two
groups of similarity approaches for selecting examples: non-structural approaches
focusing on examples that are similar to the problem in terms of concept coverage
and structural approaches focusing on examples that are similar to the problem by
the structure of the content. We also explored the value of personalized example
recommendation based on student’s knowledge levels and learning goal of the ex-
ercise. The paper presents concept-based similarity approaches that we developed,
explains the data collection studies and reports the result of comparative analysis.
The results of our analysis showed better ranking performance of the personalized
structural variant of cosine similarity approach.
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structure
1. Introduction
Example-based problem-solving is one of the efficient approaches used by intelligent
tutoring systems (ITSs) in the programming domain (Brusilovsky and Peylo, 2003).
With this approach, when the student has trouble solving a problem, the system tries
to find relevant examples that might be helpful in solving the problem. A domain
expert typically selects relevant examples; however, this selection is a time-consuming
task that requires considerable amount of human effort and makes the process costly
when the volume of learning content grows.
There are other possible approaches to linking problems and examples dynamically
and without experts’ help. Some of these approaches are based on analysis of the
content, such as keyword-based approaches that measures the similarity of content on
the level of keywords (Kibby and Mayes, 1989; Mayes et al., 1988). Although content-
based approaches are simple, they have a great deal of surface-level similarity, which is
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not good enough for identifying content that is truly similar. An alternative approach
is to focus on knowledge behind the content (Koedinger et al., 2012). Knowledge-based
approaches could be used to generate higher quality links between content items, since
they use semantic similarity (Carr et al., 2001). An example of elaborated knowledge-
based approach for connecting problems and examples can be found in (Weber and
Mollenberg, 1994).
The work presented in this paper uses ontology concepts from the Java ontology
developed by PAWS Lab1 as elements of Java domain knowledge to build concept-based
similarity approaches for learning content in the domain of Java programming. The
goal of these approaches is to find the most relevant examples for Java programming
problems. Our main innovation lies in analyzing domain concepts related to examples
and problems, as well as using the underlying concepts to find similarity between them.
We explored several novel concept-based similarity approaches: structural vs. non-
structural approaches to investigate the impact of structure, and personalized vs. non-
personalized approaches to investigate the impact of user information available from
the user model. A non-structural concept-based similarity approach can be considered
a bag-of-concept approach that determines whether two sets of concepts are more
or less similar as a whole. On the other hand, a structural concept-based similarity
approach determines whether the subsets of adjacent concepts that have appeared
together in the same line or block are similar. Both approaches determine similarity
solely based on a conceptual analysis of examples and problems, and are thus non-
personalized, which means that they are independent from individual students. In
personalized approaches, we studied the effect of personalization on structural and non-
structural similarity approaches by accounting for information about each student’s
knowledge levels and/or learning goal.
We evaluated our approaches using data collected from studies where users and
experts were asked to rate the helpfulness of examples selected for different problems.
The user study was designed to collect ratings for answering the following questions:
(Q1) which of two competing approaches - structural and non-structural - can select
more relevant examples for problems? (Q2) Will personalization that is based on a
student’s knowledge levels and/or learning goal result in more relevant examples gen-
erated by concept-based similarity approaches? We selected a subset of approaches to
use in the study with a goal of collecting a sufficient amount of rating data on relevant
example and problem pairs. The expert study was carried out after the user study
to collect judgments of domain experts for examples thats users have rated for each
problem.
The rest of the paper starts with an overview of the related work, from how exam-
ples are used for problem-solving in the ITS domain to the most common approaches
in information retrieval that could be used for finding similar examples and problems.
We then introduce the context of our work by explaining the platform that we use for
problem-solving support, namely jHelp. This platform was used in our online class-
room study, as well as the study that was conducted to collect rating data. Next, we
describe approaches that we used for finding similar examples for Java problems, fol-
lowed by the studies that we conducted to evaluate the helpfulness of each approach in
recommending examples for problems. After that, we present the results of our com-
parisons that were obtained using the rating data collected from the studies. Finally,
we close with a discussion of the results and plans for future work.
1http://www.sis.pitt.edu/~paws/ont/java.owl
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2. Related work
2.1. Example-based problem-solving in intelligent tutoring systems
One of the main challenges of intelligent tutoring systems (ITS) is to provide problem-
solving support when a student fails to correctly solve a problem (for example, a
programming problem). One way to provide this support is by using expert-crafted
worked-out examples that are isomorphic to the problem. Each worked-out example
consists of a problem formulation, solution steps, and a final solution. Studies have
shown that such examples are beneficial for the initial acquisition of cognitive skills
(Renkl et al., 2002), especially for novice learners (Kirschner et al., 2006). This finding
encouraged a range of projects that explored strategies for providing problem-solving
support by combining worked-out examples and problems (Gross et al., 2014; McLaren
and Isotani, 2011; McLaren et al., 2008, 2014; Najar et al., 2014; van Gog, 2011). How-
ever, the number of problems with worked-out examples is usually limited, as creating
worked-out examples for each problem requires a lot of authoring effort. Moreover,
sometimes the concepts that lead to failure can be better illustrated by a worked-out
example that is not isomorphic to the current problem. Whether one can find another
approach that would overcome the aforementioned challenges remains an open and
interesting question that our current work seeks to answer.
2.2. Similarity approaches for content linking
The idea to automatically connect two similar content items was first explored in
the area of educational hypertext under the term similarity-based navigation in the
pioneering work of Mayes and Kibby (Kibby and Mayes, 1989; Mayes et al., 1988).
The idea of their approach was to create links between documents that are similar on
the keyword level. Due to its low quality, keyword-level similarity-based navigation has
been replaced by several types of more reliable semantic linking, which are frequently
referred as intelligent linking in the area of hypertext.
The first type of semantic linking is known as metadata-based linking (Tudhope and
Taylor, 1997). The core idea of similarity-based navigation is the same as in keyword-
based linking: a similarity measure is computed between documents, and those with
similarity above a certain threshold are connected by a link. The metadata similarity
is calculated as a weighted measure of similarity along each facet of metadata. Since
metadata expresses semantic similarity (in contrast to the surface similarity that is
expressed by keywords) this approach typically produces higher quality links.
More recently, the focus of research on semantic linking has moved to ontology-
based linking. Ontology-based linking is possible when documents are indexed with
ontology terms, either manually or automatically. In this case, the process of finding
similar documents is more challenging, since it has to account for the position and
connections of ontological terms in the ontology. Hypermedia researchers extensively
explored ontology-based linking in the early 2000s (Carr et al., 2001; Crampes and
Ranwez, 2000) and the application of this technology for educational domain followed
in just a few years (Dolog et al., 2003).
In the programming domain, similarity has been mostly investigated using content-
level information. A recent example is the work of Gross et al. (2014), where Java
programming contents are linked based on the similarity of their corresponding ab-
stract syntax trees (ASTs). The syntax tree focuses on the whole body of examples
and problems. However, this approach may not be the most effective, since better
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similarity can be obtained by considering smaller fragments (structures) within the
content of examples and problems (Weber, 1991). An early example of this approach
was implemented in ELM-PE ITS for LISP programing (Weber and Mollenberg, 1994).
While it is known to be efficient, this approach remains one of the least explored, since
the original LISP research was based on advanced episodic learner modeling, which is
difficult to expand to other programming domains and more complex problems.
Motivated by the approach introduced in ELM-PE, the present work contin-
ues our past attempt to explore concept-based similarity approaches (Hosseini and
Brusilovsky, 2014), and was aimed at finding the best ways to calculate the ontology-
based similarity of programming items (i.e. problems and examples). Here, we will
refer to our similarity approaches as concept-based, since we treat terms of the on-
tology as programming concepts. Our similarity approaches are ‘automatic’, meaning
that they do not need an expert for designing isomorphic problem-example pairs. In-
stead, relevant examples for a problem are found by searching the space of learning
materials. At the same time, as compared to “episodic” approaches used in ELM-PE
(Weber and Mollenberg, 1994), our approaches are flexible enough to be applied to
different programming domains with relatively low effort. What makes this possible is
that these approaches rely on information about concepts associated with lines of the
code that are automatically extracted from the program code. We believe that these
similarity approaches could work for a range of code-related programming problems.
However, in our study, we focus solely on code comprehension problems (where stu-
dents are presented with a program code and asked to predict its output or the final
value of a variable) rather than on program composition problems (where students
have to write a code that performs a specific task).
3. The context of the work
The work on advanced similarity approaches presented in this paper was motivated
by our experience with our example-based problem-solving support system jHelp, an
online tool that provides students with an interface to access examples while they solve
programming problems in a Java course. The problems are parameterized code evalu-
ation exercises, which the subject could repeat several times with different parameters
(Hsiao et al., 2010). The problems also include automatic evaluation and feedback for
students that says whether the response was correct or incorrect. On the other hand,
examples are snippets of code that are enriched with line-by-line annotations that are
displayed when subjects click on each annotated line (Brusilovsky et al., 2009). When
a student fails to correctly solve a problem, jHelp recommends examples that could be
helpful for solving the problem. The example recommendation interface is shown in
Figure 1, where the left panel shows two recommended examples to the student who
failed to solve a problem. Student can select any of the recommended examples and
explore them line by line (see Figure 2).
We used jHelp in a Java programming course for several semesters with a few
relatively simple example recommendation approaches. To assess the quality of these
approaches, we augmented jHelp with a feedback mechanism by adding buttons to rate
the helpfulness of each recommended example for solving the original problem (see
bottom of Figure 2). While the students extensively used the recommended examples,
they rarely rated them. Since the volume of explicit feedback generated by the use
of jHelp in real classes was insufficient to reliably evaluate example recommendation
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Figure 1. A typical case of problem-solving support in jHelp. When a student fails at the ‘Comparing Strings’
problem, the system recommends relevant examples for that problem. ‘The original activity’ and ‘Recommended
activities’ on the left panel provide access to the problem and the list of recommended examples, respectively.
Figure 2. A recommended example selected by the student for the problem shown in Figure 1. A click on
the bullet that is located next to some of the code lines shows the annotation for the corresponding line in the
code. Here, the student confirmed that this example is helpful for solving the problem by clicking on the ‘Yes’
button.
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approaches, we designed a lab study to collecting subjective ratings on how helpful
examples are for the problems.
In the next section, we describe our proposed concept-based approaches in detail.
In the first step, we describe the process required for extracting concepts from pro-
gramming items. After that, we introduce how information about concept structures
can be used to calculate similarity between programming problems and examples.
4. Similarity approaches for linking problems and examples
Our idea of similarity-based linking of Java programming learning contents is based on
the ability of automatic extraction of ontology concepts from content items. Automatic
concept extraction is an active research area, with the majority of work focused on
concept extraction from text and Web pages (Carmel et al., 2012; Parameswaran et al.,
2010). This approach is most frequently used to connect documents to ontologies and
similar frameworks, like Wikipedia (Csomai and Mihalcea, 2008; Milne and Witten,
2008), but it could be equally useful for ontology-based linking between documents
(Carr et al., 2001; Wang and Taylor, 2007). However, the domain of programming offers
a more attractive source for concept extraction – programming code fragments exist
in the majority of learning content in this area, from textbook chapters to examples to
problems. The formal nature of programming code makes it easy to not only extract
a list of programming concepts used in the code, but also recognize the structure of
concepts used in the code; namely, which set of concepts are used together in each
sub-fragment of the code. We used these structures with the hope of finding items
with higher similarity.
4.1. Concept extraction from programming items
Our first step for identifying concept structures in programming items was to use
our concept extraction tool, called JavaParser (Hosseini and Brusilovsky, 2013). This
parser extracts a list of ontological concepts from the Java source code, using the PAWS
Java ontology mentioned earlier. It provides us with not only the concepts, but also
with detailed information about the location inside the code where the concept starts
or ends. As a result, the conceptual structure can be identified by lines or blocks of
code that have sets of adjacent concepts. Table 1 lists a set of concepts indexed by the
parser for the WhileDemo content shown in Figure 3. The concept “While Statement”
forms a block, and thus, has a different start and end line.
The parser helped us index a considerable volume of Java problems and examples.
After this step, we had a good knowledge of the concept structure within programming
items, and were ready to explore different ways of using this information in our main
task, which is finding good examples for programming problems.
4.2. Structural vs. non-structural approaches
The extracted content-concept mappings enriched with line information can be used
for similarity approaches in two different ways. One way is to consider the content
as one big chunk and to represent it with a vector of concepts that have appeared
inside it. Since this approach provides us with a big picture of the concepts, it will
hereafter be referred to as the ‘bag-of-concepts’ approach. Another way is to make
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Figure 3. The WhileDemo content
Table 1. Concepts extracted by JavaParser for WhileDemo content
Line Concept
1 Class Definition, Public Class Specifier
3 Method Definition, Public Method Specifier, Void Data Type
4 Integer Data Type, Simple Assignment Expression
5 Less Expression
5-7 While Statement
6 Post-Increment Expression
8 Java.lang.system.out.println, Actual Method Parameter, String Literal, String Addition
use of the structure of concepts in the content item to represent it with multiple
structure subtrees that each contain distinct concepts that have appeared together in
the same line or block. Since this approach captures existing concept structures in the
programming item, we will hereafter refer to it as the ‘concept-structure’ approach.
Figure 4 shows the concept-structure representation for the WhileDemo content, listing
all of its subtrees. Note that the While block creates three subtrees: one for the whole
block (including the line that includes the while statement), the content of the block,
and the line of the while statement.
In the following sections, we describe different structural and non-structural ap-
proaches and illustrate each of them with an example. In all of the cases, we consider
the content space shown in Table 2 with one problem (p1) and two examples (e1, and
e2). Problem p1 has two subtrees, and each example has only one subtree. Concepts
inside a subtree are separated by comma. We will show how each approach can be
used to find the similarity between problem p1 and example e1.
4.2.1. Non-structural similarity approaches
A non-structural concept-based similarity can be considered as a bag-of-concept ap-
proach that in its simple form could be identified by cosine similarity. Assuming that
P and E are the vector of concepts for the problem and example, cosine similarity is
defined as follows:
Table 2. Contents used as illustrative examples for non-structural and structural similarities
Content Code Concepts Subtrees
Problem p1
x++;
x--;
post increment; post decrement
(1) post increment
(2) post decrement
Example e1 print (x++); print; post increment (1) print, post increment
Example e2 return null; return; null (1) return, null
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Figure 4. Concept-structure representation for WhileDemo Content. A number in parentheses indicates the
concept’s line number in the program, as shown in Figure 3
Spe =
P · E
‖P‖‖E‖ =
N∑
i=1
Pi × Ei√√√√ N∑
i=1
Pi
2 ×
√√√√ N∑
i=1
Ei
2
(1)
where Spe is the similarity between the problem p and example e and ranges from 0
to 1, N is the length of the vectors, and where the concept vectors are weighted using
the tf-idf values of the concepts in the problem and example.
For example, the cosine similarity between problem p1 and example e1 in Ta-
ble 2 can be obtained as follows: In this case, the vector of concepts will be:
< post increment, post decrement, print >. By calculating tf-idf weights in the
given content space (3 contents) and weighting the vectors, we get the weighted vector
< 0.2, 0.5, 0 > for problem p1 and < 0.2, 0, 0.5 > for example e1. The cosine similarity
between p1 and e1 will be as follows:
Spe =
(0.2× 0.2) + (0.5× 0) + (0× 0.5)√
0.22 + 0.52 + 02 ×√0.22 + 02 + 0.52 = 0.14
An alternative approach is to determine the similarity based on the number of
matching and mismatching concepts between two programming items. For this pur-
pose, we use association coefficient, introduced in (Zhong et al., 1997). Assuming that
a is the number of concepts that are common to the problem p and example e (number
of matching concepts), and that b is the number of the concepts that are not common
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to them (number of mismatching concepts), the association coefficient between the
problem p and example e is defined as follows (ranging from −1 to +1):
Spe =
2a− b
2a+ b
(2)
So, for problem p1 and example e1 (see Table 2), there is one matching (a = 1) and two
mismatching concepts (b = 2). Thus, the association coefficient gives us the similarity
value of 0 as shown below:
Spe =
2× 1− 2
2× 1 + 2 = 0
4.2.2. Structural similarity approaches
There are different ways to use information about concept structures. One approach
is to represent structures as trees and then to compare them using tree edit distance
(TED) (Zhang and Shasha, 1989). The goal of this approach is to minimize the distance
between the subtrees in the two programming items; in this case, the problem and
example. The overall distance between the problem and example is obtained as follows:
Dpe =
N∑
i=1
min
j∈M
{TED(i, j)
wp,j
}+
M∑
j=1
min
i∈N
{TED(j, i)
we,i
} (3)
where Dpe is the weighted distance between problem p and example e (ranging from
0 to 1); N and M represent the total number of the subtrees in p and e, respectively;
TED is the tree edit distance between the given subtree i in the problem and j in
the example; wp,j is the sum of tf-idf values of the concepts in the example subtree j
for the problem p; and similarly, we,i is the sum of tf-idf values of the concepts in the
problem subtree i for the example e. The weighted distance Dpe is used to calculate
the similarity between the example and the problem as follows:
Spe = exp(−αDpe) (4)
where Spe is the similarity between the example e and problem p; and α is a coefficient
for the natural exponential function which we set on a trial-and-error basis to 0.01 as
it generates more meaningful similarities.
For example, in this case, the similarity between problem p1 and example e1 can
be obtained as follows: As shown in Table 2, p1 has two subtrees (1: post increment;
2: post decrement) and e1 has one subtree (1: print, post increment). Thus, we have
N = 2 and M = 1, and Equation (3) can be rewritten as follows:
Dpe =
TED(i = 1, j = 1) + TED(i = 2, j = 1)
wp,1
+
min{TED(j = 1, i = 1)
we,1
,
TED(j = 1, i = 2)
we,2
} (5)
The distance between the first subtree of p1 and the subtree in e1, TED(i = 1, j = 1)
or TED(j = 1, i = 1), is 1, and the distance between the second subtree of p1 and
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subtree of e1, TED(i = 2, j = 1), or TED(j = 1, i = 2), is 3. Also, the sum of the
tf-idf values of concepts in subtree of e1 for problem p1, wp,1 is 0.2. Similarly, the
sum of tf-idf values of the concepts in subtree 1 and 2 of the p1 for the example is
we,1 = 0.2 and we,2 = 0, respectively. By plugging these values into the equation, we
obtain Dpe = 25 and Spe = e
−0.25 = 0.78.
An alternate structural similarity approach lies in applying a tree-comparison
method based on subtree similarity (Zhong et al., 1997) to our task (i.e., finding
relevant examples for a problem). This approach is originally known as the webbing
matrix method (WMM). Assuming that a problem has N and an example has M
subtrees, a matrix of length N ×M can be created with N and M subtrees as the
row and column headings, respectively. The value of each element, Sij , represents the
similarity between subtree pi and ej . The similarity of 1 means that the problem and
example subtrees match exactly. When 1 appears in any element, asterisks will be
placed in all other elements of its column and row in the matrix (see Figure 5). This
means that if two subtrees, pi and ej , are exactly matched, other subtrees do not need
to be compared with either one of the two matching subtrees. An overall similarity
measure is defined by summing up all non-asterisked elements inside this matrix, as
follows:
Figure 5. An illustration of the webbing matrix method
S(p, e) =
N∑
i=1
M∑
j=1
α(Sij)Sij
N∑
i=1
M∑
j=1
α(Sij)
(6)
α(Sij) =
{
1 if Siy 6= 1 and Sxj 6= 1
0 if Siy = 1 and j 6= y or Sxj = 1 and i 6= x (7)
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x = 1, 2, . . . , N y = 1, 2, . . . ,M
where S(p, e) is the similarity between problem p and example e, and α(Sij) is a weight
function related to Sij . Asterisks are assigned a weight of 0 and the rest of elements
have a weight of 1. Here, Sij is based on the similarity of concepts in the two subtrees
pi and ej , and is obtained by using cosine similarity (Equation 1) or the association
coefficient (Equation 2).
To illustrate this further, consider the problem p1 and example e1 (see Table 2).
The WMM has one column that represents the subtree in e1, and two rows that
represent the two subtrees in p1. Assuming that association coefficient is used to find
the similarity between two subtrees, the similarity between the subtree 1 in p1 and
subtree of e1, (S11), will be 0.33, and the similarity between subtree 2 in p1 and
subtree of e1, (S21), will be -1. By applying Equation 6 we get a similarity value of
(0.33 + (−1))/(1 + 1) = −0.34.
4.3. Personalized approaches
Thus far, we have discussed similarity approaches that provide the same relevant ex-
amples for problems for all students. However, this approach might not produce good
examples, since students have different levels of domain knowledge and different learn-
ing goals. One of the questions that we would like to answer at this time is whether
personalizing the example selection based on student’s knowledge levels can recom-
mend more relevant examples than the corresponding non-personalized approaches.
Our first hypothesis is that it might be good to re-rank the list of examples selected
by a non-personalized approach, and to prioritize examples that will be easier for the
target students to understand because the concepts that they illustrate are better
known. An example to consider would be one in which the similarity approach returns
a ranked list of < e1, e2, e3 > that is ordered by a decreasing degree of similarity of the
example to the problem. If we re-order these examples according to the student’s level
of knowledge in the example’s concept, we may get a different order < e2, e1, e3 >,
meaning that the student has more knowledge in concepts of e2 and less knowledge in
concepts of e3. We assume that this would reduce the overall cognitive load and thus
lead to greater learning from examples.
An alternative to the re-ranking approach, which we refer to as the average ap-
proach, is to combine personalized ranking with a non-personalized ranking that aver-
ages the similarity value returned by each of the two approaches. For example, when
similarity values between examples and a problem is < e1 = 0.9, e2 = 0.8, e3 = 0.6 >
and student’s knowledge levels in the examples is < e1 = 0.5, e2 = 0.2, e3 = 0.6 >, the
final rank of the examples using average approach will be < e1 = 0.7, e2 = 0.5, e3 =
0.6 >.
Our second hypothesis is that examples are helpful when they target the particular
concepts within a problem that the student does not know. We wanted our approaches
to prioritize examples for a given problem, based on the level that each example could
contribute to learning the less-known concepts within the problem. We tried to in-
tegrate this hypothesis into our previously introduced non-structural and structural
similarity approaches. Remember that we used either cosine similarity or the associ-
ation coefficient for comparing bag-of-concepts (in the non-structural approach), or
subtrees of concepts (in the structural approach). Here, we need to modify these simi-
larity metrics to consider not only information about concepts, but also each student’s
knowledge levels.
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In particular, in cosine similarity scenarios (Equation 1), instead of using tf-idf
values for weighting the concepts, we define the weight of each concept to be the
amount that student can learn, such that lower knowledge level for a concept makes
the weight of that concept larger. In this case, the weight for the concept i is 1 − ki
where ki is the student’s knowledge level of concept i, has the minimum value of 0
(no knowledge) and asymptotically reaches 1 (maximum knowledge) (Yudelson et al.,
2007). This means that similarity between an example and a problem increases as
the number of matching concepts for which the student still lacks knowledge grows.
In other words, it favors examples that have more concepts that are similar to the
problem, but that have not yet been sufficiently learned.
When the association coefficient is used (Equation 2), instead of using the number
of concepts that are common and not common to the example and problem, we use
the degree to which these concepts can be learned. This way, examples are favored
when there are no mismatched concepts or when such concepts are already learned,
and there is more to be learned from the matched concepts. In this way, the number of
the mismatching concepts in the problems and examples that student does not know
is kept to a minimum. For this personalized approach, the two parameters a and b in
the association coefficient (Equation 2) are calculated as follows:
a =
∑
i∈Cp∩Ce
(1− ki) b =
∑
i∈Cp4Ce
(1− ki) (8)
where Cp ∩ Ce and Cp 4 Ce is the set of concepts common and not common to the
problem p and example e, respectively; and ki is the knowledge level of student in
concept i, has the minimum value of 0 (no knowledge) and asymptotically reaches
1 (maximum knowledge). The term 1 − ki is the amount that is not learned in the
concept i.
Besides using information about a student’s knowledge levels, we attempted to
consider the learning goal of the problem; namely, the course concepts that the problem
should support, according to the teacher’s intention. As a proxy for the learning goal,
we use all targeted concepts of the course topic to which the problem belongs (targeted
concepts of a topic are concepts that are introduced and learned within the topic).
Subtree similarity approaches (cosine similarity and association coefficient) use this
goal set for determining whether or not a concept should increase the similarity. In
cosine similarity approaches, concepts that are not in the goal set are assigned a weight
of zero. The association coefficient, on the other hand, treats concepts that are not in
the goal set the same way as the mismatching concepts.
To illustrate this further, consider a case where a personalized goal-based approach
is used for calculating the similarity value between a problem with concepts {x, y, w}
and an example with concepts {x, z, w}. Also, assume that the goal set contains only
one concept and is equal to {w}. In the case that association coefficient is used for
calculating the similarity value, the matching set of concepts will contain concepts
that appear both in the problem and example and are also in the goal set, which in
this case is {w}. On the other hand, the mismatching set of concepts will contain
concepts that did not appear in both problem and example or they were not in the
goal set, here {x, y, z}. Then, Equation 8 should be used to calculate a and b with
Cp ∩ Ce = {w} and Cp 4 Ce = {x, y, z}. Similarity value can be obtained by using
value of a and b in Equation 2.
When cosine similarity is used for calculating the similarity value, the concept vector
will be < Ix, Iy, Iw, Iz >, with each element Ij being an indicator for concept j and
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j ∈ {x, y, w, z}. The indicator Ij is zero if the concept j is not in the goal set, otherwise
it is equal to student’s lack of knowledge in concept j, i.e. 1 − kj (kj is student’s
knowledge level in concept j). Here, since the goal set contains only concept w, the
vectors of the problem and example will be < 0, 0, Iw, 0 > and assuming that student’s
knowledge level in concept w is 0.4, we get < 0, 0, 0.6, 0 >. This vector will be used as
vectors of P and E in Equation 1 to get the similarity value.
All of the aforementioned similarity approaches and summary of their characteristics
are presented in Table 3. For the sake of simplicity in the rest of the paper, we will
refer to each approach by its mnemonic.
Table 3. Characteristics and mnemonics of similarity approaches for finding relevant examples for problems
Approach (Mnemonic) Non-Structural Structural
Personalized
Goal-free Goal-based
Association coefficient (A) X
Cosine similarity (C) X
WMM with association coefficient (SA) X
WMM with cosine similarity (SC) X
Tree edit distance (ST) X
Re-ranking approach (PR) X
Average approach (PAVG) X
Personalized association coefficient (PA) X X
Personalized cosine similarity (PC) X X
Personalized WMM with association coefficient (PSA) X X
Personalized WMM with cosine similarity (PSC) X X
Personalized goal-based association coefficient (PGA) X X X
Personalized goal-based cosine similarity (PGC) X X X
Personalized goal-based WMM with association coefficient (PGSA) X X X
Personalized goal-based WMM with cosine similarity (PGSC) X X X
4.4. Correlation analysis of the suggested approaches
While we suggested a range of different similarity approaches above, the extent to
which they truly differ is unclear. It could be that some pairs of the approaches, while
looking different, in reality produce almost equivalent results. In this case, one of these
approaches could be excluded from further investigation. To see whether the proposed
approaches are similar, we measured (a) Kendall’s τ and (b) the overlap ratio between
the lists of the top five examples that are generated by each pair of approaches for
the questions that each subject attempted during the study. Figure 6 summarizes the
similarities between the recommendations that are made by each pair of approaches.
The value in each cell represents the mean±SD of the Kendall’s τ (Figure 6(a)) and
the mean±SD of the overlap ratio (Figure 6(b)) between the corresponding approaches
in the row and column. A light gray color denotes a lower value and a dark gray color
denotes a higher value.
Apparently, as we can see from either plot, each approach has the highest correla-
tion/overlap with itself and a considerably lower correlation with other approaches2.
All in all, Figure 6 suggests that all of the approaches in our study generate sufficiently
different lists of recommendations and could be considered to be distinct approaches
for selection of relevant examples for problems. Therefore, all of them are considered
in the comparative analysis.
2The personalized approaches depend on the student’s level of knowledge for generating ranked list of examples
for a problem; thus, their corresponding value on the diagonal is not equal to one.
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5. The study
To evaluate our recommendation approaches, we collected data in two different ways.
First, we ran a user study to collect student data that could be used to compare
similarity approaches. Second, we collected similar kind of data from experts. This
section explains how the data was collected, and presents results of an inter-rater
agreement and reliability analysis that was carried out to check the quality of the data
and ensure the validity of our evaluation.
5.1. User data collection study
5.1.1. Subjects
Participants in data collection were graduate and undergraduate students at the Uni-
versity of Pittsburgh and Carnegie Mellon University from several disciplines, includ-
ing engineering, information sciences, physics, and arts and sciences. Participants were
paid $12 per hour for their participation and the whole task lasted about 75 minutes
on average, with an approximate range of 30 to 150 minutes. During the study, from
January 2014 to March 2014, we recruited 42 participants and 2 pilot subjects.
5.1.2. The materials
Data collection used learning content for six Java topics: Variables and Operations,
Decisions and Boolean Expressions, Loops, Arrays, Classes and Objects, and Inheri-
tance. Each topic contained four problems and a set of examples. In total, there were
82 Java examples and 24 Java problems associated with these topics. Table 4 provides
details of the complexity of both problems and examples. We divided the problems
into two complexity categories (low-difficulty and high-difficulty) by comparing the
number of distinct concepts in a problem into a median of distinct concepts, which
was 15.5. A problem was labeled as a low-difficulty problem when it had 15 or fewer
concepts, and as a high-difficulty problem otherwise. Figure 7 illustrates instances of
a low- and high-difficulty problem. The problem code in Figure 7(b) depends on an
additional class, which is shown as a second tab in the problem interface. The study
also included a pretest with the goal of assigning students to topics of proper com-
plexity. The pretest consisted of eight questions on the target topics and was crafted
by a domain expert.
Table 4. Complexity of problems and examples in the study. In problems or examples that had additional
classes, the value of each variable reports the variable summed over all of the classes.
Problems (N = 24) Examples (N=82)
Mean (SD) Min Max Median Mean (SD) Min Max Median
Distinct concepts 21 (13.09) 10 52 15.5 16.12 (3.26) 8 25 16
Total concepts 55.92 (73.56) 10 223 22 26.6 (13.22) 13 68 21.5
Total lines 32.21 (38.28) 4 110 10 12.95 (10.64) 4 60 10
5.1.3. The procedure
The procedure for data collection was as follows: first, the subject had to read and sign
the consent form. Then, they were given the pretest and after that a brief description
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about the experiment was provided. In the next step, the subjects performed the
main task – problem answering and example rating. Each participant was asked to
work with three topics, based on their pretest scores; they had to solve all problems
allocated to these topics and rate the examples that jHelp recommended for each of
these problems.
Examples were presented to subjects in two contexts: context 1, after the subject
failed to solve a problem during the solving phase; and context 2, during the rating
phase at the end of the work with each problem before moving to the next problem.
In each phase, we asked users to react to the following statement: “The above example
is helpful for me to solve the exercise”. We used a four-point rating scale: not helpful
at all, not helpful, helpful, and very helpful, coded from zero to three, respectively.
The solving phase and the rating phase differed in two ways: first, in the number
of similarity approaches that were used to recommend examples for the problem, and
second, in whether the rating was required or not. The first solving phase simulated
the natural use of examples for help in problem-solving. To support this natural use,
subjects were not required to check more examples that they needed for problem-
solving, and even rating the examined example was optional. In this phase, if the
subject’s answer was incorrect, one similarity approach was randomly chosen and
used to select five relevant examples for the problem. The recommended examples
were presented to the subject in order of decreasing relevance, in a similar way as
Figure 2. The second “rating phase” started when the subject clicked the ‘Finish
Solving’ button in the problem window (See Figure 8). In this phase, the subject had
to rate the top two relevant examples selected by four approaches, with respect to
their helpfulness for the problem that was being solved. Overlapping examples were
removed in this context. The merged set of recommended examples was presented in
a random order to minimize any possible learning effects. Unlike the “solving phase”,
rating was mandatory in this phase to make sure that ratings were collected from
all subjects. However, the examples that were voluntary rated during the problem-
solving process were shown as already rated, and re-rating these was not required.
We used four essentially different similarity approaches (one approach from each of
the similarity categories: cosine similarity in the non-structural, tree edit distance in
the structural, and re-ranking and average approach in the personalized category) to
assure the collection of a sufficient number of rated examples for each problem that
we could later use in the evaluation.
5.2. Expert data collection study
We conducted a subsequent study to collect judgments of domain experts for evaluation
of similarity approaches from the prospects of experts. Three experts with experience
in teaching Java participated in the study. To make the expert dataset consistent with
the student dataset, expert data collection was set up to collect ratings of experts
for examples that subjects have rated for each problem. There were a total of 217
examples that were rated by subjects for the 24 problems. Each expert had to rate the
helpfulness of the examples for solving problems, using an interface similar to Figure
8. The number of examples that experts had to rate for each problem ranged from 6
to 13 with median at 8.5.
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5.3. Inter-rater agreement and reliability analysis
We explored agreement among raters and data reliability using a quadratic weighted
Kappa coefficient (κ) and Cronbach’s alpha (α), respectively. We started by calculating
the aforementioned statistics for all possible pairs of subjects. The mean quadratic
weighted Kappa between subject pairs was low (κ = 0.20), as was the mean Cronbach’s
alpha (α = 0.28).
To further explore whether agreement or reliability level relied on the user’s overall
knowledge of the domain, we classified subjects into two main groups by comparing
the pretest scores with the median score of 5 (see Table 5). Subjects with pretest
scores ranging from 0 to 4 were assigned to the low pretest group, and subjects with
score ranging from 5 to 8 were assigned to the high pretest group. The mean quadratic
weighted Kappa and Cronbach’s alpha between subject pairs were found to be low,
even as we looked at subjects with low and high pretest scores separately. Yet, high-
pretest students (κ = 0.24, α = 0.38) showed higher agreement and reliability, as
compared with low-pretest students (κ = 0.14, α = 0.18).
Table 5. Summary statistics for pretests
Min-Max Median Mean (SD)
Low (n=17) 0-4 2 1.65 (1.50)
High (n=25) 5-8 6 6 (0.82)
TOTAL (n=42) 0-8 5 4.24 (2.44)
To investigate the extent to which each subject agreed with the “crowd wisdom”,
we measured the agreement level and reliability between each subject’s ratings with
a majority vote of all subjects over all items (i.e., problem-example pairs) that the
subject has rated. The majority vote was the most frequent rating given to each item.
In cases of ties between ratings, the one with the lower relevance score was used.
Figure 9 illustrates the level of agreement and reliability between each subject and the
overall crowd wisdom. Each point in the plot represents one subject. We colored the
points in the figure based on the pretest group of subjects, with the dark gray point
representing a subject with a high pretest score and the light gray point representing
a subject with a low pretest score.
As the figure shows, the agreement between each subject and overall crowd wisdom
changes from poor (less than 0.2) to good (0.61–0.8). The reliability values differs
across subjects too, ranging from unacceptable (less than 0.5) to good (0.81–0.9).
While students in the high-pretest group tended to have a generally higher agreement
with overall crowd wisdom, the agreement and reliability level ranges from poor or
unacceptable to good in both the low- and high-pretest groups. We found no significant
difference either in the mean agreement or in the mean reliability between these two
groups.
This data points to the fact that some subjects rated the helpfulness of the same
example for a problem very differently from others and from the majority vote. This is
an important observation that suggests that the judgment of an example’s relevance
for a problem is a challenging task for students, and that it might also be challenging to
use student data as the key source for the evaluation of recommendation approaches.
This observation was one of the reasons for collecting and using expert data, in addition
to student data, in the evaluation process.
Inter-expert agreement was assessed by calculating quadratic weighted Kappa statis-
tics for all possible expert pairs and was expressed as the mean average. The mean
quadratic weighted Kappa showed a fair to moderate agreement of 0.51. Cronbach’s
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alpha indicated an acceptable inter-expert reliability as well (α = 0.78). This shows
that expert data is a more reliable source for evaluating example recommendation
approaches.
To explore the extent to which experts and subjects agree on their ratings, we cal-
culated the agreement between experts’ wisdom (majority vote) and subjects’ wisdom
(majority vote). The quadratic weighted Kappa in this case was 0.49, which indicates
a moderate agreement between experts and subjects’ wisdom. Interestingly, agreement
was good for the high-pretest subjects (κ = 0.61) while it only reached a fair level for
the low-pretest subjects (κ = 0.31). Similarly, when we looked at the overall reliability
of ratings, the reliability was acceptable only with high-pretest subjects (α = 0.76),
and was low when we considered all subjects together (α = 0.66) or subjects with low
pretests (α = 0.48). These observations demonstrate that collective opinion of subjects
with high pretest scores was closer to experts’ wisdom than the opinion of low-pretest
subjects. In other words, as also indicated in Figure 9, high-pretest students might be
more reliable raters as a group for our study.
6. Results of the comparative analysis
In total, we collected 2541 rated problem-example pairs for the 24 problems rated
by subjects in the user study. Table 6 provides a summary of the collected ratings
from the subjects. For the expert study, we collected a total of 651 ratings, which
consisted of 217 ratings from each of the three experts for the problem-example pairs
that were rated by subjects. To evaluate the helpfulness of each approach, we first
merged ratings that pointed to examples not helpful at all with not helpful examples
and then aggregated multiple judgments that were available for each problem-example
pair using the majority rule approach (Kazai et al., 2011, 2009; Voorhees and Tice,
2000). In cases of ties between two judgments for the same pair, the one with the
lower relevance score was used; and in cases of ties between three judgments, the
middle rating (helpful) was selected as the majority vote.
Table 6. Summary of the collected ratings from subjects, by problem complexity level
Problems #Raters #Distinct problem-examples pairs #Total problem-examples pairs
Low-Difficulty (N=12) 42 108 1660
High-Difficulty (N=12) 42 109 881
TOTAL 42 217 2541
To analyze the approaches from the prospects of subjects and experts, we considered
users’ and experts’ feedback for the top–3 example recommendations generated by each
approach for each problem used in the study. The choice of the top–3 was motivated
by our observations of student difficulties in distinguishing the most useful examples.
In this situation, recommending the top–3 examples might be the most appropriate
use of recommendation approaches and the most meaningful to evaluate. As explained
above, we treated the majority vote for each top–3 recommended examples as the
ground truth for the quality evaluation. Table 7 shows the number of user ratings
available for the top–3 recommended examples, generated by each similarity approach.
As the table data shows, a sufficient number of ratings were available to evaluate each
similarity approach. The number of distinct problem-example pairs available for the
evaluation of each approach ranged between 43 and 89 (with an average of 63.6). Note
that the number of pairs supported by experts’ ratings is the same as in the case of
17
subjects’ ratings, since the experts rated the same problem-example pairs that were
rated by subjects.
Table 7. Number of ratings available for the top–3 examples
selected by each approach for the problems in the study
Approach #Problems #Distinct problem-example pairs
A 24 58
C 24 70
SA 22 43
SC 23 45
ST 22 49
PR 20 56
PAVG 20 60
PA 24 85
PC 24 89
PSA 23 62
PSC 24 77
PGA 24 71
PGC 23 55
PGSA 24 69
PGSC 24 65
Since the collected data did not contain the relevance information for all possible
problem-example pairs, there were cases in which one or more examples among the
top–3 list selected by an approach for a problem had not been rated by any subjects. It
has been shown that metrics that can be reliably used for performance evaluation when
relevance data is incomplete include normalized discounted cumulative gain (nDCG),
Q-measure, and AP (Sakai, 2007; Sakai and Kando, 2008). Among these metrics, we
selected nDCG, one of the most popular evaluation metrics in the field of recommender
systems, to evaluate our approaches3.
We evaluated the proposed approaches using the data collected during both the
user and expert studies. We started by comparing the approaches that we used for
data collection. As mentioned earlier, we used cosine similarity in the non-structural,
tree edit distance in the structural, and the re-ranking and average approach in the
personalized category. The preliminary evaluation of these approaches using the nDCG
metric showed that personalized approaches in either the re-ranking or average form
performed worse than the other two approaches, and were therefore excluded from
later evaluations.
6.1. Expert evaluation
6.1.1. Majority vote analysis
We started the expert evaluation by comparing the performance of similarity ap-
proaches, based on the majority vote of the experts. We ran a mixed model to examine
the impact of each similarity approach on the performance, assessed by nDCG. The
model included nDCG as a response variable and had two factors: factor approach,
and factor problem complexity to control for the nDCG variations caused by prob-
lem complexity. The baseline of the approach factor, against which other approaches
were compared, was the association coefficient approach (A), as it was the simplest ap-
proach among the similarity approaches and only considered the frequency of concepts
in similarity calculations.
We found that the approach factor had a significant effect on nDCG (p < .0001).
Among the similarity approaches, only two personalized approaches that were variants
3Using AP and Q-measure for the evaluation did not substantially change the results.
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of cosine similarity, namely approach PC (p = .018) and PGSC (p = .001), had a
significantly higher nDCG than the baseline approach, association coefficient (A). The
positive effect of the personalized approach PA, a personalized variant of the asso-
ciation coefficient, reached only marginal significance (p = .076). Results from this
analysis are plotted in Figure 10 to show the predicted marginal means of nDCG for
each approach. This analysis, as illustrated in Figure 10, indicated that the majority
of experts gave the highest relevance ratings to the examples selected by the personal-
ized goal-based structural variant of cosine similarity (PGSC). The second and third
best-performing approaches were personalized variant of cosine similarity (PC) and
personalized variant of association coefficient (PA), respectively.
6.1.2. Distance analysis
We postulated that a good approach should generate a ranking of examples that is
comparable with a single expert’s view. The majority vote of three experts is usually
more reliable than an opinion of a single expert, but it is also a very high target
to reach. For example, it’s probably too much to demand that a recommendation
approach should be comparable to the majority vote of experts (namely, that it is
better than a single expert). We can argue that an approach could be considered to
be very good if it is at least as good as a single expert. To compare an approach to a
single expert, we select two of the experts as reference points, and then calculate the
distance of the third expert and each similarity approach (i.e., source points), from the
reference points. If the cumulative distance of an approach to reference experts is less
than the cumulative distance of source expert to reference experts, we can consider this
approach to generate rankings that is at least as good as a single expert’s judgment.
We define the distance between a reference expert and a ranking approach or a
reference expert and a source expert as an inverse function of the approach nDCG.
The distance between a reference expert and a ranking approach is calculated using
the expert’s ratings for example list generated by the approach for each problem. The
distance between a reference expert and a source expert is calculated in a similar way,
by considering the source expert to act like an approach. That is, we use the ratings of
the source expert to generate a ranked list of examples for each problem in descending
order, sorted by example helpfulness. Then, we use ratings of the reference expert to
evaluate that ranked list in terms of nDCG.
We compared the cumulative distances of different source points from two experts
by running mixed models with cumulative distance as the response variable, and source
points and problem complexity as the fixed factors. The latter factor was included in
the model to control for distance variations caused by problem complexity. The factor
source points had 14 levels, including one level for each similarity approach and one
level to represent the source expert. The base level in source points factor against which
the other categories were compared was the source expert. The effect of the source
point was found to be significant on cumulative distance (p < .0001). The only simi-
larity approach that had a significantly lower cumulative distance from the experts, as
compared to the baseline (i.e., source expert) was the personalized goal-based struc-
tural variant of cosine similarity, namely approach PGSC (p=.020) (See Table 8).
On the other hand, the association coefficient (A), cosine similarity (C), personalized
association coefficient (PA), personalized WMM with association coefficient (PSA),
personalized WMM with cosine similarity (PSC), personalized goal-based association
coefficient (PGA), personalized goal-based cosine similarity (PGC), and personalized
goal-based WMM with association coefficient (PGSA) were all significantly worse
19
than a single expert (i.e., had a higher cumulative distance from the reference ex-
perts compared to the source expert). The WMM with cosine similarity (SC) was
also worse than an expert, although the difference was only marginally significant.
Therefore, the approach that used student’s knowledge levels, the problem’s goal, the
problem’s structure, and applied cosine similarity for the calculation of subtree simi-
larity worked better than a single expert, in terms of inter-expert similarity. Similar
results were obtained when we used different pairs of experts as reference points.
Table 8. Parameter estimates and
standard errors in the mixed models
for examining the relationship between
cumulative distance of levels of the
source points from the reference ex-
perts, the base level was the source ex-
pert.
Approach Coef. SE P-value
A 0.035 0.011 **
C 0.053 0.011 ***
SA 0.010 0.011
SC 0.020 0.011 .
ST 0.015 0.011
PA 0.013 0.003 ***
PC 0.003 0.003
PSA 0.020 0.003 ***
PSC 0.016 0.003 ***
PGA 0.024 0.003 ***
PGC 0.014 0.003 ***
PGSA 0.038 0.003 ***
PGSC -0.006 0.003 *
. :< .1; ∗ :< .05; ∗∗ :< .01; ∗∗∗ :< .001
6.2. User evaluation
We conducted a mixed-model analysis to see the impact of approach on the nDCG
from the majority of the subjects’ point of view. Similar to the previous models, we
controlled for the nDCG variations caused by problem complexity, and the base level
in the approach factor was association coefficient approach (A).
The model showed a significant effect for approach on nDCG (p < .0001). The pre-
dicted marginal means of nDCG for each approach are shown in Figure 11. As the
figure shows, some approaches performed as well as association coefficient approach
(A) and some performed worse than it. More specifically, WMM with association co-
efficient (SA) (p = .022), WMM with cosine similarity (SC) (p = .014), personalized
association coefficient (PA) (p = .007), personalized cosine similarity (PC) (p < .001),
and personalized goal-based cosine similarity (PGC) (p = .065) were the approaches
that performed worse than the association coefficient (A). The difference between the
association coefficient (A) and other approaches was not significant. These results in-
dicate that subjects’ wisdom led to the selection of a different set of best-performing
approaches. Unlike experts who picked personalized cosine similarity (PC) and the
personalized association coefficient (PA) as second and third best and better than
the baseline association coefficient (A), subjects favored personalized cosine similarity
(PC) and the personalized association coefficient (PA) less than the association co-
efficient (A). However, the experts’ top performing approach, personalized goal-based
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WMM with cosine similarity (PGSC), was still among the top performing approaches
from the subjects’ perspective.
In addition to comparing the performance of different approaches, it is interesting
to compare their stability reflected by the confidence intervals. As could be observed in
Figure 11, the 95% confidence intervals are much smaller for the personalized than for
the non-personalized approaches. The expert evaluation data shows the same trend.
This gives us some evidence that personalized approaches accounting for student’s
position and needs within the current topic offer a more stable performance (from the
prospect of human judges) across a set of problems than non-personalized approaches.
7. Discussion
The current study investigated different approaches for recommending examples that
might be helpful for students who failed to solve a programming problem. We treated
the example recommendation problem as a problem of intelligent linking between
problems and examples and used the ideas of semantic-level similarity-based linking
to generate links between the target problem and different examples. To determine the
approach that offers the best recommendation performance, we explored a range of
concept-level similarity approaches that assess the similarity of problems and examples
in terms of programming concepts measured within small fragments (structures), as
well as within the content as a whole. In addition, we explored the value of considering
student factors, such as expected student’s knowledge levels and learning goal, as
defined by the student’s position in a course. Although our focus was on the Java
domain, our proposed approaches are applicable to other programming domains, as
long as fine-grained concepts are obtained for content items.
We evaluated the performance of various similarity approaches using relevance data
collected from users and experts. Analysis of expert data revealed that two person-
alized variants of the cosine similarity approach, personalized cosine similarity (PC)
and personalized goal-based WMM with cosine similarity (PGSC), performed signif-
icantly better than the simplest non-personalized approach, namely the association
coefficient (A). Among these two top-performing approaches, only approach PGSC
that considered both expected student’s knowledge levels and goal was found to gen-
erate a ranking of examples that is as good as a single expert’s judgment. Analysis of
user data, on the other hand, showed the approaches of cosine similarity (C), tree edit
distance (ST ), personalized WMM with association coefficient (PSA), personalized
WMM with cosine similarity (PSC), personalized goal-based association coefficient
(PGA), personalized goal-based WMM with association coefficient (PGSA), and per-
sonalized goal-based WMM with cosine similarity (PGSC) achieving comparable per-
formance to the simplest non-personalized approach, that of the association coefficient
(A), and other approaches as being inferior.
To sum up, the results of the user and expert study showed that the approach that
selects the most helpful examples for a problem is that of a personalized goal-based
WMM with cosine similarity; namely, approach PGSC, which calculates the similar-
ity of examples to a problem by (a) focusing on the examples that are similar to the
problem by the structure of the concepts rather than concept coverage (i.e., being a
structural similarity approach), (b) personalizing example selection to select examples
that match student’s knowledge levels and learning goal (i.e., being a personalized
similarity approach), and (c) calculating the concept-level similarity of the examples
to a problem using a cosine metric. In addition, our data showed that personalized
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approaches that selected remedial examples by considering student’s expected level of
knowledge and/or learning goal delivered more stable performance across a set of prob-
lems than non-personalized approaches. In other words, non-personalized approaches
could frequently produce poor recommendations. This is a serious concern in an ed-
ucational recommendation context where users are frequently not able to recognize
such poor recommendations.
While the analysis of both user and expert data points to personalized goal-based
WMM with cosine similarity (PGSC) as the best approach to use for remedial example
recommendation, it also stresses that the students’ majority vote was considerably
different from the experts’ vote. This is an important finding. The analysis of data
collected for our study shows that students’ opinion about example relevance should be
considered with caution. In particular, both the agreement among students and the
agreement between students and experts were considerably low. Given this data, it
was not evident to what extent students were able to distinguish the value of different
examples in helping to solve target problems. Our data also showed that as a group,
high-pretest students were much closer in their judgment to experts, although some
students in this group still had a considerably low agreement with the group as a whole.
This indicates that high-pretest students could be considered as a better source of data
for a study like ours than low-pretest students, yet not replacing the experts. The fact
that students are poor judges of what instruction is helpful is also mentioned in (Bjork
et al., 2013; Clark and Mayer, 2011).
We hope that the results of our study expand existing work on example-based
problem-solving for learning programming Gross et al. (2014); Weber (1991); Weber
and Mollenberg (1994). Adding to the earlier results reporting the benefit of using
examples as help in problem-solving, it provides some guidance in selecting or devel-
oping example recommendation approaches and offers specific solutions. Specifically,
our data points that it might be wise to prefer personalized approaches for remedial
example recommendations. Among the approaches that we explored in our study, the
personalized goal-based WMM with cosine similarity (PGSC) approach that accounts
for both expected student’s knowledge levels and learning goal delivered excellent per-
formance in expert evaluation and was comparable to other top approaches in user
evaluation. Thus, we believe that using personalized goal-based remedial example rec-
ommendations to help with problem-solving could improve computer science educa-
tion.
While our study helped us to select the best-performing approach, the study was
limited to a subset of possible ways to personalize similarity-based example recommen-
dations. Furthermore, the assumption that the usefulness of an example depends on
the similarity of the example code to the problem code is, to some degree, a simplistic
assumption. Although, the present work examined personalized similarity approaches
to account for differences in student’s knowledge needs, further studies of personal-
ized remedial recommendations should be performed to explore other personalization
ideas. Another limitation of our study is its lab-based nature. To properly explore
personalized recommendation approaches, we need data that has been collected in a
real classroom context. As mentioned above, jHelp has been used in real classrooms
for several semesters; however, the volume of collected relevance feedback is too low
to run a thorough evaluation. We do plan to continue data collection in the context
of regular classrooms and MOOCs, and hope to use this data in future attempts to
examine the influence of the top-performing recommendation approaches on students’
learning (rather than their acceptance of recommendations). Finally, we would like to
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investigate the extent to which the findings of this study can be generalized to more
complex coding assignments as well as other programming domains.
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Figure 6. Heatmap plots presenting mean±SD of (a) Kendall’s τ correlation and (b) overlap ratio, between
the top – 5 examples recommended by each pair of approaches
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(a)
(b)
Figure 7. An instance of a (a) low-difficulty and (b) high-difficulty problem in the study.
27
Figure 8. Ratings phase. Here, the subject rated the first recommended example as Helpful for the problem
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Figure 9. The agreement level and reliability between each subject and the wisdom of the crowd, as measured
by a weighted Kappa coefficient (a) and Cronbach’s alpha (b), respectively. The x-axis in each plot is in an
increasing order of the subject’s pretest score.
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Figure 10. Influence of similarity approaches on nDCG from the prospects of experts’ majority vote
.2
.4
.6
.8
1
1.
2
nD
CG
A C PA PC PG
A
PG
C
PG
SA
PG
SC PS
A
PS
C SA SC ST
Predictive Margins with 95% CIs
Figure 11. Influence of similarity approaches on nDCG from the prospects of subjects’ majority vote
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