Abstract. In this paper, the initial-value problem for integral-differential equation of the hyperbolic type in a Hilbert space H is considered. The unique solvability of this problem is established. The first order and the second order of accuracy difference schemes approximately solving this problem are presented. The convergence estimates for the solutions of these difference schemes are obtained. Theoretical results are supported by numerical example.
Introduction
Hyperbolic equations have wide range of applications in fluid dynamics, theory of elasticity, vibration theories, electromagnetics, electrodynamics, hydrodynamics, wave propagation, etc. [16, 17] . There is a great deal of work in constructing and analysing difference schemes for numerical solutions of hyperbolic differential equations [1, [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . In [2] , linear integral-differential equations of the hyperbolic type with two dependent limits have been studied. Various difference schemes for numerical solutions of these kind of equations were the subject of previous studies [2, [13] [14] [15] .
In this paper, we consider the initial value problem
B(ρ)u(ρ)dρ + f (t, u(t)), −1 ≤ t ≤ 1,
for semilinear integral-differential equation in a Hilbert space H with unbounded linear operators A and
B(t) in H with dense domain D(A) ⊂ D(B(t)).
We assume that A −1 and B(t) commute and satisfy
Various initial-boundary value problems for the integral-differential equation of hyperbolic type with two dependent limits can be reduced to the initial value problem (1) in a Hilbert space H. A function u(t) is called a solution of the problem (1) if the following conditions are satisfied:
i) u(t) is twice continuously differentiable on [−1, 1] . The derivative at the endpoints of the segment are understood as the appropriate unilateral derivatives.
ii) The element u(t) belongs to D(A) for all t ∈ [−1, 1], and the function Au(t) is continuous on [−1, 1].
iii) u(t) satisfies the equations and the initial conditions (1).
A solution of problem (1) defined in this manner will from now on be referred to as a solution of problem (1) in the space C(H) = C([−1, 1], H) of all continuous functions ϕ(t) defined on [−1, 1] with values in H equipped with the norm
We consider the problem (1) under the assumption that A is a positive definite self-adjoint operator with A ≥ δI, where δ > δ 0 > 0. In the present paper, the unique solvability of the initial-value problem (1) is obtained. The first order and the second order of accuracy difference schemes approximately solving the initial-value problem (1) are presented. The convergence estimates for the solutions of these difference schemes are obtained. Numerical illustrations for the simple test problem are provided.
Unique Solvability of Problem
and there is an L > 0 such that f satisfies the Lipschitz condition
for all u, v ∈ H. Then, there is a unique solution of the initial value problem (1).
Proof. The proof of the existence and uniqueness of the solution of problem (1) is based on the following formula
and the fixed point theorem. It is easy to see that the operator
By using a special value of λ in the norm
we can prove that F is the contraction operator on C * ([−1, 1], H). Indeed, applying (4), the triangle inequality and the following estimates
we have
where
note that the norms (3) and (5) are equivalent in C [−1, 1], H , which completes the proof of this theorem.
First Order of Accuracy Difference Scheme
We construct the first order of accuracy difference scheme
for approximate solutions of problem (1).
Theorem 3.1. Let u(t) be a solution of (1) . Assume that the requirements of the Theorem 2.1 are satisfied and
Then the difference scheme (6) has a unique solution and the following convergence estimate holds
where M * does not depend on τ.
Proof. Subtracting (1) from (6), we obtain the system of difference equations
is the convergence error of the difference scheme (6) and
By [10] , the first order of accuracy difference scheme
has the solution
τα,
where R = I + iτA
and
Since iτA 1/2 R = I − R and −iτA 1/2R = I −R, we have
and in the similar way
Then,
Putting (11) in (10), we obtain
Then, using (2) and the following estimates
Furthermore, from (9) we have
In a similar way, one can prove that
From (8) by using (2) and (4), we have
Furthermore, from (8) we have
Thus, using (16)- (19) in (12)- (15) gives us
Finally, using (20) and the theorem about the discrete analogue of a Gronwall type integral inequality with two dependent limits [], we obtain the estimate (7).
Second Order of Accuracy Difference Scheme
We construct the second order of accuracy difference schemewe consider
Theorem 4.1. Let u(t) be a solution of (1) . Assume that the requirements of the Theorem 2.1 are satisfied and 
Proof. Subtracting (1) from (21), we obtain the system of difference equations
where z k = u k − u(t k ) is the convergence error of the difference scheme (21) and
Now, the proof of estimate (22) is similar to the proof of estimate (7) and is based on the following results: −1, 1, . . . , N − 1.
Numerical Example
In this section, we shall validate our findings by numerical illustrations for simple test problem. We consider the initial-boundary value problem:
which has the exact solution u(t, x) = t 2 sin x. Firstly, applying the first order of accuracy difference scheme (6) to the problem (23), we have
The first order of accuracy difference scheme (24) is implemented for different values of M and N. The errors are computed by
where u k n represents the numerical solution at (t k , x n ). Table 1 shows the errors between the exact solution of the initial-boundary value problem (23) and the numerical solutions computed by using the first order of accuracy difference scheme (24) for different values of N and M. We observe that the scheme has the first order convergence as is it expected to be.
Error ∞ 1.65 × 10 Secondly, applying the second order of accuracy difference scheme (21) to the initial-boundary value problem (23), we get:
The second order of accuracy difference scheme (26) is implemented for different values of M and N. The errors between the exact solution of problem (23) and the numerical solution of the difference scheme (26) are computed by (25). Table 2 shows the errors between the exact solution of problem (23) and the numerical solutions computed by using the second order of accuracy difference schemes (26) for different values of N and M. We observe that the scheme has the second order convergence as is it expected to be. Table 2 : The errors between the exact solution of the initial-boundary value problem (23) and the numerical solutions computed by using the second order of accuracy difference scheme (26) for different values of N and M.
Conclusions
We considered the initial-value problem (1) for semilinear integral-differential equation in a Hilbert space H. We have proved that this problem has a unique solution. We constructed the first order and the second order of accuracy difference schemes approximately solving this problem. The convergence estimates for the solutions of these difference schemes were obtained. Numerical illustrations for the simple test problem were provided to support our theoretical results.
Finally, we note that higher order accurate difference schemes [11, 12] can be constructed and the convergence results for the solutions of these difference schemes can be established in the similar way.
