Abstract. One of the most successful approaches in automated planning is to use heuristic state-space search. A popular heuristic that is used by a number of state-space planners is based on relaxing the planning task by ignoring the delete effects of the actions. In several planning domains, however, this relaxation produces rather weak estimates to guide search effectively. We present a relaxation using (integer) linear programming that respects delete effects but ignores action ordering, which in a number of problems provides better distance estimates. Moreover, our approach can be used as an admissible heuristic for optimal planning.
Introduction
Many heuristics that are used to guide heuristic state-space search planners are based on constructing a relaxation of the original planning problem that is easier to solve. The idea is to use the solution to the relaxed problem to guide search for the solution to the original problem. A popular relaxation that has been implemented by several planning systems, including UNPOP [17, 18] , HSP [4, 5] , and FF [15] , involves using relaxed actions in which the delete effects of the original actions are ignored.
For example, FF estimates the distance between an intermediate state and the goals by creating a planning graph [3] using relaxed actions. From this graph, FF extracts in polynomial time a relaxed plan whose corresponding plan length is used as an inadmissible, but effective, distance estimate. One can transform this approach into an admissible heuristic by finding the optimal relaxed plan, also referred to as h + [14] , but computing such a plan is NP-Complete [8] . In order to extract the optimal relaxed plan one must extend the relaxed planning graph to level off [3] so that all reachable actions can be considered.
Although ignoring delete effects turns out to be quite effective for many planning domains, there are some obvious weaknesses with FF's relaxed plan heuristic. For example, in a relaxed plan no atom changes more than once, if an atom becomes true it remains true as it is never deleted. However, in a plan corresponding to the original problem an atom may be added and deleted several times. In order to improve the quality of the relaxed plan we consider a relaxation based on relaxed orderings.
In particular, we view a planning problem as a set of interacting network flow problems. Given a planning domain where states are defined in terms of n boolean or multi-valued state variables (i.e. fluents), we view each fluent as a separate flow problem, where nodes correspond to the values of the fluent, and arcs correspond to the transitions between these values. While network flow problems are computationally easy, what makes this flow problem hard is that the flows are "coupled" as actions can cause transitions in multiple fluents.
We set up an IP formulation where the variables correspond to the number times each action is executed in the solution plan. The objective is to minimize the number of actions, and the constraints ensure that each pre-condition is supported. However, the constraints do not ensure that pre-conditions are supported in a correct ordering. Specifically, for pre-conditions that are deleted we setup balance of flow constraints. That is, if there are m action instances in the plan that cause a transition from value f of fluent c, then there must be m action instances in the plan that cause a transition to value f of c. Moreover, for pre-conditions that are not deleted we simply require that they must be supported.
The relaxation that we pursue in this paper is that we are not concerned about the specific positions of where the actions occur in the plan. This can, to some extent, be thought of as ignoring the ordering constraints that ensure that the actions can be linearized into a feasible plan. An attractive aspect of our formulation is that it is not dependent on the length of the plan. Previous integer programming-based formulations for planning, such as [7, 9, 21] , use a step-based encoding. In a step-based encoding the idea is to set up a formulation for a given plan length and increment it if no solution can be found. The problem with such an encoding is that it may become impractically large, even for medium sized planning tasks. In a step-based encoding, if l steps are needed to solve a planning problem then l variables are introduced for each action, whereas in our formulation we require only a single variable for each action.
The estimate on the number of actions in the solution plan, as computed by our IP formulation, provides a lower bound on the optimal (minimum number of actions) plan. However, since solving an IP formulation is known to be computationally intractable, we use the linear programming (LP) relaxation which can be solved in polynomial time. We will see that this double relaxation is still competitive with other admissible heuristics after we add non-standard and strong valid inequalities to the formulation. In particular, We show that the value of our LP-relaxation with added inequalities, gives very good distance estimates and in some problem instances even provides the optimal distance estimate.
While the current paper focuses on admissible heuristics for optimal sequential planning, the flow-based formulation can be easily extended to deal with more general planning problems, including cost-based planning and oversubscription planning. In fact, a generalization of this heuristic leads to stateof-the-art performance in oversubscription planning with non-uniform actions costs, goal utilities as well as dependencies between goal utilities [2] . This paper is organized as follows. In Section 2 we describe our action selection formulation and describe a number of helpful constraints that exploit domain structure. Section 3 reports some experimental results and related work is described in Section 4. In Section 5 we summarize our main conclusions and describe some avenues for future work.
Action Selection Formulation
We find it useful to do the development of our relaxation in terms of multi-valued fluents (of which the boolean fluents are a special case). As such, we will use the SAS+ formalism [1] rather than the usual STRIPS/ADL one as the background for our development. SAS+ is a planning formalism that defines actions by their prevail-conditions and effects. Prevail-conditions describe which variables must propagate a certain value during the execution of the action and effects describe the pre-and post-conditions of the action.
To make the connection between planning and network flows more straightforward, we will restrict our attention to a subclass of SAS+ where each action that has an post-condition on a fluent also has a pre-condition on that fluent. We emphasize that this restriction is made for ease of exposition and can be easily removed; indeed our work in [2] avoids making this restriction.
Notation
We define a SAS+ planning task as a tuple Π = C, A, s 0 , s * , where While SAS+ planning allows the initial state, the goal state and the pre-conditions of an action to be partial, we assume that s 0 is a total state and that all preconditions are defined for all state variables on which the action has post-conditions (i.e. pre[c] = u if and only if post[c] = u). The assumption that s 0 is a total state is common practice in automated planning. However, the assumption that all preconditions are defined is quite strong, therefore, we will briefly discuss a way to relax this second assumption in Section 5.
An important construct that we use in our action selection formulation is the so-called domain transition graph [13] . A domain transition graph is a graph representation of a state variable and shows the possible ways in which values can change. Specifically, the domain transition graph DT G c of state variable c is a labeled directed graph with nodes for each value f ∈ V c . DT G c contains a labeled arc (f 1 , f 2 ) if and only if there exists an action a with pre[c] = f 1 and
The arc is labeled by the set of actions with corresponding pre-and post-conditions. For each arc (f 1 , f 2 ) with label a in DT G c we say that there is a transition from f 1 to f 2 and that action a has an effect in c.
We use the following notation. Moreover, we define the composition of two state variables, which is related to the parallel composition of automata [10] , as follows.
Definition 1. (Composition)
Given the domain transition graph of two state variables c 1 , c 2 , the composition of DT G c1 and DT G c2 is the domain transition graph DT G c1||c2 = (V c1||c2 , E c1||c2 ) where
and there exists an action a ∈ A such that one of the following conditions hold.
•
We say that DT G c1||c2 is the composed domain transition graph of DT G c1 and DT G c2 .
Example. Consider the set of actions A = {a, b, c, d} and set of state variables C = {c 1 , c 2 } whose domain transition graphs have V c1 = {f 1 , f 2 , f 3 }, V c2 = {g 1 , g 2 } as the possible values, and 
, are not subject to such a restriction and can be executed whenever possible. 
Formulation
Our action selection formulation models each domain transition graph in the planning domain as an appropriately defined network flow problem. Interactions between the state variables, which are introduced by the pre-, post-, and prevailconditions of the actions, are modeled as side constraints on the network flow problems. The variables in our formulation indicate how many times an action is executed, and the constraints ensure that all the action pre-, post-, and prevailconditions must be respected. Because we ignore action ordering, we are solving a relaxation on the original planning problem. Our relaxation, however, is quite different from the more popular relaxation that ignores the delete effects of the actions.
Variables. We define two types of variables. We create one variable for each ground action and one for each state variable value. The action variables indicate how many times each action is executed and the variables representing state variable values indicate which values are achieved at the end of the solution plan. The variables are defined as follows.
-x a ∈ Z + , for a ∈ A; x a ≥ 0 is equal to the number of times action a is executed.
-y c,f ∈ {0, 1}, for c ∈ C, f ∈ V c ; y c,f is equal to 1 if the value f in state variable c is achieved at the end of the solution plan, and 0 otherwise.
Objective function. The objective function that we use minimizes the number of actions. Note, however, that we can deal with action costs by simply multiplying each action variable with a cost parameter c a . Goal utilities can be dealt with by including the summation c∈C,f ∈Vc:f =s * [c] u c,f y c,f , where u c,f denotes the utility parameter for each goal.
Constraints. We define three types of constraints. Goal constraints ensure that the goals in the planning task are achieved. This is done by fixing the variables corresponding to goal values to one. Effect implication constraints define the network flow problems of the state variables. These constraints ensure that the effect of each action (i.e. transition in the domain transition graph) is supported by the effect of some other action. That is, one may execute an action that deletes a certain value if and only if one executes an action that adds that value. These constraints also ensure that all goals are supported. The prevail condition implication constraints ensure that the prevail conditions of an action must be supported by the effect of some other action. The M in these constraints denotes a large constant and allows actions with prevail conditions to be executed multiple times as long as their prevail condition is supported at least once. Note that, the initial state automatically adds the values that are present in the initial state.
-Goal constraints for all c ∈ C, f ∈ V c : f = s * [c]
One great advantage of this IP formulation over other step-based encodings is its size. The action selection formulation requires only one variable per action, whereas a step-based encoding requires one variable per action for each plan step. In a step-based encoding, if l steps are needed to solve a planning problem then l variables are introduced for each action.
Note that any feasible plan satisfies the above constraints. In a feasible plan all goals are satisfied, which is expressed by the constraints (2). In addition, in a feasible plan an action is executable if and only if its pre-conditions and prevail conditions are supported, which is expressed by constraints (3) and (4). Since any feasible will satisfy the constraints above, the formulation provides a relaxation to the original planning problem. Hence, an optimal solution to this formulation provides a bound (i.e. an admissible heuristic) on the optimal solution of the original planning problem.
Adding Constraints by Exploiting Domain Structure
We can substantially improve the quality of LP-relaxation of the action selection formulation by exploiting domain structure in the planning problem. In order to automatically detect domain structure in a planning problem we use the socalled causal graph [22] . The causal graph is defined as a directed graph with nodes for each state variable and directed arcs from source variables to sink variables if changes in the sink variable have conditions in the source variable. In other words, there is an arc in the causal graph if there exists an action that has an effect in the source variable and an effect or prevail condition in the source variable. We differentiate between two types of arcs by creating an effect causal graph and a prevail causal graph as follows ( [16] use labeled arcs to make the same distinction). 
= (V, E
prevail ) is a directed graph whose nodes correspond to the state variables of the planning task. Gprevail Π contains a directed arc (c 1 , c 2 ) if and only if there exists an action a that has a prevail condition in c 1 and an effect in c 2 .
By analyzing the effect causal graph, the prevail causal graph, and the domain transition graphs of the state variables, we are able to tighten the constraints of the integer programming formulation and improve the value of the corresponding LP relaxation. In particular, we add constraints to our formulation if certain (global) causal structure and (local) action substructures are present in the causal graphs and domain transition graphs respectively. Type 1 Domain Structure Constraints. The first set of domain structure constraints that we add to the action selection formulation deals with cycles in the causal graph. Causal cycles are undesirable as they describe a two-way dependency between state variables. That is, changes in a state variable c 1 will depend on conditions in a state variable c 2 , and vice versa. It is possible that causal cycles involve more than two state variables, but we only consider 2-cycles (i.e. cycles of length two). A causal 2-cycle may appear in the effect causal graph and in the prevail causal graph. Note that, since the effect causal graph is undirected, any edge in the effect causal graph corresponds to a 2-cycle. For every 2-cycle involving state variables c 1 and c 2 we create the composition DT G c1||c2 if the following conditions hold.
In other words, for every action a that has an effect in state variable c 1 (c 2 ) we have that a has an effect or prevail condition in state variable c 2 (c 1 ). This condition will restrict the composition to provide a complete synchronization of the two domain transition graphs. Now, for each composed domain transition graph that is created we define an appropriately defined network flow problem.
The corresponding constraints ensure that the two-way dependencies between state variables c 1 and c 2 are respected.
-Type 1 domain constraints for all c 1 , c 2 ∈ C such that DT G c1||c2 is defined and f ∈ V c1 , g ∈ V c2
Example. In order to provide some intuition as to why these constraints are important and help improve the action selection formulation, consider the following scenario. Assume we are given the set of actions A = {a, b} and the set of state
The effect implication constraint (3) allows the effect of action a support the effect of action b in c 1 , and it allows the effect of action b support the effect of action a in c 2 . However, in the composed domain transition graph, it is clear that neither action a or b can support each other. Hence, if actions a and b are selected in the solution plan, then the solution plan must include one or more other actions in order to satisfy the network flow constraints in the composed domain transition graph. Type 2 Domain Structure Constraints. The second set of domain structure constraints that we add to the action selection formulation deals with the structure given in Figure 4 . That is, we have an arc (c 1 , c 2 ) in the prevail causal graph that is not in a 2-cycle. In addition, we have a pair of actions a and b that have different prevail conditions in c 1 and different effects in c 2 , such that a supports b in c 2 .
Since actions a and b are mutex (action b deletes a post-condition of action a) they cannot be executed in parallel. Therefore, in a solution plan we must have that either a is executed before b, or that b is executed before a. If the solution plan executes a before b, then the network flow problem corresponding to state variable c 1 must have flow out of f 1 . On the other hand, if b is executed before a, then the network flow problem corresponding to state variable c 2 must have flow out of g 3 . These flow conditions may seem rather obvious, they are ignored by the action selection formulation. Therefore, we add the following constraints to our formulation to ensure that the flow conditions with respect to the domain structure given in Figure 4 are satisfied.
-Type 2 domain constraints for all c 1 , c 2 ∈ C such that (c 1 , Fig. 4 . Domain structure for type 2 domain structure constraints.
Experimental Results
In this section, we give a general idea of the distance estimates that both admissible and inadmissible heuristics provide on a set of planning benchmarks from the international planning competitions (IPCs). In particular, we will compare the results of our action selection formulation (with and without the domain structure constraints) with four distance estimates: (1) the admissible distance estimate given by a step based formulation that is very similar to Lplan [9] , (2) the admissible distance estimate h + , which represents the length of the optimal relaxed plan in which the delete effects of the actions are ignored [14] , (3) the inadmissible distance estimate h F F , which represents the relaxed plan heuristic of the FF planner [15] , and (4) the optimal distance estimate given by Satplanner [19] using the -opt flag.
We use Logistics and Freecell from IPC2, Driverlog and Zenotravel from IPC3, and TPP from IPC5. In addition, we included a few results on well known Blocksworld problems. We focus on these domains mainly because we assume that all pre-conditions are defined. There are several planning domains where this assumption does not hold which limits our experimentation. In Section 5, however, we briefly discuss how we can relax this assumption. All our tests were performed on a 2.67GHz Linux machine with 1GB of memory using a 15 minute timeout. The heuristics that use linear programming were solved using ILOG CPLEX 10.1 [11] , a commercial LP/IP solver. Table 1 summarizes the results. The results represent the distance estimate in terms of the number of actions from the initial state to the goals. LP and LP − shows the results of our action selection formulation with and without the domain structure constraints respectively. Lplan shows the results of a formulation that is very similar Lplan (the actual planner is not publicly available). They were obtained by running a step-based encoding that finds minimum length plans. The values in this column represent the plan length at which the LP-relaxation returns a feasible solution. h + shows the length of the optimal relaxed plan and h F F shows the length of FF's extracted relaxed plan. Finally, Optimal shows the results of Satplanner using the -opt flag, which returns the minimum length plan. Note that, Satplanner does not solve a relaxation, but the actual planning problem, so the values in this column represent the optimal distance estimate.
When comparing the results of LP with Lplan and h + , we see that in many problem instances LP provides better distance estimates. However, there are a few instances in the Freecell and Blocksworld domains in which both Lplan and h + provide better estimates. The action selection formulation does clearly outperform both Lplan and h + in terms of scalability and time to solve the LPrelaxation. Lplan, generally takes the most time to solve each problem instance as it spends time finding a solution on a plan length for which no feasible solution exists. Both Lplan and h + fail to solve several of the large instances within the 15 minutes timeout. The LP-relaxation of the action selection formulation typically solves all small and some medium sized problem instances in less than one second, but the largest problem instances take several minutes to solve and on the largest TPP problem instances it times out at 15 minutes.
When we compare the results of LP with h F F we are comparing the difference between an admissible and an inadmissible heuristic. The heuristic computation of FF's relaxed plan is very fast as it solves most problem instances in a fraction of a second. However, the distance estimate it provides is not admissible as it can overestimate the minimum distance between two states (see for example, driverlog7 and zenotravel6). The results that our action selection formulation provides are admissible and thus can be used in an optimal search algorithm. Moreover, in some problem instances the quality of our distance estimate is outstanding. For example, in the Logistics, Driverlog, and Zenotravel domains, the distance estimate given by LP equals the optimal distance in all problem instances for which Satplanner found the optimal solution.
Finally, when comparing the results of LP with LP − we see that the domain structure constraints help improve the value of the LP-relaxation in many problem instances except in instances in the Freecell and Blocksworld domains. Both these domains seem to have domain structure that we have not captured yet in our constraints. While this may seem like a problem, we rather take this as a challenge, as we believe that more domain structure can be exploited.
Related Work
Admissible heuristics for optimal planning (such as, minimize the number of actions in the solution plan or minimize the cost of the actions in the solution plan) are very scarce and often provide poor distance estimates. On the other hand, inadmissible heuristics are plentiful and have shown to be very effective in solving automated planning problems. HSPr * [12] is one of the few approaches that describes admissible heuristics for planning. HSPr * creates an appropriately defined shortest-path problem to estimate the distance between two states. Our work differs from HSPr * as we use linear programming to solve a relaxation of the original planning problem.
The use of linear programming as an admissible heuristic for optimal planning was introduced by the Lplan planning system [9] . However, the idea was never incorporated in other planning systems due to poor performance results. Lplan sets up an IP formulation for step-based planning. Thus, when the LP-relaxation of the IP has a solution for plan length l, but not for plan length l − 1, then the minimum length plan must be at least l steps long. The drawbacks with the LP-relaxation to a step-based encoding is that goal achievement can be accumulated over different plan steps. In general, the quality of the LP-relaxation of an IP formulation depends on how the problem is formulated ( [21] describe the importance of developing strong IP formulations in automated planning).
Conclusions
We described an integer programming formulation whose LP-relaxation can be used as an admissible heuristic for optimal planning, including planning problems that involve costs and utilities. In fact, in ongoing work we have successfully incorporated our LP-based heuristic in a search algorithm that solves oversubscription planning problems [2] .
Our action selection formulation and the heuristic it provides differs in two ways from other formulations that have been used in planning: (1) we do not use a step based encoding, and so, do not have to deal with a bound on the plan length in the IP formulation, and (2) we ignore action ordering, which provides a rather different view on relaxed planning than the more popular approach that ignores the delete effects of the actions.
The experimental results show that the action selection formulation oftentimes provides better distance estimates than a step-based encoding that is similar to Lplan [9] . It outperforms this step-encoding with respect to scalability and solution time, making it a viable distance estimate for a heuristic state-space planner. Moreover, in most problem instances it outperforms h + [14] , which provides the optimal relaxed plan length when delete effects are ignored. Hence, the relaxation based on ignoring action orderings seems to be stronger than the relaxation based on ignoring delete effects.
Unlike most admissible heuristics that have been described in the planning literature, we can use the action selection formulation to provide an admissible distance estimate for various optimization problems in planning, including but not limited to, minimizing the number of actions, minimizing the cost of actions, maximizing the number of goals, and maximizing the goal utilities. There are several interesting directions that we like to explore in future work.
First, we would like to relax the assumption that all preconditions are defined. This would allow us to create a general action selection formulation and tackle a much broader range of planning domains. We simply need to replace the current action variables with variables that represent the action effects the action prevail conditions. In case an action has one or more undefined pre-conditions we create one effect variable for each possible value that the pre-condition may take and introduce an extra prevail variable as well. We have a preliminary implementation of this general action selection formulation [2] , but have not yet extended it with the domain structure constraints.
Second, it would be interesting to analyze planning domains more carefully and see if there are more domain structures that we can exploit. We already have encountered two domains, namely Freecell and Blocksworld, that may suggest that other domain structures could be discovered.
