Fields
Definition 1. A field is an algebraic structure consisting of a set F and two operators "+ : F × F → F and "· : F × F → F (multiplication and addition, respectively) defined over pairs from F and satisfying the following properties for any a, b, c ∈ F: 
Agreements, notation:
• a · b is often written as ab
• multiplication precedes addition, so ab + cd means (ab) + (cd)
• a · a is denoted as a 2 , a · a · a as a 3 , and so on
• a + a is denoted as 2a, a + a + a as 3a, etc.
Example 1.
• R (real numbers) is a field
• Q (rational numbers) is a field
• C (complex numbers) is a field
• N (natural numbers) is not a field because, e.g. 3 has no additive inverse
• Z (integer numbers) is not a field because, e.g. 2 has no multiplicative inverse
• Z p (integer residues modulo p) is a field, if p is prime. Operations: • Z 4 is not a field because 2 has no multiplicative inverse
If all requirements in Definition 1 are satisfied except for (M1) and (M4), the structure is called ring. If all requirements are satisfied except for (M4), the structure is called commutative ring. For example, Z 4 is a commutative ring.
Let us prove some simple properties of fields. In all of them we assume a, b, c ∈ F. 6. For a = 0 and any integer i ≥ 1, a i = 0.
Proof. Write a, a 2 , a 3 , . . . . By contrary, let i be the smallest power such that a i = 0. Then a i−1 = a i a −1 = 0 · a −1 = 0. We have obtained that even smaller power of a, i.e. i − 1, gives zero. Contradiction.
7. If F is finite then there exists integer power k, 1 ≤ k ≤ |F|−1, such that
Proof. Write a, a 2 , a 3 , . . . All of them are in the set F \ {0}, which is finite.
Let i and j, i < j, be the smallest possible integers such that a i = a j . Obviously, 1 ≤ i < j ≤ |F| and denote k j − i, 1 ≤ k ≤ |F|−1. Then
If F is a field, the set F \ {0} together with field operation "· is called the multiplicative group of F.
Note that in a multiplicative group every element has a multiplicative inverse.
Definition 4.
A multiplicative order of an element a ∈ F, denoted by o(a), is the smallest positive integer such that a o(a) = 1. Example 2. Consider F 7 .
Inverses: 2 · 4 = 3 · 5 = 6 · 6 = 1 · 1 = 1. a 6 = 1 for any a ∈ F 7 .
Consider powers of 3: We can see that for any a ∈ F \ {0}, it holds that o(a) | (|F|−1). This general fact will be proved in one of the homework assignments.
Theorem 1. Let F be a finite field. For any a ∈ F, it holds that
Proof. Will be proved in one of the homework assignments. 
Proof. If a ≡ 0 (mod p), the statement is trivial. Thus further assume a 0 (mod p).
Write a, 2a, 3a, . . . , (p − 1)a.
First, we note that for all integers k = 1, 2, . . . , p − 1, a k 0 (mod p), since both k and a share no divisors with p.
Second, all a, 2a, . . . , (p − 1)a are distinct after reducing modulo-p. Indeed, if we assume ka ≡ ma (mod p) and multiply both sides by a −1 , we get k ≡ m (mod p).
Therefore, (1) is a rearranged sequence 1, 2, . . . , p − 1. Hence,
We note that gcd((p − 1)! , p) = 1 therefore we can multiply both side by ((p − 1)! ) −1 and we get: a p−1 = 1 (mod p).
Polynomials
Definition 5. Polynomial over a field F in the indeterminate x is a formal expression of the form
where n is a non-negative integer, and coefficients a 0 , a 1 , . . . , a n ∈ F.
We say that two polynomials are equal if they agree on non-zero coefficients. Zero polynomial is a polynomial whose coefficients are all zeroes. The degree of the polynomial (2) is the largest index i for which a i = 0 (note that we don't require in (2) that a n = 0). Notation: deg a (or deg a(x)).
Note. Degree of the zero polynomial is usually not defined. Although sometimes it can be (carefully!) seen as −∞.
Some properties:
-set of all polynomials over F of degree at most n. F[x] -set (ring) of all polynomials over F.
A non-zero polynomial is called monic if the non-zero coefficient with the largest index is 1.
Definition 6. The value of the polynomial (2) at x = β (β ∈ F) is the element of the field equal to a 0 + a 1 β + a 2 β 2 + · · · a n β n .
We can add, subtract and multiply polynomials in a natural way.
Division of polynomials with remainder
Let a(x) and b(x) = 0 be two polynomials. We can always write
where deg r < deg b. We call q(x) a quotient and r(x) a remainder.
Proof. Assume, to the contrary, that there are two different representations:
where deg r 1 < deg b and deg
which cannot hold for the zero polynomial. Alternatively, if q 1 (x) = q 2 (x), we immediately obtain that r 1 (x) = r 2 (x).
Definition 7. If in (3) r(x) = 0, we say that a(x) divides b(x) and write
is the same as saying that
Since r(x) is unique in (3), we will sometimes denote an operation of taking a remainder:
Euclid's algorithm for computing gcd of two polynomials
In this section, we talk about Euclid's algorithm, an efficient method to find the greatest common divisor of two polynomials.
Definition 8. The greatest common divisor (gcd) of polynomials a(x) and b(x) is the polynomial d(x) of highest possible degree that divides both a(x) and b(x).
Note. The gcd is not uniquely defined, as we can always multiply d(x) by a non-zero constant. However, the gcd in unique if we require it to be monic.
The Euclid's algorithm is based on the following property.
Lemma 2.
Divide with a remainder two polynomials, a(x) and b(x):
Proof. Assume that a polynomial f (x) divides both a(x) and
. Then it also divides r(x), because we can re-write:
which is obviously divisible by f (x). Analogously, assume that a polynomial g(x) divides both b(x) and r(x), then it obviously divides also a(x). Therefore, each common divisor of a(x) and b(x) is also a divisor of r(x), and vice versa. Since sets of common divisors are the same, the gcd is also the same.
Note. From Lemma 2, we get that
Example 3. Consider polynomials a(x) = x 4 + x 2 + x + 1 and b(x) = x 3 + 1 over the field F 2 . Let us find their gcd with Euclid's algorithm .
Therefore,
).
Further, next iteration is as follows:
Which gives the next equality:
Next,
.
The last non-zero remainder is the gcd:
Lemma 3. For two polynomials a(x) and b(x), there always exist two polynomials s(x) and t(x), such that
We actively use here the fact that for any α, β ∈ F 2 , it holds that
Proof. From Euclid's algorithm (and with the same notation), we can represent:
If we continue in the same fashion (i.e. substitute r t (x) by an expression "linear" in r t−1 (x) and r t−2 (x)), we will get an expression "linear" in r −1 (x) = a(x) and r 0 (x) = b(x). The corresponding polynomials can be taken as s(x) and t(x).
Solution.
by (x − β) with a remainder:
where r is a polynomial of degree 0, i.e. a constant. Take x = β:
From this we obtain that r = 0 and (x − β) | a(x).
Irreducible polynomials
it holds that either deg a(x) = 0 or deg b(x) = 0.
Example 4. x 2 + 1 is irreducible over R. Indeed, assume to the contrary, that it is reducible, therefore, for some α, β ∈ R, it can be expressed:
Take x = α:
This contradiction proves that x 2 + 1 is indeed irreducible over R.
Example 5. Let us construct irreducible polynomials over F 2 of degree up to 2. deg = 1 : x and x + 1 are clearly irreducible.
The following polynomials are reducible:
By contrast, x 2 + x + 1 is irreducible. We can show this by showing that it has no roots. Since there are only 0 and 1 in F 2 , we can check them explicitly:
A general form of the polynomials is
From this requirements we get two irreducible polynomials: x 3 + x 2 + 1 and x 3 + x + 1.
Note. Irreducible polynomials play a role in F[x] that is similar to that of prime numbers in Z. One can find all the irreducible polynomials up to a desired degree by using sieve of Erathosthenes (similar to prime numbers).
Proof. Since gcd(a(x), b(x)) = 1, there are (cf. Lemma 3) polynomials s(x) and Proof. Let a(x) be a monic polynomial over F. Assume to the contrary of the theorem statement that there are two different factorisations:
where m ≥ n and p i (x) and q j (x) are monic irreducible polynomials. Take p n (x). From (4), p n (x) divides m j=1 q j (x). Applying Lemma 4, we obtain that p n (x) | q j 0 (x) for some j 0 , 1 ≤ j 0 ≤ m. But since both p n (x) and q j 0 (x) are irreducible, they are equal: p n (x) = q j 0 (x). Therefore, we can divide by this polynomials both products in (4). After re-numbering q j (x), we have
Continuing in the same fashion, we obtain
and therefore m = n and sets {p i (x)} and {q j (x)} in (4) coincide.
Extension fields
Let F be a field and p(x) an irreducible polynomial of degree h over F. Consider the ring of residues of polynomials in F[x] modulo p(x), denoted F[x]/p(x). We will show now that this ring is also a field.
Proof. All the requirements in Definition 1 are easy to show. Although (M4) (multiplicative inverse) requires more explanations.
Then gcd(a(x), p(x)) = 1 and we can represent:
By taking residuals modulo p(x), we obtain
Therefore s(x) mod p(x) is a multiplicative inverse of a(x) modulo p(x).
Definition 10. Let F = (F, + F , · F ) and Φ = (Φ, + Φ , · Φ ) be fields. We say that Φ is an extension field of F if F ⊆ Φ and the operations + Φ , · Φ coincide with operations + F , · F , respectively, when acting on elements of F.
Theorem 5. An extension field Φ of F is a vector space over F.
Definition 11. The extension degree of Φ over F is the dimension of Φ as a vector space over F.
is an extension field of F with extension degree h.
Example 6. Take F = R, the field of real numbers, and the irreducible over R polynomial p(x) = x 2 + 1. Then R[x]/(x 2 + 1) is an extension field of R of degree 2.
The sum of two elements:
The product of two elements:
If we change the variable x to i, we get exactly the definition of the field of complex numbers C (with i = √ −1 denoting imaginary unit):
Therefore, in our notation, C = R[i]/(i 2 + 1).
Example 7. Consider F 2 [β]/(β 3 + β + 1). We use β here to stress that β is both a variable in a polynomial and also an element of the extension field, as well as any other polynomial from F 2 [β]/(β 3 + β + 1).
One important observation is that
which leads to β 3 = β + 1 (mod (β 3 + β + 1)).
Elements of F 2 /(β 3 + β + 1) are three-fold. We can represent them as powers of β, as residue polynomials modulo β 3 + β + 1, and as coordinates of the vector space in the basis (β 2 , β, 1). We collect these representations in Table 1 . 
Note. We could use another irreducible polynomial, e.g. 
Roots of polynomials
Definition 12. Let F be a field and Φ its extension. An element β ∈ Φ is a root of a polynomial a(
Note. The polynomial a(x) in the definition has coefficients from F only. But it can have additional roots in the extension field Φ. Analogously, x 3 + 2x 2 + 2x ∈ R[x] has only one root in R, x 0 = 0. But in C, it has also roots x 1,2 = −1 ± i.
In Example 7 above, β, β 2 , and β 4 = β 2 + β are roots of p(x) = x 3 + x + 1:
Proof.
Then a(β) = 0 iff c = 0.
This course does not go further in explanations about equivalence of these fields.
Example 9. x 3 + x + 1 = (x − β)(x − β 2 )(x − β 4 ).
Thus, while x 3 + x + 1 is irreducible over F 2 , it is reducible over F 3 2 .
Theorem 7. Let F be a finite field. Then
Proof. From Theorem 1, we have that α |F| = α for all α ∈ F. This means that any element of F is a root of x |F| − x. Therefore, by Theorem 6, (x − α) divides x |F| − x for every α ∈ F.
The rest follows from the fact that both LHS and RHS are monic of the same degree.
Definition 13. The multiplicity of β in a(x) is the largest integer m such that (x − β) m | a(x). The root is called simple if its multiplicity equals 1.
Theorem 8.
A polynomial of degree n ≥ 0 over a field F has at most n roots (counting multiplicities) in every extension field of F. Then, by distributivity, we can re-write it like the following:
Since product of two elements is zero, one of them is necessarily zero. Therefore, either m or n is a true characteristic. This contradiction shows that s should be prime indeed.
Problem 3. Let F be a finite field of characteristic p. Show that for every α, β ∈ F,
Recall that p is prime. Therefore, if 1 ≤ i ≤ p − 1, the numerator is divisible by p, and denominator is not. Hence, all binomial coefficients above are multiples of p except for i = 0, i = p and the statement is proved.
Problem 4. Show that if F is a finite field of characteristic p then for every α, β ∈ F and any integer m ≥ 0,
4 Problem-solving practice sessions
Finite fields
As it was stated in Theorem 9, each field has a primitive element. Elements 0 and 1 are obviously not primitive in any field. But what about other elements?
The next lemma discuss one particular case.
Problem 5. Let m be an integer greater than 1. Show that all elements in F 2 m \ {0, 1} are primitive iff 2 m − 1 is a prime.
Solution.
⇐) Let 2 m − 1 be a prime number. Take α ∈ F 2 m \ {0, 1}. Assume, by contrast, that α does not generate all elements in F * 2 m = F 2 m \ {0}. Then α i = α j for some 1 ≤ i < j ≤ 2 m − 1. Take k j − i ≤ 2 m − 1 and consider α k = 1. Note also that k > 1, as otherwise we would have α 1 = α = 1.
We have just shown that there exists k ∈ {2, 3, . . . , 2 m −1} such that α k = 1. If such k is not unique, take the smallest among them. Now divide 2 m − 1 by k with residue:
Therefore, it also holds that
Thus, we have just found r < k, although we assumed k was the smallest possible integer with the property α k = 1. This contradiction proves that α does generate all elements of F * 2 m .
⇒) Suppose, to the contrary, that all elements in F 2 m \ {0, 1} are primitive but 2 m − 1 is not prime. Then 2 m − 1 = ns for 1 < n < 2 m − 1, 1 < s < 2 m − 1.
Take some primitive element β ∈ F \ {0, 1} and consider
Consider element α = β s ∈ F\{0, 1}. We have just shown that α n = β ns = 1 therefore o(α) ≤ n < 2 m − 1 and hence α is not a primitive element. Contradiction.
Problem 6. Let F = F q be a finite field, q is even. Show that (−1) = 1.
Solution. For every α ∈ F * q , α q−1 = 1. In particular, (−1) q−1 = 1. On the other hand, (−1) 2 = (−1) · (−1) = −(−1) = 1. Then,
. . .
In particular, for even q, (−1) q−1 = −1. Therefore, −1 = 1.
Such primes are called Mersenne primes.
Solution. (Alternative)
For any element α ∈ F q , we have that either α = −α, or α = −α. And in any case, −(−α) = α. Therefore, we can split all elements of the field into pairs or singletons: (α, −α).
Since |F * q |= q − 1 is odd, there should be at least one element β ∈ F * q such that β = −β. Multiplying this equality by β −1 = 0, we obtain that 1 = −1.
Problem 7. Let F = F q and q is a power of an odd prime. Let α be a primitive element of F. Show that to obtain that α q−1
But this is not possible, as α is a primitive element.
Problem 8. Let α 1 , α 2 , . . . , α q−1 be non-zero elements in F = F q . Show that
Solution. Let β be a primitive element of F. Then β 1 , β 2 , . . . , β q−1 are all non-zero elements of F.
If q is odd then β q−1 2 = −1 and β
If q is even then β q(q−1) 2 = (β q−1 ) q /2 = 1 q /2 = 1 = −1 (because the characteristic is 2 for even q).
General linear codes
Problem 9. Let C 1 , C 2 be two linear codes of length n over F, and let G 1 , G 2 be their generator matrices. Define the codes
And denote the parameters of a code
(1) Show that C 3 is linear iff either C 1 ⊆ C 2 or C 2 ⊆ C 1 .
Solution.
⇐) Assume (w.l.o.g.) that C 1 ⊆ C 2 . But then C 1 ∪ C 2 = C 2 , which is linear.
⇒) If C 1 C 2 and C 2 C 1 then there exist c 1 ∈ C 1 \ C 2 and c 2 ∈ C 2 \ C 1 . Both c 1 , c 2 ∈ C 3 . Consider c 1 + c 2 . Firstly, c 1 + c 2 / ∈ C 1 , since c 2 / ∈ C 1 . Secondly, c 1 + c 2 / ∈ C 2 , because c 1 / ∈ C 2 . Therefore c 1 + c 2 / ∈ C 3 , and C 3 is not linear.
(2) Show that the code C 4 is linear.
Proof. Take any z 1 , z 2 ∈ C 4 and α, β ∈ F. Since z 1 , z 2 ∈ C 4 , they both are in C 1 and C 2 too. Therefore, by linearity of the codes C 1 and C 2 , αz 1 + βz 2 ∈ C 1 and αz 1 + βz 2 ∈ C 2 . Hence, αz 1 + βz 2 ∈ C 1 ∩ C 2 = C 4 (3) Show that the code C 5 is linear.
Proof. Take two arbitrary codewords z 1 , z 2 ∈ C 5 . Due to definition, there exist c 1 , d 1 ∈ C 1 and c 2 , d 2 ∈ C 2 , such that
Also, for any α ∈ F,
(4) Show that the code C 6 is linear.
Proof. As usually, take two arbitrary codewords z 1 , z 2 ∈ C 6 . Due to definition, there exist c 1 , d 1 ∈ C 1 and c 2 , d 2 ∈ C 2 , such that
Then,
Proof. If k 4 > 0 then C 4 consists of at least two codewords, and the minimum distance of C 4 , d 4 if properly defined. Take two c 1 , c 2 ∈ C 4 such that d(c 1 , c 2 ) = d 4 . We have:
Combining these results, we obtain that
Proof. Take c ∈ C 1 such that w(c) = d 1 . If we represent c = c
Combining these two results, we obtain
Proof. For each c ∈ C 5 there is at least one pair c 1 ∈ C 1 , c 2 ∈ C 2 , such that c = c 1 + c 2 . (However, a different pair c 1 ∈ C 1 , c 2 ∈ C 2 can produce the same c, if c 1 + c 2 = c 1 + c 2 .) Therefore, by combinatorial rule of multiplication, |C 5 |≤ |C 1 |·|C 2 |.
Let q = |F|. Then |C 1 |= q k 1 , |C 2 |= q k 2 , and |C 5 |= q k 5 . Hence, q k 5 ≤ q k 1 q k 2 , and
Problem 10. Let C be a linear code over F 2 with the parity-check matrix Solution. n = 9.
All rows are linearly independent. Hence, n − k = 6 and k = 3.
Consider some codeword c = (c 1 , c 2 , c 3 | c 4 , c 5 , c 6 | c 7 , c 8 , c 9 ) ∈ C. From the first row of H we obtain that c 1 + c 2 = 0, i.e. c 1 = c 2 (we work over In other words, the general codeword from C has the following form:
Therefore, if c = 0, at least one of c 1 , c 4 , c 7 is 1 and the weight of the codeword is at least 3.
On the other hand, since there are no all-zero columns in H, and there are no two columns that sum up to the all-zero column (i.e. there are no two equal columns, as we work over F 2 ). Therefore, d ≥ 3. Combining these two results, we obtain that d = 3.
(2) Find any generator matrix of C.
From the previous, we know the general form of the codeword. If we find three (as k = 3) linearly independent codewords from C, we can form a generator matrix from them. Let us set c 1 , c 2 , c 3 to 1 one by one (and all the others set to 0). From these three codewords we construct the matrix: Since rank G = 3, this matrix is indeed a generator matrix of C.
Solution. (alternative)
We can also use the general approach, i.e. find a matrix G from the general equation for the parity-check and a generator matrices:
where O (n−k)×k is the (n − k) × k all-zero matrix.
If we define rows of G as g 1 , g 2 , and g 3 , the equation becomes 
Finally, if we set g 1 = 1, g 2 = g 3 = 0, we obtain a codeword g = (111000000). Alternatively, we get two other codewords: (000111000) and (000000111). They form a full-rank matrix (the same as in the previous solution). Hence, it is a generator matrix indeed.
(3) Find largest t such that any error pattern of size up to t will be corrected by the nearest neighbour decoder.
(4) A codeword c ∈ C is transmitted. The word y = (101010101) is received. What will be the output of the nearest-neighbour decoder when applied to y?
Solution. All bits in each block (c 1 , c 2 , c 3 ), (c 4 , c 5 , c 6 ), and (c 7 , c 8 , c 9 ) are equal. Therefore,
Lines here are just for stressing the structure of the matrices.
(5) Given that the result is the correct codeword, how many errors the nearestneighbour decoder corrects in this case? How is that consistent with part (3)?
Solution. 3 errors. There is no contradiction. The decoder corrects any error pattern of size up to 1, but sometimes it can correct more than 1 error.
Hamming and Reed-Müller codes
Problem 11 (Hamming code). Let m > 1 and C be an [n, n − m, 3] Hamming code, n = 2 m − 1. Parity-check matrix of the code is defined as follows: (1) Show that for any two distinct columns h i and h j in the H there is a unique third column h , such that h = h i + h j .
(2) Find the number of codewords of Hamming weight 3 in C.
(3) Show that C contains a codeword of weight n (i.e. all-one codewords).
(4) How many codewords of weight n − 1, n − 2 and n − 3 are there in C?
(1) The columns of H are all m-tuples with 0 and 1, except for all-zero tuple. If we take two distinct columns h i and h j , their sum h i + h j is non-zero column (otherwise it would require h i = h j , as we work over F 2 ). Since all non-zero columns are present among the columns of H, this column is there too.
(2) Assume, that a codeword of Hamming weight 3 has ones at positions i, j, (all i, j, are different). By multiplying the codeword by H, we obtain that
From the previous part, if we fix i and j, such is unique (and different from both i and j, as otherwise we would get h i = h k or h j = h , which is impossible, as all i, j, are different). The number of choices for i and j is n 2 = n(n − 1) 2 .
However, in this manner, we count each triple (i, j, ) three times. For example, the triple (1, 2, 3) will be counted when we fix h 1 and h 2 (and obtain h 3 = h 1 + h 2 ), when we fix h 1 and h 3 (and obtain h 2 = h 1 + h 3 ), and when we fix h 2 and h 3 (and obtain h 1 = h 2 + h 3 ). Therefore, the number of choices of i, j, such that h i + h j + h = 0 is 1 3 · n(n − 1) 2 = n(n − 1) 6 .
(3) The codeword of weight n is d = (11 . . . 1 n ones ).
The requirement for d to be a codeword is Hd = 0 , which is equivalent to h 1 + h 2 + . . . + h 2 m −1 = 0 .
It is equivalent to the fact that every row in H is of even weight. However, this follows from the fact that columns are all non-zero m-tuples. ).
• Assume there exists c n−1 ∈ C with w(c n−1 ) = n −1. Then d(d, c n−1 ) = 1 < 3; impossible.
• Similarly, there are no codewords of weight n − 2.
• Let c n−3 ∈ C with w(c n−3 ) = n − 3. There is a bĳection between codewords of weight n − 3 and those of weight 3, due to presence of d in C. More precisely, this bĳection is f (c n−3 ) = d + c n−3 (here w(d + c n−3 ) = 3). Therefore, the number of codewords of weight n −3 is equal to the number of codewords of weight 3. The latter is equal to n(n − 1) 6 . Solution.
(1) We prove by induction on (r, m).
Basis. 
