Quantum radiative corrections for a model in NMR in quantum
  electrodynamics by Amour, Laurent et al.
ar
X
iv
:1
70
9.
02
77
1v
1 
 [m
ath
-p
h]
  8
 Se
p 2
01
7
Quantum radiative corrections for a model in NMR
in quantum electrodynamics
L. Amour, L. Jager, J. Nourrigat
Universite´ de Reims, France
Abstract
In this article, we are interested in a spin model including the quantized electromagnetic field
(photons). With this model of quantum electrodynamics (QED) related to nuclear magnetic res-
onance (NMR) we give explicit quantum radiative corrections of the time evolution for the spin
observables, for the electric and magnetic fields observables and for the photon number observable.
As a by-product, this underlines that Bloch equations are the semiclassical limit of the model in QED
considered here. In addition, transition probabilities for the same model are investigated.
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1 Introduction
Nuclear magnetic resonance consisting of an interaction between a system of N spin 1/2 fixed particles
in R3 and a constant magnetic field together with a plane electromagnetic wave is frequently modeled by
the Bloch equations [6]. In this model, the particle spin of index λ (1 ≤ λ ≤ N) is viewed as a vector
S
[λ](t) in R3, solution to the following system,
d
dt
S
[λ](t) = 2(Bext +B[wave](xλ, t))× S[λ](t), (1)
where xλ is the point of R
3 where the particle λ is located. Here Bext is the constant magnetic field and
B
[wave](x, t) is the field associated with a plane electromagnetic wave.
If the plane wave is entirely vanishing and if the spin is initially pointing along the direction of the
constant field, in one direction or the other, then it remains eternally fixed in this position according to
Bloch equations. This seems somehow unrealistic and justifies to use a model in the QED setting which
will show a physically more consistent behavior in this case. Indeed, we shall explicitly show in Section
3 that, for the model coming from quantum electrodynamics (QED), the spin cannot remain eternally
fixed in this configuration.
Another advantage of the QED model is a better description of the interactions between the particles
being generally atomic nuclei. In particular, one could additionally include the role of the electrons (see
for instance [10] and [13] for this issue which also take into account relativistic effects) but it is not our
case here.
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We shall recall below the model coming from QED considered here being also described in Section 4.11
of Reuse [12] and we shall underline the role of the semiclassical parameter ℏ > 0. Then, we shall show
that, when ℏ goes to zero, the Bloch model is the semiclassical limit of the QED model. We shall present
in a more explicit way the results of [2] written in more abstract terms. In Section 2, we shall introduce
the model coming from QED. In Section 3, we shall present a first quantum radiative correction of order
one for the Bloch equations. In Section 4, we shall show that the photon average number variation
between times 0 and t has a limit when ℏ tends to zero. In Section 5, we shall estimate some transition
probabilities.
2 The model
Spaces.
The Hilbert configuration space of photons is the space H of applications f ∈ L2(R3,R3) such that
k ·f(k) = 0 almost everywhere in k ∈ R3 and its norm is defined by |f |2 = ∫
R3
|f(k)|2dk. The phase space
of photons is H2. It is frequently here identified with the complexified HC. The (real) scalar product
of X and Y in H2 is denoted by X · Y . The Hilbert space Hph of photon quantum states will be the
Fock space Fs(HC). The Hilbert space describing the states of N fixed particles with spin 1/2 without
interaction at a given time is Hsp = (C2)⊗N . The Hilbert space describing the states of the whole system
is the completed tensor product Hph ⊗Hsp. We denote by < ·, · > the scalar product in Hph or in Hsp
or in the tensor product of these two spaces. It is C−linear with respect to the right hand side.
Operators.
Let Mω be the operator with domain D(Mω) ⊂ H such that Mωq(k) = |k|q(k) almost everywhere in
k ∈ R3. We denote likewise the analogous operators defined on H2 or on the complexified HC. Again,
the spaces H2 and HC are often identified throughout this paper. We shall use the photon Hamiltonian
Hph = ℏdΓ(Mω) and the number of photons operator N = dΓ(I) (see [11] for the definition of dΓ(·)). At
each point x in R3 one defines below an element Bjx in H
2 (when identifying H2 with its complexified
space HC),
Bjx(k) =
iχ(|k|)|k| 12
(2pi)
3
2
e−i(k·x)
k × ej
|k| , k ∈ R
3\{0} (2)
where χ is the ultraviolet cutoff and is a rapidly decaying function belonging to C∞(R). With the above
Bjx, we associate a mapping Bj(x, ·) defined on H2 and an unbounded operator Bj(x) in Hph by
Bj(x,X) = Bjx ·X, X ∈ H2, Bj(x) = ΦS(Bjx), (3)
where · is the real scalar product on H2 and ΦS is the usual Segal field (see [11]). The operator Bj(x) =
ΦS(Bjx) corresponds to the j−th component of the magnetic field at the point x. We denote by J :
H2 → H2 the helicity operator defined by, when X = (q, p),
J(X)(k) =
(
k × q(k)
|k| ,
k × p(k)
|k|
)
, k ∈ R3 \ {0}. (4)
At each point x de R3, we set Ejx = JBjx and we define a mapping Ej(x, ·) on H2 together with an
unbounded operator Ej(x) in Hph by,
Ej(x,X) = Ejx ·X = −Bjx · JX, Ej(x) = ΦS(Ejx). (5)
2
Thus, Ej(x) = ΦS(Ejx) is the operator standing for the j−th component of the electric field at x. In
the space Hsp, we shall use the operators associated with the spins of the different particles. Let σj
(1 ≤ j ≤ 3) be the Pauli matrices,
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
. (6)
For all λ ≤ N and all m ≤ 3, we denote by σ[λ]m the operator in Hsp defined by,
σ[λ]m = I ⊗ · · ·σm · · · ⊗ I, (7)
where σm is located at the λ
th position.
Hamiltonian.
This Hamiltonian is often used for modelling NMR in quantum field theory (see [13] and also Section
4.11 in [12]). The Hamiltonian is a selfadjoint extension of the following operator, initially defined on a
dense subspace of Hph ⊗Hsp,
H(ℏ) = Hph ⊗ I + ℏHint, (8)
where Hph = ℏdΓ(Mω) is the photon free energy operator and
Hint =
N∑
λ=1
3∑
m=1
(Bextm +Bm(xλ))⊗ σ[λ]m , (9)
where Bext = (Bext1 , B
ext
2 , B
ext
3 ) is the constant external magnetic field and the xλ (1 ≤ λ ≤ N) are the
points of R3 where the fixed particles are located.
Evolution of observables.
The time evolution of a bounded or unbounded selfadjoint operator A in Hph ⊗ Hsp is defined by the
operator,
A(t, ℏ) = ei
t
ℏ
H(ℏ)Ae−i
t
ℏ
H(ℏ). (10)
The coherent states ΨX,ℏ are defined for X = (a, b) in H
2 and ℏ > 0 by,
ΨXℏ = e
− |X|
2
4ℏ
∑
n≥0
(a+ ib)⊗ · · · ⊗ (a+ ib)
(2ℏ)n/2
√
n!
.
We call Wick (or alternatively Husimi) symbol of an operator A in Hph ⊗Hsp the A(·, ℏ) defined on H2
taking values in L(Hsp) satisfying for all X in H2 and any a and b in Hsp,
< A(X, ℏ)a, b >=< A(ΨXℏ ⊗ a), (ΨXℏ ⊗ b) > .
If the initial state is the coherent state ΨXℏ⊗a with a in Hsp having a unit norm, then the average of the
observable A at time t is < A(t,X, ℏ)a, a > when denoting by A(t,X, ℏ) the Wick symbol of A(t, ℏ). We
also know that the Wick symbol of the Segal field ΦS(a) with a in H
2 is the function H2 ∋ X → a ·X .
Let us underline at this stage that each component of the evolution observable Wick symbol for the
spin, for the electric and magnetic field, that we respectively denote by S
[λ]
j (t,X, ℏ), Ej(x,X, t, ℏ) and
Bj(x,X, t, ℏ), is an operator in Hsp (for fixed j,X, t, ℏ, λ, x). Then, the evolution observable Wick sym-
bol for the spin, the electric and magnetic field, denoted respectively by S[λ](t,X, ℏ), E(x,X, t, ℏ) and
B(x,X, t, ℏ), is a triplet of operators in Hsp (for given X, t, ℏ, λ, x).
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Free evolution.
For any operator (observable) A in Hph ⊗Hsp we set,
Afree(t, ℏ) = ei
t
ℏ
(Hph⊗I)Ae−i
t
ℏ
(Hph⊗I).
The Wick symbol Afree(t,X, ℏ) of the operator Afree(t, ℏ) satisfies,
Afree(t,X, ℏ) = A(χtX, ℏ), (χtX)(k) = e
−it|k|X(k). (11)
The mapping Afree(t,X, ℏ) is denoted by Bfreej (x, t,X) or E
free
j (x, t,X) when A is one the operators
Bj(x) or Ej(x) (x ∈ R3) respectively. Recall that, for all X in H2, the mappings Bfreej (x, t,X) and
Efreej (x, t,X) satisfy Maxwell equations in vacuum with initial data Bj(x,X) and Ej(x,X). One sees,
again identifying H2 and HC that,
Bfreej (x, t,X) = Bj,x,t ·X, Bj,x,t(k) = Bjxt(k) = eit|k|Bjx(k), (12)
where Bjx is defined in (2).
Our purpose here is to study an asymptotic expansion in powers of ℏ for the average of some specific
observables A at time t: the spin components, the electric and magnetic field components at any point x
of R3 and the photon number. We shall systematically prove that the evolution of the first term of the
asymptotic expansion is related to the Bloch equations which may therefore be regarded as a semiclassical
limit of the model coming from QED. Finally, an investigation of the propagator e−i
t
hH(ℏ) enables us to
estimate some transition probabilities. Most of these results rely on a mathematical basis developed in
[1], [2], [3], [4] and [8].
3 Spins and electromagnetic fields
The observable Wick symbols A(t,X, ℏ) under consideration here are differentiable and even analytical
on the photon phase space H2. It takes values in L(Hsp). We are able to give a bound for the successive
orders differential maps. For instance, if the initial observable is A = I ⊗ σ[λ]m (with 1 ≤ m ≤ 3) then the
Wick symbol of the same observable at time t is denoted S
[λ]
m (t,X, ℏ) and with these vectorial notations
we show that,
|(dmS[λ](t,X, ℏ))(V1, . . . , Vm)| ≤ (4Qt(V1))1/2 . . . (4Qt(Vm))1/2, (13)
where we have set,
Qt(V ) = 2
N |t|
N∑
λ=1
3∑
j=1
∫ t
0
|(Bfreej (xλ, s, V )|2ds. (14)
The bound (13) comes from Theorem 7.2 of [3] and from Theorem 1.4 (point iv) of [2]. In the aim to
express (13) nearby estimates, we say that a mapping F defined on H2 and taking values in L(Hsp)
belongs to the set S(H2,KQt) if,
|(dmF (X, ℏ))(V1, . . . , Vm)| ≤ C(F )(KQt(V1))1/2 . . . (KQt(Vm))1/2. (15)
The smallest constant C(F ) satisfying inequalities (15) is called the S(H2,KQt) norm of F .
We prove in [2] (Theorem 1.7) that there exists a sequence of functions S[λ,j](t, q, p) being explicitly
computable and there is for any each M a function RM (t, q, p, h) satisfying,
S
[λ](t,X, ℏ) =
M∑
j=0
ℏ
j
S
[λ,j](t,X) + ℏM+1RM,S(t,Xℏ).
4
In addition, each S[λ,j](t, ·) belongs to S(H2, 16j+1Qt) and RM (t, ·, ℏ) belongs to S(H2, 16M+5Qt), with
a norm bounded independently of t and ℏ, when t remains in a compact subset of R and ℏ varies in (0, 1).
In [2], the bound on the remainder term RM (t, q, p, h) is obtained with anti-Wick symbolic calculus when
using the class of functions S(H2,KQt). The article [2] provides two ways for computing the S
[λ,j](t, ·).
The computation of the S[λ,j](t, ·) can be effectuated either using Heisenberg type’s equations or using
operator-valued differential equations found in Spohn [14]. These computations are then closely related
to the corresponding computations in the case of the magnetic and electric fields observables.
We indeed prove that there exist vector fields B[j](x, t,X) depending on X ∈ H2 and taking values in
L(Hsp) with the following asymptotic expansion,
B(x, t,X, ℏ) =
M∑
j=0
ℏ
j
B
[j](x, t,X) + ℏM+1RM,B(x, t,X, ℏ).
The same expansion holds true for the electric field. The mapping RM,B and its counterpart RM,E share
the same properties as for RM,S.
Let us now be more specific for the computations of S[λ,j](t,X), B[j](x, t,X) and E[j](x, t,X) with j ≤ 1,
in particular for X = 0.
First term (j = 0) for the electromagnetic field.
We have B[0](x, t,X) = Bfree(x, t,X) and E[0](x, t,X) = Efree(x, t,X). In particular, if X = 0 then
B
[0](x, t, 0) = E[0](x, t, 0) = 0.
First term (j = 0) for the spin.
The first term for the spin satisfies an equation similar to the Bloch equation, namely,
d
dt
S
[λ,0](t,X) = 2(Bext +B[0](xλ, t,X))× S[λ,0](t,X) (16)
with S[λ,0](0, X) = (σ
[λ]
1 , σ
[λ]
2 , σ
[λ]
3 ). Thus, if X = 0 and when B
ext = (0, 0, |B|), in the case of a unique
particle fixed at the origin (we then omit the index λ in that case), we have,
S
[0](t, 0) =
(
cos(2|B|t)σ1 − sin(2|B|t)σ2 , sin(2|B|t)σ1 + cos(2|B|t)σ2 , σ3
)
. (17)
Second term (j = 1) for the fields.
The functions (x, t) → B[1](x, t,X) and (x, t) → E[1](x, t,X) are solutions to Maxwell equations with a
entirely vanishing initial data, together with a vanishing charge density and a current density given in
formula (40) of [2] by,
J
[1](x, t,X) =
N∑
λ=1
S
[λ,0](t,X)× gradρ(x− xλ),
ρ(x) = (2pi)−3
∫
R3
|χ(|k|)|2 cos(k · x)dk,
where χ is the function appearing in (2). There exists in particular a function A[1](x, t,X) taking values
in (L(Hsp))3 and satisfying,
B
[1](x, t,X) = curl A[1](x, t,X), E[1](x, t,X) = − ∂
∂t
A
[1](x, t,X) (18)
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(
∂2
∂t2
−∆x
)
A
[1](x, t,X) = J[1](x, t,X)
and A[1](x, 0, X) = ∂tA
[1](x, 0, X) = 0. Still in the case of a unique particle fixed at the origin (omitting
λ from the notation and setting xλ = 0), assuming B
ext = (0, 0, |B|) and in the case X = 0, we can write
J
[1](x, t, 0) =
∑3
j=1 G
[j](x, t)σj , where the G
[j] are all real valued and satisfy according to (17),
(G[1] + iG[2])(x, t) =

 i
∂ρ
∂x3
− ∂ρ∂x3
∂ρ
∂x2
− i ∂ρ∂x1

 e−2i|B|t, G[3](x, t) =

−
∂ρ
∂x2
∂ρ
∂x1
0

 .
For every real number ω, let
u(x, t, ω) = (2pi)−3
∫
R3×[0,t]
|χ(|k|)|2 cos(k · x) sin(|k|(t− s))|k| e
−iωsdk ds. (19)
One has, (
∂2
∂t2
−∆
)
u(x, t, ω) = e−iωtρ(x)
and u(x, 0, ω) = ∂tu(x, 0, ω) = 0. We then can write A
[1](x, t, 0) =
∑3
j=1 F
[j](x, t)σj where all the F
[j]are
real-valued and
(F[1] + iF[2])(x, t) =

 i
∂u
∂x3
− ∂u∂x3
∂u
∂x2
− i ∂u∂x1

 (x, t, 2|B|), F[3](x, t) =

− ∂u∂x2∂u
∂x1
0

 (x, t, 0).
The fields B[1](x, t, 0) and E[1](x, t, 0) can then be deduced using (18) when there is a unique particle
fixed at the origin and when X = 0. Since the function u(x, t, ω) defined in (19) is radial, one has
∂j∂ku(0, t, ω) = (1/3)δjk∆u(0, t, ω). Consequently, for x = 0,
B
[1](0, t, 0) =
2
3

 ∆ Re u−∆ Im u
0

 (0, t, 2|B|) σ1 + 2
3

∆ Im u∆ Re u
0

 (0, t, 2|B|) σ2 + 2
3

 00
∆u

 (0, t, 0) σ3. (20)
Second term (j = 1) for the spin symbol.
In the aim to write the differential system satisfied by S[λ,1](t,X) we use the first two terms of the Mizrahi
series. For any suitable F and G defined on H2 taking possibly values in L(Hsp), we set,
C0(F,G)(X) = F (X)G(X), C1(F,G)(X) = (1/2)
∑
j
(
∂F
∂qj
− i ∂F
∂pj
) (
∂G
∂qj
+ i
∂G
∂pj
)
.
If F and G take values in (L(Hsp))3, we define C×,sym0 (F,G) and C×,sym1 (F,G) as functions on H2,
taking values in (L(Hsp))3 such that, for example,
C×,symj (F,G)3 =
1
2
[
Cj(F1, G2) + Cj(G2, F1)− Cj(F2, G1)− Cj(G1, F2)
]
.
With these notations, one shows in [2], (formulas (95) and (100)) that, for every X in H2,
d
dt
S
[λ,1](t,X) = 2(Bext +B[0](xλ, t,X))× S[λ,1](t,X) + 2C×,sym0 (B[1](xλ, t, ·),S[λ,0](t, ·))(X) + ... (21)
...+ 2C×,sym1 (B
[0](xλ, t, ·),S[λ,0](t, ·))(X).
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We shall make explicit this computation in the case of a unique particle fixed at the origin when Bext =
(0, 0, |B|) and if X = 0. Recall that in that case we omit the index λ. The function S[1](t,X) taking
values in (L(Hsp))3 = (L(C2))3, selfadjoint, can be expressed as,
S
[1](t,X) = F[0](t,X)I +
3∑
j=1
F
[j](t,X)σj . (22)
Since our issues is to especially study < S[1](t, 0)a, a > with a = (1, 0) then we only make explicit
F
(0)(t, 0) and F(3)(t, 0). For that purpose, we shall make explicit the first two terms of (21).
Since σjσk + σkσj = 2δjkI we deduce from (17) and (20) that,
C×,sym0 (B
[1](0, t, ·) , S[0](t, ·))(0) = G[0](t)I, G[0](t) =
(
0, 0,Φ0(t)
)
with
Φ0(t) =
4
3
cos(2|B|t) ∆(Im u)(0, t, 2|B|) + 4
3
sin(2|B|t) ∆(Re u)(0, t, 2|B|),
where u(x, t, ω) is the function defined in (19). As a consequence,
Φ0(t) = −4
3
(2pi)−3
∫
R3×[0,t]
|χ(|k|)|2 |k| sin(|k|(t− s)) sin(2|B|(t− s))dk ds. (23)
Next, let us make explicit, still omitting the index λ from the notation, the function C×,sym1 (B
[0](0, t, ·),S[0](t, ·)(0).
For every suitable functions F and G defined on H2 and taking values in L(Hsp) while assuming that
one the two functions is proportional to identity, we note that,
C1(F,G) + C1(G,F ) =
∑
j
∂F
∂qj
∂G
∂qj
+
∂F
∂pj
∂G
∂pj
.
Since the B
[0]
j (0, t,X) are scalar elements (that is to say, elements of L(Hsp) proportional to identity)
and in view of B
[0]
j (0, t,X) = Bj,0,t ·X , we see for suitable functions F that,(
C1(F,B
[0]
j (0, t, ·)) + C1(B[0]j (0, t, ·), F )
)
(X) = dF (X)(Bj,0,t).
One can write,
C×,sym1 (B
[0](0, t, ·),S[0](t, ·))(0) =
3∑
j=1
G
[j](t)σj
and for any V in H2,
dS[0](t, 0)(V ) =
3∑
j=1
H
[j](t, V )σj
2B[0](0, t, V )× S[0](t, 0) =
3∑
j=1
K
[j](t, V )σj .
Let us write the existing relations between these functions. From the foregoing, it is clear from that,
G
[j](t) =
1
2

H
[j]
3 (t, B2,0,t)−H [j]2 (t, B3,0,t)
H
[j]
1 (t, B3,0,t)−H [j]3 (t, B1,0,t)
H
[j]
2 (t, B1,0,t)−H [j]1 (t, B2,0,t)

 .
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Differentiating the system (16) at point X = 0 with xλ = 0 and observing that B
[0](0, t, 0) = 0 we have
for every V in H2,
d
dt
dS[0](t, 0)(V ) = 2Bext × dS[0](t, 0)(V ) + 2B[0](0, t, V )× S[0](t, 0).
We have above used the fact that the symbol B
[0]
j (0, s, V ) depends linearly on V . As Sj(0, h) = I ⊗ σj ,
the Wick symbol S
[0]
j (0, X) is independent on X and consequently dS
[0](0, 0)(V ) = 0. Therefore,
d
dt
H
[j](t, V ) = 2Bext ×H[j](t, V ) +K[j](t, V )
and H[j](0, V ) = 0. With Bext = (0, 0, |B|) one gets,
H
[j](t, V ) =
∫ t
0

cos(2|B|(t− s))K
[j]
1 (s, V )− sin(2|B|(t− s))K [j]2 (s, V )
sin(2|B|(t− s))K [j]1 (s, V ) + cos(2|B|(t− s))K [j]2 (s, V )
K
[j]
3 (s, V )

 ds.
According to (17) and using B
[0]
1 (0, s, V ) = B1,0,s · V one obtains,
K
[3](t, V ) = 2

 B2,0,t · V−B1,0,t · V
0

 .
In view of (2) and (12),
Bmxt · Bnxs = 0 if m 6= n, Bmxt ·Bmxs = 2
3
(2pi)−3
∫
R3
|χ(|k|)|2|k| cos(|k|(t− s))dk.
Consequently G[3](t) = (0, 0,Φ3(t)) with,
Φ3(t) = −2
∫ t
0
cos(2|B|(t− s))B1,0,t · B1,0,sds
and then
Φ3(t) = −4
3
(2pi)−3
∫
R3×[0,t]
|χ(|k|)|2|k| cos(|k|(t− s)) cos(2|B|(t− s))dkds. (24)
As B[0](x, t, 0) = 0 the system (21) gives for the functions F[j](t) defined in (22) when there is only one
particle fixed at the origin and assuming Bext = (0, 0, |B|), in the case X = 0,
d
dt
F
[j](t) = 2Bext × F[j](t) + 2G[j](t), 0 ≤ j ≤ 3
and F[j](0) = 0. As G[j](t) = (0, 0,Φj(t)) (j = 0 and j = 3), one then deduces that,
F
[j](t) =
(
0, 0, 2
∫ t
0
Φj(s)ds
)
, j = 0 and j = 3.
Application to the average values.
Consider a unique particle fixed at the origin in a constant magnetic field Bext = (0, 0, |B|) and assume
that X = 0. We shall now make explicit < S[1](t, 0)a, a > for a = (1, 0). According to the foregoing facts,
< S[1](t, 0)a, a >=
(
0, 0, 2
∫ t
0
(Φ0(s) + Φ3(s))ds
)
.
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Then taking (23) and (24) into account,
Φ0(t) + Φ3(t) = −4
3
(2pi)−3
∫
R3×[0,t]
|χ(|k|)|2|k| cos((|k| − 2|B|)s)dsdk
= −4
3
(2pi)−3
∫
R3
|χ(|k|)|2|k| sin((|k| − 2|B|)t)|k| − 2|B| dk.
We then have proved the following expression,
< S
[1]
3 (t, 0)a, a >=
8
3
(2pi)−3
∫
R3
|χ(|k|)|2|k|cos((|k| − 2|B|)t)− 1
(|k| − 2|B|)2 dk.
The above formula amounts for the second term (coefficient of ℏ) of the asymptotic expansion of the spin
third component average when the initial data is taken as Ψ0,h ⊗ a with a = (0, 1). As a consequence,
according to the model coming from QED and contrarily to the Bloch model, the spin cannot stay
eternally fixed at the position (0, 0, 1). Let us mention that Hu¨bner and H. Spohn in [7] prove for a
related model that, the spin S(t,X, ℏ) tends, as t goes to infinity, to a limit being at a distance O(h) of
the point (0, 0,−1).
4 Approximate evolution of photon number.
The average photon number taken in a coherent state ΨXℏ is |X |2/2ℏ. It consequently goes to infinity as
ℏ tends toward zero. Nevertheless, if the initial state is taken as ΨXℏ ⊗ a where a in Hsp has unit norm
then we shall prove that the photon number variation between times 0 and t has limit when ℏ tends to
zero. As a matter of fact, a radiated or absorbed photon semiclassical analysis can be carried out.
The photon average number at time t assuming that the initial state is ΨXℏ ⊗ a has the value <
N(t,Xℏ)a, a > where N(t,X, ℏ) is an operator acting in Hsp being the Wick symbol of the observable
N(t, h). It is derived in [2] that we can write,
d
dt
N(t,X, ℏ) =
M∑
r=0
ℏ
rN [r](t,X) + ℏM+1RM (t,X, ℏ)
where theN [r](t,X) are explicitly computable functions and whereRM (t, ·, h) belongs to a class S(H2,KQt),
with K being some constant and where the norm of RM (t, ·, ℏ) in this class is bounded independently of
t belonging to a compact set of R and of ℏ lying in (0, 1].
Let us now recall the first term N [0](t,X). In the general case where X is an arbitrary element of H2, the
coherent state ΨXh has neither definite frequency nor definite polarization. We shall then associate with
it two specific fields Bpol(x,X) and Epol(x,X) having no counterpart in classical physics. If the photon
had a definite circular polarization then these two fields would simply be the magnetic and electric fields
with a possibly further change of sign according to the polarization.
Polarized fields.
For every k in R3 \ {0} the space E+(k) stands for the set of all (q, p) ∈ R6 satisfying q · k = p · k = 0
and k × q = −p|k|. Likewise, we denote by E−(k) the set of all (q, p) ∈ R6 verifying q · k = p · k = 0
and k × q = p|k|. Accordingly, any point (q, p) ∈ R6 being such that q · k = p · k = 0 has now a unique
decomposition written as (q, p) = Π+(k)(q, p)+Π−(k)(q, p) where Π±(k)(q, p) belongs to E±(k). For any
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X in H2 we denote by Π±X the element in H
2 verifying (Π±X)(k) = Π±(X(k)) for a.e. k ∈ R3 \ {0}.
For all x in R3, denoting by Bjx the element in H
2 defined in (2), we define a function Bpolj (x, ·) on H2
and an unbounded operator Bpolj (x) in Hph by,
Bpolj (x,X) =
(
(Π+ −Π−)Bjx
)
·X, Bpolj (x) = ΦS
(
(Π+ −Π−)Bjx
)
.
We define likewise Epolj (x, ·) and Epolj (x). For all t in R, we set,
Bpol,freej (x, t,X) =
(
(Π+ −Π−)Bjx
)
· χt(X), Epol,freej (x, t,X) =
(
(Π+ −Π−)Ejx
)
· χt(X).
It is shown in [2] that,
N [0](t,X) = −
N∑
λ=1
3∑
j=1
Epol,freej (xλ, t,X) S
[λ,0]
j (t,X). (25)
Accordingly, if the initial coherent state ΨX,ℏ has a well definite circular polarization, that is to say, if
X(k) belongs to E±(k) for a.e. k in R
3 \ {0}, then we obtain a semiclassical estimation of the emitted or
absorbed photon number. Namely,
d
dt
N(t,X, ℏ) = ∓
N∑
λ=1
E
free(xλ, t,X) · S[λ,0](t,X) +O(ℏ). (26)
Let us now emphasize that this equality is consistent with the energy conservation.
From (2) - (5) and (11), we have, when X = (q, p) is identified with q + ip,
Bfreej (x, t,X) =
∫
R3
χ(|k|)|k|1/2
(2pi)3/2
[
cos(k · x− t|k|) (p(k)× k) · ej|k| + sin(k · x− t|k|)
(q(k) × k) · ej
|k|
]
dk.
If X(k) belongs to E±(k) for a.e. k in R
3 \ {0}, we see that k× q(k) = ∓|k|p(k) and k× p(k) = ±|k|q(k).
Therefore,
Bfreej (x, t,X) = ±
∫
R3
χ(|k|)|k|1/2
(2pi)3/2
[
− cos(k · x− t|k|)qj(k) + sin(k · x− t|k|)pj(k)
]
dk
and
d
dt
Bfreej (x, t,X) = ∓
∫
R3
χ(|k|)|k|1/2
(2pi)3/2
|k|
[
sin(k · x− t|k|)qj(k) + cos(k · x− t|k|)pj(k)
]
dk.
Besides, in view of (2) - (5) together with (11), we have
Efreej (x, t,X) = −
∫
R3
χ(|k|)|k|1/2
(2pi)3/2
[
sin(k · x− t|k|)qj(k) + cos(k · x− t|k|)pj(k)
]
dk.
A coherent state ΨX,h never has an exactly definite frequency. In order to formulate the idea that it is
approximatively true for a frequency ν we can consider an element X = (q, p) of H2 where X(k) = 0
excepted if ||k| − ν| < ε with ε > 0 being a very small parameter. In that condition, if in addition X(k)
belongs to E±(k) for a.e. k, then
d
dt
Bfreej (x, t,X) = ±νEfreej (x, t,X) +O(ε).
For that reason, under the same assumptions,
d
dt
N(t,X, ℏ) = − 1
ν
N∑
λ=1
S
[λ,0](t,X) · d
dt
B
free(xλ, t,X) +O(ε) +O(ℏ).
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Then, taking into account (16), we deduce,
d
dt
[
N(t,X, ℏ) +
1
ν
N∑
λ=1
S
[λ,0](t,X) · (Bext +Bfree(xλ, t,X))
]
= O(ε) +O(ℏ),
which seems physically realistic.
5 Transition probabilities.
When X and Z are elements of H2, a and b two elements of Hsp both with unit norm, we shall show
that the transition probabilities | < ei tℏH(ℏ)(ΨXℏ ⊗ a),ΨZℏ ⊗ b > | is very low excepted if Z is closed to
χt(X), where χt is defined in (11). More specifically, we shall prove that,
| < ei tℏH(ℏ)(ΨXh ⊗ a),ΨZℏ ⊗ b > | ≤ e 12Qt(F(X−χ
−1
t (Z)))
1/2
e−
1
4ℏ
|X−χ−1t (Z)|
2
(27)
where χt is the symplectic map in H
2 defined in (11) with Qt defined in (14 ) and F(q, p) = (−p, q).
We first define U redh (t) the operator,
e−i
t
ℏ
H(ℏ) = e−i
t
ℏ
(Hph⊗I)U redh (t).
According to Theorem 7.1 of [3] and Theorem 1.4 (point iv)) in [2], the Wick symbol of the operator
U redh (t) belongs to the class of symbols S(H
2, Qt) with norm one and taking values in L(Hsp). Taylor
formula and estimates (15) satisfied by this Wick symbol show that it has an holomorphic extension Φt
in H2
C
taking values in L(Hsp) and verifying,
|Φt(Z)| ≤ eQt(ImZ)
1/2
, Z ∈ (HC)2.
We then know that, for any X = (q, p) and Y = (q′, p′) in H2, for every a and b in Hsp,
< U redh (t)Ψq,p,h ⊗ a,Ψq′,p′,h ⊗ b >
< Ψq,p,h,Ψq′,p′,h >
=
〈
Φt
(
q + ip
2
+
q′ − ip′
2
,
p− iq
2
+
p′ + iq′
2
)
a, b
〉
. (28)
As a matter of fact, the left hand side is an holomorphic function in q+ ip and antiholomorphic in q′+ ip′
with a restriction to the diagonal equaling to < U redh (t)Ψq,p,ℏ ⊗ a,Ψq,p,ℏ ⊗ b >. We also know that,
| < ΨX,h,ΨY,h > | ≤ e− 14ℏ |X−Y |
2
.
As a consequence, for a and b with unit norm,∣∣∣ < U redh (t)ΨX,ℏ ⊗ a,ΨY,ℏ ⊗ b > ∣∣∣ ≤ e 12Qt(F(X−Y ))1/2e− 14ℏ |X−Y |2 .
One then gets,
< e−i
t
hH(h)(ΨX,ℏ ⊗ a), (ΨZ,ℏ ⊗ b) >=< e−i tℏ (Hph⊗I)U redh (t)(ΨX,ℏ ⊗ a), (ΨZ,ℏ ⊗ b) >
=< U redh (t)(ΨX,ℏ ⊗ a), (Ψχ−t(Z),ℏ ⊗ b) > .
We thus deduce (27).
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