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Abstract
The classic models of mass transfer for free turbulent jets very often contain neglected terms.
This is because these terms are considered so small that their effect can be neglected; however,
because the models are usually structurally unstable, these neglected terms, even if they are small,
may change the behavior of the system. Furthermore, the existing classic models cannot simulate the
far behavior of the fluid, for example, the eddies existing in the jet region of the fluid stream. In this
paper, we consider a general implicit small perturbation of the classic model and study the effect of
it on the system. We will show that the local bifurcations may imply the existence of eddies for the
fluid stream; for example, we will see that, under some conditions, the Hopf bifurcation generates
permanent eddies for the system.
 2004 Elsevier Inc. All rights reserved.
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1. Preliminaries
Jets are often called to an incompressible fluid which comes out of a plain orifice or
slot and enters a large chamber occupied by the same fluid but motionless. Turbulent jets
✩ Part of this work was done in Department of Mathematics and Statistics, University of Victoria, Victoria BC,
Canada and The Pacific Institute for the Mathematical Sciences.
* Corresponding author.
E-mail addresses: omid@ecosse.net (O. Rabiei Motlagh), abolfazl@ferdowsi.um.ac.ir (J.A. Esfahani),
afshar@math.um.ac.ir (Z. Afshar Nejad).0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.01.009
330 O. Rabiei Motlagh et al. / J. Math. Anal. Appl. 293 (2004) 329–344are still the subject of much research [2,4,12,14,16]. For designing jet systems, it is of
great importance to have a good understanding of jets to control draught which may lead
to discomfort situations. At the same time, as to improve the performance of the system,
we would like to reduce energy consumption and dissipation.
In the literature of the fluid mechanics [1], according to the modeling of the free turbu-
lent jet, the partial differential equation{
∂u
∂r
+ ∂v
∂s
= 0,
u ∂u
∂r
+ v ∂u
∂s
= εM ∂2u∂s2 ,
(1)
subject to the boundary conditions
r = r0, s = 0, u = U0, v = 0,
s = ∞, u = v = 0,
is considered as a mathematical model for the motion of a fluid discharged from a slot
into the two dimensional plane and moving along the horizontal axis of the r–s plane, i.e.,
r-axis. In Eq. (1),
u = ∂ψ
∂s
, v = −∂ψ
∂r
,
where ψ(r, s) is the time averaged stream function describing the fluid motion along the
r-axis, u(r, s) is the horizontal velocity and v(r, s) is the vertical velocity of the fluid. In
the special case, the eddy viscosity can be modeled by
εM = 14γ 2 U0(rr0)
1/2, r  r0,
where 0 < U0 is the initial velocity of the fluid and the constant γ is the empirical constant
accounting for growth rate of the jet region. Also the constant r0 > 0 is obtained by the
physical situation of the problem [1]. This classic model is obtained by neglecting the effect
of some small terms [1,3,5]; like the kinetic viscosity and the pressure. Also the modeling
of some parameters (for example, εM ) necessitates to approximate the involved variables.
However, since the obtained model is structurally unstable, so these removed terms, even
if they are small, may change the behavior of the system. In what follows, we consider
a general implicit small perturbation of the classic model Eq. (1) and study the effect of
this perturbation on the system. Specially, we concentrate on the local bifurcations imply-
ing the existence of eddies or semi-eddies for the fluid stream. This is because the classic
model cannot simulate this phenomenon. Also, in classic literature, the (semi-)eddies are
supposed as a result of chaotic motion of the turbulent flow, but we will consider the situa-
tions for which, the non-chaotic motion of the fluid stream causes (semi-)eddies. For this,
we first study the conditions under which, the perturbed jet has a local bifurcation. Then
we impose some conditions on the bifurcation parameters, as functions with respect to the
initial velocity and distance, to have eddies or semi-eddies for the fluid stream. We will
show that, under some conditions, the stream function will be damped to a steady state
point, also, we will impose some conditions on the system implying the existence of sad-
dle node bifurcation and semi-eddies for the system. Then, we will see that these eddies
exist if a Hopf bifurcation occurs for the system. These bifurcations and (semi-)eddies are
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parameters are physically dependent on the initial velocity and distance of the fluid.
2. Perturbed jet
The classic fluid stream Eq. (1) is obtained by simplifying the variables and parameters
involved in the equation. This simplifying is done by neglecting the small terms and ap-
proximating the parameters. Many of this removed terms appear in the fluid equation with
the form [1,5,8,13]
u
∂u
∂r
+ v ∂u
∂s
= ∂
∂s
[
εM
∂u
∂s
+ {removed terms}
]
and can be described by functions with respect to ψ , u and ∂u/∂s; for example, the
terms involving with kinetic viscosity and eddy viscosity [1]. Also the coordinate para-
meter r often appears as a parameter. This leads us to perturb Eq. (1) by a general function
F :R4 → R and consider the perturbed jet

∂u
∂r
+ ∂v
∂s
= 0,
u ∂u
∂r
+ v ∂u
∂s
= εM ∂2u∂s2 + µ¯(r) ∂∂s F
(
ψ,u, ∂u
∂s
, r
)
, r  r0,
r = r0, s = 0, u = U0, v = 0,
(2)
where µ¯(r) is a Ck (k  3) real function defined for r  r0 and the function F is assumed
to be Ck . Simplifying Eq. (2) we change the coordinates by putting
t = γ s
r
, ψ(r, s) = 1
γ
U20 (rr0)
1/2x(t).
By this change of variables, we have the new coordinates with respect to (t, r); also we
consider the self-similar (auto-modeling) solutions for the system. Therefore, we have
−2U0(xx¨ + x˙
2) = ˙¨x + 4γ 2√
rr0U0
µ¯(r) ∂
∂t
F
(
ψ,u, ∂u
∂s
, r
)
,
x(0) = 0, x˙(0) = 1
U0
.
(3)
Equation (3) describes the behavior of the perturbed jet on the vertical lines r  r0. The
stream function ψ , u and ∂u/∂s can be described by functions with respect to x , x˙, x¨ , U0
and r , so we have F(ψ,u, ∂u/∂s, r) = G(x, x˙, x¨,U0, r), where G is a Ck function. We
write the function G briefly G(x, x˙, x¨) and write Eq. (3) with the form{−2U0(xx¨ + x˙2) = ˙¨x + µ ∂∂t G(x, x˙, x¨),
x(0) = 0, x˙(0) = 1
U0
,
(4)
where µ = µ(r,U0) is a Ck real function. Integrating Eq. (4), we obtain{
x¨ + 2U0xx˙ + µG(x, x˙, x¨) = δ,
x(0) = 0, x˙(0) = 1
U0
,
(5)
where δ = δ(r,U0) is a Ck real function and G(0,0,0) = 0. Equation (5) is an implicit
second order differential equation. Since the solution of this equation, if it exists, depends
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values of these parameters are functions with respect to U0 and r . Proposition 2.2 shows
that we can consider Eq. (5) as a second order differential equation, before that, we prove
the following lemma.
Lemma 2.1. Suppose that I ⊂ Rn is a convex open set and F : I × R × R → R is a Ck
function such that the equation F(X,0, z) = 0 has a Ck solution Z(X), i.e., for all X ∈ I ,
F(X,0,Z(X)) = 0. Also assume that, for all X ∈ I and z ∈ R, DXF(X,0, z) = 0. Let
X0 ∈ I be such that DzF(X0,0,Z(X0)) = 0 and V ⊂ I be a bounded subset containing
X0 such that V¯ ⊂ I , where V¯ is the closure of V . Then, there exists µ0 > 0, such that the
equation F(X,µ, z) = 0 has a unique Ck solution z :V × [−µ0,µ0] → R.
Proof. Since Dz(X0,0,Z(X0)) = 0, so by the implicit function theorem, there exists an
open connected subset U containing (X0,0) and a unique Ck map z :U → R such that
F(X,µ, z(X,µ)) = 0. We assume that U is the maximal open subset obtained by using
the implicit function theorem. If I × {0} ⊂ U , the proof is complete, else, suppose that
(X1,0) ∈ σU ∩ (I ×{0}) (σU is the boundary of U ). Using the uniqueness of the solution
of the implicit function theorem, we have
lim
X→X1
z(X,0) = Z(X1),
lim
X→X1
DXz(X1,0) = − lim
X→X1
DXF(X,0, z(X,0))
DzF (X,0, z(X,0))
= DxZ(X1).
Therefore, we can define z(X1,0) = Z(X1) and DXz(X1,0) = DXZ(X1). On the other
hand, we have
DxF
(
x,0, z(X,0)
)+ DzF (X,0, z(X,0))DXz(X,0) = 0
and DXF(X1,0, z(X1,0)) = 0, so Dz(X1,0, z(X1,0)) = 0. Therefore, by the implicit
function theorem, there exists a neighborhood W containing (X1,0) and a unique Ck func-
tion z1 :W → R, such that F(X,µ, z1(X,µ)) = 0, (X,µ) ∈ W . This is a contradiction,
hence I × {0} ⊂ U . This completes the proof. 
Now assume that I = R3 × (0,+∞)× (r0,+∞) and consider the function{
Θ : I × R × R → R,
(x, x˙, δ,U0, r,µ, x¨) 	→ x¨ + 2U0xx˙ + µG(x, x˙, x¨) − δ.
It can be easily checked that, for X0 = (0,0,0, r1,Umin), the function Θ satisfies the con-
ditions of Lemma 2.1, so we have
Proposition 2.2. Consider the perturbed jet equation (5) and suppose that V ⊂ R3 is a
bounded neighborhood containing the origin. Also, assume that r0 < r1 < rmax and 0 <
Umin < Umax are real constants. Then, there exists µ0 > 0 and a Ck (k  3) function
A :V × (Umin,Umax) × (r1, rmax) × [−µ0,µ0] → R,
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
x˙ = y,
y˙ = A(x,y, δ,U0, r,µ),
(x, y, δ,U0, r,µ) ∈ V × (Umin,Umax) × (r1, rmax) × [−µ0,µ0],
x(0) = 0, y(0) = 1
U0
.
Moreover, if W ⊂ V × (Umin,Umax) × (r1, rmax) is a closed set and ε > 0 is an arbitrary
constant, then we can find µ0 such that∣∣A(x,y, δ,U0, r,µ) − δ + 2U0xy∣∣< ε, (x, y, δ,U0, r,µ) ∈ W × [µ0,µ0].
Proof. Using Lemma 2.1, the existence of the map A is obvious. Suppose that W ⊂ V is
a closed set and ε > 0 is an arbitrary constant. Since W × [−µ0,µ0] is bounded so it is
compact, therefore, A is uniformly continues on W × [−µ0,µ0]. This means that we can
find µ1 > 0 such that, for all |µ| < µ1 and (x, y, δ,U0, r) ∈ W ,∣∣A(x,y, δ,U0, r,µ) − A(x,y, δ,U0, r,0)︸ ︷︷ ︸
δ−2U0xy
∣∣< ε.
This completes the proof. 
We write the map A(x,y, δ,U0, r,µ) briefly A(x,y) and consider the perturbed jet

x˙ = y,
y˙ = A(x,y),
x(0) = 0, y(0) = 1
U0
,
(6)
defined in a neighborhood
E × (−δ0, δ0) × (Umin,Umax) × (r1, rmax) × (−µ0,µ0),
where 0 ∈ E ⊂ R2 is an arbitrary bounded neighborhood such that (0,1/Umin) ∈ E and
Umax, δ0, rmax, rmin and Umin are arbitrary positive constants and µ0 > 0 is a real constant.
The condition (0,1/Umin) ∈ E implies that the initial conditions problem (6) is locally
defined. Also we assume that the subset E, according to δ0, Umin and Umax, is chosen such
that the future computations, for bounded values of x and y , are valid.
Studying the local behavior of Eq. (6), the fixed points of the system are important.
Specially, because for U0 > 0 large, 1/U0 is small, so we are interested to know the fixed
points of the system near to the origin and the behavior of the system around them. Since
A(x,y) = δ − 2U0xy − µG(x,y,A), so the fixed points of Eq. (6) are obtained by the
equation
δ − µG(x,0,0) = 0. (7)
Furthermore, if (x0,0) is a fixed point for Eq. (6), then using the chain rule for derivatives
of the implicit function theorem, the eigenvalues of the linear part are obtained by
λ1,2 = 12(1 + µGz)
[−(µGy + 2U0x0)+−√(µGy + 2U0x0)2 − 4µGx(1 + µGz) ],
(8)
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tively; also all partial derivatives are computed for (x0,0,0). We will consider the fixed
points of Eq. (6) near to the origin and study the behavior of the system around them. We
are interested to find the situations by which the fluid stream ψ(r, s) contains some eddies
or semi-eddies. For this, we study the level curves of ψ(r, s); this level curves indicate the
trajectory of the fluid in its environment. This leads us to define
Definition 2.3. Consider the fluid stream function ψ(r, s) and let c ∈ R be a real constant.
Suppose that the continues curve (r(α), s(α)) : (0,1) → R2 is such that ψ(r(α), s(α)) = c.
Then
(i) The curve (r(α), s(α)) is an eddy if −∞ < limα→0(r(α), s(α)) = limα→1(r(α), s(α))
< +∞.
(ii) The curve (r(α), s(α)) is a semi-eddy if r(α) is a bounded function and limα→0 s(α) =
limα→1 s(α) =+− ∞.
Suppose that the curve (r(α), s(α)) is a level curve of the fluid stream function ψ(r, s),
i.e., there is a real constant c ∈ R, such that ψ(r(α), s(α)) = c. Then we have
x
(
γ s(α)
r(α)
)
= cγ√
r0U20
1√
r(α)
.
This means that the level curves of ψ(r, s) are the connected components of the set
LC =
{
(r, s): x(t) = C√
r
}
, C ∈ R.
The connected components of LC may bifurcate or merge depending on the values of δ,
µ and partial derivatives of G. By this change of situations, eddies and semi-eddies occur.
By Definition 2.3, an eddy means mathematically, the existence of closed curves for the
contour set of the fluid stream ψ(r, s). This means that, there exists a bounded open subset
K ⊂ R2 (K is the interior region of the eddy) and (r0, s0) ∈ K , such that ψr(r0, s0) = 0
and U20
√
r0/rx˙(t) = ψs(r0, s0) = 0. Therefore, we have
Corollary 2.4. Suppose that K ⊂ R2 is an open subset such that ψs |K = 0, then the fluid
stream ψ contains no eddy in K .
In the next section, we will use these results and find the situations by which, the damped
fluid stream has semi-eddies.
3. Regular damped fluid
The unperturbed jet, i.e., µ = δ = 0,

x˙ = y,
y˙ = −2U0xy,
x(0) = 0, y(0) = 1 ,U0
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y(x) = −U0x2 + 1
U0
, − 1
U0
< x <
1
U0
,
describes the damped fluid stream [1], which is convergent to the points (±1/U0,0). This
is because the x-axis is invariant for the unperturbed jet. It can be easily checked from
Eq. (2) that, if the perturbation function F depends locally only on u and ∂u/∂s, then the
x-axis is locally invariant for the perturbed jet equation (6). Proposition 3.1 shows that,
under some conditions, the perturbed fluid stream is also damped.
Proposition 3.1. If there exists an open interval I containing 0 such that, for all x ∈ I ,
G(x,0,0) = 0, then, for δ = 0 and |µ| small enough and U0 large enough, the solution of
Eq. (6) is convergent to two fixed points in past and future time.
Proof. Let x0 > 0 be such that (−x0, x0) ⊂ I . By Proposition 2.2, we can find |µ| small
and Umin < U0 < Umax large such that U0 > 1/2x0. Suppose −x0 < x < x0, then (x,0) is
a fixed point and Gx(x,0,0) = 0, also the corresponding eigenvalues are
λ1(x,µ) = 0, λ2(x,µ) = −µGy + 2U0x1 + µGz .
Using the implicit function theorem, for |µ| small, we can find x(µ) such that x(0) = 0
and λ2(x(µ),µ) = 0. Furthermore, if |µ| is small enough, then
−(µGxy(x,0,0)+ 2U0)< 0, −x0 < x < x0.
Therefore,{
λ(x,µ) < 0, x > x(µ),
λ(x,µ) > 0, x < x(µ).
This means that the fixed point (x,0), with x < x(µ) (x > x(µ)), has a one dimensional
unstable manifold Wu(x) (stable manifold Ws(x)). By a simple change of coordinates, we
can assume that x(µ) = 0. Now consider the differential equation
dy
dx
= A(x,y)
y
.
We have
lim
y→0
dy
dx
(x) = lim
y→0Ay(x, y) =
−2U0x
1 + µGz − µ
Gy
1 + µGz , −x0 < x < x0,
hence,
dy
dx
(−1
U0
)
= 2
1 +µGz − µ
Gy
1 + µGz .
This means that we can find ∆ > 0 such that, for all |µ| small enough,
3
<
dy
<
5
, (x, y) ∈ B∆
(−1
,0
)
.2 dx 2 U0
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Bε(−1/U0,0), then (x, y) ∈ Wu(x¯), for a fixed point (x¯,0). Let φ(t) be the solution of
the unperturbed jet and φ¯(t) be the solution of the perturbed jet with δ = 0. Suppose that
T < 0 is such that ‖φ(T ) − (−1/U0,0)‖ < ε/3. Using Proposition 2.2, we can take µ0
small enough such that∥∥φ¯(t) − φ(t)∥∥< ε
3
, −T < t < 0.
This means that φ¯(T ) ∈ Bε(−1/U0,0) and so, φ¯(T ) ∈ Wu(x), for a fixed point (x,0).
This means that φ¯(t) converges to (x,0) when t → −∞. Similarly, we can conclude that
φ¯(t) ∈ Ws(x) for a fixed point (x,0). The proof is complete. 
Corollary 3.2. In Proposition 3.1, if for all x ∈ R, G(x,0,0) = 0, then, for arbitrary
Umin < U0 < Umax, we can take x0 large enough such that U0 > 1/2x0. Therefore, for
δ = 0 and |µ| small enough, the fluid stream is damped. This means that, in this case, the
fluid behavior is independent of the initial velocity of the fluid.
Corollary 3.3. Suppose that r1 < r2 < r3 < rmax are such that, for all r2  r  r3, the
function G satisfies the conditions of Proposition 3.1. Then, for r2  r  r3, y(t) > 0,
hence, ψs(r, s) = 0. Therefore, the fluid stream has no eddy in the region [r2, r3] ×R.
Assume that, for all r2  r  r3 and x ∈ R, G(x,0,0)= 0. If δ(r,U0) = 0, then Eq. (6)
has no fixed point in E. By the Poincare–Bendixon theorem [9,10], the solution of the
system converges to the boundary of E. It can be easily checked that in this case the fluid
stream has no eddy in the region [r2, r3] ×R.
Theorem 3.4. Consider Eq. (6) and suppose that r1 < r2 < r3 < rmax are such that
(i) For r2  r  r3 and (x, y) ∈ R2, G(x,y,0) = 0.
(ii) For i = 2,3, δ(ri ,U0) = 0, and 0 < µ(ri,U0) is small enough such that Proposi-
tion 3.1 is valid for Eq. (6).
(iii) For r2 < r < r3, δ(r,U0) < 0.
Then the stream function ψ(r, s) has a semi-eddy in [r2, r3] × [0,+∞).
Proof. Suppose that r2 < r < r3 and (x(t), y(t)) is the solution of Eq. (6). By (i) and (iii),
it can be easily checked that, for y  0 and x  0, A(x,y) < 0. Therefore, the solution of
Eq. (6), for t > 0, intersects the positive x-axis. Let x(r) be the intersection point and x1 =
min{x(r): r2 < r < r3} > 0. Consider C > 0 and 0 < t1(t) < t2(r) such that 0 < C/√r2 <
x1 and x(ti(r)) = C/√r (i = 1,2). By (ii) and using the continuity of the solution with
respect to the initial velocity and the parameters [10,15], t2(r) is a continues function such
that
lim
r→r t2(r) = +∞, j = 2,3.j
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proof. 
Remark 3.5. In Theorem 3.4, we can replace the condition (i) by
(i)′ For r2 < r < r3 and x ∈ R, G(x,0,0) = 0 and the solution of Eq. (6) intersects the
positive x-axis.
Remark 3.6. In Theorem 3.4, if we replace the condition (iii) by
(iii)′ For r2 < r < r3, δ(r,U0) > 0,
then the fluid stream has a semi-eddy in [r2, r3] × (−∞,0].
4. Bifurcations, existence of eddies
Consider Eq. (6) and suppose that (x0,0) is an isolated fixed point for it. The local
bifurcation of the system, depending on values of δ and µ, changes the local behavior of
the solution. This change of behavior generates invariant sets for the perturbed jet. The level
curves of the stream function passing through this invariant sets, under some conditions,
are (semi-)eddies of the fluid stream. Throughout this section, we assume that the function
G satisfies the assumptions
(A1) Gx(0,0,0) = 0 and Gxx(0,0,0) > 0.1
(A2) x = 0 is the only solution of the equation G(x,0,0) = 0 and lim infx→±∞ G(x,0,0)
> 0.
For each µ > 0 and δ = 0, a saddle node bifurcation occurs for the equilibrium points
of Eq. (7). So, for µ > 0 and δ > 0 sufficiently small, Eq. (6) has two fixed points
X+(δ,µ) > 0 and X−(δ,µ) < 0 with X±(0,µ) = 0 and G(X±(δ,µ),0,0) = δµ−1.
Consider δ1 > 0 and µ1 > 0 small enough such that inf{G(x,0,0): x > X+(δ1,µ1)} >
G(X+(δ1,µ1),0,0) and inf{G(x,0,0): x < X−(δ1,µ1)} > G(X−(δ1,µ1),0,0). Sup-
pose that X±(δ1,µ1) = X±1 , then
∂X−
∂δ
(δ1,µ1) = 1
µ1Gx(X
−
1 ,0,0)
> 0.
Hence, for each 0 < µ < µ1, there exists 0 < δ(µ) < δ1 such that δ(µ1) = δ1 and
X−(δ(µ),µ) = X−1 ; furthermore,
dδ
dµ
= G(X−1 ,0,0).
1 The assumption Gxx(0,0,0) < 0 contains the same results.
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X+(δ(µ),µ) = X+1 . Hence, we obtain the set
S = {(δ,µ): 0 < µ < µ1, 0 < δ  δ(µ)}
such that
(i) For each (δ,µ) ∈ S, Eq. (6) has only two fixed points X−1  X−(δ,µ) < 0 and 0 <
X+(δ,µ)  X+1 .
(ii) X−(δ(µ),µ) = X−1 and X+(δ(µ),µ) = X+1 .
(iii) Gx(X−(δ,µ),0,0) < 0, Gx(X+(δ,µ),0,0) > 0 and Gxx(X±(δ,µ),0,0) > 0.
Throughout this section, we assume that (δ,µ) ∈ S. Regarding to the set S, we consider
the following assumption (A3) and suppose that the function G satisfies the assumptions
(A1)–(A3).
(A3) There exist x0 > 0 and ε > 0 such that, for (δ,µ) ∈ S and (x, y) ∈ (x0,+∞)×[0, ε],
δ − µG(x,y,0) < 0.
By Eq. (8), it can be easily checked that X−(δ,µ) is a hyperbolic saddle point. The cor-
responding unstable manifold Wu(X−(δ,µ)) intersects the positive y-axis; let yu(δ,µ)
be this intersection point. It is obvious that, for Umin < U0 < Umax and δ small enough,
1/U0 > yu(δ,µ). Since we like to study the region restricted by Ws(X−(δ,µ)) and
Wu(X−(δ,µ)), so we must show that, for some values of (δ,µ) ∈ S, the initial condi-
tions of Eq. (6) are in this region, i.e., 1/U0 < yu(δ,µ). Proposition 4.1 shows that we can
find µ and δ small and Umin < U0 < Umax large such that 1/U0 < yu(δ,µ).
Proposition 4.1. For each µ > 0 small enough, we can find δ > 0 and Umin < U0 < Umax
large such that 1/U0 < yu(δ,µ).
Proof. Consider the unstable manifold Wu(X−1 ) as the solution of the equation
dy
dx
= A(x,y)
y
, y(X−1 ) = 0, X−1  x  0.
Also assume that y¯(x) is the solution of the equation
dy¯
dx
= A(x, y¯)
y¯
, y¯(0) = 1
U0
, x  0.
We show y(0) > y¯(0). For Umax > 0 arbitrary large, we can find µ > 0 and Umin < U0 <
Umax such that 1/U0 > −3/X−1 . Since Wu(X−1 ) is tangent to the linear unstable space, so
limx→X−1 (dy/dx) exists and is positive. We have
dy
dx
(X−1 ) = lim
x→X−1
Ax + Ay(dy/dx)
dy/dx
,
therefore,
dy
(X−1 ) > Ay = −
2U0X−1 − µ Gy .dx 1 + µGz 1 +µGz
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small,
dy
dx
> 5, X−1  x X
−
1 + ε,
hence, y(X−1 + ε) > 5ε. By Proposition 2.2, we can take µ > 0 small enough such that
dy
dx
> 0, X−1  x −
1
U0
+ ε,
hence, y(−1/U0 + ε) > 5ε. Also, there exists µ0 > 0 such that, for 0 < µ  µ0 and
−1/U0 + ε  x  0, |y¯(x)+ U0x2 − 1/U0| < ε. This implies that
y¯
(
− 1
U0
+ ε
)
< 3ε < 5ε < y
(
− 1
U0
+ ε
)
,
so y(0) > y¯(0). The proof is complete. 
Theorem 4.2. Assume that r1 < r2 < r3 < rmax and U0 ∈ (Umin,Umax) are such that
(i) yu(δ(r2,U0),µ(r2,U0)) = yu(δ(r3,U0),µ(r3,U0)) = 1/U0.
(ii) For r2 < r < r3, yu(δ(r,U0),µ(r,U0)) > 1/U0.
Then, the fluid stream ψ(r, s) has a semi-eddy in [r2, r3] × (−∞,0].
Proof. Let φ¯(t) = (x(t), y(t)) be the solution of Eq. (6) and for each r2 < r < r3,
let xr < 0 be the first intersection point of φ¯(t) with the negative x-axis in past time
(t < 0). Let X0 = max{xr : r2 < r < r3} < 0; then we can find C < 0 such that, for all
r2 < r < r3, X0 < C/
√
r < 0. For each r2 < r  r3, there are t2(r) < t1(r) < 0 such that
x(t1(r)) = x(t2(r)) = C/√r , also, by the continuity of the solution with respect to the
initial conditions and parameters, t1(r) and t2(r) are Ck functions. Furthermore,
lim
r→r2
t2(r) = lim
r→r3
t2(r) = −∞.
So, the curve (r, rt2(r)/γ ) : (r2, r3) → r is a semi-eddy for ψ(r, s). This completes the
proof. 
Lemma 4.3. For each µ > 0 small enough, Wu(X−(δ,µ)) intersects the positive x-axis
or converges to a fixed point for the future time (t > 0).
Proof. Let φ¯(t) = (x(t), y(t)) be the Wu(X−(δ,µ)). By Proposition 2.2, there exists
µ0 > 0 small enough such that for 0 < µ < µ0 and (x, y) ∈ E, ‖δ − µG(x,y,A(x, y))‖
< 1. Assume that there exist 0 < µ < µ0 and 0 < δ < δ(µ) such that φ¯(t) dose
not intersect the positive x-axis. It is obvious that, for X−(δ,µ) < x < X+(δ,µ),
δ − µG(x,0,0) > 0. So, there exists an open neighborhood V containing (X−(δ,µ),
X+(δ,µ)) × {0} such that, for (x, y) ∈ V , A(x,y) > 0 and for (x, y) /∈ V , A(x,y) 0.
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Consider Wu(X−(δ,µ)) as the solution of the equation
dy
dx
= −2U0x + δ − µG(x,y,A(x, y))
y
, y(X−1 ) = 0.
Then,
y(x)− y(x1) < −U0
(
x21 − x2
)+ x − x1
y(x)
,
hence,
0 < y(x) <
x − x1
U0x2 − (y(x1) + U0x21 )
.
This means that, for x > max(x0, x1) large enough, y(x) < ε; so,
dy
dx
< −2U0x.
Therefore, φ¯(t) converges to a fixed point. This completes the proof. 
Remark 4.4. Suppose that q(t) is a solution of Eq. (6) such that q(0) = (0, q0), with
q0 > 0. Similar proof as Lemma 4.3 implies that q(t) intersects the positive x-axis in
future time.
4.1. Case one: Gy(0,0,0) > 0
If Gy(0,0,0) > 0, then for each (δ,µ) ∈ S, X+(δ,µ) is a hyperbolic sink. Furthermore,
if δ = 0, then the corresponding linear part of Eq. (6) has a simple eigenvalue λ1 = 0 and a
simple eigenvalue λ2 = −µGy/(1 + µGz) < 0; moreover,
∂A(0,0)
∂δ
∣∣∣∣
δ=0
= 1
1 + µGz(0,0,0) > 0.
This implies that, for (x, y, δ) = (0,0,0), a saddle node bifurcation occurs for Eq. (6)
[6,7,10]. Hence, for each µ > 0 and δ > 0 small enough, Wu(X−(δ,µ)) converges to
X+(δ,µ) and Ws(X−(δ,µ)) intersects the positive y-axis. Let ys(δ,µ) be the intersec-
tion points of Ws(X−(δ,µ)) with the positive y-axis. Obviously, in this case, ys(δ,µ) >
yu(δ,µ). Let φ0(t) be the solution of the system with the initial condition φ0(0) = (0,0)
and assume that y0(δ,µ) is the intersection point of φ0(t) with the positive y-axis for past
time (t < 0). Obviously, we have yu(δ,µ) < y0(δ,µ) < ys(δ,µ). If for 0 < δ1 < δ(µ),
Ws(X−(δ1,µ)) does not intersect the positive y-axis, then we define ys(δ1,µ) = +∞. In
this case, Remark 4.4 implies that
(i) There exists 0 < δ¯ < δ1 such that, for all 0 < δ < δ¯, Ws(X−(δ,µ)) intersects the
positive y-axis.
(ii) limδ→δ¯ y(δ,µ) = +∞.
Theorem 4.5 shows that the region between y0(δ,µ) and ys(δ,µ) contains an eddy for
ψ(r, s).
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(i) For r = r2 and r = r3, 1/U0 = y0(δ,µ).
(ii) For r2 < r < r3, y0(δ(r,U0),µ(r,U0)) < 1/U0 < ys(δ(r,U0),µ(r,U0)).
Then, the fluid stream ψ(r, s) has an eddy in K = [r2, r3] × [0,+∞).
Proof. Let φ¯(t) = (x(t), y(t)) be the solution of Eq. (6). For r = r2 and r = r3, 1/U0 =
y0(δ,µ), so, there are t (rj ) > 0 (j = 2,3) such that φ¯(t (rj )) is tangent to the y-axis. For
r2 < r < r3, there are t2(r) > t1(r) > 0 such that x(t2(r)) = x(t1(r)) = 0. Also, by the
continuity of the solution with respect to the initial conditions and parameters, t1(r) and
t2(r) are Ck functions and we have
lim
r→r2
t1(r) = lim
r→r2
t2(r) = t (r2),
lim
r→r3
t1(r) = lim
r→r3
t2(r) = t (r3).
It can be easily checked that the closed curve{(
r2,
r2t (r2)
γ
)
,
(
r3,
r3t (r3)
γ
)}
∪
{(
r,
rt1(r)
γ
)
: r2 < r < r3
}
∪
{(
r,
rt2(r)
γ
)
: r2 < r < r3
}
is an eddy for ψ(r, s). 
4.2. Case two: Gy(0,0,0) < 0
Now suppose that Gy(0,0,0) < 0. For each µ > 0 and δ > 0 sufficiently small,
X+(δ,µ) is a hyperbolic source; furthermore, for (x, y, δ) = (0,0,0), a saddle node
bifurcation occurs for Eq. (6). In this case, Ws(X−(δ,µ)) converges to X+(δ,µ) and
Wu(X−(δ,µ)) intersects the negative y-axis. The Proposition 4.6 shows that, under some
conditions, a Hopf bifurcation occurs for Eq. (6).
Proposition 4.6. For each µ > 0 small enough and Umin < U0 < Umax large enough, there
exists 0 < δ¯ < δ(µ) such that a Hopf bifurcation occurs for Eq. (6) at (X+(δ¯,µ),0,0).
Furthermore, the periodic solutions caused by the Hopf bifurcation are asymptotically
unstable.
Proof. The real part of the eigenvalues corresponding to X+(δ,µ) is
R(δ,µ) = −µGy(X
+(δ,µ),0,0)+ 2U0X+(δ,µ)
2(1 + µGz(X+(δ,µ),0,0)) .
Therefore, R(0,µ) = −µGy(0,0,0)/(2 + 2µGz(0,0,0)) > 0. On the other hand,
∂R
(δ,µ) = − U0 − 1
[
µGxy − Gxy(µGz + 2U0X
+(δ,µ))
2
]
,∂δ Gx(1 + µGz) 2 + 2µGz Gx 2Gx(1 +µGz)
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and Umin < U0 < Umax such that, for 0 < µ < µ0 and 0 < δ < δ(µ), we have
∂R
∂δ
(δ,µ) <
R(0,µ)
X+1
.
This implies that R(δ(µ),µ) < 0. Hence, there exists 0 < δ¯ < δ(µ) such that R(δ¯,µ) = 0
and (∂R/∂δ)(δ¯,µ) = 0. The stability parameter of Hopf the bifurcation is [6,11]
ρ = 1
2
A2xAxxy︸ ︷︷ ︸
o(µ2)
+ 1
2
A4xAyyy︸ ︷︷ ︸
o(µ4)
+ 1
2
AxxAxy︸ ︷︷ ︸
o(µ)
+ 1
2
AxAxyAyy︸ ︷︷ ︸
o(µ2)
.
So, for µ > 0 small enough, the sign of ρ is as same as that of AxxAxy/2 > 0; hence, the
periodic solutions are asymptotically unstable. This completes the proof. 
The asymptotically unstable periodic solutions of the Hopf bifurcation, under some con-
ditions, cause eddies for the fluid stream. For this, by Lemma 4.3, the solution of Eq. (6)
is convergent to the periodic solution for t < 0. Hence, for δ enough close to δ¯, the solu-
tion of Eq. (6) is convergent to a hyperbolic source fixed point caused by the saddle node
bifurcation or to an asymptotically unstable periodic solution caused by the Hopf bifurca-
tion. Suppose that the solution of Eq. (6) converges to the periodic solution. This means
that the solution intersects the x-axis infinitely many times. Let X1(δ,µ) and X2(δ,µ)
be the first and the second intersection points of the solution with the x-axis, respectively
(t < 0), then, X2(δ,µ) < X1(δ,µ). Theorem 4.7 shows that, under some conditions, the
Hopf bifurcation implies the eddies for the fluid stream.
Theorem 4.7. Suppose that r1 < r2 < r3 < rmax and Umin < U0 < Umax are such that
(i) For r2  r  r3, 1/U0 < yu(δ(r,U0),µ(r,U0)).
(ii) For r2  r  r3, Eq. (6) has an asymptotically unstable periodic solution caused by
the Hopf bifurcation.
(iii) √r2X1(δ(r2,U0),µ(r2,U0))√r3X2(δ(r3,U0),µ(r3,U0)).
Then, Eq. (6) has an eddy in [r2, r3] × (−∞,0).
Proof. Let (x(t), y(t)) be the solution of Eq. (6) and C ∈ R be such that
√
r2X1
(
δ(r2,U0),µ(r2,U0)
)
 C √r3X2
(
δ(r3,U0),µ(r3,U0)
)
.
Then,
C√
r2
X1
(
δ(r2,U0),µ(r2,U0)
)
and
C√
r3
X2
(
δ(r3,U0),µ(r3,U0)
)
.
Therefore, there exist r2 < r¯2 < r¯3 < r3 such that
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(ii) X2(δ(r¯3,U0),µ(r¯2,U0)) = C/√r¯3.
(iii) For r¯2 < r < r¯3, X2(δ(2,U0),µ(r,U0)) < C/
√
r < X1(δ(r,U0),µ(r,U0)).
Hence, for r¯2 < r < r¯3, there exist t1(r) and t2(r) such that x(ti(r)) = C/√r (i = 1,2).
Also using the continuity of the solution with respect to the initial conditions and the para-
meters, we have
−∞ < lim
r→r¯j
t1(r) = lim
r→r¯j
t2(r) < 0, j = 2,3.
It can be easily checked that the closed curve{(
r¯2,
γ t (r¯2)
r¯2
)
,
(
r¯3,
γ t (r¯3)
r¯3
)}
∪
{(
r,
rt1(r)
γ
)
: r¯2 < r < r¯3
}
∪
{(
r,
rt2(r)
γ
)
: r¯2 < r < r¯3
}
,
with x(t (r¯j )) = C/
√
r¯j (j = 2,3), is an eddy for ψ(r, s). This completes the proof. 
Remark 4.8. In Theorem 4.7, the points X1(δ,µ) and X2(δ,µ) define the first and the
second intersection points of φ¯ with the x-axis. We can replace X1(δ,µ) and X2(δ,µ)
with (2n + 1)th and (2n + 2)th intersection points. Then, we obtain another eddy for ψ .
This means that in the case of Theorem 4.7, the fluid stream has infinitely many eddies in
[r2, r3] × (−∞,0).
5. Conclusion
In this paper, we considered a non-linear implicit small perturbation of the classic model
of mass transfer for two dimensional jets. We showed that, under some conditions, the local
bifurcations for the fluid stream imply the existence of (semi-)eddies. This (semi-)eddies
are not caused by chaotic motion of the fluid stream, this means that the non-chaotic fluid
may have turbulent behavior.
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