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Abstract
Let p be a prime number, Z/(pe) the integer residue ring, e 2. For a sequence a over Z/(pe), there is a
unique decomposition a = a0 +a1 ·p+· · ·+ae−1 ·pe−1, where ai be the sequence over {0,1, . . . , p−1}.
Let f (x) ∈ Z/(pe)[x] be a primitive polynomial of degree n, a and b be sequences generated by f (x)
over Z/(pe), such that a = 0 (mod pe−1). This paper shows that the distribution of zero in the sequence
ae−1 = (ae−1(t))t0 contains all information of the original sequence a, that is, if ae−1(t) = 0 if and only
if be−1(t) = 0 for all t  0, then a = b. Here we mainly consider the case of p = 3 and the techniques used
in this paper are very different from those we used for the case of p  5 in our paper [X.Y. Zhu, W.F. Qi,
Uniqueness of the distribution of zeroes of primitive level sequences over Z/(pe), Finite Fields Appl. 11
(1) (2005) 30–44].
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let p be a prime, Re = Z/(pe) the integer residue ring modulo pe, which is represented as
{0,1, . . . , pe − 1}. In this paper, given positive integer m 2, we always consider a (mod m) as
an element in {0,1, . . . ,m− 1}. For more considerations on Re , please refer to [12].
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sequence a = (a(t))t0 over Re satisfying the recursion
a(i + n) = −[c0a(i)+ c1a(i + 1)+ · · · + cn−1a(i + n− 1)] (mod pe), i = 0,1,2, . . . ,
is called a linear recurring sequence of degree n over Re, generated by f (x). We will use the
notation G(f (x),pe) for the set of all sequences over Re generated by f (x). Reference [7] is a
good introduction paper to consider the linear recurring sequence over Re .
Let a = (a(t))t0 and b = (b(t))t0 be sequences over Re and c ∈ Re, define
a + b = (a(t)+ b(t) (mod pe))
t0,
ca = (c · a(t) (mod pe))
t0,
a · b = (a(t) · b(t) (mod pe))
t0,
and define the shift operator x of the sequence as xa = (a(t + 1))t0, thus xka = (a(t + k))t0,
k = 0,1,2, . . . . Then for any polynomial f (x) over Re, a ∈ G(f (x),pe) if and only if f (x)a =
0. That is to say
G
(
f (x),pe
)= {a ∈ R∞e ∣∣ f (x)a = 0}.
Let f (x) be a monic polynomial over Z/(pe) with f (0) ≡ 0 (mod p). Then there exists a
positive integer P such that f (x) divides xP − 1 over Z/(pe). The least such P is called the
period of f (x) over Z/(pe) and denoted by per(f (x),pe). The period of f (x) is upper bounded
by pe−1(pn − 1), where n = degf (x).
Definition 1. Let f (x) be a monic polynomial of degree n over Z/(pe), such that f (0) ≡
0 (mod p), then f (x) is called a primitive polynomial if per(f (x),pe) = pe−1(pn − 1).
For more considerations on the primitive polynomial f (x) over Z/(pe), please see [3,6,18].
Let f (x) be a primitive polynomial of degree n over Z/(pe), then f (x) (mod pi) is also a primi-
tive polynomial over Z/(pi), whose period is per(f (x),pi) = pi−1(pn − 1), i = 1,2, . . . , e− 1.
Especially, f (x) (mod p) is a primitive polynomial over the prime field GF(p), see [11]. Thus
we have
xp
i−1T ≡ 1 + pihi(x)
(
mod f (x)
)
, i = 1,2, . . . , e − 1, (1)
where T = pn−1 and hi(x) is a polynomial over Z/(pe) of degree less than n satisfying hi(x) ≡
0 (mod p). Clearly, hi(x) is coprime with f (x) (mod p) over Z/(p). Furthermore, we have [1,6]
(1) if p = 2, then h2(x) ≡ h3(x) ≡ · · · ≡ he−1(x) ≡ 0 (mod 2) and h2(x) = h1(x) +
h1(x)2 (mod f (x));
(2) if p  3, then h1(x) ≡ h2(x) ≡ · · · ≡ he−1(x) ≡ 0 (mod p).
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h(x) = h1(x) (mod p), (2)
where h1(x) is defined by (1).
Theorem 1. [6,18] Let p be an odd prime, f (x) a monic polynomial of degree n over Z/(pe)
with positive integer e. Then
(1) f (x) is a primitive polynomial over Z/(pe) if and only if f (x) (mod p) is a primitive
polynomial over Z/(p) and h(x) = 0, where h(x) is defined by (2);
(2) f (x) is a primitive polynomial over Z/(pe) with e  2 if and only if f (x) (mod p2) is a
primitive polynomial over Z/(p2).
Remark 1. In Appendix A, we give a method to compute all the primitive polynomials over
Z/(p2) for the odd prime p.
Any element a in Z/(pe) has a unique p-adic decomposition as a = a0 + a1 · p + · · · +
ae−1 ·pe−1, where ai ∈ Γ = {0,1, . . . , p − 1}. Similarly, a sequence a over Z/(pe) has a unique
p-adic decomposition as
a = a0 + a1 · p + · · · + ae−1 · pe−1,
where ai is a sequence over Γ . The sequence ai is called ith level component (or sequence) of a,
and ae−1 the highest-level component (or sequence) of a. They can be naturally considered as
the sequences over the finite field GF(p).
Let α be a periodic sequence, we use the notation per(α) for the least positive period of α.
Let f (x) be a primitive polynomial over Z/(pe), a ∈ G(f (x),pe) and T = pn − 1 with n =
degf (x). Then we have the following statements, similar to those in [1].
(1) Sequences a and ae−1 have the same period, that is per(ae−1) = per(a).
(2) If a0 = a1 = · · · = ai−1 = 0, ai = 0, 1 i  e − 1, then
per(a) = p−i · per(f (x),pe)= pe−1−iT .
(3) If a ≡ 0 (mod p), then per(a) = per(f (x),pe) = pe−1T and per(a mod pi) = pi−1T , where
1 i  e.
Definition 2. Let f (x) ∈ Z/(pe)[x] be a primitive polynomial, then a ∈ G(f (x),pe) with a ≡
0 (mod p), is called a primitive sequence generated by f (x) over Z/(pe), and ae−1, the highest-
level sequence of a, is called a primitive level sequence.
For more considerations on a and ae−1, please see [1,4,7,18]. Huang and Dai in [4] and
Kuzmin and Nechaev in [8] have proposed the following injectivity theorem which has important
cryptographic significance, individually.
Theorem 2. Let f (x) be a primitive polynomial over Z/(pe) with prime p and positive integer e.
Then a = b if and only if ae−1 = be−1 for arbitrary sequences a, b ∈ G(f (x),pe).
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the original sequence a, that is, if ae−1 is known, then there exists an algorithm to recover the
sequence a in theory. There are many considerations on the cryptographic properties of ae−1 in
[2,5,9,13–16].
Here, we consider the uniqueness of ae−1 in a new way, and reach an interesting conclusion
that the distribution of element 0 of ae−1 is also unique, that is, the sequence a can be uniquely
determined by the distribution of element 0 of ae−1. In [19], we have arrived the conclusion in
the case of p  5. In this paper, we mainly consider the case of p = 3, and the techniques are
very different from those we used for the case of p  5 in [19].
The rest of this paper is arranged as follows. In Section 2, some results are given on the
distribution of elements of level sequence and the primitive sequence over Z/(3e), which are
basic tools to prove our main result. In Section 3, we discuss in detail the uniqueness of the
distribution of zero of the level sequence.
2. Distribution of elements of level sequence and primitive sequence
Let α = (α(t))t0 and β = (β(t))t0 are periodic sequences over a ring R and Lcm(per(α),
per(β)) | P . For δ ∈ R, we set N(α(t) = δ,P ) = #{t | α(t) = δ, 0  t < P }, F(α(t) = δ) =
N(α(t) = δ,P )/P , and F(α(t) = β(t)) = 1 − F(α(t)− β(t) = 0).
Proposition 1. [19] Let p be an odd prime, f (x) ∈ Z/(pe)[x] be a primitive polynomial of
degree n, T = pn − 1. For the primitive sequence a ∈ G(f (x),pe), we have
a
(
t + pe−1T/2)≡ −a(t) (mod pe), t  0, (3)
and
ae−1
(
t + j · pe−2T )≡ ae−1(t)+ j · α(t) (mod p), t  0, (4)
for e 2 and j = 0,1, . . . , p − 1, where α = h(x)a0 (mod p) and h(x) is defined by (2).
Proof. Notice that h(x) = h1(x) (mod p) ≡ hi(x) (mod p) for i = 1,2, . . . , e − 1. Thus α =
h(x)a0 (mod p) = he−1(x)a0 (mod p) and in fact this proposition is Proposition 1 in [19]. 
Proposition 2. [19] Let p be an odd prime, f (x) ∈ Z/(pe)[x] be a primitive polynomial of
degree n, a ∈ G(f (x),pe). Then
(1) If a = 0 (mod pe−1), then the frequency of zero in ae−1 satisfies that
F
(
ae−1(t) = 0
)
 p
n−1 − pn−2
pn − 1 . (5)
(2) If a = 0, then the frequency of δ in ae−1 satisfies that
F
(
ae−1(t) = δ
)
 p
n−1 − pn−2
pn − 1 , (6)
for δ ∈ {1, . . . , p − 1}.
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In the following, we are going to estimate the distribution of zero in a primitive sequence over
Z/(3e).
Proposition 3. Let f (x) ∈ Z/(33)[x] be a primitive polynomial with degf (x) = 3 and
degh(x) = 0, where h(x) is defined by (2). Then the frequency of zero in a primitive sequence
a ∈ G(f (x),33) satisfies that F(a(t) = 0) 213 < 29 .
Proof. According to Theorem 1 and Appendix A, we can list all the primitive polynomials of
degree 3 with degh(x) = 0, over Z/(32) and Z/(33) respectively, see the following two sets:
S2 =
{
x3 + 5x2 + 3x + 1, x3 + 3x2 + 8x + 1, x3 + 8x2 + x + 1,
1 + 5x + 3x2 + x3,1 + 3x + 8x2 + x3,1 + 8x + x2 + x3,
x3 + 4x2 + 2x + 1,1 + 4x + 2x2 + x3};
S3 =
{
f01(x)+
(
c0 + c1x + c2x2
) · 32 ∣∣ f01(x) ∈ S2, ci ∈ {0,1,2}},
for any polynomial f (x) ∈ S3 and any sequence a ∈ G(f (x),33) with a0 = 0, per(a,33) =
32(33 − 1) = 234. Furthermore, we can know that the number of zero in a period of a satisfies
that N(a(t) = 0,234) ∈ {0,6,12,18,24,30,36} by direct enumerating. Thus F(a(t) = 0) =
N(a(t)=0,234)
234 
36
234 = 213 < 29 . 
Proposition 4. Let f (x) ∈ Z/(32)[x] be a primitive polynomial with degf (x)  4. Then the
frequency of zero in a primitive sequence a ∈ G(f (x),32) satisfies that F(a(t) = 0) < 29 .
For the proof of Proposition 4, we need to do some preparations.
Firstly, we give a brief introduction for the Galois ring. Let p be a prime number, Zp p-adic
domain, and Qp be p-adic number field. Let K be a nonramified extension of degree n over Qp ,
and R be the domain of K (that is a valuation ring of K). Let e be a positive integer. Then the
residue class ring R/peR is called a Galois ring, and we denote it by GR(pe, n). The following
statements are obvious, see [10,12].
(1) Let g(x) be a monic polynomial of degree n over Z/(pe). If g(x) (mod p) is irreducible
over Z/(p), we call g(x) a basic irreducible polynomial over Z/(pe), see [12]. Let g(x)
be a basic irreducible polynomial of degree n over Z/(pe), then the residue class ring
Z/(pe)[x]/(g(x)) is isomorphic to GR(pe, n).
(2) Let f (x) be a basic irreducible polynomial of degree n over Z/(pe), we have f (x) =
(x − α1)(x − α2) · · · (x − αn) over GR(pe, n), and αi = αj for all i = j .
(3) GR(pe,1) can be considered as a subring of GR(pe, n) naturally.
(4) GR(p,n) is the finite field GF(pn). GR(pe, n) is a local ring with its maximal ideal (p) =
pGR(pe, n). Therefore GR(pe, n)/(p) is the finite field GF(pn).
(5) Let Ωn = {α ∈ GR(pe, n) | αpn = α}, which is called the Teichmuller representation set of
GR(pe, n). And Ω∗n = Ωn\{0} is a multiplicative cyclic group, whose order is pn − 1. Any
element α in GR(pe, n) has a unique decomposition as
α = α0 + α1 · p + · · · + αe−1 · pe−1, where αi ∈ Ωn.
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τn :α → τn(α) = αp0 + αp1 · p + · · · + αpe−1 · pe−1.
We define the trace Tr(·) : GR(pe, n) → Z/(pe) via
Tr(α) =
n−1∑
i=0
τ in(α),
and define the character χ(·) : GR(pe, n) → C via
χ(α) = exp
(
i2πb · Tr(α)
pe
)
,
where b, 1 b pe − 1, is some integer relatively prime to p, i.e., gcd(b,p) = 1; and C repre-
sents the complex field.
Definition 3. [10] Let g(x) ∈ GR(pe, n)[x], such that
g(x) = g0(x)+ g1(x) · p + · · · + ge−1(x) · pe−1,
where gi(x) =∑mij=0 gi,j · xj ∈ Ωn[x], 0 i  e− 1. We say that g(x) is nondegenerate if g(x)
satisfies that
gi,j = 0, if j = 0 mod p, 0 j mi, 0 i  e − 1,
and define the weighted degree Ne(g) of g(x) by
Ne(g) = max
{
m0p
e−1,m1pe−2, . . . ,me−1
}
.
Lemma 1. [10] Let g(x) ∈ GR(pe, n)[x] be nondegenerate and of weighted degree Ne(g). Then
|∑x∈Ωn χ(g(x))| (Ne(g)− 1) · √pn.
Corollary 1. Let α ∈ GR(32, n) with α = 0 (mod 3) and b, 1  b  8, is an integer relatively
prime to 3, i.e., gcd(b,3) = 1. Then
∣∣∣∣ ∑
x∈Ωn
exp
(
i2πb · Tr(α · x)
32
)∣∣∣∣ 2 · √3n.
Proof. Let pe = 32 and g(x) = α · x. We know that g(x) = α0 · x + α1 · x · 3, where
α0, α1 ∈ Ωn. And since α = 0 (mod 3), we have α0 = 0. Thus N2(g) = 3 and the result is right
by Lemma 1. 
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f (x) over GR(pe, n). Then for any sequence a = (a(t))t0 ∈ G(f (x),pe), there exists a unique
element α ∈ GR(pe, n), such that
a(t) = Tr(α · ξ t), t  0.
Especially, a is a primitive sequence if and only if α = 0 (mod p).
Lemma 3. Let f (x) ∈ Z/(32)[x] be a primitive polynomial of degree n, a ∈ G(f (x),32) be a
primitive sequence. Then the number of zero in a period of a, N(a(t) = 0,3(3n − 1)), satisfies
that
∣∣N(a(t) = 0,3(3n − 1))− 3n−1 + 3∣∣ 4√3n.
Proof. We write N0 in place of N(a(t) = 0,3(3n − 1)) for short. Let ξ be a root of f (x) over
GR(32, n). Clearly ξ (mod 3) is a root of f (x) (mod 3) in the finite field GF(3n). Let ξ =
α0 +α1 ·3 = ξ0(1+ξ1 ·3) with ξ0 = α0, ξ1 = α−10 ·α1 ∈ Ωn. Since f (x) is a primitive polynomial
over Z/(p), ξ0 (mod 3) = ξ (mod 3) is a primitive element of GF(3n), and ξ0 is a generating
element of the multiplicative cyclic group Ω∗n .
By Lemma 2, there exists a unique element α ∈ GR(32, n), such that
a(t) = Tr(α · ξ t), t  0,
and we know that α = 0 (mod 3) since a ∈ G(f (x),32) be a primitive sequence. We split a =
(a(t))t0 into three sequences vi = (vi(t))t0, i = 0,1,2, such that
v0(t) = a(3t) = Tr
(
α · (ξ3)t),
v1(t) = a(3t + 1) = Tr
(
αξ · (ξ3)t),
v2(t) = a(3t + 2) = Tr
(
αξ2 · (ξ3)t).
They are all the sequences over Z/(32) and vi (mod 3) = (vi(t) (mod 3))t0 are all m-sequences
of degree n over Z/(3).
Let N0,i = #{t | vi(t) = 0, 0 t < 3n − 1}, i = 0,1,2. Clearly N0 = N0,0 +N0,1 +N0,2.
Since ξ0 is a generating element of the multiplicative cyclic group Ω∗n with order 3n − 1, we
know that ξ30 is also a generating element of Ω
∗
n . Over GR(32, n), we have ξ3 = [ξ0(1+ξ1 ·3)]3 =
ξ30 . Thus {(
ξ3
)t ∣∣ 0 t < 3n − 1}= Ω∗n .
On the other hand, from α = 0 (mod 3) and ξ = 0 (mod 3), we have αξ i = 0 (mod 3), i = 0,1,2.
By Corollary 1, we can get
∣∣∣∣∣1 +
3n−2∑
exp
(
i2πb · v0(t)
32
)∣∣∣∣∣=
∣∣∣∣∣1 +
3n−2∑
exp
(
i2πb · Tr(α · (ξ3)t )
32
)∣∣∣∣∣
t=0 t=0
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∣∣∣∣∑
x∈Ωn
exp
(
i2πb · Tr(α · x)
32
)∣∣∣∣ 2 · √3n, (7)
where b is an integer relatively prime to 3, 1 b 8.
In the following, we are going to estimate N0,0, the number of zero in a period of v0 =
(v0(t))t0. Because
8∑
j=0
exp
(
i2πb · j · x
32
)
=
{
0, if x = 0 (mod 9),
9, otherwise,
we have
N0,0 =
3n−2∑
t=0
1
32
8∑
j=0
exp
(
i2πb · j · v0(t)
32
)
=
3n−2∑
t=0
1
32
[
1 +
8∑
j=1
exp
(
i2πb · j · v0(t)
32
)]
= 3n−2 − 1
32
+
3n−2∑
t=0
1
32
8∑
j=1
exp
(
i2πb · j · v0(t)
32
)
= 3n−2 − 1 +
8∑
j=1
1
32
[
1 +
3n−2∑
t=0
exp
(
i2πb · j · v0(t)
32
)]
= 3n−2 − 1 +
( ∑
j∈{1,2,4,5,7,8}
+
∑
j∈{3,6}
)
1
32
[
1 +
3n−2∑
t=0
exp
(
i2πb · j · v0(t)
32
)]
= 3n−2 − 1 +NI +NII,
where
NI = 132
∑
j∈{1,2,4,5,7,8}
[
1 +
3n−2∑
t=0
exp
(
i2πb · j · v0(t)
32
)]
,
NII = 132
∑
j∈{3,6}
[
1 +
3n−2∑
t=0
exp
(
i2πb · j · v0(t)
32
)]
= 1
32
∑
j∈{1,2}
[
1 +
3n−2∑
t=0
exp
(
i2πb · j · v0(t)
3
)]
.
By (7), we have |NI | 43
√
3n. On the other hand, since (v0(t) (mod 3))t0 is an m-sequence
over Z/(3), the numbers of 0,1,2 in a period (= 3n − 1) of (v0(t) (mod 3))t0 are 3n−1 − 1,
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NII = 0 and |N0,0 − 3n−2 + 1| = |NI | 43
√
3n. Similarly, we can get
∣∣N0,1 − 3n−2 + 1∣∣ 43
√
3n and
∣∣N0,2 − 3n−2 + 1∣∣ 43
√
3n.
And we have |N0 − 3n−1 + 3| 4
√
3n from N0 = N0,0 +N0,1 +N0,2. 
Proof of Proposition 4. By Lemma 3, the number of zero in a period of a, N(a(t) = 0,
3(3n − 1)), satisfies that |N(a(t) = 0,3(3n − 1))− 3n−1 + 3| 4√3n. Thus
F
(
a(t) = 0)= N(a(t) = 0,3(3n − 1))
3(3n − 1) 
3n−1 − 3 + 4√3n
3(3n − 1) . (8)
While n 5, we can get F(a(t) = 0) 29 by (8). In Appendix A, we list all primitive polyno-
mials of degree 4 over Z/(32). Let f (x) be one of them. By computing N(a(t) = 0,3(34 − 1))
directly for any primitive sequence a ∈ G(f (x),32), we can find that N(a(t) = 0,3(34 − 1)) ∈
{12,18,24,30,36,42,48}. Thus F(a(t) = 0) 48240 = 15 < 29 . So the statement in this proposi-
tion is true. 
3. Uniqueness of the distribution of zero of level sequence
Definition 4. Let α = (α(t))t0 and β = (β(t))t0 be two periodic sequences over a ring R,
if α(t) = 0 if and only if β(t) = 0 for all integer t , t  0, we call that α and β have the same
distribution of element 0, or simply, α and β are of same 0.
Theorem 3. [19] Let p be an odd prime, f (x) ∈ Z/(pe)[x] be a primitive polynomial of degree n
and e 2. Let a, b ∈ G(f (x),pe) be primitive sequences. Then
(1) If ae−1 and be−1 are of same 0, then a0 = b0.
(2) For 0 k < i  e − 1, ai and bk are not of same 0.
(3) If ae−1 and be−1 are of same 0, and a = b (mod pe−1), then ae−1 = be−1.
Proof. This theorem is the combination of Theorem 3, Corollary 3 and Lemma 6 in [19]. 
In [19], we have proven the distribution of zero of level sequence is unique for the case of
p  5, and we mainly consider the case of p = 3 in this paper.
Theorem 4. [19] Let p  5 be an odd prime, e  2. Let f (x) ∈ Z/(pe)[x] be a primitive poly-
nomial, and a, b ∈ G(f (x),pe) with a ≡ 0 (mod pe−1). Then a = b if ae−1 and be−1 are of
same 0.
Theorem 5. Let f (x) be a primitive polynomial over Z/(3e) with e  2. Let a, b ∈ G(f (x),3e)
with a ≡ 0 (mod 3e−1). Then a = b if ae−1 and be−1 are of same 0.
Remark 3. The condition of a ≡ 0 (mod pe−1) is essential since there exist two different se-
quences in G(f (x),p), which are of same 0. That is, we have a, b ∈ G(f (x),pe), such that
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G(f (x),p).)
(2) ae−1 = be−1, a = b, ae−1 and be−1 are of same 0.
Remark 4. From Theorems 4 and 5, we know that the distributions of zero in different level
sequences are different, or we can say that the distribution of zero in a level sequence is unique.
Based on it, the following corollary can be got easily.
Corollary 2. Let p be an odd prime, e  2. Let f (x) ∈ Z/(pe)[x] be a primitive polynomial,
a, b ∈ G(f (x),pe) with a ≡ 0 (mod pe−1). Then
(1) If ae−1 = be−1, then ae−1 and be−1 are linear independent, that is, ae−1 ≡ λ · be−1 (mod p)
for all integer λ, 2 λ p − 1.
(2) a = b if and only if there is a positive integer k such that ake−1 ≡ bke−1 (mod p).
For the proof of Theorem 5, we need the following lemma.
Lemma 4. Let f (x) ∈ Z/(3e)[x] be a primitive polynomial of degree n and e  3. Let a, b ∈
G(f (x),3e) be primitive sequences, c = a − b (mod 3e) and α = h(x)a0 (mod 3), where h(x)
is defined by (2). If ae−1 and be−1 are of same 0, then
2F
(
ce−1(t) = 1
)
 F
(
a(t)
(
mod 3e−1
)= 0, α(t) = 0)+ F (b(t) (mod 3e−1)= 0, α(t) = 0). (9)
Proof. Firstly, since ae−1 and be−1 are of same 0, and c = a − b (mod 3e), we know that
ce−1(t) = 1 only in the following two cases:
(a) ae−1(t)− be−1(t) = 1 (mod 3), a(t) (mod 3e−1) b(t) (mod 3e−1);
(b) ae−1(t)− be−1(t) = 2 (mod 3), a(t) (mod 3e−1) < b(t) (mod 3e−1).
So we can get
F
(
ce−1(t) = 1
)
 F
(
ae−1(t) = be−1(t)
)
. (10)
Since ae−1 and be−1 are of same 0, we can get a0 = b0 by the first statement of Theorem 3.
Thus α = h(x)a0 (mod 3) = h(x)b0 (mod 3). Let T = 3n − 1. By (4) in Proposition 1, we know
that
ae−1
(
t + j · 3e−2T )= ae−1(t)+ j · α(t) (mod 3), j = 0,1,2, t  0,
be−1
(
t + j · 3e−2T )= be−1(t)+ j · α(t) (mod 3), j = 0,1,2, t  0. (11)
From (11), we can assert that α(t + 3e−2T/2) = α(t) = 0 for all t with ae−1(t) = be−1(t), that is
ae−1(t) = be−1(t) 
⇒ α
(
t + 3e−2T/2)= α(t) = 0. (12)
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j0 · 3e−2T ) = ae−1(t)+ j0 · α(t) = 0 and be−1(t + j · 3e−2T ) = be−1(t)− ae−1(t) = 0 (mod 3),
which are in contradiction to that ae−1 and be−1 are of same 0. Thus α(t) = 0. Since α
is an m-sequence over Z/(3) of period T , we have α(t + 3e−2T/2) = α(t + T/2). On the
other hand, since f (x) (mod 3) is a primitive polynomial of period T over Z/(3), we have
xT/2 = −1 (mod f (x),3) and α(t + T/2) = −α(t) (mod 3) for α ∈ G(f (x),3). Thus (12)
holds.
By combining (12) and (11), we can get
ae−1(t) = be−1(t) 
⇒⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ae−1(t) = ae−1(t + 3e−2T ) = ae−1(t + 2 · 3e−2T ),
ae−1(t + 3e−2T/2) = ae−1(t + 3 · 3e−2T/2) = ae−1(t + 5 · 3e−2T/2),
be−1(t) = be−1(t + 3e−2T ) = be−1(t + 2 · 3e−2T ),
be−1(t + 3e−2T/2) = be−1(t + 3 · 3e−2T/2) = be−1(t + 5 · 3e−2T/2).
(13)
By (3) of Proposition 1, we have
a
(
t + 3e−1T/2)= −a(t) (mod 3e), t  0. (14)
Thus
a(t) = 0 (mod 3e−1) 
⇒ ae−1(t + 3e−1T/2)= 2 − ae−1(t) (mod 3),
a(t) = 0 (mod 3e−1) 
⇒ ae−1(t + 3e−1T/2)= 3 − ae−1(t) (mod 3). (15)
For the integer t with ae−1(t) = be−1(t), since ae−1 and be−1 are of same 0, we know that
{ae−1(t), be−1(t)} = {1,2}. That is to say
ae−1(t) = be−1(t) 
⇒
{
ae−1(t), be−1(t)
}= {1,2}. (16)
Without loss of generality, let ae−1(t) = 1 and be−1(t) = 2. If a(t) = 0 (mod 3e−1), we have
ae−1(t + 3e−1T/2) = 2 − ae−1(t) = 1 by (15). Similarly, If b(t) = 0 (mod 3e−1), we have
be−1(t+3e−1T/2) = 2−be−1(t) = 0. So ae−1 and be−1 are not of same 0 if a(t) = 0 (mod 3e−1)
and b(t) = 0 (mod 3e−1). We have a contradiction with condition. Thus a(t) = 0 (mod 3e−1) or
b(t) = 0 (mod 3e−1). Therefore we have
ae−1(t) = be−1(t) 
⇒ a(t) = 0
(
mod 3e−1
)
or b(t) = 0 (mod 3e−1). (17)
Let S = 3e−2 · T , which is the period of a (mod 3e−1). By (3) of Proposition 1, we know that
a(t + S/2) = −a(t) (mod 3e−1). Thus
a(t) = 0 (mod 3e−1) 
⇒ a(t + j · S/2) = 0 (mod 3e−1), j = 0,1,2,3,4,5;
a(t) = 0 (mod 3e−1) 
⇒ a(t + j · S/2) = 0 (mod 3e−1), j = 0,1,2,3,4,5. (18)
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b(t) = 0 (mod 3e−1) 
⇒ b(t + j · S/2) = 0 (mod 3e−1), j = 0,1,2,3,4,5;
b(t) = 0 (mod 3e−1) 
⇒ b(t + j · S/2) = 0 (mod 3e−1), j = 0,1,2,3,4,5. (19)
In the following, we fix t0 be an integer with that ae−1(t0) = be−1(t0). By (16), {ae−1(t0),
be−1(t0)} = {1,2}. By (17), a(t0) = 0 (mod 3e−1) or b(t0) = 0 (mod 3e−1). In the following, we
are going to consider the distribution of{
ae−1(t0 + j · S/2), be−1(t0 + j · S/2) | j = 0,1,2,3,4,5
}
.
Case 1. a(t0) = 0 (mod 3e−1), b(t0) = 0 (mod 3e−1).
Since a(t0) = 0 (mod 3e−1), we have ae−1(t0 + 3e−2T/2) = 2 − ae−1(t0) (mod 3) by (15).
Similarly, be−1(t0 + 3e−2T/2) = 3 − be−1(t0) (mod 3). If ae−1(t0) = 2 and be−1(t0) = 1, then
we have ae−1(t0 + 3e−2T/2) = 0 and be−1(t0 + 3e−2T/2) = 2, which is in contradiction to that
ae−1 and be−1 are of same 0. Thus
ae−1(t0) = 1, ae−1
(
t0 + 3e−2T/2
)= 1,
be−1(t0) = 2, be−1
(
t0 + 3e−2T/2
)= 1.
Furthermore, by (13), we have
ae−1(t0 + j · S/2) = 1, j = 0,1,2,3,4,5;
be−1(t0 + j · S/2) = 2, j = 0,2,4;
be−1(t0 + j · S/2) = 1, j = 1,3,5.
Case 2. a(t0) = 0 (mod 3e−1), b(t0) = 0 (mod 3e−1).
Similar to Case 1, we have
ae−1(t0 + j · S/2) = 2, j = 0,2,4;
ae−1(t0 + j · S/2) = 1, j = 1,3,5;
be−1(t0 + j · S/2) = 1, j = 0,1,2,3,4,5.
Case 3. a(t0) = b(t0) = 0 (mod 3e−1).
Similar to Case 1, we have
ae−1(t0) = ae−1(t0 + S) = ae−1(t0 + 2S)
= be−1(t0 + S/2) = be−1(t0 + 3S/2) = be−1(t0 + 5S/2);
be−1(t0) = be−1(t0 + S) = be−1(t0 + 2S)
= ae−1(t0 + S/2) = ae−1(t0 + 3S/2) = ae−1(t0 + 5S/2).
And since ae−1(t0) = be−1(t0), we have ae−1(t0 + j · S/2) = be−1(t0 + j · S/2), j = 0,1,2,3,
4,5.
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0 (mod 3e−1) or b(t0 +j ·S/2) = 0 (mod 3e−1), by (17)–(19). Combining the results in the above
three cases and (12), we can get
F
(
ae−1(t) = be−1(t)
)
 1
2
F
(
a(t) = 0 (mod 3e−1), b(t) = 0 (mod 3e−1), α(t) = 0)
+ 1
2
F
(
a(t) = 0 (mod 3e−1), b(t) = 0 (mod 3e−1), α(t) = 0)
+ F (a(t) = b(t) = 0 (mod 3e−1), α(t) = 0)
= 1
2
F
(
a(t) = 0 (mod 3e−1), α(t) = 0)+ 1
2
F
(
b(t) = 0 (mod 3e−1), α(t) = 0).
By combining it with (10), we know that (9) holds. 
Proof of Theorem 5. According to Theorem 2, we have ae−1 = be−1 if and only if a = b. It
suffices to prove that ae−1 = be−1. And we divide this goal into the following two steps.
Step 1. In this step we are going to prove that “while a, b ∈ G(f (x),3e) are primitive se-
quences, ae−1 = be−1 if ae−1 and be−1 are of same 0.”
Since ae−1 and be−1 are of same 0, we know that a0 = b0 by the first statement of Theorem 3.
If e = 2, then a = b (mod 3e−1). Furthermore, we can get ae−1 = be−1 by the third statement of
Theorem 3.
In the following, we suppose that e  3. Let α = h(x)a0 = h(x)b0 (mod 3), which is an
m-sequence over Z/(3).
Assume that ae−1 = be−1. Then a = b and c = a − b = 0 (mod 3e) by Theorem 2. By (6) of
Proposition 2, F(ce−1(t) = 1) 3n−1−3n−23n−1 > 29 . Combining it with (9) in Lemma 4, we can get
F
(
a(t) = 0 (mod 3e−1), α(t) = 0)+ F (b(t) = 0 (mod 3e−1), α(t) = 0)> 4
9
. (20)
Case 1. degh(x) 1.
Here α = h(x)a0 (mod 3) and a0 are linear independent m-sequences over Z/(3). Thus
F
(
a(t) = 0 (mod 3e−1), α(t) = 0) F (a0(t) = 0, α(t) = 0)< 19 .
Similarly, F(b(t) = 0 (mod 3e−1), α(t) = 0) < 19 . Thus F(a(t) = 0 (mod 3e−1), α(t) = 0) +
F(b(t) = 0 (mod 3e−1), α(t) = 0) < 29 , which is in contradiction to (20). Therefore the assump-
tion of ae−1 = be−1 is wrong.
Case 2. degh(x) = 0.
Here h(x) = 1 or 2 (mod 3), which implies that α = h(x)a0 (mod 3) and a0 are of same 0.
Thus a(t) = 0 (mod 3e−1) ⇒ α(t) = 0 and
F
(
a(t) = 0 (mod 3e−1), α(t) = 0)= F (a(t) = 0 (mod 3e−1)). (21)
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While degf (x) 4, we know that F(a(t) = 0 (mod 32)) < 29 by Proposition 4. Furthermore,
F(a(t) = 0 (mod 3e−1))  F(a(t) = 0 (mod 32)) < 29 since e  3. While degf (x) = 1, we
have F(a(t) = 0 (mod 3e−1))  F(a(t) = 0 (mod 3)) = 0, since the m-sequence of degree 1
has no zero terms. Thus F(a(t) = 0 (mod 3e−1)) < 29 . By combining it with (21), we know that
F(a(t) = 0 (mod 3e−1), α(t) = 0) < 29 . Similarly, F(b(t) = 0 (mod 3e−1), α(t) = 0) < 29 . They
are in contradiction with (20).
Case 2.2. degh(x) = 0, n = degf (x) = 3.
We know that F(a(t) = 0 (mod 33)) < 29 by Proposition 3. With the similar process to
Case 2.1, we can get a contradiction while e  4. On the other hand, in the proof of Proposi-
tion 3, we present all primitive polynomials of degree 3 over Z/(33) such that h(x) = 1 or 2. Let
f (x) be any one of them. For any two primitive sequences a, b ∈ G(f (x),33), we can deduce
that ae−1 and be−1 are not of same 0 if a = b, by directly examining.
Case 2.3. degh(x) = 0, n = degf (x) = 2.
Here F(ce−1(t) = 1)  3n−1−3n−23n−1 = 14 by (6) of Proposition 2. Combining it with (9) in
Lemma 4, we can get
F
(
a(t) = 0 (mod 3e−1), α(t) = 0)+ F (b(t) = 0 (mod 3e−1), α(t) = 0) 1
2
. (22)
On the other hand, a (mod 3) ∈ G(f (x),3) is an m-sequence of degree 2 over Z/(3), so
F(a(t) = 0 (mod 3e−1)) F(a0(t) = 0) = 3−132−1 = 14 ; and since (21), we know that
F
(
a(t) = 0 (mod 3e−1), α(t) = 0) 1
4
.
Similarly, F(b(t) = 0 (mod 3e−1), α(t) = 0)  14 . Here, we will consider this problem in the
following two cases:
(a) F(a(t) = 0 (mod 3e−1), α(t) = 0) < 14 or F(b(t) = 0 (mod 3e−1), α(t) = 0) < 14 . Here,
F(a(t) = 0 (mod 3e−1), α(t) = 0) + F(b(t) = 0 (mod 3e−1), α(t) = 0) < 12 , which is in
contradiction to (22).
(b) F(a(t) = 0 (mod 3e−1), α(t) = 0) = F(b(t) = 0 (mod 3e−1), α(t) = 0) = 14 . Since
F(α(t) = 0) = 14 , we can conduce that α(t) = 0 ⇒ a(t) = b(t) = 0 (mod 3e−1). Similar
to (12), we also have
ae−1(t) = be−1(t) 
⇒ α(t) = 0. (23)
Thus
ae−1(t) = be−1(t) 
⇒ a(t) = b(t) = 0
(
mod 3e−1
)
. (24)
Let c = a − b (mod 3e) and d = b − a (mod 3e). Then we have ce−1 = ae−1 − be−1 +
δ (mod 3) and de−1 = be−1 − ae−1 +ρ (mod 3), where δ = (δ(t))t0 and ρ = (ρ(t))t0 are
defined by
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{
0, if a(t) (mod 3e−1) b(t) (mod 3e−1),
−1, if a(t) (mod 3e−1) < b(t) (mod 3e−1),
ρ(t) =
{
0, if b(t) (mod 3e−1) a(t) (mod 3e−1),
−1, if b(t) (mod 3e−1) < a(t) (mod 3e−1).
Thus
ce−1(t) = 1 or de−1(t) = 1 
⇒ ae−1(t) = be−1(t). (25)
Combining it with (24), we know that a(t) = b(t) = 0 (mod 3e−1) if ce−1(t) = 1 or
de−1(t) = 1. Furthermore we have δ(t) = ρ(t) = 0 by the definitions of δ(t) and ρ(t). So we
have
ce−1(t) = 1 
⇒ ae−1(t)− be−1(t) = 1 (mod 3),
de−1(t) = 1 
⇒ be−1(t)− ae−1(t) = 1 (mod 3),
which implies that ce−1(t) = de−1(t) = 1 is impossible. Combining it with (25) and (23), we
can get
F
(
ce−1(t) = 1
)+ F (de−1(t) = 1) F (α(t) = 0). (26)
On the other hand, by (6) of Proposition 2,
F
(
ce−1(t) = 1
)
 1
4
and F
(
de−1(t) = 1
)
 1
4
.
Furthermore we have F(α(t) = 0) = 14 since 0 = α ∈ G(f (x),3) and degf (x) = 2. They
are in contradiction to (26).
Therefore the assumption of ae−1 = be−1 is wrong. Thus ae−1 = be−1 holds.
Step 2. In this step we are going to prove that “while a, b ∈ G(f (x),3e) with a ≡
0 (mod 3e−1), ae−1 = be−1 if ae−1 and be−1 are of same 0.”
By Theorem 2, we know that a = b if and only if ae−1 = be−1 for a, b ∈ G(f (x),3e). Thus
ae−1 = 0 if and only if a = 0. So we can get ae−1 = 0 from a ≡ 0 (mod 3e−1). Since ae−1 and
be−1 are of same 0, we have be−1 = 0, which implies that b = 0. Let c, d ∈ G(f (x),3e) such
that c = 0 (mod 3), d = 0 (mod 3), a = 3u · c (mod 3e) and b = 3v · d(mod 3e), where u  0
and v  0. Clearly, ce−u−1 = ae−1 and de−v−1 = be−1. Since a ≡ 0 (mod 3e−1), we know that
u < e − 1, and e − u− 1 1.
Firstly, we can assert u = v. Otherwise, we can get e − u − 1 = e − v − 1 from u = v. And
since e− u− 1 1, we know that ce−u−1 and de−v−1 are not of same 0 by the second statement
of Theorem 3, which implies that ae−1 and be−1 are not of same 0, which is in contradiction to
the condition.
Since c = 0 (mod 3) and d = 0 (mod 3), both c and d can be considered as primitive sequences
in G(f (x),3e−u). Since ae−1 and be−1 are of same 0, ce−u−1 and de−u−1 are also of same 0. So
by Step 1, we can get ce−u−1 = de−u−1. Thus ae−1 = be−1 holds.
X.-Y. Zhu, W.-F. Qi / Finite Fields and Their Applications 13 (2007) 230–248 245According to Theorem 2, we have ae−1 = be−1 if and only if a = b. Thus a = b also
holds. 
Appendix A. Computing all primitive polynomials over Z/(p2)
In this appendix, we will give a method to compute all primitive polynomials of degree n over
Z/(p2) for the odd prime p.
Firstly, please compute all primitive polynomials of degree n over the prime field GF(p) =
Z/(p). We denote this set by PPn,1. For any f (x) ∈ PPn,1, there exists a unique polynomial
F(x) = f (x)+ p · uf (x) in the set
Pf,2 =
{
f (x)+ p ·
(
n−1∑
j=0
cj · xj
) ∣∣∣∣ cj ∈ {0,1, . . . , p − 1}
}
,
which is not primitive over Z/(p2). That is to say, for F(x) = f (x) + p · uf (x), h(x) =
h1(x) (mod p) = 0, where h(x) is defined by (2). In the following, we show how to compute
uf (x).
Set T = pn − 1 and Γ = {0,1, . . . , p − 1}. We can consider f (x) is a polynomial over Γ .
Since per(f (x),p) = T , there exists a unique polynomial gf (x) over Γ , satisfying that
f (x) · gf (x) ≡ xT − 1 (mod p).
So p is a factor of f (x) · gf (x)− (xT − 1). Compute
wf (x) =
[
f (x) · gf (x)−
(
xT − 1)]/p (mod p)
and
uf (x) = −wf (x) · gf (x)−1
(
mod f (x),p
)
,
which is a polynomial of degree less than n over Γ . Notice that
p · h1(x) =
[
f (x)+ p · uf (x)
] · gf (x)− (xT − 1)
= p ·wf (x)+ p · uf (x) · gf (x) = 0
(
mod f (x),p2
)
.
Hence, h1(x) (mod p) = 0 and F(x) = f (x)+p ·uf (x) is the unique polynomial in Pf,2, which
is not primitive over Z/(p2). So the set of all primitive polynomials of degree n over Z/(p2) is
PPn,2 =
⋃
f (x)∈PPn,1
Pf,2\
{
f (x)+ p · uf (x)
}
.
Example A.1. Here we will compute all primitive polynomials of degree 4 over Z/(32). Firstly,
we list all primitive polynomials of degree 4 over Z/(3) as follows:
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{
x4 + x + 2, x4 + 2x3 + 2, x4 + x3 + x2 + 2x + 2, x4 + x3 + 2x2 + 2x + 2,
x4 + 2x + 2, x4 + x3 + 2, x4 + 2x3 + x2 + x + 2, x4 + 2x3 + 2x2 + x + 2}.
Suppose f (x) = x4 + x + 2. Here per(f (x),3) = T = 34 − 1. We can compute that
gf (x) = x76 + 2x73 + x72 + x70 + x69 + x68 + 2x67 + 2x64
+ 2x63 + x61 + 2x59 + 2x58 + x57 + x56 + x54 + x52
+ 2x51 + x50 + 2x49 + 2x48 + x47 + 2x46 + x44 + 2x43
+ 2x42 + 2x41 + 2x40 + 2x36 + x33 + 2x32 + 2x30 + 2x29
+ 2x28 + x27 + x24 + x23 + 2x21 + x19 + x18 + 2x17
+ 2x16 + 2x14 + 2x12 + x11 + 2x10 + x9 + x8 + 2x7
+ x6 + 2x4 + x3 + x2 + x + 1,
and
wf (x) = x77 + x76 + x74 + 2x73 + x72 + x71 + x70 + x69 + 2x68
+ 2x67 + x65 + 2x64 + 2x63 + x62 + x61 + x60 + 2x59
+ 2x58 + x57 + x56 + x55 + x54 + x53 + 2x52 + 2x51
+ 2x50 + 2x49 + 2x48 + 2x47 + 2x46 + x45 + 2x44 + 2x43
+ 2x42 + 2x41 + 2x40 + x37 + 2x36 + x34 + 2x33 + 2x32
+ x31 + 2x30 + 2x29 + 2x28 + x27 + x25 + x24 + x23 + x22
+ 2x21 + x20 + x19 + 2x18 + 2x17 + 2x16 + x15 + 2x14
+ x13 + 2x12 + 2x11 + 2x10 + x9 + 2x8 + 2x7 + x6 + x5
+ 2x4 + x3 + x2 + x + 1.
Then we have
gf (x) ≡ 2
(
mod f (x),3
)
, wf (x) ≡ x3 + x2 + 2
(
mod f (x),3
)
,
uf (x) = −wf (x) · gf (x)−1
(
mod f (x),3
)= x3 + x2 + 2
and F(x) = f (x)+ 3 · uf (x) is the unique polynomial which is not primitive in the set of
Pf,2 =
{
f (x)+ 3 ·
(
n−1∑
j=0
cj · xj
) ∣∣∣∣ cj ∈ {0,1,2}
}
.
In Table 1, we list all uf (x) for f (x) ∈ PP4,1.
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f (x) uf (x)
x4 + x + 2 x3 + x2 + 2
x4 + 2x3 + 2 2x3 + 2x2 + 2x + 2
x4 + 2x + 2 2x3 + x2 + 2x + 2
x4 + x3 + 2 2x2 + x + 2
x4 + x3 + x2 + 2x + 2 x3 + 2x2 + 2x + 2
x4 + x3 + 2x2 + 2x + 2 x + 2
x4 + 2x3 + x2 + x + 2 x3 + 2x2 + 2
x4 + 2x3 + 2x2 + x + 2 2x3 + x + 2
So the set of all primitive polynomials of degree 4 over Z/(32) is
PP4,2 =
⋃
f (x)∈PP4,1
Pf,2\
{
f (x)+ 3 · uf (x)
}
.
Notice that the data in this example is computed by PARI/GP package, which can be found at
ftp://megrez.math.u-bordeaux.fr/pub/pari/.
Remark A.1. Let v(x) is a polynomial over {0,1, . . . , p − 1} of degree less than n. Compute
uf,h(x) =
[
v(x)−wf (x)
] · gf (x)−1 (mod f (x),p).
Then
p · h1(x) =
[
f (x)+ p · uf,h(x)
] · gf (x)− (xT − 1)
= p ·wf (x)+ p · uf,h(x) · gf (x) = p · v(x)
(
mod f (x),p2
)
.
So we get F(x) = f (x) + p · uf,h(x) such that h(x) = h1(x) (mod p) = v(x), where h(x) is
defined by (2).
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