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ABSTRACT 
A nano-scale rotor supported on a cantilevered multi-wall carbon nanotube (MWNT) shaft (Stodola 
configuration) is proposed. The nanotube is also expected to function as the bearing, since individual 
walls of a MWNT are not strongly bonded and can slide on each other with low friction. While MWNT 
based rotors have been previously constructed, they have so far been limited to horizontally oriented 
nanotubes. The rotor uses a vertically aligned tube, which allows superior control of the rotor geometry, 
enabling improved rotor balancing and axisymmetric features such as electrodes or blades. 
The rotor is proposed as a test stand for measuring inter-wall friction in MWNTs. The low friction in 
nanotubes has been studied with simulations and experiments, and while it is agreed that relative 
motion between walls is possible, there is much debate about the qualitative nature of the friction force 
between walls. Furthermore the reported quantitative values of friction vary by as much as ten orders of 
magnitude. The proposed rotor might be used to gather new friction data on rotating MWNT bearings at 
higher speeds that previously attempted. In addition, identical rotors fabricated on nanotubes of varying 
size, type, and crystalline quality might provide a large dataset that could be used to find correlations 
between friction behavior and these factors. Applications for the rotor beyond a friction testing 
apparatus could include pumps to work with existing micro-chemical sensors, gyroscopes, energy 
storage flywheels, and turbomachinery for power generation.  
A fabrication process for the proposed rotor was developed, and is being refined. An isolated 
vertically aligned MWNT is grown by chemical vapor deposition (CVD), from a nickel catalyst dot defined 
with electron-beam lithography. A silicon dioxide sacrificial layer is applied, followed by a polysilicon 
layer from which to cut out the rotor. The rotor etch is performed by cryogenic reactive ion etching 
(RIE), patterned with electron-beam lithography. The rotor is released from the substrate by 
hydrofluoric acid vapor. One iteration of the fabrication process was completed, and further iterations 
are planned to complete a functional device. Actuation of the rotor would be achieved by directing jets 
of air at blades on the rotor, and an alternative electrostatic actuation concept is also proposed. A 
dynamic model of the rotor performance based on classical simple beam theory and rigid body 
dynamics indicates that speeds on the order of thousands to millions of revolutions per minute should 
be achievable, while avoiding the thirteen potential failure mechanisms analyzed.  
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The Charles Stark Draper Laboratory, Inc. 
Thesis Advisor: Prof. Zoltán S. Spakovszky 
H.N. Slater Associate Professor of Aeronautics and Astronautics 
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An electronic PDF version of this thesis, with color figures and hyperlinks, is available at http://dspace.mit.edu.  
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 NOMENCLATURE 
Symbol Description 
𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹, 𝐺, 𝐻 Constants of integration 
𝐴1,  𝐴2,  𝐴3,  𝐴4 Components of forced response cosine term 
 𝐴𝑗𝑘  Rotation matrix from frame k to frame j (i.e. 𝐴32  rotates from frame 2 to 3) 
 𝐴cap Overlapping area of two electrodes (a capacitor) 
 𝐴𝑐𝑠  Cross sectional area of a nanotube 
 𝒜 Control surface 
  𝐴  Vector of forced response cosine term 
 𝑎  Misalignment of rotor center of mass from beam tip  
 𝑎𝑥  x-misalignment of rotor center of mass in rotor-fixed frame 
 𝑎𝑦  y-misalignment of rotor center of mass in rotor-fixed frame 
 𝑎𝑧  z-misalignment of rotor center of mass in rotor-fixed frame 
𝐵1,  𝐵2 ,  𝐵3 ,  𝐵4 Components of forced response sine term 
  𝐵  Vector of forced response sine term 
 𝐶 Capacitance  
 𝐶vdW Coefficient of van der Waals force 
 [𝐶4] 4x4 damping matrix for all 4 equations of motion 
 𝐶𝑋2   Damping matrix for equations of motion in x-direction 
  𝐶𝑌2  Damping matrix for equations of motion in y-direction 
  𝐶𝑆  Vector of forcing function cosine term 
 𝑐 Speed of light 
𝑐1,  𝑐2 Components of eigenvector 
𝑐𝜙,  𝑐𝛽𝑋 ,  𝑐𝛽𝑌 ,  𝑐𝛼𝑥  Cosine of 𝜙,  Cosine of 𝛽𝑋 ,  Cosine of 𝛽𝑌,  cosine of 𝛼𝑥  
 𝐷 Rotor disk diameter 
 𝑑𝑐  Diameter of the interface between inner and outer nanotubes 
 𝑑jet Diameter of glass pipette orifice and resulting jet 
 𝐸 Young’s modulus of carbon nanotube (including regular interwall spacing) 
 𝐸𝑤  Young’s modulus of single wall nanotube (based on graphene thickness) 
 𝑒 Eccentricity of compressive load on column 
 𝐹cent Centripetal force exerted by beam to keep rotor center of mass on circular 
path 
𝐹laser  Force exerted by laser due to radiation pressure 
𝐹vdW  Restoring spring force exerted by the van der Waals attraction between 
nanotube walls 
𝐹𝑥   Force in x-direction 
𝐹𝑥 , applied  Force applied to beam tip in x-direction 
𝐹𝑦 , applied  Force applied to beam tip in y-direction 
𝑔  Gap (clearance) between rotor and stator electrodes 
𝑕  Thickness of a single graphene layer; rotor-substrate clearance 
𝐼𝑥𝑥 ,   𝐼𝑦𝑦 ,   𝐼  Second moment of area for nanotube beam shaft cross section 
𝐽   Inertia tensor of rotor disk in frame 5 
𝐽 principal  Inertia tensor of rotor disk in principal axes 
𝐽,  𝐽𝑥𝑥 ,  𝐽𝑦𝑦   Rotor disk diametral moments of inertia (about x- or y-axes) 
𝐽𝑥𝑦 ,  𝐽𝑥𝑧 ,  𝐽𝑦𝑧   Rotor disk products of inertia 
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Symbol Description 
𝐽𝑧𝑧   Rotor disk axial moment of inertia (about nominal spin (z) axis)  
𝐾𝐸   Kinetic energy 
𝐾𝐸linear  Kinetic energy of translation of rotor disk 
𝐾𝐸linear, x  𝐾𝐸linear, y  Kinetic energy of x, y-translation of rotor disk 
𝐾𝐸angular  Kinetic energy of rotation 
𝐾𝐸ang, 𝑥𝑥 ,  𝐾𝐸ang, 𝑦𝑦  Kinetic energy of rotation components 
𝐾𝐸ang, 𝑧𝑧 ,  𝐾𝐸ang, 𝑥𝑦  Kinetic energy of rotation components 
𝐾𝐸ang, 𝑥𝑧 ,  𝐾𝐸ang, 𝑦𝑧  Kinetic energy of rotation components 
 𝐾4   4x4 stiffness matrix for all 4 equations of motion 
 𝐾𝑋2   Stiffness matrix for equations of motion in x-direction 
 𝐾𝑌2   Stiffness matrix for equations of motion in x-direction 
𝐿  Cantilevered nanotube shaft length 
ℒ  Lagrangian of the rotor and shaft system 
𝑙  Length of overlap between telescoping tubes 
𝑀𝑥   Beam internal moment about x-axis 
𝑀𝑥 , applied  Moment applied to beam tip about x-axis 
𝑀𝑦   Beam internal moment about y-axis 
𝑀𝑦 , applied  Moment applied to beam tip about y-axis 
[𝑀4]  4x4 mass matrix for all 4 equations of motion 
 𝑀𝑋2   2x2 Mass matrix for equations of motion in x-direction 
 𝑀𝑌2   2x2 Mass matrix for equations of motion in y-direction 
𝑚  Mass of the rotor disk 
𝑚   Mass flow rate 
𝑛  Any whole number 
𝑛   Unit normal to control surface 
P  Compressive load applied to column 
𝑃𝐸  Potential energy 
𝑃𝐸cap  Potential energy stored in a capacitor 
𝑃𝐸elastic  Potential energy stored in bent beam 
𝑃𝐸elastic, x  Potential energy stored in beam from bending in x-direction 
𝑃𝐸elastic, y  Potential energy stored in beam from bending in y-direction 
𝑃𝐸vdW  Potential energy of the van der Waals interaction between nanotube walls 
𝑃crit, Euler  Critical compressive load to cause Euler buckling 
𝑃crit, shell  Critical compressive load to cause shell buckling 
𝑃laser  Laser power 
𝑝  Momentum; pressure 
𝑅  Reflectivity; radius of the rotor disk 
𝑅   Position vector of nanotube beam tip in inertial frame 
𝑅  𝐶   
Position vector of rotor disk center of mass 
𝑅𝐶𝑋   Instantaneous x-displacement of rotor center of mass 
𝑅𝐶𝑌   Instantaneous y-displacement of rotor center of mass 
𝑅𝐶𝑍   Instantaneous y-displacement of rotor center of mass 
𝑅𝑋      Instantaneous x-displacement of nanotube beam tip 
𝑅𝑌   Instantaneous y-displacement of nanotube beam tip 
𝑅𝑍   Instantaneous y-displacement of nanotube beam tip 
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Symbol Description 
 𝑅𝐵   State vector containing 𝑅𝑋 ,  𝑅𝑌,  𝛽𝑋 ,  and 𝛽𝑌  
𝑟  Radius of a single layer of a multi-wall nanotube; polar coordinate 
𝑟𝑐   Radius of the interface between inner and outer nanotubes 
𝑟𝐶𝑀   Radius of the circle travelled by the rotor center of mass 
𝑟𝑜   Outer radius of the nanotube 
 𝑆𝑁   Vector of forcing function sine term 
𝑠𝜙,  𝑠𝛽𝑋 ,  𝑠𝛽𝑌 ,  𝑠𝛼𝑥   Sine of 𝜙,  sine of 𝛽𝑋 ,  sine of 𝛽𝑌, sine of 𝛼𝑥  
𝑡  Rotor disk thickness; time 
𝑡coast  Time taken for rotor to come to rest from initial speed due to friction 
𝑢  Transverse beam deflection in x-direction 
𝑉  Voltage 
𝑉𝑥   Beam internal shear in x-direction 
𝑉𝑦   Beam internal shear in y-direction 
𝒱  Control volume 
𝑣  Transverse beam deflection in y-direction 
𝑣jet  Velocity of air in jet 
𝑣𝑥   x-velocity (of air) 
𝑊  Weight of rotor disk 
𝑊   Rate of mechanical work accomplished by laser 
𝑥  One of the coordinates of the nominal rotor plane 
𝑥   Unit vector in x-direction 
𝑦  One of the coordinates of the nominal rotor plane 
𝑧  Coordinate along beam axis 
𝛼  Permanent angular misalignment of rotor 
𝛼𝑥   Permanent angular misalignment of rotor about x-axis 
𝛼𝑦   Permanent angular misalignment of rotor about y-axis 
𝛽dynamic  Dynamic tilting angle of rotor due to forced response 
𝛽worst  Worst case tilting angle of rotor 
𝛽𝑋   First Euler angle, describing tilting of the rotor around the x-axis 
𝛽𝑌   Second Euler angle, describing tilting of the rotor around the y-axis 
𝛿beam  Transverse tip deflection of nanotube when subjected to transverse load 
𝛿column  Transverse tip deflection of nanotube when subjected to compressive load 
𝛿dynamic  Transverse tip deflection of nanotube under dynamic forced response 
𝜀  Permittivity  
𝜀  Strain tensor in nanotube 
𝜀𝑧𝑧   Axial  strain in nanotube 
𝜂laser  Laser “efficiency”  
𝜃  Polar coordinate 
𝜃𝑥   Angle of beam differential element about x-axis 
𝜃𝑦   Angle of beam differential element about y-axis 
𝜆  Free response eigenvalues (natural frequencies) 
𝜈  Poisson’s ratio (of nanotube or rotor disk) 
𝜌  Density (of air or rotor disk) 
𝜍   Stress tensor in nanotube 
𝜍beam  Axial stress in the nanotube at the root due to transverse load 
𝜍cent  Centrifugal stress in the rotor disk 
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Symbol Description 
𝜍column  Axial stress in the nanotube at the root due to compressive load 
𝜍dynamic  Axial stress in the nanotube at the root due to dynamic loads 
𝜍fric  Friction force per unit contact area within a nanotube 
𝜍𝑧𝑧   Axial stress in nanotube 
𝜏cap  Torque provided by capacitive electrostatic motor 
𝜏fric  Torque exerted by friction in the bearing 
𝜏laser  Torque provided by laser radiation pressure 
𝛷𝑋 ,  𝛷𝑌   Eigenvectors for x- and y-equations of motion (Free response) 
𝜙  Third Euler angle, describing rotation of the rotor about its nominal axis 
𝛺  Constant angular velocity of rotor disk 
𝜔    Angular velocity vector of rotor disk (in rotating frame) 
𝜔𝑥   Angular velocity of rotor disk about x-axis (in rotating frame) 
𝜔𝑦   Angular velocity of rotor disk about y-axis (in rotating frame) 
𝜔𝑧   Angular velocity of rotor disk about z-axis (in rotating frame) 
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 ACRONYMS  
Acronym Meaning 
a-Si Amorphous Silicon 
AFM Atomic Force Microscopy, Microscope, Micrograph 
CNT Carbon Nanotube 
C-CVD Catalytic Chemical Vapor Deposition 
CVD Chemical Vapor Deposition 
DC Direct Current 
DRIE Deep Reactive Ion Etching 
DWNT Double-Wall Nanotube 
e-beam Electron Beam 
EDX Energy Dispersive X-ray Spectroscopy 
ICP Inductively Coupled Plasma 
LPCVD Low-Pressure Chemical Vapor Deposition 
MD Molecular Dynamics 
MEMS Micro-Electro-Mechanical Systems 
MWNT Multi-Wall Nanotube 
NEMS Nano-Electro-Mechanical Systems 
p-Si Polycrystalline Silicon 
PECVD Plasma-Enhanced Chemical Vapor Deposition 
PEEK Polyetheretherketone 
PMMA Polymethylmethacrylate 
RF Radio Frequency 
RIE Reactive Ion Etching 
SEM Scanning Electron Microscopy, Microscope, Micrograph 
SWNT Single-Wall Nanotube 
TEM Transmission Electron Microscopy, Microscope, Micrographj 
VACNF Vertically Aligned Carbon Nanotube Forest 
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1 OVERVIEW 
This project is about a rotating disk built on a cantilevered carbon nanotube (CNT) axle and bearing. 
Such a configuration is known as a “Stodola Rotor” [1]. Figure 1-1 illustrates all the major components, 
where the key component is a multi-wall carbon nanotube (MWNT). The MWNT is attached to a flat 
base, or substrate, and a disk is built onto the outermost shell of the MWNT. Because the concentric 
shells of MWNTs are not bonded, the disk and outer shells can rotate freely on the inner shells. No balls, 
gas flows, or electromagnetic fields are required for the bearing. 
While the un-bonded shell structure of MWNT naturally provides “low” inter-layer friction, 
quantifying the friction has proved difficult. Current literature gives values ranging by ten orders of 
magnitude, from attonewtons to piconewtons per atom in contact. One of the goals of the project is to 
move towards resolution of this long-standing discrepancy, by providing a test stand on which to run 
nanotube friction experiments, and gather friction data for a variety of speeds, nanotube types, and 
sizes.  Another goal is to provide a starting point for nanoscale rotating devices. Once the feasibility of 
MWNTs as a rotary bearing has been demonstrated, MEMS (Micro-Electro-Mechanical Systems) device 
 
Figure 1-1: A schematic Illustration (not to scale) of the carbon nanotube rotor described here, with wedge-shaped cutaway 
to show the nanotube structure. A single cantilevered multi-wall carbon nanotube supports the rotor, acting as both the axle 
and bearing. This configuration is known as the Stodola Rotor [1]. 
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designers can begin to take advantage of the architecture for myriad rotary devices, such as gyroscopes, 
pumps, flywheels, and turbomachinery. In addition, the friction data gathered could potentially inform 
the design choices made for these applications. 
This is the first time a fabrication process for nanoscale MWNT based rotor in the Stodola 
configuration has been undertaken. Some researchers [2-4] have made microscopic seesaw-like rotating 
devices with nanotube axles, with horizontally oriented nanotubes, but this project is unique; here, the 
MWNT is vertically oriented – its axis is perpendicular to the substrate surface. Because micro-
fabrication techniques have only limited ability to make shapes in the dimension perpendicular to the 
substrate, a horizontal MWNT could only be used for flat, paddle-like designs. This new approach makes 
entirely new geometries possible. In other words, a symmetric, disk-shaped rotor would be impossible 
to make without this fundamental change. There are significant challenges to overcome in order to build 
the device. Achieving vertically orientated MWNT requires nanotube growth by Chemical Vapor 
Deposition (CVD). This process is still being perfected, and in particular has difficulty producing tubes 
with few defects in the crystalline structure. This project is the first to use vertically oriented CNTs for a 
mechanical application, requiring high crystalline quality. In addition, the MEMS fabrication techniques 
required to build the other parts have not been thoroughly tested on CNTs, and this project pioneers 
some of those processes. However, if these challenges are overcome, the result would pave the way for 
all kinds of rotating micromechanical devices.  
1.1 Goals of the Project 
The overall goal of this work is to design, fabricate, and test a nanoscale axisymmetric mechanical 
rotor supported by a single cantilevered carbon nanotube. Such a configuration, referred to as a 
“Stodola Rotor” [1], provides an excellent starting point for observation and characterization of rotary 
MWNT bearings. Compared with other possible axisymmetric configurations, such as a Jeffcott Rotor [5] 
(which has both ends of the shaft supported), the Stodola Model is simpler to fabricate. Although the 
addition of a second support would dramatically increase the shaft stiffness, resulting in higher critical 
speeds, the dynamic model developed in section 3.3 shows that subcritical operation can be easily 
achieved, and displacements can be kept within acceptable margins even with the cantilevered shaft. As 
the simplest possible disk-shaped rotor design, the Stodola Rotor opens the door for CNT-supported 
micro-mechanical rotors. While it is well within the capability of current MEMS technology to fabricate, 
it contains all the basic dynamics that would be present in any CNT-supported rotary MEMS system. The 
idea is for the device built for this project to serve as a proof-of-concept for an entirely new MEMS 
bearing technology. 
In working towards the primary goal, progress can be made on two secondary goals. First, data 
concerning what effects common microfabrication processes have on CNTs must be collected. CNTs are 
just beginning to be incorporated into micro-electronic [6-12], micro-mechanical [2-4, 13], and micro-
fluidic [14-17] devices. Before using established MEMS fabrication procedures on CNTs, it is important to 
know what effects these procedures will have. For example, material deposited on top of nanotubes 
could react with the carbon, forming strong bonds, or it could refuse to bond and not adhere at all. 
Etching could cause damage to the CNTs; high-energy ions could sputter away the carbon, or harsh 
chemicals could attack it. Even if material is not removed, rearrangement of the atoms within the CNT 
could drastically alter its structure, reducing mechanical strength and stiffness, and inhibiting rotation. In 
order to ensure that the fabrication of the device will work as expected each individual process was 
tested on CNTs (results are described in Section 4.2.1). The knowledge gathered from these experiments 
towards this first secondary goal can be useful to future nanotube device fabrication efforts. 
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Besides the engineering-oriented goals of developing CNT processing capabilities and demonstrating 
MWNT rotary MEMS devices, there is a significant scientific objective. This new idea could allow friction 
in the rotating nanotube bearing to be measured experimentally. While it is clear that the shells of a 
MWNT slide on each other with very low friction, the literature to date disagrees widely about the 
quantitative value of that friction. Various theoretical [18-27] and experimental [2, 3, 18, 28-30] studies 
have reported friction ranging across ten orders of magnitude. Besides the quantitative differences, 
these studies even express substantial qualitative disagreement about the nature of friction in MWNTs, 
such as whether and to what extent such factors as sliding speed, contact area, commensurability, and 
the presence of defects affect the friction. Section 2.2 describes these prior works in detail.  By achieving 
the goal of developing a friction test stand, this project aims at establishing the fundamental relations 
that govern the friction in rotating MWNTs. The data collected could potentially validate or refute 
theoretical friction models, and guide future nanotube device development with practical performance 
estimates. 
1.2 New Accomplishments 
The major difference between the current project and previous MWNT based rotary devices is the 
shift in geometry; the nanotube is oriented vertically to the substrate. All previous rotary MWNT devices 
have used a horizontally oriented nanotube. This seemingly simple change has powerful consequences, 
owing to the processing techniques that are currently available for micro-scale fabrication.  
The fundamental mechanism for defining lateral shapes at the micro- and nano-scales is lithography. 
Photolithography involves exposing a surface coated with light-sensitive chemicals (called photoresist) 
to light through a mask, so that the surface is illuminated in the pattern on the mask. In the exposed 
areas, the photoresist reacts differently than the photoresist protected by the mask, and another 
chemical (called the developer) is used that dissolves only either the exposed or unexposed photoresist. 
The result is that although arbitrary shapes can be made, they can only be produced in two dimensions, 
since the features come from a projection of light through the mask. Any features in the dimension 
perpendicular to the substrate are made by depositing thin layers of different materials, or etching 
down through layers. Both of these techniques can also take advantage of lithography to generate layers 
that have patterns, but the thickness of the layer is typically uniform, thus fully three-dimensional 
shapes are not possible.  
Previous rotating nanotube devices have so far placed the nanotube horizontally with respect to the 
substrate. In that configuration, one of the two dimensions of design freedom afforded by lithography is 
aligned with the tube axis. Consequently, the third dimension, in which fabrication is limited to uniform 
layers, is perpendicular to the tube axis. In other words, only flat rotating parts can be made, which 
rotate out of the plane in which they are flat. Round parts, like disks and rods cannot be made with an 
axis aligned to the tube axis. In contrast, this new approach aligns the tube axis with the dimension in 
which geometry is limited. The two “free” dimensions lie in the plane of rotation, enabling much more 
complex rotor geometries, and in particular axisymmetric geometries. Figure 1-2 shows what kind of 
rotors can be made with the horizontal tube process versus the vertical tube process. 
The axisymmetric rotors that are made possible by this new approach are desirable for several 
reasons. First, the architecture theoretically enables high-speed rotation, because of its ability to reduce 
the rotor imbalance. As demonstrated by the dynamic model developed in section 3.3, imbalance in the 
rotor can quickly cause unacceptable deflections and stresses as the operating speed approaches the 
critical speed. Translational imbalance is the result of a body whose center of mass does not lie on the 
axis of rotation. With both dimensions of the imbalance accessible with photolithography (for the 
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present device), imbalance can be more easily controlled, and higher speeds can be achieved without 
damage to the device. 
Besides allowing higher speed, the capability to construct axisymmetric geometry provides the 
opportunity for other features on the rotor. For example, the devices under development for the first 
proof of concept have simple paddle-wheel-type blades for actuation. The design calls for air jets to 
impinge on the paddles, and the rotation (the actuation is described in detail in section 4.3.1). With a 
horizontally oriented tube, only two paddles are possible, whereas an axisymmetric design enabled by 
the new vertical orientation can contain an arbitrary number of evenly spaced blades for extracting 
work from the surrounding airflow.  In fact, the device qualifies as a nanoscale turbine. The MWNT 
bearing could enable further shrinking of previous microscale turbomachinery efforts, like the MIT 
micro-turbine [31-34]. For comparison, the entire rotor diameter for the present device is roughly the 
same as the diameter of the air supply nozzles for the hydrostatic thrust bearing in the previous micro-
turbine, as shown in Figure 1-3. 
This design freedom afforded by the vertical tube alignment extends far beyond the proof of 
concept device. Future devices could contain features such as electrodes or magnets for driving, sensing 
and power generation, gear teeth, and blades for pumping fluids or optical chopping. Furthermore, 
these features can be of arbitrary shape in the plane of rotation. For example, even airfoil shapes (as 
opposed to flat blades)  for more advanced turbomachinery blading could be added to the rotor, like 
those used in the MIT micro-turbine. 
In addition, the freedom extends off the rotor to the surrounding device, or stator. For example, 
previous rotary devices (all electrostatically actuated) contained only two or three stator electrodes. 
Each electrode beyond the first two requires multiple additional layers and lithography steps to make. 
Furthermore, these electrodes cannot be round with respect to the nanotube axis – they must be flat in 
a plane parallel to it. That means it is not possible to maintain a consistent distance between the rotor 
electrodes and stator electrodes for any significant portion of the complete rotation of the rotor, 
 
Figure 1-2: A vertically aligned tube allows axisymmetric geometry to be constructed. The grey material represents silicon, or 
whatever material is used for the device, while the blue material is a sacrificial support material, such as silicon dioxide. 
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reducing the effectiveness of electrostatic actuation. Not only can the new approach provide arbitrary 
axisymmetric stator geometry, but also if desired, the stator geometry can be made in the same step 
and mask as the rotor. Besides electrostatic components, other rotating machinery would also benefit 
from axisymmetric stators, such as turbomachinery. Still other machines, such as a centrifugal pump, 
require smooth, curved, but not symmetric stationary components. The freedom afforded by this new 
approach to make arbitrary shapes in the plane of rotation, on both the rotor and the stator, enables a 
wide variety of possible devices. 
 
Figure 1-3: Size comparison of the present nano-turbine with a previous micro-turbine generator fabricated by Yen [34]. One 
layer of the die for that turbine generator is depicted in (a). The micro-turbine rotor (b) has a diameter of 12 mm, compared 
with the 20 μm diameter of the nano-Stodola rotor (e). The nano-Stodola rotor is closer to the size of the thrust bearing 
orifices in the micro-turbine (c,d) which are approximately 10 μm in diameter. Images of the micro-turbine in (a,b,c, and d) 
are provided courtesy of Bernard Yen [34]. 
An additional side benefit arises from the use of vertically aligned tubes. Previous studies [2, 3] have 
used MWNTs fabricated by the arc-discharge method.  This method [35] is known to produce CNTs with 
a very high crystalline quality, i.e. free of defects, but the tubes are produced in deposit of mixed carbon 
materials, including CNTs, fullerenes, graphite, and amorphous carbon. The deposit must be refined and 
nanotubes of the desired size separated out. The refining process is well developed [35], but the 
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resulting tubes are not attached to anything. In order to get them into MEMS devices, the tubes are 
typically scattered on a silicon substrate, which gives them their horizontal orientation, and then located 
in a microscope. The individual device is then designed and fabricated around one carefully hand-
selected nanotube. (It should be noted that some work has been done on alignment of arc-discharge 
tubes in regular patterns [36, 37], but it is unclear how a vertical orientation could be achieved by these 
methods.)  
In order to achieve vertically aligned tubes, this project has elected to use tubes grown by Chemical 
Vapor Deposition (CVD). In this technique, catalyst material is first deposited on the substrate, which is 
exposed to hydrocarbon gas at high temperature. The carbon in the gas dissolves into the molten 
catalyst, and precipitates out in the form of a nanotube. The orientation of the tubes grown this way is 
generally vertical, and the direction can be further controlled by introducing an electric field. The use of 
a catalyst material is the source of the side benefit; tubes will only grow where catalyst is present. Since 
the catalyst can be shaped and deposited by well-known MEMS techniques, tubes can be made in-place 
where they are needed. No painstaking hand tailoring of each device is required. Instead, devices can be 
batch fabricated in the manner of integrated circuits. While this benefit is not so critical in a research 
setting, the production cost savings of batch fabrication is crucial if such devices are ever to go into 
commercial production. 
1.3 Challenges 
The challenges that must be overcome for this project are mostly related to the fabrication process. 
Growing CNTs is a complex task involving finely tuned chemical reactions and precise nano-lithography. 
During and after growth, it is important to reduce defect formation in the tube, which could hinder or 
prevent rotation. Besides the tube, the rest of the MEMS fabrication techniques are used in a novel 
situation, i.e. in the presence of a CNT. That means all these techniques must be checked for 
compatibility with the CNT to ensure fabrication is possible. 
While using CVD tubes is necessary to attain the required vertically oriented CNTs, one of the major 
challenges involved in building this rotating nanotube device is also a by-product of choosing to use CVD 
nanotubes: Growing the CVD tubes in the first place has proved difficult. In order to get a single tube 
isolated enough that it can serve as an axle, it is necessary to place a small (50-100 nm) piece of catalyst 
metal in the precise spot where the axle is intended to be. In order to attain the required catalyst size, e-
beam lithography must be used. Instead of a mask, this method scans a beam of electrons across the 
photoresist, exposing only the areas specified in the program. This process is much more time 
consuming than photolithography, which can expose an entire wafer at once. In addition, it has been 
found that special surface treatments are required to get a single clean tube growth from the catalyst. 
For example, catalyst metal on bare silicon has tended to be scattered prior to growth, either by 
diffusion or by sputtering in the CVD CNT growth process, and a layer of chromium is necessary to 
improve the adhesion of the catalyst. 
Additionally, CVD tubes tend to have more defects than arc-discharge tubes [35], primarily because 
of growth temperature. The growth temperatures used in chemical vapor deposition (300-1000°C) are 
far lower than those used in arc-discharge methods (3000-4000°C). Since atomic diffusion is strongly 
affected by temperature, the lower temperature reduces the ability of carbon atoms to migrate to ideal 
low-energy site before bonding, resulting in defects. While there are techniques to reduce the defect 
density of CVD tubes (discussed in section 2.1.2.4), these techniques are still being developed. Without 
adequate reduction of defects, by improving the crystalline quality of the nanotube structure, the 
friction of concentric shells in the MWNT rotating against each other could be high.  
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Besides the inherent defect-prone nature of the CVD CNTs used for this project, the project breaks 
new ground in terms of CNT integration with MEMS, and each step in the process to fabricate the device 
(discussed in section 4.2) must be checked to ensure that it does not cause damage to the tube. The first 
class of processing steps used to construct the device involves deposition of materials that form the 
rotor and support it during fabrication. These materials are deposited using Plasma-Enhanced Chemical 
Vapor Deposition (PECVD), a process in which a high RF bias is applied to feed gasses, ionizing them into 
a plasma. The bias also accelerates these ions onto the surface, where they adhere and build up the 
material. However, the high energy of the ions when they impact the surface also causes damage (in the 
form of defect introduction) and even some sputtering away of the underlying material. It is important 
to know that the CNTs will be able to withstand such a harsh environment. It is also important to ensure 
that the deposited material forms a coherent, conformal, even layer, instead of clumping into islands, or 
growing disproportionately on certain sides of the tube. 
Even harsher than the deposition processes are the etching processes which are used to shape the 
rotor and release it from the support structure. The device must undergo Reactive Ion Etching (RIE), 
which uses the same plasma technique as PECVD. However, instead of gases that form deposits on the 
surface, gases that chemically attack the material are used. The nanotube must be able to withstand this 
environment as well. In addition to RIE, etching in liquid or vapor hydrofluoric acid is used to remove the 
support structure at the end of the process. The etch must be strong enough to remove all of the silicon 
dioxide support structure, without also removing nanotube material, or introducing defects in the tube. 
The development of the processes used to create the device, as well as the integration of these 
individual steps is a significant hurdle to overcome in this project. Powerful tools are required to assess 
the success of the processing techniques used. Scanning Electron Microscopy (SEM) and Transmission 
Electron Microscopy were used heavily to observe nanotubes between growth, deposition, and etching 
steps, to assess the crystalline quality and look for signs of damage. These techniques are themselves 
non-trivial to implement. Altogether, the process of making the MWNT Stodola Rotor requires 
surmounting each of these distinct challenges.  
1.4 Impact of the Project 
Completion of the MWNT Stodola rotor would be an early step towards an entirely new rotary 
MEMS technology, and could have substantial scientific and engineering impact. The device could serve 
as a friction test stand, enabling collection of the first experimental data on dynamic friction in rotating 
MWNT bearings. This would be useful in potentially resolving the ongoing debate about the nature and 
value of MWNT friction. In addition, the device suggests a path towards the realization of numerous 
practical applications.  
1.4.1 A Nanoscale Carbon Nanotube Friction Test Stand 
The MWNT Stodola Rotor represents a rare opportunity to address a fundamental question of 
science: how does the friction between concentric carbon nanotubes behave? The literature does not 
express a consistent answer. Theoretical ab initio predictions are abundant [18-27], but their results 
vary by as much as ten orders of magnitude. Only one experimental measurement of rotary friction in 
MWNTs has been attempted [3]. Made with a seesaw-like device, this measurement determined the 
static friction for a particular nanotube. 
With a procedure in place to make MWNT Stodola Rotors, the design can be used as a friction test 
stand. The concept is to use the device to gather data on MWNT friction, and to compare that data 
against prior experimental data and theoretical models. With data covering a sufficient portion of the 
parameter space, the gap between ab initio exercises and real world empiricism might be bridged. 
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Different methods of friction measurement are possible with the test stand, providing some confidence 
of accuracy. For example, allowing the rotor to coast down and recording speed vs. time data would 
allow the deceleration at each speed to be computed as the time derivative of the speed. With 
knowledge of the inertia and other damping influences, extraction of the frictional torque across the 
entire speed range is therefore possible. Alternatively, driving at a controlled constant speed while 
keeping track of the input drive power would provide a measure of the power dissipation – the frictional 
torque could then be determined as the power divided by the speed, if any other dissipative torques are 
appropriately accounted for.  
However, the concept is to try to determine not only what the value of MWNT friction is, but also 
what the laws that govern its behavior are. To this end, multiple devices are envisioned, built on 
nanotubes with differing geometries and properties. Each individual device would provide points in the 
data space, which together might elucidate the important trends and mechanisms that govern friction. 
The opportunity to correlate friction data with other factors of influence is the most important 
potential gain from the MWNT friction test stand.  While data on the quantitative value of friction would 
be useful, the qualitative disagreement in the literature about what controls friction is an even more 
important question to address – this drives to the very core of the physical principals that govern 
friction. The test stand should enable the experiment to control as many parameters as possible to 
determine what factors influence the friction, and how. One parameter of interest is the speed at which 
the surfaces slide on one another. A single test stand would allow not only a static friction 
measurement, but also dynamic friction measurements across a range of speeds, potentially as high as a 
million revolutions per minute. Multiple test stands would enable investigation of the other factors. 
Contact area and tube size could be controlled from device to device. With different tube growth 
parameters or techniques, the effects of commensurability between nanotube layers and defect density 
could be assessed. Careful inspection of the tubes prior to incorporation into the device to evaluate the 
crystalline quality could be used to correlate friction performance with defect density.  
1.4.2 Applications 
The test device paves the way for a host of micromechanical devices. Any rotating mechanical 
device would be a candidate for miniaturization with MWNT bearings, but a few applications in 
particular stand to benefit significantly. 
MEMS chemical and biological sensors have been in development for decades [38-43]. However, 
these systems typically rely on a pump to push analyte through them, or a vacuum pump to evacuate 
them. To date, no suitable MEMS vacuum pumps exist (to the author’s knowledge), and other MEMS 
pumps have not proved capable of meeting the requirements of the sensors [40]. Therefore, in order to 
deploy these systems, bulky macro-scale pumping equipment has been needed. If a suitable MEMS 
pump could be developed, the entire system could be miniaturized to a convenient, portable size, while 
at the same time reducing power consumption. The MWNT bearing seems to be well suited to pumping 
applications, as its high stiffness can lead to high operating speeds. It is also capable of operating in a 
vacuum. Furthermore, it would not require an external electrical or compressed air supply, like some 
competing bearing technologies.  
An additional application for which the MWNT bearing has promise is a microscale rotating 
gyroscope. Microscale gyroscopes exist based on the tuning fork design, but a true rotating disk could 
provide improved performance [44]. The ability of the bearing to provide very low “wobble” (angular 
displacement) could reduce the dominant cause of errors in dynamically tuned gyroscopes. The high 
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stiffness could enable high-speed operation, leading to improved bandwidth and high sensitivity. In 
addition, the low friction suggests that the drive power to operate the gyroscope could be very low. 
Another potential application is on-chip flywheel energy storage. The energy storage density 
capacity of a flywheel is limited primarily by the strength of the flywheel material. Any given flywheel 
can store energy per unit thickness scaling as the fourth power of the radius and the square of angular 
speed. However, to keep the stress below the material limit, the angular speed must vary inversely 
proportional to the radius. As a result the energy storage per unit thickness scales with disk area, or in 
other words the energy storage density (energy per unit mass) is completely independent of the disk 
size. Scaling flywheels down to the microscale doesn’t hurt performance, and in fact could improve it 
since micro-sized materials can be made with fewer flaws, and hence higher material strength. Energy 
stored in silicon flywheels has comparable energy density to batteries, but could potentially be 
discharged much faster – in other words the power density of the flywheels could be high, providing 
short bursts of power on demand. The MWNT bearing could potentially make such flywheels feasible by 
enabling high speed rotation, and by providing a low-friction support that reduces unwanted energy 
dissipation over time. 
The prototype device is a simple microturbine, extracting work from the airflow to overcome the 
friction. Further development of more advanced (and more useful) turbomachinery based on CNT 
bearings would be another interesting application. Turbomachines have been proposed [45, 46] for 
providing electrical power at a small scale, as an alternative to batteries. The fact that the power 
produced scales as the area (which controls the air flow rate) while device weight scales with the 
volume indicates that microturbomachinery could have a substantial advantage in power density. If 
successful, the MWNT bearing technology developed here might serve as a unique alternative to the gas 
bearings so far employed in microscale turbomachinery, by potentially allowing further size reduction 
and higher speed operation. Additionally, the presence of a physical (and electrically conducting) axle 
might enable electrical connection to the spinning rotor, which could prove beneficial for electricity-
generating turbines. 
While these applications are already being considered (see Section 5.2.3), many more applications 
are possible. The high speed, high stiffness, low friction and small size of the MWNT bearing could prove 
beneficial for all manner of rotating micro-electro-mechanical systems. 
 
 28 
 
2 BACKGROUND – NANOTUBE PROPERTIES AND PRIOR WORK 
Since their discovery [47], carbon nanotubes have been used for a remarkably wide variety of 
applications, each prompted by one or more of the unique properties of CNTs. The concentric-tube 
structure of multi-walled carbon nanotubes (MWNTs) makes them naturally suited for rotation. 
Combined with outstanding mechanical strength, and low friction between rotating tubes, this property 
makes CNTs an ideal candidate for nanoscale bearings. In other words, it is the properties of CNTs that 
make this project and all of its applications not just possible, but promising.  
2.1 Atomic Structure of Carbon Nanotubes 
2.1.1 The Ideal Carbon Nanotube Molecule 
A single-wall carbon nanotube is a single molecule composed entirely of carbon in sp2-hybridized 
bonds. In order to understand the structure of CNTs it is instructive to compare the structure of 
nanotubes with some other allotropes of carbon, depicted in Figure 2-1. Graphene is the simplest 
structure related to the nanotube. Graphene is a two-dimensional structure in which each carbon atom 
is sp2-bonded to three other carbon atoms, forming a hexagonal lattice of carbon rings. A CNT is simply a 
graphene sheet rolled up1 and joined to itself at the edge to form a tube. Multiple flat sheets of 
graphene stacked on each other form graphite, the most stable form of carbon at standard temperature 
and pressure. Likewise, multiple tubes of rolled graphene (SWNTs) can be found nested concentrically in 
each other, making a MWNT. MWNTs could also be thought of as a rolled piece of graphite, in the same 
way that a SWNT can be thought of as a single rolled graphene sheet. 
 
Figure 2-1: Terminology for carbon nanotubes and related structures. Note that nanotubes are not actually formed by rolling 
up graphene; this is only a helpful visualization tool. 
Fullerenes are another carbon allotrope which is similar to CNTs. These structures are like 
nanotubes, in that they are composed of a single sheet of sp2-bonded carbon, but the term covers more 
general shapes. Fullerenes are closed structures, and can be spherical, ellipsoidal, polyhedral, or 
irregularly shaped. Nanotubes are often observed with closed or capped ends, and can therefore be 
considered a type of fullerene. 
                                                          
1
 It is important to note that CNTs are not actually fabricated by rolling up graphene or graphite. This interpretation is only a 
useful mechanism for describing the structure. 
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Each graphene sheet, fullerene, or SWNT is a single molecule, with mostly satisfied bonds. Flat 
graphene sheets only have dangling bonds at the edges, and since a graphene sheet can extend up to 
four orders of magnitude farther than it is thick (for high-quality synthetic graphite [48]), the majority of 
the sheet has no incentive to bond with adjacent sheets. For fullerenes and CNTs, there are no edges or 
dangling bonds, since the sheet joins to itself forming a seamless tube (In fact, the edge energy saved by 
the lack of dangling bonds is what allows the tube to overcome the additional strain energy associated 
with the bending of the sheet.) Therefore graphite and MWNTs (in the absence of defects) experience 
little or no bonding between adjacent layers and SWNTs, respectively. There is only a van der Waals 
interaction holding the layers loosely together. This weak interaction is the source of low friction in both 
graphite and CNTs, and hence the reason that CNTs are an attractive material for MEMS & NEMS 
bearings. 
Graphite and MWNTs share not only the same basic structural component – the physical dimensions 
that characterize their structures also match. The distance between two adjacent bonded carbon atoms 
is 0.144 nm for CNTs, and 0.142 nm for graphite. Similarly, the distance between stacked graphite layers 
and concentric nanotubes both vary around 0.34 nm. However, there are important differences 
between CNTs and graphite.  
CNTs have a property called chirality, which describes the orientation of the hexagonal lattice with 
respect to the tube axis. It is helpful to consider again the idea of rolling up a graphene sheet. The sheet 
can be rolled up along many different angles, some of which are shown in Figure 2-2a. Because of the 
symmetry of the hexagonal lattice, angles between 0° and 30° cover all possible chiralities. Completely 
arbitrary angles are not possible, because the sheet must be rolled up in such a way that the carbon 
atoms making up the edges that will join match each other one-to-one. The chirality is conveniently 
specified by a vector, which describes (in terms of the two unit vectors shown in Figure 2-2b) which two 
lattice points in the flat sheet will be coincident at a single carbon atom when the tube is rolled up. In 
other words, the vector becomes a circumference of the nanotube it describes. 
In any given MWNT, each layer has its own chirality. However, chirality and circumference are 
intimately linked – once the chirality is specified, so is the diameter. The reverse is also true: because 
only certain discrete chiral vectors are possible (those that terminate at an atom in the carbon lattice,) 
any given diameter corresponds to a certain chiral vector. The individual layers in the MWNT tend to be 
formed in order to satisfy the spacing requirement between layers, by having the appropriate 
diameters. As a consequence, the layers do not share the same chiral angle in general. This is in contrast 
to graphite, which is not subject to diameter restriction. While graphite can exist with adjacent layers 
rotated at arbitrary angles to each other, called turbostratic graphite [48], ideal defect-free graphite has 
a preferred stacking configuration, called ABAB stacking. Adjacent graphene layers are aligned at the 
same angle, and carbon atoms line up in the center of the hexagons of the adjacent layer, forming a fully 
three-dimensional crystal lattice. 
The degree to which adjacent layers are aligned (the general case of graphite) or misaligned (the 
general case for MWNTs) is referred to as commensurability, and is significant to the study of friction 
between the layers of these materials. Aligned (commensurate) layers have a lower energy than 
incommensurate layers, when in contact. Consequently, a larger energy input is required to separate or 
move the layers past each other. In other words, commensurate layers should have higher friction. The 
effect is analogous to the friction between any two ridged surfaces: if the ridges align, they mesh like 
gear teeth and movement is difficult, whereas unaligned ridges could slide past each other more easily.   
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Since the two SWNTs that make up a double-walled nanotube are not commensurate in general, low 
friction can be expected. Furthermore, in a MWNT with many layers, even if some adjacent pairs are 
commensurate, it is likely that many are not. When used as a bearing, those layers with higher friction 
will be held in place while layers with lower friction begin to move. Thus, the MWNT has the opportunity 
to “self-select” [28] the optimal (lowest friction) pair of component shells to be the sliding interface.  
Altogether, the ideal atomic level structure of MWNTs is well suited for use as a rotary bearing. The 
planar covalent bonding within the tube wall provides a strong, stable material, while the weak van der 
Waals forces holding the walls together allow relatively unimpeded movement between layers. The 
atom-sized spacing between layers also precludes performance and reliability issues that might arise 
from particulate contamination between the bearing surfaces. Finally, the likely presence of low-friction 
 
Figure 2-2: Carbon nanotube chirality.  A graphene sheet can be rolled up around many different angles (a), by joining points 
A to A’ and points B to B’. The angle is expressed as a vector, based on the two unit vectors in (b). Rolling around different 
axes produces (c) an “armchair” nanotube, (d) a “zigzag” nanotube, or (e) one possible example of a “chiral” nanotube, 
which is neither armchair nor zigzag.  
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incommensurate shell pairs within a many-layered MWNT suggests that interlocking between shells is 
unlikely to be an issue in the bearing. 
2.1.2 Defects in Carbon Nanotubes 
Real nanotubes typically do not form “perfectly.” In other words, although the ideal theoretical 
structure of a nanotube should be characterized by un-bonded, nested, circular-cylinder-shaped 
hexagonal lattice sheets, in practice the structure can deviate from this locally or globally to varying 
degrees [49]. The level of “graphitization,” or the degree to which the nanotube resembles concentric 
rolled graphene SWNTs, can vary from perfect to poor, as in Figure 2-9. Many types of discrete, well-
defined defects can be present in any given CNT. Some defects are local, involving only a few atoms, 
while others cover a larger region of the tube. Some defects are constrained to a single layer, and hence 
may not affect inter-layer friction substantially, while others may span multiple sheets and make relative 
motion impossible. Since the low friction character of CNTs depends on the molecular structure, defects 
in the structure can be critical to bearing performance. 
2.1.2.1 Types of Defects 
Probably the simplest type of defect in the structure of a nanotube would be when polygons other 
than hexagons are formed within a graphene layer. The ideal nanotube is composed entirely of 
hexagons, other than the end-caps, but in a real nanotube there are likely to be pentagons and 
heptagons scattered throughout the layer [50]. Other polygons, such as triangles, rectangles, octagons, 
etc., are also possible, but such higher-order polygons are more unstable, and quickly rearrange 
themselves into pentagons, hexagons, and heptagons [29]. It can be shown from group theory [51] that 
to have a closed fullerene, exactly 12 pentagons are required in a lattice where the rest of the structure 
is hexagonal. Each pentagon creates a topological change in the graphene sheet – a 60° disclination, 
preventing it from being flat (Figure 2-3). Any extra pentagons beyond the requirement would further 
alter the topology, making a closed structure impossible. However, heptagons in the lattice produce an 
opposite disclination from pentagons. Each heptagon effectively “cancels” one pentagon, so that a 
pentagon-heptagon pair (sometimes called a 5/7 defect [49, 51]) causes no net disclination, and hence 
does not prevent the formation of a fullerene (closed graphene structure).  
However, even though these pentagon-heptagon pairs (Figure 2-4) are compatible with a single-
graphene-sheet structure, they still create a topological change in the graphene, altering the alignment 
of the surrounding hexagonal lattice. Put another way, a single tube with a pentagon-hexagon pair must 
have two different chiralities on either side of the defect, and hence two different diameters. The 
farther apart the pentagon and hexagon are, the more severe the change in chirality. A kink in the tube 
is also likely, as the two different chiralities will not in general have collinear axes. A tube with a single 
pentagon-hexagon pair is likely to resist rotation or linear sliding, effectively exhibiting high friction, due 
to the presence of the kink. 
If there are two 5-7 defects present (two pentagons and two heptagons) the structural alteration 
caused by the defect could be lessened. The two defects could have opposite orientations. One defect 
changes the chirality of the tuzbe, but a defect of the opposite orientation and same size changes it 
back. In effect, there is no chirality change except for the area between the two 5-7 pairs. In the limiting 
case, the two pairs are adjacent, and there is only a very small local region where the tube deviates from 
cylindrical. Such a case is called a Stone-Wales [52] defect, and is the most energetically stable defect 
possible in CNTs.  It has been proposed [29] that these defects are responsible for the small friction 
measured experimentally in MWNT systems where there are no defects large enough for observation. 
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Although these defects are expected to be common, due to their stability and lack of impact on the 
long-range tube structure, they also should not significantly influence friction, because the geometry 
change is both small and local, and no inter-shell bonding is introduced. 
Some other classes of defects are more likely to increase friction significantly in MWNTs than such 
local defects. For example, defects that involve covalent bonding between adjacent SWNTs within the 
MWNT directly worsen the concentric-tube structure of the nanotube. Since the normally weak 
interaction between adjacent shells is responsible for the low friction within perfect MWNTs, inter-shell 
defects directly increase the resistance to rotation by strengthening the interaction. Relative motion in 
the presence of such defects requires that the bonds be broken. Inter-layer defects can be local, 
 
Figure 2-3: A single pentagon or heptagon causes a disclination, introducing curvature into the flat sheet. (a) The effect can 
be visualized by imagining the original flat sheet. (b) To turn the central purple hexagon into a pentagon, the shaded wedge 
is removed, and joining the two sides results in a dome-like surface. (c) To form a heptagon, an additional shaded wedge is 
added, creating a saddle-like surface. 
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involving only one or a few carbon-carbon covalent bonds. In these cases, rotation can still be possible 
by breaking the individual bonds. However, multiple isolated inter-shell bonds worsen the situation, and 
larger scale inter-layer defects can exist.  
It is also possible for the carbon to re-hybridize, changing from sp2 to sp3 hybridization. A carbon 
atom in sp3 hybridization has four bonds, instead of the three bonds of an atom in sp3 hybridization. 
While the sp2 bonds lend themselves to the 2-D structure of graphene, sp3 bonding tends to produce 3-D 
structures (diamond is composed of entirely sp3-bonded carbon.) A single extra bond might become an 
isolated inter-shell defect. As the abundance of sp3 hybridization increases, the structure approaches a 
state similar to that shown in Figure 2-5d and Figure 2-9d, where there is no discernable crystalline 
order – an allotrope called amorphous carbon. Amorphous carbon, in which sp2 and sp3 hybridization 
are present in similar quantities, lacks all the structural characteristics of CNTs, and thus does not exhibit 
the unique mechanical properties that CNTs demonstrate, including low friction. (In fact, there are no 
defined shells within the structure to allow relative motion.) Amorphous carbon is often present on the 
exterior of the tubes, deposited as a by-product during the growth process, but when amorphous 
carbon is the sole component, relative motion is completely impossible. 
Besides the disarray of completely un-graphitized (amorphous) carbon nanotubes, some other large 
scale, but structured, defects are especially adverse for rotation. If a graphene sheet is wrapped up into 
a nanotube, but its edges are not joined together, and overlap instead, a scroll structure would be 
formed, as in Figure 2-5b. While the scroll structure is not as stable as a nanotube, simulations [53] and 
observations [54-57] indicate that such structures frequently coexist with the ideal tube structures 
within single MWNTs, especially in large MWNTs with many layers. The presence of a scroll defect could 
be catastrophic for CNT bearings: such a formation would either unravel (if the entire structure were a 
scroll) or fail to rotate at all (if tubes exist, but are partially joined together by scroll formations).  
 
Figure 2-4: Pentagon-heptagon defects. Wrapping up these graphene sheets, and joining the top and bottom edges would 
illustrate how (a) a single pentagon-heptagon pair causes a chirality change, while (b) two opposing pairs (making one Stone-
Wales defect) cause only local changes. 
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While these large-scale defects would be detrimental to bearing performance, some common large-
scale defects may not necessarily prevent or hinder inter-shell rotation. For example, MWNTs can 
comprise SWNTs that are closed or terminated at different lengths. Generally, the inner tubes will be 
shorter than the outer tubes. In other words, inside the outer layers of the tube, instead of inner layers 
of the same length, several complete fullerenes adding up to the total length will be present. This type 
of defect, often referred to as “bamboo,” does not introduce any bonding between the layers, and 
therefore might not hamper relative rotation or linear sliding between the inner fullerenes and outer 
tube. However, no experimental work has yet been done (to the author’s knowledge) on friction in 
these systems, and it is possible that some other unforeseen effects could arise from the presence of 
bamboo defects.  
 
Figure 2-5: Large-scale defects in carbon nanotubes, with an ideal tube for comparison. 
Another large-scale defect that might be acceptable for rotary (but not linear) bearings is the 
presence of conical (instead of cylindrical) graphene structures, shown in Figure 2-5c. Carbon structures 
composed entirely of stacked cones are also known as carbon nanofibers [58], and can result from the 
same basic PECVD growth methods as true carbon nanotubes. These defects might still allow rotation, 
as there is no bonding between adjacent stacked cones (they experience the same van der Waals 
interaction as the concentric tubes of a perfect nanotube structure). However, because the graphene 
sheets terminate at the circumference of the tube, there may be some bonding between adjacent 
sheets, or between the sheets on the outside of the tube and the rotor or support, which would 
interfere with rotation. Additionally, there would be no strong structures running the entire length of 
the tube (as there would for the ideal structure) and the bearing could separate or break easily. 
The diversity in structure, stability, ubiquity, and frictional influence among the many types of 
possible defects makes incorporation of real MWNTs into mechanical bearings challenging. It is 
important to be able to identify and quantify the defects that are present in nanotubes used for 
fabrication, so that good tubes can be selected, and the performance of tubes with varying types and 
degrees of defects can be compared to elucidate the relationship between defect density and friction. 
Furthermore, techniques must be developed which mitigate the defects, in order to improve device 
performance. 
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2.1.2.2 Identifying Defects 
Carbon nanotubes were first discovered using transmission electron microscopy (TEM) [47], and 
TEM continues to be used to characterize the structure and evaluate the quality of CNTs. TEM allows 
inspection of nanotubes at the atomic level. Individual defects, as well as the overall disorder of the tube 
can be observed. Although smaller, single- or few-atom defects such as Stone-Wales defects cannot 
often be identified with this technique, larger defects such as non-parallel (Figure 2-6) or non-closed, 
crossed, curved, and split graphitic planes (Figure 2-8), as well as bamboo structures (Figure 2-7), and 
general lack of graphitization (Figure 2-9) are readily apparent. These defects are likely to severely 
impact or even inhibit rotation, so their identification is important. 
TEM also allows inspection and comparison of different regions of individual nanotubes (Figure 
2-10). We have found that quality can vary along the tube length, typically decreasing towards the root. 
This is due to the longer time that the root region has been exposed to the plasma environment, and 
hence the more ion bombardment and amorphous carbon deposition it has experienced.  Additionally, 
inspections have been performed at varying focal depths for thick multi-wall nanotubes, allowing 
detection of the presence of defects in the out of plane direction that may not have been visible 
otherwise.  
 
Figure 2-6: Graphene sheets can be wrapped conically, instead of parallel to the tube axis.  
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Figure 2-7: Bamboo defects in a carbon nanotube. 
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Figure 2-8: TEM can be used to identify (a) edge-terminated sheets, (b) crossed sheets at different depths, (c) curved sheets, 
and (d) split sheets. 
 38 
 
 
Figure 2-9: Varying degrees of graphitization in carbon nanotubes: (a) defect free, crystalline (b) crystal structure visible, with 
defects   (c) difficult to identify crystal structure   (d) completely amorphous. 
 
Figure 2-10: We have developed techniques to observe the entirety of tubes up to 20 micrometers in length, and compare 
structure and defects between regions. 
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The ability to detect and classify defects in CNTs is especially important for the scientific objective of 
this work. Since defects are likely to an important factor in determining the value and behavior of 
friction in MWNT systems, it is critical to correlate the friction measurements taken using the proposed 
friction test stand with knowledge of the defect density and type in the particular nanotubes used for 
each test. The ability to make such correlations could be a robust way to qualify and quantify the 
relationship between defects in CNTs and friction performance. 
2.1.2.3 Effects of Defects 
It is well known that defects affect all the properties of carbon nanotubes, including elastic modulus 
[59, 60], tensile strength [61], thermal conductivity [62] and electrical conductivity [51, 63]. It is not 
surprising then that defects should play a major role in determining the inter-shell friction. For the 
successful demonstration of the CNT bearing, and to be able to comment intelligently on the effects of 
defects on friction in these devices, it is important to understand precisely how defects affect friction.  
Unfortunately the literature to date has not yet thoroughly established expectations about the 
relationship between defects and friction.  Although many molecular dynamics simulations of friction in 
nanotube bearings have been conducted [18-21, 23-26], generally they have not included defects. There 
is one study, by Guo et al. [22], which did simulate the presence of a Stone-Wales defect, but did not 
address larger scale defects. The results of these studies may not capture the frictional effects present in 
real CNTs, because experiments on actual nanotube bearings indicate that defects are in fact the 
dominant cause of friction in practice [3, 29, 30]. This gap between experimental knowledge that defects 
are important, and the lack of a model to describe how, is the basic motivation for pursuing a friction 
test stand for CNTs – if the test stand is successful, in conjunction with defect identification techniques, 
some light could be shed on this question. 
For the bearing, certain defects would probably be more critical in dictating operability and 
performance. Isolated defects involving small regions of a single shell such as Stone-Wales defects [52] 
or other pentagon or hexagon formations change the local shape, but do not directly increase the 
bonding between layers. Such defects may be responsible for variations in the reaction force around a 
single rotation, but if they are stable, should not generally cause dissipation [29].  
Even larger defects such as bamboo structures [59] and chevron- or cone-shaped graphene layers 
may not significantly alter bonding between concentric shells. Dangling bonds at the edges of these 
structures will likely try to interact with adjacent structures, resisting relative motion, but the large 
surfaces between edges are stable and should exhibit the low friction characteristics of layered 
graphene sheets. If the axes of the cones or bamboo are close to being aligned with the tube axis, and if 
the structures do not deviate significantly from circular, rotation could still be possible. 
However, defects that involve bonding between shells are expected to dramatically increase 
resistance to rotation. Vacancies and interstitials can evolve into single-point bonds between adjacent 
shells, transferring load and increasing friction across the gap [64-67]. Even more disruptive to rotation 
would be larger cross-shell defects such as scrolls [53]. In these cases portions of the tube would be a 
single graphene sheet rolled up over itself, not concentric sheets joined only to themselves [54]. In order 
to achieve rotation many bonds would need to be broken or relocated in this case, leading to a high 
initial static friction. 
Even with defects, friction can still be vanishingly low. Stable defects that create a potential barrier 
to movement will provide a conservative force, that is, the force vs. displacement will be repeated if the 
displacement is returned to the original position. Over a complete cycle back to the starting position, the 
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net work is still zero, even though locally the forces fluctuate. Hysteresis is required to generate 
dissipation, or in other words, friction requires changes in the potential barriers with displacement, and 
thus “permanent” modification of defects in the tube [29]. 
While these ideas about how defects affect the friction in MWNT systems provide a starting point, 
there is still a lot of work do to understand the precise mechanisms whereby the defects influence 
friction, and the quantitative behavior of those mechanisms. Lack of prior knowledge is a challenge in 
producing CNT bearings with low enough friction to work, but if the challenge can be overcome, the 
friction test stand developed could be a powerful tool in generating that knowledge. 
2.1.2.4 Mitigating Defects 
The method used to produce CNTs strongly influences the quality of the tubes.  Arc discharge and 
laser ablation techniques heat graphite to its melting point (3000-4000 °C), and nanotubes are formed 
from the condensation of evaporated carbon. Arc discharge tubes are usually straight and highly 
crystalline, with few defects [35]. The high temperature of these processes enhances surface diffusion of 
carbon atoms, so they are more likely to transit to low-energy sites before bonding. The result is a 
reduction of defects in the as-grown tubes.   
 Carbon nanotubes can also be produced by Chemical Vapor Deposition [35]. In this technique, 
transition metal catalysts (often Iron, Nickel, or Cobalt) are exposed to hydrocarbon gas (such as 
acetylene, ethylene, or methane) in a furnace at elevated temperatures (500-1000 °C). The gases 
decompose, and carbon is dissolved into the catalyst until saturation, when it precipitates out in sp2-
bonded structures such as nanotubes and nanofibers. PECVD includes a plasma in the growth chamber, 
which provides additional kinetic energy in the form of ion bombardment to promote dissociation of 
reactants. Use of PECVD allows control of the alignment of the tubes by the electric field present in the 
plasma [68]. However, PECVD also has the tendency to produce more defects than purely thermal CVD, 
for two reasons. First, the temperature in PECVD processes is often lower, reducing the ability of defects 
to diffuse out of the structure by annealing. Second, the tubes are exposed to the plasma for the 
duration, which can cause sputtering and dislocation of carbon atoms, as well as deposition of 
amorphous carbon in areas away from the catalyst [58]. 
While CVD nanotubes are not ideal for low-defect applications, they are required in this case 
because they can be vertically aligned effectively. Since CVD tubes must be used, collaborators at Boston 
College have been working to improve the as-grown quality of tubes for use in the CNT bearing device. 
These researchers have experience growing CVD CNTs [69-71] with controlled location and size, and 
with the required vertical alignment. However, tube defect density had not previously been a driving 
requirement for these experiments, and work must now be done to increase the tube quality. The 
primary method with which they intend to improve the tube quality is raising the temperature during 
the deposition process, allowing better diffusion of carbon atoms into the energetically favorable defect 
free structure prior to bonding. This can be accomplished by changing the chemistry of the deposition 
process (replacing acetylene with methane and ammonia with nitrogen) to allow higher decomposition 
temperatures of the reactants, and hence higher overall temperature. 
After the growth of nanotubes, additional steps can be taken to further reduce the defect density. 
Simple annealing to high temperatures has proved effective in improving tube quality [72], but such high 
temperatures are not usable for the present device because the substrate would not survive. Other local 
annealing techniques are more promising. Passing electrical current through nanotubes can cause 
sufficient joule heating for local annealing and improvement of graphitization in nanotubes [73-75]. This 
procedure can be accomplished by fabricating electrical contacts into the device, or by making contact 
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with a micro-scale probe, while observing the results with SEM, TEM, or Atomic Force Microscopy (AFM) 
. If catalyst material remains, it can further improve the effect of annealing the tube by encouraging 
diffusion of defects [76].  
Since friction is likely to be strongly affected by defects, it is important to reduce the density of 
defects wherever possible. Defect mitigation techniques will undoubtedly be required to obtain 
optimized (lowest) friction in MWNT systems, and they could even be necessary to create a device that 
is capable of rotation at all. Hopefully these methods will prove capable of overcoming the 
disadvantages of CVD grown CNTs with adequate defect reduction. 
2.1.2.5 Self-Repair 
Because of the low edge and surface energy present in graphene sheets, bonds in a flawless sheet 
are difficult to dislodge. In other words, if defects are not present in a given CNT, they are unlikely to 
form without a substantially forceful stimulus, such as irradiation [77] or extreme mechanical stress [61, 
78, 79]. Additionally, any structures and bonds that are not in the ideal configuration (i.e. defects) will 
tend to diffuse into such a configuration when given the opportunity (such as during growth, when 
thermal energy is provided by annealing, or when other events such as irradiation or inter-shell sliding 
cause atoms to be dislodged). Together, these two qualities lead to a nanotube that repairs itself: atoms 
that are in the right place stay where they are, and atoms that are in the wrong place tend to be 
knocked into the right place. 
This self-healing character is particularly encouraging for MWNT bearing systems. If a bearing is able 
to move at all, it indicates that even in the presence of defects no deterioration in performance should 
be expected over time. In fact, improvement is likely, and has been demonstrated experimentally in 
linear MWNT bearing systems [29]. Therefore, unlike familiar macro-scale systems, where wear, 
contamination, and fatigue can lead to failure over time, MWNT bearings could actually experience 
“anti-wear,” using operation over time as an additional defect-reduction mechanism. 
2.2 Friction in Carbon Nanotube Bearings 
The similarities between CNTs and graphite were noted immediately upon their discovery [47], 
including the weak bonding between concentric atomic layers that gives graphite its well-known [80] 
lubricating properties. It was not long before MWNTs were proposed [81] as a low-friction bearing for 
nano-engineering. This project represents the latest step towards realization of practical MWNT 
bearings, suggested by the low expected friction. 
However, while all sources agree that the friction should be “low,” (some have even gone so far as 
to use the term “super-lubricating,” [19, 29, 30] comparing with such phenomena as superconductivity) 
exactly how low the friction is remains a point of contention. Copious theoretical simulations and 
calculations have been performed [18-26], and recently a few experimental investigations have been 
conducted [3, 18, 28-30], with the goal of establishing a qualitative and quantitative understanding of 
friction in MWNT systems, yet the results range by as much as ten orders of magnitude. Figure 2-11 
shows the breadth of this range, along with the sliding speed at which these simulations or 
measurements were taken. If nanotube bearings are to be used in practical applications, it will be critical 
that reliable, accurate, and consistent methods for predicting the friction will be necessary. One of the 
goals of this project is to aid in establishing such methods, by providing many experimental data points 
on nanotube friction, building confidence in the quantitative value of friction. 
There is an even more significant problem with the state of knowledge about friction in MWNTs: 
Qualitative disagreements persist about what factors are important in influencing the value of friction. 
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The classical macroscopic model of friction consists of constant static and kinetic coefficients that 
multiply the normal force, or the force with which the two surfaces are pressed together. The model 
assumes that the area in contact, the sliding speed, and the orientation of the surfaces have no 
influence on the friction. As the ability to perform friction experiments on micro-scale objects has 
become a reality, it has also become clear that the classical model is not complete [82]. Micro- and 
nano-scale friction tends to be proportional to contact area, and not dependent on the normal force. 
The apparent contradiction is resolved [83] by realizing that a macroscopically “smooth” surface actually 
has substantial surface topography at the micro- and nano-scales. Increasing normal force causes 
deformations in these features, allowing more area to be in true contact. Conversely, at the micro- and 
nano-scales, samples can be “perfect,” or without topography even down to the atomic scale. Therefore 
these small samples will have the same contact area and friction regardless of the normal force.  
The more interesting friction effects that become important for micro- and nano-objects are also 
the effects that are more vigorously debated. One factor under debate is the speed of the relative 
motion between the surfaces. The classical convention is to distinguish only between zero (static) and 
non-zero (kinetic) speeds, and some have continued to use that assumption. Others quote friction data 
over a speed range, explicitly acknowledging the influence of speed. Another factor that is alien to 
macro-scale friction is commensurability. At the micro-scale, the possibility for entire components to 
have a single coherently ordered structure leads to friction that depends on the relative orientation  of 
the objects (see also section 2.1.1). While it is difficult to determine the commensurability in a MWNT 
system in experimental situations (a few studies [84, 85] have addressed commensurability between a 
single CNT and flat graphite), simulations have addressed this factor extensively. There yet other factors, 
 
Figure 2-11: Simulated (open markers) and Experimental (closed makers) values from the literature on linear sliding 
(squares) and rotating (circles) friction in MWNTs. Wide disagreement remains, spanning almost ten orders of magnitude. 
These data wer converted from the references, and speed computed from various available data, including times, 
frequencies, and distances given in the references. 
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including temperature, inter-wall spacing, and defect density that only a few have explored. Table 2-1 
shows just how widely the qualitative and quantitative results of friction studies vary. 
Table 2-1: Summary of friction data from the literature 
Reference Type Factors Influencing Friction Friction  
  Area Speed Temp. Comm. Defects Normal    
Yu [30] EL S K - S S - 0.08 — 0.3 MPa 
Akita [18, 86] ETL - - - S - - Below Measurement Threshold 
Cummings [28]  EL S K - - S X < 2.3 × 10-14 N per atom 
Kis [29] EL S K - - S - < 1.4 × 10-15 N per atom 
Bourlon [3] ER S K - S S - 0.85 +/- 0.15 MPa 
Guo [20] TLR S/N - S S - - 10-18 —10-11  N per atom 
Rivera [19, 87] TL - S S S - S 0.3—0.12 MPa 
Guo [21] TL S/N - S S - - 0.85—6.12 ×10-13 N per atom 
Zhang [25] TR - S - S - S ~10-13 N per atom 
Omata [26] TR       9.7 × 10-4 N·m per m2 
Legend: “Type” is Experimental, Theoretical, Linear, or Rotating. For “Factors Influencing Friction,” the entry designates 
whether, according to the reference, the factor has a Strong effect, a Negligible effect, No effect (X), or the factor was not 
addressed (-). For “Speed,” (K) indicates that a distinction was made only between static and kinetic cases. 
To have a coherent understanding of the mechanisms governing friction, it must be determined if 
and how strongly these factors influence the friction in MWNTs. This project could contribute data 
covering many of these factors, establishing the trends of friction over a wide range of each parameter. 
With a large enough sample, and sufficient confidence in its accuracy, the true nature of CNT friction 
might be easier to find. Experiments on Friction in Carbon Nanotubes 
Experimental studies in CNT friction have been extremely challenging. Fabrication, observation, and 
testing of CNT devices requires techniques that are very advanced, even in most MEMS contexts. These 
experiments have generally required e-beam lithography, transmission electron microscopy, and nano-
manipulation, instead of the more familiar and easier photolithography, scanning electron microscopy, 
and probe stations inherited from integrated circuit technology. Because of the difficulty of interfacing 
with these truly molecular devices, experiments have been relatively limited. Nevertheless, a few 
intrepid groups have gathered some useful data, and success for this project could contribute 
substantially to the existing data base. 
2.2.1.1 Linear Sliding Friction Experiments 
One obvious mode of motion between adjacent walls is the linear sliding mode. In this mode, shells 
slide parallel to the axis of the tube, relative to each other.  This mode can include short outer tubes 
sliding along a longer inner “rail,” or inner tubes extending (“telescoping”) and retracting from an outer 
casing. The latter case has so far been the only MWNT bearing system explored experimentally. 
The first study on friction in linear CNT sliding, by Yu et al. [30], was performed in a SEM with 
manipulators capable of measuring force and displacement [88]. Yu’s group was originally conducting 
tensile strength tests on CNTs [89] and discovered that the specimens tended to fail in the outer shells 
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(“sword-in-sheath” mechanism), occasionally leaving some portion of the inner and outer tubes 
overlapping. In these cases, force and extraction length vs. time data were collected as the remainder of 
the inner tube was extracted, allowing examination of the forces involved in relative motion between 
shells. 
Several types of forces were considered in this study. First, the “capillary” force was computed from 
the tube geometry. This force is caused by the van der Waals interaction between the adjacent sliding 
shells. As the tube is extracted, the surface energy is increased because the contact area between the 
inner and outer tubes decreases. The van der Waals attractive force, which tends to restore the contact 
area, is the derivative of the energy with respect to extraction distance [28]. Because the energy is 
directly proportional to the contact area (and hence inversely proportional to extraction distance), the 
result is a constant force acting to retract the inner tube into the outer tube. In addition to this force, 
both static and dynamic friction forces, proportional to contact area, were assumed to be acting. Finally, 
it was noted that they could not distinguish between these surface friction forces and any additional 
forces arising from the interaction of the edges of the nanotubes. 
One of the tubes Yu et al. [30] tested displayed a “stick-slip” behavior, stopping at several discrete 
locations until the force was increased back up (it was relaxed when motion began).  They found that 
the force required to continue motion decreased proportionately with the length of overlapping contact 
area, to some constant at zero overlapping area. This is consistent with the assumption of area-
dependent friction forces plus a constant van der Waals restoring force. A linear fit allowed estimation 
of the value of this constant force. Subtracting off this known force, they assumed the remainder of the 
force would be the frictional interface force, noting that they could not distinguish between surface-to-
surface contact effects and any additional forces due to the interactions of the tube edge. This provided 
an estimate of static friction. The behavior of intermittent sticking may not seem promising for MWNT 
bearings, but it is important to recognize that the same static friction applied at several different points. 
If the force to overcome the static friction had been continuously applied, sticking might not have 
occurred. 
On the second tube, a more smooth motion was observed.  By correcting again for the capillary 
force, the remaining friction could be found in the same way. However, this time, the friction 
represented a continuous resistance to the continuous motion, rather than a barrier to initiating motion 
at discrete locations. It was therefore considered to be an estimate for the dynamic friction.  
Interestingly, the force required to initiate motion in this tube was the same, indicating that the static 
and dynamic friction for the second tube are the same. However, the static friction was much less for 
the first tube. Yu et al. attributed the difference to commensurability differences, or possibly 
geometrical variations between the tubes.  
While this experiment was able to establish some estimates for friction, Akita et al. took the 
research a step further [18, 86]. They performed a very similar experiment in a similar apparatus, except 
for additional care taken with preparing the specimens. The mechanical breaking used previously to 
create specimens might have left extra dangling bonds and defects on the tube, resulting in unexpected 
additional friction from the interactions of the edge. In order to eliminate these effects, Akita et al.  
carefully burned off some portions of the outer tube using electrically induced local joule heating [90].  
The force-displacement curve obtained by this group differed markedly from the previous attempt. 
The constant van der Waals attraction is readily apparent, but no variation with contact area is 
detectable. Since the contact-area-dependent portion of the force is assumed to be the friction, the 
friction was assumed to be so small that it could not be detected by the apparatus. This encouraging 
result indicates that if careful means are used to engineer the CNT to the desired configuration, superior 
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friction performance can be obtained, compared with the more damaging specimen preparation 
methods used previously. 
A different kind of experiment [28, 91, 92] was also conducted by Zettl et al. inside a transmission 
electron microscope (TEM) equipped with a nano-manipulator. This rare apparatus allows the nanotube 
to be mechanically and electrically probed while observing the atomic structure in situ. In order to 
extract inner nanotubes from the outer shells, the tip of the tube was burned off using similar local 
electrically-induced joule heating [93]. Then the manipulator was attached to the inner tubes by using a 
short, controlled electrical current pulse to induce deposition of organic materials present in the TEM, 
forming a “spot weld.” This allowed the inner tubes to be mechanically extracted and reinserted. 
Two types of forces involved in the system were investigated. The first is the van der Waals 
attraction, a constant restoring (spring) force. The restoring force is not of interest for rotational 
bearings, since rotation does not change the contact area, and hence the surface energy. However, the 
other force investigated was friction. By detaching the tubes from the manipulator, and allowing them 
to retract, two friction estimates were made. First, the van der Waals force (which was calculated from 
the measured tube geometry) must have been greater than the static friction to cause retraction, 
allowing an upper bound estimate on that static friction. With knowledge of the time taken for the tube 
to retract (it was less than one 33 ms video frame,) an upper bound on the dynamic friction could also 
estimated from the known van der Waals-induced acceleration.   
Although a precise measure of friction was not possible, Zettl et al. established some important 
concepts. Since this was the first experiment capable of repeatably extracting and reinserting a single 
nanotube, it revealed the astounding reliability of the MWNT bearing system. Multiple different tubes 
were cycled approximately 20 times, with no behavioral change observed. Furthermore, no atomic 
damage was detected even at the highest TEM resolutions, indicating that such a system could actually 
be immune to wear over long periods of time. This result is believable when considering that nanotubes 
can have truly perfect, atomically stable and smooth surfaces for the majority of their extent, and such a 
small inter-layer spacing that debris cannot accumulate and accelerate wear. Zettl et al. also noted that 
only one pair of tubes experienced relative motion in each system, which tends to confirm the idea that 
the optimal sliding interface is self-selected in a many-walled system. Both of these qualities are 
encouraging for the present work. Long-term reliability can be expected, and interface self-selection 
should allow even less-than-perfect tubes to achieve rotation, provided they have even one “good” pair 
of tubes within their structure. 
Yet probably the most important point raised by Zettl et al. is the distinction between the 
conservative van der Waals spring force and the dissipative friction force. It is easy to confuse the two, 
since both resist motion for the telescoping case. In fact, some of the other studies have not made the 
distinction, or are not clear about what is friction and what is a conservative force. However, the spring 
force is only present for the telescoping configuration – rotating systems and sliding systems with a 
short tube on or in a large tube do not experience a change in contact area over their movement range, 
and hence are immune to this spring force.  
Zettl et al. went on to examine this exact problem more rigorously in a new experiment [29]. The 
same basic setup was used, except the addition of a manipulator with a known spring constant allowed 
force measurement by observing its deflections in the TEM. This time the tube was cyclically actuated, 
and the forced-displacement curve used to extract data. In this manner, friction can be distinguished 
from conservative spring forces, as friction will cause a non-zero integral of force vs. displacement over 
one cycle, indicating net work input was required. 
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The results showed a generally constant force over the displacement cycle, corresponding to the 
spring force as expected. Superimposed on that average was a highly irregular, non-periodic fluctuation 
with a much smaller amplitude. The irregularity probably indicates the presence of defects in the tube, 
which is expected for a real-world situation. Remarkably, however, the irregularity was highly 
repeatable – over many cycles, in both extraction and retraction, the force-displacement curve was 
essentially unchanged, including the irregular variation. Two important conclusions were drawn from 
that fact: first, stable defects are present, creating a unique force-displacement profile for each tube. 
Second, since the curve retraces itself without hysteresis, there is no detectable dissipation (the net 
integral of 𝐹𝑑𝑥 over a cycle is zero), or friction. In a few cases, temporary hysteresis was observed, 
however, generally within a few cycles it disappeared, restoring the original force profile. The sudden 
appearance of dissipation was attributed to the introduction of defects, which can be caused by the 
electron irradiation inherent in TEM. That means the restoration of the original force trace indicates that 
the defect was eliminated as suddenly as it was introduced. While it may seem remarkable that the 
MWNT is able to rapidly repair damage it sustains in the form of introduced defects, it makes sense in 
the context of the nanotube structure. A perfectly bonded graphene sheet is very stable, while defects 
are not, particularly severe defects such as vacancies and inter-shell bonding which resist inter-shell 
sliding. The mechanical energy provided by the continual motion could be enough to break these 
defects, allowing them to re-form in the more stable, defect-free configuration. 
These studies are very promising for the idea of a carbon nanotube bearing. They show that motion 
between shells in a MWNT is possible, and friction is low, as expected. Furthermore, the evidence that 
stable defects do not necessarily lead to dissipation, and unstable defects can be self-repaired, indicates 
that even an imperfect tube (such as those produced by CVD as required for this project) may be able to 
serve as a bearing. 
2.2.1.2 Rotating Friction Experiments 
Unlike linear sliding friction, experimental data on rotating friction in CNTs remains scarce. Two 
experiments [2, 3] have demonstrated that the general concept of a rotating CNT bearing is feasible. In 
both cases, a MWNT was placed horizontally on a substrate, and anchored in place with metal 
electrodes patterned by e-beam lift-off. In the first study, by Zettl et al. [2], a seesaw-like paddle was 
build onto the outside of the nanotube in the same step as the electrodes. Two additional electrodes 
were also patterned near the ends of the paddle, and a third electrode was buried under the device. At 
the end of the process the paddle was released by undercutting the electrodes with a wet etch. 
The paddle was then actuated by applying appropriate voltages to the electrodes, causing 
electrostatic attractions and repulsions. Initially, the actuator was torqued and released, returning to its 
initial position. This gave some interesting data on the torsional properties of the nanotube, but the 
device was not a true rotor at that point. However, Zettl et al. proceeded to remove or sever the outer 
shells of the nanotube to allow free rotation of the paddle around an intact inner axle. Several methods 
were attempted, but the one finally used was simply the application of sufficient torque to shear the 
outer tubes mechanically. Once the tube was free, complete revolutions at consistent speeds, as well as 
positioning to specific angles were demonstrated with appropriate voltage signals. Additionally, 
continuous operation for thousands of cycles revealed no apparent wear, as the group had shown for 
linear bearings [28]. The experiment proved beyond doubt that a rotational bearing made from an 
MWNT is possible, and may serve as a reliable component for rotary NEMS. 
While the experiment was a remarkable proof of concept, Bourlon et al. went on to improve on the 
design [3]. Instead of simply torquing the nanotube until failure, they used the electrical breakdown 
technique (as used for some of the linear bearing experiments) to selectively vaporize some of the outer 
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walls of the tube before the paddle was constructed. The rationale was that in this way a cleaner 
interface between the rotor (consisting of the long inner tube and attached paddle) and the stator (the 
outer shells remaining embedded in the electrodes on the ends) could be obtained than from 
mechanical fatigue-induced failure.  
When actuating the device, Bourlon et al. first noted that the paddle did not return to the original 
position when released, indicating that the electrical breakdown technique was successful in defining a 
clear slipping interface, preventing the tube from torquing. However, they did observed a “stick-slip” 
behavior similar to what one of the linear experiments found [30]. They attributed the behavior to the 
same cause, namely the presence of defects at specific locations.  While it is troubling that smooth 
behavior was not obtained, the friction at these sticking points was low enough that the electrostatic 
actuation system could overcome it. 
In fact, Bourlon et al. was able to estimate the friction quantitatively. To date this is the only data 
point on rotational friction in MWNTs in the literature, to the author’s knowledge. To determine the 
static friction, the group estimated the electrostatic torque required to initiate rotation of the device 
(which would be equal to the static frictional torque) based on a finite-element electrical capacitance 
model for the system. The result is the highest experimental estimate for friction yet reported. However, 
the friction was still well within the capabilities of the actuation system to overcome. In addition, the 
previous rotational experiment might be expected to have higher friction (though it was not measured) 
due to the rough edges left by the mechanical fatigue-induced failure, and even so the friction was 
sufficiently low to allow actuation and continuous rotation. Together the two demonstrations provide 
confidence that rotational bearings are feasible and realizable. 
These two demonstrations are just the starting point; the specific area of experimental 
measurement of rotating friction in CNTs is ripe for work. A great deal more data on both static and 
dynamic friction remains to be gathered, across a wide variety of tube types, speeds, defect densities, 
and other parameters.  
The new approach investigated in the present work could provide advantages in furthering 
rotational friction research. Most importantly, the vertically oriented tube used here could enable 
substantial geometric improvements. Rather than the two or three actuator electrodes available in the 
previous studies, which resulted in asymmetric driving forces [94] and lack of coverage around the 
entire revolution [3], the new design suggests the possibility of arbitrarily many evenly spaced 
symmetric electrodes, with multiple phases and complete, fine-grained coverage for the entire 360 
degrees. Furthermore, the vertical alignment might improve the rotor placement accuracy, improving 
balance and enabling high-speed rotation. Finally, the opportunity for a manufacturable, patterning-
based process, instead of the single-shot hand-selection approach previously required, suggests that 
rapid production of many test devices could be used to examine the friction data across a wide space of 
nanotube geometry and quality. Eventually experimental rotating MWNT bearings may become a critical 
instrument for furthering the state of knowledge about CNT inter-shell friction. 
2.2.2 Theoretical Studies of Friction in Carbon Nanotubes 
The theoretical investigation and simulation of friction in MWNTs has been a popular topic for 
several reasons. First, the theory is what originally inspired the notion of using MWNTs as bearings. Long 
before direct experiments were possible at this scale, it was noted by Charlier and Michenaud [81] that 
the intrinsic lack of bonds between concentric layers in carbon nanotubes could present a unique 
opportunity for extremely low friction. Theory was the only available way to address the problem at 
first. 
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In addition, an MWNT is a particularly interesting system to study using the available atomic and 
molecular scale models. In some sense, models capable of addressing the dynamics of the system were 
created without a specific problem in mind, and the MWNT bearing was a good fit. Most of these 
models have been developed ab initio, building up from knowledge of atomic physics and dynamics 
rather than working from existing data. One popular approach is the numerical solution of the equations 
governing inter-atomic forces, called molecular dynamics (MD). While that approach is fitting, especially 
since the behavior of nano-scale systems often differs substantially from macro analogues, the lack of 
validation for the models from experimental evidence is apparent from the wide range of results. In fact, 
the theoretical friction predictions are spread over almost ten orders of magnitude, while the 
experiments all lie within three. It is important to realize that some models may not capture all the 
important concepts, and to not be lulled into false security by the preponderance of data they can 
generate.  
Nevertheless, theory is critically important in understanding the true nature of friction in MWNTs. 
Only with knowledge of the underlying principles behind friction can intelligent designs for practical 
systems be pursued.  
2.2.2.1 Linear Friction Simulations 
The simulation of friction in linear MWNT has covered a range of different motions, including 
infinitely long tubes in relative motion, and small tube sections moving inside and outside of longer 
tubes. Because of the high computational cost, MD simulations are typically limited to a double-walled 
nanotube (DWNT), the smallest MWNT capable of relative sliding.  The simplest simulation involves 
tubes moving relative to each other at a prescribed speed or extraction force, similar to the tension-
testing experiments.  
In fact, one of the groups  that was able to perform an experiment on linear friction, Akita et al. [18, 
86], also conducted a molecular mechanics simulation. They computed the potential energy of a tube as 
it was extracted from another tube based on an empirical model [95]. The resistance force was then 
taken to be the derivative of that potential with respect to the spatial coordinate.  Like the experiment, 
the tensile force resisting tube extraction was constant at all overlapping areas, with only a variation of 
about 0.05%, periodic in the period of the carbon lattice. While the experiments have displayed a non-
periodic variation [29], they were attributed to the likely presence of defects in the real case. In the 
theoretical case, there is no disorder, so any variation would have to be from the regular carbon lattice. 
The model matches the experimental data well. Since the model considers only potential (conservative) 
forces, and not dissipative forces, the fact that the experiment agrees serves to reinforce the notion that 
only the spring forces due the van der Waals interaction are being measured in the experiment. The 
friction must be so much less that it is essentially undetectable.  
Rivera et al. [19, 87] also examined the telescoping mode using molecular dynamics. A single infinite 
DWNT was simulated using MD with an established numerical potential model [96]. Different constant 
relative velocities were imposed on the tubes, and the force resisting the motion was recorded. This 
force should represent the friction, since in an infinite tube there is no contact area change and hence 
no van der Waals restoring force. They found the friction to depend strongly on the sliding velocity, but 
not in a regular way. A monotonic increase in friction with velocity was observed between 100 and 250 
m/s, and between 750 and 1000 m/s, but friction appeared independent of velocity between 250 and 
750 m/s. No mechanism explaining the trend was proposed. Further study of exactly how friction 
depends on velocity is needed, and experimental data from the present work could be useful in that 
regard. 
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Another sliding mode has been popular in these simulations: If a tube is extracted from its outer 
shell, and released, as in one of the experiments by Zettl et al. [28], the van der Waals restoring force 
will pull it back in. If both ends of the tube are uncapped, the inner tube will continue going through and 
out the opposite end, until the spring force reverses its direction. The result is a simple linear oscillator. 
It is not a true harmonic oscillator, because the force is constant, not proportional to the “spring 
extension,” or the separation of the inner and outer tubes’ centers of mass. Friction is an important 
factor in these oscillators, as it controls the damping and the rate at which the oscillations decay. This 
system has been the subject of several theoretical studies and simulations. 
Rivera et al. [19, 87] also examined DWNT oscillators. First, several systems of different sizes and 
commensurabilities were simulated the same MD with an established numerical potential model [96]. 
The inner tube was extracted and released, and the simulations showed decaying oscillations as 
expected. The velocity (computed as a numerical derivative of the position vs. time) showed a saw-tooth 
profile with constant positive and negative slopes, indicating the axial accelerations and forces were 
roughly constant in magnitude, only changing in sign as the tube crossed the midpoint. This is consistent 
with a constant van der Waals restoring force.  
While over one or two cycles the axial force appeared constant, over many oscillations the 
amplitude of motion clearly decayed, indicating the presence of friction. In order to determine the 
friction, a simple model was fit to the simulated result. Assuming that the restoring force is constant and 
always acts towards the center, while friction is constant but always acts against the velocity, each 
period can be divided into four sections based on the combination of the two force signs. The motion is 
a simple quadratic, and fitting each quarter-period to that quadratic gave the value of the two forces. 
Examining the resulting forces over time as the oscillations decayed yielded two interesting notes. First, 
River et al. noted that the van der Waals force is constant for most of the duration, as expected. It only 
changes when the oscillations damp down to approximately the same magnitude as random thermal 
fluctuations, where the simple model breaks down. That is not of interest for the present work, as the 
restoring force is absent in rotating systems. Second, the friction force is at least two orders of 
magnitude smaller than the restoring (van der Waals) force. That is encouraging for bearing designs. 
Rivera et al. examined a few parameters briefly to determine their effects on friction. Temperature 
is always a consideration for MD simulations, so it was an obvious choice for variation. They found that 
elevated temperatures cause the oscillations to damp out more quickly. They hypothesize that the 
higher temperatures lead to greater fluctuations in the geometry due to random motion, leading to 
more interaction between adjacent walls. They also reported that the oscillations damped out very 
quickly for a perfectly commensurate system, in agreement with expectations that the aligned ridges 
would interlock easily. 
However, there was also a strange assertion in this study by Rivera et al. The normal force between 
tubes was also recorded over the length of the oscillations, and the report mentioned that the friction 
force could be considered some fraction of it. This is not in agreement with the prevailing view that 
micro-scale friction is not dependent on the normal force. Furthermore, the friction force was assumed 
constant for the model, while the recorded normal force fluctuated wildly, with an amplitude more than 
5 times the friction force. In addition, the time scale of the normal force fluctuations is significantly 
shorter than the oscillation period, and hence if the friction really does depend on it, could not be 
treated as constant for each quarter-period. It is not clear what effect, if any, the normal force has, 
which warrants further investigation. 
Guo et al. [21] attempted to quantify friction in DWNT oscillator simulations by a different method. 
Rather than working with position vs. time data directly, they observed the energy dissipation rate as 
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the oscillations damped out. Specifically, they monitored the decay in the amplitude of the potential 
energy present due to the axial displacement of the inner tube. Friction was taken to be the time 
derivative of the energy divided by the average sliding velocity. This procedure yielded friction 
measurements for several systems. 
Guo et al. also checked for the influence of additional parameters on the friction. For temperature, 
they found the same trend of increased dissipation at high temperature. However, they reported a more 
severe impact of this trend than the previous group. Their simulations were performed at 8K and 150K, 
and they reported oscillations dying off as fast as 3 ns for the higher temperature. Extrapolating to 300K, 
they expect that even a few cycles may be difficult, while the previous group’s simulations persisted 
oscillating for hundreds of cycles. Some experimental data on friction vs. temperature may help clarify 
the exact dependence. Guo et al. also reported much stronger damping in commensurate systems, as 
expected. 
Guo et al. also calculated forces in a different way. Rather than simulating the entire motion, they 
evaluated the potential energy from the model at many different possible displacements, independent 
of time. The force was then computed as the derivative of the potential with respect to position. They 
observed a constant mean force (the restoring van der Waals force) with a smaller periodic variation 
superimposed on it. They noted that for different systems, when the friction increased, so did the 
amplitude of this variation. It is not clear why the two should correlate, because the friction is a 
dissipative force, while the amplitude variations in the restoring force are conservative (they were 
computed as the gradient of a potential). A quantitative relationship between the two, established by 
more data points, might help elucidate the mechanism responsible for this perceived trend. 
2.2.2.2 Rotational Friction Simulations 
While rotation has not been simulated as extensively as linear sliding, a few studies have been 
conducted. Zhang et al. [25] examined two DWNT systems of the same size but different 
commensurabilities. They first computed the potential energy from an established model [97] at several 
angular positions. They noted that for armchair or zigzag tubes, which have high rotational symmetry, 
the potential varies much less than chiral tubes, which indicates that no particular relative angular 
displacement is preferred strongly. For the chiral case, certain discreet locations, with a period 
determined by the chirality of the tubes, would be more energetically favorable. These systems might 
therefore tend to “lock” in place in the absence of actuation. This is not truly friction, however, because 
the forces involved are conservative – tracing a complete revolution (or a period of symmetry) returns 
the potential to its original value, and the net work done is zero. The group also noted that these 
potential energy barriers are about an order of magnitude smaller than those reported for linear sliding, 
indicating that rotational bearings should be even less “lossy” than linear bearings. 
Since these time-independent computations do not capture the dynamic effects leading to friction, 
MD simulations were also performed. The edge of one tube was held still while the edge of the other 
was forced to rotate. The rest of the tubes were dragged along by the bonding dynamics with their 
neighbors, until the whole tube was rotating. The whole assembly was allowed to dissipate heat to a 
constant temperature reservoir. The potential energy was observed to fluctuate with a magnitude 
approximately an order of magnitude higher than for the steady case, indicating that it did not in fact 
capture the main causes of friction. Like some of the linear sliding simulations, Zhang et al. determined 
the friction by observing the energy dissipation rate, in the form of heat leaving the system. Friction is 
the energy dissipation rate divided by the frictional sliding speed.  Once the simulations reached a 
steady state, the energy dissipation rate (and friction) was constant.  
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Zhang et al. examined the effect of speed by adjusting the applied rotational speed at the edge. It 
was found that the friction increased more than linearly with rotational speed. The speeds simulated 
were limited by the mechanical strength of the tube – above 250 rotations per femtosecond (which is 
well beyond the expectations of any practically attainable speed), the bonds between the atoms were 
not strong enough to accelerate the free atoms in the tube to the enforced edge speed before the tube 
disintegrated. Such a problem could be corrected by simulating a slow acceleration to the desired speed, 
but even without that a few good data points on rotational friction vs. speed were found. Experimental 
data on dynamic friction at different speeds could be provided by the project, which would help to 
validate the trend.  
One troubling aspect of the study by Zhang et al. was the use of a friction coefficient, a 
proportionality constant between friction and the normal force. As noted previously, the notion that 
friction scales with normal force is not necessarily true for atomic scale systems. While it was possible to 
compute the coefficient by averaging the friction force and the normal force extracted from the 
simulation, it is not clear whether this is a relevant parameter. There was no direct evidence given that 
the normal force causes the friction force, and the two tubes simulated had similar normal forces and 
friction forces, so it is difficult to make a comparison. Further study would be needed to truly 
understand the effect of normal forces.  
Omata et al. [26] tried a simpler MD simulation, in which the inner tube was given an initial angular 
velocity, and as time progressed the inner tube slowed down while the outer tube sped up, presumably 
under the influence of friction. Observing the angular momentum of the inner tube revealed a gradual 
decrease, as momentum was transferred to the outer tube. There were also two oscillations 
superimposed on the trace. A short period, small amplitude variation matched the frequency of the 
radial breathing mode, a mechanical mode in which the nanotube expands and contracts. This variation 
was not significant compared to the overall trend, and was ignored. However, there was a much larger 
and slower variation, which was reported to stem from a flaw in the simulation. Unlike other similar 
simulations, this one was conducted adiabatically, with no way for the frictionally-generated heat to 
escape. As a result, the researchers supposed that the heat energy was injected back into the tube as 
kinetic or potential energy, leading to the variations in angular velocity. While that might not be the 
actual cause of the variation, it would be an important flaw to correct for future simulations. Despite the 
large, unexpected and probably erroneous fluctuations, an average frictional torque estimate was made 
by dividing the total angular momentum transferred by the total time. While the alternate method of a 
coast-down simulation (compared with enforced constant velocity) could provide friction predictions, it 
must be refined before the results can be considered accurate. 
These simulations do give a starting point for estimating the friction in rotating MWNT bearings, but 
more work is needed to establish the relationship between friction and the possible governing 
parameters. Experimental data could help validate or invalidate the models, and provide more points on 
curves matching friction to these parameters. 
2.2.2.3 Simulations of Combined Rotation and Linear Sliding 
Guo et al., who had studied oscillators [20], also performed simulations of combined sliding and 
rotation, focusing on the effects of commensurability in nanotube friction. They considered linear sliding 
and rotating in two configurations: a short outer nanotube sliding along an infinite inner tube, and a 
long inner tube telescoping out of the outer tube. In each case they examined the variation of potential 
energy (computed by two different methods, [98] and [97]) with distance as the nanotubes are 
displaced relative to each other. They then compute the forces simply as the spatial gradient of the 
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potential energy. The tubes are assumed completely rigid, and the effects of deformation of the tubes is 
demonstrated to be negligible by comparison of a few cases with full MD simulations. 
Guo et al. found that the rotational friction was significantly lower than the linear sliding friction. 
This is expected, as there is no overall displacement during a complete rotation of the tube. However, in 
contrast with the prevailing view, they found that certain commensurate systems (in which both tubes 
are either zigzag or armchair) experience a very low resistance compared with incommensurate 
systems. This could be explained by the fact that for these special cases, the ridges align with a 
circumference of the tube, so that their interlocking would prevent linear sliding motion rather than 
rotary motion. Indeed, these systems experienced the maximum linear sliding resistance, with any other 
tubes (commensurate or incommensurate) having about two to five orders of magnitude lower friction. 
One puzzling result from the work of Guo et al. is the assertion that the dependence of resistive 
force on tube size is opposite for different systems. For some systems, the force increases with either 
length or radius, while for others it remains constant. The former is indicative of a contact area 
dependence, while the latter would suggest there is no such dependence. It is not clear why the 
difference is observed, and it would be important to establish what is responsible for the perceived 
qualitative difference.  
A more concerning facet of the study by Guo et al.is the way that the resistance forces are equated 
to friction. The paper states that fluctuations in the forces are directly linked to energy dissipation, so 
that a tube which experiences a large amplitude in resistance force over a given motion will dissipate 
energy quickly. This is based on their own prior MD calculations [21]. However, it is not clear why this 
correlation should hold, especially since the forces are computed as the gradient of a potential, and are 
therefore conservative by definition. A complete rotation of a bearing would result in zero net frictional 
work if the resistance forces were in fact truly potential. However, the MD simulations they use for 
comparison show a clear decrease in the amplitude of the fluctuation over time, indicating that the 
time-independent potential model is not capturing some important dynamics. It could be true that the 
amplitude with which the resistance force varies correlates in some way to the conversion of rotational 
motion into phonons, leading to the eventual loss of energy as heat, but the precise manner of such a 
relationship was not given, and in any case such a mechanism cannot be detected by a method which 
begins with the use of explicitly conservative forces. 
Combined sliding and rotation is not expected to occur in the initial device, but it could be a topic of 
interest for future CNT bearing devices. More work is needed to clarify the true nature of the underlying 
phenomena. 
2.2.3 Remaining Work on Carbon Nanotube Friction 
While the community has invested substantially in understanding the problem of carbon nanotube 
friction, a clear, general theory is still lacking. Experiments have been extremely challenging, yielding 
few data points. Simulations have provided a great deal of data, but it is not consistently generated, and 
sometimes potential factors of influence have not been completely controlled or understood. There is a 
schism between theory and experiment, which needs to be bridged. 
Experimental studies are conducted on real tubes, which generally have defects, whereas 
theoretical simulations have the capability to examine perfect structures. The lack of defects in these 
simulations is not representative of real tubes, and such simulations do not address the additional 
friction due to these defects. In fact, experiments tend to show that defect density has so significant an 
influence on friction [29] that other effects cannot be detected. Without capturing such a strong factor 
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in friction performance, the simulations are not applicable to the current real situation. As tube quality 
improves, approaching the perfection in the simulations, experiment and theory can be more readily 
compared. 
Additionally, simulations are limited to extremely small systems, for computational practicality. Even 
though CNT bearings are at the molecular scale, the tubes used for real bearings thus far comprise 
millions to billions of atoms, whereas simulations have been limited to a few thousand. As 
computational power increases, or as smaller bearings are developed, the two approaches will 
converge, and meaningful comparisons will become easier to make. 
Finally, experimental data has thus far varied within a much smaller range than theoretical 
simulations. Experimental friction estimates have been within three orders of magnitude, while 
theoretical simulated estimates range by as much as ten orders. The simulations are based on a wide 
range of different models and interpretations, with different boundary conditions and data extraction 
techniques,  and it remains to be seen which are accurate and representative of the true physics. In 
order to validate the models, more experimental data is needed, covering a wider data space that can 
eventually cover more of the cases explored by the models. Hopefully the CNT based Stodola friction 
test stand some of the data required to bridge the gap can begin to be collected. 
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3 DEVICE MODEL 
In order to have an understanding of how the device will operate, which can guide the design, it is 
necessary to develop a model describes the behavior of the device. Before the device is built, the model 
is needed to set guidelines for what ranges of geometry and scale would be likely to yield a functional 
device. To that end, thirteen possible failure modes were analyzed based on the model, describing a 
design space in which the device must lie. Within the design space, the rotor thickness and diameter, as 
well as the nanotube length were optimized to provide the best performance (maximum coast-down 
time) while remaining manufacturable. After construction of the device, the model could also inform 
testing and operation of the device, by providing expected performance estimates. 
The device is nano-scale, and molecular dynamics or other similarly small-scale models may be the 
most accurate. These approaches numerically solve the equations governing the motion of individual 
atoms, taking into account all the interaction forces. However, the computation of these models would 
be prohibitively expensive, requiring careful set-up of the numerical domain and boundary conditions, 
as well as substantial processing time. Furthermore, this particular problem contains components 
substantially larger than nano-scale. The silicon rotor disk is 20 micrometers in diameter – well outside 
the few to tens of nanometers typical for a true atomistic simulation. The rotor comprises approximately 
1013 atoms, compared with the few thousand atoms described in a typical atomistic simulation. This 
device is currently beyond the practical capability of such numerical simulations. 
Besides the impracticality of a numerical simulation, there is also inherent benefit in the use of an 
analytical model. Describing the system in analytical terms makes the concepts that govern the 
operation of the system more readily apparent. At such an early stage in development, the insight into 
what influences the device behavior strongly and what trends can be expected is much more useful than 
a detailed, accurate description of the behavior with no knowledge of the “why.” For these reasons, a 
relatively simple analytical model, based on classical continuum mechanics, has been used here.  
The assumption that continuum mechanics are applicable at this scale is based on the (relatively) 
large size of the device, as mentioned above. As more and more atoms are required to make up the 
device, the non-uniformities in material properties become less significant, because the length scales of 
the non-uniformities are smaller relative to the scale of the problem. It is therefore important to 
recognize that the model would be less applicable to smaller devices. 
Some researchers, including Yakobson and Avouris [61], have not been satisfied with continuum 
mechanics as an adequate description for the mechanical behavior of CNTs. They rightly point out that 
molecular scale structures possess substantial anisotropy and local variation in properties corresponding 
to the actual atoms and bonds, and that material properties across the nanotube are therefore not truly 
uniform. Furthermore, it is difficult to define geometric features such as cross-sectional area for atoms 
and molecules, leading to a variation in quantities such as density and Young’s modulus depending on 
the somewhat arbitrary choice of dimension on which the measurements are based. However, the CNTs 
used in this device are relatively large (50 or more walls,) thus closer to a true classical continuum than 
the single- or few-walled tubes favored for study by the theoreticians. The ambiguities associated with 
defining the geometry are less important, since the variation in any given dimension is smaller relative 
to the dimension itself. Furthermore, experimental investigations [99] have indicated that for large 
tubes, mechanical properties that do not vary from tube to tube can be established with some degree of 
accuracy and repeatability. Since the only mechanical property used in the analytical model (the Young’s 
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modulus) is used to describe beam bending, which was exactly the phenomenon used to determine the 
Young’s modulus in the study [99], it is expected that the continuum model will be a good starting point 
for describing the mechanical behavior of the nanotube in this device. 
The model treats the deflections of the device, under static and dynamic conditions, based on 
classical structural analysis. From the deflections, stresses in the device are also monitored. The 
approach used to determine which designs are viable is based on constraints; the deflections and 
stresses are compared to geometric and physical conditions that would cause the device to fail. Based 
on the deflection and stress information generated by the model, each constraint can be checked for 
different configurations. In that way, the constraints determine the boundaries of the design space. The 
design chosen by the model, based on a 100 nm diameter MWNT, is a 20 μm diameter, 2 μm thick rotor, 
supported on a 2 μm long nanotube. 
3.1 Summary of Constraints on Device 
Between the static and dynamic analyses of the device, there are 13 constraints which must be met 
for a potential design to be viable. Table 3-1 contains a complete list of all of the constraints. 
Table 3-1:  Summary of constraints on the device 
 Constraint Symbol  Limit Design Value Section Equation 
Static Constraints       
 Beam Tip Deflection 𝛿beam < 0.1𝐿  6.9 pm 3.2.1 (3.1) 
 Beam Stress 𝜍beam < 𝜍𝑓 , CNT  310 kPa 3.2.1 (3.6) 
 Column Tip Deflection 𝛿column < 0.1𝐿  5.2 pm 3.2.3 (3.11) 
 Column Stress 𝜍column < 𝜍𝑓 , CNT  156 kPa 3.2.3 (3.15) 
 Weight  - Euler Buckling 𝑊  < 𝑃crit, Euler   14 pN 3.2.2.1 (3.7) 
 Weight  - Shell Buckling   𝑊 < 𝑃crit, shell  14 pN 3.2.2.2 (3.8) 
Dynamic Constraints        
 Speed  𝛺 < 0.8 𝛺crit  3.2 MRPM 3.3.2 (3.42) 
 Dynamic Rotor Deflection 𝛿dynamic < 0.1𝐿  70 nm 3.3.3.2 (3.72) 
 Rotor Angle Deflection 𝛽dynamic < 5° 3.4 ° 3.3.3.3 (3.84) 
 Rotor Substrate Clearance   𝑕 > 0.1𝐿  540 nm 3.3.3.5 (3.92) 
 Beam Dynamic Stress 𝜍dynamic < 0.5 𝜍𝑓 , CNT  10 GPa 3.3.3.4 (3.90) 
 Shaft Telescoping  𝐹vdW > 𝐹𝑐𝑒𝑛𝑡 sin 𝛽𝑤𝑜𝑟𝑠𝑡    180 nN 3.3.3.6 (3.96) 
 Rotor Centrifugal Stress   𝜍cent < 0.5 𝜍𝑓 , Si  10 kPa 3.3.4 (3.97) 
3.2 Statics 
Before considering the dynamics of the device, the behavior of the device in the absence of motion 
is considered. Even without moving, the device must satisfy several conditions in order to avoid failing. 
The nanotube will defect under the influence of any forces applied to the disk. The deflections under 
these loads are computed and constrained. Additionally, the forces on the disk can may cause the tube 
to buckle in one of two possible modes. The design must size the disk to avoid buckling the tube. Finally, 
 56 
 
the stresses in the deformed tube must be constrained below the failure strength of the tube to prevent 
permanent deformation. All of the deflections and forces can be computed from classical continuum 
mechanics, allowing boundaries for the device dimensions to be set such that the deflections and forces 
are constrained within acceptable limits. 
3.2.1 Euler Beam Bending Theory 
The nanotube shaft, which provides the only support for the rotor disk, is modeled using Euler 
simple beam theory. There are several assumptions that are required for simple beam theory to be 
valid. First, continuum mechanics must be applicable. The applicability of continuum mechanics to this 
nano-scale problem was already justified, based on prior experimental work [99]. This work further 
demonstrated that the assumption of isotropic behavior, which does not seem realistic for structures as 
highly ordered as nanotubes, nevertheless can yield consistent, repeatable results. We have further 
assumed that the beam mass is negligible, since the diameter is roughly 100 times smaller than the 
silicon rotor it supports. Additionally, loads are assumed to be applied at and perpendicular to the 
neutral axis (which is the axis of the tube), resulting in pure bending with no torsion or tension. Also, 
since the nanotube is axisymmetric, the product moments of area are zero, and there is no coupling 
between bending in the xz- and yz-planes. All those assumptions together enable the use of classical 
Euler beam bending theory. 
The tip deflection of the cantilevered nanotube shaft results from two loads. The weight of the rotor 
applies a transverse tip load (in the case that the device is held with the tube horizontally), and there is 
also a moment applied, due to the additional lever arm provided by the z-separation between the beam 
tip and the rotor center of mass. The deflection under these loads is (as derived in Appendix 6.1): 
The Young’s modulus was taken to be 1.2 TPa, based on the literature [99], and the second moment 
of area was based on a 100-nm diameter CNT. Note that the deflection could equivalently be 𝑢(𝐿) or 
 𝑢 𝐿 2 + 𝑣 𝐿 2, depending on the orientation of the transverse load. For simplicity, the yz-plane 
bending case is used. For the device, this static beam tip deflection was constrained to be less than 10% 
of the total beam length. The static angular displacements were not constrained, because an angular 
constraint that takes dynamic factors into account was included. This is one of the constraints a design 
must satisfy in order to be viable. This limit ensures that the nanotube deflection while the device is held 
sideways will remain within the region described well by the simple beam model. This constraint only 
tends to be important for large rotors on long nanotubes, as one might expect. 
The Euler Beam model also allows the computation of stresses in the beam due to the bending. In 
the model the axial stress in the beam varies linearly from compressive to tensile across the cross 
section of the beam. At any point in the beam the stresses due to bending in the yz-plane can be found 
from  
 
𝛿𝑏𝑒𝑎𝑚 = 𝑣 𝐿  
=
𝐹𝑦 , applied
6𝐸𝐼
 −𝐿3 + 3𝐿 𝐿 2 −
𝑀𝑥 , applied
2𝐸𝐼
𝐿2 
=
𝑊𝐿3
3𝐸𝐼
+
𝑊𝐿2𝑎𝑧
2𝐸𝐼
 
(3.1) 
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Where 𝑀(𝑧) is the internal moment at axial position 𝑧 along the beam. For a single load at the tip, 
which is the case for the heavy rotor on the end of the narrow nanotube beam, the internal moment is 
greatest at the root of the beam where it attaches to the substrate. The value of the moment can be 
found by recalling the formula for the internal moment from (6.5): 
In other words, for no moment applied at the tip (𝑀𝑥 , applied = 0), and a transverse load equal to the 
weight of the rotor applied at the tip 𝐹𝑦 ,  applied = 𝑊, the internal moment at the root is: 
Leading to a stress of 
The worst stresses clearly occur for maximum and minimum values of 𝑦, corresponding to positive 
and negative values of the tube outer radius. Therefore the maximum stress in the entire nanotube due 
to a transverse load equal to the weight of the rotor applied at the tip of the shaft is 
Note that the negative sign has been dropped, because both positive and negative (tensile and 
compressive) stresses are present on opposite sides of the tube. Also, the “xx” subscript was dropped 
from the second moment of area, because the tube is completely axisymmetric and the same stress 
relation holds regardless of the orientation of the bending plane, so long as it contains the z-axis. 
In order for the device to survive being held sideways, this stress was constrained to below 10 GPa, 
a conservative estimate for the failure strength of carbon nanotubes from the literature [61]. This 
constraint ensures that the nanotube will not break if held with the nanotube horizontal. Like the static 
deflection constraint, this limit only becomes important for heavy rotors on long nanotubes, as would be 
expected. 
 𝜍𝑧𝑧 = −
𝑀 𝑧 𝑦
𝐼𝑥𝑥
 (3.2) 
 
 𝑀𝑥 𝑧=0 = 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
 
𝑧=0
 
= 2𝐸𝐼𝐵 
= −𝑀𝑥 ,  applied + 𝐿𝐹𝑦 , applied 
(3.3) 
  𝑀𝑥 𝑧=0 = 𝑊(𝐿 + 𝑎𝑧) (3.4) 
 𝜍beam = 𝜍𝑧𝑧 = −
𝑊 𝐿 + 𝑎𝑧 𝑦
𝐼𝑥𝑥
 (3.5) 
 𝜍beam = 𝜍𝑧𝑧 =
𝑊(𝐿 + 𝑎𝑧)𝑟𝑜
𝐼
 (3.6) 
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3.2.2 Carbon Nanotube Buckling 
It is also important to consider forces acting along the axis of the nanotube. These forces could lead 
to buckling of the nanotube, especially since it is a high aspect ratio structure. There are two possible 
modes of buckling. The first is the classical beam buckling case, which is also described by Euler beam 
theory. The second is a more complicated mode, in which individual shells of the nanotube buckle 
radially. Both modes are treated here. 
3.2.2.1 Euler Buckling 
Given a general beam-column subjected to an external compressive force, the column has the 
potential to buckle. The load at which the carbon nanotube will buckle is (as derived in Appendix 6.3): 
Here the subscript “Euler” indicates that this is the maximum safe load to avoid buckling in the 
classical Euler mode. For a device design to be viable, it must not fail in the Euler buckling mode, so the 
rotor weight was constrained to be below the Euler critical buckling load. Once again, this constraint 
becomes important for heavy rotors on long shafts. This constraint provides assurance that the device 
will not fail without even being moved. 
3.2.2.2 Shell Buckling 
The nanotube can fail in another buckling mode. Since a MWNT is composed of many thin graphene 
shells, it is possible for some of these shells to buckle independently. This situation has been addressed 
specifically for carbon nanotubes [100]. The basic equation governing the buckling of a shell is 
where 𝜍crit, shell is the compressive stress required to cause buckling, 𝑟 is the radius of the SWNT or 
single layer of a MWNT, and 𝑕 is the thickness of the graphene layer. The thickness is difficult to define, 
because it is essentially the thickness of a carbon atom. However, when using a set of mechanical 
properties defined consistently with the somewhat arbitrary choice of 𝑕, repeatable results that agree 
with fully atomistic simulations have been demonstrated [78]. Because for this model the tube is 
analyzed as a single structure, the values of the Young’s modulus 𝐸𝑤  and Poisson’s ratio 𝜈 used are 
based on this defined wall thickness, and not on multiple walls including the regular spacing between 
them. The result is a significantly different value for the modulus than that used for the pure continuum 
model of Euler buckling. The difference does not signify an inconsistency in material property, but a 
difference in definition of the model parameters. 
Assuming that the compressive load is evenly distributed across the cross-section of the nanotube, 
the critical load can be found from the critical stress via the cross sectional area: 
 𝑃crit, Euler =
𝜋2𝐸𝐼
4𝐿2
 (3.7) 
 𝜍crit,  shell =
𝐸𝑤𝑕
𝑟 3 1 − 𝜈2 
 (3.8) 
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where 𝑛 is the number of shells in the tube, 𝑟𝑖  is the radius of each shell, and 𝑕 is the thickness of 
each of the shells. Then the critical load is: 
For a multi-walled tube, the critical load is thus lowest for the largest radius, indicating that the 
outer-most wall of a MWNT should be the first to fail in shell buckling.  
The tube must not buckle in either mode for the device to be successful. Therefore the compressive 
force on the nanotube shaft due the weight of the rotor disk must be kept below the critical loads for 
both of the two buckling modes at all times, independent of any rotor rotation. 
3.2.3 Eccentric Column Loading 
The buckling formulae describe what critical load will cause catastrophic deflection (buckling) of the 
column. Strictly interpreted, the Euler buckling models state that there is no deflection until the critical 
load is reached, at which point the deflection goes to infinity. For a real column finite deflections are 
observed prior to buckling, caused by imperfections in the column. One such imperfection could be an 
“eccentric” load, or a compressive load applied not at the column center. The moment created by the 
off-center load causes deflections that are well described by Euler beam theory. The maximum 
deflection occurs at the beam tip (as derived in Appendix 6.2): 
As before, although the yz-plane bending case has been used, the xz-plane bending case is the same 
due to the symmetry of the beam. The eccentricity is most likely to arise from lateral misalignment of 
the rotor during patterning, leading to a separation of the center of mass from the nominal center at the 
tip of the nanotube. An estimate of 1 micrometer was used for this misalignment, representing a 
conservative estimate of the capabilities to align e-beam lithographic features. For the device to be 
deemed acceptable, the tip deflection due to the rotor weight under this column loading was 
constrained to less than 10% of the beam length. Note also that when the critical load for the non-
eccentrically loaded column (from equation (3.7)) is reached, the secant term becomes unbounded, 
indicating infinite deflection, or buckling. The critical buckling load is thus the same for the eccentric and 
non-eccentric cases. 
The stress in the nanotube shaft when subjected to column loading is computed in the same way as 
for transverse (beam) loading: 
 𝐴𝑐𝑠 =  2𝜋𝑟𝑖𝑕
𝑛
𝑖=1
 (3.9) 
 
𝑃crit, shell = 𝜍crit, shell𝐴𝑐𝑠  
=
𝐸𝑤𝑕𝐴𝑐𝑠
𝑟 3 1 − 𝜈2 
 
(3.10) 
 𝛿column = 𝑣 𝐿 = 𝑒  sec  𝐿 
𝑃
𝐸𝐼
 − 1  (3.11) 
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Where 𝑀(𝑧) is the internal moment at axial position 𝑧 along the beam. For a single load at the tip, 
which is the case for the heavy rotor on the end of the narrow nanotube column, the internal moment is 
greatest at the root of the beam where it attaches to the substrate. The value of the moment can be 
found by recalling the formula for the internal moment from (6.5): 
Leading to a stress of 
The worst stresses clearly occur for maximum and minimum values of 𝑦, corresponding to positive 
and negative values of the tube outer radius. Therefore the maximum stress in the entire nanotube due 
to a transverse load equal to the weight of the rotor applied at the tip of the shaft is 
The same stress limit of 10 GPa used for the stress caused by beam loading was held on the stress 
caused by column loading. This limit ensures that the weight of the rotor, combined with the 
misalignment of the rotor center of mass with the beam tip, will not provide a moment strong enough 
to break the nanotube. 
3.3 Dynamics – The Stodola Rotor Model 
The dynamics of the device are well understood from the Stodola rotordynamic model, developed 
originally for turbomachinery, and depicted in Figure 3-1. The formulation of the model given here 
follows Childs [101]. The equations of motion are derived by determining the degrees of freedom, 
expressing the kinetic and potential energies of the system in terms of these degrees of freedom, and 
then applying the Lagrangian method. Details of the derivation can be found in the first Appendix –
Derivation of Static Constraints.  
 𝜍𝑧𝑧 = −
𝑀 𝑧 𝑦
𝐼𝑥𝑥
 (3.12) 
 
 𝑀𝑥 𝑧=0 = 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
 
𝑧=0
 
= 𝑒 sec  𝐿 
𝑃
𝐸𝐼
 𝐸𝐼 
(3.13) 
 𝜍column = 𝜍𝑧𝑧 = −𝑒 sec  𝐿 
𝑃
𝐸𝐼
 𝐸𝐼
𝑦
𝐼𝑥𝑥
 (3.14) 
 𝜍column = 𝜍𝑧𝑧 = 𝑒 sec  𝐿 
𝑃
𝐸𝐼
 𝐸𝐼
𝑟𝑜
𝐼
 (3.15) 
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The assumption of a thin rigid disk used in the Stodola is not a perfect representation of the 
proposed device, mainly because the shaft length is comparable to the disk thickness. Therefore the 
center of mass of the disk is separated from the nanotube tip in the direction parallel to the tube axis (z-
direction) by a significant fraction of the tube length. However, the aspect ratio of the tube is still very 
high (on the order of 20) as is the ratio of the disk diameter to thickness. These ratios support the notion 
that the disk is rigid compared to the shaft, and that the shaft can be adequately treated by beam 
bending theory. The separation of the rotor center of mass from the beam tip (which would be 
neglected if the disk were truly thin) has been accounted for. While a more accurate model could be 
developed, this model is sufficient to give a first order behavior estimate needed to begin designing CNT 
based rotary devices. 
The dynamic model is used to for two main purposes. First, it can describe the natural frequencies of 
the system. The operating speed must avoid these frequencies, as large displacements can occur due to 
resonance. The natural frequencies and modes make up the free response. On the other hand, the 
model can also be used to predict deflections of a given device excited by imbalance in the rotor. These 
deflections, if allowed to become large, can cause the device to fail. By predicting the natural 
frequencies and forced response of the device, the dynamic model shows what designs can avoid these 
failure modes. 
 
Figure 3-1: The Stodola rotordynamic model consists of a thin rigid disk on a cantilevered shaft. It includes two translational 
degrees of freedom (𝑹𝑿, 𝑹𝒀) and three translational degrees of freedom (𝜷𝑿, 𝜷𝒀, and 𝝓). 
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3.3.1 Equations of Motion 
The five equations of motion which govern the behavior of the five degrees of freedom are : 
The detailed derivation of these equations is achieved by the Lagrangian method, and is presented 
in full in Appendix 7. These equations are essentially the standard Stodola rotor model as presented in 
[101], with one important difference: the term 𝑎𝑧 , representing the axial distance separating the rotor 
center of mass from the tip of the beam is usually ignored, because the disk is treated as thin. In this 
case, however, while the disk diameter is very large compared to the thickness, rendering the thin disk 
assumption reasonable for determining the inertias, the disk thickness is comparable to the shaft length. 
The offset between the center of mass and the beam tip is the source of substantial coupling between 
the tilting and translating motions of the rotor, and is not ignored for the present model. 
A little rearrangement yields: 
 
𝑚𝑅 𝑋 − 𝑚𝑎𝑥𝑐𝜙𝜙 
2 + 𝑚𝑎𝑦𝑠𝜙𝜙 
2 − 𝑚𝑎𝑥𝑠𝜙𝜙 − 𝑚𝑎𝑦𝑠𝜙𝜙 + 𝑚𝑎𝑧𝛽 𝑌
= −𝐸𝐼  −
6𝛽𝑌
𝐿2
+
12𝑅𝑋
𝐿3
  
(3.16) 
𝑚𝑅 𝑌 − 𝑚𝑎𝑥𝑠𝜙𝜙 
2 − 𝑚𝑎𝑦𝑐𝜙𝜙 
2 + 𝑚𝑎𝑥𝑐𝜙𝜙 − 𝑚𝑎𝑦𝑠𝜙𝜙 − 𝑚𝑎𝑧𝛽 𝑋
= −𝐸𝐼  
6𝛽𝑋
𝐿2
+
12𝑅𝑌
𝐿3
  
(3.17) 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 𝑋 + 𝐽𝑧𝑧𝜙 𝛽 𝑌 + 𝜙   𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑐𝜙 −  𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧 𝑠𝜙 
− 𝜙 2  𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧 𝑐𝜙 +  𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑍 𝑠𝜙 − 𝑚𝑎𝑧𝑅 𝑌
= −𝐸𝐼  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  
(3.18) 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 Y − 𝐽𝑧𝑧𝜙 𝛽 𝑋 + 𝜙   𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑠𝜙 +  𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧 𝑐𝜙 
+ 𝜙 2  𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑐𝜙 − (𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧)𝑠𝜙 + 𝑚𝑎𝑧𝑅 𝑋
= −𝐸𝐼  
4𝛽𝑌
𝐿
−
6𝑅𝑋
𝐿2
  
(3.19) 
𝜙  𝐽𝑧𝑧 + 𝑚 𝑎𝑥
2 + 𝑎𝑦
2  + 𝑚(𝑅 𝑌 − 𝑎𝑧𝛽 𝑋) 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
− 𝑚 𝑅 𝑋 − 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝛽 𝑌 𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 
+ 𝛽 𝑋 𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 = 0 
(3.20) 
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3.3.2 Eigensolution – Free Response  
Having found the equations of motion, the first behavior of interest is the free response of the 
system. The free response is composed of the natural modes of the system. The operational speed will 
be kept well below the first critical speed, determined from the free response analysis, to avoid large 
deflections due to resonance. For this case, the imbalances in the rotor are not important – they will 
contribute the forcing functions to drive the forced response, which is treated in section 3.3.3. For now, 
imbalances due to misalignment of rotor with respect to the shaft (𝑎𝑥  𝑎𝑦 , and 𝑎𝑧 ) and imbalances due 
to angular misalignment between the disk axis and the actual nanotube (which gives rise to the products 
of inertia 𝐽𝑥𝑧  and 𝐽𝑦𝑧 ) are neglected. Note that the axial distance between the center of mass and the 
beam tip 𝑎𝑧  is not neglected, because this can be a significant fraction of the beam length 𝐿 for the 
designs considered. Additionally, the rotation of the rotor is constrained to a constant speed,  Ω = 𝜙 , 
yielding the following form of the four equations of motion (the fifth equation is extraneous since 𝜙  is 
constant): 
 
𝑚𝑅 𝑋 + 𝑚𝑎𝑧𝛽 𝑌 = −𝑚𝜙 
2 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 − 𝑚𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑠𝜙 − 𝐸𝐼  
6𝛽𝑌
𝐿2
−
12𝑅𝑋
𝐿3
  (3.21) 
𝑚𝑅 𝑌 − 𝑚𝑎𝑧𝛽 𝑋 = −𝑚𝜙 
2 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝑚𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 − 𝐸𝐼  
6𝛽𝑋
𝐿2
+
12𝑅𝑌
𝐿3
  (3.22) 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 𝑋 − 𝑚𝑎𝑧𝑅 𝑌
= −𝜙   𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 − 𝑚𝑎𝑧 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙  − 𝐽𝑧𝑧𝜙 𝛽 𝑌
+ 𝜙 2  𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 − 𝑚𝑎𝑧 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  − 𝐸𝐼  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  
(3.23) 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 𝑌 + 𝑚𝑎𝑧𝑅 𝑋
= −𝜙   𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 − 𝑚𝑎𝑧(𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙) + 𝐽𝑧𝑧𝜙 𝛽 𝑋
− 𝜙 2  𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 − 𝑚𝑎𝑧(𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙) − 𝐸𝐼  
4𝛽𝑌
𝐿
−
6𝑅𝑋
𝐿2
  
(3.24) 
𝜙  𝐽𝑧𝑧 + 𝑚 𝑎𝑥
2 + 𝑎𝑦
2  
= −𝑚 𝑅 𝑌 − 𝑎𝑧𝛽 𝑋  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
+ 𝑚 𝑅 𝑋 − 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝛽 𝑌 𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 
− 𝛽 𝑋 𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙  
(3.25) 
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The four equations are separated into two sets of equations, one in 𝑅𝑋  and 𝛽𝑌: 
And one in 𝑅𝑌  and 𝛽𝑋 : 
Note that the equations are not decoupled – the angles 𝛽𝑋  and 𝛽𝑌  appear in each others’ governing 
equations. Working with equation (3.27), it is helpful to rewrite the equation in matrix form: 
It is now clear that the equation is homogenous. The matrices are assigned names: 
The subscripts “𝑋2” indicates that these matrices are for the 2 equations relating to lateral x-
deflections. Because the equations are coupled, a solution describing all four degrees of freedom is 
needed. A solution from the rotordynamic literature [101] for this coupled second order system consists 
of movements in the xz- and yz-planes being 90° out of phase. Since both planes experience identical 
behavior due to the axial symmetry of the system, the mode shapes are the same as well (with the 
exception of the sign change on the angle, stemming from the right-handed definition of the angle.) The 
solution is then: 
 
 
 
 
 
 𝑚𝑅
 
𝑋 = − 12𝐸𝐼 𝐿
3  𝑅𝑋 +  6𝐸𝐼 𝐿
2  𝛽𝑌
𝑚𝑅 𝑌 = − 12𝐸𝐼 𝐿
3  𝑅𝑌 −  6𝐸𝐼 𝐿
2  𝛽𝑋
𝐽𝛽 𝑋 = −𝛺𝐽𝑧𝑧𝛽 𝑌 −  6𝐸𝐼 𝐿
2  𝑅𝑌 −  4𝐸𝐼 𝐿  𝛽𝑋
𝐽𝛽 𝑌 = 𝛺𝐽𝑧𝑧𝛽 𝑋 +  6𝐸𝐼 𝐿
2  𝑅𝑋 −  4𝐸𝐼 𝐿  𝛽𝑌
  (3.26) 
  
𝑚𝑅 𝑋 = − 12𝐸𝐼 𝐿
3  𝑅𝑋 +  6𝐸𝐼 𝐿
2  𝛽𝑌
𝐽𝛽 𝑌 = Ω𝐽𝑧𝑧𝛽 𝑋 +  6𝐸𝐼 𝐿
2  𝑅𝑋 −  2𝐸𝐼 𝐿  𝛽𝑌
  (3.27) 
  
𝑚𝑅 𝑌 = − 12𝐸𝐼 𝐿
3  𝑅𝑌 −  6𝐸𝐼 𝐿
2  𝛽𝑋
𝐽𝛽 𝑋 = −𝛺𝐽𝑧𝑧𝛽 𝑌 −  6𝐸𝐼 𝐿
2  𝑅𝑌 −  4𝐸𝐼 𝐿  𝛽𝑋
  (3.28) 
  
𝑚 0
0 𝐽
  
𝑅 𝑋
𝛽 𝑌
 + 𝛺𝐽𝑧𝑧  
0 0
0 −1
  
𝑅 𝑌
𝛽 𝑋
 +
𝐸𝐼
𝐿3
 
12 −6𝐿
−6𝐿 4𝐿2
  
𝑅𝑋
𝛽𝑌
 =  
0
0
  (3.29) 
  𝑀𝑋2  
𝑅 𝑋
𝛽 𝑌
 +  𝐶𝑋2  
𝑅 𝑋
𝛽 𝑌
 +  𝐾𝑋2  
𝑅𝑋
𝛽𝑌
 =  
0
0
  (3.30) 
  
𝑅𝑋
𝛽𝑌
 =  
𝑐1
𝑐2
 cos𝜆𝑡 = 𝛷𝑋cos𝜆𝑡 (3.31) 
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where Φ are the eigenvectors and 𝜆 are the eigenvalues. This solution is periodic, with the 
eigenvalues corresponding to the frequency. The frequencies (imaginary parts of the eigenvalues) that 
solve the equation are called the natural frequencies. One way to find the eigenvalues is to substitute 
the solution back into equation (3.30): 
This equation is solved when: 
The determinant of the 2x2 matrix is expanded out, yielding a 4th order characteristic equation in 𝜆:  
  
𝑅𝑌
𝛽𝑋
 =  
𝑐1
−𝑐2
 sin𝜆𝑡 = 𝛷𝑌sin𝜆𝑡 (3.32) 
  𝑀𝑋2 
𝑑2
𝑑𝑡
  
𝑐1
𝑐2
 cos𝜆𝑡 +  𝐶𝑋2 
𝑑
𝑑𝑡
  
𝑐1
−𝑐2
 sin𝜆𝑡 +  𝐾𝑋2   
𝑐1
𝑐2
 cos𝜆𝑡 =  
0
0
  (3.33) 
  −𝜆
2 𝑀𝑋2  
𝑐1
𝑐2
 + 𝜆 𝐶𝑋2  
𝑐1
−𝑐2
 +  𝐾𝑋2  
𝑐1
𝑐2
  cos𝜆𝑡 = 0 (3.34) 
  −𝜆
2 𝑀𝑋2  
𝑐1
𝑐2
 + 𝜆  
0 0
0 −𝛺𝐽𝑧𝑧
  
𝑐1
−𝑐2
 +  𝐾𝑋2  
𝑐1
𝑐2
  cos𝜆𝑡 = 0 (3.35) 
  −𝜆
2 𝑀𝑋2  
𝑐1
𝑐2
 + 𝜆  
0 0
0 𝛺𝐽𝑧𝑧
  
𝑐1
𝑐2
 +  𝐾𝑋2  
𝑐1
𝑐2
  cos𝜆𝑡 = 0 (3.36) 
  −𝜆
2 𝑀𝑋2 − 𝜆 𝐶𝑋2 +  𝐾𝑋2   
𝑐1
𝑐2
 cos𝜆𝑡 = 0 (3.37) 
 det 𝜆
2 𝑀𝑋2 + 𝜆 𝐶𝑋2 −  𝐾𝑋2  = 0 (3.38) 
 det  𝜆
2  
𝑚 0
0 𝐽
 + 𝜆  
0 0
0 −𝛺𝐽𝑧𝑧
 −
𝐸𝐼
𝐿3
 
12 −6𝐿
−6𝐿 4𝐿2
  = 0 (3.39) 
 det   
𝑚𝜆2 − 12
𝐸𝐼
𝐿3
6
𝐸𝐼
𝐿2
6
𝐸𝐼
𝐿2
𝐽𝜆2 − 𝛺𝐽𝑧𝑧𝜆 − 4
𝐸𝐼
𝐿
  = 0 (3.40) 
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The exact same characteristic equation would have been obtained had equation (3.28) been used as 
the starting point, instead of equation (3.27). The four roots of the equation, which are the natural 
frequencies of the device, depend on Ω. In other words, for a given device, the natural frequencies 
change as the device is operated at different speeds. Figure 3-2 shows the variation of natural 
frequencies with operating speed. 
 
Figure 3-2: Natural frequencies of the Stodola rotor vs. operating speed. The operating speed 𝛀 and natural 
frequencies 𝝀 are normalized by 𝟑𝑬𝑰 𝒎𝑳𝟑  . This particular plot is for a rotor whose non-dimensional “disk 
parameter” 𝒅 = 𝟑𝑱 𝒎𝑳𝟐  is 18.75, the value for the final design of the device in this research.  
The diagonal line in Figure 3-2 is a line of 𝜆 = Ω. Where the diagonal line intersects one of the four 
curves corresponding to the natural frequencies, the natural frequency and operating frequency are 
equal at that operating speed. These speeds are called critical speeds Ωcrit, and when the operating 
speed approaches the critical speed, large deflections in the four degrees of freedom are likely due to 
the resonance between operating and natural frequencies. For that reason, the critical speeds should be 
avoided when practical. For this device, the critical speeds are on the order of hundreds of thousands to 
millions of revolutions per minute, so staying well below the lowest critical speed (or within the 
“subcritical” regime) is possible. In order to avoid the resonance effects, the device built for this study 
should stay well below the critical speed. Operation will be constrained to below 80% of the critical 
speed, to provide a margin of safety. 
  𝑚𝜆2 − 12
𝐸𝐼
𝐿3
  𝐽𝜆2 − 𝛺𝐽𝑧𝑧𝜆 − 4
𝐸𝐼
𝐿
 −  6
𝐸𝐼
𝐿2
 
2
= 0 (3.41) 
  𝑚𝐽 𝜆
4 −  𝑚𝛺𝐽𝑧𝑧  𝜆
3 −  
𝐸𝐼 12𝐽 + 4𝑚𝐿2 
𝐿3
 𝜆2 +  12𝐽𝑧𝑧𝛺
𝐸𝐼
𝐿3
 𝜆 +  12  
𝐸𝐼
𝐿2
 
2
  (3.42) 
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3.3.3 Forced Response 
The critical speed can be found without considering the imbalance. However, in order to know what 
the deflections of the structure under steady state operation are, the forced response must be 
considered. With no external forces, the equations of motion are homogenous, as shown in equation 
(3.29). In other words, besides any transient response associated with the natural modes of the system, 
the steady state response would be zero. Put another way, without any forcing functions, there would 
be no deflections. In the real situation, there are forcing functions arising from the imbalance of the 
rotor. These functions, which were neglected in section 3.3.2, must be reintroduced to get a notion of 
the steady state behavior of the rotor.  
3.3.3.1 Solution 
The equations of motion with all the required terms included for the steady state forced response 
excited by imbalance are: 
We are interested in the steady state case, where the rotor is spinning at a constant rate: 
Which means that  
 
𝑚𝑅 𝑋 + 𝑚𝑎𝑧𝛽 𝑌 = −𝑚𝜙 
2 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 − 𝑚𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑠𝜙 − 𝐸𝐼  
6𝛽𝑌
𝐿2
−
12𝑅𝑋
𝐿3
  (3.43) 
𝑚𝑅 𝑌 − 𝑚𝑎𝑧𝛽 𝑋 = −𝑚𝜙 
2 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝑚𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 − 𝐸𝐼  
6𝛽𝑋
𝐿2
+
12𝑅𝑌
𝐿3
  (3.44) 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 𝑋 − 𝑚𝑎𝑧𝑅 𝑌
= −𝜙   𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 − 𝑚𝑎𝑧 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙  − 𝐽𝑧𝑧𝜙 𝛽 𝑌
+ 𝜙 2  𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 − 𝑚𝑎𝑧 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  − 𝐸𝐼  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  
(3.45) 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 𝑌 + 𝑚𝑎𝑧𝑅 𝑋
= −𝜙   𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 − 𝑚𝑎𝑧(𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙) + 𝐽𝑧𝑧𝜙 𝛽 𝑋
− 𝜙 2  𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 − 𝑚𝑎𝑧(𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙) − 𝐸𝐼  
4𝛽𝑌
𝐿
−
6𝑅𝑋
𝐿2
  
(3.46) 
 𝜙 = 𝛺 (3.47) 
 𝜙 = 0 (3.48) 
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Furthermore, if 𝜙 is assigned the value  zero at the initial time 𝑡 = 0, then: 
Making these substitutions and considering the equations in matrix form gives: 
The matrices are assigned names: 
as are the vectors: 
where the subscript “4” indicates that these are the matrices for the set of four equations. The 
solution to such a non-homogenous second order system must be of the same periodicity: 
 𝜙 = 𝛺𝑡 (3.49) 
 
 
 
 
 
𝑚 0 0 𝑚𝑎𝑧
0 𝑚 𝑚𝑎𝑧 0
0 −𝑚𝑎𝑧 𝐽 + 𝑚𝑎𝑧
2 0
𝑚𝑎𝑧 0 0 𝐽 + 𝑚𝑎𝑍
2 
 
 
 
 
 
 
 
 
𝑅 𝑋
𝑅 𝑌
𝛽 𝑋
𝛽 𝑌  
 
 
 
 
+ 𝛺𝐽𝑧𝑧  
0 0 0 0
0 0 0 0
0 0 0 1
0 0 −1 0
 
 
 
 
 
 
𝑅 𝑋
𝑅 𝑌
𝛽 𝑋
𝛽 𝑌  
 
 
 
 
+
𝐸𝐼
𝐿3
 
12 0 0 −6𝐿
0 12 6𝐿 0
0 6𝐿 4𝐿2 0
−6𝐿 0 0 4𝐿2
  
𝑅𝑋
𝑅𝑌
𝛽𝑋
𝛽𝑌
 
= 𝛺2  
−𝑚𝑎𝑥
−𝑚𝑎𝑦
𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧
−𝐽𝑥𝑧 + 𝑚𝑎𝑦𝑎𝑧
 cos 𝛺𝑡 + 𝛺2  
𝑚𝑎𝑦
−𝑚𝑎𝑥
𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧
𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧
 sin 𝛺𝑡  
(3.50) 
 
 𝑀4 
 
 
 
 
 
𝑅 𝑋
𝑅 𝑌
𝛽 𝑋
𝛽 𝑌  
 
 
 
 
+  𝐶4 
 
 
 
 
 
𝑅 𝑋
𝑅 𝑌
𝛽 𝑋
𝛽 𝑌  
 
 
 
 
+  𝐾4  
𝑅𝑋
𝑅𝑌
𝛽𝑋
𝛽𝑌
 
= 𝛺2  
−𝑚𝑎𝑥
−𝑚𝑎𝑦
𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧
−𝐽𝑥𝑧 + 𝑚𝑎𝑦𝑎𝑧
 cos 𝛺𝑡 + 𝛺2  
𝑚𝑎𝑦
−𝑚𝑎𝑥
𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧
𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧
 sin 𝛺𝑡  
(3.51) 
  𝑀4  𝑅𝐵   +  𝐶4  𝑅𝐵  +  𝐾4  𝑅𝐵 = 𝛺
2 𝐶𝑆 cos 𝛺𝑡 + 𝛺2 𝑆𝑁 sin 𝛺𝑡  (3.52) 
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The temporal derivatives are: 
and 
Substituting these solutions back into the equation yields: 
Grouping the sine and cosine terms gives: 
These two sets of four equations can be combined into a single set of eight equations in all eight 𝐴’s 
and 𝐵’s: 
The terms on in the right hand side contain only the known mass and operating speed of the rotor, 
as well as the offset of the center of mass from the axle and the products of inertia, computed from 
equations (7.34) through (7.36) for an angular misalignment. The terms in the matrices are also known. 
Therefore this set of eight algebraic equations can be solved, giving the values of the 𝐴’s and 𝐵’s, which 
when substituted back into equation (3.53) form the exact description of the rotor’s movement at a 
given operating speed. 
  
𝑅𝑋
𝑅𝑌
𝛽𝑋
𝛽𝑌
 =  
𝐴1
𝐴2
𝐴3
𝐴4
 cos 𝛺𝑡 +  
𝐵1
𝐵2
𝐵3
𝐵4
 sin 𝛺𝑡 =  𝐴 cos 𝛺𝑡 +  𝐵 sin 𝛺𝑡  (3.53) 
  𝑅𝐵  = −𝛺 𝐴 sin 𝛺𝑡 + 𝛺 𝐵 cos 𝛺𝑡  (3.54) 
  𝑅𝐵  = −𝛺2 𝐴 cos 𝛺𝑡 − 𝛺2 𝐵 sin 𝛺𝑡  (3.55) 
 
−𝛺2 𝑀4  𝐴 cos 𝛺𝑡 − 𝛺
2 𝑀4  𝐵 sin 𝛺𝑡 − 𝛺 𝐶4  𝐴 sin 𝛺𝑡 
+ 𝛺 𝐶4  𝐵 cos 𝛺𝑡 +  𝐾4  𝐴 cos 𝛺𝑡 +  𝐾4  𝐵 sin 𝛺𝑡 
= 𝛺2 𝐶𝑆 cos 𝛺𝑡 + 𝛺2 𝑆𝑁 sin 𝛺𝑡  
(3.56) 
 𝛺
2 𝑀4  𝐴 − 𝛺 𝐶4  𝐵 −  𝐾4  𝐴 = 𝛺
2[𝐶𝑆] (3.57) 
 𝛺
2 𝑀4  𝐵 + 𝛺 𝐶4  𝐴 −  𝐾4  𝐵 = 𝛺
2[𝑆𝑁] (3.58) 
 𝛺
2  
 𝑀4  0 
 0  𝑀4 
  
 𝐴 
 𝐵 
 + 𝛺  
 0 −[𝐶4] 
[𝐶4]  0 
  
 𝐴 
 𝐵 
 −  
 𝐾4  0  
 0  𝐾4 
  
 𝐴 
 𝐵 
 =  
 𝐶𝑆 
 𝑆𝑁 
  (3.59) 
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The motion of the rotor under a given operating speed also provides the basis for several design 
constraints based on the deflections caused by the imbalance. Each of these constraints describes a 
speed above which the deflections and stresses caused by them approach unacceptable levels. The 
lateral displacement of the beam tip and the angular displacement of the rotor disk are not allowed to 
exceed 10% of 𝐿 or 5°, respectively, to avoid violating the small angle assumptions of the model. The 
stress in the beam must also be kept below the CNT fracture strength. Additionally, the rotor will not be 
allowed to crash into the substrate during operation. Finally the van der Waals attraction between the 
tubes must be able to supply the centripetal force required to keep the rotor on its circular path. All 
these constraints can be assessed based on the results of the forced response analysis. 
3.3.3.2 Dynamic Lateral Deflection Constraint  
Just as a limiting constraint on the tip deflection of the nanotube beam-axle is defined under static 
conditions, the deflections the nanotube experiences due to dynamic conditions are also constrained. 
The position of the beam tip in the inertial frame is described by the vector of lateral displacements: 
The magnitude of the deflection is simply the magnitude of the vector: 
The components 𝑅𝑋  and 𝑅𝑌are known for a given operating speed from the computed forced 
response in equation (3.53): 
Because of the axial symmetry of the problem, the x- and y-deflections behave exactly the same 
way, except 90° out of phase. The result is that the constant magnitudes of these deflections always 
satisfy the following equations: 
 𝑅 =  
𝑅𝑋
𝑅𝑌
0
  (3.60) 
 𝛿dynamic =  𝑅𝑋
2 + 𝑅𝑌
2 (3.61) 
 𝑅𝑋 = 𝐴1 cos 𝛺𝑡 + 𝐵1 sin 𝛺𝑡  (3.62) 
 𝑅𝑌 = 𝐴2 cos 𝛺𝑡 + 𝐵2 sin 𝛺𝑡  (3.63) 
 𝑅𝑋 𝑡 = 𝑅𝑌  𝑡 +
𝜋
2𝛺
  (3.64) 
 𝐴1 cos 𝛺𝑡 + 𝐵1 sin 𝛺𝑡 = 𝐴2 cos  𝛺𝑡 +
𝜋
2
 + 𝐵2 sin  𝛺𝑡 +
𝜋
2
  (3.65) 
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Equating the sine and cosine terms yields: 
which will lead to a compact expression for the tip deflection: 
Where 𝐴1 and 𝐵1 are found by solving equation (3.59). The magnitude of this deflection was held 
under 10% of the nanotube shaft length 𝐿, the same limit set for the deflection under static conditions. 
3.3.3.3 Dynamic Angular Deflection Constraint 
The angular deflections excited by the rotor imbalance must also meet a similar imposed constraint. 
Like the lateral deflections, the angular deflections 𝛽𝑋  and 𝛽𝑌  are equal in magnitude and 90° out of 
phase. Therefore the angle of deflection at any given time can be found from 
As before, the known relationship between the two makes the expression for the overall angular 
deflection come out to be compact. Beginning with the forced-response solution describing the 
instantaneous values of the angles: 
 𝐴1 cos 𝛺𝑡 + 𝐵1 sin 𝛺𝑡 = −𝐴2 sin 𝛺𝑡 + 𝐵2 cos 𝛺𝑡  (3.66) 
 𝐴1 = 𝐵2 (3.67) 
 𝐴2 = −𝐵1 (3.68) 
 𝛿dynamic =  𝑅𝑋
2 + 𝑅𝑌
2 (3.69) 
 𝛿dynamic =   𝐴1 cos 𝛺𝑡 + 𝐵1 sin 𝛺𝑡  2 +  −𝐵1 cos 𝛺𝑡 + 𝐴1 sin 𝛺𝑡  2    (3.70) 
 𝛿dynamic =  𝐴1
2 cos2 𝛺𝑡 + 𝐵1
2 sin2 𝛺𝑡 + 𝐵1
2 cos2 𝛺𝑡 + 𝐴1
2 sin2 𝛺𝑡  (3.71) 
 𝛿dynamic =  𝐴1
2 + 𝐵1
2  (3.72) 
 𝛽dynamic =  𝛽𝑋
2 + 𝛽𝑌
2 (3.73) 
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The phase relationship is: 
Equating the sine and cosine terms yields: 
The overall angular deflection is thus 
Where 𝐴3 and 𝐵3 are found by solving equation (3.59).The magnitude of this deflection was held 
under five degrees. 
 𝛽𝑋 = 𝐴3 cos 𝛺𝑡 + 𝐵3 sin 𝛺𝑡  (3.74) 
 𝛽𝑌 = 𝐴4 cos 𝛺𝑡 + 𝐵4 sin 𝛺𝑡  (3.75) 
 𝛽𝑋 𝑡 = 𝛽𝑌  𝑡 −
𝜋
2𝛺
  (3.76) 
 𝐴3 cos 𝛺𝑡 + 𝐵3 sin 𝛺𝑡 = 𝐴4 cos  𝛺𝑡 −
𝜋
2
 + 𝐵4 sin  𝛺𝑡 −
𝜋
2
  (3.77) 
 𝐴3 cos 𝛺𝑡 + 𝐵3 sin 𝛺𝑡 = 𝐴4 sin 𝛺𝑡 − 𝐵4 cos 𝛺𝑡  (3.78) 
 𝐴3 = −𝐵4 (3.79) 
 𝐴4 = 𝐵3 (3.80) 
 𝛽dynamic =   𝐴3 cos 𝛺𝑡 + 𝐵3 sin 𝛺𝑡  2 +  𝐴4 cos 𝛺𝑡 + 𝐵4 sin 𝛺𝑡  2  (3.81) 
 𝛽dynamic =   𝐴3 cos 𝛺𝑡 + 𝐵3 sin 𝛺𝑡  2 +  𝐴3 cos 𝛺𝑡 − 𝐵3 sin 𝛺𝑡  2  (3.82) 
 𝛽dynamic =  𝐴3
2 cos2 𝛺𝑡 + 𝐵3
2 sin2 𝛺𝑡 + 𝐴3
2 cos2 𝛺𝑡 + 𝐵3
2 sin2 𝛺𝑡  (3.83) 
 𝛽dynamic =  𝐴3
2 + 𝐵3
2  (3.84) 
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3.3.3.4 Dynamic Beam Stress Constraint 
Just as the static beam deflection of the nanotube causes stresses within the nanotube, so do 
dynamic deflections. A good starting point for determining the stress is to find the reaction forces and 
moments applied by the nanotube beam onto the rotor. (The forces and moments acting on the beam 
to generate the stresses are of equal magnitude and opposite sense.) The expression for these forces 
and moments has already been found during the process of determining the equations of motion. 
Consider first bending in the yz-plane. The potential energy stored in the beam was found in equation 
(7.72): 
The forces and moments can be calculated simply by taking the derivatives of the elastic potential 
energy with respect to the deflections (this concept is known as Castigliano’s Theorem). These 
derivatives were taken as a part of the Lagrangian process to obtain the equations of motion (described 
in Appendix 7.2) in equation (7.106) and equation (7.155): 
Now the forces and moments applied at the beam tip are known. The maximum axial stresses, 
which are proportional to the internal moment, are always at the root for a tip-loaded cantilever beam. 
The internal moment at the root must counteract the tip moment and the lateral force times the lever 
arm of the nanotube length: 
The stress is found from the internal moment in the same way as for the static case: 
The worst stress clearly occur for maximum and minimum values of 𝑦, corresponding to positive and 
negative values of the tube outer radius. Therefore the maximum stress in the entire nanotube due to a 
transverse load equal to the weight of the rotor applied at the tip of the shaft is 
 𝑃𝐸elastic, 𝑦 = 𝐸𝐼  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  (3.85) 
 𝐹𝑦 =
𝜕
𝜕𝑅𝑌
 𝑃𝐸elastic, 𝑦 = 𝐸𝐼  
6𝛽𝑋
𝐿2
+
12𝑅𝑌
𝐿3
  (3.86) 
 
𝜕
𝜕𝛽𝑋
 𝑃𝐸elastic, 𝑦 =
𝜕
𝜕𝛽𝑋
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 𝐸𝐼𝑥𝑥  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  (3.87) 
  𝑀𝑥 𝑧=0 =   𝑀𝑥 𝑧=𝐿 +   𝐹𝑦 𝑧=𝐿𝐿  (3.88) 
 𝜍dynamic = 𝜍𝑧𝑧 = −
   𝑀𝑥 𝑧=𝐿 +   𝐹𝑦 𝑧=𝐿𝐿  𝑦
𝐼𝑥𝑥
 (3.89) 
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Note that the negative sign has been dropped, because both positive and negative (tensile and 
compressive) stresses are present on opposite sides of the tube. Also, the “xx” subscript was dropped 
from the second moment of area, because the tube is completely axisymmetric and the same stress 
relation holds regardless of the orientation of the bending plane, so long as it contains the z-axis. 
In order for the device to survive at a given speed, this stress was constrained to below 10 GPa, the 
same limit chosen for the static case.  
3.3.3.5 Substrate Clearance Constraint 
Another important condition that operation of the rotor must meet is clearance of the substrate at 
all times. In other words, the rim of the disk cannot crash into the substrate as the rotor tilts about the 
x- and y-axes.  Two separate effects contribute to the lack of clearance. The first is the dynamic angular 
deflections induced by the imbalance of the rotor. This was computed in section 3.3.3.3. The other 
contribution is the misalignment of the disk to the nanotube shaft during construction. This is the 
original reason that the products of inertia are non-zero, and hence angular deflections are excited. 
However, in this case, it also directly contributes to reducing the ground clearance.  
The dynamic angular deflections are periodic, following the rotor around at its operational speed. 
The worst case is when the dynamic deflections tilt the rotor in the same direction as the static 
misalignment. In this case, the angles add: 
where 𝛼 is the static misalignment. From geometry, the smallest clearance between rotor and 
substrate is  
For a device to be considered acceptable, it was deemed that the clearance should exceed 10% of 
the nanotube shaft length 𝐿. Note that it is possible for 𝛼 alone to cause an unacceptably low clearance. 
In such a case, the constraint does not provide a limiting speed above which the clearance limit is 
violated, but instead, rules out operation at any speed. In this way the substrate clearance constraint 
can behave like a static constraint, ruling out certain designs altogether. 
3.3.3.6 Beam Telescoping Constraint 
There is an additional constraint which concerns a completely different failure mechanism of the 
device. In the ideal CNT bearing, the outer tubes are completely free from bonds to the inner tubes on 
which they rotate. If the bearing were subjected to axial tension, the outer tubes might slide off the end 
 𝜍dynamic = 𝜍𝑧𝑧 =
   𝑀𝑥 𝑧=𝐿 +   𝐹𝑦 𝑧=𝐿𝐿  𝑟𝑜
𝐼
 (3.90) 
 𝛽worst = 𝛽dynamic + 𝛼 (3.91) 
 𝑕 = 𝐿 −
𝐷
2
sin 𝛽worst  (3.92) 
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of the inner tubes, in a telescoping motion. The only forces holding the two parts together would be the 
van der Waals interaction and the friction between them. 
The van der Waals interaction was discussed in section 2.2, where it was contrasted with the friction 
force between the layers. As discussed there, the friction force is neither well understood nor well 
quantified. Therefore, it cannot be relied on to hold the two parts of the bearing together, leaving only 
the van der Waals interaction. Because of the lack of bonds, this interaction cannot support as much 
tension as a solid, connected nanotube layer. It is therefore important to ensure that the device will not 
fail due to bearing telescoping before the tube strength limits are reached.  
Fortunately, the only expected tensile load to which the tube is subjected during operation is a small 
component of the centripetal force required to hold the rotor in its circular path. The radius of the circle 
travelled by the center of mass of the rotor is at most the sum of the beam tip deflection magnitude 
(computed in section 3.3.3.2) and the magnitude of the imbalance (distance between the center of mass 
and the beam tip): 
The centrifugal force is then simply: 
The van der Waals attractive spring force is taken from the literature [28]. The potential energy 
associated with the van der Waals force is: 
where 𝑑𝑐  is the diameter of the interface between inner and outer tubes, 𝑙 is the length of the 
contact, and 𝐶vdW is a constant with a value of -0.16 J/m
2. The force associated with this potential is 
then: 
Realistically, only the component of the centrifugal force aligned with the tube axis at the tip, that is, 
the product of the centrifugal force with the sine of the angle made between the tube and the plane of 
motion of the center of mass, would need to be resisted by the van der Waals force. In order to have a 
conservative constraint, the device was required to have sufficient van der Waals force to overcome the 
centrifugal force component multiplied by the sine of the maximum possible angle, described in 
equation (3.84). 
 𝑟CM = 𝛿dynamic +  𝑎  =  𝐴1
2 + 𝐵1
2 +  𝑎𝑥
2 + 𝑎𝑦
2  (3.93) 
 𝐹cent = 𝑚𝛺
2𝑟CM (3.94) 
 𝑃𝐸vdW = 𝐶vdW𝜋𝑑𝑐 𝑙 (3.95) 
 𝐹vdW = −
𝜕𝑃𝐸vdW
𝜕𝑙
= 𝐶vdW 𝜋𝑑𝑐  (3.96) 
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3.3.4 Rotor Material Fracture Constraint 
Another dynamic constraint is unrelated to the beam bending dynamics of the nanotube shaft. The 
rotor disk is subjected to centrifugal stress from the rotation of its own mass. The centrifugal stress in a 
thin rotating disk is: 
Where Ω is the operating speed, 𝑟𝑜  is the outer radius of the disk, 𝜌 is the material density, and 𝜈 is 
the material Poisson’s ratio. In order to ensure that the rotor, which is made of silicon, would not 
fracture, this stress was kept below 800 MPa, or half the fracture strength of silicon.  
3.4 Optimal Device Design 
The constraints define limits within which the device design must lie. That leaves a large space in 
which the three free design parameters (rotor diameter 𝐷, rotor thickness 𝑡, nanotube shaft length 𝐿) 
can be varied, producing many designs. In order to pick the best design it is necessary to choose a 
performance parameter that expresses the “goodness” of a given design. Then the best design can be 
chosen as the maximum of the performance parameters within the design space bounded by the 
constraints. Figure 3-3 shows how the constraints restrict the choice of the diameter and shaft length, 
with a rotor thickness chosen to be 2 μm. 
Since the long term goal of the project is to measure friction of carbon nanotubes, a design that 
allows accurate measurement of friction is desired. The easiest way to measure the friction would be to 
allow the rotor to spin down from a constant speed, and record speed vs. time data, as discussed in 
section 1.4.1. In this case, better accuracy can be obtained with a device that takes longer to coast to a 
stop. Therefore a device with a long coast down time should be selected.  
To compute the expected coast down time, the expected friction must be estimated. As discussed in 
section 2.2, the friction is not well quantified, and its dependence on speed is not well established. In 
order to account for the uncertainty, the worst (highest) value of friction from literature on 
experimental studies of CNT friction [3] was used, and it was assumed to be independent of speed. 
Friction was quoted there as a force per contact area, or in other words a stress. The torque caused on 
the rotor by friction is then: 
Taking equation (7.260) 
 𝜍cent =
𝛺2𝑅2𝜌 3 + 𝜈 
4
 (3.97) 
 𝜏fric = 𝜍fric𝜋𝑑𝑐𝐿  
𝑑𝑐
2
  (3.98) 
 
𝜙  𝐽𝑧𝑧 + 𝑚 𝑎𝑥
2 + 𝑎𝑦
2  + 𝑚(𝑅 𝑌 − 𝑎𝑧𝛽 𝑋) 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
− 𝑚 𝑅 𝑋 − 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝛽 𝑌 𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 
+ 𝛽 𝑋 𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 = 0 
(3.99) 
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and neglecting the coupling terms, but adding in the dissipative friction term gives: 
 
 
Figure 3-3: The device design space. The color codes indicate which constraint is the limit at each point. The thick grey bars 
indicate regions that fail to meet the constraints even at zero speed. (a) A large design space showing where the static 
constraints come into play. In practice, it would be difficult to construct devices at the larger edges of the space. 
Furthermore, the optimally performing devices are located towards the bottom left. (b) A close up of the region of interest, 
where fabrication is more realistic. The blue contours show the maximum acceptable rotational speed (in millions of 
revolutions per minute) at each location. (c) The same region, with black contours indicating coast down time (in 
milliseconds). 
 𝜙  𝐽𝑧𝑧 + 𝑚 𝑎𝑥
2 + 𝑎𝑦
2  = −𝜏fric = −𝜍fric𝜋𝑑𝑐𝐿  
𝑑𝑐
2
  (3.100) 
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Integrating once, and noting the initial condition: 
Yields: 
Therefore the coast down time, which is the time it takes for 𝜙  to reach zero, is: 
As shown in Figure 3-3c, the coast down time essentially increases with disk diameter, provided that 
the design lies outside of the region where the ground clearance is the limiting constraint. Therefore the 
diameter should be maximized. A larger diameter also eases the actuation requirements, by requiring 
less force on the disk edge to get the same level of force. 
While an essentially arbitrarily large diameter is possible to fabricate, other concerns restrict the 
diameter. In order to maintain a ten to one ratio between the disk diameter and thickness (to keep the 
rotor essentially rigid relative to the nanotube shaft), the thickness must be increased with the 
diameter. The thickness is set by the deposition time for the rotor layer, so thicker rotors could take 
inconveniently long to fabricate. For example, a 2 μm layer takes an entire day to deposit. Additionally, 
the length of the nanotube must be increased in order to avoid the ground clearance limited region, in 
which sudden failure is possible due to rotor crashes, and in which the coast down time quickly drops 
because the initial speed must be dropped to avoid crashes. While CNTs can be fabricated as long as 20 
μm, tubes this long tend to be rife with defects, based on TEM observations made for this research.  As 
discussed in section 2.1.2, defects are expected to be highly detrimental to friction performance. A 
shorter tube length of 4 μm (2μm shaft length + 2μm on which to attach the 2μm rotor) could have 
much better crystalline quality, producing a superior device. A tube of this length restricts the diameter 
to about 20 µm. 
Based on these reasons, the parameters chosen for the initial device design were a 20 μm diameter, 
2 μm thick rotor on a 2 μm long shaft (4 μm total CNT length). The point corresponding to this 
parameter set lies in the center of Figure 3-3b,c. This design should be capable of attaining a maximum 
speed of 3.2 MRPM, and 1 ms coast-down time. (Note that while 1 ms coast down time may be difficult 
to measure, it is based on the worst case experimental friction, and could be longer for lower friction. 
Even so, the choice of parameters is still the optimum, regardless of the actual performance achieved by 
that optimum.) The design is feasible and manufacturable, while providing optimal coast down time for 
optimal friction measurement, within the limits of fabrication capability, and avoiding failure in one of 
the thirteen failure modes addressed.  
 
  𝜙
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4 EXPERIMENTAL APPROACH 
Having determined the optimal geometry for the device, construction was pursued. Fabrication and 
testing of micro- and nano-systems can be challenging. Typically, MEMS devices are constructed in a 
cleanroom, using techniques inherited from the integrated circuit industry. Although a wide range of 
techniques for making shapes and features small enough to make up a micro- or nano-system exist, 
these techniques can work together or interfere with each other in ways that can be difficult to predict. 
The fabrication of the device for this research, like most other MEMS devices, posed significant 
challenges. First, knowledge about the compatibility of CNTs with traditional MEMS fabrication 
techniques is somewhat limited, so these processes required testing on the CNTs to try to find any 
problems that had not previously been observed. Second, the interactions between the separate steps 
caused unforeseen problems that did not appear for the steps individually. Finally, in order to test the 
device, a method of applying torque to an object roughly 1/20 the diameter of a human hair while 
observing the motion needed to be developed. Together, these challenges made fabrication and testing 
of the experiment quite difficult. 
4.1 A Fundamental Orientation Change 
While two prior works have used CNTs as bearings for rotating MEMS devices [2, 3], there is a 
significant difference between those efforts and the present work: those devices were built on a 
nanotube oriented horizontally (with respect to the plane of the substrate), while this work uses a 
vertically oriented nanotube. This change in orientation of the device profoundly affects many aspects 
of device fabrication, since different techniques are required to produce the components that make up 
the device. Most notably, CVD is required to make the nanotubes, instead of the arc-discharge method 
used previously. The choice to use a vertically aligned nanotube was based on the substantial 
advantages afforded by the vertical orientation, but as with any choice, there are disadvantages. 
4.1.1 Advantages of the Orientation Change 
The most significant advantage afforded by a vertically aligned tube is the impact it has on the 
lithographic processes. MEMS fabrication techniques rely on three basic processes: deposition, etching, 
and lithography. When material is added to a device, a (generally uniform) layer of the material is 
deposited onto a (generally flat) substrate. These deposition methods can therefore only create planar 
features by themselves. Etching works in the opposite way: material is removed either by chemical 
reaction or by physical bombardment with ions, but generally at a uniform rate across the exposed 
surface. Etching too, therefore, is only capable of making planar features unaided. Lithography is the key 
process that enables features other than flat layers to be produced, and is hence probably the most 
important technique in any MEMS fabrication. 
Lithography works by using a specific chemical (called resist) which is sensitive to irradiation, 
typically ultraviolet or electron beam. Resist is deposited on the surface of the device in a (typically 
uniform thickness) layer. Some such chemicals (positive resists) become soluble in the developer 
(another chemical) when exposed to radiation, while others (negative resists) become insoluble. If the 
irradiation is performed through a mask, the pattern on the mask is transferred to the resist, and when 
the developer is applied the specific parts of the resist exposed (or unexposed, for a negative resist) are 
dissolved, leaving a two-dimensional pattern. 
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When combined with etching and deposition, three-dimensional structures are possible. For 
example, if an etch is applied to an object with resist protecting portions of it, only the exposed portions 
will be etched. Alternatively, if material is deposited on top of patterned resist, and then the resist is 
dissolved, the material which had resist under it will be “lifted-off,” leaving a two-dimensional structure 
made of the material. By composing successive two-dimensional layers, certain three-dimensional 
structures can be created. 
The problem, and the reason a vertically oriented tube is attractive, is that only certain three-
dimensional shapes are possible, not arbitrary shapes. For example, a circular disk in the plane parallel 
to the substrate is relatively straightforward to produce – a mask with a circle on it is needed. On the 
other hand, producing a circular disk, or a cylinder, or even a sphere, which is round in any other plane, 
is next to impossible. The layers that produce dimensions out of the lithographic plane are limited to flat 
shapes. For a rotating bearing, circular shapes for the rotor and surrounding stationary parts (stator) are 
obviously desirable. 
If the nanotube is oriented vertically, the axis of the bearing is vertical. That means that circular or 
axisymmetric geometry can be relatively easily created around the bearing axis, simply by using a 
circular mask. Figure 1-2 shows what kinds of devices are possible with the vertical orientation 
compared with the horizontal orientation. As described in section 1.2,this capability to produce circular 
geometry should provide numerous advantages for the current  and future rotating devices based on 
CNT bearings. Axisymmetry should provide superior balance, enabling high speed operation. allowing 
high speed rotation to be pursued with minimum imbalance excitation. Additionally, exterior devices 
such as drive or sense electrodes, fluidic components, or optical components can be readily arranged in 
precise locations and sizes around the rotor. These advantages hold great promise for all kinds of CNT 
based rotating micro- and nano-devices. 
4.1.2 Consequences of the Orientation Change 
The requirement for a vertically oriented nanotube in a precise location has serious implications for 
the choice of method whereby the nanotube is produced. Both of the prior works involved nanotubes 
produced by arc-discharge methods, which results in loose nanotubes. In order to incorporate these 
tubes into devices, they must be placed on a substrate, meaning that they generally have a horizontal 
orientation. While it may be possible to pick up an individual nanotube and move it to a vertical position 
using manipulators with nano precision, and one could even conceive of attaching it to the substrate 
with a deposition process, this technique has not been tried, and would likely require substantial 
development to perfect. Furthermore, it would likely be time consuming, requiring an operator to locate 
and attach each individual nanotube. Finally, it is far from clear that the tubes could be placed 
accurately and consistently at right angles to the substrate plane. Since manually manipulating 
nanotubes into the appropriate position seems so difficult, an alternative method of producing the 
nanotubes, Catalytic Chemical Vapor Deposition (C-CVD), is required to produce the precisely placed, 
vertically aligned nanotubes that form the basis of the device. 
The precise mechanism whereby CVD works is not completely understood [102]. However, there is a 
general idea of how the process works. Growth begins with a catalyst, which is usually iron, nickel, or 
cobalt. When the catalyst is heated (to between 500 and 1000°) in a furnace, it softens. When a 
hydrocarbon gas, such as methane or acetylene is supplied to the furnace, the gas dissociates and 
carbon atoms are dissolved into the semi-molten catalyst. As the concentration of carbon within the 
catalyst increases, it approaches saturation, and carbon precipitates back out. However, when the 
carbon exits the catalyst, it is bonded in low energy structures such as CNTs. 
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This technique has been proven highly effective for producing CNTs with a vertical orientation [69-
71, 103-107].  The verticality and straightness of the nanotubes can be enhanced by using PECVD 
instead of plain thermal CVD [69], because besides providing extra energy to encourage dissociation of 
the hydrocarbon, the plasma also provides a vertical electric field, along which the tubes tend to align 
themselves during growth. In addition, the location of the nanotubes can be controlled precisely by 
controlling the location of the catalyst [70, 104, 106, 107], i.e. catalyst patterned with lithography results 
in CNTs grown in the same pattern. Besides controlling the location, the diameter and length of the 
tubes can be controlled via the diameter of the catalyst and growth time, respectively [104]. 
However, there is a drawback to the use of CVD as a nanotube growth tool. CVD tubes are usually of 
much lower crystalline quality than arc-discharge tubes [35], meaning that they have more defects and 
less graphitization. The primary reason for the low quality is the low temperature used in the growth 
process, and increased temperature has been shown to improve graphitization [70, 103, 105]. Whereas 
in the arc-discharge method, high temperatures (3000-4000 °C) provide substantial thermal energy to 
encourage carbon atoms to diffuse to ideal, low-energy, graphitized locations, the CVD method uses 
lower temperatures (300-1000°C) and hence produces less diffusion.  
The defects may impede rotation, as discussed in section 2.1.2.3. However, with sufficient use of 
techniques to improve the crystalline quality of the CNTs, like those mentioned in section 2.1.2.4, the 
challenge of low quality tubes might hopefully be overcome.  
4.2 Fabrication 
Having decided to use vertically oriented CNTs for the device, the rest of the fabrication process had 
to be designed to work with these CNTs. First, the individual processes that must be compatible with the 
CNTs were tested on them to identify potential problems. Some data on MEMS processing techniques 
applied to CNTs exists, but not enough to cover the range of processes used here completely. Then, 
each step in the overall fabrication process was isolated and optimized. Finally, the steps were 
combined to produce the complete device. Unfortunately, there are still some problems in the sequence 
that prevented a functional device from being produced, but work is ongoing to resolve these issues. 
4.2.1 Carbon Nanotube Process Compatibility 
Before fabricating the test device, additional data on how CNTs react to MEMS processing was 
required. Electron microscopy was the primary tool used to observe the effects these processes had on 
the nanotubes. Three different TEMs of varying capabilities were used, along with one SEM. Three types 
of C-CVD grown CNTs, depicted in Figure 4-1, were used for these studies. Loose CNTs were obtained 
from two commercial vendors2,3 and arrays of vertically aligned tubes on a substrate were also 
obtained2. The loose tubes are easier to observe in a TEM, because they can be simply dispersed on a 
support grid designed for TEM use. The arrays of tubes, sometimes called “Vertically Aligned Carbon 
nanotube Forests” (VACNF), are more similar to the isolated vertically aligned tube intended for use in 
the device, and hence were desirable for use as test specimens. 
In order to observe the VACNFs in a TEM, a technique to mount small pieces of the VACNF substrate 
into the TEM was developed. TEM works by transmitting electrons through the sample, so very thin (a 
few hundreds of nanometers) samples are required. An entire array of tubes is too thick, so a way to 
look at a single tube was needed. The substrate was diced into parallelograms with a base of 850 μm 
and a height of 100 μm, with an interior angle of 30°. The angle helps to reduce the probability of tubes 
                                                          
2
 Cheap Tubes Inc., www.cheaptubes.com  
3
 NanoLab, www.nano-lab.com  
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obscuring each other by reducing the density of tubes near the point. Mounting these parallelograms 
with the nanotubes perpendicular to the electron beam, individual tubes could be precisely identified, 
and imaged for their entire length, while remaining attached to the substrate and maintaining their 
orientation. 
 
Figure 4-1: Types of nanotubes used for MEMS processing compatibility experiments. (a): Cheap Tubes, Inc. (b) NanoLab 
Loose tubes. (c) NanoLab vertically aligned carbon nanotube forest. 
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One of the first processing methods tested on the nanotubes was Silicon Dioxide (SiO2) deposition. 
SiO2 was used as the sacrificial layer to support the rotor during fabrication, so it had to come into direct 
contact with the nanotube. The oxide used here was deposited by PECVD at a temperature of 380°C. To 
observe the effects of the deposition, several thicknesses were put down on nanotube samples. 
A thick coating (300 nm) applied to the nanotube forest (see Figure 4-2a) reveals that the oxide 
deposition is highly conformal, and appears to have a very uniform thickness. There were no uncoated 
or heavily coated patches, indicating that the oxide growth was consistent and repeatable across the 
entire tube surface area. Observed in SEM, the oxide showed a very smooth surface.  
 
Figure 4-2: Silicon dioxide coatings on carbon nanotubes. (a) A 300 nm coating applied to a VACNF. (b) A 5 nm coating 
applied to a loose nanotube. Bottom: loose tubes before (c) and after (d) a 20 nm layer was deposited. 
The oxide deposition process was also repeated on the loose tubes. When observed in the TEM, the 
300 nm oxide coating was too thick to allow transmission of the electrons, preventing viewing of the 
inner tube structure. Much thinner coatings of 5-25 nm were performed on the loose tubes (Figure 
4-2b,c,d). These coatings showed the same uniform thickness, and good adhesion to all surface areas of 
the tube. (There is one exception – for open ended tubes, the coating was not uniform on the inside of 
the tube – the coating only penetrated one or two diameters into the interior, gradually falling off in 
thickness.) Additionally, observing specific nanotubes before and after the deposition revealed that no 
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damage on the tens of nanometer scale was apparent, since the TEM was able to view through the 
coating to the interior of the tube.  
SiO2 coating was also applied to the parallelograms, to obtain TEM images of a single isolated tube 
under the oxide coating. The same uniform adhesion and consistent film thickness were observed as for 
the loose tubes. In addition, no clear signs of damage to the underlying tube were detected. Although 
atomic resolution imaging was attempted before and after the deposition, the tubes from the VACNFs 
used had very high levels of disorder, making identification of atomic scale defects impossible. However, 
while it is possible that the oxide induced unobservable atomic scale defects in the tube, the fact that no 
larger scale manifestation of them was produced indicates that the tubes are generally resilient to the 
deposition process, and should be unharmed, especially in deeper portions away from the surface. 
 
Figure 4-3: Silicon nitride coatings on CNTs. (a) A 300 nm coating applied to a VACNF. (b) The fact that the coating and inner 
nanotube consistently fail at the distance from the substrate on a particular tube indicates that the adhesion is likely strong. 
(c) A 20 nm coating applied to a loose tube. (d) High resolution TEM imagery shows how the crystalline nanotube structure 
differs from the amorphous silicon nitride coating. 
In addition to SiO2, Silicon Nitride (SiNx) was deposited by a similar PECVD process on loose and 
substrate-attached tubes. Although nitride is not a part of the specific fabrication process for the 
present device, knowledge about its interaction with CNTs could prove useful for future AFM based 
NEMS fabrication efforts.  
The nitride showed very similar results to the oxide. Thicker coatings (300 nm) on the VACNFs 
(Figure 4-3a) showed the same uniform thickness and adhesion. In addition, several broken SiNx-coated 
tubes were observed (as in Figure 4-3b), probably broken during sample handling. All of the broken 
tubes had a break that continued straight through the nitride coating and underlying CNT. That could be 
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an indication that the adhesion between the two is very good. Poor adhesion might result in the outer 
coating breaking, and then sliding relative to the inner tube before breaking, producing a discontinuous 
break. Furthermore, the tubes did not seem to break from the substrate surface, but at some distance 
from it. That could indicate that the bonding between the tubes and the substrate is of similar strength 
to the bonding within the tubes themselves. Also like the oxide, the nitride continued to be uniform at 
thinner (5-25 nm) thicknesses. No damage was observable after the nitride deposition (shown in Figure 
4-3c,d), further indicating the resilience of the nanotubes to plasma deposition processes. 
The loose tubes subjected to PECVD deposition processes did show one anomaly. Dense particles, 
approximately 5 nm in diameter, appeared at the interface between the tube and the coating. Energy 
dispersive X-ray Spectroscopy (EDX) was used to identify the particles as copper. Since the TEM support 
grids on which the loose tubes were processed were made of copper, it is proposed that these small 
particles are pieces of the grid that were dislodged by the high electric fields present at the beginning of 
the plasma process. This theory is corroborated by the fact that the particles did not show up after the 
grids were switched with molybdenum grids, or in the VACNF parallelograms in which there was never 
copper present. 
 
Figure 4-4: Polysilicon and silicon dioxide coatings on a VACNF. The polysilicon shows similar uniformity and adhesion to as 
the oxide and nitride layers. The two layers can be seen clearly in the inset (b). 
Pure silicon posed more of an issue for observation, primarily because of the temperature of 
deposition. While the PECVD system used for the oxide and nitride (operating at 380°C) is capable of 
producing amorphous silicon (AFM) layers, this material has extremely high residual stress, and poses 
substantial fabrication challenges even without CNTs involved. It was decided to us a low-pressure 
chemical vapor deposition furnace to produce poly-crystalline silicon (p-Si). This process uses a higher 
temperature (600° C), which is too high for the copper support grids to survive.  Since the direct 
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deposition of p-Si onto nanotubes is not a requirement of the device fabrication process, it was decided 
not to pursue TEM imagery of p-Si samples. SEM was conducted on a sample that was coated with oxide 
and then silicon (shown in Figure 4-4), as in the device fabrication process. Similar conformality and 
uniformity to the oxide and nitride was observed. 
Photoresist coatings are also not required for fabrication of the device, but they were examined for 
compatibility, since such knowledge could be useful for future CNT fabrication. Resists are not typically 
applied by CVD, like inorganic materials such as Silicon and its oxide and nitride. Instead, a large wafer or 
chip is spun to a high speed (several thousand rpm), and liquid resist is dropped onto it. The centrifugal 
force produces an even coating on the surface. However, since this technique requires a sample large 
enough to mount on the spinning chuck, testing was only possible for large pieces of the VACNF 
samples. 
The resist caused problems for the CNTs. After the resist was dissolved in acetone and rinsed with 
de-ionized water, the sample was observed in SEM (Figure 4-5c). The tubes were all bent over and 
clustered together. Presumably, as the solvent dried, the surface tension pulled the tubes together, 
where they stayed due to the van der Waals interactions between each other. This phenomenon, were 
thin objects bend and stick to each other, is common enough in MEMS to have a name: “stiction.” 
 
Figure 4-5: The critical point dryer is effective at preventing stiction. Two samples are shown before (a,b) and after(c,d) 
submersion in isopropyl alcohol. On the right, the critical point dryer removed isopropyl alcohol from the sample with out 
the adverse effects of surface tension, such as the stiction at left, where no critical point dryer was used. 
One way to combat stiction is with the use of a critical point dryer. This apparatus takes a 
submerged sample through the critical point of the liquid (in this case carbon dioxide), where the liquid 
and gas phases are indistinguishable and the surface tension between them is zero. Going from there 
into the gas phase allows the sample to dry without experiencing any surface tension effects, effectively 
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preventing stiction. A critical point dryer was tested on carbon nanotubes after they were submerged in 
acetone (the chemical used to dissolve the resist coating from the other sample), and then isopropyl 
alcohol (shown in Figure 4-5b). The critical point dryer was successful in preventing stiction (Figure 
4-5d), and the tubes remained separated and vertical.  
It is important to note that the sample that failed due to stiction contained a higher density of CNTs. 
It may be tempting to attribute the lack of stiction in the second sample to the density alone, however, 
even the tubes on the denser sample which were as far from their neighbors as those on the sparser 
sample experienced stiction. Therefore it is likely the critical point dryer that made the difference. 
In addition to the deposition processes examined, several etching processes were also tested on 
CNTs. The first etch is critical to the device fabrication process. The sacrificial layer of SiO2 must be 
removed at the end of the process, to allow the rotor to rotate freely. Hydrofluoric Acid (HF) is known to 
dissolve SiO2, while leaving pure silicon and most other materials unharmed. HF was therefore used to 
remove the SiO2 layer, by exposing the entire device to it. 
To test the compatibility of HF with CNTs, several experiments were conducted. First, vapor phase 
HF was applied to substrate-attached CNT samples. These tubes showed no apparent damage even at 
high magnifications in the TEM. That is not surprising, since HF tends to be selective to SiO2, and carbon 
nanotubes should be a very stable substance. 
However, it was also necessary to try the vapor phase HF etch on a CNT coated with SiO2. This is 
most similar to the actual device fabrication procedure, where oxide will need to be removed from the 
silicon rotor and the nanotube. However, an issue was encountered with this experiment: The vapor 
phase HF consistently left a thin (~5nm) layer of oxide untouched on the nanotube (see Figure 4-6). It is 
possible that this layer is caused by transient behavior in the PECVD start-up process. The plasma may 
take a few seconds to stabilize, and since the entire layer only takes 20 seconds to form, a substantial 
fraction of it may be deposited under different conditions, leading to a different chemistry in the layer. A 
different chemistry would explain resistance to HF, as HF only selectively etches SiO2. More study is 
needed to verify this possibility.  
 
Figure 4-6: A tube was subjected to HF vapor before oxide (a), and after an oxide coating (b) was applied, for 20 minutes (c) 
and then an additional 120 minutes (d).The vapor HF etch was did not harm the nanotubes (a), but also was unable to 
remove a thin layer of the silicon dioxide (c,d). This could be a result of transient conditions at the beginning of the plasma 
deposition process, which may cause chemical composition variation within the silicon dioxide layer. 
While a layer of oxide only 5 nm thick may be able to be sheared (since the tube itself is more than 
100 nm in diameter), resulting in an operational device, that is less desirable than an etch that can 
completely remove the residue. In an attempt to resolve the issue, liquid HF etching was also used on 
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oxide-coated CNT samples. Unfortunately, the liquid HF did not resolve the problem, and in fact 
produced an additional concern.  The surface of the oxide was markedly roughened by the liquid HF 
treatment, while remaining intact. The liquid HF option was not pursued any further, and additional 
investigation is warranted to determine the cause of the unexpected behavior. 
 
Figure 4-7: Xenon difluoride etching vigorously attacks silicon, while leaving the CNTs and chrome adhesion layer untouched. 
Xenon difluoride (XeF2) vapor phase etching was also tried on the CNTs. XeF2 is not required for 
fabricating the device, but was available to test. XeF2 selectively etches silicon, without attacking silicon 
oxides or nitrides, requiring no external energy source. As a vapor phase etch, it also doesn’t suffer from 
the problem of stiction. XeF2 was used on VACNFs, which were then observed in the TEM, and recorded 
in Figure 4-7. Interestingly, the etch did not seem to attack the tubes themselves to any measurable 
extent, however, the catalyst particles left at the tips of the tubes after growth became very roughened 
 89 
 
and somewhat enlarged. The mechanism behind this behavior is not known, but it was not pursued, 
since the process is not essential to the present work. 
As a result of these tests, all the processes that are required to interact with the nanotube, and a 
few that are not, were evaluated. The only issue that provides the potential to interfere with the device 
construction and operation is the residual thin oxide layer left by the vapor HF release etch.  
4.2.2 Device Fabrication Process 
 
Figure 4-8: The entire device fabrication process. (a) Bare substrate is coated with Chromium adhesion layer. (b) PMMA 
positive e-beam resist is spun on. (c) e-beam exposure and development. (d) Nickel catalyst evaporated onto sample. (e) Lift 
off leaves patterned catalyst. (f) C-CVD CNT growth. (g) PECVD SiO2 sacrificial layer deposited. (h) LPCVD p-Si layer for the 
rotor deposited. (i) maN-2403 negative e-beam resist is spun on. (j) e-beam exposure and development. (k) Cryogenic RIE of 
the polysilicon layer. (l) resist stripped. (m) HF vapor removes sacrificial layer, releasing device. 
The device constructed for this research, and which could eventually be used to conduct 
experiments on friction in carbon nanotubes, was constructed using both well-established methods for 
MEMS fabrication, and techniques that are still under active research. Each step in the fabrication 
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process, shown in Figure 4-8, presented its own unique challenges, some of which were overcome, and 
some of which are still under investigation. The processes were demonstrated individually first, but 
when combined new problems arose. The overall fabrication process has proved quite difficult to 
complete from start to finish, and although it has been undergone completely, the issues have not yet 
been resolved to the point where a functional device can be produced. The steps in the fabrication 
procedure are described in order, and the parameters used in each process are found in Table 4-1 
The fabrication began by depositing a nickel catalyst dot in the location where the nanotube was 
desired using e-beam lithography and lift-off on top of a chromium adhesion layer. Then nanotubes 
were then grown using a DC PECVD process. A silicon dioxide layer was deposited with PECVD, to 
support the polycrystalline silicon rotor layer, which was applied by LPCVD. The rotor was cut out of the 
polycrystalline silicon layer using e-beam lithography with a cryogenic reactive ion etch. The rotor was 
then relased by etching away the silicon dioxide with hydrofluoric acid vapor. 
Table 4-1: Parameters used in fabrication processes. 
Process Ni Liftoff CNT Growth PECVD SiO2 LPCVD p-Si Cryo Si Etch HF Release 
Rate (nm/min) 6 100 85 5 100 500 
Temperature (°C) 40 625 380 585 -10 40 
Pressure (mTorr) 0.002 6000 1000 150 10 7.6×105 
Gas 1 - C2H2 SiH4 SiH4 SF6 HF vapor 
Flow rate (sccm) - 80 22 80 85 - 
Gas 2 - - N2O - O2 - 
Flow rate (sccm) - - 750 - 6 - 
Carrier Gas - NH3 N2 - - - 
Flow rate (sccm) - 160 430 - - - 
Power (W) - 100 20 - 10 - 
Power source e-beam DC RF 
(13.56MHz) 
furnace RF 
(13.56MHz) 
- 
ICP Power (W) - - - - 1000 - 
Lithography e-beam - - - e-beam - 
Resist PMMA - - - maN-2403 - 
Discussed in sec. 4.2.2.1 4.2.2.2 4.2.2.3 4.2.2.4 4.2.2.6 4.2.2.7 
4.2.2.1 Catalyst Patterning 
The first step in constructing a CNT based rotor is to prepare for the growth of a CNT, depicted in 
Figure 4-8a-e. The device requires a vertically oriented CNT placed in a precisely specified location, so 
that the following steps can construct the rotor onto the nanotube axle with as high accuracy as 
possible. As discussed in section 4.1.2, C-CVD growth of tubes provides the capability to grow tubes 
exactly where desired, and to well-controlled sizes, so long as particle of catalyst of the right size can be 
placed in the right place. For this research, the target nanotube size is 100 nm, which is structurally 
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robust without being too large to make reliably. The catalyst dots were deposited using evaporation on 
top of an e-beam patterned layer of resist. The resist was then dissolved, “lifting off” the nickel that was 
on top of resist, while leaving nickel that was on the bare substrate.  
Originally, two methods were used in an attempt to produce the required catalyst “dots.” The lift-off 
method, which would eventually be chosen, has been demonstrated by the collaborators Ren et al., of 
Boston College, who are doing the CVD CNT growth [70, 104]. The technique uses electron beam (e-
beam) lithography to define small dots of nickel in the precise locations where nanotubes are desired. 
First, a positive resist sensitive to e-beam (polymethylmethacylate, or PMMA) is applied to a flat 
substrate, and exposed in the shape of the dot, along with a few other markings to help align 
subsequent steps to the dot. In e-beam lithography, a mask is not used; instead, the beam is electrically 
scanned over the substrate in the shape desired. While time consuming, this process allows the desired 
shape to be changed without making a new mask. Additionally, better resolution is possible compared 
with conventional photolithography. Applying the developer removes the exposed resist, leaving a bare 
spot on the substrate. Nickel is then deposited onto the sample using evaporation (the nickel is heated 
to high temperatures in an ultrahigh vacuum, and evaporates, re-depositing on the sample). When the 
resist is dissolved, the nickel that is on top of the resist is lifted-off, leaving only the small dot. 
Because this technique has already been used successfully, it was believed that it would be relatively 
straightforward to implement again. However, some unforeseen problems emerged. First, the nickel 
dots appear to be diffusing around on the surface of the substrate during the next step, the nanotube 
growth, as shown in Figure 4-9a,c. Around areas where nickel was deposited there are many extra nickel 
dots, which seem to be denser near the areas where the nickel originally was. Additionally, individual 
nickel dots have been observed to move a few hundred nanometers from their original location (as in 
Figure 4-10c,d). This proliferation of extraneous nickel could be caused to sputtering of the nickel in the 
plasma environment of the nanotube growth chamber. Extra energy provided by the plasma could also 
explain nickel dots diffusing or “traveling” across the substrate.  
In any event, this result was quite unexpected. The process followed previously successful catalyst 
patterning methods fairly closely. Those studies did not observe this behavior. In order to combat the 
problem, an adhesion layer was added underneath the nickel. Chromium has been used successfully in 
such a role, so it was chosen as the material for the adhesion layer. However, the chromium also had 
difficulty adhering to the bare silicon substrate. Several attempts at producing a well-attached 
chromium layer were attempted, but the layer continued to peel or flake off during the resist 
development, nickel lift-off, or CNT growth.  
The first attempt to secure the chromium to the substrate was to raise the temperature of 
deposition. While the evaporation system applies high heat at the nickel source, the sample remains at 
room temperature. Having a higher sample temperature could help the chromium to bond with the 
silicon better during its formation. To that end, the collaborators were able to deposit the chromium in 
their system which has a substrate heating capability. The result was unchanged. 
An additional step taken to promote chromium adhesion was thorough cleaning of the sample prior 
to chromium deposition. Any particulate contamination on the surface could create islands of poor 
adhesion, at which delamination could nucleate and the propagate over the sample. While cleaning did 
improve the adhesion of the chromium, it still was not sufficient to withstand the CNT growth process. 
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As a final option, substrates with chromium already applied were obtained from the collaborators. 
These substrates, made of glass, were used for an alternative catalyst patterning strategy the 
collaborators are pursuing. They also experienced significant delamination problems, but had high 
enough yield of samples that CNT growth was possible (shown in Figure 4-9b,d). When using e-beam 
patterning on these samples, the diffusion problem was dramatically reduced, but still present. Growth 
of individual, isolated nanotubes in the designed location was achieved with these substrates. 
 
Figure 4-9: Nickel catalyst diffusing on the substrate surface, resulting in scattered nanotubes. On the original silicon 
substrate (a,c) diffusion was a serious problem. The glass and chromium substrates (b,d) have shown better results. 
When the e-beam patterning approach to generating a single, isolated nickel dot for the single, 
isolated CNT bearing began to show signs of difficulty, another approach was devised. The alternative 
patterning approach developed by the collaborators at Boston College [106, 107] was producing 
significantly better yield than the primary, e-beam based approach.  Their approach used a technique 
called micro-sphere lithography. Polystyrene spheres between one and two micrometers in diameter 
are floated on water, and the substrate is lifted up through the surface. The result is a one-sphere thick 
layer (monolayer) on the substrate surface. Nickel is then evaporated onto the substrate in the same 
way as for the e-beam process. Here, the exposed triangular-like areas between adjacent spheres are 
where the nickel lands. When the spheres are lifted off, a hexagonal array of nickel triangles is left. 
Annealing causes the triangles to ball up into dots.  
The micro-sphere approach provides a dense, regular array of catalyst, rather than the single 
catalyst dot required for an isolated tube. In order to use this approach for the present device, it was 
planned to protect a single dot with an e-beam patterned patch, and remove the others with an etch 
step that targets nickel. While the protective patch was successfully made, two different commercially 
available liquid nickel etchants failed to remove the extra dots. The etchants worked successfully on a 
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few other nickel samples, but agitation and temperature adjustment did not help with the micro-sphere 
sample, nor did removing the anneal step. It is currently hypothesized that galvanic effects between the 
chromium adhesion layer and the nickel catalyst may be responsible for the etch resistance of the 
nickel. Since the primary approach ended up producing results that were more useful, this approach was 
not pursued any further. 
It should be noted that while the current technique makes use of costly and slow e-beam 
lithography to define catalyst particles for tube nucleation, other techniques could be substituted (such 
as deep ultraviolet stepper-based photolithography), provided they can produce small enough, precisely 
located catalyst dots. Additionally, the other components of the device can be aligned to the tubes with 
standard MEMS alignment techniques, rather than requiring a hand-selection of each bearing candidate 
tube, and careful adjustment of device patterns to match to it, as has been required for previous rotary 
CNT devices. In short, while the current procedure uses e-beam lithography, there is a clear path toward 
a more manufacturable approach for future incarnations of the device. 
4.2.2.2 Carbon Nanotube Growth 
 
Figure 4-10: Nanotubes growng from catalysts. (a) Yield is not 100%. (b) The alignment marks grow nanotube as well, 
allowing them to be detected through the subsequent layers. (c,d) Nickel catalyst migrates up to a few hundred nanometers. 
With the catalyst in place, nanotube growth was performed (Figure 4-8f) by the collaborators at 
Boston College. Their direct current (DC) plasma enhanced C-CVD system, described in [69, 70], uses 
acetylene (C2H2) as the carbon source, with ammonia (NH3) as the diluent and plasma medium. While 
this current system produces tubes with defect densities typical of CVD tubes, the collaborator has plans 
to improve the as-grown crystalline quality of the tubes. One option is to add gold to the nickel catalyst. 
Gold and nickel have a eutectic point with a low melting temperature, so adding an appropriate 
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proportion of gold could make the catalyst more liquid, allowing easier diffusion of the dissolved carbon 
atoms to ideal non-defect locations. Another option is to replace acetylene with methane, which 
dissociates at higher temperatures, allowing the reactor temperature to be increased, also improving 
carbon diffusion. 
4.2.2.3 Silicon Dioxide Sacrificial Layer 
After the CNT that is to perform as the bearing has been produced, a sacrificial layer of SiO2 is 
deposited (Figure 4-8g). The purpose of this layer is to support the rotor temporarily, so that when it is 
etched away there will be space between the rotor and the ground. For this layer, a PECVD reactor was 
used to deposit two micrometers of SiO2. This reactor applies a high power radio frequency (RF) electric 
field to a mixture of silane (SiH4) and nitrous oxide (N2O) gases, with an argon diluent, under high 
vacuum. The gasses flow from small holes in one electrode, while the sample lies on the other electrode. 
The configuration produces a vertical electric field and plasma in the gap between the electrodes. 
The deposition process  for the SiO2 was developed extensively before the nanotube was 
introduced. The growth parameters were adjusted to provide a very uniform deposition rate (and hence 
a uniform thickness), allowing fine control over the gap spacing. Another potential issue that was 
optimized was the residual stress. When these films are deposited, they can have a substantial internal 
stress due to various factors such as a mismatch of their thermal expansion coefficient with the 
substrate or damage caused by ion bombardment in the plasma. The deposition for this oxide layer was 
tuned to provide under 50 MPa of stress, as measured by an adaptation of Stoney’s formula. 
The oxide layer was tested on VACNFs, as mentioned in section 4.2.1, and showed good uniformity 
and good adhesion even on the nanotubes, without damaging them visibly. The thick layer (2 µm) 
required for the rotor spacing came out as well as the thinner layers used for process compatibility 
checking. 
4.2.2.4 Poly-Silicon Rotor Layer 
For the silicon material used to make the rotor (Figure 4-8h), two approaches were considered. The 
PECVD reactor used to deposit the SiO2 is also capable of producing an amorphous silicon material by 
removing the nitrous oxide from the feed gases, and adjusting the reaction parameters to compensate. 
This capability was considered and rejected for a number of reasons. First, the a-Si is fairly impure, 
containing substantial hydrogen mixed in with it. This alters the properties of the silicon, which could 
pose a problem for subsequent etching steps. Furthermore, amorphous silicon lacks the order and 
structure of crystalline silicon, consisting of atoms almost haphazardly arranged, bonding where they 
can. The result is a weaker material. Finally, the deposition procedure produces extremely high residual 
stresses, which for films thicker than a few hundred nanometers proved unmanageable. While it may be 
possible to adjust the deposition parameters to achieve a better a-Si product, another option was 
readily available. 
The other approach deposited polycrystalline silicon in an LPCVD tube furnace. The LPCVD process 
does not rely on plasma to provide the energy necessary to dissociate the reactants, but uses only 
temperature. A low pressure is used because low pressure enables the deposition rate to depend 
strongly on the inherent chemical reaction rate, rather than the rate at which gas arrives at the surface. 
The reaction rate is strongly temperature controlled, while the gas flow rate can be quite unpredictable. 
Low pressure thus enables precise control of the deposition rate, and hence the final film thickness.  
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The p-Si is also a structurally superior material to a-Si. While it is not as strong as silicon in a single 
crystal (such as silicon wafers available commercially), p-Si is made up of “grains,” or domains in which a 
crystal lattice extends for a substantial portion of the silicon piece. The presence of order in the bonding 
structure gives p-Si a higher fracture strength. Furthermore, the p-Si process can be used to produce 
silicon with relatively low residual stress. The stress measured by using Stoney’s formula was below 50 
MPa. Additionally, when releasing disks as part of the testing for the final step in the fabrication process, 
bowing of less than 0.1% of the diameter was observed in the disks as measured by optical 
interferometry and AFM. This indicates that any stress gradient within the p-Si layer to be low enough 
not to cause large deflections that could prevent an otherwise normal device from operating. 
As mentioned in section 4.2.1, the p-Si deposition process was tested on an oxide coated nanotube. 
The results for the thicker (2 µm) layer required to produce the rotor worked as well as the thinner (few 
hundred nanometer) coating used for compatibility assessment. Figure 4-11 shows the bumps made by 
nanotubes underneath the two layers. 
 
Figure 4-11: The nanotubes all show up through the silicon dioxide and polysilicon layers, including the nanotubes that grew 
on the alignment marks and the intentionally patterned central dot, as well as the unintended nanotubes resulting from 
catalyst migration.  
4.2.2.5 Rotor Lithography 
While the p-Si deposition provides the material that will form the rotor, it still needs to be shaped 
into a disk, with blades for the actuation mechanism (see section 4.3.1). This is accomplished by 
lithography (Figure 4-8I,j). For this research, e-beam lithography was used, because it doesn’t require a 
mask, and the pattern can be changed easily. Because only a few devices are needed, and the first 
design may prove to have flaws, e-beam lithography is a good option. It should be stressed that in a 
production setting, where the time required for e-beam lithography is impractical, standard 
photolithography could be substituted, as the resolution required is obtainable and the design would 
not be subject to change. 
To perform the e-beam lithography, a negative resist (maN-2403, from Micro Resist Technology, 
GmbH) was first spun onto the chip with the nanotube and oxide and polysilicon layers. The alignment 
markers that were originally placed with the nickel dot for the axle were visible through the 4 µm of 
material because nanotubes grew on them as well. The resist was exposed in the shape of the rotor, 
using the alignment marks to match the rotor center to the nanotube shaft. The results are shown in 
Figure 4-12). Some difficulty was encountered with the alignment. The first attempt missed the tube 
altogether, probably due to a calibration error in the equipment. The second attempt was off by about 
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5 µm. This distance is well above the 1 µm estimate that should be achievable on the e-beam 
lithography system and which is used for the dynamic model of the device, but low enough that a device 
which rotates is still possible. Further use of the lithography is expected to enable improvement  in the 
alignment, as familiarity with use of the buried-nanotube alignment markers is gained. If that doesn’t 
provide sufficient improvement, in the future the alignment markers could be exposed by etching the 
silicon and oxide in an additional step, while protecting the rotor with a larger resist patch. Another 
possible cause of the misalignment is the diffusion or movement of nickel catalysts observed during the 
fabrication process. Nanotubes were observed growing a few hundred nanometers from the catalyst’s 
original location. Motion of the catalyst would cause the tube not to be at the expected location, 
contributing to misalignment. 
 
Figure 4-12: The e-beam pattern defining the rotor, after development. (b) It is clear that the tool can create a crisp pattern 
of the appropriate scale. (a) The alignment based on the buried nanotubes requires further work. 
4.2.2.6 Silicon Rotor Etch 
After the exposed resist was developed, resist was left only in the shape of the rotor. The rotor must 
then be cut out of the silicon layer, using the resist as a mask (Figure 4-8k). In order to get a rotor that 
has the same shape for its entire thickness, an anisotropic etch was required. Whereas an isotropic etch, 
such as most liquid chemical etchants, removes material in all directions evenly, an anisotropic etch 
etches straight down without etching sideways. The technique usually used to achieve anisotropic 
etches is Reactive Ion Etching (RIE). This technique uses a plasma similar to PECVD, but generally with 
higher power. In addition, instead of gases that tend to react and deposit on the substrate, gases that 
chemically attack the sample are used. While the energetic bombardment of the plasma forcefully 
displaces some material from the sample physically, the chemicals react with specific target materials. 
The two effects combine synergistically to generate high etching rates, as well as the ability to etch very 
anisotropically while retaining some selectivity to certain materials. It was decided to use a cryogenic RIE 
method for the silicon rotor etch, after considering two particular types of RIE. 
The first approach considered is Deep Reactive Ion Etching (DRIE), which is capable of extremely 
anisotropic etching of silicon. It operates by alternating brief periods of etching with passivation, a step 
where a protective coating is applied. Because of the anisotropy already present due to the plasma, the 
protective coating is removed from the horizontal surface but left on the sidewalls, enabling vertical 
etching. However, DRIE is designed for very high rate etching through deep (several hundred 
micrometers) features, and could be difficult to control for the relatively thin silicon layer employed in 
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this device. Although a DRIE system was successfully used to cut out circles in a test p-Si layer of the 
appropriate thickness, another option was selected based on its superior controllability. 
The other way to etch silicon anisotropically is with a cryogenic RIE process. Keeping the sample at 
low (-5°C) temperatures works in a similar way to the protective coating. The horizontal surfaces are 
exposed to the plasma bombardment, and tend to heat up despite the cooling. The vertical surfaces, on 
the other hand, remain colder, discouraging the chemical etching reactions. The result is that the etch 
proceeds mainly downwards and not sideways. 
The cryogenic silicon etch process used in this work was developed before the nanotube was 
introduced. The process parameters were adjusted to get nearly vertical etching at a reasonable rate. 
The etch was tested on silicon, but one important factor was overlooked. The rotor itself is made of 
polysilicon, not crystalline silicon on which the etch was tested. As a result, the etch rate can differ, and 
in fact turned out to be substantially slower for the polysilicon. The unfortunate consequence is that in 
order to cut through the silicon to the underlying oxide, longer etch times must be used. That is not a 
problem of itself, but the resist is also exposed to the etch longer. In this case, the resist could not hold 
up, and was etched away before the bottom was reached. The result is that some of the rotor was 
eroded as well, having lost the protection of the resist (shown in Figure 4-13). Another test was 
performed with a different, thicker resist that used photolithography instead of e-beam lithography, 
shown in Figure 4-14). This resist was able to hold up for the etch duration, resulting in good crisp 
patterns, although not patterns of the desired rotor. 
 
Figure 4-13: The rotor after the cryogenic silicon etch. The resist was not able to last for the entire duration, resulting in 
significant erosion of the thin fins, and visible roughening of the silicon surface. At left, an optical microscope image and AFM 
three-dimensional data show alternative views of the rotor. 
For future attempts at fabricating a device, the issue will need to be corrected so that the rotor 
geometry comes out as designed. One possible way is to re-adjust the etch parameters to increase the 
etch rate of polysilicon, hopefully without increasing the speed at which the resist is destroyed. 
Alternatively, a thicker resist could be used, providing longer protection. That could pose problems for 
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the lithography step, however. A third option is to decrease the rotor thickness. That would require 
adjustment of the rest of the geometry to compensate. 
4.2.2.7 Silicon Dioxide Release 
Although both the lithographic alignment and rotor etch encountered problems, the final release 
step (Figure 4-8m) was also attempted on the device. In this step, the device is exposed to HF vapor to 
remove the sacrificial SiO2 layer, freeing the rotor from the substrate and allowing it to turn. There are 
several important considerations for this etch. First, an etch that selectively dissolves only silicon 
without harming the other components is required – HF fits that bill. Secondly, the timing of the etch is 
important. Because the SiO2 layer is conformal, it continues up along the nanotube shaft all the way to 
the tip. The etch must be allowed to proceed long enough that all the SiO2 is cleared from under the 
rotor, but it must be stopped before it reaches the tip. Otherwise, it would remove all the oxide, leaving 
the rotor completely unconnected to the nanotube. HF in the vapor phase was used for the release etch. 
In order to determine the time required for the etch to proceed, a test was conducted using disks of 
various known diameters. The disks were fabricated on a polysilicon and oxide layer stack identical to 
the one used for the device. Instead of e-beam lithography, conventional photolithography was used, 
and the corresponding thicker resist was able to stand up  to the silicon etch step, producing clean 
features. The result was silicon disks 2 µm thick and 10-300µm diameter on a continuous oxide sheet.  
The HF vapor release etch was applied to the disk arrays in measured time intervals of five minutes, 
and after each interval the disks were examined (Figure 4-14). Those disks which were missing were 
assumed to have been released, i.e. the SiO2 supporting them had been completely dissolved. In this 
way, the etch time required to release the various diameters of disk was measured. For the 20 µm disks 
corresponding to the device design, 35 minutes were required. 
 
Figure 4-14: The anisotropic silicon etch and the release etch worked very well in tests. The silicon dioxide was partially 
undercut from this 40 micrometer diameter polysilicon disk after 35 minutes of etching, with no damage to the disk or 
substrate. The particle on the left is a stray  piece of debris, which provides grounding to the otherwise insulated disk, 
promoting superior SEM imagery by preventing charge accumulation on the disk. 
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Figure 4-15: Bizarre results from the release etch. While the etch performed perfectly in prior tests, on the actual device it 
failed. Instead of undercutting the rotor, leaving it free to rotate, the rotor became buried in a highly porous material of 
unknown composition. Further investigation is required to determine the reason for this result. 
No problems were encountered with the release etch test on the various circles, so it was believed 
that it should work well for the actual device release. Unfortunately when the device was run through 
an identical release test, a completely unexpected outcome occurred. The HF did not etch the SiO2 as 
expected. Instead, an extremely rough and porous material appeared on the surface, burying the rotor, 
and rendering the device inoperable (Figure 4-15). The cause of this strange appearance is unknown. 
One possible explanation could be related to the substrate material. Instead of placing the SiO2 on pure 
silicon as originally planned, and as used in the test shown in Figure 4-14, glass substrates had been used 
to address the chromium adhesion problem discussed in section 4.2.2.1. The result was a glass and 
chromium substrate under the SiO2. Glass is also composed of mostly silicon dioxide, and is therefore 
susceptible to HF etching. Since the HF vapor etch is performed with the sample upside down (i.e. with 
the nanotubes pointing down), it is conceivable that the HF partially dissolved glass that was thought to 
be protected by the chromium layer. This glass could have been drawn down by gravity, and then re-
hardened into the porous structure observed. Only one device has so far made it to the release step, so 
this issue may not necessarily be repeatable. In order to try to resolve it, the catalyst patterning step will 
be adapted to work on silicon substrates, as was the original plan.  
While the entire fabrication process has not yet yielded a functional device, only one compete run 
through the process has been completed. It is not unusual for MEMS devices to have significant 
problems on their first fabrication attempt. With perseverance the present difficulties should be 
resolved, eventually leading to successful fabrication of the proposed CNT based Stodola rotor. 
4.3 Actuation Mechanisms 
If an operational device can be successfully fabricated, a method of rotating the rotor will be 
required. Applying torque to a device only 20 µm in diameter is a challenge in itself. Several schemes to 
actuate the disk were considered. Electrostatic and electromagnetic actuation, laser and ion beam 
radiation pressure actuation, and physical actuation with a probe were all considered. Air jet actuation 
was selected, because it poses the least risk to implement, requiring only blades to be added to the 
circular rotor disk.  
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4.3.1 Air Jet Drive 
The most straightforward method to actuate the disk would be to use jets of air impinging on vanes 
or blades on the rotor, as shown in Figure 4-16. In essence, this would be a nano-scale turbomachine. 
Like the laser actuation scheme discussed in section 4.3.3, the only fabrication change required would 
be the addition of blades on the rotor, which could ease the potential for unforeseen fabrication 
problems to arise. However, unlike the laser, this approach does not suffer the problem of heat 
dissipation. For these reasons, this is the approach that was chosen to first attempt actuation of the 
nano Stodola rotor. 
 
Figure 4-16: Air drive actuation scheme. The drawing is given in dimensions of micrometers. The glass needles are optical 
micrographs, scaled so the drawing dimensions accurately represent the image dimensions as well. The inset (b) shows a 
micrograph of the tip of the pipette, displaying the thin walls. 
In order to direct jets of air onto the device, extremely small jet orifices are required. Such orifices 
area available, in the form of glass micro pipettes (shown in Figure 4-16a, and end-on in Figure 4-16b) 
available from a medical equipment supplier. These pipettes have orifices as small as half a micrometer 
in diameter, and feature tube walls as thin as a micrometer near the tip. (A 5 micrometer diameter was 
selected for testing, which is similar in size to the blades on the rotor). With those dimensions the orifice 
can be placed within a diameter of the blades on the rotor, providing a well defined jet impinging on the 
blades. Two needles in opposing directions are used to provide torque about the nanotube axis while 
reducing torque about the x- and y-diameters of the rotor. In order to control the positioning of the 
needles, a probe station is used. This station includes a microscope for observation, and micro-
positioners capable of 1 cm of travel at sub-micrometer resolution. Attaching the needles to these 
allows the tip to be brought within a micrometer of the rotor without bumping it, which could damage 
it. The other ends of the needles are connected to a syringe pump, capable of supply flow rates of under 
a microliter per minute, by means of polyetheretherketone (PEEK) tubing. The complete apparatus is 
illustrated in Figure 4-20. 
The major drawback of the air jet actuation scheme is the difficulty in computing the torque 
supplied. The aerodynamics of the system are complex. One issue is the geometry: a circular jet is 
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impinging on an angular plate of comparable size. This situation would most likely be approached with 
computational fluid dynamics if any accuracy were desired. Besides the geometry, the flow is in an 
transitional regime. If operated in standard sea level conditions, the Knudsen number (ratio of the mean 
free path in the gas to a characteristic dimension of the device) is close to one, indicating that the device 
is on the boundary between continuum fluid dynamics and free molecular flow.  
 
Figure 4-17: Control volume used for momentum equation 
Despite all the difficulties, a very rough estimate of the torque is desired, to know what flow rates 
should be demanded of the syringe pump. To that end, a control volume analysis (depicted in Figure 
4-17) was used to estimate roughly the torque an impinging jet could provide. The jet is assumed to 
impinge on a flat blade which is perpendicular to the jet direction. The jet is assumed to be deflected 
such that it leaves tangent to the flat blade – in other words, its momentum in the jet direction has been 
completely removed. Working in a control volume fixed on the blade, the incompressible momentum 
equation in the jet direction (called the x-direction), ignoring viscous forces, is: 
where 𝜌 is the density of the fluid (in this case air at standard sea level conditions), 𝑣𝑥  is the x-
component of the velocity (measured in the blade-fixed frame), 𝑚  is the jet mass flow rate (also in the 
blade-fixed frame), 𝑝 is the pressure, 𝑛  is the unit normal to the control volume, 𝑥  is the unit vector in 
the x-direction, 𝒱 and 𝒜 denote the control volume and its bounding area, respectively, and 𝐹𝑥  is the 
external force, in this case supplied by the turbine blade.  
The flow is assumed to be steady so the first term is neglected. The pressure integral also drops out, 
because the pressure is uniform across the entire boundary surface (all the mass streams entering and 
exiting have straight streamlines, which cannot support a pressure gradient. The remaining terms are: 
If the velocity provide within the jet is assumed uniform, and the diameter of the jet is the diameter 
of the glass needle orifice 𝑑𝑗𝑒𝑡 , then 
 
𝑑
𝑑𝑡
 𝜌
𝒱
𝑣𝑥𝑑𝒱 +  𝑚 𝑣𝑥 in −  𝑚 𝑣𝑥 out =   −𝑝𝑛 ∙ 𝑥  𝑑𝒜
𝒜
− 𝐹𝑥  (4.1) 
 𝑚  𝑣jet −
Ω𝐷
2
 = 𝐹𝑥  (4.2) 
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And the torque is: 
With a 5 μm needle orifice, at standard sea level conditions (𝜌=1.23 kg/m3), the jet velocity must 
exceed the rotor blade linear velocity by about 10 m/s to supply adequate torque to overcome the 
friction estimate. For an angular speed of one million revolutions per minute, that rotor blade linear 
velocity is only 1 m/s, so this margin should be easy to achieve. 
While this very simple calculation is only a rudimentary estimate, for the initial testing of the device, 
it is important first to simply move the rotor at all. The problem of computing the torque accurately is 
secondary, and can be set aside for the first set of tests. Once successful operation has been 
demonstrated, issues about accurately measuring the torque applied can be considered, and potentially 
a different actuation mechanism can be implemented. 
4.3.2 Capacitive Electrostatic Motor 
Electrostatic actuation is a well-established staple of MEMS. Whereas electrostatic actuation is rare 
at the macro-scale, where electromagnetic actuation is commonly favored, electrostatic actuation is 
preferred at the micro- and nano-scales, where the scaling laws work in favor of the electrostatic force. 
While the voltages can remain essentially the same, the distances are much smaller, resulting in a 
stronger electric field. Electrostatic motors have been used for various linear MEMS actuation needs 
[108-111], including commercially available products [112, 113]. Rotational electrostatic motors have 
also been studied [114-116], and several successful devices constructed. (The main issue with these 
motors was high friction and wear in the bearing, which this work hopes to address.) It is therefore 
reasonable to expect that an electro static motor could be successful in actuating the CNT based Stodola 
rotor. However, the electrostatic motor is complicated to fabricate, so it was not chosen as the initial 
actuation mechanism. It might be a good candidate for use later, when more accurate measurements of 
the supplied torque are required. 
The basic principle is that an electric potential applied between two electrodes will generate a force 
that tends to move the electrodes into alignment. For a rotary motor, like the one depicted 
schematically in Figure 4-18, the electrodes are arranged on two concentric circles. The oppositely 
charged electrodes are attracted by the electrostatic force (here the stator electrodes induce local 
charges in the rotor electrodes). Another way to consider the phenomenon is to look at the energy 
stored in the capacitance between the two electrodes.  Just like for the elastic energy in a bent beam, 
the force can be computed as the derivative of the energy with respect to the relative position of the 
electrodes in the direction of the force. The energy in a capacitor is: 
 𝐹𝑥 =
𝜌𝜋𝑑jet
2
4
 𝑣jet −  
Ω𝐷
2
  
2
 (4.3) 
 𝜏air =
𝜌𝜋𝑑jet
2 𝐷
8
 𝑣jet −  
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2
  
2
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 𝑃𝐸cap =
1
2
𝐶𝑉2 (4.5) 
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Where 𝑉 is the voltage across the gap and 𝐶 is the capacitance, given by: 
Where 𝜀 is the permittivity, 𝐴cap is the overlapping area of the electrodes, and 𝑔 is the gap spacing 
between the electrodes. This formula is based on the assumption that the gap is very much smaller than 
the overlapping length of the electrodes, allowing the fringing fields at the electrode edges to be 
ignored. If it is further assumed that the gap is very small compared to the motor radius, the electrodes 
can be “unwrapped,” that is, treated like flat plates moving linearly instead of curved plates rotating.  
The overlapping area between the electrodes is  
Where 𝐷 is the rotor diameter, 𝑡 is the rotor thickness, and 𝜙 is the angle over which  the electrodes 
overlap. The torque in the 𝜙- direction is then found as the derivative of the energy with respect to 𝜙: 
This is the torque for each electrode pair, so multiple electrode pairs can be used to increase the 
torque (so long as the assumption that the electrode length is large compared to the gap holds.)  
The frictional torque which the electrostatic torque must overcome, assuming a constant frictional 
force per contact area (i.e. a frictional stress), is: 
with 𝑟𝑐  being the radius of the contact interface between tubes, and 𝐿 the bearing length. Based on the 
worst case experimental estimate for rotational friction in MWNTs from the literature [3], the frictional 
stress is 0.85 MPa. Assuming a 4-electrode rotor with a 2 μm thickness and 20 μm diameter, with stators 
that can be placed with a 500 nm clearance of the rotor, and bearing thickness of 2 μm, approximately 6 
Volts would be required to overcome the frictional torque, well within the capability of any drive 
electronics. 
 𝐶 =
𝜀𝐴cap
𝑔
 (4.6) 
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Figure 4-18: Schematic representation of a capacitive electrostatic motor. There are three phases, allowing bi-directional 
actuation. The staggering of the electrodes also provides full torque coverage. 
The straightforward calculability of the torques provided by an electrostatic motor is an advantage 
for them. In addition to the simple capacitive model described above, more complicated (and more 
accurate) models can be developed relatively easily with the use of finite element numerical analysis.  
Besides predictable performance, electrostatic actuation also provides substantial robustness. 
Unlike the other proposed mechanisms, the motor would be built right onto the device, providing 
precise control over the geometry. This would eliminate the possibility of damage by over-zealous or 
imprecise use of external, manually operated actuators.  
Furthermore, electrostatic motors offer the promise of highly controllable operation. Step actuation 
is possible by simply energizing electrodes at a constant bias. With appropriate positioning of the 
electrodes, complete coverage of the rotation can be guaranteed, so that no matter where the rotor is it 
can be moved by the electrodes. Additionally, smooth operation at a precisely controlled speed is 
possible with application of continuously varying periodic potentials to the electrodes. All these 
advantages point to electrostatic actuation as the best choice for high performance rotary devices. In 
the long term, electrostatic actuation will likely be the most reasonable choice for all such devices. 
In the short term, however, one substantial disadvantage discourages the use of electrostatic 
actuation for the initial testing of the device. Adding an electrostatic motor adds fabrication complexity, 
increasing the number of steps in the process. Rotor and stator electrodes must be added to the device, 
with their associated contacts and supports. With each additional step comes an additional opportunity 
for something to go awry. Therefore, in order to get to the point where the first device is produced, it is 
desirable to minimize avoidable complexity, even at the cost of device performance. An actuation 
scheme which is easy to fabricate will be the first one to use.  
Use of an electromagnetic motor, instead of an electrostatic motor, was also considered. While 
successful MEMS devices utilizing electromagnetic components have been constructed [34, 117], the 
added complexity involved would not provide a foreseeable advantage over electrostatic drive. 
Incorporation of magnets requires careful conventional machining and placement of the magnets. In 
addition, the curie temperature of the magnets must be avoided to prevent demagnetization, which is a 
difficult temperature constraint for the rest of the fabrication processes. Magnetic actuation does not 
currently appear to be a good option. 
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4.3.3 Laser Radiation Pressure Drive  
An actuation technique that would require less fabrication would be to use a laser to drive the 
device, as illustrated in Figure 4-19. By simply adding fins or paddles onto the rotor, radiation pressure 
(transfer of momentum from photons to the rotor) from the laser can be harnessed to drive the rotor. 
While radiation pressure is normally negligible at the macro-scale, it could be sufficient to provide the 
requisite torque, considering the small inertia of the rotor, and the (hopefully) small friction in the 
bearing. Laser drive is an elegant solution, requiring only a laser and the rotor itself. 
Radiation pressure is computed based on the momentum of light, carried by the momentum of 
individual photons. The rate at which momentum is incident on a surface exposed to a laser beam is 
Where 𝑝 is the total momentum, 𝑃laser is the laser power, and 𝑐 is the speed of light. If all the light is 
absorbed, its momentum is removed. From Newton’s second law, the force required is equal to the rate 
of momentum change, or in other words, the laser exerts a force of  
Some photons may be reflected, in which case their momentum is not reduced to zero, but the 
direction is reversed, so they impart twice as much force. If the fraction of photons reflected is denoted 
𝑅, then the total force is: 
If the force can be focused onto a blade protruding from the rotor, it can provide torque to 
overcome the friction.  The torque is: 
If the rotor diameter, rotor thickness, bearing length remain the same (from equation (4.9)), and the 
reflectivity of the substrate is taken to be 0.4, then a laser power of 570 mW is required to overcome 
the friction. Lasers with this power capability are rare, but obtainable, so this method could be a 
conceivable way to attain actuation. 
 The main problem with laser radiation pressure actuation comes from the absorbed energy. The 
high power of the laser focused onto the tiny spot of the rotor results in a huge power density. 
Whatever power is not reflected by the rotor must be absorbed, and then lost as heat. Unless the 
reflectivity of the rotor is very high, the rotor likely reach unacceptably high temperatures before it can 
dissipate sufficient heat power to maintain a steady state.  
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Quantitatively, the problem can be understood by examining the ratio of work accomplished by the 
laser to the input power. This metric is a kind of efficiency, describing how much of the supplied power 
is used effectively to overcome the friction. The rate at which work is supplied towards overcoming 
friction is the product of the force and the speed: 
The “efficiency” is then 
Clearly, the ratio of the device speed to the speed of light is working against this scheme, and even 
perfect reflectivity (close to 1) would not be able to obtain any reasonable efficiency. The excess input 
power must be dumped as heat, and if that excess power is most of the 570 mW input power, a 20 μm 
device could be hard pressed to dissipate it without melting. This actuation scheme thus appears 
implausible for rotors moving at less-than-relativistic speeds. 
 
Figure 4-19: Schematic representation of laser radiation pressure drive. 
Another alternative considered was the use of an ion beam instead of a laser for radiation pressure 
actuation. This would eliminate the heat dissipation concern, as ions are not absorbed like photons. 
Additionally, each ions provides substantially more momentum than a photon, so fewer ions would be 
required to get the requisite torque. 
Two approaches to ion beam drive are possible. Micro-sized ion beam generators have been 
demonstrated for propulsion applications. Such a generator could conceivably be integrated onto the 
rotor device substrate, providing an ion beam directly at the correct position. However, such fabrication 
would be extremely complex and require a great deal of development, as these beam generators are 
still a topic of current research. Alternatively, macro-scale ion beam systems are available as machining 
tools for micro-fabrication. The beam from such a tool could be directed onto vanes on the rotor, 
transferring momentum to it. However, it might be difficult to observe actuation in progress. In both 
 𝑊 = 𝐹laser𝛺
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cases, ions have the capability to sputter or etch the rotor material, depending on operating 
parameters. Such a nanoscale device might be quickly destroyed by any etching activity, as it does not 
contain a great deal of mass. Even if the power could be turned down sufficiently to prevent etching, the 
resulting beam might not provide the thrust power needed to drive the rotor. 
4.3.4 Manual Manipulation 
One simple way to turn the device could be to physically push on it with a manipulator, such as 
those used to probe microelectronic devices. Manipulators with sub-micrometer resolution are readily 
available, which is precise enough to interface with the rotor. The main problem is the fear of damaging 
the rotor. The forces such a manipulator can exert on the rotor could be well in excess of the material 
strengths, not to mention any forces that would arise during operation due to imbalances in the rotor. 
Without any feedback on the amount of force being exerted, the operator of the manipulator could 
easily destroy or cripple the device accidentally. 
More subtle physical manipulators might be less harmful. One possibility is to use an atomic force 
microscope (AFM). These devices contain a vibrating cantilever. They can sense when they are in contact 
with an object by observing a decrease in the vibration amplitude, caused by the cantilever bumping 
into the target. The problem is that AFMs are usually set up to probe in the vertical direction 
(perpendicular to the substrate), and wouldn’t be able to provide the horizontal forces necessary to 
drive the device. 
Another problem with manipulator-based actuation is that it is incapable of providing continuous 
actuation. Once the manipulator stops moving, so does the rotor. Observation of the rotor in continuous 
motion is desired to prove the bearing feasible, which this mechanism cannot provide. Further down the 
road, if friction measurements are attempted, it would be difficult to make these measurements 
without a high initial speed, which would likely not be achievable by a single push from a manipulator. 
4.4 Testing and Data Collection 
While fabrication is still in development, testing plans have been conceived, and as progress is made 
on fabrication, data could be gathered from functional devices. A test apparatus, depicted in Figure 
4-20, has been designed and assembled. 
The initial method for collecting data on rotation would be to monitor the device in the probe 
station’s optical microscope. As air jet actuation is applied, video of the device could be recorded, 
capturing any successful rotation, or other motion such as torsion of the nanotube shaft, or even failure 
of the device. If continuous rotation of the device is achieved, video could also be used to take speed 
measurements up to about a hundred revolutions per minute, limited by the frame rate of the camera. 
While capturing video is not the most precise way to measure the device performance, it would provide 
a compelling demonstration of the initial successful rotation, if and when successful rotation is achieved.  
In the long term, more accurate measurement could be required to take precise friction 
measurements that could contribute to the debate about the value and behavior of carbon nanotube 
friction. A simple yet effective solution would be the uses of an optical sensor such as those available 
from Philtec, Inc.. These sensors are capable of recording the speed of rotating devices by bouncing a 
light off of them, and observing the intensity change as blades or bumps pass by the light. Speeds as 
high as millions of revolutions per minute are directly measurable with these systems. In addition, the 
sensor can measure the displacement of the rotor in the direction of the light beam, by observing the 
reflected signal intensity variation. Such information could be used to deduce the lateral and angular 
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displacements of the rotor due to imbalances. These calculations could then be used to confirm or 
adjust the dynamic model of the rotor, and measure the imbalances in the rotor.  
While successful demonstration of a CNT bearing and Stodola Rotor has yet to be achieved, 
substantial progress has been made. Besides evaluating various MEMS processing techniques, the 
complete fabrication process for the device was executed, and some problems in the sequence 
resolved. A testing capability including actuation and measurement has been established, and is ready 
for the first successful rotor fabrication. 
 
 
Figure 4-20: Schematic representation of the testing apparatus that would be used to initially demonstrate rotation of the 
CNT based Stodola rotor. The probe station includes positioning devices with one micrometer resolution, as well as an 
overhead optical microscope with video recording capability. The glass pipettes, secured to the positioners for precise 
location, are connected to a syringe pump by tubing and fittings. While a working device has yet to be produced, the test 
apparatus has been assembled and works as designed. 
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5 CONCLUSIONS 
5.1 Contributions of the Project 
The project has been successful in developing the concept for a nano Stodola rotor supported by a 
vertically aligned, CVD grown carbon nanotube. The concept should enable a wide range of novel 
geometries for nanotube-bearing based rotary micro-devices. The use of the bearing as a friction test 
stand has been conceived. The large (ten orders of magnitude) range of friction data reported in the 
literature invites further study, and in particular dynamic rotary friction has yet to be measured 
experimentally. Furthermore, the test stand concept could be used to gather data on different 
nanotubes, establishing correlations between friction and other governing parameters including sliding 
speed, nanotube size, and defect density. 
A dynamic model based on classical mechanics was developed, which provides guidelines for device 
design. The model indicates that rotational speeds as high as millions of revolutions per minute should 
be achievable without violating any of the thirteen failure modes analyzed. The model estimates 
deflections and stresses within the device at a given operating condition, and could be useful for future 
device design efforts. 
A fabrication process for the proposed rotor device has been developed, and the first iteration 
completed. The critical steps which present the most significant challenges to device fabrication have 
been identified, including adhesion of the catalyst for nanotube growth to the substrate, and the 
sacrificial layer release etch. Work is ongoing to refine the fabrication process, pushing towards a 
functional device. An actuation mechanism and test apparatus have been created, and are ready to be 
used to gather data from the first working device. 
5.2 Follow On Work 
There is a great deal of additional work to be done on CNT bearings and rotors based on them. 
While a fabrication process has been developed, there are still issues that need resolution within it. 
Efforts to correct the process, so that a functional device can be produced, will continue. If successful 
demonstration of a simple CNT based Stodola Rotor can be achieved, the next step would be to pursue 
the original scientific goals of the project, namely, investigation of the nature and value of friction in 
rotating MWNT systems. Finally, a working device could pave the way for numerous applications, which 
will take additional development effort to bring to fruition. 
5.2.1 Development and Improvement of the Fabrication Process 
It is not unusual for a micro-fabrication process to be unsuccessful on its first attempt. Because of 
the difficulty in developing the individual techniques and predicting their interactions, it takes iteration 
to establish a complete process that provides repeatable, functional devices. More time will be spend on 
this device’s fabrication method, potentially resulting in a robust, complete fabrication process. 
The first issue that needs to be addressed is the difficulty in placing catalyst dots for CNT growth, 
discussed in section 4.2.2.1. Because the e-beam patterning technique had already been demonstrated, 
this step in the process was not expected to pose a problem. Thorough investigation will be required to 
determine, if possible, what difference between the demonstrated successful process and the present 
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method leads to the diffusion of the catalyst particles, and the delamination of the chromium adhesion 
layer. 
In order to isolate the cause of the problem, many experiments will need to be conducted, with 
careful control of all possible influencing factor. One potential cause of the problem could be related to 
the specific e-beam patterning tool used for this work. To eliminate that possibility, a separate e-beam 
tool is becoming available that will be tested against each experiment conducted on the first tool. This 
will also allow faster turn-around time on each experiment, increasing the speed with which potential 
causes of the diffusion problem can be eliminated. 
Another possible influencing factor is the method of depositing the adhesion layer. Two different 
evaporators have been used, but other methods such as sputtering could also be tried.  The cleaning 
process employed was also rudimentary, involving only a dip in solvent. More thorough cleaning 
methods, such as brief exposure to oxygen plasma (which removes organic material) may help prevent 
contaminant particles from interfering with the bond between the adhesion layer and the substrate.  
The problem with the resist being destroyed during the silicon etching step (from section 4.2.2.6) is 
not as troublesome, as there is a clear path to resolution. Between using a thicker resist, possibly a 
thinner silicon layer, and adjusting the etch parameters, a complete silicon etch should be possible 
without completely destroying the resist. After all, a different resist (designed for photolithography) was 
able to protect the silicon for a suitable time. Even if the problem cannot be resolved through changes 
to the resist and etch parameters, the other option for the silicon etch (DRIE) is available as a fallback. 
The other serious issue is the unexplained behavior of the final HF release step, described in section 
4.2.2.7. This is most problematic because the etch produced completely unexpected and 
counterintuitive results: when SiO2 was supposed to be removed, instead an unidentified, rough, porous 
material appears to have been added to the structure. 
The first course of action to correct this problem should be to eliminate all the unnecessary 
complications in the process. For example, glass substrates were used in the process for the sole reason 
that they were available, and working occasionally for another nanotube growth experiment. The fact 
that the substrate was glass could well be a significant factor in the unexplained behavior, as HF 
specifically targets silicon oxides such as glass. It would be desirable to resolve the nanotube growth 
issues on a plain silicon substrate as originally planned, so that this potential problem could be 
eliminated. 
Another step to determine the cause of the problem would be to conduct material analysis on the 
unknown porous material. If the material turns out to be glass, then it would be likely to have formed 
out of the glass substrate. If it was silicon, it might indicate that there was an undetected problem with 
the silicon etch, leaving material behind in that somehow catalyzed the strange, porous formations. If it 
was discovered to be another material, it might lead to discovery of other potential causes. 
The work in the immediate future will focus on resolving these problems in the fabrication process. 
If these issues can be resolved, a device may be completed, leading to the first demonstration of a 
vertically-aligned CNT based device. Once that is accomplished, the further scientific and engineering 
goals can be addressed. 
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5.2.2 Science 
The main scientific goal of the program is to gather data on the friction performance of MWNT 
bearings. This data is needed, as disagreement abounds about the quantitative and qualitative nature of 
MWNT friction (discussed in section 2.2). Data collected from thorough experiments could help to 
bridge the gaps between current experimental and theoretical investigations of MWNT friction. 
One important facet of friction that might be pursued with a CNT bearing and Stodola Rotor is the 
behavior of friction under continuous, constant motion. All experimental measurements of MWNT 
friction thus far have either used linear bearing systems, which have a limited travel, or only studied 
partial rotation of rotary bearing systems. A friction test stand that is capable of running the bearing at a 
consistent speed over a substantial period of time could provide knowledge of how the friction 
performance holds up in the long run. Additionally, much higher speeds might be attainable if the 
direction of motion did not need to be reversed after a few micrometers of travel. Initial efforts could 
focus on obtaining the first experimental measurement of such high speed, continuous friction. 
If the rotor device fabrication process can be established to repeatably produce functional devices, 
it would likely be useful to pursue the electrostatic actuation option discussed in section 4.3.2. Rather 
than the air drive actuation scheme, which is less complicated to implement, but whose torque 
capability is  difficult to predict , the electrostatic option should provide the opportunity for more 
precise measurements, as well as greatly enhanced predictability and reliability. If many friction tests 
are to be performed, it would most likely be worth the additional effort to work the electrostatic motor 
into the fabrication process in order to obtain the substantial performance enhancement. 
The next step beyond establishing the capability to measure friction accurately would be to begin 
using the device as a measurement tool across a wide variety of nanotubes. Most importantly, the way 
friction depends on the type and density of defects could be examined. If the device construction 
becomes reliable, and its measurements are repeatable, building identical rotors onto nanotubes of 
varying defect densities would provide a method to gain comparable friction data across a wide range of 
nanotubes. Additional parameters, such as the effects of temperature could also be studied. In 
generally, the ability to produce nanotube friction testers quickly and reliably would open the door to 
investigating all manner of influences that might or might not play a role in nanotube friction. 
5.2.3 Applications 
Besides the scientific objective of contributing significant knowledge in the field of nanotube 
friction, a working CNT based Stodola rotor would also be a starting point for many applications. 
Essentially any rotating machine might take advantage of the bearing technology if it can provide the 
low friction, high durability operation that is expected. Even if the friction turns out to be higher than 
expected, because the nanotube is structurally robust, it can support large rotors on a small diameter 
shaft, resulting in a small lever arm and low frictional torque. Besides the promise of excellent 
performance, CNT bearings have a number of special properties that could be useful for devices. For 
example, CNT bearings should not cease to operate at vacuum conditions. They also exhibit high 
conductivity, which could be used to establish an electrical path to the rotor in a spinning device. All 
these properties make CNT bearings an exciting technology to pursue for use in micro- and nano- 
machines. 
One application in particular seems well-matched to the CNT bearing: vacuum pumping. There is 
very high demand for pumping capabilities in a small package. Chemical and biological sensors including 
 112 
 
spectrometers [38, 41-43] and chromatographs [39, 40] have been developed using MEMS technology 
for portability and inexpensive operation. However, all these devices have a common issue – they 
require a pump, either to push analyte through the system, or to pull a vacuum that the system requires 
for operation. The requirements of these systems can comfortably be met by current macro-scale 
pumping systems, but that defeats the purpose of miniaturization in the first place. A chemistry-lab-on-
a-chip is not any better than a chemistry-lab-on-a-tabletop if it requires a tabletop-sized pump to 
operate.  
In order to address this problem, there have been efforts to develop MEMS pumping systems. Many 
different approaches have been taken, including diaphragm pumps [118, 119], scroll pumps [120], 
thermal transpiration pumps [121], and Knudsen pumps [122], as well as other novel designs [123-125]. 
However, these systems have fallen short of the requirements of the MEMS sensors for which they are 
needed. In particular, the vacuum performance of these pumps can at best reach pressures of 
approximately 2 kPa, whereas some for the sensors call for high vacuum in the range of tenths or 
hundredths of a Pascal. 
One reason for the failure of MEMS pumps to approach the capabilities of macro-scale vacuum 
pumps is the fact that the most common pump design for attaining pressures in this range and lower, 
called a turbomolecular pump, has not been practical thus far, because it requires extraordinarily high 
speed rotating components (with tip speeds of hundreds of meters per second). No previous MEMS 
bearings could achieve such speeds in vacuum.  
While a turbomolecular pump seems at first to resemble turbomachinery such as compressors from 
aircraft turbine engines, with staged axial (or radial) rotors and stators with many blades, the principle 
of operation is quite different. While compressors operate well in the continuum regime, where the 
laws of fluid dynamics apply, ultra-high vacuum conditions are not governed by the same laws.  
Under high vacuum, molecules of air travel in essentially straight lines, and are not influenced by 
“information” transmitted from nearby particles via pressure. There are no such phenomena as 
streamlines or flow separation. The blades of the pump are completely flat, and are used to strike 
individual molecules of gas, rather than smoothly add work to a flow. By angling the blades and moving 
them at as high a speed as possible, the probability that impacted molecules are pushed to one side is 
increased. For an effective turbomolecular pump, then, the primary performance parameter is the linear 
speed of the blades through the gas, which should be as high as possible. 
Typical macro turbomolecular pumps may have a diameter of about 10 cm, and operate at 50,000 
rpm in order to be effective, corresponding to a blade speed of 260 m/s. To achieve similar 
performance, a MEMS pump with a diameter of 100 µm would have to spin much faster, at 50 million 
rpm. This is an extremely demanding speed for any bearing, but if the expected low friction and low 
wear properties of the MWNT bearing system are demonstrated as effective, the dynamic model 
predicts that such speeds would be close to attainable. With the use of a doubly supported shaft 
(instead of the cantilevered Stodola configuration), the stiffness could be dramatically improved, 
potentially bringing such designs in reach. In other words, CNT bearings might be able to make MEMS 
turbomolecular pumps possible, enabling much stronger vacuum performance.  
The first steps towards designing and fabricating a turbomolecular pump based on the CNT bearing 
would likely be to stiffen the system by adding the other support to the shaft and reducing clearance. A 
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system of arranging multiple stages would also need to be devised, as the axial arrangement common in 
macro pumps would be nearly impossible to fabricate at the micro-scale. 
Another application that is particularly attractive for the CNT bearing would be a spinning-mass 
gyroscope. MEMS gyroscopes based on the tuning-fork principle are well established, but have so far 
been less accurate than traditional macro systems, which are bulky, power-hungry, and expensive. A 
bearing with the capability for high-speed rotation could make the conventional spinning-mass 
gyroscope design available at the micro scale, combining the best of performance and size. 
One of the reasons nanotubes show such promise for high-accuracy gyroscopes is their expected 
low amount of “wobble,” or play in the bearing. Because the tubes are separated by a few angstroms, 
there is not much room for the shaft to move. Since wobble is a strong contributor to error in spinning 
gyroscopes, its elimination or reduction would be desirable. 
The expected low friction in MWNT bearings also lends itself to spinning gyroscope performance. 
The less power dissipation is caused by friction, the less power is needed to operate the gyro, leading to 
ultra-portable systems. Even if the friction turns out to be high, the lever arm of the friction torque, 
which is based on the nanotube diameter, might be thousandths of the rotor diameter or less, so that 
the input torque (which could make use of the larger lever arm of the rotor) has substantial mechanical 
advantage. 
A final reason that MWNT bearings are attractive for gyroscopes is the expectation of reliability. Self 
repair of the bearings was noted over time by prior works (see section 2.1.2.5), indicating that a system 
built on these bearings may be able to operate for extremely long times quite reliably. That capability, 
along with the very low weight inherent in anything micro-sized, makes such gyroscopes seem attractive 
for all kinds of air- and space navigation needs. 
As with the vacuum pump, the first steps toward building a CNT based gyroscope would be to stiffen 
the system, to allow higher speeds to be attained without fear of large displacements or failure. 
Additionally, all of the sensors, gimbals, and other parts that are required for a functional rotating 
gyroscope would need to be designed for incorporation into the motor.  
Both the vacuum pump and gyroscope application concepts indicate that there is a great deal of 
promise in MWNT bearings. While these particular applications jump out as particularly appetizing, 
there is no end to the types of micro-scale rotating devices that could be envisioned with CNT bearings. 
If the initial demonstration and friction measurements can be accomplished, future work on these and 
other applications would be exciting to pursue.  
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6 APPENDIX –DERIVATION OF STATIC CONSTRAINTS 
6.1 Euler Beam Deflections 
The basic equation governing a beam in transverse loading, if deflections are taken to be small, is 
where 𝑣 is the transverse deflection in the y-direction, and 𝑝 is the transverse loading force per unit 
length, both functions of 𝑧, the coordinate along the beam length. 𝐸 is the Young’s modulus, and 𝐼𝑥𝑥  is 
the second moment of area of the tube’s cross-section, both constant for the length of the tube. 
Additionally, the subscript “xx” is dropped because the tube is axisymmetric about the z-axis, and all its 
second moments of area in the cross sectional plane are equal. The equation can equivalently refer to 
transverse deflections in the x-direction, by substituting 𝑢 for 𝑣. For the device described here, the only 
loads on the beam occur at the base and the tip, so 𝑝 = 0, leading to the homogeneous form of 
equation (6.1): 
The solution is a polynomial: 
The boundary conditions for the device must be specified to determine the constants. At the base of the 
tube, where it is attached to the substrate, the beam is fixed, allowing no deflection or slope at this 
coordinate: 
The other end of the tube is free, with unconstrained position and slope. However, we are interested in 
the deflections due to a particular load. Therefore, the internal shear and moment at the end of the 
tube must be equal and opposite to the applied force and moment in that plane. 
 𝐸𝐼𝑥𝑥
𝜕4𝑣
𝜕𝑧4
= 𝑝 (6.1) 
 𝐸𝐼
𝜕4𝑣
𝜕𝑧4
= 0 (6.2) 
 𝑣 𝑧 = 𝐴𝑧
3 + 𝐵𝑧2 + 𝐶𝑧 + 𝐷 (6.3) 
 𝑣  𝑧=0 =  
𝜕𝑣
𝜕𝑧
 
𝑧=0
= 0 (6.4) 
  𝑀𝑥 𝑧=𝐿 = 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
 
𝑧=𝐿
= −𝑀𝑥 , applied (6.5) 
 115 
 
Constants 𝐶 and 𝐷 can be found immediately from boundary condition (6.4)): 
The other two boundary conditions (6.5) and (6.6) lead to the values of constants 𝐴 and 𝐵: 
Substituting the values for the constants back into Equation (6.3) gives the y-displacement of the 
nanotube in terms of the known applied forces and torques to the disk: 
The deflections in the other plane can be found in the same way: 
  𝑉𝑦 𝑧=𝐿 =  
𝜕𝑀𝑥
𝜕𝑧
 
𝑧=𝐿
=
𝜕
𝜕𝑧
 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
  
𝑧=𝐿
= −𝐹𝑦 , applied (6.6) 
 
𝑣  z=0 = 𝐴 0 
3 + 𝐵 0 2 + 𝐶 0 + 𝐷 
= 𝐷 = 0 
(6.7) 
 
 𝜕𝑣
𝜕𝑧
 
𝑧=0
= 3𝐴 0 2 + 2𝐵 0 + 𝐶 
= 𝐶 = 0 
(6.8) 
 
𝜕
𝜕𝑧
 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
  
𝑧=𝐿
= 𝐸𝐼 6𝐴 = −𝐹𝑦 ,  applied (6.9) 
 𝐴 = −
𝐹𝑦 , applied
6𝐸𝐼
 (6.10) 
 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
 
𝑧=𝐿
= 𝐸𝐼 6𝐴𝐿 + 2𝐵 = −𝑀𝑥 , applied (6.11) 
 𝐵 =
−𝑀𝑥 ,  applied + 𝐿𝐹𝑦 , applied
2𝐸𝐼
 (6.12) 
 𝑣 𝑧 =
𝐹𝑦 , applied
6𝐸𝐼
 −𝑧3 + 3𝐿𝑧2 −
𝑀𝑥 , applied
2𝐸𝐼
𝑧2 (6.13) 
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In addition to the linear deflections, the angular deflections due to these loads can be computed. The 
angle that the beam makes with the z-axis can be found from the slope: 
Where 𝜃𝑥  and 𝜃𝑦  are the angles about the x- and y-axes, respectively. Since angles are assumed to be 
small, these can be approximated by: 
These results allow the computation of the static deflection of the nanotube shaft in response to 
external moments and forces applied in the nominal plane of rotation of the disk. The forces might arise 
from gravitational or other accelerations acting on the rotor disk. For this device, the only load assumed 
applied was the weight of the rotor disk acting transversely to the tube axis at the tip of the tube 
(𝐹𝑦 , applied = 𝑊) However, because this load is separated from the beam tip by half of the rotor 
thickness (which may be a significant fraction of 𝐿), there is also an external moment applied: 
where 𝑎𝑧 = 𝑡/2 is the axial displacement between the rotor center of mass and the beam tip. The 
maximum deflection is at the beam tip for this tip-loaded case, and is given the symbol 
 𝑢 𝑧 =
𝐹𝑥 , applied
6𝐸𝐼
 −𝑧3 + 3𝐿𝑧2 −
𝑀𝑦 , applied
2𝐸𝐼
𝑧2 (6.14) 
 𝜃𝑥 = tan
−1
𝜕𝑣
𝜕𝑧
 (6.15) 
 𝜃𝑦 = tan
−1
𝜕𝑢
𝜕𝑧
 (6.16) 
 
𝜃𝑥 =
𝜕𝑣
𝜕𝑧
 
=
𝐹𝑦 ,  applied
2𝐸𝐼
 −𝑧2 + 4𝐿𝑧 −
𝑀𝑥 , applied
𝐸𝐼
𝑧  
(6.17) 
 
𝜃𝑦 =
𝜕𝑢
𝜕𝑧
 
=
𝐹𝑥 ,  applied
2𝐸𝐼
 −𝑧2 + 4𝐿𝑧 −
𝑀𝑦 , applied
𝐸𝐼
𝑧 
(6.18) 
 𝑀𝑥 , applied = −𝑊𝑎𝑧  (6.19) 
 𝛿𝑏𝑒𝑎𝑚 = 𝑣(𝐿). (6.20) 
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Note that the deflection could equivalently be 𝑢(𝐿) or 𝑢 𝐿 2 + 𝑣 𝐿 2, depending on the orientation 
of the transverse load. For simplicity, the yz-plane bending case is used. The resulting static lateral tip 
deflection from this load is: 
For the device, this static beam tip deflection was constrained to be less than 10% of the total beam 
length. The static angular displacements were not constrained, because an angular constraint that takes 
dynamic factors into account was included. 
 
6.2 Euler Column Deflections 
Euler column deflections occur when a compressive load is applied at an offset from the centroid of 
the column cross section (eccentrically). The starting point is once again Euler’s equation for beam 
theory: 
For which the solution remains 
The boundary conditions at the fixed end are the same as for the buckling analysis: 
as is the shear boundary condition: 
 
𝛿𝑏𝑒𝑎𝑚 = 𝑣 𝐿  
=
𝐹𝑦 , applied
6𝐸𝐼
 −𝐿3 + 3𝐿 𝐿 2 −
𝑀𝑥 , applied
2𝐸𝐼
𝐿2 
=
𝑊𝐿3
3𝐸𝐼
+
𝑊𝐿2𝑎𝑧
2𝐸𝐼
 
(6.21) 
 𝐸𝐼
𝜕4𝑣
𝜕𝑧4
+ 𝑃
𝜕2𝑣
𝜕𝑧2
= 0 (6.22) 
 𝑣 𝑧 = 𝐴 sin  𝑧 
𝑃
𝐸𝐼
 + 𝐵 cos  𝑧 
𝑃
𝐸𝐼
 + 𝐶𝑧 + 𝐷 (6.23) 
 𝑣  𝑧=0 =  
𝜕𝑣
𝜕𝑧
 
𝑧=0
= 0 (6.24) 
  𝑉𝑦 𝑧=𝐿 = −𝐹𝑦 , applied = − 𝑃
 𝜕𝑣
𝜕𝑧
 
𝑧=𝐿
 (6.25) 
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The moment boundary condition on the beam tip has changed, however. Because the axial load 𝑃 is 
not applied at the centroid of the beam tip, it causes a moment of 𝑃𝑒, where 𝑒 is the eccentricity, or 
distance between the centroid and the point at which 𝑃 acts. This moment is the internal moment at the 
tip: 
Starting with the shear boundary condition 𝐶 can be found: 
  𝑀𝑥 𝑧=𝐿 = 𝑀𝑥 , applied = 𝑃𝑒 (6.26) 
 
 𝑉𝑦 𝑧=𝐿 = 𝐸𝐼  
𝜕3𝑣
𝜕𝑧3
 
𝑧=𝐿
 
= 𝐸𝐼  
𝑃
𝐸𝐼
 
3
2
 −𝐴 cos  𝐿 
𝑃
𝐸𝐼
 + 𝐵 sin  𝐿 
𝑃
𝐸𝐼
   
(6.27) 
 
−𝐹𝑦 , applied = −𝑃  
𝜕𝑣
𝜕𝑧
 
𝑧=𝐿
 
= −𝑃  𝐴 
𝑃
𝐸𝐼
cos  𝐿 
𝑃
𝐸𝐼
 − 𝐵 
𝑃
𝐸𝐼
sin   
𝑃
𝐸𝐼
 + 𝐶  
(6.28) 
  𝑉𝑦 𝑧=𝐿 = −𝐹𝑦 , applied (6.29) 
 
𝐸𝐼  
𝑃
𝐸𝐼
 
3
2
 −𝐴 cos  𝐿 
𝑃
𝐸𝐼
 + 𝐵 sin  𝐿 
𝑃
𝐸𝐼
  
= −𝑃  𝐴 
𝑃
𝐸𝐼
cos  𝐿 
𝑃
𝐸𝐼
 − 𝐵 
𝑃
𝐸𝐼
sin   
𝑃
𝐸𝐼
 + 𝐶  
(6.30) 
 −𝐴 cos  𝐿 
𝑃
𝐸𝐼
 + 𝐵 sin  𝐿 
𝑃
𝐸𝐼
 = −𝐴 cos  𝐿 
𝑃
𝐸𝐼
 + 𝐵 sin  𝐿 
𝑃
𝐸𝐼
 + 𝐶 (6.31) 
 𝐶 = 0 (6.32) 
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Then from the slope boundary condition at the root, 𝐴 is found: 
The moment boundary condition at the tip allows 𝐵 to be found: 
𝐷 can finally be found from the displacement boundary condition at the beam root: 
 
 𝜕𝑣
𝜕𝑧
 
𝑧=0
= 𝐴 
𝑃
𝐸𝐼
cos  0 
𝑃
𝐸𝐼
 − 𝐵  
𝑃
𝐸𝐼
sin  0 
𝑃
𝐸𝐼
 + 𝐶 
= 𝐴 
𝑃
𝐸𝐼
− 𝐵 0 + 𝐶 = 0 
(6.33) 
 𝐴 = −𝐶 
𝐸𝐼
𝑃
= 0 (6.34) 
 
 𝑀𝑥 𝑧=𝐿 = 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
 
𝑧=𝐿
 
= −𝐴𝑃 sin  𝐿 
𝑃
𝐸𝐼
 − 𝐵𝑃 cos  𝐿 
𝑃
𝐸𝐼
  
= −𝐵𝑃 cos  𝐿 
𝑃
𝐸𝐼
  
= 𝑀𝑥 , applied = 𝑃𝑒 
(6.35) 
 −𝐵𝑃 cos  𝐿 
𝑃
𝐸𝐼
 = 𝑃𝑒 (6.36) 
 𝐵 = −𝑒 sec  𝐿 
𝑃
𝐸𝐼
  (6.37) 
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Now that all the constants have been found, the deflection of the entire beam is known from the 
compressive tip load: 
The maximum deflection occurs at the beam tip: 
 
6.3 Euler Buckling 
Given a general beam-column subjected to an external compressive force in addition to the 
transverse force, the governing equation is more complicated than for the transverse load case: 
 
𝑣  𝑧=0 = 𝐴 sin  𝑧 
𝑃
𝐸𝐼
 + 𝐵 cos  𝑧 
𝑃
𝐸𝐼
 + 𝐶𝑧 + 𝐷 
= 𝐴 sin  0 
𝑃
𝐸𝐼
 + 𝐵 cos  0 
𝑃
𝐸𝐼
 + 𝐶 0 + 𝐷 
= −𝑒 sec  𝐿 
𝑃
𝐸𝐼
 + 𝐷 = 0 
(6.38) 
 𝐷 = 𝑒 sec  𝐿 
𝑃
𝐸𝐼
  (6.39) 
 
𝑣 𝑧 = 𝐴 sin  𝑧 
𝑃
𝐸𝐼
 + 𝐵 cos  𝑧 
𝑃
𝐸𝐼
 + 𝐶𝑧 + 𝐷 
= 𝑒 sec  𝐿 
𝑃
𝐸𝐼
  1 − cos  𝑧 
𝑃
𝐸𝐼
   
(6.40) 
 𝛿column = 𝑣 𝐿 = 𝑒  sec  𝐿 
𝑃
𝐸𝐼
 − 1  (6.41) 
 𝐸𝐼
𝜕4𝑣
𝜕𝑧4
+ 𝑃
𝜕2𝑣
𝜕𝑧2
= 𝑝 (6.42) 
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Here 𝑃 denotes a compressive load on the end of the beam. As before, the only loads applied to the 
beam are at the end, so the equation becomes homogeneous: 
The general solution to the differential equation is: 
The boundary conditions at the fixed end of the tube are the same as before, as in equation (6.4). 
Also, there is no applied moment, so the boundary condition in (6.5) is set to zero. For the final 
boundary condition in (6.6), there is an applied shear load resulting from the deflection of the beam: A 
component of the compressive load acts in the direction parallel to the beam axis. This component is 
found through the tangent of the angular deflection at the beam tip: 
From the fixed end boundary conditions in (6.4), 𝐶 can be found in terms of 𝐴: 
From the moment boundary condition, a relation can be established between 𝐵 and 𝐴: 
 𝐸𝐼
𝜕4𝑣
𝜕𝑧4
+ 𝑃
𝜕2𝑣
𝜕𝑧2
= 0 (6.43) 
 𝑣 𝑧 = 𝐴 sin  𝑧 
𝑃
𝐸𝐼
 + 𝐵 cos  𝑧 
𝑃
𝐸𝐼
 + 𝐶𝑧 + 𝐷 (6.44) 
 𝐹𝑦 , applied = 𝑃 tan 𝜃𝑥   𝑧=𝐿 = 𝑃  
𝜕𝑣
𝜕𝑧
 
𝑧=𝐿
 (6.45) 
 
 𝜕𝑣
𝜕𝑧
 
𝑧=0
= 𝐴 
𝑃
𝐸𝐼
cos  0 
𝑃
𝐸𝐼
 − 𝐵  
𝑃
𝐸𝐼
sin  0 
𝑃
𝐸𝐼
 + 𝐶 
= 𝐴 
𝑃
𝐸𝐼
− 𝐵 0 + 𝐶 = 0 
(6.46) 
 𝐶 = −𝐴 
𝑃
𝐸𝐼
 (6.47) 
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Then from the shear boundary condition in (6.6) along with (6.45): 
 
 𝑀𝑥 𝑧=𝐿 = 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
 
𝑧=𝐿
 
= −𝐴𝑃 sin  𝐿 
𝑃
𝐸𝐼
 − 𝐵𝑃 cos  𝐿 
𝑃
𝐸𝐼
 = 0 
(6.48) 
 𝐴 sin  𝐿 
𝑃
𝐸𝐼
 + 𝐵 cos  𝐿 
𝑃
𝐸𝐼
 = 0 (6.49) 
 
 𝑉𝑦 𝑧=𝐿 =  
𝜕𝑀
𝜕𝑧
 
𝑧=𝐿
=
𝜕
𝜕𝑧
 𝐸𝐼  
𝜕2𝑣
𝜕𝑧2
  
𝑧=𝐿
 
= −𝐴𝑃 
𝑃
𝐸𝐼
cos  𝐿 
𝑃
𝐸𝐼
 + 𝐵𝑃 
𝑃
𝐸𝐼
sin  𝐿 
𝑃
𝐸𝐼
  
= 𝑃 
𝑃
𝐸𝐼
 𝐵 sin  𝐿 
𝑃
𝐸𝐼
 − 𝐴 cos  𝐿 
𝑃
𝐸𝐼
   
(6.50) 
 
𝐹𝑦 , applied = 𝑃  
𝜕𝑣
𝜕𝑧
 
𝑧=𝐿
 
=  𝐴𝑃 
𝑃
𝐸𝐼
cos  𝐿 
𝑃
𝐸𝐼
 − 𝐵𝑃 
𝑃
𝐸𝐼
sin  𝐿 
𝑃
𝐸𝐼
 + 𝐶𝑃 
=  𝑃 
𝑃
𝐸𝐼
 𝐴 cos  𝐿 
𝑃
𝐸𝐼
 − 𝐵 sin  𝐿 
𝑃
𝐸𝐼
 − 𝐴  
(6.51) 
  𝑉𝑦 𝑧=𝐿 = −𝐹𝑦 , applied (6.52) 
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And then finally the value of 𝐴 can be substituted back into (6.44): 
This equation has two solutions. Clearly 𝐵 = 0 is a solution, but this solution is trivial and does not 
say anything about the buckling load. However, the equation is also solved for  
which is true for  
Where 𝑛 is any whole number. This result indicates that the equation is satisfied for this load, with 
arbitrarily large 𝐵, or in other words, infinite deflection. That means this value of the load 𝑃 is the load 
at which the column will buckle. The smallest positive value of 𝑃 is the limit, above which failure can 
occur, and is called the critical buckling load 𝑃critical: 
 
𝑃 
𝑃
𝐸𝐼
 𝐵 sin  𝐿 
𝑃
𝐸𝐼
 − 𝐴 cos  𝐿 
𝑃
𝐸𝐼
  
= −𝑃 
𝑃
𝐸𝐼
 𝐴 cos  𝐿 
𝑃
𝐸𝐼
 − 𝐵 sin  𝐿 
𝑃
𝐸𝐼
 − 𝐴  
(6.53) 
 0 = 𝐴 (6.54) 
 
𝐴 sin  𝐿 
𝑃
𝐸𝐼
 + 𝐵 cos  𝐿 
𝑃
𝐸𝐼
 = 0 
𝐵 cos  𝐿 
𝑃
𝐸𝐼
 = 0 
(6.55) 
 cos  𝐿 
𝑃
𝐸𝐼
 = 0 (6.56) 
 𝐿 
𝑃
𝐸𝐼
= 𝜋  𝑛 +
1
2
  (6.57) 
 𝑃 =
𝜋2  𝑛 +
1
2
 
2
𝐸𝐼
𝐿2
 (6.58) 
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Here the subscript “Euler” indicates that this is the maximum safe load to avoid buckling in the 
classical Euler mode. For a device design to be viable, it must not fail in the Euler buckling mode, so the 
rotor weight was constrained to be below the Euler critical buckling load. 
 
 𝑃crit, Euler =
𝜋2𝐸𝐼
4𝐿2
 (6.59) 
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7 APPENDIX - DERIVATION OF THE EQUATIONS OF MOTION 
7.1 Degrees of Freedom 
The Stodola rotordynamic model is illustrated in Figure 7-1. The model consists of a thin rigid disk 
mounted on the end of an elastic cantilever beam. As the beam deflects, the center of the disk 
translates. Additionally, the disk tilts with the bending of the beam, besides rotating about the nominal 
bearing axis. In order to describe the position and orientation of the disk, it is helpful to consider five 
coordinate systems, illustrated in Figure 7-1, and denoted by subscripts 1 through 5. 
Coordinate system 1 (shown in purple) is fixed at the base of the device. This is an inertial frame, 
from which all the other frames are based. The axes names are capitalized here to indicate that it is not 
rotated. However, the disk itself is not inertial, but is allowed to deflect relative to the base as the 
nanotube axle bends. These deflections are represented by the position vector from the beam root to 
the disk center 𝑅 1. Equivalently, 𝑅 1 describes the location of the origin of the second coordinate system 
in the coordinates of the first (fixed inertial) system. Since the length of the beam is constant, the small 
angle assumption requires that the z-displacement is always equal to the beam length: 
 
Figure 7-1:  Stodola rotor coordinate systems. System 1 is inertial, fixed at support. System 2 has its origin at the disk center; 
position vector R describes its location. System 3 is tilted about x, and System 4 is tilted about x, then y. System 5 is fixed on 
the disk, i.e. tilted about x, then y, and then spun around the nominal axis of symmetry, z5. 
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The remaining two components of 𝑅 1 are free, and describe the location of the second coordinate 
frame. However, the second coordinate frame does not rotate relative to the first frame. 
Besides translating as described by 𝑅 1 and coordinate frames 1 and 2, the disk also rotates, both 
with the spinning of the disk and with the beam deflections. The disk orientation is described by the 
three Euler angles  𝛽𝑋2, 𝛽𝑌3, and 𝜙4, taken in that order. The disk is first tilted about the 𝑥2 axis bringing 
it from frame 2 (purple) to frame 3 (orange). Then the disk is tilted about the 𝑦3 axis bringing it from 
frame 3 (orange) to frame 4 (blue). Finally, the spin angle of the disk about its axis of symmetry 𝑧4 brings 
it from frame 4 (blue) to frame 5 (green). This final fifth coordinate system is fixed on the disk. 
It is important to note the rationale for keeping the Euler angles 𝛽𝑋2 and 𝛽𝑌3 in the non-rotating 
frame, rather than the rotating frame. The important realization is that the nanotube beam shaft does 
not spin here. Unlike other rotating systems where the axle may be attached to the rotor and spin with 
it, here the axle is built into the substrate. The rotational bearing interface is between inner and outer 
shells of the nanotube away from the base, near the beam tip. Since the beam is fixed, the description 
of its bending reaction forces and moments should also be described in the fixed frame, to avoid having 
to work with time-varying elastic constants as the frame rotates. Therefore the Euler angles are also 
kept in the non-rotating frame.  
The inertia tensor of the disk, however, is more easily determined in the rotating frame fixed to the 
disk.  In the rotating frame, the inertia tensor is time-invariant. However, in order to keep the elastic 
constants for the beam time-invariant, the inertia tensor will end up being converted into the stationary 
frame as well, so that the entire equations of motion will be expressed in the inertial, non-rotating 
frame. 
Rotation matrices can be defined which transform coordinates given in one frame to another. These 
matrices will be denoted with subscripts, i.e. 𝐴34  transforms from frame 4 to frame 3 when multiplied 
on the left of a column vector. The forms of the rotation matrices are well known: 
 𝑅1𝑍 ≡ 𝐿 (7.1) 
 𝐴32 =  
 1 0 0
0 cos 𝛽𝑋 sin 𝛽𝑋 
0 −sin 𝛽𝑋 cos 𝛽𝑋 
  (7.2) 
 𝐴43 =  
cos 𝛽𝑌 0 − sin 𝛽𝑌 
0 1 0
sin 𝛽𝑌 0 cos 𝛽𝑌 
  (7.3) 
 𝐴54 =  
cos 𝜙 sin 𝜙 0
−sin 𝜙 cos 𝜙 0
0 0 1
  (7.4) 
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The overall transformation matrix from frame 2 to frame 5 is then, using 𝑐𝜙 to indicate cos⁡(𝜙), 
etc.: 
An additional complication arises from the fact that the center of mass of the disk is not necessarily 
collocated with the tip of the nanotube beam, which is also the center of coordinate systems 2, 3, 4, and 
5. While perfect alignment between these two would be ideal, it is impossible in practice. Therefore it is 
important to include such misalignment in the model, in order to compute the deflections that will be 
excited by it when the disk is rotating. The location of the center of mass is described by the vector 𝑎 5, 
expressed in the rotor-fixed frame (frame 5). In the inertial frame (frame 1), the location of the center of 
mass is denoted 
The accuracy with which the disk center of mass aligns to the beam tip is likely to depend most 
strongly on the capability of lateral alignment accuracy during the rotor patterning lithography step. 
Here it is assumed that the distance between the two points, i.e. the magnitude of 𝑎 5, will be kept under 
one micrometer. This is a conservative estimate for e-beam alignment capability. 
Having defined the coordinate systems, the notation can be simplified. Only the first and fifth 
frames will be of further interest, so instead of numeric subscripts, the frame in which quantities are 
referred will be denoted by the case of the subscript. Capital subscripts will indicate the fixed inertial 
frame (frame 1) while lower case will indicate the rotor-fixed frame (frame 5). The five degrees of 
freedom that define the state of the system are then 𝑅𝑋 , 𝑅𝑌, 𝛽𝑋 , 𝛽𝑌, and 𝜙. Euler angles 𝛽𝑋  and 𝛽𝑌  
describe both the beam bending at the tip and the corresponding disk angular displacement, and are 
taken to be small, in keeping with the beam model of the nanotube shaft.  
7.2 Lagrangian of the System 
A straightforward way to determine the equations of motion for an arbitrary system is Lagrange’s 
method. By taking the appropriate derivatives of the kinetic and potential energies in the system, the 
equations can be derived. The Lagrangian of the system is defined as the difference between the kinetic 
and potential energies. There are five sources of kinetic energy arising from the five degrees of freedom. 
The translation of the disk center of mass gives rise to the terms for linear kinetic energy: 
 
𝐴52 = 𝐴54𝐴43𝐴32 
=  
𝑐𝜙 𝑐𝛽𝑌 𝑠𝜙 𝑐𝛽𝑋 + 𝑐𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 𝑠𝜙 𝑠𝛽𝑋 − 𝑐𝜙 𝑠𝛽𝑌  𝑐𝛽𝑋
−𝑠𝜙 𝑐𝛽𝑌 𝑐𝜙 𝑐𝛽𝑋 − 𝑠𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 𝑐𝜙 𝑠𝛽𝑋 + 𝑠𝜙 𝑠𝛽𝑌 𝑐𝛽𝑋
𝑠𝛽𝑌 −𝑐𝛽𝑌  𝑠𝛽𝑋 𝑐𝛽𝑌  𝑐𝛽𝑋
  
(7.5) 
 𝑅 𝐶1 = 𝑅 1 + 𝑎 2 (7.6) 
 𝐾𝐸linear =
1
2
𝑚(𝑅 𝐶𝑋
2 + 𝑅 𝐶𝑌
2 + 𝑅 𝐶𝑍
2 ) (7.7) 
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The center of mass has two parts to its motion. First, the rotor-fixed coordinate frame is translating 
in the XY-plane, described by 𝑅 𝑋  and 𝑅 𝑌. However, since the center of mass of the disk is not at the 
origin of this frame, there are additional velocities due to the rotation of the frame: 
The z-component of the rotor misalignment is equal to half the thickness of the rotor, as the center 
of mass of the disk is at the z-midpoint of the disk, while the beam tip (and the center of the rotor-fixed 
coordinate system) is at the edge of the surface of the disk. The other two components of imbalance 
arise from misalignment of the rotor lithography. The second term in equation (7.8) then works out to 
be 
Applying the small angle assumption to the Euler angles 𝛽𝑋  and 𝛽𝑌  and neglecting second order 
terms in these small angles allows considerable simplification: 
Substituting this into equation (7.8) yields 
 
𝑅 𝐶1 = 𝑅 1 + 𝑎 2 
= 𝑅 1 + 𝐴25𝑎 5 
= 𝑅 1 + 𝐴52
𝑇 𝑎 5 
(7.8) 
  
𝑅𝐶𝑋
𝑅𝐶𝑌
𝑅𝐶𝑍
 =  
𝑅𝑋
𝑅𝑌
𝐿
 +  
𝑐𝜙 𝑐𝛽𝑌 −𝑠𝜙 𝑐𝛽𝑌 𝑠𝛽𝑌
𝑠𝜙 𝑐𝛽𝑋 + 𝑐𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 𝑐𝜙 𝑐𝛽𝑋 − 𝑠𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 −𝑐𝛽𝑌  𝑠𝛽𝑋
𝑠𝜙 𝑠𝛽𝑋 − 𝑐𝜙 𝑠𝛽𝑌  𝑐𝛽𝑋 𝑐𝜙 𝑠𝛽𝑋 + 𝑠𝜙 𝑠𝛽𝑌 𝑐𝛽𝑋 𝑐𝛽𝑌  𝑐𝛽𝑋
  
𝑎𝑥
𝑎𝑦
𝑎𝑧
  (7.9) 
 
𝑎 2 =  
𝑎𝑋
𝑎𝑌
𝑎𝑍
 =  
𝑐𝜙 𝑐𝛽𝑌 −𝑠𝜙 𝑐𝛽𝑌 𝑠𝛽𝑌
𝑠𝜙 𝑐𝛽𝑋 + 𝑐𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 𝑐𝜙 𝑐𝛽𝑋 − 𝑠𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 −𝑐𝛽𝑌  𝑠𝛽𝑋
𝑠𝜙 𝑠𝛽𝑋 − 𝑐𝜙 𝑠𝛽𝑌  𝑐𝛽𝑋 𝑐𝜙 𝑠𝛽𝑋 + 𝑠𝜙 𝑠𝛽𝑌 𝑐𝛽𝑋 𝑐𝛽𝑌  𝑐𝛽𝑋
  
𝑎𝑥
𝑎𝑦
𝑎𝑧
  
=  
𝑎𝑥𝑐𝜙 𝑐𝛽𝑌 − 𝑎𝑦𝑠𝜙 𝑐𝛽𝑌 + 𝑎𝑧𝑠𝛽𝑌
𝑎𝑥  𝑠𝜙 𝑐𝛽𝑋 + 𝑐𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 + 𝑎𝑦  𝑐𝜙 𝑐𝛽𝑋 − 𝑠𝜙 𝑠𝛽𝑌  𝑠𝛽𝑋 + 𝑎𝑧[−𝑐𝛽𝑌𝑠𝛽𝑋]
𝑎𝑥  𝑠𝜙 𝑠𝛽𝑋 − 𝑐𝜙 𝑠𝛽𝑌  𝑐𝛽𝑋 + 𝑎𝑦  𝑐𝜙 𝑠𝛽𝑋 + 𝑠𝜙 𝑠𝛽𝑌 𝑐𝛽𝑋 + 𝑎𝑧[𝑐𝛽𝑌𝑐𝛽𝑋]
  
(7.10) 
 𝑎 2 =  
𝑎𝑋
𝑎𝑌
𝑎𝑍
 ≈  
𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝑎𝑧𝛽𝑌
𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝑎𝑧𝛽𝑋
𝑎𝑥  𝑠𝜙 𝛽𝑋 − 𝑐𝜙 𝛽𝑌   + 𝑎𝑦  𝑐𝜙 𝛽𝑋 + 𝑠𝜙 𝛽𝑌  + 𝑎𝑧
  (7.11) 
  
𝑅𝐶𝑋
𝑅𝐶𝑌
𝑅𝐶𝑍
 =  
𝑅𝑋 + 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝑎𝑧𝛽𝑌
𝑅𝑌 + 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝑎𝑧𝛽𝑋
𝑅𝑍 + 𝑎𝑥  𝑠𝜙 𝛽𝑋 − 𝑐𝜙 𝛽𝑌   + 𝑎𝑦  𝑐𝜙 𝛽𝑋 + 𝑠𝜙 𝛽𝑌  + 𝑎𝑧
  (7.12) 
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Recall that this model only treats two linear degrees of freedom, x and y. The description of the z 
motion of the center of mass is not relevant, and is neglected. The velocities are then the temporal 
derivative of this position expressed in the fixed inertial frame: 
Substituting these into equation (7.7) for the linear kinetic energy of the rotor yields 
The rotation and tilting of the disk provide angular kinetic energy, which is more complex. The 
moments of inertia of the disk are represented by the inertia tensor, expressed in the rotor-fixed frame 
about the center of mass: 
For a perfect disk, with its axis of symmetry aligned with the z-axis, the inertia tensor is already in 
the principal axes, and therefore the products of inertia 𝐽𝑥𝑦 , 𝐽𝑥𝑧 , and 𝐽𝑦𝑧  would be zero. However, this 
model will take into account deflections excited by imbalances in the disk. For example, if the nanotube 
(which is the axle of the disk) is not aligned with the true axis of symmetry, or in other words if the disk 
lies in a plane at some small angle to the xy-plane, as might be the case for a nanotube that is not 
perfectly vertical after growth, these products would be non-zero. Therefore the products of inertia are 
not immediately neglected. However, the inertia tensor can be simplified significantly by actually 
computing the terms for a thin disk. The disk will be tilted by a small angle 𝛼𝑥  about the x-axis to 
account for the possible angular misalignment due to non-vertical nanotubes. (The disk is symmetric, so 
the same tilting around the y-axis, or any other axis in the xy-plane would be equivalent.) 
The inertia tensor of a thin disk, expressed in the principal axes, is well known: 
  
𝑅 𝐶𝑋
𝑅 𝐶𝑌
𝑅 𝐶𝑍
 =  
𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 𝜙 + 𝑎𝑧𝛽 𝑌
𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋
0
  (7.13) 
 
𝐾𝐸linear =
1
2
𝑚 𝑅 𝐶𝑋
2 + 𝑅 𝐶𝑌
2 + 𝑅 𝐶𝑍
2   
=
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
+
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 
= 𝐾𝐸linear, 𝑥 + 𝐾𝐸linear, 𝑦  
(7.14) 
 𝐽 =  
𝐽𝑥𝑥 𝐽𝑥𝑦 𝐽𝑥𝑧
𝐽𝑥𝑦 𝐽𝑦𝑦 𝐽𝑦𝑧
𝐽𝑥𝑧 𝐽𝑦𝑧 𝐽𝑧𝑧
  (7.15) 
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To find the inertia tensor in the rotor-fixed axes, given the rotation about the x-axis by 𝛼𝑥 , the 
rotation matrix for this angle is used: 
An alternative method of computing the inertia tensor is to compute each term individually from 
the integral that defines it. The moments and products of inertia are defined by the following integrals: 
 𝐽 principal =
𝑚𝑅2
4
 
1 0 0
0 1 0
0 0 2
  (7.16) 
 
𝐽 =  
1 0 0
0 𝑐𝛼𝑥 −𝑠𝛼𝑥
0 𝑠𝛼𝑥 𝑐𝛼𝑥
 𝐽 principal  
1 0 0
0 𝑐𝛼𝑥 −𝑠𝛼𝑥
0 𝑠𝛼𝑥 𝑐𝛼𝑥
 
T
=
𝑚𝑅2
4
 
1 0 0
0 𝑐𝛼𝑥 −𝑠𝛼𝑥
0 𝑠𝛼𝑥 𝑐𝛼𝑥
  
1 0 0
0 1 0
0 0 2
  
1 0 0
0 𝑐𝛼𝑥 𝑠𝛼𝑥
0 −𝑠𝛼𝑥 𝑐𝛼𝑥
 
=
𝑚𝑅2
4
 
1 0 0
0 𝑐𝛼𝑥 −𝑠𝛼𝑥
0 𝑠𝛼𝑥 𝑐𝛼𝑥
  
1 0 0
0 𝑐𝛼𝑥 𝑠𝛼𝑥
0 −2𝑠𝛼𝑥 2𝑐𝛼𝑥
 
=
𝑚𝑅2
4
 
1 0 0
0 𝑐2𝛼𝑥 + 2𝑠
2𝑎𝑥 −𝑐𝛼𝑥𝑠𝛼𝑥
0 −𝑐𝛼𝑥𝑠𝛼𝑥 𝑠
2𝛼𝑥 + 2𝑐
2𝛼𝑥
  
(7.17) 
 𝐽 =  
𝐽𝑥𝑥 𝐽𝑥𝑦 𝐽𝑥𝑧
𝐽𝑥𝑦 𝐽𝑦𝑦 𝐽𝑦𝑧
𝐽𝑥𝑧 𝐽𝑦𝑧 𝐽𝑧𝑧
 =
𝑚𝑅2
4
 
1 0 0
0  1 + 𝑠2 𝑎𝑥 −𝑐𝛼𝑥𝑠𝛼𝑥
0 −𝑐𝛼𝑥𝑠𝛼𝑥  1 + 𝑐
2 𝛼𝑥
  (7.18) 
 𝐽𝑥𝑥 =   𝑦
2 + 𝑧2 𝑑𝑚
disk
 (7.19) 
 𝐽𝑦𝑦 =   𝑥
2 + 𝑧2 𝑑𝑚
disk
 (7.20) 
 𝐽𝑧𝑧 =   𝑥
2 + 𝑦2 𝑑𝑚
disk
 (7.21) 
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The disk is considered thin, so a differential mass within the disk can be represented by 
Where 𝜌 is the density of the disk material, 𝑡 is the thickness of the disk, and 𝑑𝐴 is a differential area 
within the 2-dimensional disk. The whole disk area is expressed in polar coordinates  0 < 𝜃 < 2𝜋 and 
0 < 𝑟 < 𝑅  where 𝑅 is the outer disk  radius, making  
The Cartesian coordinates in the xyz-system for a point on the disk specified in rθ-coordiantes, 
remembering that the disk is tilted by 𝛼𝑋  about the x-axis, are 
Substituting these expressions into the definitions, the moments of inertia are found: 
 𝐽𝑥𝑦 = −   𝑥𝑦 𝑑𝑚
disk
 (7.22) 
 𝐽𝑥𝑧 = −   𝑥𝑧 𝑑𝑚
disk
 (7.23) 
 𝐽𝑦𝑧 = −  𝑦𝑧 𝑑𝑚
disk
 (7.24) 
 𝑑𝑚 = 𝜌𝑡𝑑𝐴 (7.25) 
 𝑑𝑚 = 𝜌𝑡𝑟𝑑𝑟𝑑𝜃 (7.26) 
 𝑥 = 𝑟 cos 𝜃 (7.27) 
 𝑦 = 𝑟 sin 𝜃 cos 𝛼𝑥  (7.28) 
 𝑧 = 𝑟 sin 𝜃 sin 𝛼𝑥  (7.29) 
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Since 𝛼𝑥  is small, the small angle assumption is appropriate. The two “diametral” moments of 
inertia 𝐽𝑥𝑥  and 𝐽𝑦𝑦 , that is, those taken with respect to the x- and y- axes (which are nominally 
diameters) are equal within the assumption, and given a single name: 
 The products of inertia are found from their definitions: 
 
𝐽𝑥𝑥 =   𝑦
2 + 𝑧2 𝑑𝑚
disk
= 𝑡      𝑟 sin 𝜃 cos 𝛼𝑥  
2 +  𝑟 sin 𝜃 sin 𝛼𝑥 
2 𝑟𝜌𝑑𝑟
𝑅
0
𝑑𝜃
2𝜋
0
= 𝑡𝜌   sin2 𝜃 𝑑𝜃
2𝜋
0
   𝑟3𝑑𝑟
𝑅
0
 = 𝑡𝜌 𝜋  
𝑅4
4
 =
𝜌𝑡𝜋𝑅4
4
=
𝑚𝑅2
4
 
(7.30) 
 
𝐽𝑦𝑦 =   𝑥
2 + 𝑧2 𝑑𝑚
disk
= t   [ 𝑟 cos 𝜃 2 +  𝑟 sin 𝜃 sin 𝛼𝑥 
2]𝑟𝜌𝑑𝑟
R
0
𝑑𝜃
2π
0
= 𝑡𝜌   cos2 θ + sin2 𝜃 sin2 𝛼𝑥 𝑑𝜃]
2𝜋
0
   𝑟3𝑑𝑟
𝑅
0
 
= 𝑡𝜌 𝜋 1 + sin2 𝛼𝑥   
𝑅4
4
 =
𝜌𝑡𝜋𝑅4
4
 1 + sin2 𝛼𝑥 
=
𝑚𝑅2
4
 1 + sin2 𝛼𝑥  
(7.31) 
 
𝐽𝑧𝑧 =   𝑥
2 + 𝑦2 𝑑𝑚
disk
= t   [ 𝑟 cos 𝜃 2 + (𝑟 sin 𝜃 cos 𝛼𝑥)]𝑟𝜌𝑑𝑟
R
0
𝑑𝜃
2π
0
= 𝑡𝜌   cos2 𝜃 + sin2 𝜃 cos2 𝛼𝑥 𝑑𝜃
2𝜋
0
   𝑟3𝑑𝑟
𝑅
0
 
= 𝑡𝜌 𝜋 1 + cos2 𝛼𝑥   
𝑅4
4
 =
𝜌𝑡𝜋𝑅4
4
 1 + cos2 𝛼𝑥 
=
𝑚𝑅2
4
 1 + cos2 𝛼𝑥  
(7.32) 
 𝐽𝑥𝑥 = 𝐽𝑦𝑦 = 𝐽 (7.33) 
 133 
 
Note that because the disk is misaligned by 𝛼𝑋  about the x-axis, the corresponding products of 
inertia 𝐽𝑥𝑦  and 𝐽𝑥𝑧  are zero. If the misalignment had been 𝛼𝑦  about the y-axis, then 𝐽𝑥𝑦  and 𝐽𝑦𝑧  would be 
zero. Therefore only the product 𝐽𝑥𝑦  can be safely neglected, and the product 𝐽𝑥𝑧  must be kept, for 
cases where the angular misalignment of the rotor disk is about an axis other than the x-axis. This results 
in a simplified inertia tensor: 
The angular kinetic energy of the disk can be written: 
where 𝜔   is the vector of angular velocities of the system, expressed also in the rotor-fixed frame. 
The angular velocity vector is the vector sum of the angular velocities described by the rate of change of 
the Euler angles. However, the Euler angles are not expressed in the rotor-fixed frame, so they must be 
rotated into that frame prior to addition: 
 
𝐽𝑥𝑦 = −  𝑥𝑦 𝑑𝑚
disk
= 𝑡    𝑟 cos 𝜃  𝑟 sin 𝜃 cos 𝛼𝑥 𝑟𝑑𝑟
𝑅
0
𝑑𝜃
2𝜋
0
= −𝑡𝜌   cos 𝜃 sin 𝜃 cos 𝛼𝑥 𝑑𝜃
2𝜋
0
   𝑟3𝑑𝑟
𝑅
0
 = 0 
(7.34) 
 
𝐽𝑥𝑧 = −  𝑥𝑧 𝑑𝑚
disk
= −𝑡    𝑟 cos 𝜃  𝑟 sin 𝜃 sin 𝛼𝑥 𝑟𝑑𝑟
𝑅
0
𝑑𝜃
2𝜋
0
= −𝑡𝜌   cos 𝜃 sin 𝜃 sin 𝛼𝑥 𝑑𝜃
2𝜋
0
   𝑟3𝑑𝑟
𝑅
0
 = 0 
(7.35) 
 
𝐽𝑦𝑧 = −  𝑦𝑧 𝑑𝑚
disk
= −𝑡    𝑟 sin 𝜃 cos 𝛼𝑥  𝑟 sin 𝜃 sin 𝛼𝑥 𝑟𝑑𝑟
𝑅
0
𝑑𝜃
2𝜋
0
= −𝑡𝜌   sin2 𝜃 sin 𝛼𝑥 cos
2 𝛼𝑥 𝑑𝜃
2𝜋
0
   𝑟3𝑑𝑟
𝑅
0
 
= −𝑡𝜌 𝜋 sin 𝛼𝑥 cos𝛼𝑥  
𝑅4
4
 = −
𝜌𝑡𝜋𝑅4
4
sin 𝛼𝑥 cos𝛼𝑥
= −
𝑚𝑅2
4
 1 + cos2 𝛼𝑥  
(7.36) 
 𝐽 =  
𝐽𝑥𝑥 0 𝐽𝑥𝑧
0 𝐽𝑦𝑦 𝐽𝑦𝑧
𝐽𝑥𝑧 𝐽𝑦𝑧 𝐽𝑧𝑧
  (7.37) 
 𝐾𝐸angular =
1
2
𝜔  𝑇𝐽 𝜔   (7.38) 
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However, any angular velocity remains unchanged when it is rotated about an axis containing the 
vector. For that reason, the last rotation matrix in each term drops out. (Alternatively, note that these 
matrices as quoted in equations (7.2),  (7.3), and (7.4) do not change the vectors in the terms above 
when multiplied by them.) The result is: 
Rather than substituting these directly into equation (7.38), it is first useful to expand (7.38) and 
assign names to the terms. This will allow each term to be treated individually, alleviating confusion: 
Substituting the values of the angular velocity components from equation (7.40) gives each term in 
the angular kinetic energy in terms of the degrees of freedom: 
 𝜔  = 𝐴54  
0
0
𝜙 
 + 𝐴54𝐴43  
0
𝛽 𝑌
0
 + 𝐴54𝐴43𝐴32  
𝛽 𝑋
0
0
  (7.39) 
 
𝜔  =  
0
0
𝜙 
 + 𝐴54  
0
𝛽 𝑌
0
 + 𝐴54𝐴43  
𝛽 𝑋
0
0
  
=  
0
0
𝜙 
 +  
𝑐𝜙 𝑠𝜙 0
−𝑠𝜙 𝑐𝜙 0
0 0 1
  
0
𝛽 𝑌
0
 +  
𝑐𝜙 𝑠𝜙 0
−𝑠𝜙 𝑐𝜙 0
0 0 1
  
𝑐𝛽𝑌 0 −𝑠𝛽𝑌
0 1 0
𝑠𝛽𝑌 0 𝑐𝛽𝑌
  
𝛽 𝑋
0
0
  
=  
0
0
𝜙 
 +  
𝛽 𝑌𝑠𝜙
𝛽 𝑌𝑐𝜙
0
 +  
𝛽 𝑋𝑐𝛽𝑌𝑐𝜙
−𝛽 𝑋𝑐𝛽𝑌𝑠𝜙
𝛽 𝑋𝑠𝛽𝑦
  
=  
𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙
𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙
𝜙 + 𝛽 𝑋𝑠𝛽𝑦
 =  
𝜔𝑥
𝜔𝑦
𝜔𝑧
  
(7.40) 
 
𝐾𝐸angular =
1
2
𝜔  𝑇𝐽 𝜔   
=
1
2
 𝜔𝑥 𝜔𝑦 𝜔𝑧 
 
𝐽𝑥𝑥 0 𝐽𝑥𝑧
0 𝐽𝑦𝑦 𝐽𝑦𝑧
𝐽𝑥𝑧 𝐽𝑦𝑧 𝐽𝑧𝑧
  
𝜔𝑥
𝜔𝑦
𝜔𝑧
  
=
1
2
𝐽𝑥𝑥 𝜔𝑥
2 +
1
2
𝐽𝑦𝑦 𝜔𝑦
2 +
1
2
𝐽𝑧𝑧𝜔𝑧
2 + 0 + 𝐽𝑥𝑧𝜔𝑥𝜔𝑧 + 𝐽𝑦𝑧 𝜔𝑦𝜔𝑧  
= 𝐾𝐸ang, 𝑥𝑥 + 𝐾𝐸ang, 𝑦𝑦 + 𝐾𝐸ang, 𝑧𝑧 + 𝐾𝐸ang,  𝑥𝑦 + 𝐾𝐸ang, 𝑥𝑧 + 𝐾𝐸ang, 𝑦𝑧  
(7.41) 
 𝐾𝐸ang, 𝑥𝑥 =
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
 (7.42) 
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Having computed all the kinetic energy terms in the Lagrangian, the potential energy terms must 
now be computed. Gravity is ignored, since the mass of the structure is small. The only source of 
potential energy is then the elastic energy stored in the cantilever beam axle. To compute the elastic 
bending energy, the deflections of the beam must be known as a function of the degrees of freedom of 
the system. The solution to the beam equation (6.3) is repeated here: 
The boundary conditions at the root are the same as before, since the root remains fixed: 
However, for determining the elastic bending energy, the boundary conditions at the “free” end are 
different than those typically used for a loaded cantilever. The end is not free, but taken to be 
constrained at some known position and rotation. This allows the energy for any given displacement 
state to be computed. Hence instead of conditions on the moment and shear at the free end, we have 
conditions on the displacement and angle: 
 𝐾𝐸ang, 𝑦𝑦 =
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
 (7.43) 
 𝐾𝐸ang, 𝑧𝑧 =
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
 (7.44) 
 𝐾𝐸ang,  𝑥𝑦 = 0 (7.45) 
 𝐾𝐸ang, 𝑥𝑧 = 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑦  (7.46) 
 𝐾𝐸ang, 𝑦𝑧 = 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑦  (7.47) 
 𝑢 𝑧 = 𝐴𝑧
3 + 𝐵𝑧2 + 𝐶𝑧 + 𝐷 (7.48) 
 𝑣 𝑧 = 𝐸𝑧
3 + 𝐹𝑧2 + 𝐺𝑧 + 𝐻 (7.49) 
 𝑢 0 = 𝑣 0 =
𝑑𝑢
𝑑𝑧
 0 =
𝑑𝑣
𝑑𝑧
 0 = 0 (7.50) 
 𝑢 𝐿 = 𝑅𝑋  (7.51) 
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 The fixed end boundary conditions require that constants 𝐶, 𝐷, 𝐺, and 𝐻 are zero. Constants 𝐴 
and 𝐵 are determined from boundary conditions (7.51) and (7.52): 
  Similarly, applying boundary conditions (7.53) and (7.54) to the y-deflections 𝑣(𝑧) gives: 
 The elastic energy in a system (in this case the bent beam) can be found from  
 𝑣 𝐿 = 𝑅𝑌  (7.52) 
 
𝑑𝑢
𝑑𝑧
 𝐿 = 𝛽𝑌  (7.53) 
 
𝑑𝑣
𝑑𝑧
 𝐿 = −𝛽𝑋  (7.54) 
 𝑅𝑋 = 𝐴𝐿
3 + 𝐵𝐿2 (7.55) 
 𝐵 =
𝑅𝑋
𝐿2
− 𝐴𝐿 (7.56) 
 𝛽𝑌 = 3𝐴𝐿
2 + 2𝐵𝐿 = 3𝐴𝐿2 +
2𝑅𝑋
𝐿
− 2𝐴𝐿2 (7.57) 
 𝐴 =
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
 (7.58) 
 𝐵 =
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
 (7.59) 
 𝑢 𝑧 =  
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
 𝑧3 +  
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
 𝑧2 (7.60) 
 𝑣 𝑧 =  −
𝛽𝑋
𝐿2
−
2𝑅𝑌
𝐿3
 𝑧3 +  
3𝑅𝑌
𝐿2
+
𝛽𝑋
𝐿
 𝑧2 (7.61) 
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For Euler simple beam theory, the only components of stress or strain that are considered are along the 
beam axis: 
The stresses and strains arising from bending in the x-z plane are 
and 
Substituting these into (7.62) results in: 
and recognizing the definition of the second moment of area: 
yields 
The square of the partial derivative is evaluated: 
 𝑃𝐸elastic =
1
2
 𝜀 𝜍 𝑑𝑉
𝑉
 (7.62) 
 𝑃𝐸elastic =
1
2
 𝜀𝑧𝑧𝜍𝑧𝑧𝑑𝑉
𝑉
 (7.63) 
 𝜀𝑧𝑧 = −𝑥
𝑑2𝑢
𝑑𝑧2
 (7.64) 
 𝜍𝑧𝑧 = 𝜀𝑧𝑧𝐸 (7.65) 
 
𝑃𝐸elastic, x  =
1
2
𝐸  𝑥2  
𝑑2𝑢
𝑑𝑧2
 
2
𝑑𝑉
𝑉
 
=
1
2
𝐸  
𝑑2𝑢
𝑑𝑧2
 𝑥2
𝐴
𝑑𝐴
𝐿
0
𝑑𝑧 
(7.66) 
 𝐼𝑦𝑦 =  𝑥
2𝑑𝐴
𝐴
 (7.67) 
 𝑃𝐸elastic, x =
1
2
𝐸𝐼𝑦𝑦   
𝑑2𝑢
𝑑𝑧2
 
2
𝑑𝑧
𝐿
0
 (7.68) 
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Integrating over the tube length gives: 
which means the elastic energy is 
Similarly for bending in the y-z plane: 
Since the tube is axisymmetric, the second moment of area is the same for the two directions in the 
cross sectional plane,, hence 𝐼𝑦𝑦 = 𝐼𝑧𝑧 = 𝐼. 
Now all the terms in the Lagrangian for the system have been computed. The Lagrangian is defined as 
the difference between kinetic energy and potential energy, which when written out is: 
 
 
𝑑2𝑢
𝑑𝑧2
 
2
=  6  
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
 𝑧 + 2  
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
  
2
 
= 36  
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
 
2
𝑧2 + 24  
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
  
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
 𝑧 + 4  
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
 
2
 
(7.69) 
 
  
𝑑2𝑢
𝑑𝑧2
 
2
𝑑𝑧
𝐿
0
= 12  
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
 
2
𝐿3 + 12  
𝛽𝑌
𝐿2
−
2𝑅𝑋
𝐿3
  
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
 𝐿2
+ 4  
3𝑅𝑋
𝐿2
−
𝛽𝑌
𝐿
 
2
 𝐿 
=
12𝛽𝑌
2
𝐿
−
48𝑅𝑋𝛽𝑌
𝐿2
+
48𝑅𝑋
2
𝐿3
+
36𝛽𝑌𝑅𝑋
𝐿2
−
72𝑅𝑋
2
𝐿3
−
12𝛽𝑌
2
𝐿
+
24𝑅𝑋𝛽𝑌
𝐿2
+
36𝑅𝑋
2
𝐿3
−
24𝑅𝑋𝛽𝑌
𝐿2
+
4𝛽𝑌
2
𝐿
 
=
4𝛽𝑌
2
𝐿
−
12𝑅𝑋𝛽𝑌
𝐿2
+
12𝑅𝑋
2
𝐿3
 
(7.70) 
 
𝑃𝐸elastic, x =
1
2
𝐸𝐼𝑦𝑦   
𝑑2𝑢
𝑑𝑧2
 
2
𝑑𝑧
𝐿
0
 
= 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  
(7.71) 
 𝑃𝐸elastic, y = 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  (7.72) 
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7.3 Equations of Motion 
The equations of motion can be derived directly from the Lagrangian by way of Lagrange’s equation: 
For the Stodola rotor, the generalized coordinates 𝑞𝑗  are the translational and angular 
displacements 𝑅𝑋 , 𝑅𝑌, 𝛽𝑋 , 𝛽𝑌, and 𝜙. The system of five equations of motion is: 
Recall the Lagrangian for the Stodola rotor system: 
 
ℒ = 𝐾𝐸linear + 𝐾𝐸angular − 𝑃𝐸elastic
= 𝐾𝐸linear, 𝑋 + 𝐾𝐸linear, 𝑌 + 𝐾𝐸ang, 𝑥𝑥 + 𝐾𝐸ang, 𝑦𝑦 + 𝐾𝐸ang, 𝑧𝑧
+ 𝐾𝐸ang,  𝑥𝑦 + 𝐾𝐸ang, 𝑥𝑧 + 𝐾𝐸ang, 𝑦𝑧 − 𝑃𝐸elastic, x − 𝑃𝐸elastic, y 
(7.73) 
 
ℒ =
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙  
2
+
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙  
2
+
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
+
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
+
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
+ 0 + 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
+ 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
− 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
 − 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  
(7.74) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝑞 𝑗
 =
𝜕ℒ
𝜕𝑞𝑗
 (7.75) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝑅 𝑋
 =
𝜕ℒ
𝜕𝑅𝑋
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝑅 𝑌
 =
𝜕ℒ
𝜕𝑅𝑌
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝛽 𝑋
 =
𝜕ℒ
𝜕𝛽𝑋
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝛽 𝑌
 =
𝜕ℒ
𝜕𝛽𝑌
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝜙 
 =
𝜕ℒ
𝜕𝜙
  (7.76) 
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It is helpful to consider each term separately for each of the five equations of motion, evaluating the 
derivatives and then combining terms.  
7.3.1 Linear X Motion 
The equation for linear motion in the x-direction is found from the Lagrangian as: 
The derivatives for each term in the Lagrangian are evaluated. First the linear kinetic energy in the x-
direction, from equation (7.14): 
The other derivative from equation (7.78) is  
The derivatives of the other linear kinetic energy term, also from equation (7.14), vanish, because 
the terms do not contain any dependence on 𝑅𝑋  and 𝑅 𝑋 : 
 
ℒ = 𝐾𝐸linear, 𝑋 + 𝐾𝐸linear, 𝑌 + 𝐾𝐸ang, 𝑥𝑥 + 𝐾𝐸ang, 𝑦𝑦 + 𝐾𝐸ang, 𝑧𝑧 + 𝐾𝐸ang,  𝑥𝑦
+ 𝐾𝐸ang, 𝑥𝑧 + 𝐾𝐸ang, 𝑦𝑧 − 𝑃𝐸elastic, 𝑥 − 𝑃𝐸elastic, 𝑦  
(7.77) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝑅 𝑋
 =
𝜕ℒ
𝜕𝑅𝑋
 (7.78) 
 
𝑑
𝑑𝑡
 
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝑅 𝑋
 =
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝑅𝑋
 (7.79) 
 
𝜕
𝜕𝑅 𝑋
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝑅 𝑋
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
  
= 𝑚𝑅 𝑋 − 𝑚 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑚𝑎𝑧𝛽 𝑌 
(7.80) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑋
 𝐾𝐸linear, 𝑥 =
d
dt
 𝑚𝑅 𝑋 − 𝑚 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
= 𝑚 𝑅 𝑋 − 𝑎𝑥𝑐𝜙𝜙 
2 + 𝑎𝑦𝑠𝜙𝜙 
2 − 𝑎𝑥𝑠𝜙𝜙 − 𝑎𝑦𝑐𝜙𝜙 + 𝑎𝑧𝛽𝑌   
(7.81) 
 
𝜕
𝜕𝑅𝑋
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝑅𝑋
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 = 0 (7.82) 
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The angular kinetic energy terms, given in equations (7.42) through (7.47), do not contribute to the 
equation of linear x-motion, because 𝑅𝑋  and 𝑅 𝑋  do not appear in them, so all the derivatives are zero. 
Finally, the elastic energy terms, from equations (7.71) and (7.72) are evaluated: 
Having evaluated the appropriate derivatives of all the terms in the Lagrangian, they can be 
substituted back into equation (7.79), giving the equation of x-motion for the system: 
 
𝜕
𝜕𝑅 𝑋
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝑅 𝑋
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 = 0 (7.83) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑋
 𝐾𝐸linear, 𝑦 = 0 (7.84) 
 
𝜕
𝜕𝑅𝑋
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝑅𝑋
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 = 0 (7.85) 
 
𝜕
𝜕𝑅 𝑋
 𝑃𝐸elastic, x =
𝜕
𝜕𝑅 𝑋
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 0 (7.86) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑋
 𝑃𝐸elastic, 𝑥 = 0 (7.87) 
 
𝜕
𝜕𝑅𝑋
 𝑃𝐸elastic, x =
𝜕
𝜕𝑅𝑋
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
   
= 𝐸𝐼𝑦𝑦  −
6𝛽𝑌
𝐿2
+
12𝑅𝑋
𝐿3
  
(7.88) 
 
𝜕
𝜕𝑅 𝑋
 𝑃𝐸elastic, y =
𝜕
𝜕𝑅 𝑋
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 0 (7.89) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑋
 𝑃𝐸elastic, 𝑦 = 0 (7.90) 
 
𝜕
𝜕𝑅𝑋
 𝑃𝐸elastic, y =
𝜕
𝜕𝑅𝑋
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 0 (7.91) 
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7.3.2 Linear Y Motion 
The equation for linear motion in the y-direction is found from the Lagrangian as: 
The derivatives for each term in the Lagrangian are evaluated. Here, the linear kinetic energy in the 
x-direction yields all zero derivatives: 
The derivatives of the y-direction linear kinetic energy, from equation (7.14), are 
 
𝑚𝑅 𝑋 − 𝑚𝑎𝑥𝑐𝜙𝜙 
2 + 𝑚𝑎𝑦𝑠𝜙𝜙 
2 − 𝑚𝑎𝑥𝑠𝜙𝜙 − 𝑚𝑎𝑦𝑠𝜙𝜙 + 𝑚𝑎𝑧𝛽 𝑌
= −𝐸𝐼𝑦𝑦  −
6𝛽𝑌
𝐿2
+
12𝑅𝑋
𝐿3
  
(7.92) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝑅 𝑌
 =
𝜕ℒ
𝜕𝑅𝑌
 (7.93) 
 
𝑑
𝑑𝑡
 
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝑅 𝑌
 =
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝑅𝑌
 (7.94) 
 
𝜕
𝜕𝑅 𝑌
 𝐾𝐸linear, 𝑋 =
𝜕
𝜕𝑅 𝑌
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽  𝑌 
2
 = 0 (7.95) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑌
 𝐾𝐸linear, 𝑥 = 0 (7.96) 
 
𝜕
𝜕𝑅𝑌
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝑅𝑌
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 = 0 (7.97) 
 
𝜕
𝜕𝑅 𝑌
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝑅 𝑌
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
  
= 𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋  
(7.98) 
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The other derivative from equation (7.93) is  
The angular kinetic energy terms, given in equations (7.42) through (7.47), do not contribute to the 
equations of linear y-motion, because 𝑅𝑌  and 𝑅 𝑌  do not appear in them, so all the derivatives are zero. 
Finally the elastic energy terms, from equations (7.71) and (7.72) are evaluated: 
Having evaluated the appropriate derivatives of all the terms in the Lagrangian, they can be 
substituted back into (7.93), giving the equation of linear y-motion for the system.  
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑌
 𝐾𝐸linear, 𝑦 = 𝑚
𝑑
𝑑𝑡
 𝑅 𝑌 + 𝑚 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
= 𝑚 𝑅 𝑌 − 𝑎𝑥𝑠𝜙𝜙 
2 − 𝑎𝑦𝑐𝜙𝜙 
2 + 𝑎𝑥𝑐𝜙𝜙 − 𝑎𝑦𝑠𝜙𝜙 − 𝑎𝑍𝛽 𝑋  
(7.99) 
 
𝜕
𝜕𝑅𝑌
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝑅𝑌
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑍𝛽 𝑋 
2
 = 0 (7.100) 
 
𝜕
𝜕𝑅 𝑌
 𝑃𝐸elastic, 𝑥 =
𝜕
𝜕𝑅 𝑌
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 0 (7.101) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑌
 𝑃𝐸elastic, 𝑥 = 0 (7.102) 
 
𝜕
𝜕𝑅𝑌
 𝑃𝐸elastic, x =
𝜕
𝜕𝑅𝑌
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 0 (7.103) 
 
𝜕
𝜕𝑅 𝑌
 𝑃𝐸elastic, y =
𝜕
𝜕𝑅 𝑌
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 0 (7.104) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝑅 𝑌
 𝑃𝐸elastic, 𝑦 = 0 (7.105) 
 
𝜕
𝜕𝑅𝑌
 𝑃𝐸elastic, 𝑦 =
𝜕
𝜕𝑅𝑌
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
   
= 𝐸𝐼𝑥𝑥  
6𝛽𝑋
𝐿2
+
12𝑅𝑌
𝐿3
  
(7.106) 
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7.3.3 Angular X Motion 
For angular motion about the x-axis, the governing equation is found from the Lagrangian as: 
The derivatives of each term in the Lagrangian are taken one at a time. The derivatives of the linear 
kinetic energy terms, given in (7.14), are as follows. 
 
𝑚𝑅 𝑌 − 𝑚𝑎𝑥𝑠𝜙𝜙 
2 − 𝑚𝑎𝑦𝑐𝜙𝜙 
2 + 𝑚𝑎𝑥𝑐𝜙𝜙 − 𝑚𝑎𝑦𝑠𝜙𝜙 − 𝑚𝑎𝑧𝛽 𝑋
= −𝐸𝐼𝑥𝑥  
6𝛽𝑋
𝐿2
+
12𝑅𝑌
𝐿3
  
(7.107) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝛽 𝑋
 =
𝜕ℒ
𝜕𝛽 𝑋
 (7.108) 
 
𝑑
𝑑𝑡
 
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝛽 𝑋
 =
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝛽 𝑋
 (7.109) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝛽 𝑋
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 = 0 (7.110) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸linear, 𝑥 = 0 (7.111) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝛽𝑋
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 = 0 (7.112) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝛽 𝑋
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 
= −𝑚𝑎𝑧 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋  
(7.113) 
 
d
dt
𝜕
𝜕𝛽 𝑋
 𝐾𝐸linear, 𝑦 = −𝑚𝑎𝑧
d
dt
 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
= −𝑚𝑎𝑧 𝑅 𝑌 +  −𝑎𝑥𝑠𝜙 − 𝑎𝑦𝑐𝜙 𝜙 
2 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋  
(7.114) 
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The derivatives of each term in the angular kinetic energy terms are found one at a time: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term vanishes: 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸linear, 𝑌 =
𝜕
𝜕𝛽𝑋
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 = 0 (7.115) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑥𝑥  =
𝜕
𝜕𝛽 𝑋
 
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
  
= 𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝑐𝛽𝑌𝑐𝜙  
= 𝐽𝑥𝑥  𝛽 𝑌  𝑐𝛽𝑌𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐
2𝛽𝑌𝑐
2𝜙  
(7.116) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑥𝑥  = 𝐽𝑥𝑥
𝑑
𝑑𝑡
 𝛽 𝑌  𝑐𝛽𝑌𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐
2𝛽𝑌𝑐
2𝜙  
= 𝐽𝑥𝑥  𝛽 𝑌  𝑐𝛽𝑌𝑠𝜙𝑐𝜙 − 𝛽 𝑌
2 𝑠𝛽𝑌𝑠𝜙𝑐𝜙 + 𝛽 𝑌𝜙  𝑐𝛽𝑌𝑐
2𝜙
− 𝛽 𝑌𝜙  𝑐𝛽𝑌𝑠
2𝜙 + 𝛽 𝑋𝑐
2𝛽𝑌𝑐
2𝜙 − 2𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑠𝛽𝑌𝑐
2𝜙
− 2𝛽 𝑋𝜙 𝑐
2𝛽𝑌𝑐𝜙𝑠𝜙  
(7.117) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑥𝑥  
= 𝐽𝑥𝑥  𝛽 𝑌  𝑠𝜙𝑐𝜙 − 𝛽 𝑌
2 𝛽𝑌𝑠𝜙𝑐𝜙 + 𝛽 𝑌𝜙  𝑐
2𝜙 − 𝛽 𝑌𝜙  𝑠
2𝜙 + 𝛽 𝑋𝑐
2𝜙
− 2𝛽 𝑋𝛽 𝑌𝛽𝑌𝑐
2𝜙 − 2𝛽 𝑋𝜙 𝑐𝜙𝑠𝜙  
(7.118) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑥𝑥  
= 𝐽𝑥𝑥  𝛽 𝑌  𝑠𝜙𝑐𝜙 + 𝛽 𝑌𝜙  𝑐
2𝜙 − 𝛽 𝑌𝜙  𝑠
2𝜙 + 𝛽 𝑋𝑐
2𝜙 − 2𝛽 𝑋𝜙 𝑐𝜙𝑠𝜙  
(7.119) 
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The derivatives of the next angular kinetic energy term are found in the same way: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term vanishes: 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑥𝑥  =
𝜕
𝜕𝛽𝑋
 
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
 = 0 (7.120) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑦  =
𝜕
𝜕𝛽 𝑋
 
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
  
= −𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 𝑐𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑦  −𝛽 𝑌𝑐𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝑐
2𝛽𝑌𝑠
2𝜙  
(7.121) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑦  = 𝐽𝑦𝑦
𝑑
𝑑𝑡
 −𝛽 𝑌𝑐𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝑐
2𝛽𝑌𝑠
2𝜙  
= 𝐽𝑦𝑦  −𝛽 𝑌𝑐𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌
2𝑠𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌𝜙 𝑐𝛽𝑌𝑠
2𝜙
− 𝛽 𝑌𝜙 𝑐𝛽𝑌𝑐
2𝜙 + 𝛽 𝑋𝑐
2𝛽𝑌𝑠
2𝜙 − 2𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑠𝛽𝑌𝑠
2𝜙
+ 2𝛽 𝑋𝜙 𝑐
2𝛽𝑌𝑠𝜙𝑐𝜙  
(7.122) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑦  
= 𝐽𝑦𝑦  −𝛽 𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌
2𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌𝜙 𝑠
2𝜙 − 𝛽 𝑌𝜙 𝑐
2𝜙 + 𝛽 𝑋𝑠
2𝜙
− 2𝛽 𝑋𝛽 𝑌𝛽𝑌𝑠
2𝜙 + 2𝛽 𝑋𝜙 𝑠𝜙𝑐𝜙  
(7.123) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑦  
= 𝐽𝑦𝑦  −𝛽 𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌𝜙 𝑠
2𝜙 − 𝛽 𝑌𝜙 𝑐
2𝜙 + 𝛽 𝑋𝑠
2𝜙 + 2𝛽 𝑋𝜙 𝑠𝜙𝑐𝜙  
(7.124) 
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The derivatives of the next angular kinetic energy term are found in the same way: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term vanishes: 
The next term, the xy-angular-kinetic-energy term, has no contribution to the Lagrangian. Recall that 
the product of inertia 𝐽𝑥𝑦  is negligible for this thin disk system. Therefore, since the xy-angular-kinetic-
energy term would contain this product of inertia, it and all of its derivatives are zero: 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑦𝑦  =
𝜕
𝜕𝛽𝑋
 
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
 = 0 (7.125) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑧𝑧 =
𝜕
𝜕𝛽 𝑋
 
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
  
= 𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑌 𝑠𝛽𝑦  
= 𝐽𝑧𝑧 𝜙 𝑠𝛽𝑌 + 𝛽 𝑋𝑠
2𝛽𝑌  
(7.126) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧
𝑑
𝑑𝑡
 𝜙 𝑠𝛽𝑌 + 𝛽 𝑋𝑠
2𝛽𝑌  
= 𝐽𝑧𝑧 𝜙 𝑠𝛽𝑌 + 𝜙 𝛽 𝑌𝑐𝛽𝑌 + 𝛽 𝑋𝑠
2𝛽𝑌 + 2𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌  
(7.127) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧 𝜙 𝛽𝑌 + 𝜙 𝛽 𝑌 + 𝛽 𝑋𝛽𝑌
2 + 2𝛽 𝑋𝛽 𝑌  (7.128) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧 𝜙 𝛽 𝑌  (7.129) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑧𝑧 =
𝜕
𝜕𝛽𝑋
 
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
 = 0 (7.130) 
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The derivatives of the next angular kinetic energy term are found in the same way: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑦  =
𝜕
𝜕𝛽 𝑋
0 = 0 (7.131) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑦  = 0 (7.132) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang,  𝑥𝑦  =
𝜕
𝜕𝛽𝑋
 0 = 0 (7.133) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑥𝑧 =
𝜕
𝜕𝛽 𝑋
 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑥𝑧
𝜕
𝜕𝛽 𝑋
 𝛽 𝑌𝜙 𝑠𝜙 + 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧  𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 2𝛽 𝑋𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙  
(7.134) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧
𝑑
𝑑𝑡
 𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 2𝛽 𝑋𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧  𝜙 𝑐𝛽𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝛽𝑌𝑐𝜙 − 𝜙 
2𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑌
2𝑐𝛽𝑌𝑠𝜙
+ 𝛽 𝑌𝜙 𝑠𝛽𝑌𝑐𝜙 + 2𝛽 𝑋𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 − 2𝛽 𝑋𝛽 𝑌𝑠
2𝛽𝑌𝑐𝜙 + 2𝛽 𝑋𝛽 𝑌𝑐
2𝛽𝑌𝑐𝜙
− 2𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙  
(7.135) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑧 
= 𝐽𝑥𝑧  𝜙 𝑐𝜙 − 𝛽 𝑌𝜙 𝛽𝑌𝑐𝜙 − 𝜙 
2𝑠𝜙 + 𝛽 𝑌𝛽𝑌𝑠𝜙 + 𝛽 𝑌
2𝑠𝜙 + 𝛽 𝑌𝜙 𝛽𝑌𝑐𝜙
+ 2𝛽 𝑋𝛽𝑌𝑐𝜙 − 2𝛽 𝑋𝛽 𝑌𝛽𝑌
2𝑐𝜙 + 2𝛽 𝑋𝛽 𝑌𝑐𝜙 − 2𝛽 𝑋𝜙 𝛽𝑌𝑠𝜙  
(7.136) 
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The other derivative of this term vanishes: 
The derivatives of the next angular kinetic energy term are found in the same way: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙  (7.137) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang,  𝑥𝑧 =
𝜕
𝜕𝛽𝑋
 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  = 0 (7.138) 
 
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑧  =
𝜕
𝜕𝛽 𝑋
 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑦𝑧
𝜕
𝜕𝛽 𝑋
 𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑦𝑐𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧  −𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑌𝑠𝛽𝑌𝑐𝜙 − 2𝛽 𝑋𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙  
(7.139) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧
𝑑
𝑑𝑡
 𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑌𝑠𝛽𝑌𝑐𝜙 − 2𝛽 𝑋𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧 [−𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑌𝜙 𝑠𝛽𝑌𝑠𝜙 − 𝜙 
2𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑌𝑠𝛽𝑌𝑐𝜙
+ 𝛽 𝑌
2𝑐𝛽𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝛽𝑌𝑠𝜙 − 2𝛽 𝑋𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 − 2𝛽 𝑋𝛽 𝑌𝑐
2𝛽𝑌𝑠𝜙
+ 2𝛽 𝑋𝛽 𝑌𝑠
2𝛽𝑌𝑠𝜙 − 2𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙] 
(7.140) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑧  
= 𝐽𝑦𝑧 [−𝜙 𝑠𝜙 + 𝛽 𝑌𝜙 𝛽𝑌𝑠𝜙 − 𝜙 
2𝑐𝜙 + 𝛽 𝑌𝛽𝑌𝑐𝜙 + 𝛽 𝑌
2𝑐𝜙 − 𝛽 𝑌𝜙 𝛽𝑌𝑠𝜙
− 2𝛽 𝑋𝛽𝑌𝑠𝜙 − 2𝛽 𝑋𝛽 𝑌𝑠𝜙 + 2𝛽 𝑋𝛽 𝑌𝛽𝑌
2𝑠𝜙 − 2𝛽 𝑋𝜙 𝛽𝑌𝑐𝜙] 
(7.141) 
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The other derivative of this term vanishes: 
Combining the derivatives from (7.120), (7.125), (7.130), (7.133), (7.138), and (7.143) yields: 
Recalling equation (7.33) allows the cancelation of several terms: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧 [−𝜙 𝑠𝜙 − 𝜙 
2𝑐𝜙] (7.142) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑦𝑧  =
𝜕
𝜕𝛽𝑋
 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  = 0 (7.143) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸angular 
=
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑥𝑥 +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑦  +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑧𝑧 
+
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑦  +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang,  𝑥𝑧 +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸ang, 𝑦𝑧   
(7.144) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸angular 
= 𝐽𝑥𝑥  𝛽 𝑌  𝑠𝜙𝑐𝜙 + 𝛽 𝑌𝜙  𝑐
2𝜙 − 𝛽 𝑌𝜙  𝑠
2𝜙 + 𝛽 𝑋𝑐
2𝜙 − 2𝛽 𝑋𝜙 𝑐𝜙𝑠𝜙 
+ 𝐽𝑦𝑦  −𝛽 𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌𝜙 𝑠
2𝜙 − 𝛽 𝑌𝜙 𝑐
2𝜙 + 𝛽 𝑋𝑠
2𝜙 + 2𝛽 𝑋𝜙 𝑠𝜙𝑐𝜙 
+ 𝐽𝑧𝑧 𝜙 𝛽 𝑌 + 𝐽𝑥𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙 + 0 + 𝐽𝑦𝑧 [−𝜙 𝑠𝜙 − 𝜙 
2𝑐𝜙] 
(7.145) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸angular 
= 𝐽 𝛽 𝑌  𝑠𝜙𝑐𝜙 + 𝛽 𝑌𝜙  𝑐
2𝜙 − 𝛽 𝑌𝜙  𝑠
2𝜙 + 𝛽 𝑋𝑐
2𝜙 − 2𝛽 𝑋𝜙 𝑐𝜙𝑠𝜙 
+ 𝐽 −𝛽 𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑌𝜙 𝑠
2𝜙 − 𝛽 𝑌𝜙 𝑐
2𝜙 + 𝛽 𝑋𝑠
2𝜙 + 2𝛽 𝑋𝜙 𝑠𝜙𝑐𝜙 
+ 𝐽𝑧𝑧 𝜙 𝛽 𝑌 + 𝐽𝑥𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙 + 0 + 𝐽𝑦𝑧 [−𝜙 𝑠𝜙 − 𝜙 
2𝑐𝜙] 
(7.146) 
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The remaining derivatives from (7.172), (7.177), (7.180), (7.184), (7.189), and (7.195) form:  
Next the derivatives of the potential energy terms representing the elastic energy in the beam 
deflection are evaluated: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸angular 
= 𝐽 𝛽 𝑋 + 𝐽 𝛽 𝑌𝜙 𝑠
2𝜙 + 𝐽𝑧𝑧 𝜙 𝛽 𝑌 + 𝐽𝑥𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙 + 0
− 𝐽𝑦𝑧 [𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙] 
(7.147) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸angular = 𝐽𝛽 𝑋 + 𝐽𝑧𝑧𝜙 𝛽 𝑌 + 𝜙  𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 − 𝜙 
2 𝐽𝑦𝑧 𝑐𝜙 + 𝐽𝑥𝑧𝑠𝜙  (7.148) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸angular =
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑥𝑥  +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑦𝑦  +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑧𝑧 
+
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang,  𝑥𝑦  +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang,  𝑥𝑧 +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑦𝑧  = 0 
(7.149) 
 
𝜕
𝜕𝛽 𝑋
 𝑃𝐸elastic, x =
𝜕
𝜕𝛽 𝑋
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 0 (7.150) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝑃𝐸elastic, x = 0 (7.151) 
 
𝜕
𝜕𝛽𝑋
 𝑃𝐸elastic, x =
𝜕
𝜕𝛽𝑋
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 0 (7.152) 
 
𝜕
𝜕𝛽 𝑋
 𝑃𝐸elastic, y =
𝜕
𝜕𝛽 𝑋
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 0 (7.153) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝑃𝐸elastic, y = 0 (7.154) 
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Having completed all the derivatives, they can be substituted back into equation (7.109) to get the 
equation of motion for angular motion about the x-axis: 
Combining terms makes the expression cleaner: 
 
7.3.4 Angular Y Motion 
For angular motion about the y-axis, the governing equation is found from the Lagrangian as: 
 
𝜕
𝜕𝛽𝑋
 𝑃𝐸elastic, y =
𝜕
𝜕𝛽𝑋
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 𝐸𝐼𝑥𝑥  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  (7.155) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝛽 𝑋
 =
𝜕ℒ
𝜕βX
 (7.156) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑋
 𝐾𝐸linear + 𝐾𝐸angular − 𝑃𝐸elastic  
=
𝜕
𝜕𝛽𝑋
 𝐾𝐸linear + 𝐾𝐸angular − 𝑃𝐸elastic   
(7.157) 
 
𝐽𝛽 𝑋 + 𝐽𝑧𝑧𝜙 𝛽 𝑌 + 𝜙  𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 − 𝜙 
2 𝐽𝑦𝑧 𝑐𝜙 + 𝐽𝑥𝑧𝑠𝜙 
− 𝑚𝑎𝑧 𝑅 𝑌 +  −𝑎𝑥𝑠𝜙 − 𝑎𝑦𝑐𝜙 𝜙 
2 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
= −𝐸𝐼𝑥𝑥  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  
(7.158) 
 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 𝑋 + 𝐽𝑧𝑧𝜙 𝛽 𝑌 + 𝜙   𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑐𝜙 −  𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧 𝑠𝜙 
− 𝜙 2  𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧 𝑐𝜙 +  𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑠𝜙 − 𝑚𝑎𝑧𝑅 𝑌
= −𝐸𝐼𝑥𝑥  
4𝛽𝑋
𝐿
+
6𝑅𝑌
𝐿2
  
(7.159) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝛽 𝑌
 =
𝜕ℒ
𝜕𝛽𝑌
 (7.160) 
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The derivatives of each term in the Lagrangian are taken one at a time. The derivatives of the linear 
kinetic energy terms, given in equation (7.14), are as follows: 
The derivatives of each term in the angular kinetic energy terms are found one at a time: 
 
𝑑
𝑑𝑡
 
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝛽 𝑌
 =
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝛽𝑌
 (7.161) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝛽 𝑌
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 
= 𝑚𝑎𝑧 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌  
(7.162) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸linear, 𝑥 = 𝑚𝑎𝑧
d
dt
 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
= 𝑚𝑎𝑧 𝑅 𝑋 − 𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝜙 
2 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝑎𝑧𝛽 𝑌  
(7.163) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝛽𝑌
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 = 0 (7.164) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝛽 𝑌
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 = 0 (7.165) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸linear, 𝑦 = 0 (7.166) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕𝛽𝑌
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 = 0 (7.167) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑥𝑥  =
𝜕
𝜕𝛽 𝑌
 
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
  
= 𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝑠𝜙  
= 𝐽𝑥𝑥  𝛽 𝑌  𝑠
2𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙𝑠𝜙  
(7.168) 
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Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term is: 
Note that with the small angle assumption on 𝛽𝑌, this entire term is 3
rd order in 𝛽𝑋 , 𝛽𝑌, and their 
derivatives, and can be completely neglected. The derivatives of the next angular kinetic energy term 
are found in the same way: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑥𝑥  = 𝐽𝑥𝑥
𝑑
𝑑𝑡
 𝛽 𝑌  𝑠
2𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙𝑠𝜙  
= 𝐽𝑥𝑥  𝛽 Y𝑠
2𝜙 + 2𝛽 𝑌𝜙 𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑐𝜙𝑠𝜙
− 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠
2𝜙 + 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐
2𝜙  
(7.169) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑥𝑥  
= 𝐽𝑥𝑥  𝛽 𝑌𝑠
2𝜙 + 2𝛽 Y𝜙 𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝛽 𝑌𝛽𝑌𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝜙 𝑠
2𝜙
+ 𝛽 𝑋𝜙 𝑐
2𝜙  
(7.170) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑥𝑥  = 𝐽𝑥𝑥  𝛽 𝑌𝑠
2𝜙 + 2𝛽 𝑌𝜙 𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝜙 𝑠
2𝜙 + 𝛽 𝑋𝜙 𝑐
2𝜙  (7.171) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang, 𝑥𝑥  =
𝜕
𝜕𝛽𝑌
 
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
 
= 𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  −𝛽 𝑋𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑥  −𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙𝑐𝜙 − 𝛽 𝑋
2𝑠𝛽𝑌𝑐𝛽𝑌𝑐
2𝜙  
(7.172) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑦  =
𝜕
𝜕𝛽 𝑌
 
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
  
= 𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 𝑐𝜙 = 𝐽𝑦𝑦  𝛽 𝑌𝑐
2𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙𝑠𝜙  
(7.173) 
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Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term is: 
Note that with the small angle assumption on 𝛽𝑌, this entire term is 3
rd order in 𝛽𝑋 , 𝛽𝑌, and their 
derivatives, and can be completely neglected. The derivatives of the next angular kinetic energy term 
are found in the same way: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑦  = 𝐽𝑦𝑦
𝑑
𝑑𝑡
 𝛽 𝑌𝑐
2𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙𝑠𝜙 
= 𝐽𝑦𝑦  𝛽 𝑌𝑐
2𝜙 − 2𝛽 𝑌𝜙 𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑐𝜙𝑠𝜙
+ 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠
2𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐
2𝜙  
(7.174) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑦  
= 𝐽𝑦𝑦  𝛽 𝑌𝑐
2𝜙 − 2𝛽 𝑌𝜙 𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝛽𝑌𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝜙 𝑠
2𝜙
− 𝛽 𝑋𝜙 𝑐
2𝜙  
(7.175) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑦  = 𝐽𝑦𝑦  𝛽 𝑌𝑐
2𝜙 − 2𝛽 𝑌𝜙 𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝜙 𝑠
2𝜙 − 𝛽 𝑋𝜙 𝑐
2𝜙  (7.176) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang, 𝑦𝑦  =
𝜕
𝜕𝛽𝑌
 
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
 
= 𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝛽 𝑋𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑦  𝛽 𝑌𝛽 𝑋𝑠𝛽𝑌𝑠𝜙𝑐𝜙 − 𝛽 𝑋
2𝑠𝛽𝑌𝑐𝛽𝑌𝑠
2𝜙  
(7.177) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑧𝑧 =
𝜕
𝜕𝛽 𝑌
 
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
 = 0 (7.178) 
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The other derivative of this term is: 
Using the small angle assumption on 𝛽𝑌  and eliminating the 3
rd order term yields 
The next term, the xy-angular-kinetic-energy term , does not contribute to the Lagrangian. Recall 
that the product of inertia 𝐽𝑥𝑦  is negligible for this thin disk system. Therefore, since the xy-angular-
kinetic-energy term would contain this product of inertia, it and all of its derivatives are zero: 
The derivatives of the next angular kinetic energy term are found in the same way: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑧𝑧 = 0 (7.179) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang, 𝑧𝑧 =
𝜕
𝜕𝛽𝑌
 
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
 = 𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦  𝛽 𝑋𝑐𝛽𝑌 
= 𝐽𝑧𝑧  𝜙 𝛽 𝑋𝑐𝛽𝑌 + 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑦   
(7.180) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧𝜙 𝛽 𝑋
 
 (7.181) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑦  =
𝜕
𝜕𝛽 𝑌
0 = 0 (7.182) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑦  = 0 (7.183) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang,  𝑥𝑦  =
𝜕
𝜕𝛽𝑌
 0 = 0 (7.184) 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑥𝑧 =
𝜕
𝜕𝛽 𝑌
 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑥𝑧
𝜕
𝜕𝛽 𝑌
 𝛽 𝑌𝜙 𝑠𝜙 + 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧 [𝜙 𝑠𝜙 + 𝛽 𝑋𝑠𝛽𝑌𝑠𝜙] 
(7.185) 
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Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term is: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
The entire term is second order in 𝛽𝑋  and 𝛽𝑌 , and can be neglected. The derivatives of the next 
angular kinetic energy term are found in the same way: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧
𝑑
𝑑𝑡
 𝜙 𝑠𝜙 + 𝛽 𝑋𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑥𝑧  𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙 + 𝛽 𝑋𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝜙 𝑠𝛽𝑌𝑐𝜙  
(7.186) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙 + 𝛽 𝑋𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝜙 𝛽𝑌𝑐𝜙  (7.187) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙  (7.188) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang,  𝑥𝑧 =
𝜕
𝜕𝛽𝑌
 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑥𝑧
𝜕
𝜕𝛽𝑌
 𝛽 𝑌𝜙 𝑠𝜙 + 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧  −𝛽 𝑋𝜙 𝑠𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐2𝛽𝑌𝑐𝜙 − 𝛽 𝑋
2𝑠2𝛽𝑌𝑐𝜙  
(7.189) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  −𝛽 𝑋𝜙 𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐𝜙 − 𝛽 𝑋
2𝛽𝑌
2𝑐𝜙  (7.190) 
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Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term is: 
This term is at least second order in 𝛽𝑋  and 𝛽𝑌, and is neglected. 
Combining the derivatives from (7.171), (7.176), (7.178), (7.183), (7.188) and (7.194) yields: 
 
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑧  =
𝜕
𝜕𝛽 𝑌
 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑦𝑧
𝜕
𝜕𝛽 𝑌
 𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑦𝑐𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧  𝜙 𝑐𝜙 + 𝛽 𝑋𝑠𝛽𝑌𝑐𝜙  
(7.191) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧
𝑑
𝑑𝑡
 ϕ cϕ + 𝛽 𝑋𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑦𝑧 [𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙 + 𝛽 𝑋𝑠𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝛽𝑌𝑠𝜙] 
(7.192) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧 [𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙 + 𝛽 𝑋𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝜙 𝛽𝑌𝑠𝜙] (7.193) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧 [𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙] (7.194) 
 
𝜕
𝜕𝛽𝑌
 𝐾𝐸ang, 𝑦𝑧  =
𝜕
𝜕𝛽𝑌
 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑦𝑧
𝜕
𝜕𝛽𝑌
 𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑐𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧  𝛽 𝑋𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑋
2𝑠2𝛽𝑌𝑠𝜙 − 𝛽 𝑋
2𝑐2𝛽𝑌𝑠𝜙  
(7.195) 
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Recalling equation (7.33) allows the cancelation of several terms: 
The remaining derivatives from (7.172), (7.177), (7.180), (7.184), (7.189), and (7.195) form:  
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸angular 
=
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑥𝑥  +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑦  +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑧𝑧 
+
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑦  +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang,  𝑥𝑧 +
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸ang, 𝑦𝑧   
(7.196) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸angular 
= 𝐽𝑥𝑥  𝛽 Y𝑠
2𝜙 + 2𝛽𝑌 𝜙 𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝜙 𝑠
2𝜙 + 𝛽 𝑋𝜙 𝑐
2𝜙 
+ 𝐽𝑦𝑦  𝛽 𝑌𝑐
2𝜙 − 2𝛽 𝑌𝜙 𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝜙 𝑠
2𝜙 − 𝛽 𝑋𝜙 𝑐
2𝜙 
+ 𝐽𝑥𝑧  𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙 + 𝐽𝑦𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙  
(7.197) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸angular 
= 𝐽 𝛽 Y𝑠
2𝜙 + 2𝛽𝑌 𝜙 𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝜙 𝑠
2𝜙 + 𝛽 𝑋𝜙 𝑐
2𝜙 
+ 𝐽 𝛽 𝑌𝑐
2𝜙 − 2𝛽 𝑌𝜙 𝑐𝜙𝑠𝜙 − 𝛽 𝑋𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝜙 𝑠
2𝜙 − 𝛽 𝑋𝜙 𝑐
2𝜙 
+ 𝐽𝑥𝑧  𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙 + 𝐽𝑦𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙  
(7.198) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸angular 
= 𝐽 𝛽 Y𝑠
2𝜙 + 𝐽 𝛽 𝑌𝑐
2𝜙 + 𝐽𝑥𝑧  𝜙 𝑠𝜙 + 𝜙 
2𝑐𝜙 + 𝐽𝑦𝑧  𝜙 𝑐𝜙 − 𝜙 
2𝑠𝜙  
(7.199) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸angular = 𝐽𝛽 Y + 𝜙  𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 + 𝜙 
2 𝐽𝑥𝑧 cϕ − 𝐽𝑦𝑧 sϕ  (7.200) 
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Next, the derivatives of the potential energy terms representing the elastic energy in the beam 
deflection are evaluated: 
Having completed all the derivatives, they can be substituted back into equation (7.161) to get the 
equation of motion for angular motion about the x-axis: 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸angular =
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑥𝑥  +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑦𝑦  +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑧𝑧 
+
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang,  𝑥𝑦  +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang,  𝑥𝑧 +
𝜕
𝜕𝛽𝑋
 𝐾𝐸ang, 𝑦𝑧   
(7.201) 
 
𝜕
𝜕𝛽𝑋
 𝐾𝐸angular = 𝐽𝑧𝑧𝜙 𝛽 𝑋  (7.202) 
 
𝜕
𝜕𝛽 𝑌
 𝑃𝐸elastic, x =
𝜕
𝜕𝛽 𝑌
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 0 (7.203) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝑃𝐸elastic, x = 0 (7.204) 
 
𝜕
𝜕𝛽𝑌
 𝑃𝐸elastic, x =
𝜕
𝜕𝛽𝑌
 𝐸𝐼𝑦𝑦  
2𝛽𝑌
2
𝐿
−
6𝑅𝑋𝛽𝑌
𝐿2
+
6𝑅𝑋
2
𝐿3
  = 𝐸𝐼𝑦𝑦  
4𝛽𝑌
𝐿
−
6RX
𝐿2
  (7.205) 
 
𝜕
𝜕𝛽 𝑌
 𝑃𝐸elastic, y =
𝜕
𝜕𝛽 𝑌
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 0 (7.206) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝑃𝐸elastic, y = 0 (7.207) 
 
𝜕
𝜕𝛽𝑌
 𝑃𝐸elastic, y =
𝜕
𝜕𝛽𝑌
 𝐸𝐼𝑥𝑥  
2𝛽𝑋
2
𝐿
+
6𝑅𝑌𝛽𝑋
𝐿2
+
6𝑅𝑌
2
𝐿3
  = 0 (7.208) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝛽 𝑌
 =
𝜕ℒ
𝜕βY
 (7.209) 
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Combining terms makes the expression clearer: 
7.3.5 Angular Z Motion 
For angular motion about the z-axis, the governing equation is found from the Lagrangian as: 
The derivatives of the linear kinetic energy terms, given in equation (7.14), are not zero for this case, 
because 𝜙 does appear in them. It is helpful to consider these derivatives together: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝛽 𝑌
 𝐾𝐸linear + 𝐾𝐸angular − 𝑃𝐸elastic  
=
𝜕
𝜕𝛽𝑌
 𝐾𝐸linear + 𝐾𝐸angular − 𝑃𝐸elastic   
(7.210) 
 
𝐽𝛽 Y + 𝜙  𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 + 𝜙 
2 𝐽𝑥𝑧 cϕ − 𝐽𝑦𝑧 sϕ 
+ 𝑚𝑎𝑧 𝑅 𝑋 − 𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝜙 
2 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝑎𝑧𝛽 𝑌 
= 𝐽𝑧𝑧𝜙 𝛽 𝑋 − 𝐸𝐼𝑦𝑦  
4𝛽𝑌
𝐿
−
6𝑅𝑋
𝐿2
  
(7.211) 
 
 𝐽 + 𝑚𝑎𝑧
2 𝛽 Y + 𝜙   𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑠𝜙 +  𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧 𝑐𝜙 
+ 𝜙 2  𝐽𝑥𝑧 − 𝑚𝑎𝑥𝑎𝑧 𝑐𝜙 − (𝐽𝑦𝑧 − 𝑚𝑎𝑦𝑎𝑧)𝑠𝜙 + 𝑚𝑎𝑧𝑅 𝑋
= 𝐽𝑧𝑧𝜙 𝛽 𝑋 − 𝐸𝐼𝑦𝑦  
4𝛽𝑌
𝐿
−
6𝑅𝑋
𝐿2
  
(7.212) 
 
𝑑
𝑑𝑡
 
𝜕ℒ
𝜕𝜙 
 =
𝜕ℒ
𝜕𝜙
 (7.213) 
 
𝑑
𝑑𝑡
 
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝜙 
 =
𝜕[𝐾𝐸 − 𝑃𝐸]
𝜕𝜙
 (7.214) 
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Combining the x and y terms yields: 
Then taking the time derivative gives: 
 
𝜕
𝜕𝜙 
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕ϕ 
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 
= −𝑚 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙   𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
= 𝑚[−𝑅 𝑋𝑎𝑥𝑠𝜙 − 𝑅 𝑋𝑎𝑦𝑐𝜙 + 𝜙 𝑎𝑥
2𝑠2𝜙 + 𝜙 𝑎𝑦
2𝑐2𝜙 + 2𝜙 𝑎𝑥𝑎𝑦𝑠𝜙𝑐𝜙
− 𝑎𝑥𝑎𝑧𝛽 𝑌𝑠𝜙 − 𝑎𝑦𝑎𝑧𝛽 𝑌𝑐𝜙] 
(7.215) 
 
𝜕
𝜕𝜙 
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕ϕ 
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 
= 𝑚 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙  𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
= 𝑚[𝑅 𝑌𝑎𝑥𝑐𝜙 − 𝑅 𝑌𝑎𝑦𝑠𝜙+𝜙 𝑎𝑥
2𝑐2𝜙 + 𝜙 𝑎𝑦
2𝑠2𝜙 − 2𝜙 𝑎𝑥𝑎𝑦𝑠𝜙𝑐𝜙
− 𝑎𝑥𝑎𝑧𝛽 𝑋𝑐𝜙 + 𝑎𝑦𝑎𝑧𝛽 𝑋𝑠𝜙] 
(7.216) 
 
𝜕
𝜕𝜙 
 𝐾𝐸linear =
𝜕
𝜕ϕ 
 𝐾𝐸linear, 𝑥 +
𝜕
𝜕ϕ 
 𝐾𝐸linear, 𝑦 
= m −𝑅 𝑋𝑎𝑥𝑠𝜙 − 𝑅 𝑋𝑎𝑦𝑐𝜙 + 𝜙 𝑎𝑥
2𝑠2𝜙 + 𝜙 𝑎𝑦
2𝑐2𝜙 + 2𝜙 𝑎𝑥𝑎𝑦𝑠𝜙𝑐𝜙
+ 𝑅 𝑌𝑎𝑥𝑐𝜙 − 𝑅 𝑌𝑎𝑦𝑠𝜙+𝜙 𝑎𝑥
2𝑐2𝜙 + 𝜙 𝑎𝑦
2𝑠2𝜙 − 2𝜙 𝑎𝑥𝑎𝑦𝑠𝜙𝑐
+ 𝑎𝑧𝛽 𝑋 𝑎𝑌𝑠𝜙 − 𝑎𝑥𝑐𝜙 − 𝑎𝑧𝛽 𝑌(𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙) 
= 𝑚 −𝑅 𝑋 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  + 𝑅 𝑌 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝜙  𝑎𝑥
2 + 𝑎𝑦
2 
+ 𝑎𝑧𝛽 𝑋 𝑎𝑌𝑠𝜙 − 𝑎𝑥𝑐𝜙 − 𝑎𝑧𝛽 𝑌(𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙)  
(7.217) 
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The other derivatives are 
Which when combined, gives: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸linear 
= 𝑚
𝑑
𝑑𝑡
 −𝑅 𝑋 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝑅 𝑌 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝜙  𝑎𝑥
2 + 𝑎𝑦
2 
+ 𝑎𝑧𝛽 𝑋 𝑎𝑦𝑠𝜙 − 𝑎𝑥𝑐𝜙 − 𝑎𝑧𝛽 𝑌(𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙) 
= 𝑚 −𝑅 𝑋 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝑅 𝑋𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
+ 𝑅 𝑌 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝑅 𝑌𝜙  −𝑎𝑥𝑠𝜙 − 𝑎𝑦𝑐𝜙 + 𝜙  𝑎𝑥
2 + 𝑎𝑦
2 
+ 𝑎𝑧𝛽 𝑋 𝑎𝑦𝑠𝜙 − 𝑎𝑥𝑐𝜙 + 𝑎𝑧𝛽 𝑋𝜙  𝑎𝑦𝑐𝜙 + 𝑎𝑧𝑠𝜙 
− 𝑎𝑧𝛽 𝑌 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝑎𝑧𝛽 𝑌𝜙 (𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙) 
= 𝑚  𝑅 𝑌 − 𝑅 𝑋𝜙 − 𝑎𝑧𝛽 𝑌𝜙 − 𝑎𝑧𝛽 𝑋  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
−  𝑅 𝑋 + 𝑅 𝑌𝜙 + 𝑎𝑧𝛽 𝑋𝜙 − 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝜙  𝑎𝑥
2 + 𝑎𝑦
2   
(7.218) 
 
𝜕
𝜕𝜙
 𝐾𝐸linear, 𝑥 =
𝜕
𝜕𝜙
 
1
2
𝑚 𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
2
 
= −𝑚 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙  𝜙  𝑅 𝑋 −  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  𝜙 + 𝑎𝑧𝛽 𝑌 
= −𝑚 𝑅 𝑋𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑌𝑠𝜙 + 𝑎𝑧𝛽 𝑌𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
− 𝜙 2(𝑎𝑥
2𝑐𝜙𝑠𝜙 − 𝑎𝑥𝑎𝑦𝑠
2𝜙 + 𝑎𝑥𝑎𝑦𝑐
2𝜙 − 𝑎𝑦
2𝑠𝜙𝑐𝜙 ]   
(7.219) 
 
𝜕
𝜕ϕ
 𝐾𝐸linear, 𝑦 =
𝜕
𝜕ϕ
 
1
2
𝑚 𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
2
 
= −m 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 𝜙  𝑅 𝑌 +  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 𝜙 − 𝑎𝑧𝛽 𝑋 
= −m[𝑅 𝑌𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 − 𝑎𝑧𝛽 𝑋ϕ  axsϕ + ay cϕ 
+ 𝜙 2 𝑎𝑥
2𝑐𝜙𝑠𝜙 + 𝑎𝑥𝑎𝑦𝑐
2𝜙 − 𝑎𝑥𝑎𝑦𝑠
2𝜙 − 𝑎𝑦
2𝑐𝜙𝑠𝜙 ] 
(7.220) 
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The derivatives of each term in the angular kinetic energy terms are found one at a time: 
The other derivative of this term is: 
Note that with the small angle assumption on 𝛽𝑌, this entire term is 2
nd order in 𝛽𝑋 , 𝛽𝑌, and their 
derivatives, and can be completely neglected: 
The derivatives of the next angular kinetic energy term are found in the same way: 
 
𝜕
𝜕𝜙
 𝐾𝐸linear = −𝑚[𝑅 𝑋𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑌𝑠𝜙 − 𝜙 
2(𝑎𝑥
2𝑐𝜙𝑠𝜙 − 𝑎𝑥𝑎𝑦𝑠
2𝜙 + 𝑎𝑥𝑎𝑦𝑐
2𝜙
− 𝑎𝑦
2𝑠𝜙𝑐𝜙) + 𝑎𝑧𝛽 𝑌𝜙  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 ] − 𝑚[𝑅 𝑌𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 
+ 𝜙 2 𝑎𝑥
2𝑐𝜙𝑠𝜙 + 𝑎𝑥𝑎𝑦𝑐
2𝜙 − 𝑎𝑥𝑎𝑦𝑠
2𝜙 − 𝑎𝑦
2𝑐𝜙𝑠𝜙 
− 𝑎𝑧𝛽 𝑋𝜙  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 ]
= −𝑚[𝜙  𝑅 𝑋 + 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 + 𝜙 (𝑅 𝑌
− 𝑎𝑧𝛽 𝑋) 𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 ]  
(7.221) 
 
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑥𝑥  =
𝜕
𝜕𝜙 
 
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
 = 0 (7.222) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑥𝑥  = 0 (7.223) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑥𝑥 =
𝜕
𝜕𝛽𝑌
 
1
2
𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
2
 
= 𝐽𝑥𝑥  𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
= 𝐽𝑥𝑥  𝛽 𝑌
2𝑠𝜙𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑐
2𝜙 − 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑠
2𝜙  
(7.224) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑥𝑥  = 0 (7.225) 
 
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑦  =
𝜕
𝜕𝜙 
 
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
 = 0 (7.226) 
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The other derivative of this term is: 
Note that with the small angle assumption on 𝛽𝑌, this entire term is 2
nd order in 𝛽𝑋 , 𝛽𝑌, and their 
derivatives, and can be completely neglected: 
The derivatives of the next angular kinetic energy term are found in the same way: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small.  
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑦  = 0 (7.227) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑦𝑦  =
𝜕
𝜕𝜙
 
1
2
𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
2
 
= 𝐽𝑦𝑦  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  −𝛽 𝑌𝑠𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
= 𝐽𝑦𝑦  −𝛽 𝑌
2𝑐𝜙𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑠
2𝜙 − 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌𝑐
2𝜙 + 𝛽 𝑋
2𝑐2𝛽𝑌𝑐𝜙𝑠𝜙  
(7.228) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑦𝑦  = 0 (7.229) 
 
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑧𝑧 =
𝜕
𝜕𝜙 
 
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
 = 𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑌  (7.230) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑌 + 𝛽 𝑋𝛽 𝑌𝑐𝛽𝑌  (7.231) 
 
𝑑
𝑑𝑡
𝜕
𝜕ϕ 
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝛽𝑌 + 𝛽 𝑋𝛽 𝑌  (7.232) 
 
𝑑
𝑑𝑡
𝜕
𝜕ϕ 
 𝐾𝐸ang, 𝑧𝑧 = 𝐽𝑧𝑧𝜙  (7.233) 
 166 
 
The other derivative of this term is: 
Recall that the product of inertia 𝐽𝑥𝑦  is negligible for this thin disk system. Therefore, since the xy-
angular-kinetic-energy term would contain this product of inertia, it and all of its derivatives are zero: 
The derivatives of the next angular kinetic energy term are found in the same way: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
 
𝜕
𝜕ϕ
 𝐾𝐸ang, 𝑧𝑧 =
𝜕
𝜕𝛽𝑌
 
1
2
𝐽𝑧𝑧 𝜙 + 𝛽 𝑋𝑠𝛽𝑦 
2
 = 0 (7.234) 
 
𝜕
𝜕ϕ 
 𝐾𝐸ang,  𝑥𝑦  =
𝜕
𝜕𝜙 
0 = 0 (7.235) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑦  = 0 (7.236) 
 
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑦  =
𝜕
𝜕𝜙
0 = 0 (7.237) 
 
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑥𝑧 =
𝜕
𝜕𝜙 
 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑥𝑧
𝜕
𝜕𝛽 𝑌
 𝛽 𝑌𝜙 𝑠𝜙 + 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧 [𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙] 
(7.238) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧
𝑑
𝑑𝑡
 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧  𝛽 𝑌𝑠𝜙 + 𝛽 𝑌𝜙 𝑐𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙 − 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙  
(7.239) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  𝛽 𝑌𝑠𝜙 + 𝛽 𝑌𝜙 𝑐𝜙 + 𝛽 𝑋𝑐𝜙 − 𝛽 𝑋𝛽 𝑌𝛽𝑌𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙  (7.240) 
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All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
since these angles are small. Note that second order terms containing 𝜙  are specifically kept, since 𝜙 is 
not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term is: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
The terms that are 3rd order in 𝛽𝑋  and 𝛽𝑌 , and can be neglected, leaving: 
 The derivatives of the next angular kinetic energy term are found in the same way: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  𝛽 𝑌𝑠𝜙 + 𝛽 𝑌𝜙 𝑐𝜙 + 𝛽 𝑋𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙  (7.241) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang,  𝑥𝑧 =
𝜕
𝜕𝜙
 𝐽𝑥𝑧 𝛽 𝑌𝑠𝜙 + 𝛽 𝑋𝑐𝛽𝑌𝑐𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑥𝑧
𝜕
𝜕𝜙
 𝛽 𝑌𝜙 𝑠𝜙 + 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 + 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙 
= 𝐽𝑥𝑧  𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑐𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙   
(7.242) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧  𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝛽𝑌𝑐𝜙 − 𝛽 𝑋
2𝛽𝑌𝑠𝜙  (7.243) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang,  𝑥𝑧 = 𝐽𝑥𝑧 [𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙] (7.244) 
 
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑧  =
𝜕
𝜕𝜙 
 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑦𝑧
𝜕
𝜕𝜙 
 𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑦𝑐𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  
(7.245) 
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Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
All terms that are second or higher order in 𝛽𝑋 , 𝛽𝑌, and their temporal derivatives are neglected, 
leaving since these angles are small. Note that second order terms containing 𝜙  are specifically kept, 
since 𝜙 is not small, and 𝜙  is the actual rotor operation speed, which factors strongly into the dynamics. 
The other derivative of this term is: 
Since angles 𝛽𝑋  and 𝛽𝑌  are assumed small, the trigonometric functions of these angles can be 
simplified: 
The terms that are 3rd order in 𝛽𝑋  and 𝛽𝑌 , and can be neglected, leaving: 
Combining the derivatives from (7.223), (7.227), (7.233), (7.236), (7.241), and (7.248) yields: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧
𝑑
𝑑𝑡
 𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙  
(7.246) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧 [𝛽 𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝛽𝑌𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙] (7.247) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧 [𝛽 𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙] (7.248) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑦𝑧  =
𝜕
𝜕𝜙
 𝐽𝑦𝑧  𝛽 𝑌𝑐𝜙 − 𝛽 𝑋𝑐𝛽𝑌𝑠𝜙  𝜙 + 𝛽 𝑋𝑠𝛽𝑌  
= 𝐽𝑦𝑧
𝜕
𝜕𝜙
 𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑠𝜙 + 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑐𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑠𝜙 
= 𝐽𝑦𝑧  −𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝛽𝑌𝑐𝜙 − 𝛽 𝑋𝛽 𝑌𝑠𝛽𝑌𝑠𝜙 − 𝛽 𝑋
2𝑐𝛽𝑌𝑠𝛽𝑌𝑐𝜙  
(7.249) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧  −𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙 − 𝛽 𝑋𝛽 𝑌𝛽𝑌𝑠𝜙 − 𝛽 𝑋
2𝛽𝑌𝑐𝜙  (7.250) 
 
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑦𝑧  = 𝐽𝑦𝑧  −𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙  (7.251) 
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The remaining derivatives from (7.225), (7.229), (7.234), (7.237), (7.244), and (7.251) form:  
All of the derivatives of the potential energy terms representing the elastic energy in the beam 
deflection are zero, because 𝜙 and 𝜙  do not factor into the beam bending energy: 
Having completed all the derivatives, they can be substituted back into equation (7.214) to get the 
equation of motion for angular motion about the z-axis: 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸angular 
=
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑥𝑥  +
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑦  +
𝑑
𝑑𝑡
𝜕
𝜕ϕ 
 𝐾𝐸ang, 𝑧𝑧 
+
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑦  +
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang,  𝑥𝑧 +
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝐾𝐸ang, 𝑦𝑧   
(7.252) 
 
𝑑
𝑑𝑡
𝜕
𝜕ϕ 
 𝐾𝐸angular 
= 0 + 0 + 𝐽𝑧𝑧𝜙 + 0 + 𝐽𝑥𝑧  𝛽 𝑌𝑠𝜙 + 𝛽 𝑌𝜙 𝑐𝜙 + 𝛽 𝑋𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙 
+ 𝐽𝑦𝑧 [𝛽 𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙] 
(7.253) 
 
𝜕
𝜕𝜙
 𝐾𝐸angular =
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑥𝑥 +
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑦𝑦  +
𝜕
𝜕𝜙
 𝐾𝐸ang, 𝑧𝑧 
+
𝜕
𝜕ϕ
 𝐾𝐸ang,  𝑥𝑦  +
𝜕
𝜕ϕ
 𝐾𝐸ang,  𝑥𝑧 +
𝜕
𝜕ϕ
 𝐾𝐸ang, 𝑦𝑧   
(7.254) 
 
𝜕
𝜕𝜙
 𝐾𝐸angular = 𝐽𝑥𝑧 [𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙]+𝐽𝑦𝑧  −𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙  (7.255) 
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝑃𝐸elastic, 𝑥 =
𝜕
𝜕𝜙
 𝑃𝐸elastic, 𝑥 =
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 𝑃𝐸elastic, 𝑦 =
𝜕
𝜕𝜙
 𝑃𝐸elastic, 𝑦 = 0 (7.256) 
 
𝑑
𝑑𝑡
 
𝜕𝐿
𝜕𝜙 
 =
𝜕𝐿
𝜕𝜙
 (7.257) 
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Cancelling terms and rearranging gives: 
 
 
  
 
𝑑
𝑑𝑡
𝜕
𝜕𝜙 
 KElinear + KEangular − PEelastic  =
𝜕
𝜕𝜙
 KElinear + KEangular − PEelastic   (7.258) 
 
𝑚  𝑅 𝑌 − 𝑅 𝑋  𝜙 − 𝑎𝑧𝛽 𝑌𝜙 − 𝑎𝑧𝛽 𝑋    𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
−  𝑅 𝑋 + 𝑅 𝑌𝜙 + 𝑎𝑧𝛽 𝑋𝜙 − 𝑎𝑧𝛽 𝑌    𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝜙  𝑎𝑥
2 + 𝑎𝑦
2     
+ 𝐽𝑧𝑧𝜙 + 𝐽𝑥𝑧   𝛽 𝑌𝑠𝜙 + 𝛽 𝑌𝜙 𝑐𝜙 + 𝛽 𝑋𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙 
+ 𝐽𝑦𝑧   𝛽 𝑌𝑐𝜙 − 𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙 
= −𝑚 𝜙  𝑅 𝑋 + 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
+ 𝜙  𝑅 𝑌 − 𝑎𝑧𝛽 𝑋  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙  + 𝐽𝑥𝑧   𝛽 𝑌𝜙 𝑐𝜙 − 𝛽 𝑋𝜙 𝑠𝜙 
+ 𝐽𝑦𝑧   −𝛽 𝑌𝜙 𝑠𝜙 − 𝛽 𝑋𝜙 𝑐𝜙 ]  
(7.259) 
 
𝜙  𝐽𝑧𝑧 + 𝑚 𝑎𝑥
2 + 𝑎𝑦
2  + 𝑚(𝑅 𝑌 − 𝑎𝑧𝛽 𝑋) 𝑎𝑥𝑐𝜙 − 𝑎𝑦𝑠𝜙 
− 𝑚 𝑅 𝑋 − 𝑎𝑧𝛽 𝑌  𝑎𝑥𝑠𝜙 + 𝑎𝑦𝑐𝜙 + 𝛽 𝑌 𝐽𝑥𝑧𝑠𝜙 + 𝐽𝑦𝑧 𝑐𝜙 
+ 𝛽 𝑋 𝐽𝑥𝑧𝑐𝜙 − 𝐽𝑦𝑧 𝑠𝜙 = 0 
(7.260) 
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