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Abstract
The top quark plays an important role for many aspects of particle physics. The coupling of the Higgs boson
to top quarks is a key parameter to probe electroweak symmetry breaking and is important for the evolution
of the Higgs potential to high energies. In addition, many models of physics beyond the Standard Model
predict heavy particles that decay to top-quark pairs. Furthermore, the unexplained hierarchy of fermion
masses culminates in the large top-quark mass. In this thesis, we consider resonance searches based on top
quarks in the fully hadronic final state. We employ multivariate techniques in form of boosted decision
trees and add several improvements to the original HEPTopTagger algorithm. These modifications and
extensions result in the new HEPTopTagger2. The achieved improvements are used to estimate the
precision to which the top Yukawa coupling can be measured at a future 100 TeV proton-proton collider in
the fully hadronic final state of tt¯H production. We find that at such a collider a precision measurement of
the top Yukawa coupling to 1% should be possible. The statistical precision is backed up by demonstrating
that in the ratio σ(tt¯H)/σ(tt¯Z) theoretical uncertainties cancel to below-percent level. Finally, we propose
a Froggatt-Nielsen-type model to address the hierarchy of fermion masses in the Standard Model and
determine current and projected bounds on the available parameter space.
Zusammenfassung
Das Top-Quark spielt eine wichtige Rolle in vielen Bereichen der Teilchenphysik. Die Kopplung des Higgs-
Bosons an Top-Quarks ist ein entscheidender Parameter fu¨r die Untersuchung der elektroschwachen Sym-
metriebrechung und fu¨r die Entwicklung des Higgs-Potentials zu hohen Energien. Des Weiteren sagen viele
Modelle fu¨r Physik jenseits des Standard Modells neue schwere Teilchen voraus, die in Top-Quark-Paare zer-
fallen. Ferner findet die im Standard Modell nicht erkla¨rte Hierarchie der Quark-Massen ihren Ho¨hepunkt
in der Top-Masse. In dieser Arbeit werden Resonanzsuchen betrachtet, die auf hadronisch zerfallenden
Top-Quarks basieren. Hierzu werden multivariate Analysen in Form von Boosted Decision Trees verwen-
det und der urspru¨ngliche HEPTopTagger wird in mehreren Aspekten verbessert. Diese Vera¨nderungen
und Erweiterungen ergeben den neuen HEPTopTagger2. Die erreichten Verbesserungen werden benutzt,
um abzuscha¨tzen, wie pra¨zise die Top-Yukawa-Kopplung an einem zuku¨nftigen 100 TeV Proton-Proton-
Beschleuniger gemessen werden kann. Es stellt sich heraus, dass an einem solchen Beschleuniger eine
Pra¨zisionsmessung im Prozentbereich mo¨glich sein sollte. Die statistische Genauigkeit wird durch die Be-
obachtung gestu¨tzt, dass sich im Verha¨ltnis σ(tt¯H)/σ(tt¯Z) Theorieunsicherheiten gro¨ßtenteils aufheben.
Schließlich schlagen wir ein Modell a` la Froggatt-Nielsen vor, das auf eine Erkla¨rung der Hierarchie der
Fermion-Massen im Standard Modell abzielt. Fu¨r dieses Modell werden die gegenwa¨rtigen und in naher
Zukunft zu erwartenden Grenzen fu¨r den mo¨glichen Parameterraum untersucht.
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Preface
Like many other fields of research, particle phenomenology lives from the active collab-
oration of scientists. A typical form of research are small projects benefiting from common
effort and the expertise of involved people. This thesis combines some of the projects the
author has been part of. The presented results were achieved in close collaboration with
other researchers and have been published as
[1] M. Bauer, T. Schell and T. Plehn, “Hunting the Flavon,” Phys. Rev. D 94, no. 5, 056003
(2016),
[2] M. L. Mangano, T. Plehn, P. Reimitz, T. Schell and H. S. Shao, “Measuring the Top Yukawa
Coupling at 100 TeV,” J. Phys. G 43, no. 3, 035001 (2016),
[3] G. Kasieczka, T. Plehn, T. Schell, T. Strebler and G. P. Salam, “Resonance Searches with an
Updated Top Tagger,” JHEP 1506, 203 (2015).
They led to contributions to
[5] R. Contino et al., “Physics at a 100 TeV pp collider: Higgs and EW symmetry breaking
studies,” arXiv:1606.09408 [hep-ph],
[6] T. Golling et al., “Physics at a 100 TeV pp collider: beyond the Standard Model phenomena,”
arXiv:1606.00947 [hep-ph].
During his PhD studies the author contributed also to the following publication that is not
incorporated in this thesis
[7] J. Bramante, P. J. Fox, A. Martin, B. Ostdiek, T. Plehn, T. Schell and M. Takeuchi, “Relic
neutralino surface at a 100 TeV collider,” Phys. Rev. D 91, no. 5, 054015 (2015).
Finally, the author is involved in ongoing projects that have not been ready for publication
at the time of writing this thesis.
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I. INTRODUCTION
One of the best-tested theories in modern physics is the Standard Model of particle
physics [1–6]. Its success culminated in the discovery of the Higgs boson in July 2012
at the Large Hadron Collider (LHC) [7, 8] which has been made possible by amazing
experimental efforts. Since then, we have entered the era of precision studies of the new
particles’ couplings. On the other hand, there are still open questions that are not explained
within the Standard Model, like dark matter [9], the electroweak hierarchy problem [10],
or neutrino masses [11].
In both cases, top quarks play an important role. In the Standard Model the coupling
of the Higgs boson to top quarks is predicted to be of order unity and thus is an important
probe for the mechanism of electroweak symmetry breaking. In the context of physics
beyond the Standard Model (BSM) many models predict new heavy particles that decay
to top quarks, yielding signatures that can be studied at the LHC.
In the past years, incredible progress has been made in the field of boosted analysis
strategies and jet substructures. These techniques allow for example to reconstruct boosted
top quarks like they typically occur in decays of heavy BSM resonances but also enable
analyses of Standard Model processes like the production of a Higgs boson associated with
a pair of top quarks (tt¯H).
After reviewing some basic concepts, we introduce the original HEPTopTagger in
chapter II E. This algorithm aims for the reconstruction of hadronically decayed top quarks
in a moderately boosted phase-space regime. In chapter III, we extend and improve the
algorithm focusing on the reconstruction of a heavy resonance.
Top tagging can also be used to test the top Yukawa coupling yt. The precision with
which this coupling can be determined at the LHC is limited to ∼ 10% [12, 13]. Employing
the ratio σ(tt¯H)/σ(tt¯Z) and the new version of the HEPTopTagger, we illustrate in
Sec. IV that a future 100 TeV collider can improve the precision to which yt can be extracted
to one percent.
While such a measurement will provide a crucial test of our understanding of electroweak
symmetry breaking, it does not explain the large range of fermion masses. A model that
generates such hierarchies is introduced and investigated in Sec. V. There, we estimate
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effects on common flavor observables in terms of an effective field theory and confront the
available parameter space with recent and projected limits of indirect searches. Addition-
ally, we investigate to which extend the parameter space can be probed in direct searches
at a future 100 TeV proton-proton collider.
4
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II. BASIC CONCEPTS
Since there are plenty of introductions to the Standard Model [14–16], collider
physics [17, 18] or Monte Carlo simulations [19, 20], this chapter only reviews some of
the essential ingredients that are relevant for the following chapters. For more information
on individual aspects, we refer the reader to the provided references which we partially
follow here.
A. Fermion masses in the Standard Model
Despite solving the issue of heavy gauge bosons, the Higgs field gives mass to the
Standard Model fermions, except the neutrinos. The naive mass term for a fermion Ψ
LSM ⊃ −mΨ¯Ψ = −m(Ψ¯LΨR + Ψ¯RΨL) ΨL,R = PL,RΨ =
(
1± γ5
2
)
Ψ (II.1)
is forbidden by SU(2)L gauge transformations. Instead, the Higgs doublet Φ and its charge
conjugate Φ˜ = iσ2Φ
∗ generate the fermion mass terms by spontaneous breaking of the
electroweak symmetry
LSM ⊃ −ydij Q¯iΦdRj − yuij Q¯iΦ˜uRj − y`ij L¯iΦ`Rj + h.c.
→ −ydij
v + h√
2
d¯LidRj − yuij
v + h√
2
u¯LiuRj − y`ij
v + h√
2
¯`
Li`Rj + h.c.
= −mdi
[
1 +
h
v
]
d¯MLid
M
Ri −mui
[
1 +
h
v
]
u¯MLiu
M
Ri −m`i
[
1 +
h
v
]
¯`M
Li`
M
Ri + h.c. ,
(II.2)
where we diagonalized the coupling matrix in the last step by changing from flavor to
mass eigenstates. As usual, Qi = (uLi , dLi)T and Li = (νLi , `Li)T denote the left-handed
electroweak quark and lepton doublet respectively. In the Standard Model, the couplings
between the Higgs boson and the fermions in the mass basis are set by the Yukawa couplings
yi =
√
2mi
v and the vacuum expectation value (VEV) of the Higgs field v.
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B. The top quark
Already its mass distinguishes the top quark from all other quarks. With a mass of mt =
173.2 GeV [19] it is the heaviest particle in the Standard Model and thus the top Yukawa
coupling yt ∼ 1 is a key parameter to test our understanding of electroweak symmetry
breaking. In addition, yt is a crucial parameter for the evolution of the Higgs potential
to higher, more fundamental energy scales and thus for the stability of the electroweak
vacuum [21]. Very closely connected to the large mass is its short life time τ = O(10−25 s).
Since this is smaller than the typical time scale of hadronization, there are no hadrons
containing top quarks.
Figure II.1 illustrates a tree-level Feynman graph for top decays and the leading-order
branching ratios. Throughout this thesis, we refer to decays t → bqq¯′ as hadronic and
t → b`+ν` with ` = e, µ as leptonic top decays. The decay to τ -leptons comes with
additional challenges due to the second neutrino from the τ -decay and hadronic τ -decay
modes.
Top quarks also occur in signatures of many extension of the Standard Model. For
example, in supersymmetric models, the scalar partner of the top, the stop, can decay to
a top quark and the lightest supersymmetric particle. Models with extended gauge groups
can give rise to additional U(1) gauge groups. If the corresponding new gauge boson, the
Z ′ boson, is heavy and couples to quarks it can decay to tt¯ pairs. In some of these models
the Z ′ boson does not couple to leptons and has an enhanced coupling to up-type quarks
like the top or couples only to the third generation. Especially in such cases, the new
b
q
q¯′
t
W
e+νeb
11.1%µ+νµb
11.1%
τ+ντb
11.1%
qq¯′b
66.7%
Figure II.1: Feynman graph for the hadronic decay of a top quark (left) and branching ratios
assuming massless decay products (right).
7
II Basic concepts
particle should manifest itself as a peak in the mtt distribution of top-pair production. For
an exhaustive review of Z ′ models see e.g. Ref [22].
8
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C. Event generation
The calculation of cross sections for processes at the LHC is slightly more involved than
calculating the parton-level cross section σˆ from the hard matrix element. Parton-level
results have to be folded with the parton density functions fi(x) which describe the prob-
ability to find a parton i with momentum fraction x inside the proton. The factorization
theorem allows us to split the hard process from the description of the partons inside the
proton, such that [17]
σPP (s, µF , µR) =
1∫
0
dx1
1∫
0
dx2
∑
a,b
fa(x1, µF )fb(x2, µF )σˆab(x1x2s, µR) , (II.3)
where µF and µR denote the factorization and renormalization scale respectively and s
denotes the squared center-of-mass energy of the proton-proton collision. Multiplied with
the momentum fractions of the incoming partons x1 and x2 it yields the squared center-of-
mass energy sˆ = x1x2s on parton level.
While in many cases the total partonic cross section can be calculated analytically,
one often relies on numerical integration which directly allows for the generation of actual
events, i.e. specific phase-space configurations. However, the simulation of an entire event
is more complicated as illustrated in the right panel of Fig. II.2.
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Figure II.2: Left: parton distribution functions inside the proton. Taken from [23]. Right: schematic
illustration of various parts of event generation: the hard process (red), parton shower (blue),
underlying event (pink) and hadronic physics (green). Taken from [24].
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First, the parton-level matrix elementM can be evaluated at a given phase-space point,
resulting in a weight for this phase-space point. Since the hard process happens typically
at high energy scales (Q ΛQCD), we can rely on perturbative QCD and quarks and gluon
as dynamical degrees of freedom.
A general 2→ n process can be described by
dσ2→n =
1
2sˆ
|M|2 dΦn , (II.4)
where 2sˆ corresponds to the flux factor. To obtain the cross section one has to integrate
over the n-particle Lorentz-invariant phase space Φn. Including the momentum fractions
of the initial partons and taking into account energy-momentum conservation as well as
on-shellness of the partons this yields a (d = 3n + 2 − 4)-dimensional integration space.
Today, the only efficient way to integrate over such a high-dimensional space is Monte
Carlo integration, i.e. replacing the integration by a sequence of N random points {y}.
After reparametrizing the integration volume to the unit cube
∫
[0,1]d
ddyf(y) = 〈f〉 ≈ 1
N
N∑
i
f(yi) , (II.5)
where we assumed f(y) ≥ 0. The integration error and thus the convergence of integration
can be improved by importance sampling. Approximating f(y) by a function p(y) ≥ 0, we
can write
∫
[0,1]d
ddyf(y) =
∫
[0,1]d
ddy
f(y)
p(y)
p(y) =
〈
f(y)
p(y)
〉
, (II.6)
if we can interpret p(y) as probability distribution function. Since f(y)/p(y) should be
flatter than f(y), the needed number of random points to achieve a certain precision is
reduced, provided we can generate them according to p(y).
In our situation, each point y corresponds to a certain phase-space point. The transition
is provided by a mapping X which leads to a phase-space weight g(y) for each point y
1
g(y)
=
dΦn(X(y))
dy
. (II.7)
A single mapping is often referred to as channel. In principle, it can be useful to employ
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multiple channels Xi since they might cover different phase-space regimes more efficiently.
For example, if several amplitudes contribute to the matrix element
|M|2 =
∣∣∣∣∣∑
i
Ai
∣∣∣∣∣
2
=
∣∣∣∣∑
i
Ai
∣∣∣∣2∑
i
|Ai|2
∑
i
|Ai|2 , (II.8)
one can use a different channel for each |Ai|2 with a relative weight |
∑
iAi|2/
∑
i |Ai|2. This
multichannel phase-space generation proceeds by introducing a priori selection probabilities
αi for each channel which can be adjusted at runtime. Based on an additional flat random
number α˜ for each y a single channel X(y, α˜) = Xk(y) is selected. The phase-space weight
is then given by g(y) =
∑
k αkgk(y). For each random point y, we thus receive a phase-
space configuration, the initial momentum fractions and dσ = g(y)f1(x1)f2(x2)M(X(y)),
i.e. an event with corresponding weight.
In addition to the hard process, we have to account for the soft and collinear behav-
ior of QCD. For example, collinear splittings of an outgoing quark or gluon scale like
αS(Q
2) log(Q2/ΛQCD). In combination with the scaling logarithms from the running of
the strong coupling αS = g
2
S/4pi, this leads to order-one corrections at all orders in pertur-
bation theory. However, large logarithmically divergent corrections from soft and collinear
splittings in the final state are canceled by virtual corrections in the total cross section order
by order in perturbation theory (KLN theorem [25]). On the other hand, the factorization
theorem allows us to absorb collinear initial-state singularities into the parton distribution
functions. Thus the parton-level cross section can be used at fixed order in perturbation
theory as long as it is interpreted as an inclusive result.
It can be shown [18] that the phase space for an additional collinear parton factorizes
dΦn+1 = dΦn
dp2adzdφ
4(2pi)3
(1 +O(θ)) = dΦn dp
2
adz
4(2pi)2
(1 +O(θ)) , (II.9)
where θ stands for the splitting angle, pa denotes the four-momentum before the splitting,
and 0 < z < 1 corresponds to the energy ratio of one parton after the splitting and
the original one. Further, one can argue that the squared matrix element factorizes as
well giving rise to universal splitting kernels 2gspa P (z) [18]. Finally, this leads for collinear
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splittings to
dσn+1 = σn
∑
i,j
αS
2pi
dθ2
θ2
dzPj←i(z, φ)dφ , (II.10)
where j ← i is a shorthand for an additional parton of kind j from a splitting of the
parton i. The splitting kernels for massless partons can be deduced to be [18]
P (z)g←q = CF
1 + (1− z)2
z
P (z)q←g = TR(z2 + (1− z)2)
P (z)q←q = CF
1 + z2
1− z P (z)g←g = CA
(
z
1− z +
1− z
z
+ z(1− z)
)
,
(II.11)
where for SU(3) CA = 3, CF = 4/3, and TR = 1/2. To account for the leading logarithms
changing the initial and final state, we can thus start from an event at the hard-matrix-
element level and apply a series of splittings to the partons, where each splitting is associ-
ated with a certain probability. This is the basic idea behind initial and final-state parton
showers.
An important object in parton showers are Sudakov factors which are for final-state
showers defined as
∆FSRi (t, t
′) = exp
−∑
j
∫ t
t′
dt′′
t′′
∫ 1
0
dy
αs(t
′′)
2pi
Pj←i(y)
 , (II.12)
where t denotes the virtuality. To interpret this quantity, consider the Poisson distribution
describing the probability to find n events if all events are independent and occur with
probability p
P(n; p) = p
ne−p
n!
. (II.13)
The probability to find no event is P(0; p) = exp(−p) identifying the Sudakov factors with
non-splitting probabilities.
By generating a flat random number r ∈ [0, 1], we can solve ∆(t, t′) = r for t′. If t′
is between t and tend, we generate a splitting at t
′ according to Pj←i(z). Otherwise, the
parton is left unchanged. This algorithm can be applied iteratively to all partons until they
reach a termination scale tend ∼ 1 GeV. A possible choice for the initial scale of the shower
12
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is the factorization scale µF .
For initial-state radiation, we can use the parton shower as backward evolution. How-
ever, this time the Sudakov factors have to account for the fact that there are several
initial configurations that can give rise to the current state and the changed initial-state
configuration
∆ISRi (t, t
′) = exp
−∑
j
∫ t
t′
dt′′
t′′
∫ 1
x
dy
y
αs(t
′′)
2pi
Pj←i(y)
fj(t
′′, x/y)
fi(t′′, x)
 . (II.14)
In addition, initial-state splittings introduce transverse momentum to the partons of the
hard process and the corresponding recoils have to be distributed over all particles.
A second kind of divergences emerges from the fact that the gluon is massless. In
consequence, soft gluons can be emitted at arbitrary angle. It has been shown, that using
the angle instead of virtuality as ordering parameter in the shower correctly describes the
double-logarithmic regime of soft and collinear splittings. Physically, this can be justified
by the constructive interference of large-angle soft emissions from collinear particles. When
using the radiation angle as scale, αS at the splitting vertices should be evaluated at the
relative parton transverse momentum after the splitting.
Once all strongly interacting final-state particles are evolved to scales ∼ ΛQCD, they
have to be combined into colorless hadrons. At this stage also the remnants of the colliding
partons have to be taken into account. Usually, the shower algorithm takes care of the color
flow during the evolution and thus it is known which particles are color-connected. The
transition from the colored final state after parton showers to colorless primary hadrons is
called hadronization. There are different models that try to perform this transition like the
Lund string model [26] or the cluster model [27]. Once primary hadrons are formed, their
decays can be simulated using the known branching ratios.
Similar logarithmic divergences like for the colored partons are connected to the emission
of photons and can be treated e.g. with shower algorithms as well.
While the parton-shower algorithms describe soft and collinear radiations well, they are
not reliable for hard large-angle radiations. One method to achieve good results in both
phase-space regimes is to match or merge matrix elements with parton showers. The idea
is to cut the phase space into different regimes at a scale Qcut. Radiations above this scale
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are simulated as additional partons in the hard process. The rest should be covered by the
parton showers. For each final-state multiplicity of hard partons one generates a separate
sample which then is showered. Vetoing parton-shower radiations above the scale Qcut
ensures that there is no double counting. For the highest multiplicity sample there is no
such cut applied. Therefore, all samples except the one with highest considered multiplicity
are exclusive. This allows for a simple combination of the obtained samples.
Until now each event has a weight dσ. However, for a sample of events measured in
an experiment this is a strange concept. To bridge the conceptual difference, we can pick
events with a probability according to their weights and receive an unweighted sample.
All activity in an event that is not covered by the hard process and the corresponding
initial and final-state showers is summarized as underlying event (UE). Most of this activity
is expected to originate from additional color exchanges between the beam particles which
can be simulated as multi-parton-parton interactions (MPI). There are two effects: First,
there might occur additional hard parton-parton interactions resulting in additional jets
(see below). Secondly, soft interactions between the partons influence the color flow and the
totally exchanged momentum and hence lead to a higher hadronic activity in the detector.
Finally, the colliding objects are often not single protons, but proton bunches. Therefore,
there is a fair chance of several proton-proton collisions in a single bunch crossing being
detected at the same time. From this pile-up of interactions one has to extract the single
interaction of interest. While this is a relevant source of contamination, the available
amazing experimental techniques of pile-up subtraction allow us to neglect this effect for
all our studies.
There are cases, in which one wants to take into account the effects of a detector. While
simple acceptance cuts, preclustering of hadronic activity and global tagging efficiencies
can be used as simple approximations, effects like the propagation in the magnetic field of
the detector, more elaborate tagging efficiencies and geometrical constraints can be applied
performing fast detector simulations e.g. with Delphes3 [28]. However, to account for
example for dead material and the interaction of the particles with different parts of the
detector, full detector simulations are performed by the experimental collaborations.
14
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D. Some basic concepts of collider physics
To describe the kinematics of an event, we need to define appropriate quantities. The
common choice is to use a coordinate system in which the beam line is identified with
the z-axis. The x-axis is chosen to point to the center of the collider and y-axis points
upwards. A complication at hadron colliders is that the center of mass of the parton-level
process is not known. We assume that it lies on the beam axis and thus the usual azimuthal
angle φ and the scalar transverse momentum pT =
√
p2x + p
2
y can be used to describe the
kinematics in the plane transverse to the beam axis. The rapidity
y =
1
2
log
E + pz
E − pz (II.15)
is well suited to describe the remaining direction, since it is additive under longitudinal
Lorentz boosts. In the limit of massless particles it is identical to the pseudorapidity η
y ≈ 1
2
log
1 + cos θ
1− cos θ =: η , (II.16)
which can be translated to the polar angle θ = 2 arctan (e−η). Angular separations of two
objects can be described by
∆R =
√
(∆φ)2 + (∆y)2 . (II.17)
As explained in the previous section, final-state quarks and gluons will split several times
before they reach the hadronization scale and form color-neutral hadrons. Thus final-state
quarks and gluons do result in a spray of hadrons that can be measured as energy deposits
in the calorimeters of a detector. To reconstruct an object close the parton-level quark or
gluon, sequential recombination algorithms have been established. The resulting objects of
these algorithms are called jets. A generic clustering algorithm is based on the following
steps:
1. Find the minimal distance between all prejets including the distances to the beam
axis dmin = min(dij , diB).
15
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2. If dmin < dcut, join the two prejets. For the case that the minimal distance is of the
kind diB remove prejet i (beam radiation).
3. Iterate until there is only one object left or dmin > dcut.
The remaining objects are returned as jets. Since we are interested in the jet mass as
physical observable, we join the subjets following the E-scheme, i.e. we add their four-
vectors. The outlined exclusive procedure has a stop criterion dcut. Usually one is interested
in all jets in the event and will decide which ones are interesting at a later stage. By
identifying dcut with diB, one obtains the inclusive jet clustering algorithms which we will
use in all analyses. The distinctive part of the various jet algorithms is their distance
measure. For the three standard algorithms, it can be written as
dij = min
(
paT,i, p
a
T,j
)(∆Rij
R
)
diB = p
a
t,i . (II.18)
For a = 1 the measure yields the kT algorithm [29], a = 0 defines the measure of the
Cambridge-Aachen (C/A) algorithm [30], and jet clustering with a = −1 is referred to
as anti-kT [29]. The parameter R trades off the beam and the subjet distances. In C/A
clustering it has a geometrical meaning as the size of the jet and thus is generally referred
to as jet size. While the kT algorithm combines soft structures first, the C/A measure
quantifies collinearity. Both approaches are well-motivated by QCD. The anti-kT algorithm
starts by clustering hard structures and leads to well-defined jet areas. Figure II.3 illustrates
the different results of these algorithms on the same event.
An important complication arises in QCD-busy environments like at hadron colliders.
In such cases, there is additional hadronic activity that has to be removed in oder to extract
Figure II.3: Comparison of different jet-clustering algorithms applied to a sample parton-level event
together with many random soft “ghosts” to illustrating the “active” catchment areas of the resulting
hard jets. Taken from [31].
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the physics of the hard process. While final-state radiation off the outgoing quarks and
gluons has to be captured for an appropriate reconstruction, initial-state radiation from
incoming color-charged particles should be removed. Additionally, UE provides a more
or less smooth background of additional QCD activity. Its influence on the mass of a jet
constructed with a cone size R is described by [32]
〈δmj〉 ' ΛUE pT,j
(
R4
4
+
R8
4608
+O(R12)
)
, (II.19)
where ΛUE denotes the amount of transverse momentum of the underlying event radiation
and is for the LHC O(10 GeV). This problem is addressed by grooming techniques like
filtering [33], pruning [34] or trimming [35] that try to to reduce the contamination.
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E. HEPTopTagging
The HEPTopTagger is a tool that aims for the identification and reconstruction of
hadronically decayed top quarks in a moderately-boosted phase-space regime. Starting
from large-size jets (fat jets), it uses jet-substructure techniques to extract the top decay
products. To decide whether these subjets are consistent with a top decay, it relies on
invariant masses of subjet combinations.
Since its first application [36] the HEPTopTagger has been improved and modified
several times [37–39]. In this section, we introduce the core of the HEPTopTagger
algorithm including the changed order of cuts introduced in Ref. [39]. This sets the stage
for the extensions that are discussed in chapter III and App. A. For a complete discussion
of the HEPTopTagger2 algorithm, we refer to the appendix of Ref. [40]. An illustration
of the individual steps is provided in Fig. II.4.
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the text. Adapted from Refs. [37, 41].
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Appendix A: HEPTopTagger: Boosted Tops in the Standard Model
Top taggers are algorithms identifying top quarks inside geometrically large and massive jets. They rely on
the way a jet algorithm combines calorimeter towers into an actual jet. An obvious limitation is the geometrical
size of the jet which for a successful tag has to include all three main decay products of the top quark. At
the parton level we can compute the size of the top quark from the three R distances of its main decay
products: following the Cambridge/Aachen algorithm [24, 25] we first identify the combination (i, j) with the
smallest  Rij . The length of the second axis in the top reconstruction we obtain from combining i and j and
computing the R distance of this vector to the third constituent. The maximum of the two R distances gives
the approximate partonic initial size  Rbjj of a C/A jet covering the main top decay products. In Figure 2 we
first correlate this partonic top size with the transverse momentum of the top quark for a complete tt¯ sample
in the Standard Model. As expected, if for technical reasons we want to limit the size of the C/A fat jet to
values below 1.5 we cannot expect to see top quarks with a partonic transverse momentum of pT <⇠ 150 GeV.
In the right panel we show the same correlation, but after tagging the top quark as described below and based
on the reconstructed kinematics. The lower boundaries indeed trace each other, and the main body of tagged
Standard Model top quarks resides in the precT,t = 200 · · · 250 GeV range, correlated with  Rrecbjj = 1 · · · 1.5. This
result illustrates that for a Standard Model top tagger it is indeed crucial to start from a large initial jet size.
Therefore, our tagger for Standard Model tops is based on the Cambridge/Aachen [24, 25] jet algorithm with
R = 1.5, combined with a mass-drop criterion [9–11]. Because the generic pT range for the tops does not exceed
500 GeV the granularity of the detector does not play a role, and we can optionally apply a b tag to improve
the QCD rejection rate. Since such a subjet b tag [30] will only enter as a probabilistic factor (60%, 10%, 2%)
for (b, c, q/g) jets we do not include it in the following discussion. Note that whenever we require a b tag in our
actual analysis, the numbers do not yet include the (70%, 1%) improvements found for a b tag inside a boosted
Higgs [30].
The algorithm proceeds in the following steps:
1. define a fat jet using the C/A algorithm with R = 1.5
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Figure 2: Left: partonic  Rbjj vs pT distribution for a Standard Model tt¯ sample. Right: the same correlation, but
only for tagged top quarks and based on the reconstructed kinematic properties.
Figure II.5: Radius of C/A jets ∆Rbjj that should be able to capture all products of a hadronic
top decay depending on the transverse momentum of the top quark. The color code provides the
number of top quarks for the 14 TeV LHC with L = 10 fb−1. Taken from Ref. [37].
If a top quark is at rest, its decay products will be widely separated making a recon-
struction in a QCD-busy environment impossible. The situation changes if the top quark is
boosted. Then, the decay products will be collimated and it might be possible to capture
them in a fat jet. For SM top-pair production at the 14 TeV LHC, Fig. II.5 illustrates the
correlation between the transverse momenta of the top quarks and the distance of their
decay products Rbjj . The distance Rbjj corresponds to the size of a C/A jet that captures
all three decay products, i.e. the distance of the third decay product to the combination
of the two decay products with minimal separation ∆R. To access a maximal amount of
top quarks, the size of the fat jet should be as large as possible. However, the contami-
nation from initial-state radiation and UE increases dramatically with the jet size as was
illustrated in Eq. (II.19).
The starting point for the HEPTopTagger are fat C/A jets of large radii like R = 1.5
or R = 1.8 addressing top quarks with transverse momenta above 200 GeV. The actual
algorithm proceeds in several steps:
1. hard substructures
Based on their clustering history, we stepwise decompose the fat jet looking for the
two splittings t→ Wb and W → jj. The characteristic feature of these splittings is
the drop in mass. Thus, we undo the last clustering step j → j1j2 with mj1 > mj2 . If
the mass drop criterion mj1 < fdrop mj with fdrop = 0.8 is fulfilled, both j1 and j2 are
kept. Otherwise, we consider j2 to originate from UE or initial-state radiation and
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keep only j1. The decomposition is iterated until a soft cutoff mji > mmin = 30 GeV
is reached.
2. filtering
Each triplet of hard substructures is filtered to remove contaminations from initial-
state radiation or UE. Filtering reclusters the constituents of the triplet with a radius
that is set based on the separation of the three hard substructures with an upper
cutoff: Rfilt = min(0.3,∆Rjk/2). Allowing for two final-state radiations off the top
decay products, the Nfilt = 5 hardest structures are then reclustered to three subjets
which we label j1, j2, and j3 ordered by decreasing pT . At this stage, all triplets that
do not fulfill m123 =: mrec ∈ [150, 200] GeV are rejected.
3. mass-plane cuts
In addition to the requirement that m123 should reconstruct the top-quark mass, we
can employ the fact that one pair of subjets should originate from a W boson while
each subjet is essentially massless. This yields the relation
m2t = m
2
123 = m
2
12 +m
2
13 +m
2
23 , (II.20)
which describes the surface of a sphere in three dimensions. We parametrize the
surface by the two coordinates arctan(m13/m12) and m23/m123. The condition that
one mij should correspond to the W -boson mass, leads bands in the mass plane
mij
m123
= (1± fW ) mW
mt
= Rmax,min , (II.21)
where fW = 0.15 quantifies the allowed deviation from the expected value. These
bands combine to a characteristic A-shape depicted in Fig. II.6. While in the mass
plane for top candidates reconstructed from a tt¯ signal the expected A is visible, the
distributions in the W+jets and pure QCD jets background sample lead to additional
cuts:
if m23 ∼ mW : 0.2 < arctan m13
m12
< 1.3 else:
m23
m123
> 0.35 . (II.22)
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Figure II.6: Mass planes for a tt¯ (left), W + jets (center), pure QCD jets sample (right). Simulations
for the LHC with
√
s = 14 TeV. The color code illustrates the relative amount of top candidates
(increasing from blue to red). Taken from Ref. [37].
The combination of all mass-plane cuts can be written as
0.2 < arctan
m13
m12
< 1.3 and Rmin <
m23
m123
< Rmax (II.23)
R2min
[
1 +
[
m13
m12
]2]
< 1−
[
m23
m123
]2
< R2max
[
1 +
[
m13
m12
]2]
and
m23
m123
> 0.35
R2min
[
1 +
[
m12
m13
]2]
< 1−
[
m23
m123
]2
< R2max
[
1 +
[
m12
m13
]2]
and
m23
m123
> 0.35 .
4. triplet selection
Among all triplets passing this set of cuts we by default select the one that is closest
to a true top quark in mass.∗
5. consistency cut
Finally, the transverse momentum of the reconstructed top (j1+j2+j3) has to exceed
pT,rec > 200 GeV to be consistent with the initial size of the fat jet.
While all studies in this thesis are based on Monte Carlo simulations, the ultimate per-
formance test for such an algorithm is its application on real data. Figure II.7 illustrates a
top mass peak obtained in an ATLAS study [42] using the HEPTopTagger. Furthermore,
∗ This default choice can give rise to background sculpting. If one wants to reduce this at the expense of
signal efficiency, there are alternative triplet selections like the summed modified jade distance [39] or the
triplet obtained from the three hardest substructures.
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the algorithm has been used by the ATLAS and CMS collaborations for several analyses
including top quarks [43, 44].
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Figure II.7: Detector-level distribution of the mass of HEPTopTagger top-quark candidates.
Taken from Ref. [42].
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F. Boosted decision trees
Top tagging is a typical (binary) classification problem. Based on a set of input variables,
one wants to label an object as originating from a top decay or not. The classical approach
to such a decision is a sequence of cuts on the variables. However, this approach cannot
perform well in situations where the signal region in the space spanned by the variables is
not a simple box.
An alternative approach are decision tree (DT) classifiers like the example shown in
Fig. II.8. For classification, a series of successive yes-no criteria is employed, in which the
next criterion depends on the previous decision. Selecting a single path from the top to
the bottom results in a classical cut-based approach.
Throughout this thesis we rely on TMVA [45], a ROOT [46] environment for multi-
variate analyses, to construct appropriate classifiers. Therefore, we describe the particular
implementation in TMVA in this section.
A generic procedure in the context of multivariate techniques is to bisect a dataset with
known labels into a training and test sample. While the former is used to construct the
classifier, the latter allows to test its performance. Separating these two tasks addresses
the risk of overtraining, i.e. becoming sensitive to statistical fluctuations in the sample.
At each branching of the DT one wants to use the most decisive criterion to assign the
remaining NS signal and NB background events of the training sample to the left (L) or
right (R) branch. Therefore, the range of each variable is split into Ncut bins of equal size.
8.12 Boosted Decision and Regression Trees 105
Figure 18: Schematic view of a decision tree. Starting from the root node, a sequence of binary splits using
the discriminating variables xi is applied to the data. Each split uses the variable that at this node gives the
best separation between signal and background when being cut on. The same variable may thus be used at
several nodes, while others might not be used at all. The leaf nodes at the bottom end of the tree are labeled
“S” for signal and “B” for background depending on the majority of events that end up in the respective
nodes. For regression trees, the node splitting is performed on the variable that gives the maximum decrease
in the average squared error when attributing a constant value of the target variable as output of the node,
given by the average of the training events in the corresponding (leaf) node (see Sec. 8.12.3).
factory->BookMethod( Types::kBDT, "BDT", "<options>" );
Code Example 46: Booking of the BDT classifier: the first argument is a predefined enumerator, the second
argument is a user-defined string identifier, and the third argument is the configuration options string.
Individual options are separated by a ’:’. See Sec. 3.1.5 for more information on the booking.
Several configuration options are available to customize the BDT classifier. They are summarized
in Option Tables 21 and 22 and described in more detail in Sec. 8.12.2.
8.12.2 Description and implementation
Decision trees are well known classifiers that allow a straightforward interpretation as they can be
visualized by a simple two-dimensional tree structure. They are in this respect similar to rectangular
cuts. However, whereas a cut-based analysis is able to select only one hypercube as region of phase
Figure II.8: Example for a decision tree. Starting from e roo node an object follows a path
according to the decisions at the individual nodes. Taken from Ref. [45].
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Among all possible splittings the one with the maximum gain in separation
G = I(NS , NB)− N
L
S +N
L
B
NS +NB
I(NLS , N
L
B)−
NRS +N
R
B
NS +NB
I(NRS , N
R
B ) (II.24)
is selected, where NS,B = N
L
S,B +N
R
S,B and I denotes the Gini index
I(NS , NB) =
NSNB
(NS +NB)2
. (II.25)
For simplicity we assume here events of equal weight. The splitting procedure can then
be iterated until a predefined maximum depth of the tree is reached. A single branch is
not split further once it exhibits a certain signal or background purity. The end points
of a tree are called leaves and are assigned to one of the two categories depending on
their actual purities. The obtained DT can now be used to predict the label for an object
x as yDT (x) = ±1 depending on what kind of leaf it ends up, where the upper (lower)
sign corresponds to a classification as signal (background). Using the test sample we can
quantify the rate of correctly identified signal events S and the fraction of misidentified
background events B.
Stabler and more efficient classifiers are boosted decision trees (BDTs). In this context
boosting means that the weights in the training sample are modified depending on the
classification of the DT. More precisely, the AdaBoost algorithm [47] increases the weights
of misclassified objects by
α =
(
1− rfalse
rfalse
)β
, (II.26)
where rfalse denotes the misclassification rate of the DT. The reweighted sample is then
used to construct a second tree. This procedure can be iterated until a desired number of
trees Ntrees is reached. The amount of the reweighting can be controlled by the learning
rate β. A typical choice is β = 0.5.
Instead of a predicted label, a BDT returns the weighted sum of outcomes of the indi-
vidual trees
yBDT(x) =
1
Ntrees
∑
i
log(αi)yDTi(x) (II.27)
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which can be translated into a predicted signal probability. By scanning over the mini-
mal signal probability required for classification as signal, one obtains a curve B(S) known
as receiver operating characteristic (ROC) curve.
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III. RESONANCE SEARCHES WITH BOOSTED TOP QUARKS
The content of this chapter and the related App. A correspond to work done in collabora-
tion with G. Kasieczka (ETH Zurich), T. Plehn (U Heidelberg), T. Strebler (ETH Zurich),
and G. P. Salam (CERN) and is published as Ref. [40].
After the discovery of the Higgs boson, one main task at the LHC is the search for new
physics beyond the Standard Model. Many models predict new heavy particles that can
decay into pairs of top quarks [48]. An example are additional heavy neutral gauge bosons,
called Z ′ bosons. Due to the large mass of the Z ′ bosons, the top quarks are boosted and
thus their hadronic decay products are collimated to fat jets. This fact make Z ′ resonance
searches a perfect application for substructure-based top taggers like the HEPTopTagger.
This reasoning is consistent with the first experimental HEPTopTagger analysis being
a Z ′ resonance search by ATLAS [43]. In this analysis results from the fully hadronic
decay channel obtained with the HEPTopTagger and the TemplateTagger [49] were
comparable with the ones in the historically preferred semileptonic channel.
In the following, we want to improve such a Z ′ → tt¯ search based on boosted hadronic top
quarks. Starting from a very simple analysis using the old HEPTopTagger [36, 37] and a
simple mass window cut on the invariant mass of the reconstructed tops, we will add several
layers of improvements. In Sec. III A 3, we discard the fixed mass window and include addi-
tional kinematic information from the reconstructed top quarks in a multivariate analysis.
Furthermore, we address effects of final-state radiation on the reconstruction. In addition,
the multivariate setup is extended to overcome limitations from a fixed top-tagging work-
ing point. Algorithmic improvements and extensions of the old HEPTopTagger are the
focus of Sec. III B. Finally, we employ event deconstruction [50] as benchmark to compare
our results against other proposed strategies in Sec. III C 2. Throughout this chapter, all
results are discussed in context of the Z ′ resonance search. However, some improvements
are directly connected to top tagging and lead to the new HEPTopTagger2.† Therefore,
the corresponding modifications and extensions are addressed separately in the context of
ordinary top tagging in App. A.
† The HEPTopTagger2 is available from: http://www.thphys.uni-heidelberg.de/~plehn/index.php?
show=heptoptagger&visible=tools.
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A. Resonance reconstruction
The current benchmark for heavy resonance searches using available information of
boosted top quarks is event deconstruction [50]. To allow for a comparison in Sec. III C 2,
the presented analyses follow the setup of Ref. [50]. A signal sample for the process Z ′ → tt¯
is generated with Pythia8 [51] where we set the mass of the new boson to mZ′ = 1500 GeV.
Assuming the coupling structure of the Standard Model Z boson would result in a width
Γ(Z ′) = 47 GeV. To match the assumptions and experimental resolution assumed in
Ref. [50], we enforce pure vector couplings and increase the width to Γ(Z ′) = 65 GeV. As
it will turn out later, this is of minor importance since the reconstruction will be limited to a
larger width. For simplicity, we assume a branching ratio into tops of 100% throughout this
study. The two relevant backgrounds are continuum top-pair and QCD dijet production.
Both are generated with Pythia8 where we set a generator-level cut of pT ≥ 400 GeV on
the top quarks and hard jets. We force all top-quark decays to be hadronic. Unless stated
explicitly, we do not simulate pile-up or detector effects. A realistic performance test of all
approaches has anyhow to rely on future experimental studies. For all optimizations we
will focus on the pure QCD jets background which is by far the dominant one.
1. Decay kinematics
Since the mass of the considered Z ′ boson is much larger than twice the mass of a top
quark, the top quarks will be boosted and give rise to fat jets. Thus, we require at least
two fat jets constructed with the Cambridge-Aachen (C/A) algorithm [30] and a cone size
of R = 1.5 using FastJet [52]. Our analyses are based on the two hardest fat jets fulfilling
pT,fat > 400 GeV and |yfat| < 2.5 . (III.1)
Table III.1 provides the corresponding cut flow. The old default HEPTopTagger [37]
yields a double top-tagging efficiency of 2tags = 14% for the signal sample. Applying a
window on the invariant mass of the reconstructed top-quark pair mtt ∈ [1200, 1600] GeV,
leads to an overall Z ′-tagging efficiency of Z′ = 10.2%. The mistagging rates for the tt¯
background are 2tags = 13.7% and Z′ = 3.3%. For the QCD jets background sample
the double mistag rate is 2tags = 6.6 · 10−4 and Z′ = 1.5 · 10−4. At this point, the pure
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Z ′ → tt¯ tt¯ QCD
generator level 105 105 (1.76 pb) 8 · 106 (1.93 nb)
≥ 2 fat jets Eq.(III.1) 69142 85284 (1.50 pb) 6.7 · 106 (1.62 nb)
hardest 2 fat jets HTT[JHEP1010] tagged 9679 11706 (0.21 pb) 4426 (1.07 pb)
mtt ∈ [1200, 1600] GeV 7031 2817 (0.05 pb) 978 (0.24 pb)
Table III.1: Number of events and the corresponding Pythia8 cross section used for our analysis.
The efficiencies S,B for a Z
′ extraction are defined as the ratio of the last to the second line in this
table.
QCD jets background rate dominates the continuum top-pair production by a factor five.
Therefore, we focus on the QCD jets background for the rest of our analyses.
A possibility to improve this simple analysis is to replace the static mass window cut and
consider the invariant mass mtt and additional kinematic variables in a multivariate analysis
using boosted decision trees, as implemented in TMVA [45]. The achievable performance
of such an approach is illustrated in Fig. III.1 in terms of receiver operating characteristics
(ROC) curves. The provided signal efficiencies S are obtained from the Z
′ signal while the
mistagging rates B are based on the pure QCD jets background. The left panel of Fig. III.1
compares ROC curves starting from the invariant massmtt. The fact that the corresponding
ROC curve looks slightly worse than the working point of the old default HEPTopTagger
combined with the mass window mtt ∈ [1600, 2000] GeV can be explained by a change in the
order of cuts from the old default to the version of the tagger used for this comparison [39].
The changed order of cuts (mass-plane cuts before triplet selection) significantly reduces
background sculpting at the expense of signal efficiency [39]. Background sculpting induces
a major systematic error when looking for peaks in distributions and thus should be avoided.
Once both versions are incorporated in a fully flexible multivariate setup, this difference
vanishes.
Including additional variables in the multivariate analysis should improve their discrim-
inational power, provided the variable adds new information. It should be emphasized
that the HEPTopTagger not only tags a fat jet as top, but returns a reconstructed four
momentum of the top quark, that allows for a subsequent kinematical analysis. A possible
observable that can be included in the multivariate analysis is the rapidity difference of the
top quarks |∆y|. The corresponding signal and background distributions are provided in
the left panel of Fig. III.1. While the shape of the Z ′ signal and the tt¯ background are quite
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Figure III.1: Left: |∆y| distribution of the reconstructed top quarks for signal and backgrounds.
Right: ROC curves for the dominant QCD jets background vs. the Z ′ signal after including
additional kinematic information shown in Eq.(III.2). As in all figures the asterisk corresponds to
the original HEPTopTagger described in Ref. [37]. Taken from Ref. [40].
similar, the extension of the QCD jets background to higher values of |∆y| could be useful
in a multivariate setup. Indeed, the corresponding ROC curve in the right panel of Fig. III.1
indicates a sizable improvement. Another obvious extension are the transverse momenta
of the reconstructed top quarks pT,i, which results in an even better performance. How-
ever, including |∆y| on top of mtt and the transverse momenta does not yield any further
improvement. This indicates that there is no new information added, which is expected
since the two-particle final state is essentially fully described. Thus, we can define a set of
observables using only decay kinematics
{ mtt, pT,t1 , pT,t2 } (decay kinematics). (III.2)
2. QCD Jets
QCD effects beyond leading order are important to understand signal and backgrounds.
Here, we provide a first estimate of the influence of final-state (FSR) and initial-state
radiation (ISR) to our resonance search. The question how to deal with them is addressed
in the next subsection.
A nice feature of using Monte Carlo simulations is that we can enable or disable certain
parts of the simulation. This allows us to switch off ISR and FSR for the generation
of signal events and thus investigate their influence on our analysis. Turning initial or
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Figure III.2: ROC curves for different combinations of initial-state jet radiation (ISR) and final-
state radiation (FSR) in the Z ′ signal generation. The background is QCD jets with ISR and FSR
for all curves. Taken from Ref. [40].
final-state radiation off for the background is not sensible since additional QCD radiation
is needed to obtain the sufficient jet multiplicity to fake top-quark decays. Figure III.2
depicts how deactivating ISR and/or FSR affects the ROC curves. The most striking
effect is FSR spoiling the reconstruction of the signal, which will be addressed in the
next subsection. The influence of initial-state radiation is twofold. On the one hand, it
can give rise to additional soft jets that might be misidentified e.g. as the softer of the
W -boson decay jets and thus worsens the top tagging and reconstruction. On the other
hand, it can help since the recoil of the Z ′ boson against initial-state radiation changes the
distribution of transverse momenta of the top quarks towards higher values. The latter
effect is expected to be important for high signal efficiencies, which is reflected in the ROC
curve. These observations indicate that a better treatment of QCD radiation could provide
sizable improvements for the resonance reconstruction.
3. Final-state radiation
In contrast to other top taggers, the HEPTopTagger reconstructs the four-vector of
the tagged top quark. This directly allows to reconstruct mZ′ as the invariant mass of the
two top quarks. While the HEPTopTagger is designed to capture final-state radiation
off the top-quark decay products (Nfilt > 3), the implemented mass cuts limit its usage to
on-shell top quarks.
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However, the top quarks from Z ′ decays can be slightly off-shell and turn themselves
on-shell by radiating off a hard gluon. This radiation is not captured when we reconstruct
mZ′ from the HEPTopTagger top quarks and leads to a misalignment between the
reconstructed and true mass of the Z ′ bosons. In particular, missing the gluon results
in too small masses, while the top tagging itself remains unaffected. Accordingly, the
reconstructed mass distribution in the left panel of Fig. III.3 exhibits an asymmetric tail
toward small mtt. We can confirm this effect to be caused by final-state radiation by
deactivating it during event generation: it removes the tail almost entirely. The remaining
broadening and the minimal tail towards low masses is due to losses in the reconstruction of
the top-quark four-momenta. We point out that the FSR tail becomes even more important
for heavier Z ′ bosons.
Although the observed FSR tail is an issue for the reconstruction of heavy resonances,
the task of the HEPTopTagger is the identification and reconstruction of top quarks.
Therefore, we will not modify the tagger but adjust the analysis strategy.
According to the discussion above, it should be possible to remove the asymmetric tail
of the mZ′ distribution by including kinematics of the fat jets in the analysis. We follow
exactly the same analysis cuts as before but do not use the reconstructed four-momenta
of the top quarks returned by the tagger. Instead, we can reconstruct the Z ′ boson from
the top-tagged R = 1.5 C/A fat jets. Subjected to the influence of underlying event
and initial-state radiation, the mff distribution peaks roughly at mZ′ and has symmetric
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mpeak [GeV] Γ [GeV] 
±150
Z′ 1/
±150
tt 1/
±150
QCD
mtt ∈ [1200, 1600] GeV – – 0.136 22 2805
unfiltered 1539 167 0.141 21 1960
R = 0.3, N = 4 1457 152 0.146 28 2218
R = 0.3, N = 5 1477 144 0.150 25 2098
R = 0.3, N = 6 1489 139 0.151 25 2052
R = 0.3, N = 7 1496 144 0.151 24 2043
R = 0.2, N = 5 1443 140 0.141 29 2329
R = 0.3, N = 5 1477 144 0.150 25 2098
R = 0.4, N = 5 1500 144 0.151 24 2030
R = 0.5, N = 5 1515 143 0.148 23 1993
pruning z = 0.1, fR = 0.5 1443 150 0.138 26 2075
Table III.2: Breit-Wigner fits and performance of different grooming approaches. The quoted
efficiencies are based on a window for the invariant mass of the two filtered fat jets |mff −mZ′ | <
150 GeV.
tails. To obtain a stable result for the invariant mass of the two fat jets in an QCD-
busy environment, we need to groom the fat jets. Our technique of choice is filtering [33],
which essentially decreases the used jet area and therefore reduces the contamination from
underlying event. The right panel of Fig. III.3 compares distributions of a filtered and a
pruned version of the invariant mass based on the filtering and pruning routines provided
within FastJet [52]. For reference, we show again the invariant mass distribution of the top
quarks’ four-momenta. In contrast to the mtt distribution, the groomed mff distributions
have symmetric peaks around the Z ′-boson mass. We confirm that grooming leads to stable
results for the invariant mass by comparing several parameter settings in Tab. III.2. As
characteristic parameters of the distributions we provide the peak position and the fitted
Breit-Wigner width of the symmetric peaks as well as the reconstruction efficiencies for
a fixed mass window of |mff − mZ′ | < 150 GeV. Using a Gaussian instead of a Breit-
Wigner leads to similar results but a poorer modeling of the tails. The reconstructed
widths lie around 145 GeV, roughly twice the value of the Monte Carlo width. In absence
of detector effects, this value sets the resolution of mass reconstruction. Furthermore,
Tab. III.2 indicates that replacing the cut on mtt with a cut on a groomed version of mff
does not improve the Z ′ signal extraction. The reason for this is that the shape of the
background distributions in Fig. III.4 is changed as well. The mff distribution for the QCD
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Figure III.4: Reconstructed mass distribution of the Z ′ signal and the backgrounds based on the
tagged tops (left) and the corresponding filtered fat jets (right). Taken from Ref. [40].
jets background has its maximum around mff = 1.3 TeV, while the mtt distribution exhibits
a more pronounced maximum around mtt = 900 GeV. The reason for this difference is the
way that the top tagging removes QCD jets background events: First, the three assumed top
decay products have to combine to the correct top-quark mass. Second, the combination
of the two constructed tops has to fall in the mass window around the Z ′-boson mass.
Removing the first step leads to lager backgrounds at higher mff values.
To include final-state radiation and benefit from the additional information, we can use
both mtt and mff in the multivariate framework. Including kinematics of the fat jets this
leads to the following set of variables describing the Z ′ decay
{ mtt,mff, pT,t1 , pT,t2 , pT,f1 , pT,f2 } (filtered fat jets). (III.3)
The used fat jets are filtered with a filter radius of R = 0.3 and keeping the N = 5
hardest substructures. Fig. III.5 depicts the corresponding ROC curves. In the left panel
we show this time both the tt¯ and QCD jets background. The improvement of using a
multivariate approach for both backgrounds is obvious. For the QCD jets background,
shown separately in the right panel, we find an improvement of a factor of 2 in 1/B at
constant signal efficiency compared to the original HEPTopTagger.
For the QCD jets background the combination of fat jet and mistagged top kinematics
includes information beyond the hard process. For example, initial-state radiation, sensitive
to the color structure of the signal and background, is captured in this combination. On
33
III Resonance searches with boosted top quarks
S
ε
0 0.05 0.1 0.15 0.2
B
ε
1 
/ 
10
2
10
3
10
4
10
5
10
HTT[JHEP1010]
decay kinematics (2)
filtered fat jets (3)
QCD
tt
S
ε
0 0.05 0.1 0.15 0.2 0.25
B
ε
1 
/ 
3
10
4
10
5
10
HTT[JHEP1010]
filtered fat jets (3)
variable masses (4)
QCD
Figure III.5: Left: performance of the multivariate analysis including the information on the fat jet,
as given in Eq.(III.2), Eq.(III.3) and Eq.(III.4). Only in this plot do we optimize for tt¯ and QCD
jets backgrounds separately. Right: performance curve for the full analysis only accounting for the
dominant QCD jet background. Taken from Ref. [40].
the other hand, we construct the fat jets using standard jet clustering algorithms and
our results are stable under different filter settings. Thus, we do not expect experimental
problems relying on a working pile–up subtraction.
Up to this point the considered kinematic observables are based on the HEPTopTag-
ger output using a fixed working point. In general, the reconstruction of Z ′ bosons is
limited by the efficiency to reconstruct the two top quarks and thus depends on the choice
of working point. To allow for more flexibility, we open the mass window on the recon-
structed top-quark mass. For each top candidate the mass reconstructed by the tagger can
then be used as input for the multivariate analysis. In particular, we provide the smaller
and the larger reconstructed top-quark mass as mminrec and m
max
rec . Similarly, we loosen the
constraint on the ratio of the W -boson and top-quark mass fW . The deviation from the
true value is then an output of the tagger that we include in the multivariate analysis as
frec. These modifications extent the set of variables to
{ mtt,mff, pT,t1 , pT,t2 , pT,f1 , pT,f2 ,mminrec ,mmaxrec , fmaxrec } (variable masses). (III.4)
The corresponding ROC curve in the right panel of Fig. III.5 illustrates that going beyond
the fixed HEPTopTagger working point increases the range of achievable signal efficien-
cies. In particular, we can receive efficiencies up to S = 56%. Compared to the old default
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HEPTopTagger working point combined with a fixed mass window around the Z ′-boson
mass, the improvements of the last sections result in a five-times better background rejec-
tion at constant signal efficiency.
B. Updated tagger
During LHC run I, fat jets with large cone size of R = 1.5 or R = 1.8 have been es-
tablished as analysis objects. Those jets are large enough to capture the decay products
of heavy particles. If a particle of mass m decays to two subjets, their separation can be
estimated to ∆Rij ∼ 2m/pT . Thus, the geometrical size of the fat jets sets a limit on the
accessible range of transverse momenta of the heavy particle. Consequently, any tagger
should allow for jets as large as possible. However, with the size of the fat jet the contam-
ination from underlying event and pile-up gets more and more problematic. As grooming
step, filtering [33] has been an essential ingredient all versions of the HEPTopTagger.
By reducing the effectively used size of the fat jet, it decreases the problem of underly-
ing event and not entirely removed pile–up. Another issue is initial-state radiation which
enters the fat jet and complicates the combinatorics during the reconstruction of the top
quark. A typical ISR jet can mimic e.g. the softer W -boson decay jet and thus leads to
a wrongly reconstructed four-momentum. Such so-called type-2 tags containing only two
correct top decay products have been studied in the context of less boosted top quarks [39].
Their occurrence can be reduced by harder reconstruction cuts which, however, lower the
tagging rate. At higher boosts like in the reconstruction of heavy new particles, the used
radii of the fat jets are too large and consequently should be adjusted. In the next sec-
tion, we introduce an adaptive cone size for the HEPTopTagger, the optimalR mode. In
addition, this procedure yields a new powerful observable to discriminate between fat jets
originating from top quark decays and those arising from QCD jets backgrounds. Finally,
we demonstrate how the tagging can be improved further by employing N -subjettiness [53].
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1. OptimalR mode
The idea of an adjustable jet size is not new [54–56], but none of them lead to a
dramatically improved tagger.‡ In this section, we rely on a purely algorithmic approach
to find an adequate size of the fat jet [60]. In principle, there is an optimal fat-jet size
Ropt at which all top decay products are captured. A smaller fat jet would miss relevant
parts of the decay and thus cannot reconstruct the top quark correctly. A larger fat
jet, instead, would capture all relevant decay products, but contain an unnecessary large
amount of contamination from ISR, the underlying event and pile–up. The idea of the
optimalR mode is to determine Ropt by starting from a large fat jet, say R = 1.5, and
stepwise reduce the size of the fat jet. At each R, we run the usual HEPTopTagger to
reconstruct a top-quark candidate. If reducing the cone size splits the fat jet into several
smaller fat jets, we only consider the hardest one for further deconstruction. As long as
the used radius is larger than the optimal value, the tagger should be able to return an
almost stable result for the reconstructed top quark. Once the algorithm passes Ropt from
above, the lack of relevant parts of the decay results in a change of the reconstructed four-
momentum. With decreasing radius we therefore expect a stable plateau of reconstructed
top-quark mass until Ropt is passed. This allows us to algorithmically extract Ropt via
m
(1.5)
rec −mrec(R)
m
(1.5)
rec
> 0.2 ⇔ R < Ropt . (III.5)
The final output of the tagger is then the four-momentum reconstructed at R = Ropt. As
smallest value for the cone size we set R = 0.5 and point out that this value can and has to
be adjusted for studies of tops with large boosts pT,t & 1 TeV. For now, the cutoff should
avoid experimental problems due to the resolution of the calorimeter, but has to be tested
in full detector simulation by ATLAS and CMS. In our analysis we typically obtain values
around Ropt = 0.6 in the signal sample.
In addition to the algorithmic procedure outlined above, we can estimate the expected
value for Ropt from a fit to Monte Carlo data. For this purpose, we simulate Standard Model
‡ Recently, the new HOTVR tagger [57] relying on Mass Jump [58] and VariableR [56] claimed to yield
better performance than the HEPTopTagger2 for transverse momenta above 1 TeV. However, they rely
on a fixed working point and the used parameters are not adjusted to the considered boost. A comparison
of the two approaches in a multivariate framework is in preparation [59].
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Figure III.6: R
(calc)
opt fit based on Standard Model tt¯ samples with pT,t > 200, 400, 600 GeV for the
parton-level distance of decay products Rbjj . The fat jets are filtered with R = 0.2, N = 10. The
functional form of the fit curve is given by Rcalcopt = 327 GeV/pT,filt. Taken from Ref. [40].
top-pair production with hadronic top decays using Pythia8. To increase the statistics at
higher transverse momenta, we combine samples with pT > 200, 400, and 600 GeV. From
these samples we can derive a relation between the distance of the expected cone size Rbjj
and the kinematics of the corresponding fat jet, in particular its transverse momentum.
To achieve stable results for the fat jets, we filter them using Rfilt = 0.2 and keeping the
ten hardest substructures. This choice of parameters turns out to perform best for our
purposes [60]. However, the final choice has to be left to experimental optimizations. To
obtain the desired relation, we fit R
(calc)
opt ∝ 1/pT,filt to the data. From the fit in Fig. III.6,
we estimate the optimal cone size as Rcalcopt = 327 GeV/pT,filt. While for true top quarks the
estimated value Rcalcopt and the algorithmically found Ropt should be close, for a QCD jet
faking a top-quark decay this is not the case. Therefore, we can gain additional information
from the deviation Ropt−R(calc)opt . However, we note that R(calc)opt might be strongly correlated
with other observables that are already included in Eq.(III.6). Including the larger of the
two deviations increases the set of observables for the BDT to
{ mtt,mff, pT,t1 , pT,t2 , pT,f1 , pT,f2 ,mminrec ,mmaxrec , fmaxrec , Ropt−R(calc)opt } (optimalR), (III.6)
where we evaluate all HEPTopTagger outputs at Ropt. The gain in performance is
shown in Fig. III.7. For small signal efficiencies there is no improvement within numerical
fluctuations. At larger signal efficiencies, however, we observe a significant improvement.
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Figure III.7: Performance of the optimalR mode based on the kinematic variables in Eq.(III.6),
including N -subjettiness variables as defined in Eq.(III.8), and including Qjets. As described in
the text, for Qjets we need to require a finite calorimeter resolution, while all other curves do not
include any detector effects. We only consider the dominant QCD jets background. Taken from
Ref. [40].
2. N -subjettiness
The most straightforward question that one might ask in the context of jet substruc-
ture is: how many hard subjets are contained inside a jet? In other words, is the jet
consistent with a N -prong decay? A quantity that measures exactly this property is N -
subjettiness [53, 61]. The basic idea behind it is to construct a set of N axes and measure
how consistent the constituents can be assigned to them. N -subjettiness quantifies this as
τN =
1
R0
∑
k pT,k
∑
k
pT,k min (∆R1,k,∆R2,k, · · · ,∆RN,k) . (III.7)
For each constituent of the (fat) jet it determines the minimal distance to any of the N
axes. The sum of the distances to the nearest axis measures how well the jet is described
by N or less axes. The pT -weighting emphasizes the importance of hard substructures.
Conventionally, the sum is normalized by the sum over all transverse momenta. The
parameter R0 is usually set to the size of the (fat) jet to guarantee τN ∈ [0, 1]. Since
small τN indicates consistency with N or less axes, the ratio τN/τN−1 serves as a probe of
the N–pronginess of the (fat) jet and has been used as a tagger itself.
Including the first three τN calculated for each of the fat jets both filtered and unfiltered
yields an amazing improvement of the ROC curve shown in Fig. III.7. The set of observables
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now includes
{ mtt,mff, pT,t1 , pT,t2 , pT,f1 , pT,f2 ,mminrec ,mmaxrec , fmaxrec ,
Ropt −R(calc)opt , τ1,N , τ (filt)1,N , τ2,N , τ (filt)2,N }
(N -subjettiness). (III.8)
A more detailed explanation of the used quantities is provided in App. A.
3. Qjets
A major limitation of substructure based tagging algorithms is the restriction to a
deterministic sequence of clustering steps (clustering history). As described in Sec. II D,
the jet clustering is a purely algorithmic procedure that tries to reverse the physical process
of additional QCD radiations. However, there can be situations in which the jet clustering
does not do its job well enough and leads to an inappropriate jet. In such cases the
reconstruction of a top quark has to fail right from the beginning. A possibility to overcome
this limitation in signal efficiency is to consider not just a single history per fat jet. One
approach that allows for the construction of several clustering histories together with a
statistical interpretation is Qjets [62]. To construct a jet, the usual clustering algorithms
iteratively combine the closest pair of prejets based on a given metric dij . In the C/A jet
algorithm this is their geometric separation dij = ∆Rij . Qjets associates in each clustering
step all possible clusterings of prejet pairs (i,j) with a weight
ω
(α)
ij = exp
(
−α dij − d
min
ij
dminij
)
(III.9)
and randomly selects a splitting according to these weights. To balance the aim of alterna-
tive jet clusterings and the convergence of the clustering, we choose a rigidity of α = 0.1.
The deterministic clustering is restored in the limit α→∞. Multiplying the weights of all
selected merging steps leads to a global weight for the entire clustering history
Ω(α) =
∏
mergings
ω
(α)
ij =
 ∏
mergings
exp
(
−dij − d
min
ij
dminij
)α consistent−→ 1 . (III.10)
This weight is limited by the deterministic cluster sequence with Ω = 1 independent of α.
The intrinsic probabilistic behavior of the algorithm allows for the generation of a whole
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set of possible clustering histories. For our studies we limit the size of these sets to 100
clustering histories per fat jet, each with its own weight Ω. If the deterministic clustering
corresponds to a reasonable history for a signal event, we expect the outcome of the tagger
using this history to be close to the one clustering history with the largest global weight.
One situation in which Qjets can help is when the deterministic jet clustering picks
an intermediate merging that is minimal with respect to dij but is not well motivated
by QCD. By definition this clustering history has the maximum weight Ω = 1. Another
clustering history, which might be more consistent with QCD, can reach a similarly large
weight. From the set of alternative clustering histories, we can pick the subset which leads
to top tags and large global weights. In this analysis, we select the two positively tagged
clustering histories with largest weights. Therefore, we can correct for a possibly misled
deterministic cluster sequence. Especially for large signal efficiencies, we expect a benefit
from the approach, because in this regime the effect of wrong clustering histories becomes
limiting. In addition, we can extract statistical information from the 100 Qjets histories.
First of all, we label the fraction of histories that result in a top tag as Qjets. Secondly, we
characterize the reconstructed top mass distribution mQjetsrec of the Qjets tagged histories in
terms of its first and second moment. Adding this information to the set of observables for
the multivariate analysis finally leads to
{ mtt,mff, pT,t1 , pT,t2 , pT,f1 , pT,f2 ,mminrec ,mmaxrec , fmaxrec ,
Ropt −R(calc)opt , {τN}, minQjets, {mQjetsrec } }
(Qjets), (III.11)
where {τN} stands as a shorthand for the N -subjettiness values used in Eq. (III.8). From
the two top candidates, we only consider the smaller value for Qjets. All other variables are
evaluated at Ropt for the highest weighted clustering histories. The obtained ROC curve
is given in Fig. III.7. In contrast to all analyses above, this time we precluster the event
to (η × φ) cells of size (0.1× 0.1). This detector resolution limits the number of clustering
steps and therefore reduces the number of possible clustering histories to a manageable
level. Because this preclustering is not done for the analyses before, the Qjets ROC curve
does not exceed the previous ROC over the entire range. However, we still observe the
expected improvement towards larger signal efficiencies.
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C. Full event information
Finally, we have to compare the performance of the HEPTopTagger2 to other ap-
proaches designed for the LHC. As benchmark we compare against the projection of event
deconstruction for a Z ′ resonance search [50]. As discussed in Sec. II D, the hard process
and QCD jet radiation are blurred when we include e.g. filtered subjet information or N -
subjettiness. Therefore, we first study briefly the information from additional jets in the
entire event before comparing against the leading proposal for Z ′ analyses.
1. Additional jets
To estimate the difference in the jet structure of Z ′ signal processes and the QCD jets
background, we cluster the hadronic event into small R = 0.2 C/A jets with pT > 10 GeV.
This choice corresponds to the micro-jets which constitute the starting point of event
deconstruction. While it is not clear whether such jets can be meaningfully used at the
LHC, here we use them to capture a maximum amount of information. Without analysis
cuts, the number of jets in a signal event is set by the three decay products of each top
quark and additional ISR and FSR jets. The number of jets and their kinematics should
allow to separate different processes in an inclusive event sample [63].
After a first level of cuts, both the Z ′ signal and the tt¯ background peak at 10 micro-
jets in Fig. III.8, i.e. six top decay products and four additional jets from initial or final-
state radiation. The QCD jets background exhibits a maximum at slightly larger number
of jets, which is expected since the scale of the hard process is also generated through
a large number of jets. Furthermore, the leading jet in the signal tends to be harder
than for the backgrounds. These jet patterns might be useful in a multivariate analysis,
however, the contained information would be heavily correlated with the variables used in
the HEPTopTagger.
Instead, we can study the jet activity that does not contribute to the top candidates.
During top tagging the typical subjets are of size R = 0.3 and pT & 20 GeV after filtering.
To obtain the unused hadronic activity, we remove all calorimeter data that ends up in the
final top candidates and recluster the remnants into micro-jets. As shown in the lower row of
Fig. III.8, the number of obtained postjets for the signal peaks around 2, indicating two jets
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that do not originate from final-state radiation off the top decay products. The distribution
of transverse momenta of the hardest postjet peaks for the signal and tt¯ background at
small values corresponding to soft initial-state radiation. For the QCD jets background the
distribution has its maximum around pT,j = 50− 200 GeV. This is still small compared to
the scale set by the fat jets but could provide additional information that can be used in
a BDT analysis. However, the ROC curves in the right panel of Fig. III.8 indicate only a
negligible gain in performance by adding postjet information to the set of variables defined
in Eq.(III.3). Almost all information of the additional jet radiation is already contained in
the combined analysis of the reconstructed tops and the corresponding fat jets.
This observation backs up the assumption that additional jet information inside and
outside the fat jets has no major influence on the stable tagging results of the updated
tagger. Consequently, we can compare the HEPTopTagger2 with other multivariate
approaches.
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Figure III.8: Information on the hardest jet before top tagging (upper row) and the hardest jet
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show the number of jets, the hardest jet’s transverse momentum, and ROC curves illustrating the
gain in performance by including information from the postjets. Taken from Ref. [40].
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2. Comparison with other approaches
One of the most promising proposals for boosted top-quark identification and tt¯ reso-
nance searches at the LHC are shower deconstruction [64] and event deconstruction [50].
The basic idea is to construct likelihoods representing possible shower histories for a jet or
a fat jet. The fundamental objects in these analyses are C/A micro-jets with R = 0.2 and
pT > 10 GeV [50]. Although these jets are slightly softer and smaller than the ones typi-
cally used in taggers, our observations in the last section indicate that this should not make
a significant difference. In contrast to general template methods, shower deconstruction
relies on the soft and/or collinear approximation of QCD to compute the likelihood for a
given shower history in terms of Sudakov factors and splitting probabilities. The obtained
likelihood ratio is then used to decide whether a fat jet originated from a top-quark decay
or QCD jets background. Like other probabilistic approaches, shower deconstruction does
not separate classification and reconstruction and thus, unlike the HEPTopTagger, does
not yield a reconstructed four-momentum for the top quark.
The Z ′ resonance search using event deconstruction relies on two C/A fat jets of size
R = 1.5 fulfilling the criteria of Eq. (III.1). Each fat jet is then reclustered to micro-
jets, of which up to the hardest nine are used to calculate the corresponding likelihoods.
For the Z ′ analysis not only the likelihood separating top-quark jets from QCD jets is
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Figure III.9: Comparison of the multivariate HEPTopTagger2 analysis presented in this thesis
with the event deconstruction approach of Ref. [50]. All HEPTopTagger2 curves correspond to
Fig. III.7, but now with a collider energy of 14 TeV instead of 13 TeV, This comparison in the
absence of an experimental validation should be taken as first estimate. Taken from Ref. [40].
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taken into account but in addition the event likelihood differentiates between resonant and
non-resonant production of the fat-jet pair. For the hard process this approach is similar
to the established matrix element method [65] and replaces the analysis of mtt and pT,t.
Following Ref. [50] we assume a width of the Z ′ boson of 65 GeV. However, the exact value
is secondary for our analysis since its resolution is limited to a reconstructed width around
145 GeV, as was shown in Tab. III.2. Figure III.9 provides a comparison of the analysis
developed in the previous sections with event deconstruction. In contrast to Fig. III.7, we
show signal efficiencies up to 68% illustrating the extension of achievable signal efficiencies
using Qjets. Furthermore, the shown results are obtained for 14 TeV center-of-mass energy
allowing for a direct comparison to the event deconstruction efficiencies of Ref. [50]. Both
event deconstruction and the new deterministic HEPTopTagger2 perform comparably
over a wide range of signal efficiencies. Of course, the final answer on both methods has to
be subject of a full experimental study based on real data.
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D. Conclusions
In the past sections, we improved a plain Z ′ → tt¯ resonance search using the old HEP-
TopTagger by modifying the tagging algorithm and adding several kinematic observables
to a multivariate analysis. Considering fat jet kinematics allowed us to account for final-
state radiation in resonance searches. Moreover, we introduced an algorithmically opti-
mized size of the original fat jet combined with its prediction (optimalR mode). Further
improvements were achieved by probing more general subjet structures inside the fat jet
using N -subjettiness. Finally, Qjets provided a global picture of the most likely clustering
histories giving a top tag. For the outlined Z ′ search, we achieved an increased background
rejection by a factor 30 for a constant Z ′ tagging efficiency of 10%. These results are at
least competitive with the leading estimates for other tagging methods.
Except for the fat jet kinematics, all these improvements can be incorporated in the top
tagging algorithm leading to the new HEPTopTagger2. The corresponding improve-
ments for top tagging are discussed in App. A, where we test the new tagger for moderate
(pT > 200 GeV) and sizable (pT > 600 GeV) boosts. Especially, for large boosts we find
significant improvements compared to the old HEPTopTagger.
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IV. MEASURING THE TOP YUKAWA COUPLING AT A FUTURE HADRON
COLLIDER
This chapter presents work done in collaboration with M. L. Mangano (CERN), T. Plehn
(U Heidelberg), P. Reimitz (U Heidelberg), and H. S. Shao (CERN) that is published as
Ref. [66]. Especially the credit for the studies of the theoretical uncertainties has to go to
the our collaborators from CERN.
Besides searches for new particles, it is a primary tasks of the following LHC runs to
test the nature of the Higgs boson. Especially the top Yukawa coupling yt is of major
interest. Due to its large size, it dominates the renormalization group evolution of the
Higgs potential to higher energy scales [21]. However, yt is very hard to determine directly
at colliders [13, 67], since it requires a precise measurement of the production cross section
of a Higgs boson associated with a pair of top quarks (tt¯H). In principle, this process can
be studied at hadrons colliders [36, 68, 69] as well as at e+e− machines [12, 70], provided
they exceed the required center-of-mass energy of 500 GeV. The expected precisions for the
determination of the Higgs couplings at the LHC and the proposed International Linear
Collider (ILC) [71] are depicted in Fig. IV.1. Should a future e+e− Higgs factory not
fulfill this requirement, the measurement of yt will be left as a task for future hadron-
hadron colliders. Candidates for a 100 TeV proton-proton collider are the FCC-hh [72]
at CERN and the SppC [73] in China. Such a hadron collider could shed some light on
weakly interacting thermal dark matter [75], the Standard Model gauge sector at high
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Figure IV.1: Expected precision in the determination of Higgs couplings at the high-luminosity
LHC and the ILC (
√
s = 500 GeV). Taken from [12].
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energies [76], the electroweak phase transition [77] and the hierarchy problem. In addition,
high precision studies of the Higgs boson will be an important part of the physics program.
While it is unclear whether and when such a machine will be built, it is important
to estimate the feasibility and reach of proposed measurements. First studies indicate
that the Higgs self-coupling could be determined with a precision of 5 to 10% with an
integrated luminosity of 30 ab−1 [78]. The fact that already for the high-luminosity LHC
the extraction of Higgs couplings is expected to be limited by theoretical and systematic
uncertainties [79] limits the possibility for extrapolations. An important exception is the
measurement of tt¯H production, which will still be limited by statistics.
In this chapter, we illustrate that a future 100 TeV proton-proton collider will allow for
a precision measurement of tt¯H production. The main feature compared to the LHC is
the increased rate of events at larger boosts of the top quarks and the Higgs bosons. This
enables us to exhaust features of boosted objects and jet substructure [80]. The changes
in the transverse momentum distributions at a 100 TeV collider compared to the LHC are
illustrated in Fig. IV.2. Our analysis is based on the first HEPTopTagger application
to semileptonic tt¯H Higgs boson decaying to a pair of b-quarks [36]. There are several
differences of the presented 100 TeV analysis compared to the original LHC study.
First, we benefit from the hugely increased statistics at a 100 TeV collider with an
expected integrated luminosity of O(10 ab−1). From Fig. IV.2 we expect, for example,
around 10 million events with pT,H > 500 GeV in 10 ab
−1. The improved statistics allows
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Figure IV.2: Transverse momentum distributions for the tt¯H signal process at a 100 TeV collider
(left) and the 13 TeV LHC (right). Taken from version 1 of Ref. [66].
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for a comparison to the similarly peaked tt¯Z, Z → bb¯ background which reduces system-
atic and theoretical uncertainties. The next section illustrates that the cross-section ratio
σ(tt¯H)/σ(tt¯Z) comes with very small theoretical uncertainties which are at the percent
level already today.
Secondly, the change of the transverse momentum spectra towards higher pT provides
a large fraction of events that can be investigated with default boosted tagging techniques
as shown in Sec. II E.
Finally, the improvements in the HEPTopTagger2 outlined in chapter III and their
application on the BDRS Higgs tagger [33] will allow us to reduce background sculpting
and increase the signal statistics. Using these improvements in Sec. IV C, we find that
the ratio of the fiducial cross section of tt¯Z and tt¯H can be measured with percent level
statistical precision. Assuming negligible BSM contamination in the tt¯Z production, this
measurement probes the product of the top Yukawa yt and the H → bb¯ branching ratio
to 1% precision. In the likely case that a 100 TeV collider is preceded by an e+e− Higgs
factory, the branching ration B(H → bb¯) will be known to better than 1% [73, 81–83]
and the suggested measurement would provide a direct measurement of the top Yukawa
coupling.
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A. Theoretical systematics for the tt¯H/tt¯Z production rate
While the great benefit of hadron colliders are the immense statistics, there is the in-
trinsic problem to perform accurate absolute rate predictions. A major difficulty is the
complexity and size of higher-order corrections. Next-to-leading-order (NLO) calculations
come often with uncertainties of order 10%. For gg-initiated processes these can be much
larger, especially for Higgs or bb¯ production. Including NNLO contributions, the uncertain-
ties can in many cases be reduced to the percent level. Another issue are the uncertainties
of the gluon parton distribution function (PDF) which range from a few percent to order
one for extremal values of the proton momentum fraction x. Additional uncertainties arise
from the modeling of realistic final states. The precision that can be reached in inclusive
parton-level calculations has to be folded with hadronization and analysis cuts. Finally, for
some processes the achievable precision is limited by the knowledge of input parameters,
e.g. the masses of heavy quarks.
In the past years, there has been significant progress in theoretical precision [84]. For
example, the inclusive Higgs production from the gg initial state has been calculated to
NNNLO [85]. Combined with improvements in the estimation and the consistency of the
gluon PDF [86], the uncertainty on the total production rate reached 3%NNNLO ⊕ 3%PDF.
Similar precision could be reached for the tt¯ production rate at NNLO [87]. Of course, it
is hard to predict the theoretical progress until a 100 TeV collider might be operational.
However, upcoming LHC measurements will provide validation of available calculations
and parton distributions such that it is reasonable to assume that all Higgs production
processes should be known to the level of 1% or better theoretical accuracy.
Despite this expectation, it is useful to explore observables that are more robust with
respect to systematics and allow measurements where experimental systematics can be
reduced to the size of the theoretical ones. Here, we propose the ratio of tt¯H and tt¯Z
cross sections in fiducial regions of acceptance suitable for an experimental analysis. In
the next subsections, we illustrate that this ratio can be predicted with percent-level accu-
racy already today based on the theoretical understanding of the processes including NLO
QCD [88–90] and electroweak (EW) [91, 92] corrections, and the current knowledge of
PDFs. Certainly, this precision will be consolidated and improved until a 100 TeV collider
is built. The next subsections are dedicated to motivate this accuracy claim.
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Figure IV.3: Example Feynman diagrams for the dominant gg-initiated contribution to tt¯H and
tt¯Z production.
1. Total rates and ratios
The benefit of considering the ratio of tt¯H and tt¯Z is based on the close analogy of
the two processes. At leading order both are dominated by the gg initial state with the
Higgs or the Z boson emitted off the top line. For illustration, Fig. IV.3 provides example
Feynman diagrams. A difference between the two processes is that in the qq initial state
the Z boson can be radiated off the initial light quarks. At 13 TeV the qq initial state
amounts for . 30% of the total cross section; at 100 TeV it is reduced to . 10%. We
show below that this difference has no large effect and is further reduced at 100 TeV. The
similarity of tree-level diagrams leads to similar relevant diagrams at NLO. Consequently,
renormalization, factorization, and the cancelation of soft and collinear divergences are
highly correlated. Therefore, we can relate the choice of the renormalization and factor-
ization scales within the estimate of scale uncertainties. Obviously, uncertainties from the
top-quark mass are fully correlated between the two processes. Another feature is the
closeness of the Higgs and Z-boson mass resulting in similar x values being probed. This
fact and the necessity to synchronize the PDF choice between the two processes when
considering their ratio leads to a significant reduction of the PDF systematics. Finally,
σ(tt¯H)[pb] σ(tt¯Z)[pb]
σ(tt¯H)
σ(tt¯Z)
13 TeV 0.475+5.79%+3.33%−9.04%−3.08% 0.785
+9.81%+3.27%
−11.2%−3.12% 0.606
+2.45%+0.525%
−3.66%−0.319%
100 TeV 33.9+7.06%+2.17%−8.29%−2.18% 57.9
+8.93%+2.24%
−9.46%−2.43% 0.585
+1.29%+0.314%
−2.02%−0.147%
Table IV.1: Total cross sections σ(tt¯H) and σ(tt¯Z) and the ratios σ(tt¯H)/σ(tt¯Z) with NLO
QCD corrections at 13 TeV and 100 TeV. Results are presented together with the renormaliza-
tion/factorization scale and PDF+αs uncertainties. Taken from Ref. [66].
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σ(tt¯H)[pb] σ(tt¯Z)[pb]
σ(tt¯H)
σ(tt¯Z)
13 TeV
MSTW2008 0.475+5.79%+2.02%−9.04%−2.50% 0.785
+9.81%+1.93%
−11.2%−2.39% 0.606
+2.45%+0.216%
−3.66%−0.249%
CT10 0.450+5.70%+6.00%−8.80%−5.34% 0.741
+9.50%+5.91%
−10.9%−5.29% 0.607
+2.34%+0.672%
−3.47%−0.675%
NNPDF2.3 0.470+5.26%+2.22%−8.58%−2.22% 0.771
+8.97%+2.16%
−10.6%−2.16% 0.609
+2.23%+0.205%
−3.41%−0.205%
100 TeV
MSTW2008 33.9+7.06%+0.94%−8.29%−1.26% 57.9
+8.93%+0.90%
−9.46%−1.20% 0.585
+1.29%+0.0526%
−2.02%−0.0758%
CT10 32.4+6.87%+2.29%−8.11%−2.95% 55.5
+8.73%+2.16%
−9.27%−2.78% 0.584
+1.27%+0.189%
−1.99%−0.260%
NNPDF2.3 33.2+6.62%+0.78%−6.47%−0.78% 56.9
+7.62%+0.75%
−7.29%−0.75% 0.584
+1.29%+0.0493%
−2.01%−0.0493%
Table IV.2: Results with NLO QCD corrections at 13 TeV and 100 TeV, using three different sets
of PDFs. Results are presented together with the renormalization/factorization scale and PDF
uncertainties. Contrary to Tab. IV.1, the αS systematics is not included here.
similar (although not identical) production kinematics should lead to further reduction of
systematics in the final-state modeling like e.g. shower-induced higher-order corrections,
underlying-event, and hadronization.
We can quantify the qualitative arguments using MadGraph5 aMC@NLO [93], which
includes both NLO QCD and EW corrections. The default parameter set used in this study
is:
Parameter value Parameter value
Gµ [GeV
−2] 1.1987498350461625 · 10−5 nlf 5
mt [GeV] 173.3 ytv/
√
2 [GeV] 173.3
mW [GeV] 80.419 mZ [GeV] 91.188
mH [GeV] 125.0 α
−1 128.930
As default PDF we rely on MSTW2008 NLO [94] and set µR = µF = µ0 =∑
f∈final statesmT,f/2 for the central choice of renormalization and factorization scales,
where mT,f is the transverse mass of the final particle f . This scale choice interpolates
between the dynamical scales that were shown in Ref. [88] to minimize the pT dependence
of the NLO/LO ratios for the top and Higgs spectra.
We start this discussion with results at LO in the electroweak (EW) effects. To quan-
tify the scale dependence, we vary µR and µF over the usual range 0.5µ0 ≤ µR,F ≤ 2µ0.
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σ(tt¯H)[pb] σ(tt¯Z)[pb]
σ(tt¯H)
σ(tt¯Z)
13 TeV
default 0.475+5.79%−9.04% 0.785
+9.81%
−11.2% 0.606
+2.45%
−3.66%
µ0 = mt +mH,Z/2 0.529
+5.96%
−9.42% 0.885
+9.93%
−11.6% 0.597
+2.45%
−3.61%
mt = ytv/
√
2 = 174.1 GeV 0.474+5.74%−9.01% 0.773
+9.76%
−11.2% 0.614
+2.45%
−3.66%
mt = ytv/
√
2 = 172.5 GeV 0.475+5.81%−9.05% 0.795
+9.82%
−11.2% 0.597
+2.45%
−3.65%
mH = 126.0 GeV 0.464
+5.80%
−9.04% 0.785
+9.81%
−11.2% 0.593
+2.42%
−3.62%
100 TeV
default 33.9+7.06%−8.29% 57.9
+8.93%
−9.46% 0.585
+1.29%
−2.02%
µ0 = mt +mH,Z/2 39.0
+9.76%
−9.57% 67.2
+10.9%
−10.6% 0.580
+1.16%
−1.80%
mt = ytv/
√
2 = 174.1 GeV 33.9+7.01%−8.27% 57.2
+8.90%
−9.42% 0.592
+1.27%
−2.00%
mt = ytv/
√
2 = 172.5 GeV 33.7+6.99%−8.31% 58.6
+8.93%
−9.46% 0.576
+1.27%
−1.99%
mH = 126.0 GeV 33.2
+7.04%
−8.28% 57.9
+8.93%
−9.46% 0.575
+1.25%
−1.95%
Table IV.3: Results with NLO QCD corrections at 13 TeV and 100 TeV for varying some parameter
values. Results are presented together with the renormalization/factorization scale uncertainties.
Of course, the scale choice for the numerator and denominator has to be synchronized.
Table IV.1 provides the scale and PDF +αs uncertainties for the MSTW 2008 NLO PDF
set. Uncertainties of ±7− 10% for the individual total cross sections are reduced to ±1.5%
(±3%) for the ratios at 100 (13) TeV. The effect of PDF variation is reduced by a factor
of ten in the ratio to a few per mille. To validate the stability of the ratio, we study dif-
ferent PDF sets using LHAPDF 5.9.1 [95]. Table IV.2 provides the results for MSTW2008
NLO [94], CT10 NLO [96] and NNPDF2.3 NLO [97] PDFs. Here we focus only on the
PDF variation, and not the αs systematics. For all PDF choices the predictions for the
individual rates vary in the ±5% range and are reduced to the few-per-mille level in the
ratio.
To quantify the uncertainties connected to the value of the input parameters in
Tab. IV.3, we vary them without considering PDF uncertainties, since these should be
practically unaffected by those parameters. Fixing the central scale to µ0 = mt +mH,Z/2
modifies the ratio σ(tt¯H)/σ(tt¯Z) by 1%−1.5%, which is covered by the estimated range us-
ing the dynamical scale choice. Changing the top-quark mass within mt = 173.3±0.8 GeV
leaves σ(tt¯H) practically constant. This can be understood by the anti-correlation between
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σ(tt¯H)[pb] σ(tt¯Z)[pb]
σ(tt¯H)
σ(tt¯Z)
13 TeV
mt = 174.1 GeV 0.3640 0.5307 0.6860
mt = 172.5 GeV 0.3707 0.5454 0.6800
100 TeV
mt = 174.1 GeV 23.88 37.99 0.629
mt = 172.5 GeV 24.21 38.73 0.625
Table IV.4: LO results at 13 TeV and 100 TeV, keeping the top Yukawa coupling ytv/
√
2 =
173.3 GeV.
the effects on the strength of the top Yukawa coupling yt and the available phase space.
The approximate cancelation is not possible in tt¯Z resulting in a variation at the level of
±1.5% which directly translates into the ratio. If we fix the top Yukawa coupling while
changing the mass, only the phase-space effect is left. Consequently, the ratio remains
constant within a few percent as shown in Tab. IV.4 and is almost only sensitive to the
value of yt. Estimating the dependence on the Higgs mass by changing it ±1 GeV yields
a ∼ 2% shift in σ(tt¯H) and in the ratio. Note however, that this variation overestimates
the uncertainty to which the Higgs mass is known [98]. Certainly, the value of mH will be
determined to higher precision in the near future.
The effect of next-to-leading-order EW corrections in the α(mZ) scheme is illustrated in
α(mZ) scheme Gµ scheme
σ(tt¯H)[pb] σ(tt¯Z)[pb]
σ(tt¯H)
σ(tt¯Z)
σ(tt¯H)[pb] σ(tt¯Z)[pb]
σ(tt¯H)
σ(tt¯Z)
13 TeV
NLO QCD 0.475 0.785 0.606 0.462 0.763 0.606
O(α2Sα2) Weak −0.006773 −0.02516 0.004587 −0.007904
O(α2Sα2) EW −0.0045 −0.022 0.0071 −0.0033
NLO QCD+Weak 0.468 0.760 0.617 0.467 0.755 0.619
NLO QCD+EW 0.471 0.763 0.617 0.469 0.760 0.618
100 TeV
NLO QCD 33.9 57.9 0.585 32.9 56.3 0.585
O(α2Sα2) Weak −0.7295 −2.146 0.0269 −0.8973
O(α2Sα2) EW −0.65 −2.0 0.14 −0.77
NLO QCD+Weak 33.1 55.8 0.594 32.9 55.4 0.594
NLO QCD+EW 33.2 55.9 0.594 33.1 55.6 0.595
Table IV.5: Effect of EW NLO corrections, in the α(mZ) and Gµ schemes, at 13 TeV and 100 TeV.
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Tab. IV.5. They result in a shift of order 2% compared to the pure NLO QCD result. For
reference, we also provide results in the Gµ scheme using α
−1 = 132.50699632834286 and
Gµ = 1.166390 · 10−5. The difference to the α(mZ) scheme is at the percent level for the
individual rates and at the per-mille level for the ratios. Thus, we can conclude that after
NLO EW corrections the residual uncertainty of the cross-section ratio due to higher-order
EW effects should be well below the percent level.
Finally, we want to point out that at LO the renormalization and factorization scales
appear only in the PDFs and αS(µR) . Since the numerical values for the scales of the two
processes are very close, the obtained scale uncertainties at LO are unreliably optimistic.
At NLO the appearance of kinematical factors of Q2 in the renormalization logarithms
log(µ2R/Q
2) give rise to relevant differences between the two processes. Additionally, one
obtains NLO diagrams that differ between the processes that contribute to finite NLO
terms like e.g. light quark loops coupling to the Z boson, but not to the Higgs. Such effects
can not be covered by scale variations. In general, there is no guarantee that higher-order
contributions do not exceed the range estimated by scale variations. Consequently, one
should demand that the uncertainties we have estimated above have to be confirmed by a
full NNLO calculation that certainly will be possible in the next few years.
2. Kinematical distributions
Any actual analysis, especially boosted ones like the one we suggest here, restrict the
phase space of final states. Therefore, it is necessary to check whether the precision ob-
tained for the fully inclusive cross section carries over to the description of the final state
including kinematic cuts. We limit our studies to the most relevant kinematical distribu-
tions for our analysis and the main source of uncertainty, i.e. scale and PDF uncertainties.
In Fig. IV.4 we study the ratio of integrated transverse momentum spectra for different
final-state objects X. The left panel shows the dependence on a minimum transverse mo-
mentum cut on the Higgs or the Z boson. In the central panel the cut is applied on the
top quarks. The right panel applies the cut on the tt¯ system. All ratios are normalized to
the corresponding ratio value without a cut. Thus, the provided uncertainties correspond
directly to the systematics in the extrapolation of the ratio of the differential distributions
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Figure IV.4: Scale and PDF systematics of ratios of integrated pT spectra for different observables,
at 100 TeV. From left to right: pT of the boson, pT of the top quark, pT of the tt¯ pair. Taken from
Ref. [66].
to the total rates. The upper parts of the plots indicate that the ratios are not constant
w.r.t. to the applied pT cuts. They change by up to 20% using cuts up to pT = 500 GeV.
The lower parts provide the relative uncertainties split up into the ones obtained by scale
variation and those from PDF variation within the MSTW2008 NLO set. The scale uncer-
tainties reach ±2% for the boson pT spectra, ±1% for the top and ±3% for the pT of the tt¯
system. In all considered cases, the PDF uncertainties remain well below the percent level.
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B. Boosted tt¯H at 100 TeV
In principle, there are many Higgs decay channels that might be considered to study tt¯H
production. Table IV.6 provides the corresponding event numbers assuming an integrated
luminosity of 20 ab−1 at a future 100 TeV proton-proton collider. The given numbers
include branching ratios for the semileptonic decay of the top-quark pair, i.e. tt¯→ `ν`+ jets
(` = e, µ). These numbers are typically reduced by a factor of 10 or more due to analysis
cuts and efficiencies. Therefore, the clean decay channel to four leptons does not yield the
number of 104 events needed for a precision of 1%. To estimate the decay to two photons
(see also Ref. [99]) a simple parton-level analysis with basic cuts
pT,γ,b,j > 25 GeV, |ηγ,b,j | < 2.5, ∆Rjj,bb,bj > 0.4,
pT,` > 20 GeV, |η`| < 2.5, (IV.1)
leaves around 5 ·104 events in 20 ab−1. The tt¯γγ background fulfilling |mγγ−125| < 5 GeV
is almost a factor of 10 smaller. Considering lepton and photon isolation and b-tagging
makes this channel borderline for an analysis at the percent level and should be subject
of a dedicated study including detector effects. Additionally, the decay to photons has
the intrinsic possibility of BSM contributions to the loop. The decay H → 2`2ν has a
potentially interesting rate, which may deserve a separate study. Here, we employ the
dominating decay H → bb¯. Following the original LHC analysis [36], we study
pp→ tt¯H → (bjj) (b¯`ν¯) (bb¯), (b`ν) (b¯jj) (bb¯) . (IV.2)
The leptonic top decay yields a lepton that can be used for triggering and reduces the
multi-jet combinatorics. The leading backgrounds for this signature are:
pp→ tt¯ bb¯, the main irreducible QCD background
H → 4` H → γγ H → 2`2ν H → bb¯
2.6 · 104 4.6 · 105 2.0 · 106 1.2 · 108
Table IV.6: tt¯H event numbers for various Higgs decay modes, with 20 ab−1 at 100 TeV, assuming
tt¯→ `ν+jets, ` = e, µ.
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pp→ tt¯Z, including the Z-peak in the mbb distribution
pp→ tt¯+jets with fake-bottoms tags
Further backgrounds like W+jets are small and do not yield dangerous kinematical fea-
tures [36]. For our analysis we rely on boosted Higgs and top decays leading to a quite
simple analysis strategy:
1. an isolated lepton
2. a tagged top without any b-tag requirement
3. a tagged Higgs with two b-tags inside
4. a continuum b-tag outside the top and Higgs fat jets
The obtained mbb distribution provides large sidebands that allow us to control the tt¯bb¯ and
tt¯+jets backgrounds. In addition, it yields a second peak corresponding to the Z boson.
The need for a continuum b-tag is discussed below.
For simplicity, all simulations are performed at leading order. The effect of higher order
corrections [88–90, 100, 101] have been discussed before and are left out for this signal-
background analysis. All samples are generated with MadGraph5 [102] with NNPDF23
parton densities [103], showering and hadronization via Pythia8 [51] and a fast detector
simulation with Delphes3 [28, 104]. On generator level we require pT,j,b,` > 10 GeV and
∆Rjj,bb,j` > 0.1. The tt¯+jets background is generated as one hard jet with pT,j > 100 GeV
in the hard matrix element. We do not consider merged samples since we found that the
influence of tt¯ + 2j to our analysis is negligible. After generation cuts, we start with a
signal cross section of 4.2 pb. Associated tt¯Z production yields 1.2 pb. The continuum tt¯bb¯
background counts 121 pb and is at this stage dominated by tt¯ + jets with 2750 pb. We
demand the transverse momentum of the isolated leptons to exceed 10 GeV. For isolation
we require a transverse momentum ratio (isolation variable) I < 0.1 within ∆R = 0.3.
Jets are obtained using the Cambridge/Aachen (C/A) jet algorithm [30] implemented in
FastJet3 [52] on energy flow objects constructed within Delphes3. To tag a jet as b-jet,
we require a parton-level b-quark within ∆R = 0.3 and assume a tagging efficiency of 50 %
and a misidentification rate of 1% for all jets within |yj | < 2.5 and pT,j > 30 GeV. For the
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identification of Higgs and top candidates, we use a modified BDRS Higgs tagger [33, 36]
and the HEPTopTagger2 [38], respectively.
The analysis starts by asking for an isolated lepton with |y`| < 2.5 and pT,` > 15 GeV.
Further, we require at least two fat C/A jets with R = 1.8 and pT,j > 200 GeV. One of
them has to yield a HEPTopTagger2 top tag within |y(t)j | < 4. Since both the signal
and the backgrounds contain a hadronic top quark, changing the top tagging parameters
only leads to an overall factor. Since in this analysis the initial size of the fat jets is chosen
to fit the expected transverse momenta of the top quarks, we do not cut on the difference
between the found and calculated optimal radius. To be save with respect to the QCD
multi-jet background, we set a mild cut on the filtered N -subjettiness ratio τ3/τ2 < 0.8.
This cut can be tightened at the cost of signal efficiency if desired.
Once we identified the hadronic top quark, we remove the associated hadronic activity
from the event and recluster to fat C/A jets with R = 1.2, |y(H)j | < 2.5, and pT,j > 200 GeV.
These fat jets are the starting point for a modified BDRS Higgs tagger. The fat jets are
decomposed in hard substructures with msub > 40 GeV using a mass drop threshold of 0.9.
All possible pairs of hard substructures are ordered by their modified Jade distance
J = pT,1pT,2(∆R12)
4 . (IV.3)
While the usual Jade distance uses the squared distance ∆R2 and thus is similar to the
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Figure IV.5: Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We require two
b-tags inside the fat Higgs jet (left) and an additional continuum b-tag (right). The event numbers
are scaled to L = 20 ab−1. Taken from Ref. [66].
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mbb ∈ [100, 150] GeV 2 b-tags 3 b-tags ratio
tt¯H 2.4 · 105 6.4 · 104 1/3.8
tt¯bb¯ 1.2 · 106 2.4 · 105 1/5.0
tt¯+ jets 1.9 · 106 3.8 · 104 1/50
tt¯Z 2.3 · 104 4.9 · 103 1/4.7
Table IV.7: Event numbers assuming an integrated luminosity of 20 ab−1.
squared mass, this measure emphasizes the angular separation of the substructures. We
filter the leading pair following the original BDRS approach using the Nfilt = 3 hardest
structures, which allows for a hard gluon from final-state radiation. For consistency we
require the reconstructed transverse momentum to exceed 200 GeV. Finally, we require a
double b-tag within the Higgs candidate.
The reconstructed mbb distribution in the left panel of Fig. IV.5 illustrates that at this
stage the tt¯+jets and tt¯bb¯ backgrounds are of similar size. Moreover, the analysis sculpts the
distributions to peak around mbb ∼ 100 GeV. An additional continuum b-tag simplifies the
background composition and reduces the strong background sculpting. For this purpose,
we cluster the hadronic event that is not used for the reconstruction of the hadronic top and
the Higgs boson to R = 0.6 C/A jets and ask for a b-tag within |yb| < 2.5 and a separation
of ∆Rbj > 0.4 from all other jets including the top and Higgs decay jets. The resulting
mbb distribution in the right panel of Fig. IV.5 is now dominated by the tt¯bb¯ background
while the tt¯+jets background is reduced to the level of the Higgs signal. The corresponding
event numbers for an integrated luminosity of 20 ab−1 are provided in Tab. IV.7.
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C. Updated BDRS tagger
In this section, we apply the main improvements of the HEPTopTagger2 to the
BDRS Higgs tagger. While for top tagging the N -subjettiness ratio τ3/τ2 is an powerful
observable, for the decay H → bb¯ we have to identify a two prong structure and therefore
the relevant quantity is τ2/τ1. The correlation between the reconstructed masses and the
ratio τ2/τ1 obtained from the filtered fat jets in Fig. IV.6 suggests that a cut τ2/τ1 < 0.4
not only reduces the backgrounds but also leads to narrower peaks in the mbb distributions.
The second improvement of the HEPTopTagger2 is optimalR mode. Reducing the
radius of the fat jet stepwise to its optimal value decreases contaminations from underlying
event and pile-up and minimizes the combinatorics in the mbb reconstruction. In the same
way as for the HEPTopTagger2, we reduce the size of the fat jet in steps of 0.1 until the
reconstructed mass drops below mj < 0.8mj,orig compared to the Higgs candidate obtained
at R = 1.2. Additionally, we can estimate the expected optimal radius from fits to Monte
Carlo simulations to
∆R
(calc)
bb =
250 GeV
pT,filt
. (IV.4)
This relation is consistent with the expectation ∆R ∼ 2m/pT for a two-prong decay and
supports the original choice of R = 1.2 for pT > 200 GeV. Due to this choice, we find
that the difference between the calculated and algorithmically obtained value does not
significantly improve the analysis. However, the mass difference of the Higgs and the Z
boson gives rise to a shifted peak in the ∆Rbb−∆R(calc)bb distribution for tt¯Z which could be
used if one wants to reduce the Z peak in the mbb distribution. The left panel of Fig. IV.8
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Figure IV.6: Correlation between the reconstructed mass mrec and the N -subjettiness ratio τ2/τ1
of the filtered Higgs candidate fat jet for the signal and background samples. The event numbers
are scaled to L = 20 ab−1. Taken from Ref. [66].
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Figure IV.7: Reconstructed mbb of the Higgs and Z candidates in tt¯H and tt¯Z production with the
default BDRS tagger (left) and after using optimalR and the N -subjettiness cut τ2/τ1 < 0.4 (right).
In the right panel we include the fitted Crystal Ball functions. The event numbers are scaled to
L = 20 ab−1. Taken from Ref. [66].
provides the final result including a triple b-tag, the N -subjettiness variable τ2/τ1, and a
modified fat jet radius for the Higgs candidate.
For mbb ∈ [160, 300] GeV, we obtain a smooth sideband that can be used to subtract
the QCD continuum. The soft regime mbb ∈ [0, 60] GeV might be useful as well but needs
to be checked by a full experimental analysis. Using the range mbb ∈ [104, 136] GeV as
signal region, we receive a signal-to-background ratio around S/B ≈ 1/3 and a Gaussian
significance S/
√
B = 120 for an integrated luminosity of L = 20 ab−1. The error for the
extraction of the nominally NS = 44700 has two contributions. If we assume a perfect
knowledge of the background, we can determine NS from the total number of events NS +
NB in the signal region. The actual error on the background comes from the side band. It
contains Nside = 135000 events and its relative uncertainty of 1/
√
Nside yields a statistical
uncertainty ∆NB. Altogether, this leads to
∆NS =
[(√
NS +NB
)2
+ (∆NB)
2
]1/2
=
[(√
NS +NB
)2
+
(
NB√
Nside
)2]1/2
= 0.013NS , (IV.5)
which translates into a relative uncertainty for the Yukawa coupling of around 1%.
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Figure IV.8: Left: Reconstructed mbb for the leading-J substructures in the fat Higgs jet. We
require two b-tags inside the fat Higgs jet and a continuum b-tag. Unlike in Fig. IV.5 we apply
an N -subjettiness cut and use an optimalR version of the BDRS tagger. Right: Double-peak fit
assuming perfect continuum background subtraction. The event numbers are scaled to L = 20 ab−1.
Taken from Ref. [66].
In the right panel of Fig. IV.8, we simultaneously fit the Higgs and Z boson peaks
assuming a perfect background subtraction. Such an analysis with known masses serves as
a check of the jet substructure techniques and allows to reduce systematic uncertainties as
explained in the Sec. IV A. Based on separate Monte Carlo simulations for the Higgs and
Z peaks, we can fix the shape of both distributions. We fit to each distribution a Crystal
Ball function [105] which combines a Gaussian core with a power-law tail towards low
masses. The fits are depicted in the right panel of Fig. IV.7. For the fits, we fix the peak
positions accounting for losses due to reconstruction. The linear combination of the two
fits allows us to model the background subtracted mbb distribution. For the combined fit
we keep all shape parameters fixed and allow only for separate scaling factors. This double
Crystal-Ball function yields the relative size of the two peak areas NH/NZ = 2.80 ± 0.03.
Therefore, the combined fit enables us to probe the top Yukawa coupling with a statistical
precision of ∼ 0.5%. As discussed in Sec. IV A, the obtained precision can be matched
by the theoretical systematics, provided the tt¯Z production is not affected by new physics
beyond the percent level.
Finally, the measurement might be limited by experimental systematics arising from b-
tagging. However, the b-tagging efficiencies can be studied e.g. in the process pp→ ZZ →
`+`−bb¯. Based on the ZZ production cross section σ(ZZ) = 200 pb at 100 TeV, we expect
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1.5 · 107 events within 20 ab−1. Even after including efficiencies, cuts and a stiff cut on the
transverse momentum of the lepton pair to boost the recoiling bb¯ system, per-mille-level
statistical precision should be reachable.
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D. Conclusions
The top Yukawa coupling is a key parameter for the understanding of the Higgs po-
tential. At the LHC the expected statistics and theoretical uncertainties will limit its
measurement to around ∆yt/yt ≈ 10% [12, 13]. In this chapter, we proposed an analysis
of tt¯H production in the H → bb¯ decay channel at a future 100 TeV hadron collider. Fo-
cusing on the semileptonic decay of the top-quark pair and a boosted phase-space regime,
our analysis is based on a lepton and two fat jets corresponding to the hadronic top and
Higgs decays. The obtained mbb distribution yields a smooth sideband that can be used to
subtract the dominant backgrounds. A second peak from tt¯Z allows for a translation to a
measurement of the top Yukawa coupling. Considering the ratio σ(tt¯H)/σ(tt¯Z) systematic
uncertainties can be significantly reduced.
Finally, we find that a measurement of the top Yukawa coupling should be possible to
percent-level precision at
√
s = 100 TeV with an integrated luminosity of 20 ab−1, provided
sufficient precision for the H → bb¯ is available. Therefore, a 100 TeV collider would yield
an order of magnitude better precision than the LHC.
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V. A POSSIBLE EXPLANATION FOR THE HIERARCHY OF YUKAWA
COUPLINGS
The content of this chapter is work done in collaboration with M. Bauer (U Heidelberg)
and T. Plehn (U Heidelberg), and is published as Ref. [106]. Most of the credit for the
calculation of quark and lepton flavor constraints is entitled to Martin Bauer.
One of the outstanding mysteries of the Standard Model is the large hierarchy of masses.
While in the Standard Model all fermion masses are generated by electroweak symmetry
breaking through the Higgs mechanism, the observed masses range from mass of the elec-
tron me = 511 keV to the top-quark mass mt = 173.2 GeV as illustrated in Fig. V.1.
This observation has let to various models beyond the Standard Model including Abelian
flavor symmetries [107, 108], loop-suppressed couplings to the Higgs [109], partial compos-
iteness [110], or wave-function localization [111]. Each of these models introduces flavor-
violating couplings and additional heavy degrees of freedom. The resonances, however,
are not unique. Already today’s experimental results push the scale of the connected new
physics beyond the energy scale reachable at the LHC. Consequently, these theories are
studied in terms of an effective field theory, integrating out the occurrence of new particles.
In this section, we propose a minimal Froggatt-Nielsen setup [107] allowing for couplings
directly related to the generation of the flavor hierarchies and study search strategies for
the dynamic agent of flavor symmetry breaking [113], the flavon, at a future hadron col-
lider. In this setup a future discovery can directly probe the underlying mechanism of
flavor symmetry breaking. In general, the dimensionless Yukawa couplings do not favor
any underlying mass scale. A low flavor breaking scale appears if we link the flavor breaking
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Figure V.1: Masses in the Standard Model. Adapted from Ref. [112].
66
and the electroweak scale [114] or if dark matter interactions are mediated by flavon ex-
change [115]. We deliberately remain agnostic about the ultraviolet completion and discuss
the accessible parameter space independent of model building aspects.
After introducing the model, we review the most stringent flavor bounds and projections
of current and future experiments testing the quark and lepton sectors in Sec. V B. Recently,
LHC, Belle, and BaBar have made significant progress in testing quark flavor physics.
Future searches will only slightly increase their sensitivity. On the other hand, tests of the
lepton flavor sector [116] are expected a make significant progresses based on experiments
like MEG II, Mu3e, DeeMe, COMET, and Mu2e. These experiments aim for improvements
in precision by several orders of magnitude.
In Sec. V D, we estimate the discovery reach of the LHC and a future 100 TeV hadron
collider [117]. We find that the latter will for the first time allow us to probe a sizable part
of the flavon parameter space, i.e. giving us access to the actual dynamic degrees of freedom
in the flavor sector rather than constraining its symmetry structure based on effective field
theory. This way, flavon searches add a qualitatively new aspect to the case of a future
proton-proton collider.
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A. Flavon model
The probably simplest setup for a Froggatt-Nielsen flavon model is to charge the Higgs
boson and all Standard Model fermions, except for the top quark, under a global U(1) or a
discrete subgroup. This setup forbids all standard Yukawa terms in the Lagrange density
with exception of the top-quark mass term. Introducing a new complex scalar field S with
flavor charge aS = 1, we can write down the modified Yukawa sector assuming the existence
of right-handed neutrinos:
−LYukawa = ydij
(
S
Λ
)ndij
Qi Φ dRj + y
u
ij
(
S
Λ
)nuij
Qi Φ˜uRj
+ y`ij
(
S
Λ
)n`ij
Li Φ `Rj + y
ν
ij
(
S
Λ
)nνij
Li Φ˜ νRj + h.c.
(V.1)
The flavor indices i, j ∈ [1, 3] link the fundamental Yukawa couplings with the corresponding
number of insertions of the scalar field S. To compensate for the additional mass dimension,
each insertion has to be suppressed by the UV scale Λ. We assume that the field S acquires
a vacuum expectation value (VEV) f through the potential
−Lpotential = −µ2S S∗S + λS (S∗S)2 − b (S2 + S∗2) + λΦS(S∗S)(Φ†Φ) + V (Φ) , (V.2)
where V (Φ) denotes the usual Higgs potential. Here, we switch off the portal interaction by
setting λΦS = 0. Otherwise the mixing with the Higgs [118] and changed Higgs couplings
would become an alternative strategy for effects of this model. Assuming λΦS = 0, the
excitation around the VEV lead to the physical flavon field
S(x) =
f + s(x) + i a(x)√
2
. (V.3)
As shown in App. B, this yields the masses for the scalar and pseudoscalar components
ms =
√
2µ2S + 4b =
√
2λSf and ma = 2
√
b , (V.4)
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where the mass of the pseudoscalar “pion” of flavor breaking remains a free parameter.
Provided it stays below the flavor scale, we can assume
ma < ms ≈ f < Λ . (V.5)
Consequently, the first resonance one should find in searches for this mechanism is the
pseudoscalar flavon a. In this model the entire flavor structure is dictated by
 =
f√
2Λ
=
1
Λ
√
µ2S + 2b
2λS
with v < f < Λ . (V.6)
We fix the numerical value of  to the Cabibbo angle
 = (VCKM)12 ≈ 0.23 . (V.7)
Starting from anarchic fundamental Yukawa matrices of order one
|yu,d,`| ≈

1 1 1
1 1 1
1 1 1
 , (V.8)
the effective Yukawa couplings are obtained from
−LYukawa = Y dij Qi Φ dRj + Y uij Qi Φ˜uRj + Y `ij Li Φ `Rj + Y νij Li Φ˜ νRj + h.c. (V.9)
as Yij = yij 
nij . Thus, the hierarchy of Yukawa couplings is determined by the number of
insertions of the field S.
Flavon couplings
The exponents nij of the ratio S/Λ are dictated by the flavor charges we assign to the
Higgs doublet and the Standard Model fermions
ndij = aQi − adj − aΦ
nuij = aQi − auj + aΦ ,
(V.10)
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where auj = au,c,t and adj = ad,s,b denote the flavor charges of the three generations of
quark singlets, aQi are the flavor charges of the three generations of quark doublets, and
aΦ is the flavor charge of the Higgs doublet. To obtain the correct quark masses in our
benchmark scenario we set aS = 1, aΦ = 0, and
aQ1 aQ2 aQ3
au ac at
ad as ab
 =

3 2 0
−5 −2 0
−4 −3 −3
 . (V.11)
Using the benchmark point defined in App. B, we obtain for the masses
mt ≈ v√
2
mb
mt
≈ 3 mc
mt
≈ 4 ms
mt
≈ 5 md
mt
≈ 7 mu
mt
≈ 8 , (V.12)
and for the quark mixing the Cabibbo-Kobayashi-Maskawa (CKM) matrix
VCKM ≈

1  3
 1 2
3 2 1
 . (V.13)
In the mass basis the flavon couplings are linked to the Yukawa couplings. Neglecting O(1)
factors in the off-diagonal entries, they read
guafiLfjR ≡ guaij =
1
f

8mu mc 
3mt
3mc 4mc 
2mt
5mt 
2mt 0
 gdaij = 1f

7md ms 
3mb
ms 5ms 
2mb
mb 
2mb 3mb
 . (V.14)
In the same way, the exponents for the lepton sector are given by
n`ij = aLi − a`j − aΦ
nνij = aLi − aνj + aΦ . (V.15)
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To reproduce the lepton masses and mixing structures, we use

aL1 aL2 aL3
aνe aνµ aντ
ae aµ aτ
 =

1 0 0
−24 −21 −20
−8 −5 −3
 . (V.16)
The charges for the neutrino can be smaller if one introduces a Majorana mass term. A
possible way is to set the flavor charges of the right-handed neutrinos to 1/2 allowing for
LMajorana = Mν νRνR , (V.17)
with Mν = f . The flavor charges in Eq. (V.16) result in lepton mass ratios
mτ
mt
≈ 3 mµ
mt
≈ 5 me
mt
≈ 9 mν1
mt
≈ 25 mν2
mt
≈ 21 mν3
mt
≈ 20 , (V.18)
and the lepton mixing matrix
UPMNS ≈

1  
 1 1
 1 1
 . (V.19)
As in the quark sector, we can give the couplings up to order-one factors in the off-diagonal
entries
g`afiLfjR ≡ g`aij =
1
f

9me mµ mτ
3m3µ 5mµ 
2mτ
5mτ 
2mτ 3mτ
 . (V.20)
For simplicity, we define
gij ≡ gsfiLfjR = i gafiLfjR (V.21)
to leading order and for all fermions except for i = j = t. A detailed derivation of the
masses and couplings is provided in App. B.
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Flavon and top decays
For the couplings in Eqs. (V.14) and (V.14) we can calculate the partial decay widths
of the flavon. An important difference to the Higgs boson in the decay to fermion pairs at
LO is the possibility of decays that are not flavor diagonal. The LO partial width for the
decay of the pseudoscalar flavon to fermions is given by
Γ(a→ fif¯j)
ma
=
Nc
16pi
[
(m2a − (mi +mj)2)(m2a − (mi −mj)2)
m4a
]1/2
[(|gij |2 + |gji|2)(1− m2i +m2j
m2a
)
− 2 (gijgji + g∗ijg∗ji) mimjm2a
]
,
(V.22)
where for leptons the color factor NC is set to one. At one-loop level, we can compute the
decay to photons and gluons in analogy to the Higgs, taking care of the pseudoscalar nature
of the flavon. Figure V.2 provides the obtained branching ratios depending on the flavon
mass ma for our choice of  = 0.23. At low flavon masses the decay modes are similar to
the ones of the Higgs boson: the decay mode a → bb¯ dominates the decay into τ -leptons
due the larger coupling and the color factor. Once the flavon mass exceeds the top-quark
mass, the off-diagonal decays including top quarks open up and the flavor-violating decay
a → tc takes over. While in our analyses we do not assume charm tagging, it might be a
possible experimental improvement. The decay a→ tt¯ does not occur at tree level.
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Figure V.2: Flavon branching ratios for decays to quarks (left) and leptons (right). Taken from
Ref. [106].
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The large off-diagonal couplings gtc ∼ gct do not only play a role in the decay of heavy
flavons. If the flavon is lighter than the top quark, they induce flavor-changing top-quark
decays. In the limit mc  ma < mt the corresponding decay width reads
Γ(t→ ca)
mt
=
1
32pi
(|gct|2 + |gtc|2) (1− m2a
m2t
)2
. (V.23)
This channel with a Higgs boson instead of a flavon in the final state has been subject of
analyses at the LHC and will be discussed later in the context of collider constraints in
Sec. V D.
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B. Quark flavor constraints
To date, the most stringent constraints on the proposed flavon model arise from quark
flavor physics. Especially, loop-induced meson mixing and rare decays shrink the allowed
parameter space spanned by the flavon mass ma, the VEV f and the quartic coupling λS .
In this section, we provide constraints in the f -ma plane for fixed quartic flavon coupling
λS = 2.
Neutral meson mixing
One effect of the flavon coupling structure are flavor-changing neutral currents (FCNC)
which influence meson-antimeson mixing with ∆F = 2. Such mixings can be described by
the effective Hamiltonian
H∆F=2NP = Cij1 (q¯iL γµ qjL)2 + C˜ij1 (q¯iR γµ qjR)2 + Cij2 (q¯iR qjL)2 + C˜ij2 (q¯iL qjR)2
+ Cij4 (q¯
i
R q
j
L) (q¯
i
L q
j
R) + C
ij
5 (q¯
i
L γµ q
j
L) (q¯
i
R γ
µqjR) + h.c.
(V.24)
The Wilson coefficients generated by exchange of the new scalar s and the pseudoscalar
flavon a are [119, 120]
Cij2 = −(g∗ji)2
(
1
m2s
− 1
m2a
)
C˜ij2 = −g2ij
(
1
m2s
− 1
m2a
)
Cij4 = −
gijgji
2
(
1
m2s
+
1
m2a
)
.
(V.25)
While the fields s and a enter the coefficient C4 in the same way, they differ in C2 and C˜2
by a relative minus sign. However, given that their masses are generated by independent
scales, a cancelation of these two contributions would be accidental. For the different meson
systems there can be sizable enhancements from renormalization group (RG) running and
matrix elements. We implement RG running according to Refs. [121, 122] with the matrix
elements given in Ref. [123] and match the scalar and pseudoscalar flavon contributions
at µ = ms and µ = ma, respectively. Projections for future experimental and lattice
improvements are provided in Ref. [124].
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Figure V.3: Left: regions in the ma − f plane excluded by flavon contributions to K (orange)
and ∆mK (red) for our benchmark point and λS = 2. The dashed red contour corresponds to the
excluded region based on projected improvements in ∆mK . Right: constraint from K for λS = 0.5
(dotted blue), λS = 2 (orange) and λS = 4pi (dashed black). Taken from Ref. [106].
The UFIT collaboration [121] provides limits for K − K¯ mixing
CK =
Im〈K0|H∆F=2|K¯0〉
Im〈K0|H∆F=2SM |K¯0〉
= 1.05+0.36−0.28
C∆mK =
Re〈K0|H∆F=2|K¯0〉
Re〈K0|H∆F=2SM |K¯0〉
= 0.93+1.14−0.42 ,
(V.26)
where H∆F=2SM denotes the Standard Model contribution and H∆F=2 includes additionally
the new contributions. The obtained exclusion limits for the flavon model are shown in
the left panel of Fig. V.3. The dip in the bound set by CK originates from accidental
cancelation in Csd2 and C˜
sd
2 . The bound from C∆mK exhibits a similar feature below
ma = 100 GeV. The dashed contour illustrates projected improvements in ∆mK under the
optimistic assumptions of Ref. [124]. The dependence of the bound obtained from CK on
the quartic coupling λS is depicted in the right panel of Fig.V.3.
In the B sector, one can parametrize the mixing of Bd ↔ B¯d and Bs ↔ B¯s by
CBqe
2iϕBq =
〈Bq|H∆F=2|B¯q〉
〈Bq|H∆F=2SM |B¯q〉
, (V.27)
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Figure V.4: Left: regions in the ma− f plane excluded by flavon contributions to CBd (light green)
and ϕBd (green) for our benchmark point and λS = 2. Right: constraints from flavon contributions
to CBs (blue) and ϕBs (light purple). The dashed contours correspond to the excluded regions
based on projected improvements in CBd and CBs . Taken from Ref. [106].
with the 95% CL limits [121]
CBd = 1.07
+0.36
−0.31 ϕBd = −2.0+6.4−6.0
CBs = 1.052
+0.178
−0.152 ϕBs = 0.72
+3.98
−2.28 .
(V.28)
Figure V.4 illustrates the corresponding limits. Again, the optimistic projections for CBq
follow Ref. [124].
Finally, we provide limits from D-D¯ mixing in Fig. V.5. Here, we only demand that the
new contributions do not exceed the 2σ constraint [125]
|MD12| = |〈D|H∆F=2|D¯〉 < 7.7 ps−1 (V.29)
because of the large hadronic uncertainties in this process. While the relatively large
couplings gtc,ct could lead to sizable one-loop box-contributions, the relative suppression
∼ 2m2t /(4pi2f2) renders them irrelevant for the considered parameter space.
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Figure V.5: Regions in the ma− f plane excluded by flavon contributions to |MD12| (shaded yellow)
for our benchmark point and λS = 2. Taken from Ref. [106].
Leptonic meson decays
Besides mixing, neutral mesons constrain the parameters of the flavon through their
decays into charged leptons. Such decays can be described by the effective Hamiltonian
Heff = −G
2
Fm
2
W
pi2
(
CijS (q¯iPLqj)
¯`` + C˜ijS (q¯iPRqj)
¯``
+ CijP (q¯iPLqj)
¯`γ5`+ C˜
ij
P (q¯iPRqj)
¯`γ5`
)
+ h.c. .
(V.30)
The branching ratio for a neutral meson M follows as
BR(M → `+`−) =G
4
Fm
4
W
8pi5
β mMf
2
Mm
2
`τM
×
∣∣∣∣∣m2M
(
CijP − C˜ijP
)
2m`(mi +mj)
− CSMA
∣∣∣∣∣
2
+
∣∣∣∣∣m2M
(
CijS − C˜ijS
)
2m`(mi +mj)
∣∣∣∣∣
2
β2
 , (V.31)
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where β =
√
1− 4m2`/m2M . Again the only relevant contributions are given at tree level.
The corresponding Wilson coefficients read
CijS =
pi2
2G2Fm
2
W
2g``gji
m2s
C˜ijS =
pi2
2G2Fm
2
W
2g``gij
m2s
CijP =
pi2
2G2Fm
2
W
2g``gji
m2a
C˜ijP =
pi2
2G2Fm
2
W
2g``gij
m2a
.
(V.32)
In the Standard Model, the only non-zero contribution CSMA originates from the axial
coupling structure at one-loop level. For Bs it is to very good approximation given by
CSMA = −V ∗tbVts Y
(
m2t
m2W
)
, (V.33)
with
Y (x) = ηQCD
x
8
[
4− x
1− x +
3x
(1− x)2 log x
]
, (V.34)
where ηQCD = 1.0113 parametrizes higher-order corrections [126]. To account for the sizable
width difference in the BS system, the obtained theoretical prediction has to be upscaled
by a factor (1 − ys)−1, where ys = 0.088 ± 0.014 [127]. The most stringent experimental
limit is provided by CMS and LHCb [128]
BR(Bs → µ+µ−) = 2.8+0.7−0.6 · 10−9 . (V.35)
The resulting limits in the f -m plane are presented in the left panel of Fig. V.6. For the Bd
system the correction due to the width difference is negligible and the Standard Model value
can be calculated using Eq. (V.33) with the appropriate index replacements. The recent
limit on Bd → µ+µ− is set by a combination of the results from CMS and LHCb [128–130]
BR(Bd → µ+µ−) = (3.9± 1.6) · 10−10 . (V.36)
We require the flavon model to be consistent with this value within 2σ, namely BR(Bd →
µ+µ−) = [1.4, 7.4] · 10−10. The corresponding region is illustrated in the right panel of
Fig. V.6. The measured value deviates from the Standard Model prediction BR(Bd →
µ+µ−)SM = (1.06 ± 0.09) × 1010 on the 2σ level. Unfortunately, a explanation of the
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Figure V.6: Left: regions in the ma − f plane excluded by flavon contributions to the decay
Bs → µ+µ−. Right: parameter space where the branching ratio for Bd → µ+µ− stays within the
2σ confidence interval (shaded gray), as well as contours of 1%, 5% and 10% enhancement with
respect to the SM prediction. Taken from Ref. [106].
measured value is not in accordance with the constraints from neutral meson mixing. In
addition, we include contours in the right panel of Fig. V.6 corresponding to 1, 5 and 10 %
deviation from the Standard Model. Beside these constraints from bottom mesons, we can
also determine limits from D → µ+µ− decays which are considerably weaker. The decay
KL → µ+µ− excludes similar regions of the parameter space as Bs → µ+µ−.
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C. Future lepton flavor measurements
Today, the leading constraints on flavor physics on the proposed flavon model originate
from quark flavor physics. However, upcoming lepton flavor experiments will provide strin-
gent limits as well. In this section, we compare recent and projected limits based on our
benchmark point.
Decay µ→ eγ
Radiative flavor-violating lepton decays `→ `′γ are mediated by dipole operators
Leff = m`′ CLT ¯`σρλPL `′ Fρλ +m`′ CRT ¯`σρλPR `′ Fρλ . (V.37)
This effective Lagrange density leads to branching ratios
BR(`′ → `γ) = m
5
`′
4piΓ`′
(|CLT |2 + |CRT |2) . (V.38)
The relevant one-loop diagram for the flavon contributions in the left panels of Fig. V.7
give rise to the Wilson coefficients
CLT = (C
R
T )
∗ =
g
32pi2
∑
k=e,µ,τ
{
1
6
(
g∗`kg`′k +
m`
m`′
g∗k`gk`′
)(
1
m2s
− 1
m2a
)
− g`kgk`′ mk
m`′
[
1
m2s
(
3
2
+ log
m2`′
m2s
)
− 1
m2a
(
3
2
+ log
m2`′
m2a
)]}
.
(V.39)
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Figure V.7: Feynman diagrams showing flavon contributions to µ → eγ at one-loop level and
two-loop level, as well as flavon contributions to µ→ 3e. Taken from Ref. [106].
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Figure V.8: Regions in the ma − f plane excluded by flavon contributions to µ → eγ. The corre-
sponding bounds from τ → µγ and τ → eγ are not visible for the plotted parameter range. Taken
from Ref. [106].
Especially, the second term proportional to mk/m`′ leads to sizable contributions for a
τ -lepton running in the loop. Current bounds are provided by MEG [131] and Belle [132]
BR(µ→ eγ) < 5.7 · 10−13 and BR(τ → µγ) < 4.5 · 10−8 . (V.40)
The implications of the limits on µ→ eγ as well as the projected sensitivity of the MEG-II
experiment [133],
BR(µ→ eγ) = 6 · 10−14 , (V.41)
are illustrated in Fig. V.8.
Conversion µ→ e
Further constraints arise from Nµ→ Ne conversion in nuclei. Such interactions can be
described on parton level by an effective Lagrange density which contains additional terms
to the dipole operators of Eq.(V.37)
Leff = mµCLT e¯σρνµFρν + CV Lqq e¯γνPLµ q¯γνq
+mµmq C
SL
qq e¯PRµ q¯q +mµαsC
L
gg e¯PRµGρνG
ρν + (R↔ L) ,
(V.42)
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Figure V.9: Diagrams showing flavon contributions to µ→ e conversion in nuclei at tree level and
one-loop level. Taken from Ref. [106].
Due to the relevant diagrams depicted in Fig. V.9, the flavon model generates the Wilson
coefficients
CSLqq =
(
1
m2s
+
1
m2a
)
g∗µeRe(gqq) ,
CSRqq =
(
1
m2s
− 1
m2a
)
geµRe(gqq) ,
(V.43)
in addition to CLT and C
R
T . Contributions to C
L,R
gg can be absorbed in C˜SLP,N . Like for
flavor-violating Higgs couplings [134], contributions from vector operators are smaller than
all scalar coefficients and can be neglected. While in such a model Barr-Zee-type two-loop
diagrams generate the dominant contributions, in our flavon model they are irrelevant due
to the absence of a flavor-diagonal coupling to a top quark. On nucleon level the relevant
Wilson coefficients are
C˜V Lp =
∑
q=u,d
CV Lqq f
p
Vq
and C˜SLp =
∑
q=u,d,s
CSLqq f
p
q −
∑
Q=c,b,t
CSLQQ f
p
heavy , (V.44)
in which fpVq , f
p
q , and f
p
heavy = 2/27
(
1 − fpu − fpd − fps
)
account for the quark content of
the proton [135]. While the vector coefficients count the valence quarks in the proton,
i.e. fpVu = 2f
p
Vd
= 2, the scalar couplings measure the contribution of quark condensates
to the mass of the nucleon 〈p|mq q¯q|p〉 = fpqmp. Analogous expressions are valid for the
neutron. We use the numerical values provided in Refs.[136, 137], based on the lattice
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average from Ref. [138]:
fpu = 0.0191 f
n
u = 0.0171 ,
fpd = 0.0363 f
n
d = 0.0404 ,
fps = f
n
s = 0.043 .
(V.45)
Finally, the expression for the conversion rate reads
ΓNµ→Ne =
m5µ
4
∣∣∣CLTD + 4 [mµmpC˜SLp + C˜V Lp V p + (p→ n)]∣∣∣2 , (V.46)
with p and n denoting the proton and neutron, respectively. The coefficients D,Sp,n and
V p,n are dimensionless functions of the overlap integrals of the initial-state muon and the
final-state electron wave-functions with the target nucleus. We use the numerical values
provided in Ref. [139]:
Target D Sp Sn V p V n Γcapt[10
−6s]
Au 0.189 0.0614 0.0918 0.0974 0.146 13.06
Al 0.0362 0.0155 0.0167 0.0161 0.0173 0.705
Si 0.0419 0.0179 0.0179 0.0187 0.0187 0.871
with Γcapt denoting the muon capture rate.
Currently, the leading constraints are set by the Sindrum II experiment [140] for a gold
target
BR(µ→ e)Au < 7 · 10−13 . (V.47)
The future DeeMe [141] and COMET [142] experiments as well as Mu2e [143] aim to
improve this bound using a silicon or an aluminum target. Their projections are
BR(µ→ e)Si < 2 · 10−14 and BR(µ→ e)Al < 6 · 10−17 . (V.48)
The current bounds in Fig. V.10 cannot compete with the available quark flavor con-
straint. However, the situation will change once future lepton flavor experiments become
operational.
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Figure V.10: Regions in the ma − f plane excluded by flavon contributions to the conversion
Nµ→ Ne. Taken from Ref. [106].
Decays µ→ 3e and τ → 3µ
Very closely related to the decays `′ → `γ are decays `′ → 3`. The corresponding decay
width can be approximated by
Γ(`′ → 3`) = αm
5
`
12pi2
∣∣∣∣log m2`′m2` − 114
∣∣∣∣ (|CLT |2 + |CRT |2) . (V.49)
In principle, there are additional contributions from tree-level diagrams like the one shown
in the right panel of Fig. V.7. However, those are chirally suppressed while the one-
loop contributions are logarithmically enhanced such that the latter dipole contributions
dominate the tree-level ones by four orders of magnitude in the case of µ→ 3e. For τ → 3µ
the tree-level contributions become important. Contributions from Z-penguin diagrams are
suppressed with respect to the photon contributions and are neglected. Currently, the most
constraining bounds on these decays are [144, 145]
BR(τ → 3µ) < 2.1 · 10−8 ,
BR(τ → 3e) < 2.7 · 10−8 ,
BR(µ→ 3e) < 1.0 · 10−12 .
(V.50)
The limits from τ -decays do not constrain our model in the parameter space region of
interest. Upcoming results from Mu3e will improve the current bounds on µ→ 3e by three
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orders in magnitude in phase I and a further order in phase II [146]. The corresponding
constraints on the parameter space are shown in Fig. V.11.
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Sindrum
Figure V.11: Regions in the ma-f plane excluded by flavon contributions µ → 3e. Taken from
Ref. [106].
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D. Future hadron collider measurements
Before discussing the reach of a future 100 TeV hadron collider, we briefly consider
limits from direct LHC searches. For light flavons the main search channels are anomalous
top-quark decays described by Eq. (V.23). The current measurement of the total top width
was obtained at the Tevatron: 1.10 GeV < Γtot < 4.05 GeV [19, 147]. The large error bar
makes this global observable not helpful for flavon searches. Instead, we can search for
specific anomalous decays in analogy to the current limit of BR(t→ Hq) . 0.5% [19]. The
current and expected reach for such decays at the LHC and a 100 TeV hadron collider is
BR8 TeV(t→ Hc) < 5.6 · 10−3 ,
BR14 TeV,3 ab−1(t→ Hc) < 4.5 · 10−5 ,
BR100 TeV,30 ab−1(t→ Hc) < 2.2 · 10−6 ,
(V.51)
based on the channel H → bb¯. Our estimate for the 100 TeV collider is obtained by scaling
the number of expected top quarks by the leading-order ratio of σ(pp→ tt¯) at 14 TeV and
100 TeV calculated with Madgraph [102]. Assuming a Gaussian scaling, the limit can be
estimated by
(σBR)newlimit =
√ Lold
Lnew
√
σnewBG
σoldBG
(σBR)oldlimit (V.52)
For the top-quark counting experiment this implies an improvement by a factor
6.4
√L100 TeV/L14 TeV. The limits on t → Hc can translated into limits on BR(t → ac →
bb¯c), using BR(a → bb¯) > 80% from Fig. V.2. Figure V.12 provides calculated branching
ratios and corresponding limits as function of the flavon mass and the excluded parameter
space. A future 100 TeV hadron collider with 30 ab−1 data should be able to constrain the
relevant couplings to
√
|gtc|2 + |gct|2 . 1 · 10
−3
1− ma
mt
. (V.53)
For flavon masses above the top-quark mass, we expect constraints from direct flavon
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Figure V.12: Left: top branching ratios into a flavon and a jet as a function of the flavon mass,
assuming a fixed VEV of f = 500 GeV. Right: regions in the ma − f plane excluded by these days
at the LHC and at a 100 TeV collider. Taken from Ref. [106].
decays. Single flavon production is dominated by
gg, bb¯→ a , (V.54)
where we assume that the collinear bottoms in the final state do not give us an experimental
handle to distinguish the signal from backgrounds.
In absence of a flavor-diagonal coupling to top quarks the gluon-fusion production is
subleading. In extended flavon models such couplings can be present, turning gluon fusion
sizable even at LHC energies [113].
A second class of production mechanisms is the associated production
bg → ab or ug, cg → at , (V.55)
where we assume the additional b-quark to be hard and central and thus can be tagged. The
first of these channels is driven by the flavor-diagonal coupling gbb. The latter two indicate
the existence of flavor off-diagonal couplings. Figure V.13 illustrates various production
cross sections for the 14 TeV LHC and a 100 TeV proton-proton collider. For the 100
TeV collider, we expect millions of flavons wit ma > 500 GeV within 30 ab
−1 of data.
This enables us to study traditional resonance decays as well as specific top-associated
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Figure V.13: Flavon production cross sections in the different channels for the 14 TeV LHC and a
100 TeV hadron collider using the MSTW2008 PDF set [148]. Couplings are evaluated at µ = ma
or µ = ma +mt with CRunDec [149]. Taken from Ref. [106].
production, where the flavons decay to tq¯ and t¯q with q = u, c. In both cases the most
important question is how the large backgrounds can be controlled.
Resonance searches
A direct way to search for the flavon as new dynamical degree of freedom are resonance
searches like
pp→ a→ bb¯/τ+τ− . (V.56)
As long as there a no flavor diagonal couplings to the top quark or a coupling to the
W boson, the diphoton channel can be discarded. To estimate the discovery potential of
a future proton-proton collider, we scale the current 8 TeV limits to 100 TeV assuming
Eq. (V.52) with an approximate increase of the relevant background cross sections by a
factor of 10 which seems a reasonable estimate except for top-quark pair production [150].
The used LHC limits at 8 TeV and the scaled limits for a 100 TeV collider are given together
with the event rates for flavon masses of 500 GeV and 1 TeV in Tab. V.1. According to
these numbers only the channel pp→ a→ ττ might become sensitive.
All these resonance searches are generic for new (pseudo)scalar particle. However, the
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ATLAS 8 TeV CMS 8 TeV 100 TeV, 30 ab−1 benchmark
ma [GeV] 500 1000 500 1000 500 1000 500 1000
jet-jet [pb] 0.2 2 · 10−2 2.4 · 10−2 1.6 · 10−3
τ+τ− [pb] 4 · 10−2 5 · 10−3 4 · 10−2 9 · 10−3 3 · 10−3 4 · 10−4 4.1 · 10−3 3.0 · 10−4
µ+µ− [pb] 5 · 10−3 1 · 10−3 2 · 10−3 8 · 10−4 2 · 10−4 6 · 10−5 4.0 · 10−5 2.9 · 10−6
γγ [pb] 6 · 10−3 1 · 10−3 2 · 10−3 2 · 10−4 8 · 10−5 2.3 · 10−9 6.1 · 10−11
Table V.1: Current [152–156, 156–159] and expected limits for σ×BR in pb, assuming an increase
in the background rate by a factor 10. For the flavon signal we assume f = 500 GeV.
flavor off-diagonal couplings introduce additional single top-quark signatures
pp→ a→ tc¯/tu¯ . (V.57)
While the s-channel benefits from the large branching ratios for heavy flavons, the t-channel
suffers from two flavon couplings. The corresponding SM background is single top-quark
production with a next-to-leading order cross section of 73.5 pb at 100 TeV, requiring |ηt| <
2.5 [151]. A flavon mass of 500 GeV or 1 TeV results for f = 500 GeV in σ×BR = 0.37 pb
or 2.9 ·10−2 pb, respectively. Thus this channel will not be sensitive even before considering
the issue of charm tagging and the background from tt¯ production.
Associated production
In addition to resonance searches, the large flavor changing couplings gtc, gct allow for
associated production of a flavon with a top quark. Focusing on the dominant branching
ratios, this leads to the processes
pp→ ta→ t bb¯/t τ+τ− . (V.58)
The special case of same-sign top-quark production from the decay a → tc is studied in
the next section. The decay channel into bottom quarks has to face large combinatorial
backgrounds and is overwhelmed by the tt¯ background. Here, we focus on the decay to
hadronic τ -leptons in combination with a hadronic top decay allowing for an approximate
reconstruction of the final state. The heavy flavon decays to a boosted pair of τ -leptons
which are significantly harder than the three top decay jets as can be inferred from the left
panel of Fig. V.14. To extract such events, we require at least five jets and veto isolated
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Figure V.14: Left: parton-level pT distributions. Right: reconstructed mass distribution. Both
figures are simulated for ma = 500 GeV. The subscripts in the right panel indicate decays to τs or
hadrons. Taken from Ref. [106].
leptons
nj ≥ 5 , n` = 0 , pT,j1 > 150 GeV , mj3j4j5 ∈ [140, 190] GeV . (V.59)
For τ -tagging, we assume an optimistic efficiency of τ = 0.3 and a misidentification rate
of j = 10
−3 [160]. To reconstruct the flavon, we rely on the collinear approximation in
terms of the momentum fractions x1,2 of the decaying τ -leptons
m2ττ =
2(pj1pj2)
x1x2
with
~pT,j1
x1
+
~pT,j2
x2
= ~pT,j1 + ~pT,j2 + /~pT . (V.60)
This works since the τ -leptons are boosted and the ττ system recoils against the top
quark and thus the two neutrinos are not back-to-back. We use FeynRules [161] to
implement the flavon signal and generate a fully hadronic tt¯ sample as well as a sample
with one hadronic top quark and the other top quark decaying to a τ lepton with Mad-
Graph5+Pythia8 +Delphes3 [28, 51, 102], employing R = 0.4 anti-kT jets from Fast-
Jet3 [52]. For the jets we require pT > 20 GeV and |η| < 2.5. The left panel of Fig. V.14
depicts the reconstructed flavon mass distribution for ma = 500 GeV and f = 500 GeV. It
is shifted towards lower masses caused by losses in the reconstruction. The comparison of
the expected signal with the background eliminates any motivation to study this signature
further.
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Same-sign top-quark pairs
Arising from the large flavor-changing couplings gtc ad gct, the most interesting signature
is same-sign top-quark production with one additional jet
pp→ t`a→ t`t`c¯ , (V.61)
from a gc initial state, where we introduced the subscript ` to denote leptonic decays. The
signature of such a process are two same-sign leptons, two b-jets, one additional jet and
missing transverse momentum /pT . The corresponding SM background pp > bbW
+W+j
with a LO signal cross section of 5.7 · 10−7 pb is negligible. However, t`t¯Zj and t`t¯W+j
production can fake the signal if at least one top quark and the weak bosons decay lepton-
ically. For event generation, we rely again on Madgraph5+Pythia8+Delphes3. Before
analysis cuts, the signal rate for a flavon mass ma = 500 GeV is 5.4·10−3 pb×(500 GeV/f)2.
It is dominated by the leading backgrounds with σt` t¯W+j = 0.33 pb and σt` t¯Zj = 0.48 pb.
The analysis starts with 2 isolated leptons fulfilling
Riso = 0.2 Iiso = 0.1 pT,` > 10 GeV |η`| < 2.5 . (V.62)
If there are more than 2 such leptons, we pick the hardest two. The t`t¯Zj background can
be reduced by a veto on events with third different-sign lepton and |m`+`−−mZ | < 15 GeV.
The hadronic activity is clustered into R = 0.4 anti-kT jets with pT > 40 GeV and |ηj | < 2.5
using FastJet3. The hardest jet with pT > 100 GeV constitutes the c-candidate. Among
the other jets, we require two b-tags assuming a 50% b-tagging efficiency based on a parton-
level b-quark within ∆R > 0.3. The two neutrinos should give rise to /pT > 50 GeV. The
missing transverse momentum has to be distributed to the two branches of the event,
i.e. the top-quark and the flavon decay. A powerful observable to address such topologies
is mT2 [162]. Before we can use it, we have to construct the two branches of the event.
First, we assign the b-jets to the leptons by minimizing ∆R`1bi +∆R`2bj . The c-jet is added
to top candidate with smaller ∆y(lb),j . We find that typically most signal events fulfill
mt < mT2 < ma. This allows us to search for an excess in the mT2 distribution. The
backgrounds provide smooth side-bands at high values of mT2. The left panel of Fig. V.15
illustrates the distributions for a flavon mass of ma = 500 GeV.
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Figure V.15: Left: normalized mT2 distribution for a ma = 500 GeV flavon and backgrounds.
Right: exclusion limits from σ(gc → ta) × BR(a → tc¯)[pb] at √s = 100 TeV. The red area is
excluded by t→ ac decays. Taken from Ref. [106].
A last distinction between the signal and the backgrounds is the charge of the b-jets.
For the flavon signal not only the two leptons should have the same sign, also the charges
of the b-quarks [163] should be identical. Recent ATLAS studies [164] indicate that a b-b¯
distinction is possible with S = 0.2 and B = 0.06. For the future 100 TeV collider we
assume two scenarios: as conservative estimate, we rely on these ATLAS efficiencies; for a
more optimistic case, we assume an improved mistagging rate of B = 0.01 and an overall
b-tagging efficiency of 70 %. The obtained exclusion limits at 95 % confidence level with
the additional requirement S/B > 0.1 are illustrated in the right panel of Fig. V.15.
Flavon-pair production
In principle, the study of flavon pair production could be interesting as well. The
dominant production channel bb¯→ aa with gaabb = 2mb/f2 yields a signal cross section of
1.4 · 10−3 pb at √s = 100 TeV and ma = f = 500 GeV. The dominant decay channel to
four b-quarks is overwhelmed by combinatorics and QCD backgrounds. The same-sign tctc
channel provides a more distinctive signature, however, it is dominated by tt¯W+jj with a
cross section of 4.6 pb for two jets with pT , j > 100 GeV. Additionally, this channel would
not allow for the reconstruction of a mass peak. Consequently, also flavon-pair production
can be discarded as possible discovery channel.
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E. Conclusions
In the past sections, we introduced a Froggatt-Nielsen-type flavon model to motivate
the observed hierarchy of fermion masses. In the past, the experimental consequences of
flavor models have successfully been described by an effective field theory. In the not-too-
far future, flavor physics will be subject of both indirect and direct searches as it is already
the case for weak gauge bosons, the top quark and the Higgs boson.
Studying current and future constraints, we illustrated that a large region of the flavon
parameter space is accessible for alternative experimental approaches. Currently, the most
constraining limits are based on the quark flavor sector. The expected improvements will
strengthen current bounds by one order of magnitude. In the lepton flavor sector, we
expect significant progress in the coming years. In addition to the indirect searches, a
future 100 TeV proton collider will allow for systematic direct searches. Besides generic
searches for new (pseudo)scalar resonances, same-sign top-quark searches with an additional
jet provide a distinctive signature based on the large flavor-changing couplings to top
quarks. To extend the reach of this channel, improvements in the distinction of bottom
and antibottom quarks are extremely useful. The expected limits for indirect and direct
searches in Fig. V.16 nicely fit together. The limits from quark and lepton flavor physics
exhibit a dip feature due to destructive interference of the corresponding virtual scalar and
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Figure V.16: Regions in the ma − f plane which can be probed by quark flavor physics (K), by
lepton flavor physics (µ→ e conversion), and by a 100 TeV hadron collider. For the latter we show
the reach of anomalous top-quark decays and same-sign top-quark production.
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pseudoscalar contributions. For small flavon masses, anomalous top-quark decays provide
strong bounds. The weak parts of the indirect searches around ma ∼ f can be cured
by same-sign top-quark searches. In combination the shown limits provide independent
coverage of the flavon parameter space in the lepton and quark sector. The latter ideally
allows for a direct discovery of the flavon-specific couplings at a future 100 TeV proton-
proton collider.
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VI Summary
VI. SUMMARY
Top quarks are important in many different areas of particle physics. In this thesis, we
focused on their coupling to the Higgs boson, the top Yukawa coupling yt, and top quarks
occurring in signatures of physics beyond the Standard Model. A measurement of yt probes
the mechanism of electroweak symmetry breaking and in absence of new physics plays a
crucial role for the stability of the electroweak vacuum.
Essentially, this thesis consists of three parts, each containing its own more detailed
conclusion section. In chapter III, we considered a classic resonance search for a heavy Z ′
boson decaying into hadronic top quarks which manifest themselves as fat jets. Starting
from the old HEPTopTagger in combination with a simple cut on the invariant mass of
the reconstructed top-quark pair, we extended the analysis to a multivariate framework.
This allowed for several steps of improvement. First, we included kinematical information
of the reconstructed top quarks. The impact of final-state radiation could be reduced by
considering information from the fat jets as well. The reconstruction of the Z ′ boson was
limited by the efficiency to identify the two top quarks, i.e. the choice of a top-tagging
working point. A multivariate setup allowed more flexibility by loosening tagging cuts
but including the corresponding observables in the analysis. Further, we introduced a
procedure to decrease the size of the used fat jets algorithmically (optimalR). Besides
reducing the contamination from other hadronic activity, the difference between the found
and expected size of the fat jet yields a new handle to distinguish top decay jets from
background. Additionally, N -subjettiness provided information on the soft structures inside
the fat jets. Finally, Qjets allowed us to consider alternative fat jet clustering histories
which can be useful especially at high signal efficiencies. In combination, the background
rejection at fixed signal efficiency could be improved by a factor 30 compared to the initial
cut-and-count analysis. We illustrated that this makes the outlined analysis competitive
with the leading proposals for such a resonance reconstruction. Finally, the improvements
concerning standard top tagging have been incorporated in the HEPTopTagger code
yielding the new HEPTopTagger2.
A measurement of the top Yukawa coupling in the process tt¯H was the focus of chap-
ter IV. While its extraction at the LHC is limited by statistics to ∼ 10%, we illustrated
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that at a future 100 TeV proton collider percent-level precision should be possible. We
argued that theoretical uncertainties cancel in the ratio of tt¯H and tt¯Z production rates
to this level already today. Using the HEPTopTagger2 and applying its core improve-
ments to the BDRS Higgs tagger, we translated the original LHC analysis of semileptonic
tt¯H with H → bb¯ to the 100 TeV collider. The analysis gives rise to two peaks in the
reconstructed mbb distribution corresponding to the Higgs and the Z boson. Smooth side
bands provide a handle to subtract the background, which is dominated by continuum tt¯bb¯
production. Provided sufficient knowledge of the branching ratio H → bb¯, we found that a
determination of yT at percent-level precision should be reachable.
Although a precision measurement of the top Yukawa coupling directly probes our un-
derstanding of electroweak symmetry breaking, the observed large hierarchy of fermion
masses remains unexplained. In chapter V, we proposed a Froggatt-Nielsen-type model
that not only offers an explanation of the mass hierarchy, but in addition yields a pseu-
doscalar degree of freedom, the flavon, that can be searched for at colliders. We studied
current and projected bounds on the available parameter space from indirect searches in
the quark and lepton flavor sector. While currently the most restricting bounds are set
by kaon oscillations, upcoming lepton flavor experiments are expected to significantly cut
into the available parameter space. Additionally, direct searches for the flavon can restrict
the model. A feature of the proposed model is the large flavor-changing coupling to top
and charm quarks. For light flavons, strong bounds therefore arise from anomalous top
decays. For heavier masses most generic resonance searches will not reach the required
sensitivity to discover the flavon, even with 30 ab−1 at a future 100 TeV proton-proton
collider. However, associated production with a top quark in combination with the decay
into a top and a charm quark gives rise to same-sign lepton signatures which allow to probe
the parameter space for a first time at a future 100 TeV proton-proton collider.
Summing up, we employed top quarks in various contexts: from the search for new heavy
resonances, precision tests of the Standard Model and finally as signatures of a model that
might explain the hierarchy of fermion masses. Of course, these topics are only a small
fraction of particle physics involving top quarks. Nevertheless, we are confident that the
developed techniques and models indicate some new directions in top physics.
97
Acknowledgments
Acknowledgments
Here, at the end of this thesis and close to the end of my PhD studies there are many
people I would like to thank. First of all, I am grateful to Tilman Plehn for accepting
me as PhD student and all his advise and support during the past years. Jan Martin
Pawlowski I thank for his commitment to referee this thesis. Without naming all of them
explicitly, I enjoyed working with all my collaborators. Special acknowledgements go to
Gregor Kasieczka for his contributions to the HEPTopTagger. Furthermore, it has been
a great pleasure working with and supervising Peter Reimitz, whom I wish all the best for
his further path in physics. In addition, I want to mention the Heidelberg ATLAS group
of Andre´ Scho¨ning for various discussions, using the HEPTopTagger within ATLAS and
hospitality during their annual retreats. A very big thank you goes to the entire Heidelberg
LHC pheno group for uncountable many physics discussions and a nice social embedding.
Working with you has always been great fun! If this thesis should have resulted in a
readable piece of text, this has been made possible by the careful reading of Anke Bieko¨tter,
Johann Brehmer, Patrick Foldenauer and Nikolai Zerf. Further, I acknowledge support
from the International Max Planck Research School for Precision Tests of Fundamental
Symmetries which has not only funded my studies but also allowed me to attend many
conferences in Europe and the US. Most computations used to obtain the presented results
have been made possible by bwHPC, especially the former bwGrid node in Heidelberg and
the BWUniCluster in Karlsruhe. Finally, I want to thank my family and friends for their
support. A last and special thank you goes to my wife Sabrina and my son Benjamin for
all their patience especially during last weeks.
98
Appendix A: HEPTopTagger2 performance
Some of the improvements that were introduced in chapter III in the context of a Z ′ → tt¯
resonance search are directly connected to top tagging. Thus, they have been implemented
in the HEPTopTagger algorithm resulting in the new HEPTopTagger2. In this ap-
pendix, we benchmark the HEPTopTagger2 showing tagging efficiencies and mistagging
rates obtained from continuum top pair production and QCD background events. All re-
sults have been published in Ref. [40], which also includes a description of the complete
HEPTopTagger2 code.
Our analyses are based on fully hadronic tt¯ signal and QCD dijet background samples
generated with Pythia8 [51]. For the general top tagger analysis in this appendix, we
include underlying event in the event generation and mimic the limited detector resolution
by clustering the hadronic activity into (η×φ) cells of size (0.1×0.1), similar to the Qjets
resolution in Sec. III B 3. Instead of the hard acceptance cuts in Eq.(III.1), we now allow
for softer fat jets. Two separate multivariate BDT analyses focus on tt¯ samples with
pT,fat > 200 GeV , |yfat| < 2.5 , pT,t > 200, 600 GeV , (A.1)
where the top-quark momenta are evaluated on the Monte Carlo truth level. We select
events with fat C/A jets of radius Rfat = 1.8 constructed with FastJet [52].
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Figure A.1: Performance of the HEPTopTagger2 for tt¯ production in the Standard Model. We
show the incremental improvements from the extended multivariate analyses for top quarks with
pT,t > 200 GeV and pT,t > 600 GeV. Taken from Ref. [40].
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Background efficiencies B are defined relative to the number of those fat jets. For the
signal efficiencies we require that the fat jets can be matched to a parton-level top quark
within ∆R < 0.8. Using the original version of the HEPTopTagger [37], we find for the
pT > 600 GeV samples a signal efficiency of S = 35.6% and a mistagging rate B = 2.7%.
The first change in the algorithm addresses the signal efficiency and background sculpting
and has already been introduced in Ref. [38]. In the original algorithm the triplet of subjets
closest to the true top-quark mass was selected and only later the mass-plane cuts were
applied. Therefore, the tagger failed if this triplet did not pass the mass-plane constraints
and no alternative triplet was analyzed. To eliminate this limitation, we now first apply the
mass-plane constraints and then pick the triple closest to the top-quark mass, as described
in Sec. II E.
As in the main text of Sec. III, we study further improvements of the tagger based
on ROC curves. To allow for such improvements, we loosen the cuts of the tagger to
mrec < 1 TeV and fW = 0.3. The initial set of BDT parameters in analogy to Eq.(III.4) is
{ mrec, frec } (variable masses). (A.2)
The optimalR mode accounts for the large cone size of R = 1.8, which is not always
appropriate. Thus, the optimalR mode optimizes the radius of each fat jet. Starting from
the initial cone size, we stepwise reduce the size of the fat jet until the criterion of Eq. (III.5)
indicates that we miss parts of the top-quark decay. The output of the tagger is set to the
result obtained at Ropt. In addition, we calculate the expected value R
calc
opt for the critical
radius based on the transverse momentum of the filtered fat jet as outlined in Sec. III B 1
using
Rcalcopt =
327 GeV
pT,filt
. (A.3)
For a fat jet originating from a top decay this prediction should agree with the measured
value, while for a background fat jet the two are only strongly correlated when the entire
subjet kinematics is a perfect match to a top decay. For the optimalR mode we set up a
100
BDT analysis with the observables
{ mrec, frec, Ropt −R(calc)opt } (optimalR). (A.4)
All tagging observables are evaluated at Ropt. The corresponding ROC curve in Fig. A.1
illustrates the improvement from the optimized size of the fat jet. Obviously, it is more
impressive for larger boost, while for pT,t > 200 GeV the optimalR mode hardly leads to a
reduction of the fat jet size.
The N -subjettiness variables are best applied independently for fat jets which would
pass and those which would not pass the initial tagging criterion. The optimalR working
point that we use for this intermediate classification is
mrec ∈ [150, 200] GeV frec < 0.175 Ropt −R(calc)opt < 0.3 , (A.5)
and corresponds to the signal efficiency S = 0.22(0.27) in Fig. A.1. Fat jets passing
Eq.(A.5) are assumed to include a complete set of top decay products and are filtered with
R
(1)
filt = 0.2 and N
(1)
filter = 5; fat jets failing this criterion are instead filtered with R
(0)
filt = 0.3
and N
(0)
filter = 3. The unfiltered N -subjettiness variables τi defined in Eq.(III.7) and their
filtered counter parts τ
(0)
i , τ
(1)
i are included for i ≤ 3. The reference axes are chosen as
kT -axes. We then set up two independent BDTs with
{ mrec, frec, Ropt −R(calc)opt ,m(1)fat , τ (1)3 , τ (1)3 /τ (1)2 , τ (1)2 /τ (1)1 ,
τ2, τ3/τ2, τ2/τ1 }
(N -subjettiness, pass)
{ mrec, frec, Ropt −R(calc)opt ,m(0)fat , τ (0)3 , τ (0)3 /τ (0)2 , τ (0)2 /τ (0)1 ,
τ1, τ3/τ2, τ2/τ1 }
(N -subjettiness, fail),
(A.6)
and later combine them into one ROC curve. This precise condition is represented by the
more generic Eq.(III.8). Figure A.1 summarizes the corresponding ROC curves for the
successively improved tagger.
Finally, we can replace the deterministic C/A clustering history of the fat jet by a set
of Qjets histories as explained in Sec. III B 3 with large global weights Ω(α) defined in
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Eq.(III.10). As before, we set the rigidity for the clustering weights to α = 0.1. These his-
tories help in cases where the deterministic clustering history is misled during the selection
of splittings in the usual jet algorithm. When defining jets as analysis objects for a hard
process this does not pose a problem, but for subjet analyses it can have an effect.
Our analysis is based on 100 Qjets histories per fat jet. In Tab. A.1 we provide signal
and background efficiencies. As reference value we use the default HEPTopTagger2
with a fixed mass windows. Based on the 100 Qjets histories we define the fraction
Qjets of histories which leads to a top tag with the default tagging setup. We see that for
moderately boosted top quarks the deterministic signal tagging efficiency can be reproduced
by requiring 30% of the Qjets histories to deliver a positive tag. The corresponding
mistag probability is slightly reduced compared to the deterministic tagger. For harder tops
the corresponding value is around Qjets > 20%, with no improvement in the background
rejection.
As discussed in Sec. III B 3 Qjets offers two strategies to improve the top tagger. To
maximize the improvement in tagging performance and to limit the CPU time we base the
multivariate analysis on the tagged history with the largest global weight. As additional
parameters we include the value of Qjets as well as the mean and variance of the mrec
distribution with the Qjets× 100 Qjets entries, symbolically denoted as {mQjetsrec }. For the
tt¯ QCD
default HTT 0.337 0.0212
Qjets > 0.1 0.435 0.0318
Qjets > 0.2 0.384 0.0231
Qjets > 0.3 0.341 0.0174
Qjets > 0.4 0.298 0.0123
Qjets > 0.5 0.250 0.0089
Qjets > 0.6 0.212 0.0064
Qjets > 0.7 0.163 0.0036
Qjets > 0.8 0.118 0.0021
Qjets > 0.9 0.064 0.0007
tt¯ QCD
default HTT 0.465 0.0489
Qjets > 0.1 0.524 0.0661
Qjets > 0.2 0.447 0.0461
Qjets > 0.3 0.388 0.0342
Qjets > 0.4 0.336 0.0245
Qjets > 0.5 0.281 0.0168
Qjets > 0.6 0.236 0.0118
Qjets > 0.7 0.181 0.0062
Qjets > 0.8 0.133 0.0032
Qjets > 0.9 0.069 0.0009
Table A.1: Tagging efficiencies for pT > 200 GeV (left) and pT > 600 GeV (right). Qjets is defined
as the number of Qjets tags per number of Qjets runs. For this table we tested 10.000 fat jets
with 100 Qjets iterations.
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BDT analysis we employ
{ mrec, frec, Ropt −R(calc)opt ,mfat, τN , τ (filt)N , Qjets, {mQjetsrec } } (Qjets) . (A.7)
As usual, all tagger outputs are evaluated at Ropt and the clustering history with the largest
global weight. The additional improvement is shown in Fig. A.1.
Because Qjets offers a variety of improvements to the tagger, we study different setups
based on the stage with multivariate mass windows in Fig. A.2. We start by replacing
the deterministic C/A output with the most likely Qjets history and including Qjets in
the multivariate analysis. This leads to a moderate improvement of the tagger at large
transverse momenta and at large signal efficiencies. Adding the statistical information
from the Qjets × 100 entries in the mrec information leads to a sizable improvement over a
wide range of signal efficiencies. This is the mode we use for the Z ′ analysis as well as in
Fig. A.1.
Next, we add the second-best Qjets history to the tagger, such that the multivariate
tagger (including Qjets) is free to construct a criterion based on one or two tags in the two
best Qjets histories. For most of the ROC curves this comparably simple approach is as
successful as the full statistical information. Finally, adding the statistical information on
the mrec distribution leads to an additional mild improvement.
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Figure A.2: Performance of the HEPTopTagger2 for tt¯ production in the Standard Model. For
pT,t > 200 GeV and pT,t > 600 GeV. We focus on different Qjets setups, based on a more basic
multivariate tagger without optimalR and N -subjettiness. Taken from Ref. [40].
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Appendix B: More details on the flavon model
In chapter V, we studied the phenomenology of a Froggatt-Nielsen-type flavon model.
This appendix provides more details on the model, derives some equations used in the
analysis and gives the benchmark point that was used for our simulations.
Masses and couplings
In addition to the well-known Higgs part, the potential gains terms from the new com-
plex scalar S
V (Φ, S) = −µ2S(S∗S) + λS(S∗S)2 + λΦS(Φ†Φ)(S∗S)− b(S2 + S∗2) + V (Φ). (B.1)
We assume λΦS = 0 and thus have no mixing between the new scalar and the Higgs
boson. The term ∝ b brakes the global U(1) symmetry and allows us to give mass to
the pseudoscalar flavon. The introduced phase dependence can be absorbed by a phase
rotation of S. This allows us to locate the vacuum expectation value (VEV) f on the real
axis and thus expand S around its VEV
S =
f + s+ ia√
2
, (B.2)
where we label the scalar part s and the pseudoscalar flavon a. Note that the Higgs sector
decouples due to λΦS = 0. Minimizing the potential yields
f2 =
µ2S + 2b
λS
. (B.3)
The masses of the real-valued scalar s and the flavon a follow from the mass matrix M2 =
d2V
d{s,a} at the minimum as
m2s = −µ2S + 3λSf2 − 2b = 2λSf2 m2a = 4b . (B.4)
The modified Yukawa terms in the Lagrangian generate the fermion mass terms and the
couplings of the pseudoscalar flavon a. Here, we show the derivation for down-type quarks,
where we neglect the Hermitian conjugate part for brevity. The masses for other fermions
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follow analogously.
LYuk ⊃ −ydijQ¯Li
(
S
Λ
)ndij
ΦdRj → −ydij d¯Li
(
f√
2Λ
)ndij v√
2
dRj
= −ydij
v√
2
d¯Li
ndijdRj = −d¯LiY dij
v√
2
dRj
= −d¯LiM˜dijdRj = −d¯LiUdirMdrsW d†sj dRj
= −d¯MLimidMRi .
(B.5)
In the second-to-last step, we diagonalized the mass matrix M˜ by two unitary matrices
Ud and W d. In addition to the masses, the modified Yukawa term dictates the couplings
between the flavon and the fermions. The leading-order -dependence of the relevant quan-
tities can be derived as [107]:
muj ∼
v√
2
aj−auj , mdj ∼
v√
2

aj−adj ,
Uu,dij ∼ |ai−aj | , W uij ∼ |aui−auj | , W dij ∼ |adi−adj | .
(B.6)
The quark mixing matrix follows in the usual way as
(VCKM)ij = U
u†
ik U
d
kj ∼ |ai−aj | . (B.7)
Corresponding relations hold in the lepton sector.
In addition to the fermion masses, the Yukawa terms in the Lagrangian determine the
interactions between the flavon a and the fermions. The flavon couplings to fermions
gafLifRj = gaij can be written as
gdaij = −
i
f
[
Qdijmi −Dijmj − aHmiδij
]
, guaij = −
i
f
[Quijmi − Uijmj + aHmiδij] ,
g`aij = −
i
f
[
L`ijmi − Eijmj − aHmiδij
]
, gνaij = −
i
f
[Lνijmi −Nijmj + aHmiδij] .
(B.8)
with
Qdij = aQkUd∗ki Udkj Dij = aQkW d∗ki W dkj Quij = aQkUu∗ki Uukj Uij = aQkW u∗ki W ukj
L`ij = aLkU `∗kiU `kj Eij = aLkW `∗kiW `kj Lνij = aLkUν∗ki Uνkj Nij = aLkW ν∗ki W νkj
(B.9)
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A step-by-step derivation for the coupling to down-type quarks proceeds as:
LYuk ⊃ −ydijQ¯Li
(
S
Λ
)ndij
ΦdRj → −ydijndij d¯Li
(
f√
2Λ
)ndij−1(s+ ia√
2Λ
)
v√
2
dRj
⊃ −ydij
ndijv√
2
d¯Li
ndij−1
(
ia√
2Λ
)
dRj = −ydij
indijv√
2
d¯Li
ndij
(
a
f
)
dRj
= − iv√
2f
d¯LiY
d
ijn
d
ijdRja = −
iv√
2f
d¯LiY
d
ij [aQi − adj − aaH ]dRja
= − iv√
2f
d¯LiU
d
ilMlmW
d†
mj [aQi − adj − aaH ]dRja
= − iv√
2f
d¯MLrU
d†
ri U
d
ilMlmW
d†
mj
[
aQi − adj − aaH
]
W djsd
M
Rsa
= − iv√
2f
d¯MLr
[
aQiU
d†
ri U
d
ilMlmW
d†
mjW
d
js − Ud†ri UdilMlmW d†mjW djsadj
− Ud†ri UdilMlmW †dmjW djsaaH
]
dMRsa
= − iv√
2f
d¯MLr
[
aQiU
d†
ri U
d
ilMlmδms − δrlMlmW d†mjW djsadj − aHδrlMlmδms
]
dMRsa
= − iv√
2f
d¯MLr
aQiUd†ri Udil︸ ︷︷ ︸
=:Qrs
Mls −MrmW d†mjW djsadj︸ ︷︷ ︸
=:Drs
−aHδrlMlmδms
 dMRsa
= − i
f
d¯MLr [Qrsmss −mrrDrs − aHmssδrs] dMRsa
= −igdafLifRj d¯
M
Lid
M
Rja .
(B.10)
Finally, we quote formulae for the a pseudoscalar a decaying to gluons [165] and pho-
tons [165, 166]:
Γ(a→ gg) = 1√
2f2
α2sm
3
a
16
√
2pi3
∣∣∣∣∣∑
q
gaqqf
mqq
Aa
(
m2a
4m2f
)∣∣∣∣∣
2
(B.11)
Γ(a→ γγ) = 1√
2f2
α2emm
3
a
32
√
2pi3
∣∣∣∣∣∣
∑
f
gafff
mff
NC,fQ
2
fAa
(
m2a
4m2f
)∣∣∣∣∣∣
2
, (B.12)
where
Aa(τ) =
f(τ)
τ
f(τ) =

arcsin2
√
τ τ ≤ 1
−14
(
log
(
1+
√
1− 1
τ
1−
√
1− 1
τ
)
− ipi
)2
τ > 1
. (B.13)
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Benchmark point for the flavon model
In this section, we provide the point in parameter space that was used for the simulation.
It is directly taken from Ref. [106].
To find sample parameter points, we generate random fundamental Yukawa couplings
with yu,dij = |yu,dij | eiφ
u,d
ij and |yu,dij | ∈ [0.5, 1.5] and φu,dij ∈ [0, 2pi]. The effective Yukawa
couplings defined in Eq.(V.9) have to reproduce the quark and lepton masses, and mixing
angles at the flavor breaking scale, which we take to be 1 TeV. For the numerical values
we use Refs. [167, 168]. To this end we perform a χ2 fit, with symmetrized 2σ errors and
require χ2 < 1/d.o.f.. To illustrate the results in Sec. V, we define a benchmark point with
the masses
mui = (0.00138, 0.563, 150.1) GeV
mdi = (0.00342, 0.054, 2.29) GeV
m`i = (0.000513, 0.106, 1.81) GeV
mνi = (0.00161, 0.523, 3.79) · 10−11 GeV ,
(B.14)
and the mixing matrices
|VCKM| =

0.974 0.226 0.0035
0.226 0.974 0.0388
0.011 0.037 0.999
 , |VPMNS| =

0.813 0.565 0.142
0.483 0.519 0.705
0.324 0.642 0.695
 . (B.15)
The corresponding Yukawa couplings in the quark sector are
yu =

0.34 + 0.82i −0.23 + 0.69i 0.41− 0.43i
−0.84 + 0.26i −0.64 + 0.32i 1.35− 0.24i
0.98− 0.90i −0.84− 1.20i 0.75 + 0.65i

yd =

0.53 + 0.72i 0.50− 0.34i 0.65− 0.10i
1.12− 0.14i 0.93− 0.54i −0.31− 0.65i
−0.16 + 0.6i −0.73 + 0.34i 0.84 + 0.61i
 ,
(B.16)
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while the lepton sector is described by
yν =

−0.73− 0.49i 0.91− 0.68i 0.50− 0.21i
0.77 + 0.36i 0.59 + 0.84i 0.23− 1.19i
−0.29 + 1.14i −0.02− 0.59i 1.15 + 0.91i

y` =

0.16 + 1.29i −0.95− 0.97i 0.25 + 0.92i
0.008− 0.99i 1.11 + 0.40i 0.47 + 0.48i
0.30− 1.30i 0.22 + 0.77i −0.59− 0.018i
 .
We note that this benchmark point is not optimized to illustrate specific features linked
to quark flavor, lepton flavor, and collider reaches. The quark flavor and collider sector on
the one hand, and the lepton sector on the other, are only loosely related. All couplings
are deliberately chosen in the weakly interacting regime, to avoid conclusions too closely
tied to assumptions about underlying ultraviolet completions.
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