The 1-searcher is a mobile guard whose visibility is limited to a ray emanating from his position, where the direction of the ray can be changed continuously with bounded angular rotation speed. Given a polygonal region P with a specified boundary point d, is it possible for a 1-searcher to eventually see a mobile intruder that is arbitrarily faster than the searcher within P, before the intruder reaches d? We decide this question in O(n log n)-time for an n-sided polygon. Our main result is a simple characterization of the class of polygons (with a boundary point d) that admits such a search strategy. We also present a simple O(n 2 )-time algorithm for constructing a search schedule, if one exists. Finally, we compare the search capability of a 1-searcher with that of two guards.
Introduction
Imagine a policeman standing at the unique door of a dark house into which a robber has sneaked. The policeman has a flashlight and should find the robber in the dark house. Probably, he will drive the robber to a corner by illuminating every suspicious corner one by one. Can the policeman eventually see the robber, in such a way that the robber couldn't escape through the door? More formally, let us assume that we are given a simple polygon P and a specified boundary point d; we call this configuration (P, d) a (polygonal) room. The 1-searcher is a mobile guard whose visibility is limited to a ray emanating from his position, called a flashlight, where the direction of the flashlight can be changed continuously with bounded angular rotation speed. It is assumed that the intruder is capable of moving arbitrarily faster than the searcher. Can the 1-searcher, starting at d, eventually see the intruder within the room (P, d) before the intruder reaches d? The 1-searcher is allowed to move and change the direction of the flashlight arbitrarily and should guarantee that the intruder is detected regardless of his path. A motion control of the 1-searcher subject to these constraints is called a search schedule. A room (P, d) that admits a search schedule is said to be 1-searchable.
Related Work Our problem is a 'one-door' variant of the polygon search problem, 9 where a searcher with various visibilities (including the 1-searcher considered in the present paper) has to move to eventually see an intruder in a polygonal region without a door. Suzuki and Yamashita 9 introduced this polygon search problem and presented some necessary or sufficient conditions for a polygon to be searchable by a searcher. Recently Guibas, et al. 3 presented a complete (exponentialtime) algorithm to search a polygon by a searcher. However it is unknown whether a polynomial-time algorithm exists to determine if a polygon is searchable by a searcher.
9,3
One characterizable variant is a polygonal room with one additional door g, written (P, d, g), where an undetected intruder is assumed to move out of and into P through g at any time. This configuration (P, d, g) can be viewed as a corridor with two doors d and g, and the goal of the searcher, starting at d, is to see or force out the intruder through g before the intruder reaches d. This corridor search problem was first studied by Icking and Klein. 5 In fact, the searcher type that they considered is two (boundary) guards (for definition, see Section 6), whose searchability is slightly weaker than that of a 1-searcher. However, the class of corridors searchable by two guards is exactly same as that of 1-searchable corridors (for proof, see Section 6) . Some variants of the corridor search problem have also been studied in Refs. [5, 4, 1, 7, 11] , but no results are known about searching a room (P, d).
Some previous work considered a group of 1-searchers. The searchlight scheduling problem 8 is that of computing a search schedule of searchlights (stationary 1-searchers) in order to detect a mobile intruder in a polygon. Recently, the upper and the lower bound on the number of mobile searchers that are needed to search a polygon in group were also investigated in Refs. [12, 10] .
Our Results We present three necessary conditions for a room (P, d) to be 1-searchable (Section 3) and show that the same conditions are also sufficient (Section 4). Our characterization is obtained by investigating specific patterns of three vertices (called "order-inducing triples") that must be cleared in some specific order. This characterization leads to an O(n log n)-time algorithm for testing the 1-searchability and an O(n 2 )-time algorithm for constructing a search schedule, if one exists, in an n-sided room (P, d) (Section 5). Finally, we show that two guards have the same searchability as a 1-searcher in the corridor search problem but are inferior to a 1-searcher in the room search problem (Section 6).
Definitions and Notations

Problem definition
A room (P, d) is defined as a simple polygon P and a point d on its boundary. The searcher and the intruder are modeled as points that can move continuously within P. Let φ(t) denote the position of the intruder at time t ≥ 0. It is assumed that φ : [0, ∞) → P is a continuous function, and the intruder is unpredictable in that he is capable of moving arbitrarily fast and his path φ is unknown to the searcher.
Let γ(t) denote the position of the searcher at time t ≥ 0. Let γ represent a continuous path of the searcher of the form γ : [0, ∞) → P. It is assumed that the searcher has a flashlight whose visibility is limited to a ray emanating from γ(t), where the direction of the ray can be changed continuously with bounded angular rotation speed. Let θ(t) denote the endpoint of the flashlight at t. Note that the 1-searcher sees the points on the segment γ(t)θ(t) at t. In this paper, it is assumed that P contains γ(t)θ(t) and boundary points of P may lie in the middle of γ(t)θ(t) (see Figure 1 ). q p Figure 1 : The 1-searcher can see p and q simultaneously.
The polygon (P, d) is 1-searchable if it admits a search schedule (γ, θ) satisfying that for every continuous function φ : [0, ∞) → P, there exists a time t ∈ [0, ∞) such that φ(t) ∈ γ(t)θ(t) and φ(t ′ ) = d for all t ′ < t. This implies the intruder will be seen by the searcher before reaching d, regardless of his path.
Figure 2: Snapshots of a search schedule. Figure 2 depicts an example of a 1-searchable room and the snapshots of its search schedule. During the search, the 1-searcher traverses the boundary of P monotonically in the clockwise direction, sliding the endpoint of the flashlight in the counterclockwise direction, except that the endpoint of the flashlight backtracks in (d).
Notations
Let ∂P denote the boundary of a simple polygon P. For points p, q ∈ ∂P, let C[p, q] denote the connected boundary chain from p to q in the clockwise direction.
We define the precedence on the points in ∂P as follows: for points p, q ∈ ∂P, p ≺ q (p 'precedes' q) if p is encountered before q when we traverse ∂P from d clockwise. As the boundary condition, we imagine two points d l and d r such that d l p d r for all p ∈ ∂P and both d l and d r are 'aliases' of d (see Figure 3) . For three consecutive vertices In this paper, we use the standard definition of visibility. Two points p and q are visible from each other, if the segment pq is entirely contained in P. Given a point p ∈ P, the set of points in P that are visible from p specifies the visibility polygon of p, denoted by VP(p). We define a cave of a vertex v to be a maximal connected boundary chain C(p, q) that does not belong to VP(v). Note that two endpoints p and q of C(p, q) lie on the directed line − → vp and C(p, q) lies entirely to the left or right of − → vp. It is called a left cave if it lies to the left of − → vp; a right cave otherwise. Figure 4 ).
Necessary Conditions for 1-Searchable Rooms
Let (P, d) be a 1-searchable room and (γ, θ) be its search schedule. According to (γ, θ), the searcher sweeps P by the flashlight. Consider a fixed time t. Any region that might contain an intruder is said to be contaminated; otherwise, it is said to be clear. If a point is contaminated right before t and is clear at t, it is said to be cleared or becomes clear at t. The following simple observations are helpful. Fact 1 If a point p is cleared at t, p ∈ γ(t)θ(t). Fact 2 Any region in P that does not meet γ(t)θ(t) is entirely clear or entirely contaminated.
Due to the mobility of the intruder, a clear point can become contaminated later. If a point is clear right before t and is contaminated at t, it is said to be recontaminated at t. This recontamination has an important implication: To avoid a 'cycle' of recontaminations, some (three) vertices must be cleared in specific order. We refer to them as an order-inducing triple. In Subsection 3.1, we study three types of order-inducing triples. In Subsection 3.2, we describe three necessary conditions for 1-searchable rooms, each of which forbids a certain combination of order-inducing triples and caves.
Order-inducing triples
We call C an s-triple if v 1 has the L-cave and v 2 and v 3 lie in it, and v 3 has the R-cave and v 1 and v 2 lie in it (see Figure 5 (a)). Interestingly, in a room (P, d) containing an s-triple C, the vertex v 2 cannot be cleared last among {v 1 , v 2 , v 3 } by any search schedule (Lemma 1 (a) ). An s-triple C such that v 2 has the R-cave and v 1 and d lie in it is called an l-triple (see Figure 5 (b)). Note that the R-cave of v 2 entirely contains the chain C[d, Pred(v 2 )). Symmetrically, an s-triple C such that v 2 has the L-cave and v 3 and d lie in it is called an r-triple (see Figure 5 (c)). In a room containing an l-triple C (resp, r-triple C), v 3 (resp, v 1 ) is cleared last among {v 1 , v 2 , v 3 }. Lemma 1 Suppose that a room (P, d) is 1-searchable and (γ, θ) is its search schedule.
Proof. (a). Let n(t) denote the number of clear vertices in {v 1 , v 2 , v 3 } at t. We emphasize that two vertices in {v 1 , v 2 , v 3 } cannot be cleared at the same time, by Fact 1, because they are invisible from each other and so cannot lie on γ(t)θ(t) at the same time. Thus n(t) can increase by at most 1 at t. Suppose the searcher is clearing v 1 at t 1 (i.e., v 1 ∈ γ(t 1 )θ(t 1 )). All points in a cave of v 1 does not meet γ(t 1 )θ(t 1 ), so they are all clear or all contaminated at t 1 , by Fact 2. Since both v 2 and v 3 are contained in a cave of v 1 , they are all clear or all contaminated at t 1 . In other words, n(t 1 ) equals 1 or 3. Since symmetric arguments can be applied to v 3 , at the moment v 3 is cleared, n(t) equals 1 or 3.
To prove this lemma, we will show the stronger argument that whenever n(t) becomes 3, v 1 or v 3 is cleared (observe it implies this lemma). For contradiction, suppose not at t ′′ for the first time. That is, n(t) becomes 3 and v 2 is cleared at t ′′ but never before t ′′ . Without loss of generality, we assume that n(t) becomes 2 at t ′ (< t ′′ ) and does not change between t ′ and t ′′ . There are two cases: Case 1. n(t) increases at t ′ (from 1 to 2). Since v 2 is cleared at t ′′ , the vertex cleared at t ′ is v 1 or v 3 . However, it is impossible because whenever v 1 or v 3 is cleared n(t) equals 1 or 3 but n(t ′ ) = 2. Case 2. n(t) decreases at t ′ (from 3 to 2). More exactly, after all of {v 1 , v 2 , v 3 } is clear, only v 2 is recontaminated at t ′ and later v 2 is cleared at t ′′ . We show it is impossible. To show this, consider the dynamic shortest path, like rubber band, from the current position of the searcher to v 1 and v 3 , respectively, Clearly, this shortest path divides the polygon into two regions: upper one and lower one. We assumed that when n(t) becomes 3 before t ′′ , the searcher is clearing v 1 or v 3 (i.e., v 1 or v 3 ∈ γ(t)θ(t)). At that moment, the dynamic shortest path lies above γ(t)θ(t) and so upper region is all clear or all contaminated, by Fact 1. Since the upper region contains v 2 and thus is clear, the intruder must lie in the lower region, if it is not detected yet. However, to recontaminate only v 2 at t ′ , the intruder must lie in the upper region. Thus the intruder must cross the dynamic shortest path. At the moment that he crosses it, he can sneak into one of v 1 and v 3 along the shortest path. Therefore, v 1 or v 3 is recontaminated before t ′ , which is a contradiction. Therefore, we can conclude that any search schedule clears v 1 or v 3 last among
Three necessary conditions
In this subsection, we show three necessary conditions for 1-searchable rooms. We say that a 2 has an s-pair a 1 , a 3 , if a 1 , a 2 , a 3 is an s-triple. Figure 6 . Since N1 and N2 are known necessary conditions for the corridor search problem and the polygon search problem, respectively, proofs of N1 and N2 can be easily deduced from those in Refs. [5, 9] but we include them here for completeness.
Figure 6: Examples violating N1, N2, N3.
(N1) Suppose two vertices a and b violate N1. The vertices a and b are contaminated at time zero. Consider the time t ∈ [0, ∞) at which a is cleared for the first time. It is easily seen that b must already be clear at t. Otherwise, the intruder at b will escape along C[b, d] which does not meet γ(t)θ(t). Symmetrically, when b is cleared for the first time, a must be clear. Therefore, a and b must be cleared simultaneously. However, it is impossible, by Fact 1, since they are mutually invisible and so cannot lie on γ(t)θ(t) at the same time.
(N2) Suppose that a 1 , a 2 , a 3 violates N2 but this room is 1-searchable. Consider the time t ∈ [0, ∞) at which a 2 is cleared for the first time. By the proof of Lemma 1a, a 1 or a 3 is contaminated at t. Thus the intruder lurking in it can escape through d, which is a contradiction.
(N3) Before proceeding to a formal proof, which is somewhat technical, we explain basic ideas with the room in Figure 6c . First, let us confirm that this room
Let S be the vertices in C[a 1 , b 3 ] excluding Succ(a 1 ), Pred(b 3 ). We claim that no vertices are cleared last in S, which is a contradiction because (γ, θ) clears all vertices in S and some vertices last in S. Since a 1 , a 2 , a 3 is an l-triple and a 3 ∈ S, a 1 cannot be cleared last in S by Lemma 1 (b). Symmetrically, since b 1 , b 2 , b 3 is an r-triple and b 1 ∈ S, b 3 cannot be cleared last in S by Lemma 1 (c). Finally, the vertices in C(Succ(a 1 ), Pred(b 3 )) are not cleared last, by Lemma 1 (a), because each of them has an s-pair that are included in S. Therefore, no vertices are cleared last, which is a contradiction.
Let us give a formal proof. (In the above example, it was clear that a 3 and b 1 belong to S and s-pairs of the vertices in C(Succ(a 1 ), Pred(b 3 )) lie in S. However, it must be shown in the formal proof. See Claim 1 and 2.) For contradiction, suppose that the room violates N3 but is 1-searchable. Since this room violates N3, there exist an l-triple a 1 , a 2 , a 3 and an r-triple b 1 , b 2 , b 3 such that a 2 ≺ b 2 and every vertex v lying in C(a 2 , b 2 ) has its s-pair v L , v R . For technical reasons, it is convenient to choose some special a 1 , a 2 , a 3 and b 1 , b 2 , b 3 with additional properties. Without loss of generality, we can assume the following properties. We aim to show that no vertices are cleared last in S. Since a 1 , a 2 , a 3 is an l-triple and a 3 ∈ S, a 1 is not cleared last in S by Lemma 1 (b). Symmetrically,b 3 is not cleared last in S by Lemma 1 (c). Remaining vertices are those in C(Succ(a 1 ), Pred(b 3 )).
is an s-pair of v, thus the claim holds. It suffices to prove this claim
L belongs to S, either it precedes a 1 or it is Succ(a 1 ). In the latter case, it is easily seen that
Since every vertex in C(Succ(a 1 ), Pred(b 3 )) has an s-pair in S, it cannot be cleared last in S by Lemma 1 (a). Therefore, no vertices are cleared last in S, which is a contradiction. 2
Sufficiency
We will show in this section that a room (P, d) is 1-searchable if it satisfies three necessary conditions in the previous section. Theorem 2 A room (P, d) is 1-searchable, if it satisfies N 1, N 2, N 3 of Theorem 1.
In the rest of this section, we prove Theorem 2. Throughout this section, we assume that the room (P, d) satisfies N1, N2, N3. Basic idea of the proof is simple: greedy algorithms (explained later) either complete searching successfully or stop to find order-inducing triples (see Lemma 3, 4, 5) . Suppose that currently, the searcher stands at x ∈ ∂P and sees y ∈ ∂P (see Figure 7 ). Intuitively, we view the segment xy as the cut V that separates the contaminated region from the clear region. We clear P by sweeping it by V in a way that the region below V (i.e., the region that lies on the same side as d with respect to V) is always clear. Now, let us explain how to advance V. Suppose that currently, V is at xy (x ≺ y) and the region below V is clear (see Figure 7) . First, we find the vertex v L that is first encountered in the clockwise traversal of ∂P from x. If y v L , this means x and y lie on one edge. In this case, entire P must have been cleared already and so (P, d) is 1-searchable. Thus, we assume v L ≺ y.
Next, we advance the left endpoint of V to the vertex v L by moving the right endpoint of V back and forth, if necessary. Of course, this movement is not always possible. However, we can always attain it if the room contains no r-triple (Lemma 2). Let α(v L ) denote the first point, encountered in the counterclockwise traversal of ∂P from d, that is visible from v L (see Figure 7) . Note that α(v L
′ ] is entirely visible from the intersection point z of two segments xy and x ′ y ′ (Figure 8b ), we can move V from xy to x ′ y ′ by performing left-advance-by-rotation, in which we advance the left endpoint to x ′ continuously along the boundary and backtrack the right endpoint until it reaches y ′ . Note that during the execution of left-advance-by-rotation, the right endpoint of V may jump backwards. The right-sweep and the right-advance-by-rotation are defined symmetrically. We emphasize that during the execution of these sub-movements, the intruder cannot sneak into the region below V. It will turn out that the above four sub-movements suffice to search any 1-searchable room. Figure 7 ), we can advance V to xα(v L ) using right-sweep, and later to v L α(v L ) using left-sweep. The above two cases are referred to as Easy cases, in which we can simply advance V to v L α(v L ). Thus the remaining case is that α(v L ) ≺ y and some points in C[α(v L ), y] are invisible from x. For convenience we divide it into two cases. See Figure 9 .
In both cases, this lemma can be proven similarly. We advance the right endpoint Figure 10 ), the left endpoint of V only has to backtrack, which can be done using right-advance-by-rotation. Even when
is visible from v i+1 , V can advance to β(v i )v i+1 using right-sweep, and later to β(v i+1 )v i+1 using left-sweep. (In fact, the above two cases are symmetric with the Easy cases.) Thus the remaining case is that some points in C[β(v i ), β(v i+1 )] lie in a cave of v i+1 . Let C(p, q) denote a cave of v i+1 , drawn with bold lines in Figure 10 .
If C(p, q) is a right cave, Pred (q) (r in Figure 10 (Figure 10 b) . Note that we only use four sub-movements of V in the proof of this lemma and thus we can assume that only four sub-movements were used while V moved from d l d r to xy. Since each endpoint of V moves continuously along the boundary whenever it advances, the left endpoint of V must have passed any point preceding x. Since r ≺ β(v i+1 ) v L and r is a vertex, r x. Thus V must have passed rz for some z. By advancing V from rz to qv i+1 , we can make V arrive at qv i+1 . The last advance is done by left-advance-by-rotation, because r lies in the left cave of v i+1 and so z precedes v i+1 . In this way, V can pass any left cave of v i+1 contained in C[β(v i ), β(v i+1 )] and eventually arrive at β(v i+1 )v i+1 . Repeating this procedure, we can advance
, completing the proof of this lemma.
2 Lemma 2 says that the left endpoint of V can advance locally if the room contains no r-triple. By applying Lemma 2 repeatedly, we obtain the following lemma. Lemma 3 If the room (P, d) contains no r-triple, it is 1-searchable.
Proof.
Assume that the room (P, d) contains no r-triple. Let a 1 , a 2 , a 3 
In what follows, we show that the room with a specified vertex g is 1-searchable. We will advance V, as in Lemma C(g, d) is visible, δ is similar to β in that they are the 'farthest' points from d. If C(g, d) is invisible, δ is same as α. Thus δ is defined as a combination of α and β.) Then, we claim:
Proof of Claim: The proof proceeds by induction on k in increasing order. As an induction hypothesis, assume that the current V is v k δ(v k ). , and thus r also does. Therefore, we can advance V to zr for some z. Since r lies in a right cave of v k+1 , v k+1 ≺ z. Later we can move V from zr to v k+1 p by right-advance-by-rotation. In this way, V can pass any right cave of
Therefore, the claim holds. Figure 11 : Proof of Claim in Lemma 5.
The last step of the claim implies that we can advance V to gg, which proves this lemma. 2
Algorithms and Their Time Complexities
Previously, we have seen a characterization of 1-searchable rooms. However, concrete algorithms have gone unmentioned so far. This section corrects the omission and discusses the efficiency of the algorithms. In Subsection 5.1, we give an O(n log n)-time algorithm to test for 1-searchability of an n-sided room (P, d). In Subsection 5.2, we present an O(n 2 )-time algorithm for constructing a search schedule, if one exists, which is worst-case optimal because O(n 2 ) lower bound for the corridor search problem 5 also holds in our problem with small modification. Interestingly (and fortunately), the search schedule construction algorithm is independent of the proof-procedures in the previous section and can be understood only on the basis of the fact that a search schedule of any 1-searchable room can be represented as a sequence of sweeps and advance-by-rotations, as observed in the previous section.
Let
be the vertices of ∂P, represented in clockwise order, and let e i denote the edge between v i and v i+1 . In this section, we assume all edges are open, that is, e i = C(v i , v i+1 ).
Test algorithm for 1-searchability
First of all, we note that N1, N2, N3 are defined as relations on L-caves, R-caves, and vertices. If we view L-caves and R-caves as intervals defined along ∂P, these necessary conditions are relations on intervals. Let l i denote the clockwise endpoint of the L-cave of v i , if it exists, and r i denote the counterclockwise endpoint of the R-cave of v i , if it exists (Figure 12 ). The L-cave (resp, R-cave) of v i corresponds to the interval
The L-cave (resp, R-cave) of a vertex v is maximal if it is not contained in the L-cave (resp, R-cave) of any other vertex.
A vertex pair a 1 , a 3 is an s-pair if it is an s-pair of some vertex. An s-pair Figure 12 : L-caves and R-caves can be viewed as intervals on ∂P.
As a preprocessing, we compute the sorted lists of L-caves, R-caves, maximal L-caves, maximal R-caves, and maximal s-pairs. Preprocessing is done in three steps:
1. While scanning the boundary, compute L-cave and R-cave of each vertex v i , if they exist. This step can be done in O(n log n) time by computing l i 's and r i 's using ray shooting queries. 2 We assume L-caves and R-caves are sorted with respect to their left endpoint and stored in circular lists, respectively.
2.
While scanning the list of L-caves delete non-maximal ones. Since the list of L-caves is sorted with respect to the left endpoints in step 1, step 2 runs in linear time. Symmetric procedure computes the list of maximal R-caves.
3. While scanning the list of maximal L-caves and maximal R-caves clockwise, compute maximal s-pairs. Specifically, this step can be done as follows:
Clearly this can be executed in linear time.
In the sequel, we briefly describe algorithms for testing N1, N2, N3. First, consider N2. Note that if an s-triple a 1 , a 2 , a 3 violates N2, some a
3 is a maximal s-pair also does. Thus N2 can be tested as follows: While scanning the list of L-caves and maximal s-pairs clockwise, test if there is an L-cave containing two vertices of some s-pair. Next, we execute the same procedure for R-caves. Since maximal s-pairs are sorted, N2 can be tested in linear time after preprocessing.
In order to test N3, we fix our attention to l-triples and r-triples with the following special properties. An l-triple a 1 , a 2 , a 3 is rightmost maximal if a ′ 2 a 2 for any l-triple * , a ′ 2 , * and a 1 , a 3 is a maximal s-pair. And an leftmost maximal r-triple is defined symmetrically. Then we claim that if a room violates N3, it contains a rightmost maximal l-triple a 1 , a 2 , a 3 and a leftmost maximal r-triple
N3 can be tested as follows: First, in order to find a rightmost maximal l-triple, while scanning the list of R-caves and maximal s-pairs we find the most clockwise R-cave and a maximal s-pair such that the R-cave contains d and the first (but not the second) vertex of the s-pair. Similarly, we find a leftmost maximal r-triple. Testing N1 is simple. Suppose that two vertices a and b violate N1. If the L-cave of a and the L-cave of b violate N1, then the first and the last maximal L-caves that contain d also violate N1; if the R-cave of a and the L-cave of b violate N1, then the first maximal R-cave containing d and the last maximal L-cave containing d also violate N1. Analogously, we only have to test N1 for the first and the last elements containing d in the list of maximal L-caves and maximal R-caves. Thus N1 can be tested in constant time after O(n log n) preprocessing. Therefore, we have the following theorem. Theorem 3 To test the 1-searchability of a room, an O(n log n)-time algorithm suffices.
Search schedule construction algorithm
Here, we transform the search schedule construction problem to a simple graph search problem. For convenience, the visibility relation is generalized to the weak visibility: An edge e i is visible from an edge e j (resp, a vertex v j ), if some point on e i is visible from some point on e j (resp, v j ).
The modified chord system As a data structure, we use the modified chord system that is a slight modification of the chord system used in Ref. [9] . The modified chord system is represented as a 2n × 2n array, where each row/column corresponds to a vertex or an edge of P. Each entry c ij is associated with a boolean value vis such that c ij .vis is set to 1 if i is visible from j; 0 otherwise. Additionally, c ij contains many attributes: If i corresponds to an edge and c ij .vis is 1, then c ij contains the maximal interval on i that is visible from j. This modified chord system can be constructed in O(n 2 )-time for an n-sided polygon P basically by constructing VP(v) and VP(e), respectively, in linear time from a triangulation of P, for every vertex v and edge e of P. 2, 9 Additional attributes of each cell c ij are four links, namely next-v, next-e, prev-v, prev-e. The link next-v (resp, next-e, prev-v, prev-e) of c ij points the first vertex (resp, edge, vertex, edge), encountered in the clockwise (resp, clockwise, counterclockwise, counterclockwise) traversal from i, that is visible from j. It is easily seen that these links can be constructed in O(n 2 )-time.
Algorithm for constructing a search schedule Recall that a search schedule of any 1-searchable room can be represented as a sequence of sweeps and advance-byrotations. Here, we transform the search schedule construction problem to a graph search problem. In what follows, we refer to graph vertices as nodes and graph edges as arcs. Let N (x) denote the vertices and edges adjacent to x (including x); N (v i ) = {e i−1 , v i , e i } and N (e i ) = {v i , e i , v i+1 }. First, we construct a directed graph G where each node is an ordered pair of vertices and (open) edges of P that are visible from each other, including (d l , d r ). There is an arc from a node (x, y) to (x ′ , y ′ ) iff one of these holds: (1) x ′ ∈ N (x) and y ′ ∈ N (y), or (2) y = y ′ and x ′ is the first vertex/edge, encountered in the counterclockwise traversal of ∂P from x, that is visible from y, or (3) x = x ′ and y ′ is the first vertex/edge, encountered in the clockwise traversal of ∂P from y, that is visible from x.
The main property of G is as follows: G contains a path from (x, y) to (x ′ , y ′ ) if and only if V can move from pq to p ′ q ′ where p ∈ x, p ′ ∈ x ′ , q ∈ y, q ′ ∈ y ′ . We briefly show this claim by explaining one-to-one correspondence between sub-movements (of sweep and advance-by-rotation) and paths in G. In sub-movements, either both endpoints of V move continuously along ∂P or one endpoint jumps backwards. The former case corresponds to arcs of type (1) in G. The latter case needs some explanation. Observe that an arc of type (2) and (3) is the smallest backward jump from (x, y) ( Figure 13 ) and so any backward jump can be represented as a sequence of smallest backward jumps (arcs of type (2) and (3)) and continuous moves (arcs of type (1)). Thus any sub-movement of V corresponds to a path in G. What is the maximum out-degree of a node in G? For example, let us consider the outward arcs of the node (x, y). The candidate set of destinations of the arcs added by the rule (1) is the subset of ordered product of N (x) and N (y). The number of the destinations added by the rule (2) is at most 1, because x ′ is uniquely determined by x and y. Similarly, the number of the destinations added by the rule (3) is at most 1. Thus the outer degree of each node is at most 11. Since every node in G has constant out-degree, the size of G is O(n 2 ). Moreover, it takes constant time to test whether a candidate arc should be added to G, using the modified chord system. Hence, G can be constructed in O(n 2 ) time. To construct a search schedule, we only have to find a path from (d l , d r ) to (v i , v i ) or (e i , e i ) in G for some i. If we add a vertex g and connect all nodes (v i , v i ) and (e i , e i ) to g, a search schedule corresponds to a path in G from (d l , d r ) to g. Thus this path can be found by one reachability test in G, which is done in time linear to the size of the graph. Since the size of G is O(n 2 ), we can construct a search schedule in O(n 2 )-time, which gives the following theorem.
Theorem 4
To construct a search schedule, an O(n 2 )-time and O(n 2 )-space algorithm suffices.
Comparison of a 1-Searcher and Two Guards
In this section, we compare the searchability of a 1-searcher with that of two guards. A corridor is searchable (walkable in Ref. [5] ) by two guards if two points L and R can move from d to g, along C[d, g] and along C[g, d] respectively, in a way that L and R are always mutually visible. If a corridor is searchable by two guards, a 1-searcher can also search it by moving like L and looking at R. However, the 1-searcher has the additional capability of jumping its one endpoint backwards, as in Figure 8 b. The main question in this section is whether this backward jump is advantageous for searching a corridor or room. First we show that in the corridor search problem, this jump is not necessary. It suffices to show that any 1-searchable corridor also satisfies above three properties. Since (3) is a special case of N1, (3) is also a necessary condition of a 1-searchable corridor. Next we consider (1) is an s-triple if we view (P, d) as a room. In order to prevent the intruder from g to d, γ(t)θ(t) must divide the polygon so that d and g lie in the opposite side. By the same arguments as in Lemma 1, when we clear one of v 1 and v 3 , the other is contaminated. Therefore, (P, d, g) is not 1-searchable. 2 A room is searchable by two guards if two guards L and R can move along ∂P, from d l and d r respectively, to some point p ( =d) in such a way that L and R are always visible from each other and the position of L always precedes that of R. Clearly, if a room is searchable by two guards then it is 1-searchable because the 1-searcher can search it by moving like L and looking at R. However, it is not clear whether the converse is true. Here, we show that two guards are strictly weaker than a 1-searcher in searching a room (P, d). Theorem 6 Some 1-searchable room is not searchable by two guards.
Proof. It suffices to show an example that is not searchable by two guards but 1-searchable. Such an example is the room in Figure 14 . To show that the room in Figure 14 is not searchable by two guards, we claim that the vertex h cannot be visited by any of L and R. For contradiction, assume that h is visited for the first time by L at t, that is, l(t) = h for some t. Since L must have passed g ′ at some t ′ (< t), r(t ′ ) lies in C[g, g ′ ] or an edge adjacent to g ′ . This implies that R must have already passed h before t ′ , which is a contradiction. Conversely, assume that h is visited for the first time by R at t. There must be a time t ′ (< t) such that r(t ′ ) = c ′ and that R remains to lie in C(h, c ′ ] during the time interval [t ′ , t). Since r(t ′ ) = c ′ , it must be that b l(t ′ ). Moreover, since l(t) f , L must move from b to f during the time interval [t ′ , t). However, since some point in C(e, a) is invisible from any point in C(h, c ′ ], L must jump discontinuously, which is a contradiction. Therefore, this room is not searchable by two guards, which gives this theorem. 2
Concluding Remarks
In this paper, we considered the problem of searching a polygonal room by a 1-searcher, which is an interesting variant of the polygon search problem. 9 In particular, we obtained a characterization of the class of 1-searchable rooms. Using this characterization, we presented simple algorithms to test the 1-searchabilily of a room and to construct a search schedule. We also showed that the class of rooms searchable by two guards is a proper subset of the class of 1-searchable rooms. However, we cannot obtain a characterization of the class of rooms searchble by two guards and leave it as an open problem. Recently, the results of this paper were extended to consider the searcher with omnidirectional visibility in the subsequent paper, 6 which also includes many variants of the room search problem.
