I. INTRODUCTION Relaying and user cooperation offer significant gains in capacity region for broadcast channels [I]- [3] , and hence provide a promising way to meet the increasingly high data rate demands for downlink systems. To incorporate these cooperative relaying techniques into existing downlink systems, various new systems of relay broadcast channels (RBCs) have been introduced. These systems include the Partially Cooperative Relay Broadcast Channel [1] , where a relay link is introduced from one user to the other user in broadcast channels to allow user cooperation; the Broadcast Channel with Cooperating Receivers [3] , where relay links that are orthogonal to the original broadcast channel are introduced to allow two users to exchange information; and the Dedicated Relay Broadcast Channel [1], [2] , where an additional relay node is introduced to broadcast channels to assist both users. We note that the relay links are not necessarily orthogonal to the original broadcast channel for the models of the Partially This research was supported by the NSF CAREERIPECASE award CCR 00-49089 and by a Vodafone Foundation Graduate Fellowship.
Cooperative RBC [1] and the Dedicated RBC [1], [2] , and this is also the case for the channel models studied in this paper.
In this paper, we first study the two-user Partially Cooperative RBC. The channel model is based on the standard broadcast channel [4] , where the source broadcasts a common message for both users as well as separate message sets for each user in the system. Moreover, user 1 also acts as a standard relay node [5] , [6] and transmits cooperative information to user 2 through a relay link. We further study the Partially Cooperative RBC with feedback, where the outputs at user 2 are provided to user 1 and the outputs at both users 1 and 2 are provided to the source all through perfect feedback links. Our motivation to study feedback channels is not only because feedback is a natural topic in the study of broadcast channels [7] - [9] and relay channels [6] , but also because the capacity region of a feedback channel can help in providing an upper bound on the capacity region for the corresponding channel without feedback. This upper bound is shown to be tighter than the cut-set bound for the relay broadcast channels studied in this paper.
We then move on to study a more general model, the Fully Cooperative Relay Broadcast Channel, where both users can transmit cooperative information to each other through relay links. In this channel, both users can potentially gain in capacity from this cooperative relaying. We also study the Fully Cooperative RBC with feedback and derive results parallel to those for the Partially Cooperative RBC (details will be provided in [10] RBC. Most of the proofs are omitted in this paper due to space limitation (details will be given in [10] We note that in the above definition, W0 indicates the common message that needs to be decoded at both users, and
Wi and W2 are private messages that need to be decoded at users 1 and 2, respectively.
The rate tuple (Ro, R1, R2) is said to be achievable if there exists a sequence of (2nR°,2nRi1 2nR2 n) codes with average error probability <p(n) -o 0 as goes to infinity. i.e., Y2 is independent of x, conditioned on Yi and x1.
In the remainder of the paper, we omit "physically" in the term "physically degraded", and consider a channel to be "degraded" only if it is physically degraded. are bounded in cardinality by iUlI < IXI lX I + 2 and IU'l < IX X,I + 2, respectively.
Remark 1: The upper bound given in Theorem I is tighter than the upper bound derived from the general max-flow mincut theorem [11, Theorem 14.10 .1] (the cut-set bound). C. Gaussian Partially Cooperative RBC We first define what it means for one Gaussian noise variable to be degraded with respect to another, and then define the Gaussian Partially Cooperative RBC with degraded noise terms and independent noise terms.
Definition 4: The zero mean Gaussian random variable Z2 is physically degraded with respect to the zero mean Gaussian random variable Z1 if Z2 can be expressed as Z2= Z1 + Z', where Z' is a zero mean Gaussian random variable and is independent of Zl. 
I<I<n where Z1 and Z' are independent zero mean real Gaussian random variables with variances N1 and N2 -N1, respectively. Assume N1 < N2. The channel inputs X and Xl are subject to the average power constraints P and P1, respectively. where U and U' are bounded in cardinality by JUI < IX *X [X21 + 2 and &U'l < IX-IX, * IX9) + 2, respectively.
Another scheme with one user using the decode-andforward scheme [ 
