A significant proportion of patients in cancer clinical trials can be cured. That is, the symptoms of the disease disappear completely and the disease never recurs. In this article, the focus is on estimation of the proportion of patients who are cured. The parametric maximum likelihood estimation method was used for estimation of the cure fraction based on application of the bounded cumulative hazard (BCH) model to interval-censored data. We ran the analysis using the EM algorithm considering two cases: i) when no covariates were involved in the estimation, and ii) when some covariates were involved. This paper shows derivation of the estimation equations for the cure rate parameter followed by a simulation study.
Introduction
Most of the survival models typically assume that all individuals are susceptible to a predetermined event with sufficient follow-up. However, this assumption may be violated by a group of individuals such that not all of them will experience the particular event. Such group is usually described in the related literature as "non-susceptible" or "cured". Several decades ago, the survival models started to include the cured portion in the analysis, and a new group of models hence has been developed, briefly called cure models and broadly used in analyzing data from cancer and other disease clinical trials.
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The first cure model was developed by Boag (1949) and three years later modified by Berkson and Gage (1952) . This type of model is known as a "mixture cure rate" model and can be written as follows:
where ܵሺ‫ݐ‬ሻ and ܵ ௨ ሺ‫ݐ‬ሻ are the survival functions for the entire population and the uncured patients, respectively, and ߨ is the cured fraction.
In this model, the failure time function of the uncured patients ܵ ௨ ሺ‫ݐ‬ሻ can be estimated either parametrically, thus producing parametric survival models, or non-parametrically, hence producing semi-parametric survival models. In the parametric group of cure models, we assume a particular distribution for the failure time of uncured patients, such as the exponential. Elaborations on the theory and applications of mixture models can be found in Goldman (1984) , Farewell (1986) , Gamelet et al. (1990) , Kuk and Chen (1992) , Taylor (1995) , Peng and Dear (2000) , Sy and Taylor (2000) , Peng and Carriere (2003) , Uddin et al. (2006a and 2006b) and Abu Bakaret et al. (2009) , amongst others.
Although the mixture model is widely used in survival analysis, Chen et al. (1999) discussed some drawbacks in it and proposed an alternative: the Bounded Cumulative Hazard "BCH" model, which was originally developed by Yakovlev et al. in 1993 (Yakovlev et al., 1993 . This model has been examined and applied in medical research, such as by and (2012), where it was employed in the estimation of the cure fraction in cancer trials under various censoring types (i.e. right, left and interval censoring) and the estimation procedure was handled via the parametric and nonparametric techniques. However, the covariates were not involved in the analysis either in the parametric or nonparametric approaches under the interval censoring case, which increased the necessity of such research.
In the BCH model it is assumed that for cancer patients, a number of cancer cells (N), referred to as clonogens, remains active even after the initial treatment and that the cells grow rapidly and replace the normal tissues. In addition, this model posits that N follows a Poisson distribution with a mean of θ. Thus, the survival function for the BCH model is:
where‫ܨ‬ሺ‫ݐ‬ሻ is the cumulative distribution function such that ‫ܨ‬ሺ‫ݐ‬ሻ = 1 − ܵሺ‫ݐ‬ሻ (Yakovlev et al., 1993; Chen et al., 1999) .
Based on the survival function given in (1.2), the cure fraction can be defined as follows:
In the BCH model, ‫ݐ‬ represents the lifetime of the ݅ ௧ individual where in common situations this lifetime is either an exact survival time or a censoring time. Other situations, however, can occur Bader Ahmad I. Aljawadi, Mohd Rizam A. Bakar, Noor Akma Ibrahim, and Mohamad Al-Omari / Journal of Advanced Computing (2013) 1: 43-58 45 where the individuals follow-up after a pre-fixed time period or make periodic visits for a fixed number of times. In this paper, the lifetime ‫ݐ‬ , ݅ = 1, … , ݊, is not exactly known, but it is known that it falls within an interval, i.e., between the two visit times ‫ܮ‬ and ܴ .
One problem associated with the cure rate models is identifiability. This arises in parametric and semiparametric models, as investigated by Farwell (1986), Taylor (1995) and Peng and Dear (2000) , due to the lack of information at the end of the follow-up period, since a significant proportion of subjects are censored before the end of the follow-up period. A simple "working" solution in these models is to assume that those patients who have censored times greater than the last uncensored time are cured, which is quite an arbitrary decision and lacks justification. However, since the estimated survival function under the BCH model will approach zero at the largest uncensored time, these patients are treated as cured. Therefore, decreasing the number of visiting times in case of interval survival data or increasing the length of the follow-up intervals might cause ambiguity in the real proportion of the cured patients and make the estimation of the true cure fraction a challenge. This issue is revealed in the simulation study. Furthermore, cure fraction estimates can be quite sensitive to the choice of latency distributions (distribution of the survival times for uncured patients). The cure fraction estimates from the model with generalized gamma distribution is found to be quite robust (Yu et al., 2004) . Therefore, several cautions on the general use of cure models are advised.
Methodology
The focus of this paper was on parametric analysis of the estimation of the cure rate by means of the BCH model using interval-censored data. However, the analysis was applied considering two scenarios; one with covariates and one without them.
Data Without Covariates
Suppose that T is a random variable with a probability density function ݂ሺ‫;ݐ‬ ߠሻ, ߠ to be estimated and that ‫ݐ‬ ଵ , ‫ݐ‬ ଶ , … . . , ‫ݐ‬ is a random sample of size n, then the joint probability density function is given by
In the parametric maximum likelihood method the cumulative distribution function ‫ܨ‬ሺ. ሻ and the probability density function ݂ሺ. ሻ For the entire population are known. Given that ߠ is unknown, let ߙ be an indicator of censoring having a value of zero if ‫ݐ‬ is the censoring time and one if otherwise; ܿ be an indicator of the cure status of the ݅ ௧ patient, namely, ܿ is zero if the patient is cured and one otherwise; and ݅ = 1,2, … , ݊. If ߙ = 1, then ܿ = 1. However, if ߙ = 0, ܿ will not be observed and it can be either one or zero. We assume throughout the paper that the censoring is independent of failure times.
Given ߙ and ܿ (i.e., the complete data are available), then the complete log-likelihood function is:
Many of the common distributions can be used in parametric statistical inference with survival data, including the exponential distribution, which is the most commonly used distributions due to its lack of memory property and constant failure time (Jeevanand et al., 2008) . It has the survival function ܵሺ‫ݐ‬ሻ = ݁ ିఒ௧ for ‫ݐ‬ ≥ 0, and therefore the probability density function ݂ሺ‫ݐ‬ሻ = ߣ݁ ିఒ௧ . In the case of interval-censored data, this function assumes the formula ܵሺ‫ݐ‬ ሻ = ܵሺ‫ܮ‬ ሻ − ܵሺܴ ሻ = ݁ ିఒ − ݁ ିఒோ (Klein and Moeschberger, 2003) . Thus, for left censoring, the formula becomes ܵሺ‫ݐ‬ ሻ = ܵሺ0ሻ − ܵሺܴ ሻ = 1 − ܵሺܴ ሻ since ܵሺ0ሻ = 1, whereas for right censoring the formula is ܵሺ‫ݐ‬ ሻ = ܵሺ‫ܮ‬ ሻ − ܵሺ∞ሻ = ܵሺ‫ܮ‬ ሻ since ܵሺ∞ሻ = 0. Regarding uncensored individuals,‫ݐ‬ is not observed and the only information available is that it falls in an interval, thus we will estimate it by means of the mid-point of the observed intervals. As a result the log-likelihood function can be obtained from:
Note that the formula of the log-likelihood in equation (6) is valid only for data in which no tied events occur, i.e., for data where no two or more events occur simultaneously. Theoretically, a tied event may occur if the event time scale is discrete and/or if the event time is grouped into intervals. In such a case, an alternative formula for the likelihood function is needed to handle this event.
However, discussion of such a formula is beyond the scope of this study but could be considered in subsequent works.
The solutions of 
And
As the cure status (ܿ ) is not fully observed, we need to implement the EM algorithm to estimate the desired parameters.
Before implementation of the EM algorithm, we have to address the main concern related to the EM algorithm, which is its slow convergence rate upon poor choice of initial values. The rate of convergence depends on the proportion of missing information in the observed data. If the portion of the missing data is large, then this algorithm can be quite slow. However, in this work it was not too difficult to assign the proper initial values for the parameters and hence accelerate the convergence of the EM algorithm since we utilized simulated data to assess the efficiency of the proposed methods. Therefore, the initial values could be expected based on the corresponding censored rates used in each generated data set. For example, if we were interested in a censoring rate equal to 20%, then the initial value of the parameter ߠ would be set close to -log ሺ0.2ሻ since the cure fraction is defined as ߨ = exp ሺ−ߠሻ. For the other parameter, however, it was possible to pick some random values. In real settings, on the other hand, the initial values of the parameters could be assigned to them in the same manner but not as much specifically as they are assigned in simulation. Accordingly, in a real-world study the initial values for ߠ would be set as to be less than -log ሺcensoring rateሻ since the censoring rate is known and the cure fraction will not exceed the censoring proportion.
The EM Algorithm
The EM algorithm is a very general iterative algorithm for parameter estimation by maximum likelihood when some of the random variables involved are not observed, i.e., are considered missing or incomplete. For the interval survival data given in the form (ሾ‫ܮ‬ , ܴ ሿ, ߙ , ܿ ), the cure indicator ܿ is partially missing and hence will be handled via the EM algorithm.
If the complete-data vector ܻ = ሺሾ‫ܮ‬ , ܴ ሿ, ߙ , ܿ ሻ is observed, it is of interest to compute the maximum likelihood estimate of ߠ based on the log-likelihood function defined by equation (5). In the presence of missing cure status for censored individuals, however, only a function of the complete-data vector is observed. We will denote this by expressing ܻas ሺܻ ௦ , ܻ ௦ ሻ, where ܻ ௦ denotes the observed but "incomplete" data and ܻ ௦ denotes the unobserved data set. Thus, the probability density function can be written as follows:
Where ݂ ଵ is the joint density of ܻ ௦ and ݂ ଶ is the joint density of ܻ ௦ given the observed dataܻ ௦ , respectively.
It follows that the log-likelihood function can be expressed by:
Suppose that we have ݊ individuals where for ݅ = 1, … , ݉ both ߙ and ܿ are observed and are equal to 1, while for ݅ = ݉ + 1, … , ݊, only ߙ is observed and is equal to 0, whereas ܿ is not observed and therefore needs to be estimated (i.e. ܻ ௦ = {ሺሾ‫ܮ‬ , ܴ ], ߙ , ܿ ሻ, ݆ = 1, . . . , ݊ ݅ = 1, … , ݉} and ܻ ௦ = {ܿ , ݅ = ݉ + 1, … , ݊}.
Since ܻ is not completely observed, ݈ cannot be evaluated and hence maximized. The EM algorithm attempts to maximize ݈ iteratively by replacing it by its conditional expectation given the observed dataܻ ௦ . Thus, the E-step of the EM algorithm calculates the expectation of the log-likelihood function defined by equation (6) for given values of ߙ , ܿ and ሾ‫ܮ‬ , ܴ ], such that: (2000) defined ݃ as the expected value of ܿ for the ݅ ௧ patient who would be uncured provided that the values of the current estimates of ߙ and the survival function of the uncured patients, ܵ ௨ ሺ‫ݐ‬ሻ, are given. Accordingly, the value of ݃ will be used throughout this study to represent the expected value of the cure status, ܿ , for the ݅ ௧ censored individual where
For simplicity, let ‫‬ = 1 − ‫ܧ‬ሺܿ ሻ = 1 − ݃ where ݅ = ݉ + 1, … , ݊ represent the expected value of 1 − ܿ for the ݅ ௧ patient to be cured such that for censored individuals ߙ = 0 and
Then, the formulae used to calculate the sufficient statistics can be rewritten as:
Given the sufficient statistics, the maximum likelihood estimates of the parameters given by equations (7) and (8) 
In the M-step of the EM algorithm we can solve for ‫‬ , ‫ݏ‬ ଵ , ‫ݏ‬ ଶ and ‫ݏ‬ ଷ where for some initial values assigned to (ߠ ௧ , ߣ ௧ ), ߠ ௧ାଵ is the solution of equation (16) and ߣ ௧ାଵ is the numerical solution of equation (17), and we repeat the above sequence of steps until convergence.
Datasets with Covariates
Individual databases of cancer clinical trials contain information that may affect the event time distribution. This information can be managed through some baseline variables called covariates, such as gender, type of treatment, year of cancer diagnosis, etc. The covariates for individuals in these studies are valuable for assessment of the survival function and therefore the cure fraction. So, this part of the current study will focus on estimation of the cure fraction when covariates are involved in the analysis. It is assumed that the cure fraction is not to depend on the observed group of the covariates and hence they are modeled via the scale parameter of the latent distribution only, even though it is more realistic to incorporate the covariates via the cure rate parameter too.
When covariates are given and involved in the analysis, the scale parameter of the exponential distribution (ߣ) given these covariates can be expressed as:
Where ܼ and ‫ܤ‬ ் are the covariates and unknown coefficients vectors, respectively. Therefore, the log-likelihood function given in (6) can be obtained from the equation: 
where:
The system of non-linear equations in (20) can be simplified and re-written as:
where ܹ = expሺ‫ܤ‬ ் ܼሻ.
Since the cure status (ܿ ) is not fully observed, we will employ the EM algorithm to get an estimate of the interested parameters.
The EM Algorithm
In the presence of covariates, the data vector will take the form (ሾ‫ܮ‬ , ܴ ], ߙ , ܿ , ܼ ) where ݅ = 1 … ݊. Based on the data partition defined in 2.1.1, the only unobserved data is the cure status, ܿ , for ݅ = ሺ݉ + 1ሻ … ݊.
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For the E-Step, the log-likelihood function given in equation 18 can be obtained from: Based on the definition of ݃ given in 2.1.1, the ‫‬ can, in such case, be estimated using the equation:
Furthermore, the equations giving sufficient statistics can be re-written as follows:
In light of this, the maximum likelihood estimate of ߠ given by equation (7) can be simplified to: 
52
For the M-step, a pre-determined initial value for ሺߠሻ can be used to solve the system of non-linear equations given in (22) with respect to ‫ܤ‬ ் using an appropriate numerical approach such as the Newton-Raphson method. This way, the values of ‫ܤ‬ ் , besides the initial value of ߠ, can be used to solve for the sufficient statistics, and then to solve equation (28) and get a new value for ߠ. Then, the whole sequence of steps is repeated until convergence.
Simulation and Results
Simulation studies based on interval-censored data involve further steps in comparison with the other types of censoring. In this study, we were quite interested in varying the censoring rates as this enables identification of the pattern that the cure rate estimation will assume. So, for the sake of flexibility in finding out how the pattern of the cure rate would progress as the censoring rate increased both slowly and rapidly, we studied several scale parameters of the exponential distribution that can be determined based on the criteria defined below.
Each data set comprised 100 interval observations and a number of censoring rates depending on the various possible values of ߣ. Here we ignored the left-censoring case and considered the right censoring one to represent the entire censoring rate, which also represents the real fraction of cured individuals as a special case. To control the generation process, we assumed that the true survival time, ‫,ݐ‬ followed an exponential distribution. Subsequently, the steps used for data generation were as follows:
1. Generation of the covariates from a binomial distribution with pre-assigned probabilities where only two covariates were considered: gender, which was derived from a binomial distribution with a probability of 0.5; and type of treatment, i.e., chemotherapy or radiotherapy, with a probability of 0.5 too.
2. Generation of ‫ݐ‬ from an exponential distribution with different scale parameter values such that in the case of covariates the different values of the scale parameter could be assigned on the basis of the link function defined in section 2.2, ߣ = expሺ‫ܤ‬ ் ܼሻ, where the initial values of the covariates parameters ‫ܤ‬ ଵ and ‫ܤ‬ ଶ were set to 0.1 and −0.1, respectively, just to produce a scale parameter within the interval ሾ0.1, 2] that will produce a number of censoring rates based on the subsequent steps of data generation. Consequently, the same values of the scale parameter ߣ considered in the case of covariates may be used to generate the lifetimes when the covariates are excluded.
3. Creation of a vector ܸ for the clinic visits assuming that 20 clinic visits are possible. In the case of exponential distribution, the first visit,‫ݒ‬ ଵ , was generated from a uniform distribution; ܷሺ0,0.1ሻ. Afterwards, the next visit, ‫ݒ‬ ଶ , was generated from the distribution ܷሺ‫ݒ‬ ଵ , ‫ݒ‬ ଵ + 0.1ሻ. The subsequent visit times were generated in the same manner.
4. Production of a100 × 2 empty matrix named "bound" for each data set. The entries of the bound matrix were the intervals' endpoints for each individual after comparing the true survival time with the 20 visit times. In the case of right censoring, the right end point can
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be assigned in such a way as to be a large number beyond the last visit time. The formulae used for end point determination were: For ݅ = 1, … ,100 , ݆ = 1, … ,20
5. Construction of a100 × 2 empty matrix named "status". Based on the bound matrix, let: In this simulation we were interested in the bias, which can indicate the performance of the methods under evaluation, and in the mean square error (MSE). Bias is the deviation of an estimate from the true quantity while, on the other hand, the MSE provides a useful measure of the overall accuracy as it incorporates the measures of both bias and variability. By using standard notation for scalar parameter, bias and MSE can be expressed as follows:
whereߨ ො is the maximum likelihood estimate for ߨ.
In light of this, the simulation was carried out using the R statistical software to generate raw and bootstrapped data and a part of the final results are presented by Figure 3 .1. The previous considerations suggest the importance of introducing distinct assumptions to the data sets from the proposed distributions to examine the performance of maximum likelihood estimators derived under the BCH model. However, it is quite appropriate to consider some departures from idealized assumptions and to study the behavior of estimators by assuming different conditions and circumstances. This can be due to:
1) Changing the number of clinic visits. Different numbers of clinic visits lead to different numbers of censored individuals between each two visits, which in turn imply different parametric maximum likelihood estimates. Therefore, creation of the vector ܸ for the clinic visits was based on the assumption that only 15 clinic visits are possible where the visit times could be generated in the same manner defined above. A part of the results are presented by Figure 3 .2. 2) Estimation of the cure fraction when covariates are involved in the analysis due to different joint regression models. A common joint model between the scale parameter of the exponential distribution and covariates has been employed to regularize the data generation. In practice, the true relationship between the parameters and covariates is almost unknown. Therefore, many other joint models of the covariates can be employed. However, as an alternative, we present another joint distribution model of the covariates to describe the manner in which the estimation procedure acts upon various link functions. Within this context, the effect of accommodating covariates on the scale parameter of the exponential distribution can be described by the following model:
Following the data generation steps defined above, the alternative link function produced limited scale parameter values and hence inflexible censoring rates. In particular, accommodation of gender and type of treatment in the proposed joint model yielded scale parameter values which oscillated between zero and 1 (i.e. 0 < ߣ < 1 ) and hence resulted in high censoring rates(greater than 35%). This consequently produced defective cure fractions, i.e., cure fractions characterized by high bias and MSE values. However, employing this joint model provided intensive computational solutions for the cure fraction due to the inconvenient parameter estimation. 
Discussion
The above figures and results present the performance of parametric estimation of the cure fraction when covariates were included in the analysis and when they were not. The bias and MSE values for the various given rates of censoring indicate that the proposed method of cure rate estimation was in both cases more efficient when the censoring rate was low than when it was high and that the estimation started to diverge in the case of heavy censoring rates. A large number of censored individuals decreases the equivalent number of subjects exposed (at risk), making the cure rate estimates less reliable than it could be for the same number of subjects but with less censoring. Moreover, if there is heavy censoring, the estimated ߠ is nothing more than a poor approximation since the sufficient statistics estimates become considerably unacceptable as a result of extra error in the estimation procedure due to the overuse of the probability of the cure estimator defined by Equation 14. Hence, increasing the proportion of censored data will distort the estimated parameters, and vice versa. Furthermore, the efficiency of cure rate estimation when the covariates were considered in the analysis was higher than when no covariates were incorporated in the estimation procedure. Consequently, it is essential in this situation to develop parametric estimation of the cure fraction with covariates incorporated in the analysis. Since the covariates that arise in many studies, especially clinical trials are secondary variables that provide extra information, inclusion of covariates in this study allowed for improvement in the estimates of the parameters of primary interest, especially the cure fraction. Moreover, it should be emphasized that the proposed estimation procedure is very sensitive to the follow-up period for the cancer patients involved in the clinical trial. An insufficient following up may distort the estimate of the parameters of interest. Additionally, the estimated cure fraction may not be as reliable when estimated based on insufficient clinical follow-up data since cancer care involves regular medical checkups that include a review of the patient's medical history and a physical examination, which may help in further prevention of the incidence of cancer and in monitoring those patients who may be at risk. However, in short-period trials a high proportion of the patients are missing, i.e., they are censored. Nonetheless, they are no longer considered at risk and the researcher was not in the position to record the precise time at which the event of concern may occur. This situation can be detected easily when overviewing the bias behavior in Figure 3 .2 where the bias pertaining to the very high censoring rates cases exceed the common level, which is an incidence that can occur as a result of short period trials.
Conclusion
We have shown that parametric estimation based on the BCH model can lead to better inferential performance (less bias and lower MSE) of the cure fraction in the interval censoring case when the censoring rate is low than when it is high. The work examined two scenarios: one when covariates were not included in the estimation procedures and the other when some covariates were involved. Our results demonstrate that cure fraction estimation based on the proposed procedure was more realistic when covariates were involved in the estimation procedures than when they were not. The "R" codes used to realize the computations are available upon request.
