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1 Introduction
Since the noncommutative residue was found in [Ad],[M],[Gu],[Wo], it was applied
to many branches of mathematics. Especially, it was as the noncommutative coun-
terpart of the integral in NCG by [C1]. The noncommutative residue also had been
used to derive the gravitational action in the framework of NCG in [K], [KW]. In [C2],
Connes used the noncommutative residue to find a conformal 4-dimensional Polyakov
action analogy. In [U], Connes’ result was generalized to the higher dimensional case.
The noncommutative residue on Boutet de Monvel algebra for manifolds with
boundary was found in [FGLS]. In [S], Schrohe gave the relation between the Dixmier
trace and the noncommutative residue for manifolds with boundary. In [Wa1], the
author proved a Kastler-Kalau-Walze type theorem for manifolds with boundary and
for the boundary flat case, he gave two kinds of operator theoretic explaination of the
gravitational action on boundary. In [Wa2], the author generalized the results in [C2]
and [U] to the case of manifolds with boundary which have a product metric near the
∗partially supported by CNSF No. 10231010 and NSF of Zhejiang Province, No. 101037 and
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boundary. A natural question is to define and compute a conformal invariant pair in
the non-product metric case. In this paper, for an even dimensional compact man-
ifold with boundary which has a non-product metric near the boundary, we define
a conformal invariant pair. When n = 4, we compute this conformal invariant pair
under some conditions and point out the way of computations in the general. As a
corollary, when n = 4, for some special non-product metrics, we get the conformal
invariant on the boundary vanishes which generalizes partially a result in [Wa2].
This paper is organized as follows: In Section 2, we define a conformal invariant
pair associated to an even dimensional compact manifold with boundary which has
a non-product metric near the boundary. In Section 3, for a 4-dimensional manifold,
we compute this conformal invariant pair under some conditions. Some remarks on
computations in the general case when n = 4 will be given in Section 4.
2 The Conformal Invariant Pair (Ωn(f1, f2),Ωn−1(f1, f2))
Let M be an even dimensional compact oriented Riemaniann manifold with bound-
ary ∂M and U ⊂ M be the collar neighborhood of ∂M which is diffeomorphic to
∂M × [0, 1). Write dimM = n. Let gM be the metric on M which has the following
form on U
gM =
1
h(xn)
g∂M + dx2n, (2.1)
where g∂M is the metric on ∂M ; h(xn) ∈ C∞([0, 1)) = {g|[0,1)|g ∈ C∞((−ε, 1))} for
some ε > 0 and satisfies h(xn) > 0, h(0) = 1 where xn denotes the normal directional
coordinate.
In this section, we will construct a conformal invariant pair (Ωn(f1, f2),Ωn−1(f1, f2))
associated to M . The fundamental setup is the same as Section 2 and Section 3 in
[Wa2]. Recall that in Section 4 of [Wa2], we consider the product metric case, i.e.
h(xn) ≡ 1. We can use a canonical way to construct a metric g˜ on the double manifold
M̂ = M ∪∂M M through taking g˜ = g on both copies of M , then g˜ is well defined by
h = 1. But for the general h, this is not correct. So we need to use another way to
construct a conformal invariant pair associated to M .
By the definition of C∞([0, 1)) and h > 0, there exists h˜ ∈ C∞((−ε, 1)) such
that h˜|[0,1) = h and h˜ > 0 for some sufficiently small ε > 0. Using partition of unity
Theorem, then there exists a metric ĝ on M̂ which has the form on U∪∂M ∂M×(−ε, 0]
gM =
1
h˜(xn)
g∂M + dx2n, (2.2)
such that ĝ|M = g. Nextly we fix a metric ĝ on the M̂ such that ĝ|M = g. Denote
by [(M,g)] a conformal manifold. The way of constructing a conformal invariant
pair associated to [(M,g)] is as follows. As in [C2] or [U], we consider the following
operator on the manifold (M̂ , ĝ),
Fĝ :=
dδ − δd
dδ + δd
: ∧n2 (T ∗M̂)→ ∧n2 (T ∗M̂), (2.3)
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then Fĝ does not depend on the choice of the metric in the conformal class [(M̂ , ĝ)].
Now similar to (3.5) and (3.6) in [Wa2], for f0, f1, f2 ∈ C∞(M) and f0 not depend-
ing on xn near the boundary, we define the form pair (Ωn(f1, f2)(ĝ),Ωn−1(f1, f2)(ĝ))
through the following equality:
W˜res(π+f0[π
+Fĝ, π
+f1][π
+Fĝ, π
+f2])
=
∫
M
f0Ωn(f1, f2)(ĝ) +
∫
∂M
f0|∂MΩn−1(f1, f2)(ĝ). (2.4)
By the definition of π+Fĝ in the Boutet de Monvel algebra, the left term of (2.4) is
well defined. We hope to generalize the results in [C2] and [U], so as in [U], we take
Ωn(f1, f2)(ĝ) =∫
|ξ|=1
tr
[∑ 1
α′!α′′!β!δ!
Dβx f¯1D
α′′+δ
x f¯2∂
α′+α′′+β
ξ σ
F
ĝ
−j∂
δ
ξD
α′
x σ
F
ĝ
−k
]
σ(ξ)dnx |M , (2.5)
where σ
F
ĝ
−j denotes the order −j symbol of Fĝ; f1, f2 are the extensions to M̂ of
f1, f2, D
β
x = (−i)|β|∂βx , and the sum is taken over |α′| + |α′′| + |β| + |δ| + j + k =
n; |β| ≥ 1, |δ| ≥ 1;α′, α′′, β, δ ∈ Zn+; j, k ∈ Z+. Then Ωn(f1, f2)(ĝ) does not depend on
the extensions of f1, f2. By Theorem 3.1 and (3.19) in [Wa2], then Ωn−1(f1, f2)(ĝ) is
uniquely determined by (2.4), (2.5) as follows:
Ωn−1(f1, f2)(ĝ) =
∞∑
j,k=0
∑ −r∑
|β|=1
−l∑
|δ|=1
(−i)j+k+1+|α|+|β|+|δ|
α!β!δ!(j + k + 1)!
×
∫
|ξ′|=1
∫ +∞
−∞
trace
{
∂jxn
[
∂βxf1∂
α
ξ′∂
k
ξn
π+ξn∂
β
ξ σ
F
ĝ
r+|β|
]
|xn=0
×∂αx′∂kxn
[
∂δxf2∂
j+1
ξn
∂δξσ
F
ĝ
l+|δ|
]
|xn=0
}
dξnσ(ξ
′)dn−1x′, (2.6)
where the sum is taken over r − k − |α|+ l − j − 1 = −n, r, l ≤ −1, |α| ≥ 0. Then
we have
Theorem 2.1 The form pair (Ωn(f1, f2)(ĝ),Ωn−1(f1, f2)(ĝ)) only depends on g and
does not depend on the extension ĝ. It is a uniquely determined conformal invariant
pair on [(M,g)] by (2.4), (2.5), and is symmetric in f1 and f2.
Proof. By (2.5), (2.6), in order to prove that the form pair (Ωn(f1, f2)(ĝ),Ωn−1(f1, f2)(ĝ))
only depends on g and does not depend on the extension ĝ, we only need to prove that
Dαx (σ
F
ĝ
−j)|M and Dαx (σ
F
ĝ
−j)|xn=0 do not depend on the extension ĝ. By Lemma A.3 in
[U], this is equivalent to proving that Dαx (ĝi,j)|M and Dαx (ĝi,j)|xn=0 do not depend on
the extension ĝ, where [ĝi,j] is the metric matrix of ĝ. The latter is trivial, so we prove
the first assertion. This fact says that (Ωn(f1, f2)(ĝ),Ωn−1(f1, f2)(ĝ)) is a form pair
with coefficients of derivatives of gi,j , so we can write (Ωn(f1, f2)(g),Ωn−1(f1, f2)(g))
instead of (Ωn(f1, f2)(ĝ),Ωn−1(f1, f2)(ĝ)).
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By (2.5),(2.6), in order to prove (Ωn(f1, f2)(g),Ωn−1(f1, f2)(g)) is a conformal in-
variant of [(M,g)], we only need prove
∫
|ξ|=1 p−n(x, ξ)σ(ξ);
∫
|ξ′|=1 p
′
−n+1(x
′, ξ′)σ(ξ′)
where p−n(x, ξ) (p
′
−n+1(x
′, ξ′)) is a homogeneous function of degree −n (−n+1) about
ξ (ξ′) and Dαx (σ
F
ĝ
−j)|M ; Dαx (σ
F
ĝ
−j)|xn=0 do not depend on the choice of the representa-
tive of [(M,g)]. As the discussions in [AM],
∫
|ξ|=1 p−n(x, ξ)σ(ξ);
∫
|ξ′|=1 p
′
−n+1(x
′, ξ′)σ(ξ′)
do not depend on the choice of metric. For any representative efg of [(M,g)] where
f ∈ C∞(M), since (Ωn(f1, f2)(g),Ωn−1(f1, f2)(g)) does not depend on the extension
ĝ, we can choose the extension ef̂ ĝ of efg to compute (Ωn(f1, f2)(e
f g),
Ωn−1(f1, f2)(e
fg)) where f̂ ∈ C∞(M̂) is an extension of f . By Fĝ = Fef̂ ĝ, so symbols
σ(Fĝ) = σ(Fef̂ ĝ
). Then by (2.5) and (2.6),
(Ωn(f1, f2)(g),Ωn−1(f1, f2)(g)) = (Ωn(f1, f2)(e
f g),Ωn−1(f1, f2)(e
fg)).
The other properties of (Ωn(f1, f2)(g),Ωn−1(f1, f2)(g)) come from Theorem 3.1 and
Proposition 3.3 in [Wa2]. ✷
3 The Computation of (Ω4(f1, f2),Ω3(f1, f2))
In this section, we want to compute (Ω4(f1, f2),Ω3(f1, f2)) defined in Section 2
when n = 4. We hope to compare the change of (Ω4(f1, f2),Ω3(f1, f2)) under the
product metric and the nonproduct metric. So for simplicity, we firstly assume that
(⋆) f1, f2 are independent of xn near the boundary. For the general case, we will
point out the way of computations in Section 4.
Ω4(f1, f2) is computed by Theorem 4.5 in [Wa2]. By (2.6) and the assumption
(⋆), then
Ω3(f1, f2) =
∞∑
j,k=0
∑ −r∑
|β′|=1
−l∑
|δ′|=1
(−i)j+k+1+|α|+|β′|+|δ′|
α!β′!δ′!(j + k + 1)!
×
∫
|ξ′|=1
∫ +∞
−∞
trace∧2T ∗M
{[
∂
β′
x′ f1 × ∂jxn∂α+β
′
ξ′ ∂
k
ξnπ
+
ξn
σ
F
ĝ
r+|β′|
]
|xn=0
×∂αx′
[
∂δ
′
x′f2∂
k
xn
∂
j+1
ξn
∂δ
′
ξ′σ
F
ĝ
l+|δ′|
]
|xn=0
}
dξnσ(ξ
′)dn−1x′, (3.1)
where the sum is taken over −(r+ l)+ |α|+k+j = 3, r, l ≤ −1, α, β′, δ′ ∈ Z3+. Since
Ω3(f1, f2) is a global form on ∂M , so for any fixed point x0 ∈ ∂M , we can choose
the normal coordinates V of x0 in ∂M (not in M) and compute Ω3(f1, f2)(x0) in the
coordinates x = (x′, xn) = (x1, · · · , xn−1, xn) and domain V˜ = V × [0, 1) ⊂ M and
the metric 1
h(xn)
g∂M + dx2n. The dual metric of g
M on V˜ is h(xn)g
∂M + dx2n. Write
gMij = g
M ( ∂
∂xi
, ∂
∂xj
); gijM = g
M (dxi, dxj), then
[gMi,j ] =
[
1
h(xn)
[g∂Mi,j ] 0
0 1
]
; [gi,jM ] =
[
h(xn)[g
i,j
∂M ] 0
0 1
]
,
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and
∂xsg
∂M
ij (x0) = 0, 1 ≤ i, j ≤ n− 1; gMij (x0) = δij . (3.2)
We’ll compute tr∧2(T ∗M) in the frame {dxi1∧dxi2 | 1 ≤ i1 < i2 ≤ 4}, which is indepen-
dent of the choice of frames. Let ǫ(ξ), ι(ξ) be the exterior and interior multiplications
respectively where ξ =
∑n
i=1 ξidxi denotes a cotangent vector. Recall Lemma 2.2 in
[Wa1]
∂xj(|ξ|2gM )(x0) = 0, if j < n; ∂xn(|ξ|2gM )(x0) = h′(0)|ξ′|2g∂M . (3.3)
By (3.2) and h(0) = 1, then under the frame {dxi1 ∧ dxi2 | 1 ≤ i1 < i2 ≤ 4},
∂xiε(dxj) = 0 and
∂xlι(dxj)(x0) = 0, if l < n; ∂xnι(dxj)(x0) = h
′(0)ι(dxj)(x0). (3.4)
So if i < n, then
∂xiε(ξ)(x0) = ∂xiι(ξ)(x0) = 0; ∂xnι(ξ)(x0) = h
′(0)ι(ξ′)(x0). (3.5)
Theorem 3.1 Under the above conditions,
Ω3(f1, f2)(x0) = h
′(0)
∑
1≤i,j≤3
ai,j∂xif1∂xjf2dx1 ∧ dx2 ∧ dx3, (3.6)
where ai,j is a constant.
Corollary 3.2 Under the assumption (⋆), if h′(0) = 0 (for example h = 1 − x2n),
then Ω3(f1, f2) = 0. Especially, if g
M has the product metric near the boundary, then
Ω3(f1, f2) = 0 and
W˜res(π+f0[π
+Fĝ, π
+f1][π
+Fĝ, π
+f2]) =
∫
M
f0Ω4(f1, f2). (3.7)
Now we prove Theorem 3.1. Since the sum is taken over −(r+ l) + |α|+ k + j =
3, r, l ≤ −1, so Ω3(f1, f2) is the sum of the following five cases.
case a) I) r = −1, l = −1 k = j = 0, |α| = 1
For convenience, we use F instead of Fĝ in the following. Let σ
F
L denote the leading
symbol of F . By (3.1), we get
case a) I) =
∑
|α|=1
∑
|β′|=1
∑
|δ′|=1
∫
|ξ′|=1
∫ +∞
−∞
trace∧2T ∗M
{
∂
β′
x′ f1∂
α+β′
ξ′ π
+
ξn
σFL
×
[
∂α+δ
′
x′ f2∂ξn∂
δ′
ξ′σ
F
L + ∂
δ′
x′f2∂
α
x′∂ξn∂
δ′
ξ′σ
F
L
]}
(x0)dξnσ(ξ
′)dn−1x′. (3.8)
It is necessary to compute
trace∧2T ∗M [∂
α+β′
ξ′ π
+
ξn
σFL × ∂ξn∂δ
′
ξ′σ
F
L ](x0)
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and
trace∧2T ∗M [∂
α+β′
ξ′ π
+
ξn
σFL × ∂ξn∂δ
′
ξ′∂
α
x′σ
F
L ](x0).
Using the computations in [Wa2,p.17], for l, i, j < n, then
∂ξl∂ξi∂ηj
{
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η′, ξn)
]}
|ξ′=η′ =
∑
ξi1ξi2 · · · ξi2k+1f(ξn),
where f(ξn) is a smooth function about ξn and 1 ≤ i1, · · · , i2k+1 < n. Integration over
|ξ′| = 1 is zero. By (3.3) and (3.5), then
∂xiσ
F
L (x0) = ∂xi
[
ε(ξ)ι(ξ) − ι(ξ)ε(ξ)
|ξ|2
]
(x0) = 0,
so case a) I) yields zero.
case a) II) r = −1, l = −1 k = |α| = 0, j = 1
By (3.1), we get
case a) II) =
1
2
∑
|β′|=1
∑
|δ′|=1
∫
|ξ′|=1
∫ +∞
−∞
∂
β′
x′ f1∂
δ′
x′f2
×trace∧2T ∗M [∂β
′
ξ′ π
+
ξn
∂xnσ
F
L × ∂δ
′
ξ′∂
2
ξnσ
F
L ](x0)dξnσ(ξ
′)dn−1x′. (3.9)
case a) III) r = −1, l = −1 j = |α| = 0, k = 1
By (3.1), we get
case a) III) =
1
2
∑
|β′|=1
∑
|δ′|=1
∫
|ξ′|=1
∫ +∞
−∞
∂
β′
x′ f1∂
δ′
x′f2
×trace∧2T ∗M [∂β
′
ξ′ ∂ξnπ
+
ξn
σFL × ∂δ
′
ξ′∂ξn∂xnσ
F
L ](x0)dξnσ(ξ
′)dn−1x′. (3.10)
Write
p(ξ) = ε(ξ)ι(ξ) − ι(ξ)ε(ξ).
By (3.3),(3.4),(3.5), then
∂xnp(ξ)(x0) = h
′(0)[ε(ξ)ι(ξ′)− ι(ξ′)ε(ξ)](x0);
∂xnσ
F
L (x0) =
h′(0)[ε(ξ)ι(ξ′)− ι(ξ′)ε(ξ)](x0)
|ξ|2 −
h′(0)|ξ′|2p(ξ)
|ξ|4 .
So case a) II+III) has the form in Theorem 3.1.
case b) r = −2, l = −1, k = j = |α| = 0
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By (3.1), we get
case b) =
2∑
|β′|=1
∑
|δ′|=1
(−i)2+|β′|
β′!
∫
|ξ′|=1
∫ +∞
−∞
∂
β′
x′ f1∂
δ′
x′f2
×trace∧2T ∗M [∂β
′
ξ′ π
+
ξn
σF−2+|β′| × ∂δ
′
ξ′∂ξnσ
F
L ](x0)dξnσ(ξ
′)dn−1x′. (3.11)
When |β′| = 2, the term
∂ξl∂ξi∂ηj
{
trace
[
π+ξnσL(F )(ξ
′, ξn)× ∂ξnσL(F )(η′, ξn)
]}
|ξ′=η′
will appear, as the disscusions in line 4 on p.6, it is zero after the integration over
|ξ′| = 1. So |β′| = 1. In the following, we prove that σ−1(F )(x0) has the coefficient
h′(0). Write F = A△ , where A = dδ − δd, △ = dδ + δd, then by the composition
formula of the symbol, we have
σ(F ) =
∑
|α|≥0
∑
0≤i≤2
∑
j≥2
1
α!
∂αξ (σi(A))D
α
x (σ−j(△−1));
σ−1(F ) = σ1(A)σ−2(△−1)+σ2(A)σ−3(△−1)+
∑
|α|=1
∂αξ (σ2(A))D
α
x (σ−2(△−1)). (3.12)
By (3.3), then
∑
|α|=1
∂αξ (σ2(A))D
α
x (σ−2(△−1))(x0) =
ih′(0)|ξ′|2∂ξnp(ξ)
|ξ|4 . (3.13)
Similar to (3.12), then
σ1(dδ) = σ1(d)σ0(δ) + σ0(d)σ1(δ) −
√−1
∑
i
∂ξi(σ1(d))∂xi(σ1(δ));
σ1(δd) = σ1(δ)σ0(d) + σ0(δ)σ1(d)−
√−1
∑
i
∂ξi(σ1(δ))∂xi (σ1(d)). (3.14)
Let {e1, · · · , en−1} be the orthonormal frame field in V about g∂M which is
parallel along geodesics and ei(x0) =
∂
∂xi
(x0), then {e˜1 =
√
h(xn)e1, · · · , e˜n−1 =√
h(xn)en−1, e˜n = dxn} is the orthonormal frame field in V˜ about gM . By Lemma
2.3 and Section 3 in [Wa1], we have
σ1(d) =
√−1ε(ξ), σ0(d)(x0) = 1
4
h′(0)
n−1∑
i=1
ε(e∗i )[c(en)c(ei)− c(en)c(ei)]; (3.15)
σ1(δ) = −
√−1ι(ξ), σ0(δ)(x0) = −1
4
h′(0)
n−1∑
i=1
ι(e∗i )[c(en)c(ei)− c(en)c(ei)], (3.16)
where
c(ej) = ε(e
∗
j )− ι(e∗j ), c(ej) = ε(e∗j ) + ι(e∗j ).
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By (3.5), then
σ1(dδ)(x0) =
√−1ε(ξ)σ0(δ)(x0)−
√−1σ0(d)(x0)ι(ξ)−
√−1h′(0)ε(dxn)ι(ξ′)(x0); (3.17)
σ1(δd)(x0) = −
√−1ι(ξ)σ0(d)(x0) +
√−1σ0(δ)(x0)ε(ξ). (3.18)
By Lemma A.1 in [U] and (3.3), then
σ−3(△−1)(x0) = − 1|ξ|2 [σ1(△)
1
|ξ|2 −
√−1
∑
i
∂ξi(|ξ|2)∂xi(
1
|ξ|2 )](x0)
= −σ1(△)(x0)|ξ|4 −
2
√−1h′(0)|ξ′|2ξn
|ξ|6 . (3.19)
By (3.12), (3.13), (3.15)-(3.19) and the definitions of A, △, we get σ−1(F )(x0) =
h′(0)f(ξ). So case b) has the form in Theorem 3.1.
case c) r = −1, l = −2, k = j = |α| = 0
By (3.1), we get
case b) =
∑
|β′|=1
2∑
|δ′|=1
(−i)2+|δ′|
δ′!
∫
|ξ′|=1
∫ +∞
−∞
∂
β′
x′ f1∂
δ′
x′f2
×trace∧2T ∗M [∂β
′
ξ′ π
+
ξn
σFL × ∂δ
′
ξ′∂ξnσ
F
−2+|δ′|](x0)dξnσ(ξ
′)dn−1x′. (3.20)
Similar to the discussions in case b), case c) also has the form in Theorem 3.1, so we
proved Theorem 3.1. ✷
4 Some Remarks
In this section, we will point out the way of computations of aij in Theorem 3.1
and Ω3(f1, f2) in the case of f1, f2 depending on xn by some remarks.
Remark 1 Since the computation of π+ξnσ
F
−1(x0) is a little tedious, the computation
of case c) is more direct than the computation of case b). So we try to use the
computation of case c) and some simple computations instead of the computation of
case b). By the Leibniz rule, trace property and ”++” and ”- -” vanishing after the
integration over ξn (for details, see [FGLS]), then∫ +∞
−∞
trace∧2T ∗M [∂ξnπ
+
ξn
σF−1(ξ
′, ξn)× σFL (η′, ξn)](x0)dξn
=
∫ +∞
−∞
trace∧2T ∗M [∂ξnσ
F
−1(ξ
′, ξn)× σFL (η′, ξn)](x0)dξn
−
∫ +∞
−∞
trace∧2T ∗M [∂ξnπ
−
ξn
σF−1(ξ
′, ξn)× σFL (η′, ξn)](x0)dξn
8
= −
∫ +∞
−∞
trace∧2T ∗M [σ
F
−1(ξ
′, ξn)× ∂ξnσFL (η′, ξn)](x0)dξn
−
∫ +∞
−∞
trace∧2T ∗M [π
+
ξn
σFL (η
′, ξn)× ∂ξnπ−ξnσF−1(ξ′, ξn)](x0)dξn
= −
∫ +∞
−∞
trace∧2T ∗M [σ
F
−1(ξ
′, ξn)× ∂ξnσFL (η′, ξn)](x0)dξn
−
∫ +∞
−∞
trace∧2T ∗M [π
+
ξn
σFL (η
′, ξn)× ∂ξnσF−1(ξ′, ξn)](x0)dξn.
For computations of case a) II) and III), we have a similar remark. But we may not
get the sum of case b) and case c) is zero through the above computations although
we conjecture that it should vanish and Ω3(f1, f2) is also zero.
Remark 2 The computations of the trace of some operators will appear in this case.
We just compute an example and the others are similar. In the following, we compute
the equality:
trace∧2T ∗M{[∂xnp(ξ)]p(η)}(x0) = h′(0)[an,m〈ξ′, η′〉2+bn,m|ξ′|2|η|2](x0)+8h′(0)ξnηn〈ξ′, η′〉,
(4.1)
where Cmn − an,m = bn,m = Cm−2n−2 + Cmn−2 − 2Cm−1n−2 and Cmn = n!m!(n−m)! .
Proof. By (3.5),
∂xnp(ξ)(x0) = h
′(0)[ε(ξ)ι(ξ′)− ι(ξ′)ε(ξ)](x0) = h′(0)p(ξ′, 0) + ξnB, (4.2)
where B = h′(0)[ε(dxn)ι(ξ
′)− ι(ξ′)ε(dxn)](x0). By the well-known equality
εm−1(ξ)ιm(η) + ιm+1(η)εm(ξ) = 〈ξ, η〉Im, (4.3)
then
ε(dxn)ι(ξ
′)− ι(ξ′)ε(dxn) = 2ε(dxn)ι(ξ′); p(η) = 2ε(η)ι(η) − 〈η, η〉Im. (4.4)
So by (4.2), (4.4) and Theorem 4.3 in [U],
trace∧2T ∗M{[∂xnp(ξ)]p(η)}(x0) = h′(0)[an,m〈ξ′, η′〉2 + bn,m|ξ′|2|η|2](x0)
+ 4h′(0)ξntrace∧2T ∗M [ε(dxn)ι(ξ
′)ε(η)ι(η)] − 2|η|2h′(0)ξntrace∧2T ∗M [ε(dxn)ι(ξ′)]
(4.5)
By (4.3) and the trace property, we have
trace∧2T ∗M [ε(dxn)ι(ξ
′)] = 0. (4.6)
As in [U,p.12-13], we write
am(ξ1, ξ2, η1, η2) = trace∧mT ∗M [εm−1(ξ1)ιm(ξ2)εm−1(η1)ιm(η2)].
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then
am+1(η1, ξ2, ξ1, η2) = am(ξ1, ξ2, η1, η2) + 〈ξ1, ξ2〉〈η1, η2〉[2An,m − Cmn ], (4.7)
where An,m = C
m
n −Cm−1n + · · ·+(−1)mC0n. So a1(ξ1, ξ2, η1, η2) = 〈η2, ξ1〉〈ξ2, η1〉 and
a2(η1, ξ2, ξ1, η2) = 〈η2, ξ1〉〈ξ2, η1〉+ 〈ξ1, ξ2〉〈η1, η2〉[2An,1 − C1n]. (4.8)
So by (4.8) and n = 4
trace∧2T ∗M [ε(dxn)ι(ξ
′)ε(η)ι(η)] = a2(dx
n, ξ′, η, η) = 2ηn〈ξ′, η′〉. (4.9)
By (4.5),(4.6) and (4.9), we prove the equality (4.1). ✷
Remark 3 When n = 4 and f1, f2 depend on xn, by (2.6) and considering the sum is
taken over −(r+ l)+ |α|+ k+ j = 3, r, l ≤ −1, 1 ≤ |β| = |β′|+β′′ ≤ −r, 1 ≤ |δ| =
|δ′| + δ′′ ≤ −l, similar to Section 3, we compute Ωn−1(f1, f2)(x0) as the sum of 24
cases about (r, l, k, j, α, β′ , β′′, δ′, δ′′). This can not add to new technical difficulties
except for a little tedious computations.
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