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INVARIANTS DE WELSCHINGER
par Alexandru OANCEA
Le but de cet expose´ est de pre´senter des invariants de´couverts par Welschinger
qui sont adapte´s a` des proble`mes de ge´ome´trie e´nume´rative re´elle. Ces proble`mes
e´nume´ratifs sont classiquement formule´s dans le cadre de la ge´ome´trie alge´brique re´elle
mais ils trouvent leur solution la plus naturelle dans le cadre de la ge´ome´trie symplec-
tique re´elle. Ceci permet en particulier de les e´tudier via des techniques spe´cifiques
puissantes comme la the´orie symplectique des champs. Les invariants de Welschinger
sont des analogues re´els de certains invariants de Gromov-Witten.
1. INTRODUCTION
Une varie´te´ symplectique re´elle (X,ω, cX) est une varie´te´ diffe´rentiable munie d’une
2-forme ferme´e non-de´ge´ne´re´e ω – la forme symplectique – et d’une involution anti-
symplectique cX : X → X, ve´rifiant c∗Xω = -ω – la structure re´elle. La dimension de X
est ne´cessairement paire, note´e 2n. S’il est non-vide, le lieu re´el RX = Fix(cX) ⊂ X
est une sous-varie´te´ lisse lagrangienne, i.e. dim RX = n et ω|RX = 0. Ceci de´coule de
l’e´nonce´ analogue pour les structures re´elles line´aires sur R2n et du the´ore`me des fonc-
tions implicites. Citons les exemples fondamentaux suivants : les espaces des phases
(T ∗L, dp∧dq) de la me´canique classique, associe´s a` des espaces de configurations L qui
sont des varie´te´s lisses, munis de la structure re´elle canonique cL : (p,q) 7→ (−p,q) ;
l’espace projectif Pn muni de la forme de Fubini-Study et de la structure re´elle conj
donne´e par la conjugaison complexe ; les varie´te´s projectives lisses de´finies par des po-
lynoˆmes homoge`nes a` coefficients re´els, avec la structure induite par celle de Pn. On
a un mode`le local pour (X,ω, cX) au voisinage de L = RX : un voisinage de L est
isomorphe a` un voisinage de la section nulle dans (T ∗L, dp ∧ dq, cL) [47].
Depuis Gromov [16] nous savons qu’il est utile de regarder les varie´te´s symplectiques
comme des analogues “flexibles” des varie´te´s ka¨hleriennes. De fac¸on plus pre´cise, soit
Jω l’espace des structures presque-complexes J (de classe C`, ` 1) sur TX qui sont
ω-compatibles, i.e. telles que ω(·, J ·) est une me´trique riemannienne. Les e´le´ments de Jω
sont les sections C` d’un fibre´ a` fibres contractiles, isomorphes a` Sp(2n)/U(n), de sorte
que Jω est une varie´te´ de Banach se´parable non-vide et contractile. En pre´sence d’une
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structure re´elle cX on obtient une involution cX
∗ : Jω → Jω, J 7→ −dcX ◦J ◦dcX dont
le lieu des points fixes RJω est l’espace des structures presque-complexes ω-compatibles
qui rendent cX anti-holomorphe. Welschinger a montre´ que l’espace RJω est une varie´te´
de Banach se´parable et contractile [49, §1.1].
Un choix de J ∈ Jω permet de conside´rer l’espace des courbes (rationnelles) J-
holomorphes u : P1 → (X, J), solutions de l’e´quation du + J ◦ du ◦ j = 0 ou` j est
la structure complexe de P1. C’est une e´quation de type Cauchy-Riemann, elliptique
d’indice 2c1(X)d + 2n, ou` d = u∗[P1] ∈ H2(X;Z) et c1(X) est la premie`re classe de
Chern du fibre´ complexe (TX, J). Lorsque J ∈ RJω, il existe une involution naturelle
u 7→ cX ◦u◦ conj sur l’espace des courbes J-holomorphes, et ses points fixes s’appellent
courbes J-holomorphes re´elles. On conside`re par la suite les espaces de solutions modulo
reparame´trisation conforme a` la source, et on parle alors d’espaces de modules.
La varie´te´ symplectique (X,ω) est dite semi-positive (resp. fortement semi-positive)
si, pour toute classe sphe´rique d ∈ H2(X;Z) telle que [ω]d > 0, on a l’implication
c1(X)d ≥ 3 − n ⇒ c1(X)d ≥ 0 (resp. c1(X)d ≥ 2 − n ⇒ c1(X)d ≥ 0). Les in-
variants de Gromov-Witten (en genre 0) d’une varie´te´ semi-positive sont de´finis de la
fac¸on suivante [37] : on se restreint aux courbes dites simples qui ne factorisent pas
a` travers un reveˆtement ramifie´ non-trivial de P1, on enrichit la source P1 de points
marque´s mobiles, on impose des conditions d’incidence aux points marque´s de fac¸on
a` ramener la dimension des espaces de modules a` ze´ro, et finalement on compte les
solutions. Notons les deux spe´cificite´s suivantes : (i) le re´sultat peut eˆtre interpre´te´ de
fac¸on duale comme le calcul d’une inte´grale sur l’espace de modules de courbes avec
points marque´s. Ce dernier porte une classe fondamentale puisqu’il posse`de une com-
pactification par des strates de codimension ≥ 2. Par ailleurs, les conditions d’incidence
ne doivent pas ne´cessairement eˆtre ponctuelles, ce qui a des conse´quences profondes
comme par exemple l’existence du produit quantique sur H∗(X;Z) [33, 40, 37] ; (ii)
lorsque les conditions d’incidence sont repre´sente´es par des sous-varie´te´s J-complexes,
les courbes sont compte´es avec le meˆme signe. Ceci est une manifestation de la positivite´
des intersections des objets holomorphes.
Le cas particulier des conditions d’incidence ponctuelles est fondamental pour la
suite. Soit d ∈ H2(X;Z) etMdk(X, J)∗ l’espace des modules de courbes J-holomorphes
simples avec k points marque´s, qui repre´sentent la classe d.
On suppose que (n− 1) divise (c1(X)d− 2) et on pose k = kd = 1n−1(c1(X)d− 2) + 1.
Soit x ∈ Xk un k-uplet de points deux-a`-deux distincts. Pour un choix ge´ne´rique de
J ∈ Jω l’espace Mdk(X, J)∗ est une varie´te´ de dimension 2c1(X)d + 2n − 6 + 2k et x
est une valeur re´gulie`re de l’application d’e´valuation
evJ :Mdk(X, J)∗ → Xk, (u, z1, . . . , zk) 7→ (u(z1), . . . , u(zk)).
La valeur de k a e´te´ choisie telle que la source et le but de evJ soient de meˆme di-
mension. Notons que evJ admet une extension naturelle evJ : Mdk(X, J)∗ → Xk a`
la compactification de Gromov-Kontsevich par des courbes stables [33, 37]. On note
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Md(x, J) = ev−1J (x) et M
d
(x, J) = ev−1J (x). Pour J ge´ne´rique la fibre Md(x, J) est
compacte, forme´e d’un nombre fini de points qui sont des courbes immerge´es. Voici une
e´bauche d’argument pour montrer que ce nombre Nd(x, J) ne de´pend pas du choix de
x ou du choix ge´ne´rique de J . On fixe x et on de´montre l’inde´pendance par rapport
a` J en utilisant une me´thode de continuite´ : soit J 0ω (x) ⊂ Jω l’ensemble des J pour
lesquels Md(x, J) contient des courbes cuspidales, ou pour lesquels Md(x, J) contient
des courbes re´ductibles. Le point cle´ est que J 0ω (x) est une union au plus de´nombrable
de sous-varie´te´s de codimension ≥ 2 de Jω. Soient J0, J1 ∈ Jω tels que Nd(x, J0) et
Nd(x, J1) soient de´finis. L’espace Jω e´tant contractile, il existe un chemin Jt, t ∈ [0, 1]
reliant J0 a` J1. Pour un choix ge´ne´rique du chemin l’espace de modules a` parame`tre
M = ⋃t {t} ×Md(x, Jt) est une varie´te´ de dimension 1, et les points critiques de la
projection naturelleM→ [0, 1] sont les courbes cuspidales. Un chemin ge´ne´rique e´vite
J 0ω (x), de sorte que M est un reveˆtement propre de [0, 1]. On obtient que la fonction
Nd(x, Jt) est localement constante, donc constante sur [0, 1]. Par ailleurs Nd(x, J) est
localement constante en x a` J fixe´. Puisque Xk \ Diag est connexe, on obtient que
Nd = Nd(x, J) ne de´pend pas du choix de x et J .
Supposons maintenant donne´e une structure re´elle cX et une classe d’homologie d ∈
H2(X;Z) telle que (cX)∗d = −d et (n− 1) divise c1(X)d− 2, de sorte que k = kd ∈ N.
On suppose par la suite k ≥ 1. On conside`re J ∈ RJω et une collection re´elle de points
x ∈ Xk \ Diag, i.e. une collection compose´e de r points dans RX et de rX paires de
points dans X \RX conjugue´s par cX , avec r+ 2rX = k. Notons Rd(x, J) le nombre de
courbes rationnelles J-holomorphes re´elles passant par x.
Le nombre Rd(x, J) de´pend a` r fixe´ du choix de x ou encore, de fac¸on e´quivalente, du
choix de J (1). Il s’ensuit que l’argument qui montrait l’inde´pendance de Nd(x, J) par
rapport aux choix doit ne´cessairement tomber en de´faut. En effet, ce dernier e´tait base´
sur le fait que l’espace J 0ω (x) des “accidents” vivait en codimension ≥ 2. Par contraste,
la partie re´elle RJ 0ω ⊂ RJω vit en codimension ≥ 1 et ne pourra plus eˆtre e´vite´e par
un chemin (Jt) ⊂ RJω ge´ne´rique.
Ceci e´tait a` peu de choses pre`s la situation avant les travaux que nous exposons dans
cet article. Il y avait des murs – dans RJω – que l’on ne savait pas comment franchir.
Welschinger a imagine´ le phe´nome`ne suivant :
Il est possible d’attribuer des signes aux courbes re´elles soumises a` des conditions
d’incidence ponctuelles de manie`re a` ce que leur comptage alge´brique soit un invariant.
La de´marche de Welschinger est la suivante : (i) il fixe une composante connexe L
de RX et un entier 0 ≤ r ≤ kd, avec r ≥ 1 si n ≥ 3 ; (ii) il fixe une collection re´elle de
points x ∈ R(Xk \Diag) ayant r points re´els appartenant tous a` L, et il choisit J ∈ RJω
assez ge´ne´rique pour que x soit une valeur re´gulie`re de l’application d’e´valuation
Rev : RMdk(X, J)∗ → R(Xk)
1. Voir l’exemple des cubiques rationnelles dans P2 a` la fin de cette section.
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et pour que la pre´image de x par Rev : RMdk(X, J)∗ → R(Xk) ne contienne pas de
courbes re´ductibles. Ceci assure en particulier la compacite´ de Rev−1(x) ; (iii) il attribue
des signes εp(C) ∈ {±1} aux e´le´ments C ∈ Rev−1(x) et de´finit
χd,pr (x, J) :=
∑
C∈Rev−1(x)
εp(C).
On appellera les signes εp(C) signes de Welschinger (2). La recette d’attribution des
signes est valable pour des varie´te´s symplectiques de dimension arbitraire. En dimen-
sion n ≥ 3, on requiert qu’une certaine hypothe`se de nature topologique soit ve´rifie´e,
hypothe`se qui assure l’existence d’une structure Pin−n , ou Pin
+
n , ou Spin sur un fibre´
vectoriel approprie´ au-dessus de RX. La de´finition des signes en dimension n ≥ 3 utilise
le choix d’une telle structure p, cf. §2.3. Finalement, (iv) Welschinger de´montre
The´ore`me 1.1 ([49, 50, 51]). — Soit L une composante connexe de RX et r ∈
{0, . . . , kd} avec r ≥ 1 si n ≥ 3. On conside`re des collections x ∈ R(Xk \Diag) ayant r
points re´els, situe´s tous sur L. En dimension 2 (resp. 3), le nombre χdr(L) = χ
d
r(x, J)
(resp. χd,pr (L) = χ
d,p
r (x, J) avec p une structure Pin
−
3 ) ne de´pend ni du choix de x, ni
du choix ge´ne´rique de J .
Puisque le lieu re´el de P1 est connexe, il ne peut y avoir de courbe J-holomorphe re´elle
passant par x que si tous les points re´els de x appartiennent a` la meˆme composante de
RX. Ceci justifie le choix d’une composante L dans la de´finition de l’invariant χdr(L), qui
de´pend par ailleurs de ce choix. Lorsque RX est connexe on note simplement χdr(RX) =
χdr . L’estime´e fondamentale suivante de´coule directement de la de´finition :
Corollaire 1.2. — Le nombre Rd(x, J) de courbes J-holomorphes re´elles passant par
x ve´rifie
|χdr(L)| ≤ Rd(x, J) ≤ Nd.
Exemple. — Cubiques rationnelles dans P2 [8, Prop. 4.7.3], cf. aussi [44, Prop. 3.6]. Soit
X = P2 et d = 3[P1], de sorte que kd = 8, r ∈ {0, 2, 4, 6, 8} et rX ∈ {4, 3, 2, 1, 0}.
(i) Le nombre de cubiques rationnelles complexes passant par 8 points ge´ne´riques de
P2 vaut 12. C’est un calcul classique qui remonte a` Schubert. On conside`re un pinceau
de cubiques dont le lieu de base contient ces points et on note Z l’e´clatement de P2 aux
9 points du lieu de base, de sorte que χ(Z) = 12. Pour un choix ge´ne´rique des points
les fibres singulie`res de la fibration Z → P1 sont nodales (χ = 1), alors que les fibres
ge´ne´riques sont des courbes elliptiques (χ = 0). Ce ne sont donc que les fibres singulie`res
qui contribuent a` la caracte´ristique d’Euler de Z et il doit y en avoir exactement 12.
(ii) Le nombre R3(x) de cubiques rationnelles re´elles passant par une collection x
ge´ne´rique compose´e de r points re´els et rX paires de points complexes conjugue´s est
minore´ par r. Pour le voir, conside´rons un pinceau de cubiques re´elles dont le lieu de
base est constitue´ de ces points et d’un point additionnel qui est re´el. La partie re´elle
2. Lorsque n ≥ 3, Welschinger appelle ce signe e´tat spinoriel de C et le note sp(C) [50, 51].
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RZ de l’e´clatement fibre au-dessus de RP1, et on a χ(RZ) = χ(RP2) − (r + 1) = −r.
Les fibres lisses sont des parties re´elles de cubiques lisses, home´omorphes a` une ou deux
copies du cercle (χ = 0). Ce ne sont donc que les fibres singulie`res qui contribuent a`
la caracte´ristique d’Euler. Celles-ci sont des cubiques re´elles nodales, ayant un unique
nœud re´el, et leur caracte´ristique d’Euler vaut ±1 selon que ce nœud re´el est solitaire
(intersection de deux branches complexes conjugue´es) ou non-solitaire (intersection de
deux branches re´elles). Dans le premier cas la cubique est l’union d’un point et d’un
cercle, dans le deuxie`me cas la cubique est home´omorphe a` un bouquet de deux cercles.
Notons c− le nombre de fibres singulie`res avec un nœud solitaire et c+ le nombre de
fibres singulie`res avec un nœud non-solitaire, de sorte que
c− − c+ = −r.
Alors R3(x) = c− + c+ ve´rifie l’estime´e
r ≤ R3(x) ≤ 12.
Pour r = 8 chacune des valeurs possibles 8, 10, 12 est atteinte pour un choix approprie´
de x [8, 44]. Les signes de Welschinger pour les cubiques rationnelles re´elles sont
ε(C) =
{ −1, si C a un nœud re´el solitaire,
+1, si C a un nœud re´el non-solitaire.
La valeur de l’invariant de Welschinger est donc
χ3r = c+ − c− = r = −χ(RZ).
Remarque. — Cette identification avec la caracte´ristique d’Euler du lieu re´el d’une
varie´te´, bien qu’amusante puisque les notations co¨ıncident, semble fortuite. La notation
χdr utilise´e par Welschinger est plutoˆt motive´e par l’espoir que cet invariant puisse eˆtre
“cate´gorifie´” en l’interpre´tant comme caracte´ristique d’Euler d’un groupe d’homologie.
La topologie des petites dimensions regorge de tels exemples, dont le plus fameux est
celui de l’homologie de Khovanov qui cate´gorifie le polynoˆme de Jones.
Notre article est structure´ de la manie`re suivante. La section §2 contient la de´finition
des signes de Welschinger en dimension arbitraire et la preuve du the´ore`me 1.1. Dans
§3 on explore une deuxie`me direction de recherche initie´e par Welschinger qui est celle
de l’utilisation des techniques de la the´orie symplectique des champs [4, 9] en ge´ome´trie
alge´brique re´elle (3). Nous nous concentrons sur un re´sultat d’optimalite´ pour les inva-
riants χdr en dimension quatre et nous donnons quelques ouvertures vers les invariants
relatifs. Finalement, dans §4 nous donnons un aperc¸u de re´sultats connexes aux in-
variants de Welschinger, obtenus notamment en utilisant des techniques de ge´ome´trie
tropicale ou des ide´es inspire´es par la conjecture de syme´trie miroir.
Le lecteur est chaleureusement invite´ a` consulter l’article de survol [57] e´crit par
Welschinger a` l’occasion de l’ICM 2010.
3. Nous nous devons de mentionner un the´ore`me pre´curseur duˆ a` Viterbo [46] et Eliashberg [9],
explique´ par Kharlamov dans un expose´ au se´minaire Bourbaki [29].
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2. INVARIANTS POUR DES CONDITIONS D’INCIDENCE
PONCTUELLES
2.1. L’invariant de Welschinger en dimension 2
On conside`re une varie´te´ symplectique re´elle de dimension quatre (X,ω, cX) et une
classe d’homologie d ∈ H2(X;Z) telle que (cX)∗d = −d. (Les varie´te´s de dimension
quatre sont automatiquement fortement semi-positives.) On note k = kd = c1(X)d− 1
et l’on suppose kd ∈ N∗. On fixe une collection re´elle x ∈ Xk \ Diag, compose´e de
r points re´els situe´s sur la meˆme composante de RX et de rX paires de points dans
X \ RX conjugue´s par cX , avec r + 2rX = k.
Soit J ∈ RJω. On note Rd(x, J) l’ensemble des courbes J-holomorphes simples ho-
mologues a` d passant par x. Pour J ge´ne´rique, cet ensemble est fini et consiste en des
courbes irre´ductibles, immerge´es, ayant des points doubles transverses (nœuds). (Par
la formule d’adjonction, il y en a 1
2
(d2 − c1(X)d+ 2).) Un nœud re´el peut eˆtre solitaire
(intersection de deux branches complexes conjugue´es), ou pas (intersection de deux
branches re´elles). Welschinger de´finit la masse m(C) d’une courbe C ∈ Rd(x, J) comme
le nombre de nœuds re´els solitaires. Le signe de Welschinger de C est de´fini par
ε(C) = (−1)m(C).
Le lecteur est invite´ a` comparer cette de´finition avec l’exemple de la section pre´ce´dente.
On pose
χdr(x, J) =
∑
C∈Rd(x,J)
ε(C).
De´monstration du the´ore`me 1.1 dans le cas n = 2 [48, 49]. — L’inde´pendance de
χdr(x, J) par rapport au choix de x est une conse´quence de l’inde´pendance par rapport
au choix de J a` x fixe´. Ceci de´coule de l’observation suivante : deux collections x, x′
dont les points re´els sont en nombre e´gal et sont situe´s sur la meˆme composante connexe
de RX sont relie´es par une isotopie symplectique re´elle, qui induit en particulier une
isotopie de structures presque complexes re´elles.
Fixons maintenant une collection re´elle x et deux structures presque complexes re´elles
ge´ne´riques J0 et J1. L’espace des structures re´elles compatibles avec ω e´tant contractile,
il existe un chemin lisse J : [0, 1] → J `ω reliant J0 a` J1. Pour un choix ge´ne´rique du
chemin (Jt) l’espace de modules a` parame`tre
RM :=
⊔
t∈[0,1]
{t} ×Rd(x, Jt)
est une varie´te´ lisse de dimension 1. La premie`re projection pi : RM → [0, 1] est
une application de Fredholm d’indice 0. Welschinger de´montre dans [49] que, lorsque le
chemin (Jt) est choisi de fac¸on ge´ne´rique, il existe un ensemble fini 0 < t1 < · · · < tN < 1
qui ve´rifie les conditions suivantes :
1. le nombre χdr(x, Jt) est de´fini et est localement constant pour t 6= ti ;
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2. pour t = ti l’une des situations suivantes se produit :
(a) Rd(x, Jti) contient une courbe dont toutes les singularite´s sont des points
doubles ordinaires a` l’exception de l’une d’entre elles qui est un point de
tangence de deux branches, ou un point triple re´el ordinaire, ou un point de
rebroussement re´el de premie`re espe`ce ;
(b) il existe une suite tν → ti et des e´le´ments Cν ∈ Rd(x, Jtν ) qui convergent
au sens de Gromov vers une courbe re´ductible compose´e de deux branches
irre´ductibles re´elles dont les singularite´s sont des points doubles ordinaires ;
(Intuitivement, la convergence de Gromov ge´ne´ralise au cadre J-holomorphe la
de´ge´ne´rescence d’une conique de P2 vers une union de deux droites.) L’apparition du
cas (b) est e´quivalente a` la non-compacite´ de RM, alors que les courbes cuspidales
du (a) correspondent aux points critiques de la projection pi. Ceux-ci peuvent eˆtre sup-
pose´s non-de´ge´ne´re´s pour un choix ge´ne´rique du chemin (Jt) ; ce seront en particulier
des maxima ou des minima locaux pour pi.
Il s’agit de montrer que l’invariant χdr(x, Jt) ne change pas lorsque l’on traverse une
valeur ti. La preuve est contenue dans la Figure 1 lorsqu’il s’agit d’un point de tangence
de deux branches (la masse de la courbe en question change de 2, −2, ou 0), ou bien
lorsqu’il s’agit d’un point triple re´el ordinaire (la masse de la courbe reste constante).
m’=mm
m m m’=m−2
m m’=m
m’=m
Figure 1. Le mur des points triples et celui des branches tangentes.
Les deux autres situations sont tre`s de´licates. Welschinger s’appuie dans son analyse
de fac¸on essentielle sur les travaux de Ivashkovich et Shevchishin [28, 41] pour de´crire le
voisinage d’une courbe re´ductible, respectivement celui d’une courbe singulie`re, cf. §2.2.
(α) Le cas d’une courbe re´ductible. Soit C une courbe Jti-holomorphe re´elle re´ductible
qui est l’union de deux composantes re´elles irre´ductibles C1, C2 ayant p points d’in-
tersection transverse re´els. Welschinger de´montre [49, Proposition 2.14] qu’il existe un
voisinage W de C dans la compactification de Gromov Rd(x) = ⊔J{J} × Rd(x, J) tel
que, pour t proche de ti, l’intersectionRd(x, Jt)∩W consiste en exactement p courbes Jt-
holomorphes re´elles irre´ductibles, chacune d’entre elles e´tant obtenue topologiquement
en lissant un des points re´els d’intersection de C1 et C2. En fixant t
− < ti et t+ > ti
proches de ti on obtient de cette manie`re deux collections compose´es de p courbes cha-
cune, qui sont naturellement mises en bijection. Les courbes qui se correspondent ont le
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meˆme nombre de points doubles re´els solitaires, de sorte que leurs masses sont e´gales.
Par conse´quent le nombre χdr(x, Jt) ne change pas lorsque l’on traverse la valeur ti.
(β) Le cas d’une courbe cuspidale. Soit C ∈ Rd(x, Jti) une courbe re´elle ayant un unique
point de rebroussement re´el, correspondant a` un maximum local (resp. minimum local)
non-de´ge´ne´re´ de pi. Welschinger de´montre [49, Proposition 2.16] qu’il existe un voisinage
W de C dans Rd(x) tel que, pour t < ti (resp. t > ti) proche de ti, l’intersection
Rd(x, Jt)∩W consiste en exactement deux courbes C+, C− telles quem(C+) = m(C−)+
1 et, pour t > ti (resp. t < ti) proche de ti, l’intersection Rd(x, Jt) ∩ W est vide, cf.
Figure 2 ci-dessous. (Dans cet e´nonce´, la partie difficile est de montrer la relation entre
les masses des courbes C±, qui est explique´e par la remarque ci-dessous.) On en de´duit
que le nombre χdr(x, Jt) ne change pas lorsque l’on traverse la valeur ti. Le fait d’avoir
de´fini χdr par une somme alterne´e s’ave`re crucial pour cette e´tape de la preuve. 
Remarque. — L’exemple suivant est fondamental pour comprendre le cas (β) ci-dessus.
Conside´rons la famille uλ : C→ C2, z 7→ (z2, z3 +λz) de courbes re´elles affines, indexe´e
par λ re´el proche de ze´ro. La courbe u0 a un point de rebroussement en z = 0, alors que
uλ a un nœud re´el non-solitaire (resp. solitaire) pour λ < 0 (resp. λ > 0) correspondant
aux parame`tres z = ±√−λ (Figure 2). Lorsque l’on regarde ces courbes dans P2 leurs
masses ve´rifient donc la relation m(uλ) = m(u−λ) + 1 pour λ > 0. Le cas (β) de´coule
du fait que cette famille de courbes constitue un mode`le local pour RM au voisinage
de C ∈ Rd(x, Jti) ([49, Lemme 2.6], [28, Corollaire 1.4.3]).
pi
t i
u
u  , λ>0
u  , λ<0λ
λ
0
m
λ<0 λ=0 λ>0
 
m’=m+1
Figure 2. Mode`le local pour le mur des courbes cuspidales.
2.2. Espaces de modules de courbes J-holomorphes
Nous venons de voir que la de´finition des signes de Welschinger en dimension 2
est topologique. Par contraste, leur de´finition en dimension n ≥ 3 me´lange analyse
et ge´ome´trie : on utilise l’ope´rateur de Fredholm obtenu en line´arisant l’e´quation des
courbes J-holomorphes, mais aussi une structure supple´mentaire de nature spinorielle
sur RX. Dans cette section nous introduisons les notions analytiques fondamentales
requises pour de´finir les signes de Welschinger en suivant les re´fe´rences [37, §3 et App. C],
[28, §1], [2, §1] et [50]. On choisit d ∈ H2(X;Z) comme avant et on suppose k = kd ∈ N∗.
Fixons p > 2. Soit B = Bd la varie´te´ de Banach dont les points sont les applications
u : P1 → X de classe de Sobolev W 1,p homologues a` d. Les e´le´ments de B sont en
particulier des fonctions continues. Un choix de J ∈ Jω de´termine un fibre´ de Banach
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E → B de fibre Eu = Lp(Λ0,1P1 ⊗ u∗TX), l’espace des formes (j, J)-antiline´aires de
classe Lp a` valeurs dans u∗TX. Le lieu des ze´ros de la section
∂¯J =
1
2
(du+ J(u) ◦ du ◦ j) : B → E ,
note´ M̂d(X, J), est l’espace des applications J-holomorphes lisses homologues a` d, la
lissite´ e´tant une conse´quence de la re´gularite´ elliptique. On note M̂d(X, J)∗ ⊂ M̂d(X, J)
le sous-espace des courbes J-holomorphes simples. Pour un choix ge´ne´rique de J ∈ Jω
la section ∂¯J est transverse a` la section nulle le long de M̂d(X, J)∗ ; un tel J est dit
re´gulier. La re´gularite´ de J e´quivaut a` la surjectivite´ en tout point u ∈ M̂d(X, J)∗ de
la composante verticale de la diffe´rentielle d∂¯J(u)
vert : TuB → Eu, note´e
Du = Du,J : W
1,p(u∗TX)→ Lp(Λ0,1P1 ⊗ u∗TX).
Choisissons des coordonne´es locales sur X et P1, conformes sur ce dernier. La
diffe´rentielle verticale s’e´crit alors sous la forme Duξ = ∂¯Jξ − 12(J∂ξJ)(u)∂J(u). On
voit en particulier que Du est un ope´rateur de Cauchy-Riemann ge´ne´ralise´, au sens ou`
il ve´rifie la relation Du(fξ) = fDuξ + ∂¯f ⊗ ξ pour toute fonction f sur P1 a` valeurs
re´elles (4). L’ope´rateur Du est en particulier elliptique et son indice (re´el) est donne´ par
la formule de Riemann-Roch
indDu = 2n+ 2c1(X)d.
La dimension de M̂d(X, J)∗ est e´gale a` indDu lorsque Du est surjectif. Le groupe
PGL(2,C) agit librement sur M̂d(X, J) par reparame´trisation a` la source, et l’espace
de modules de courbes J-holomorphes Md(X, J)∗ := M̂d(X, J)∗/PGL(2,C) est de
dimension indDu − 6 = 2c1(X)d+ 2n− 6.
Remarque (courbes simples). — Nous avons restreint notre attention aux courbes
simples, pour lesquelles les J re´guliers sont ge´ne´riques. Ceci ne re´sulte pas en une perte
de ge´ne´ralite´ tant que l’objet d’inte´reˆt est l’image des courbes dans X. En effet, toute
courbe J-holomorphe est reveˆtement ramifie´ d’une courbe simple [37, §2.5].
Remarque (ge´ne´ricite´). — La ge´ne´ricite´ des J re´guliers pour les courbes simples de´coule
de l’argument suivant. Soit B∗ ⊂ B le sous-espace des applications dites quelque part
injectives, pour lesquelles il existe z ∈ P1 tel que u−1(u(z)) = {z}. Conside´rons le
fibre´ de Banach E → B∗ × Jω de fibre E(u,J) = Lp(Λ0,1P1 ⊗ u∗TX) muni de la section
∂¯(u, J) = ∂¯J(u). Le point cle´ est que la section ∂¯ est transverse a` la section nulle, de
sorte que l’espace de modules universel P∗ = ∂¯−1(0) ⊂ B∗ ×Jω est une sous-varie´te´ de
Banach. La projection pi : P∗ → Jω sur le deuxe`me facteur ve´rifie ker dpi(u,J) ' kerDu,J ,
coker dpi(u,J) ' cokerDu,J , de sorte que pi est une application de Fredholm de meˆme
indice que Du,J . Le the´ore`me de Sard-Smale assure que les valeurs re´gulie`res J de pi
forment un ensemble dense, et ces J sont en particulier re´guliers au sens pre´ce´dent.
Tous les e´nonce´s de ge´ne´ricite´ de cet article se de´montrent selon un sche´ma similaire,
4. Les ope´rateurs de Cauchy-Riemann sont les ope´rateurs W 1,p(u∗TX)→ Lp(Λ0,1P1 ⊗ u∗TX) qui
ve´rifient cette identite´ pour toute fonction f a` valeurs complexes.
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en construisant un espace de modules universel approprie´ et en calculant l’indice de
Fredholm de la projection pi. A` titre d’exemple, mentionnons le fait que les e´le´ments
de Rd(x, J) sont immerge´s lorsque J est ge´ne´rique, ou bien le fait qu’un chemin (Jt)
ge´ne´rique rencontre des murs d’un certain type.
On a l’identite´ remarquable Du ◦ du = du ◦ ∂¯ [28, Lemme 1.3.1]. Celle-ci de´termine
un diagramme commutatif
0 // W 1,p(TP1) du //
∂¯

W 1,p(E) //
Du

W 1,p(E)/im du //
Du

0
0 // Lp(Λ0,1P1) du // Lp(Λ0,1P1 ⊗ E) // Lp(Λ0,1P1 ⊗ E)/im du // 0
L’ope´rateur induit Du est de Fredholm d’indice indDu = indDu − ind ∂¯ = indDu −
6. Si Du est surjectif alors Du l’est aussi et l’espace tangent a` Md(X, J)∗ s’identifie
naturellement a` ker Du.
En conside´rant la partie C-line´aire de l’ope´rateur Du on aboutit a` une description
fine du noyau et du conoyau de Du. On note ∂¯u,J (resp. R) la partie C-line´aire (resp. C-
anti-line´aire) de Du. L’ope´rateur R est d’ordre ze´ro
(5). L’ope´rateur de Cauchy-Riemann
∂¯u,J : W
1,p(u∗TX) → Lp(Λ0,1P1 ⊗ u∗TX) de´finit une structure holomorphe unique sur
u∗TX dont c’est l’ope´rateur ∂¯ canonique [28, Lemme 1.2.3] (voir aussi [31, §I.3]). On
note E = u∗TX le fibre´ holomorphe de´fini par ∂¯u,J . L’identite´ Du ◦du = du◦ ∂¯ implique
∂¯u,J ◦du = du◦ ∂¯ puisque du est C-line´aire. Lorsque du 6≡ 0 on en de´duit un morphisme
analytique injectif O(TP1) du−→ O(E) qui s’inse`re dans une suite exacte courte
0 −→ O(TP1) du−→ O(E) −→ Nu −→ 0.
Le faisceau Nu se de´compose
Nu = O(Nu)⊕N singu
avec Nu un fibre´ vectoriel holomorphe de rang n − 1, que l’on appelle fibre´ normal de
u, et N singu un faisceau gratte-ciel a` support dans l’ensemble des ze´ros de du. La fibre
de N singu en p est Cµp , avec µp l’ordre d’annulation de du en p.
Proposition 2.1. — [28, Lemme 1.5.1] On a
kerDu ' H0(Nu) = H0(Nu)⊕H0(N singu ), cokerDu ' H1(Nu).
Ce type de calcul permet de de´crire la codimension ge´ne´rique de diffe´rents types
d’accidents dans des familles de courbes J-holomorphes, cf. remarque pre´ce´dente. Par
exemple, les courbes soumises a` kd contraintes ponctuelles et qui ne sont pas immerge´es
5. Plus pre´cise´ment Rξ = 14NJ(ξ, du(·)), avec NJ(X,Y ) = [X,Y ]+J [JX, Y ]+J [X,JY ]− [JX, JY ]
le tenseur de Nijenhuis [37, Lemme C.7.3].
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apparaissent en codimension complexe n− 1 par rapport a` J , respectivement en codi-
mension n− 1 re´elle par rapport a` J ∈ RJω [51, Lemme 5.1]. Lorsque u est une immer-
sion on a N singu = 0 et l’ope´rateur Du est un ope´rateur de Cauchy-Riemann ge´ne´ralise´
sur Nu. Sa partie C-line´aire est l’ope´rateur ∂¯ canonique agissant sur les sections de Nu.
Soit M̂dk(X, J)∗ l’espace des courbes J-holomorphes simples avec k points marque´s,
constitue´ de paires (u, z) avec u ∈ M̂d(X, J)∗ et z = {z1, . . . , zk} ⊂ P1 une collection de
k points distincts. L’espace de modulesMdk(X, J)∗ est le quotient par l’action diagonale
de PGL(2,C) via φ · (u, z1, . . . , zn) = (u◦φ−1, φ(z1), . . . , φ(zn)). On a dim Mdk(X, J)∗ =
2c1(X)d+ 2n+ 2k − 6. Le but et la source de l’application d’e´valuation naturelle
evJ :Mdk(X, J)∗ → Xk, ev[u, z1, . . . , zn] := (u(z1), . . . , u(zn))
sont de meˆme dimension exactement lorsque k = kd.
On suppose de´sormais que u est une courbe immerge´e, de sorte que N singu = 0. Soit
W 1,p−z (Nu) ⊂ W 1,p(Nu) le sous-espace de codimension 2(n− 1)kd constitue´ des sections
qui s’annulent aux points de z. Notons Dz la restriction de Du a` W
1,p
−z (Nu), un ope´rateur
de Fredholm d’indice indDz = indDu−2(n−1)kd = 0. On note Nu,−z = Nu⊗OP1(−z).
C’est un fibre´ dont les sections holomorphes s’identifient aux sections holomorphes de
Nu qui s’annulent aux points de z.
Proposition 2.2. — [50, Lemme 1.3], [51] Supposons u immerge´e et Du surjectif. On
a les identifications suivantes :
ker devJ
∣∣
u,z
' H0(Nu,−z), coker devJ
∣∣
u,z
' H1(Nu,−z).
Corollaire 2.3. — Supposons u immerge´e et Du surjectif. Les conditions suivantes
sont e´quivalentes.
i. (u, z) ∈Mdkd(X, J)∗ est un point re´gulier de devJ ;
ii. l’ope´rateur Dz est un isomorphisme ;
iii. le fibre´ Nu se de´compose en une somme directe de fibre´s holomorphes isomorphes
Nu = O(kd − 1)⊕n−1.
Preuve. — Pour montrer (i)⇔(ii) on utilise les identifications
ker Dz ' H0(Nu,−z), coker Dz ' H1(Nu,−z).
Celles-ci sont implicitement contenues dans la preuve par Ivashkovich et Shevchishin
de la Proposition 2.1. Ainsi (i) et (ii) sont e´quivalentes a` H1(Nu,−z) = 0.
Montrons (i)⇒(iii). Par un the´ore`me de Grothendieck il existe un scindement Nu =
O(a1) ⊕ · · · ⊕ O(an−1). La condition H1(Nu,−z) = 0 est e´quivalente a` 0 = H1(O(ai −
kd)) = H
0(O(kd − ai − 2)) pour tout i, ce qui force ai ≥ kd − 1. D’un autre coˆte´,
puisque u est immerge´e le degre´ de Nu est
∑
i ai = c1(X)d − 2 = (n − 1)(kd − 1). On
en de´duit que a1 = · · · = an−1 = kd − 1. Finalement, (iii)⇒(i) de´coule du fait que
H1(O(kd − 1)⊗OP1(−z)) = H1(O(−1)) = 0. 
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De´finition 2.4. — Une courbe u immerge´e est dite e´quilibre´e si Nu = O(kd−1)⊕n−1.
Les courbes e´quilibre´es jouent un roˆle cle´ dans la de´finition des signes de Welschinger
en dimension n ≥ 3 (cf. §2.3).
Remarque (varie´te´s convexes). — Etant donne´e une varie´te´ symplectique (fortement
semi-positive), les espaces de modules de courbes simples et les invariants de Gromov-
Witten sont de´finis pour un choix ge´ne´rique, typiquement non-inte´grable, de la structure
presque complexe, et ceci pour des raisons de transversalite´. Il existe ne´anmoins une
classe de varie´te´s complexes ou` la transversalite´ est automatique : les varie´te´s convexes.
Une varie´te´ complexe lisse (X, J) est dite convexe si H1(P1, u∗TX) = 0 pour tout
morphisme u : P1 → X. La classe principale d’exemples est constitue´e des espaces
homoge`nes X = G/P , avec G un groupe de Lie et P un sous-groupe parabolique [13,
§0.4] : espaces projectifs, grassmanniennes, varie´te´s de drapeaux, quadriques lisses, pro-
duits de telles varie´te´s. En effet, dans cette situation TX est engendre´ par ses sections
globales et il en est de meˆme pour u∗TX. Les ope´rateurs Du et Du sont automatique-
ment surjectifs. Les espaces de modules Md(x, J) sont de´finis de`s que x est une valeur
re´gulie`re de evJ . Pour une varie´te´ convexe tous les arguments pre´ce´dents fonctionnent a`
J fixe´ en choisissant x ge´ne´riquement, y compris en pre´sence d’une structure re´elle [50].
2.3. L’invariant de Welschinger en dimension 3
On suppose dans cette section n = 3 et c1(X)d pair. Le nombre de points marque´s
ne´cessaires pour rigidifier l’espace de modules de courbes J-holomorphes homologues
a` d avec des conditions d’incidence ponctuelles est k = kd =
1
2
c1(X)d. E´tant donne´
J ∈ RJω ge´ne´rique, la de´finition des signes de Welschinger des courbes C ∈ Rd(x, J)
se fait en plusieurs e´tapes.
Choix d’une structure Pin−3 sur RX. Choisissons une me´trique riemannienne sur
RX. Le reveˆtement universel (a` deux feuillets) du groupe orthogonal O3(R) admet
deux structures de groupe diffe´rentes, note´es Pin±3 , pour lesquelles la projection est un
morphisme de groupes : pour Pin−3 (resp. Pin
+
3 ) le releve´ d’une re´flection est d’ordre
quatre (resp. d’ordre deux). L’obstruction a` relever le O3(R)-fibre´ principal des repe`res
sur RX a` un Pin−3 -fibre´ principal est donne´e par la classe caracte´ristique w2(RX) +
w21(RX) ∈ H2(RX;Z/2Z) [30, Lemme 1.3], ou` w1(RX), w2(RX) sont les classes de
Stiefel-Whitney. La formule de Wu pour la classe de Stiefel-Whitney totale [36, §11]
implique que l’obstruction s’annule pour une varie´te´ compacte de dimension trois. Une
structure Pin−3 est un Pin
−
3 -fibre´ principal qui rele`ve le fibre´ des repe`res de RX. L’espace
des structures Pin−3 est affine sur H
1(RX;Z/2Z).
On choisit par la suite une structure Pin−3 sur RX, note´e p.
Les composantes orientables de RX admettent des structures Spin3 (on a w1 = 0
et l’obstruction a` l’existence d’une structure Spin3 est w2 = w
2
1 = 0). Le choix d’une
orientation de RX permet de re´duire la structure p a` une structure Spin3.
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De´finition du signe de Welschinger d’un ope´rateur de Cauchy-Riemann ge´ne´ralise´
re´el [51]. Soient J ∈ RJω, u une courbe J-holomorphe simple immerge´e, z une collection
re´elle de kd points distincts dans P1. Supposons que u a une partie re´elle non-vide. Soit
Nu le fibre´ normal de u, regarde´ en tant que fibre´ complexe. Soit Op∂¯(Nu) l’espace des
ope´rateurs de Cauchy-Riemann sur Nu, ROp∂¯(Nu) l’espace des ope´rateurs de Cauchy-
Riemann re´els (invariants sous l’action de Z/2Z), Op∂¯+R(Nu) l’espace des ope´rateurs de
Cauchy-Riemann ge´ne´ralise´s sur Nu, et ROp∂¯+R(Nu) l’espace des ope´rateurs de Cauchy-
Riemann ge´ne´ralise´s re´els. Nous conside´rons des ope´rateurs de classe C`−1. A` titre
d’exemple, Op∂¯+R(Nu) est un espace affine sur C
`−1(Λ0,1P1 ⊗ EndR(Nu)), alors que
ROp∂¯+R(Nu) est un espace affine sur C`−1(Λ0,1P1⊗EndR(Nu))+1, le sous-espace propre
correspondant a` la valeur propre +1 pour l’action de Z/2Z. On note Dz la restriction
de D a` W 1,p−z (Nu). On de´finit le signe de Welschinger
(6) εp(D) ∈ {±1} d’un ope´rateur
D ∈ ROp∂¯+R(Nu) tel que Dz soit inversible en trois e´tapes.
(i) On de´finit le signe de Welschinger εp(D) ∈ {±1} d’un ope´rateur D ∈ ROp∂¯(Nu)
tel que Dz soit inversible de la manie`re suivante. L’ope´rateur D de´finit une structure
holomorphe sur Nu pour laquelle on a une de´composition Nu ' O(kd − 1)⊕O(kd − 1)
(Corollaire 2.3). Cette de´composition est compatible avec l’action de Z/2Z et on en
de´duit un scindement RNu = L ⊕M . Notons C = im(u), de sorte que RC de´finit un
nœud immerge´ dans RX. Ce nœud est e´quipe´ d’un repe`re d’axes mobiles TRC⊕L⊕M .
Supposons que L et M sont orientables, i.e. kd − 1 est pair. Le repe`re d’axes mobiles
peut eˆtre alors enrichi en un repe`re mobile qui rele`ve RC au fibre´ des repe`res de RX.
On de´finit εp(D) = ±1 selon que ce lacet se rele`ve au Pin−3 -fibre´ principal p, ou pas.
Dans le cas ou` L et M ne sont pas orientables, on les tord par un demi-tour a` droite le
long du fibre´ trivial TRC, et on se rame`ne a` la situation pre´ce´dente [50, §2.2] ;
(ii) On montre que l’espace ROp∂¯+R(Nu)sing ⊂ ROp∂¯+R(Nu) des ope´rateurs tels que
Dz n’est pas inversible est contenu dans une union de´nombrable de sous-varie´te´s de
codimension ≥ 1 [51, §3.1] ;
(iii) On de´finit le signe de Welschinger εp(D) ∈ {±1} d’un ope´rateur D ∈ ROp∂¯+R(Nu)
tel que Dz soit inversible de la manie`re suivante. On choisit un chemin ge´ne´rique γ dans
ROp∂¯+R(Nu) reliant D a` D′ ∈ ROp∂¯(Nu) avec D′z inversible, on note n(γ) le nombre de
fois que le chemin γ intersecte le mur des ope´rateurs Dsing tels que Dsingz a un conoyau
de dimension 1, et on pose
εp(D) = (−1)n(γ)εp(D′).
Un argument d’intersection montre que la valeur εp(D) ne de´pend pas du choix de
γ. Par ailleurs, Welschinger prouve que le re´sultat ne de´pend pas du choix de D′
non-plus. Ceci revient a` montrer que, lorsque D′ et D′′ sont adjacents a` un meˆme
mur d’ope´rateurs ayant un conoyau de dimension 1, leurs signes diffe`rent [51, Proposi-
tion 3.2]. Le phe´nome`ne sous-jacent est le suivant : au moment de la traverse´e du mur
le fibre´ normal Nu scinde comme Nu = O(kd) ⊕ O(kd − 2). Ceci correspond au fait
que, dans le cours de la de´formation, l’une des sections qui engendraient un sommand
6. Welschinger appelle ce signe e´tat spinoriel de D et le note sp(D) [50, 51].
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direct traverse la section nulle et acquiert un ze´ro supple´mentaire. Ceci implique que le
lacet des repe`res d’un coˆte´ du mur se de´duit du lacet de l’autre coˆte´ en rajoutant un
ge´ne´rateur de pi1(SO(3)). Un et un seul de ces deux lacets se rele`ve donc au fibre´ p, ce
qui e´quivaut a` dire que les signes de Welschinger de D′ et D′′ sont oppose´s.
De´finition du signe de Welschinger d’une courbe C ∈ Rd(x, J). Soit x ∈ R(Xk \
Diag) fixe´ et J ∈ RJω assez ge´ne´rique pour que les e´le´ments de Rd(x, J) soient
des courbes plonge´es et des valeurs re´gulie`res de l’application d’e´valuation RevJ :
RMdk(X, J)→ R(Xk), en particulier des valeurs re´gulie`res de l’application d’e´valuation
evJ : Mdk(X, J) → Xk. Chaque telle courbe de´termine un ope´rateur D = Du sur Nu
dont la restriction Dz est un isomorphisme (Corollaire 2.3). On pose
εp(C) = εp(Du).
Esquisse de la de´monstration du the´ore`me 1.1 dans le cas n = 3 [50, 51]. — La condition
r ≥ 1 impose que la partie re´elle des courbes conside´re´es est non-vide, de sorte que leurs
signes de Welschinger sont de´finis. La de´monstration de l’invariance de χdr(x, J) par
rapport au choix de x et J suit exactement les meˆmes e´tapes que dans le cas n = 2. Le
cas des courbes cuspidales est remplace´ par le cas des courbes telles que Dz a un conoyau
de dimension 1. Ce cas est tautologique, au sens ou` il a de´ja` duˆ eˆtre traite´ pour montrer
l’inde´pendance de εp(D), D ∈ ROp∂¯+R(Nu) par rapport au choix de D′ ∈ Op∂¯(Nu),
cf. ci-dessus. Le cas des courbes re´ductibles est traite´ par Welschinger en re´duisant le
proble`me a` la situation ou` J est inte´grable au voisinage de la courbe, une situation
similaire a` celle rencontre´e dans le cas des varie´te´s convexes. Cette simplification est
rendue possible par le fait que l’on peut choisir a` volonte´ le point par lequel on traverse
le mur des courbes re´ductibles, ainsi que le segment Jt avec lequel on traverse ce mur.
Le proble`me a` x fixe´ et J variable est alors e´quivalent a` un proble`me a` J fixe´ et x
variable. Le fait que J soit fixe´ et inte´grable entraˆıne que la structure holomorphe sur le
fibre´ Nu est constante. La preuve est finie en analysant le comportement d’une section
holomorphe approprie´e lorsque x franchit le mur [50, Proposition 3.7]. 
Remarque (signes en dimension n ≥ 4). — La de´finition des signes de Welschinger
en dimension n ≥ 4 suit les meˆmes e´tapes qu’en dimension trois : (i) on impose des
conditions topologiques sur RX qui garantissent l’existence d’une structure Pin±n ou
Spinn sur un certain fibre´ de´fini a` partir de TRX et contenant ce dernier comme sous-
fibre´ ; (ii) on choisit une telle structure p et on de´finit un signe pour les ope´rateurs de
Cauchy-Riemann re´els sur Nu tels que Dz est inversible ; (iii) on en de´duit un signe pour
les ope´rateurs de Cauchy-Riemann re´els ge´ne´ralise´s sur Nu tels que Dz soit inversible ;
(iv) e´tant donne´e C ∈ Rd(x, J), on de´finit le signe εp(C) = εp(Du). A` la diffe´rence
du cas n = 3, le nombre χd,pr (x, J) n’est plus invariant lors de la traverse´e de certains
murs de courbes re´ductibles. C’est une question ouverte importante que de comprendre
quelle est la bonne de´finition d’un invariant de Welschinger en dimension n ≥ 4. En
particulier, il me semble important de donner une de´finition purement analytique des
signes de Welschinger pour n = 3.
1036–15
Remarque (signes en dimension 2). — Les signes de Welschinger en dimension n = 2
peuvent eˆtre reformule´s dans le langage de cette section. Supposons pour simplifier que
RX est orientable et soit ß une structure Spin2 sur TRX. Fixons une orientation sur
RX. E´tant donne´e C ∈ Rd(x, J), les trois informations suivantes sont e´quivalentes :
– la parite´ de la masse de C ;
– la parite´ du nombre de nœuds re´els non-solitaires de C ;
– la parite´ du nombre de tours effectue´s par le lacet oriente´ RC, mesure´e par la
structure ß selon la recette suivante : soit τ le champ tangent oriente´ le long de
RC et v un champ le long de RC tel que (τ, v) soit une base positivement oriente´e
de TRX en chaque point de RC. On dit que RC effectue un nombre pair, resp.
impair de tours par rapport a` ß si le lacet (τ, v) a` valeurs dans le fibre´ des repe`res
de TRX se rele`ve au fibre´ ß, resp. ne se rele`ve pas.
3. OPTIMALITE´, CONGRUENCES
Dans cette section nous abordons deux questions essentielles lie´es aux invariants χdr
du §2 en dimension quatre. La premie`re question est celle de l’optimalite´ des bornes
infe´rieures fournies par |χdr |, cf. Corollaire 1.2.
Existe-t-il des structures presque complexes re´elles ge´ne´riques telles que
|χdr | = Rd(x, J) ?
Cela revient a` demander s’il existe des structures presque complexes re´elles ge´ne´riques
pour lesquelles les e´le´ments de Rd(x, J) sont compte´s avec le meˆme signe. Un exemple
de telle situation, qui apparaˆıtra plus bas, est celui ou` tous les e´le´ments de Rd(x, J)
ont un lieu re´el plonge´. Les e´ventuels nœuds re´els d’une courbe C sont alors solitaires
et leur nombre, e´gal a` la masse m(C), est de meˆme parite´ que le nombre total δ(C) de
points doubles de C, encore appele´ le genre lisse de C. La courbe C e´tant immerge´e, on
a δ(C) = 1
2
(d2− c1(X)d+ 2) par la formule d’adjonction. Tous les e´le´ments de Rd(x, J)
sont donc compte´s dans cette situation avec le meˆme signe ε = (−1) 12 (d2−c1(X)d+2).
La deuxie`me question est celle des congruences :
Peut-on identifier dans certaines situations des (grands) diviseurs de χdr ?
Une re´ponse affirmative a des conse´quences imme´diates sur la borne infe´rieure |χdr | : si
χdr n’est pas nul et est divisible par un entier m ≥ 2, alors Rd(x, J) ≥ m pour tous x et J .
Mais l’enjeu ne s’arreˆte pas la` : les proble`mes de congruence touchent historiquement au
cœur de la ge´ome´trie alge´brique re´elle et sont la manifestation de phe´nome`nes profonds.
A` titre d’exemple, e´voquons la congruence de Gudkov-Arnol’d-Rokhlin qui a marque´
l’irruption des me´thodes de topologie des varie´te´s de dimension quatre en ge´ome´trie
alge´brique re´elle dans les anne´es 1970 [8, §1] : soit C une courbe plane re´elle maximale
de degre´ 2k, i.e. ayant un nombre maximal de composantes connexes (ovales). Soit
p, resp. n, le nombre d’ovales contenus a` l’inte´rieur d’un nombre pair, resp. impair
d’autres ovales. Alors p− n ≡ k2 (mod 8).
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Les re´sultats de Welschinger que nous pre´sentons dans cette section marquent l’ir-
ruption des me´thodes de la the´orie symplectique des champs en ge´ome´trie alge´brique
re´elle.
3.1. E´nonce´s
The´ore`me 3.1. — (optimalite´ [55, The´ore`me 1.1]) Supposons que RX contient une
sphe`re ou un plan projectif re´el L, et dans ce deuxie`me cas supposons que (X,ω, cX) est
symplectomorphe au plan projectif complexe e´clate´ en six points complexes conjugue´s au
maximum. Soit 0 ≤ r ≤ 1. Il existe des structures presque complexes re´gulie`res telles
que |χdr(L)| = Rd(x, J).
Remarque (signe). — Nous allons exhiber dans la preuve des J re´guliers tels que les
e´le´ments de Rd(x, J) ont tous un lieu re´el plonge´. En vue de la discussion pre´ce´dente
le signe de χdr sera alors de´termine´ par l’ine´galite´ (−1)
1
2
(d2−c1(X)d+2)χdr ≥ 0.
Remarque (maximalite´). — En e´crivant kd = c1(X)d − 1 = r + 2rX , la condition
0 ≤ r ≤ 1 peut eˆtre formule´e de fac¸on e´quivalente comme une condition de maximalite´
pour le nombre rX de paires de points complexes conjugue´s dans x. Il est utile de
comparer cette situation a` celle oppose´e, ou` r = c1(X)d − 1 est maximal, qui est le
cadre des re´sultats de Itenberg, Kharlamov et Shustin mentionne´s dans la section §4.
Corollaire 3.2. — ([55, Corollaire 1.3]) Soit X le plan projectif complexe ou la qua-
drique ellipso¨ıde de dimension deux, et choisissons 0 ≤ r ≤ 1. On a l’e´galite´ |χdr | =
Rd(x, J) pour la structure complexe standard lorsque les points complexes conjugue´s
sont choisis tre`s proches d’une conique imaginaire pure dans le premier cas et d’une
section hyperplane re´elle disjointe de L dans le second.
Remarque. — Nous renvoyons au papier [55, §1] pour deux autres re´sultats d’optimalite´ :
en dimension quatre, lorsque r = 1 et le lieu re´el contient un tore, et en dimension six
pour certaines varie´te´s convexes dont le lieu re´el contient une sphe`re.
The´ore`me 3.3. — (congruence [55, The´ore`me 2.1]) Supposons que RX contient une
sphe`re ou un plan projectif re´el L, et dans ce deuxie`me cas supposons que (X,ω, cX) est
symplectomorphe au plan projectif complexe e´clate´ en six points complexes conjugue´s
au maximum. Si L = S2 et 2r+ 1 < kd, la puissance 2
1
2
(kd−2r−1) = 2
1
2
(c1(X)d−2r−2) divise
χdr(L). Si L = RP 2 et r + 1 < rX , la puissance 2rX−r−1 divise χdr(L).
Remarque. — Nous renvoyons le lecteur a` [55, §2] pour des variantes raffinne´es de
ce the´ore`me, ainsi que pour un autre re´sultat de congruence concernant la quadrique
ellipso¨ıde de dimension trois.
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3.2. The´orie symplectique des champs
L’ingre´dient conceptuel nouveau qui intervient dans les preuves des the´ore`mes 3.1
et 3.3 est la the´orie symplectique des champs invente´e par Eliashberg, Givental et Ho-
fer [9]. L’outil-cle´ de celle-ci est le the´ore`me de compacite´ [4]. Soit uν une suite de
courbes Jν-holomorphes a` valeurs dans X, avec Jν ∈ Jω. Le the´ore`me de compacite´ de
Gromov [16, 37] de´crit les de´ge´ne´rescences possibles dans la suite uν lorsque Jν tend
vers une limite J∞ ∈ Jω avec ν → ∞. Le the´ore`me de compacite´ en the´orie symplec-
tique des champs de´crit les de´ge´ne´rescences possibles dans la suite uν lorsque la suite
Jν acquiert une singularite´ d’un type tre`s particulier lorsque ν →∞, singularite´ qui est
concentre´e le long d’une hypersurface de type contact Σ2n−1 ⊂ X2n. Cette condition
signifie que ω admet au voisinage de Σ une primitive λ telle que α = λ|Σ est une forme
de contact, i.e. α ∧ dαn−1 6= 0. En pre´sence d’une structure re´elle, on demande que Σ
soit cX-invariante et c
∗
Xα = −α. Un deuxie`me outil-cle´ de la the´orie symplectique des
champs est le the´ore`me de recollement [9, 20, 3, 21]. Sous des hypothe`ses de transversa-
lite´ approprie´es celui-ci assure que toute configuration de courbes holomorphes qui est
une limite possible est aussi une limite ve´ritable.
Nous expliquons dans cette section les phe´nome`nes qui se rattachent a` la the´orie
symplectique des champs dans notre contexte, a` savoir celui d’une paire (X,L) avec L
une composante connexe de RX. Rappelons qu’un voisinage de L dans (X,ω, cX) est
isomorphe a` un voisinage de la section nulle dans (T ∗L, dp ∧ dq, cL). Choisissons une
me´trique riemannienne sur L telle que DT ∗L = {(p,q) : |p| ≤ 1} soit contenu dans
ce voisinage et posons Σ = ST ∗L = {(p,q) : |p| = 1}. La restriction α = pdq|Σ est
une forme de contact dont le champ de Reeb, de´fini par dα(R, ·) = 0 et α(R) = 1, est
le ge´ne´rateur du flot (co)ge´ode´sique sur ST ∗L. Le dual de pdq par rapport a` dp ∧ dq
est le champ de Liouville ∂/∂p et son flot φt ve´rifie φ
∗
tpdq = e
tpdq. On obtient un
symplectomorphisme (x, t) 7→ φt(x) entre un cylindre ([−ε, ε] × Σ, d(etα)), ε > 0 et
un voisinage de Σ. Nous pouvons maintenant pre´ciser les structures presque complexes
singulie`res le long de Σ qui sont admises par la the´orie symplectique des champs.
De´finition 3.4. — [56, §2.1] Soit J une structure presque complexe (re´elle) de´finie
dans X \ Σ et compatible avec ω. On dit que J est Σ-singulie`re si
i. J pre´serve la distribution de contact ξ = kerα pour chaque {t}×Σ, t ∈ [−ε, ε]\{0}
et sa restriction a` ξ ne de´pend pas de t ∈ [−ε, ε] \ {0} ;
ii. J ve´rifie J( ∂
∂t
) = β′(t)R le long de {t} × Σ, avec β′ : [−ε, ε] \ {0} → R∗+ une
fonction paire d’inte´grale infinie.
De´finition 3.5. — [56, §2.1] Soit J une structure presque complexe (re´elle) de´finie
dans X et compatible avec ω. On dit que J a un cou cylindrique sur Σ si
i. J pre´serve la distribution de contact ξ = kerα pour chaque {t} ×Σ, t ∈ [−ε, ε] et
sa restriction a` ξ ne de´pend pas de t ∈ [−ε, ε] ;
ii. J ve´rifie J( ∂
∂t
) = β′(t)R le long de {t} × Σ, avec β′ : [−ε, ε] → R∗+ une fonction
paire.
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La valeur de l’inte´grale
∫ ε
−ε β
′(t)dt est appele´e longueur du cou cylindrique.
Remarque (structures presque complexes cylindriques). — Soit J ayant un cou cylin-
drique de longueur 2A sur Σ et notons β : [−ε, ε] → [−A,A] la primitive impaire
de β′. Le pousse´ en avant de J par le diffe´omorphisme [−ε, ε] × Σ → [−A,A] × Σ,
(t, x) 7→ (β(t), x) est une structure presque complexe J ′ qui laisse invariante la dis-
tribution de contact, qui est invariante par translation en la variable t et qui ve´rifie
J ′( ∂
∂t
) = R. Ceci est par de´finition une structure presque complexe “cylindrique” au
sens de la the´orie symplectique des champs [4, §2]. Lorsque la structure presque com-
plexe J est Σ-singulie`re, la varie´te´ X \Σ est une varie´te´ a` deux composantes int(DT ∗L),
resp. X \ DT ∗L, chacune ayant un bout cylindrique semi-infini qui peut eˆtre modele´
comme ci-dessus sur R+ × Σ, resp. R− × Σ. Les courbes J-holomorphes a` image dans
int(DT ∗L), resp. X \ DT ∗L seront identifie´es a` des courbes J ′-holomorphes a` image
dans T ∗L, respectivement X \ L.
On se donne de´sormais une suite Jν de structures presque complexes ayant des cous
cylindriques de longueur 2Aν → ∞ sur Σ, et on suppose que Jν converge – dans
le sens e´vident – vers une structure Σ-singulie`re J∞. Cette situation est appele´e de
fac¸on informelle e´tirement du cou. Nous allons de´crire maintenant les configurations de
courbes qui sont limites de suites uν ∈Mdk(X, Jν), d ∈ H2(X;Z), k = kd.
Notons (W+, J), resp. (W−, J) la varie´te´ T ∗L, resp. X \ L, munie de la restriction
de J ′∞. Etant donne´e une courbe J-holomorphe u : S˙ → W± de´finie sur une surface
e´pointe´e, il existe une notion d’e´nergie de Hofer ([17, §3.2], [4, §5.3]) dont la finitude
assure que u est une application propre qui, en chaque pointe essentielle, est asymptote
a` un cylindre Cylγ sur une orbite de Reeb pe´riodique γ, de la forme Cylγ(s, θ) =
(Ts + s0, γ(Tθ)) avec (s, θ) ∈ R± × R/2piZ [18, 3]. Soulignons au passage cette vertu
remarquable de l’e´nergie de Hofer qui est celle de relier la dynamique hamiltonienne a`
la ge´ome´trie des courbes holomorphes.
Dans le contexte qui nous inte´resse, le the´ore`me de compacite´ en the´orie symplectique
des champs prend la forme suivante.
The´ore`me 3.6. — [4, 3] Soit uν ∈ Mdk(X, Jν). Il existe une sous-suite, note´e uν, qui
converge au sens suivant vers une paire u± : S˙± → W± de courbes J-holomorphes
d’e´nergie de Hofer finie dont les pointes sont apparie´es et qui ont les meˆmes orbites
asymptotes aux pointes correspondantes : regardons S˙ = S˙− ∪ S˙+ comme une courbe
nodale en identifiant les pointes correspondantes de S˙±. Alors :
– il existe une suite d’applications φν : P1 → S˙ qui sont des diffe´omorphismes en
dehors d’une collection de cercles disjoints qui sont contracte´s sur les nœuds de S˙.
Ces cercles e´vitent les points marque´s sur P1 ;
– uν ◦ φ−1ν : S˙± → X converge uniforme´ment sur tout compact vers u± ;
– les pointes de u± sont “en phase” : pour chaque nœud p de S˙ conside´rons une suite
de segments γν :]− ε, ε[→ P1 qui intersectent φ−1ν (p) transversalement en s = 0 et
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tels que φν ◦ γν = γ. Alors lims→0+ piΣu+(γ(s)) = lims→0− piΣu−(γ(s)), ou` piΣu± est
la composante de u± sur Σ dans la carte R± × Σ.
Remarque (courbes a` deux e´tages). — On appellera courbe a` deux e´tages (dans T ∗L et
X \L) un couple (u+, u−) comme ci-dessus. Le the´ore`me de compacite´ pre´dit l’existence
d’e´tages interme´diaires qui sont des courbes holomorphes a` valeurs dans la symplectisa-
tion (R×Σ, d(etα), J ′). Dans notre situation les courbes uν sont rigides et de tels e´tages
interme´diaires n’apparaissent pas. Le the´ore`me de compacite´ pre´dit aussi des courbes
u− qui peuvent eˆtre re´ductibles, constitue´es d’une composante principale e´pointe´e a`
laquelle sont rattache´es des sphe`res holomorphes. Ces courbes vivent en codimension
≥ 2 dans l’espace de modules, de sorte qu’elles n’apparaissent pas dans notre situation.
Chaque composante de (u+, u−) est rigide, au sens ou` elle appartient a` un espace de
modules de courbes e´pointe´es soumises a` des conditions homologiques, asymptotiques
et d’incidence qui est de dimension 0. Chaque composante de (u+, u−) est par ailleurs
immerge´e. Le genre de S˙ e´tant nul, deux composantes distinctes de (u+, u−) ont au plus
une asymptote commune.
Remarque (courbes re´elles).— Lorsque les structures presque complexes et les courbes
holomorphes uν sont re´elles, la courbe limite (u
+, u−) l’est aussi. La structure re´elle sur
T ∗L, resp. X \ L est donne´e par cL, resp. la restriction de cX . Puisque le lieu re´el de
P1 est connexe et disconnecte P1, la courbe (u+, u−) a exactement une composante qui
est cL-invariante, alors que toutes les autres composantes viennent en paires qui sont
conjugue´es par cL ou cX .
On suppose maintenant L = Sn, resp. L = RP n, et on la munit d’une me´trique
riemannienne a` courbure constante e´gale a` 1. Les orbites de Reeb ferme´es sur Σ = ST ∗L,
conside´re´es modulo parame´trisation, sont groupe´es en familles non-de´ge´ne´re´es au sens
de Morse-Bott, de dimension e´gale a` 2(n − 1). Les pe´riodes des orbites sont e´gales a`
2kpi, k ∈ N∗, resp. kpi, k ∈ N∗. L’entier k est la multiplicite´ de l’orbite.
Fixons p > 2. Soit S˙± une surface e´pointe´e de genre 0 et {F1, . . . , Fv} une collection de
familles d’orbites de Reeb pe´riodiques, indexe´e par les v pointes de S˙±. Pour simplifier
les notations, on suppose dans ce paragraphe que S˙± est connexe. Fixons δ > 0 et
conside´rons la varie´te´ de Banach B des applications u± : S˙± → W± qui sont de classe
W 1,ploc et telles qu’au voisinage de chaque pointe vi on ait u
±−Cylγi ∈ W 1,p(eδ|s|/pdsdθ),
avec γi ∈ Fi, (s, θ) ∈ R± × R/2piZ et Cylγi(s, θ) = (Ts + s0, γi(Tθ)) le cylindre trivial
au-dessus de γi. On dit encore que u
± est de classe W 1,p,δ. Soit E → B le fibre´ de
Banach de fibre Eu = Lp,δ(Λ0,1S˙±, (u±)∗TW±). De manie`re analogue au §2.2, les courbes
holomorphes u± : S˙± → W± qui sont asymptotes aux pointes vi a` des orbites ferme´es
appartenant aux Fi sont les ze´ros de la section ∂¯J : B → E pour δ > 0 assez petit.
Le fait d’utiliser des espaces de Sobolev a` poids exponentiels est ne´cessaire pour que
l’ope´rateur line´arise´ soit de Fredhlom, en raison de la pre´sence de de´ge´ne´rescences le
long des espaces tangents aux Fi, le long du champ de Reeb, et le long de la coordonne´e
verticale ∂/∂t dans la symplectisation R± × Σ. En line´arisant le proble`me on obtient
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un ope´rateur de Cauchy-Riemann ge´ne´ralise´
Du± : V ×W 1,p,δ((u±)∗TW±)→ Lp,δ(Λ0,1S˙±, (u±)∗TW±),
ou` V est un espace de dimension N =
∑v
i=1(dim Fi + 2) engendre´ par des sections
supporte´es le long de directions de de´ge´ne´rescence inde´pendantes pour chaque pointe.
Soit χ = 2 − v la caracte´ristique d’Euler de S˙±. L’ope´rateur Du± est de Fredholm et
son indice est donne´ par [3, §5]
indDu± = nχ+ µ
tot +
N
2
= 2n+ µtot.
La deuxie`me e´galite´ de´coule de ce que dim Fi = 2(n−1), de sorte que N = 2nv. Ici µtot
de´signe l’indice de Maslov total de u±, qui est le double de l’obstruction a` e´tendre a`
S˙± la trivialisation de (u±)∗TW± donne´e par le flot de Reeb line´arise´ au voisinage des
pointes. Lorsque la transversalite´ est re´alise´e (par exemple lorsque u± sont des courbes
simples), la dimension de l’espace de modules de courbes Mu± dans lequel vit u± est
dim Mu± = indDu± − 6 + 2v.
Proposition 3.7. — [55, Proposition 1.13], [45, The´ore`me 3.1] Soit L = Sn ou RP n.
Soit u+ : S˙+ → W+ = T ∗L une courbe d’e´nergie de Hofer finie et genre 0. Soit k la
multiplicite´ totale de ses orbites de Reeb asymptotes. L’indice de Maslov µtot de u+ est
2k(n− 1) lorsque L = Sn, respectivement k(n− 1) lorsque L = RP n.
Cet e´nonce´ doit eˆtre lu comme affirmant l’e´galite´ entre l’indice de Maslov total µtot
et l’indice de Morse total de la collection des ge´ode´siques ferme´es qui correspondent
aux orbites de Reeb asymptotes.
3.3. De´monstrations
Welschinger [55, §1.1.2] encode le quotient par Z/2Z d’une courbe re´elle a` deux e´tages
u = (u+, u−) par un arbre enracine´ dont les areˆtes sont de´core´es d’entiers positifs.
La racine s0 repre´sente le quotient de l’unique composante cL-invariante, qui est un
disque e´pointe´ a` bord sur L. Les autres sommets repre´sentent le quotient d’une paire
de composantes complexes conjugue´es. Chaque areˆte adjacente a` un sommet repre´sente
une paire d’asymptotes conjugue´es de la (paire de) composante(s) correspondante(s)
et l’entier positif qu’elle porte est la multiplicite´ de ces orbites asymptotes. De cette
manie`re, les composantes a` valeurs dans T ∗L, resp. X \ L sont repre´sente´es par des
sommets a` distance paire, resp. impaire de s0.
racine
3
2
1 1
Figure 3. Un exemple de courbe limite a` 9 composantes.
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Les courbes limite u± sont immerge´es. Welschinger utilise l’indice de Maslov µ, de´fini
comme e´tant le double de l’obstruction a` e´tendre a` S˙± la trivialisation du fibre´ normal
Nu± donne´e par le flot de Reeb line´arise´ au voisinage des pointes. En notant χ = 2− v
la caracte´ristique d’Euler d’une composante de S˙± on obtient µtot = µ+2χ = µ+4−2v
et dimMu± = 2n+ µ− 2. Lorsque dim X = 4 on a en particulier dim Mu± = µ+ 2.
Cette dernie`re formule de dimension est valable aussi lorsque l’on travaille avec des
courbes re´elles, sauf pour la courbe correspondant au sommet s0 de l’arbre, pour laquelle
on a dimMs0 = 12(µ+ 2) = 12µ+ 1 puisqu’elle est cL-invariante.
De´monstration du the´ore`me 3.1. Nous pre´sentons la preuve dans le cas L = S2, le cas
L = RP 2 e´tant analogue. Remarquons que l’orientabilite´ de L implique l’imparite´ de
r : soit C un surface re´elle orientable immerge´e qui repre´sente d telle que RC ⊂ RL.
Alors r impair e´quivaut a` c1(X)d pair, ou encore a` ce que le fibre´ normal de C soit de
degre´ pair, ce qui de´coule de l’orientabilite´ du fibre´ normal a` RC dans RL.
On munit L d’une me´trique a` courbure constante et on e´tire le cou de la structure
presque complexe au voisinage de Σ = ST ∗L. L’ide´e est de montrer que la courbe limite
a un lieu re´el plonge´. Ceci entraˆıne que, pour ν assez grand, les lieux re´els de uν sont
plonge´s aussi, ce qui permet de conclure par l’argument pre´sente´ en de´but de section.
On note A l’arbre qui encode la courbe limite et S1, resp. S2 l’ensemble des sommets
a` distance impaire, resp. paire de s0. Pour chaque sommet s on note vs sa valence et
ks la somme des multiplicite´s des areˆtes adjacentes. On note µs, resp. µ
tot
s les indices
de Maslov de la courbe Cs associe´e a` un sommet s et χs sa caracte´ristique d’Euler. On
a en particulier χs = 2 − vs pour s 6= s0 et χs = 1 − vs pour s = s0. Soit v le nombre
total d’areˆtes et k leur multiplicite´ totale.
Pour les courbes de l’e´tage T ∗L on a µs = µtots −2χs. Par la Proposition 3.7 on obtient∑
s∈S2
µs = 2k + 2v − 4#S2 + 2.
Regardons maintenant les courbes de l’e´tage X \ L et supposons pour commencer
qu’elles sont simples. La ge´ne´ricite´ de la structure presque complexe impose que tous
les espaces de modules concerne´s sont de dimension positive, c’est-a`-dire µs + 2 ≥ 0,
respectivement µs + 2 ≥ 2fs si Cs contient fs points de notre collection. On obtient la
minoration ∑
s∈S1
µs ≥ −2#S1 + 2rX .
Puisque A est un arbre on a v = #S1 + #S2 − 1, de sorte que l’indice de Maslov
µ =
∑
s µs satisfait
µ ≥ 2k − 2#S2 + 2rX ≥ 2rX .
Par ailleurs µ est majore´ par c1(X)d−2, le degre´ du fibre´ normal d’une courbe rationnelle
immerge´e homologue a` d. Puisque r = 1 on a c1(X)d− 2 = 2rX et toutes les ine´galite´s
pre´ce´dentes doivent eˆtre des e´galite´s. En particulier k = #S2 , toutes les orbites de Reeb
qui interviennent sont simples et tous les sommets de S2 sont des feuilles, y compris
s0. La courbe re´elle code´e par s0 est donc un cylindre re´el ayant comme asymptotes
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deux orbites de Reeb simples (conjugue´es). Welschinger de´montre par un raisonnement
similaire a` celui qui prouve la formule d’adjonction qu’un tel cylindre est ne´cessairement
plonge´ [55, Lemme 1.14], ce qui est la conclusion de´sire´e.
Le cas ou` les courbes Cs sont multiplement reveˆtues est traite´ en utilisant les faits
suivants : (i) une courbe d’e´nergie de Hofer finie factorise toujours a` travers une courbe
simple [19, Appendice] ; (ii) l’indice de Maslov µ` d’un reveˆtement de degre´ ` d’une
courbe simple d’indice µ vaut µ` = `µ + 2ρ, ou` ρ est l’indice de ramification. Il en
de´coule que µ` peut eˆtre plus petit que µ uniquement lorsque µ est ne´gatif, donc e´gal
a` −2. Cela ne concerne en particulier pas les courbes de l’e´tage X \ L soumises a`
des conditions d’incidence, note´es Cs1 , . . . , Csj , qui ve´rifient par conse´quent
∑j
i=1 µsi ≥
−2j + 2rX . Nous allons montrer la minoration
∑
s/∈{s1,...,sj} µs ≥ 2j, ce qui permettra
alors de conclure comme pre´ce´demment.
Nous allons estimer la contribution a` l’indice de Maslov total pour chaque composante
connexe de A \ {s1, . . . , sj}. Soit A′ une telle composante connexe et notons S ′1, resp.
S ′2 l’ensemble de ses sommets qui, dans A, sont a` distance impaire, resp. paire de s0.
On note v′, resp. k′ la valence totale, resp. la multiplicite´ totale dans A des sommets
de A′. Comme pre´ce´demment on obtient∑
s∈S′2
µs = 2k
′ + 2v′ − 4#S ′2 + 2δ,
ou` δ vaut 1 si A′ contient s0 et 0 sinon. Pour estimer
∑
s∈S′1 µs nous introduisons les
notations suivantes concernant un sommet s ∈ S ′1 : on suppose que Cs est un reveˆtement
de degre´ `s d’une courbe simple Cs, avec indice de ramification ρs, on note vs, vs leurs
nombres respectifs de pointes et χs = 2− vs, χs = 2− vs leurs caracte´ristiques d’Euler.
La formule de Riemann-Hurwitz assure l’e´galite´ `sχs = χs + ρs. Soit ks la multiplicite´
totale des areˆtes adjacentes a` s. On obtient∑
s∈S′1
µs =
∑
s∈S′1
(`sµs + 2ρs)
≥ −2
∑
s∈S′1
`s + 2
∑
s∈S′1
(`sχs − χs)
= 2
∑
s∈S′1
(`s − `svs + vs)− 4#S ′1
≥ 2
∑
s∈S′1
(`s − ks + vs)− 4#S ′1.
Soient v′int le nombre total d’areˆtes de A
′ et k′int leur multiplicite´ totale. Puisqu’il n’y a
pas d’areˆte qui relie l’un des sommets s1, . . . , sj a` un sommet dans S
′
1, on obtient que∑
s∈S′1 vs = v
′
int et
∑
s∈S′1 ks = k
′
int. Par ailleurs v
′
int = #S
′
1 + #S
′
2 − 1 et l’on obtient∑
s∈S′1∪S′2
µs ≥ 2(k′ − k′int) + 2(v′ − v′int) + 2
∑
s∈S′1
`s − 4 + 2δ.
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Dans le membre de droite k′ − k′int ≥ 1, v′ − v′int ≥ 1 et `s ≥ 1. Chacun des sommets
s1, . . . , sj e´tant relie´ a` au moins une composante A
′ comme ci-dessus, pour laquelle il
contribue de 1 dans k′ − k′int et dans v′ − v′int, on obtient en sommant sur toutes les
composantes A′ de A \ {s1, . . . , sj} la minoration de´sire´e∑
s/∈{s1,...,sj}
µs ≥ 2j.

Remarque. — Il s’ensuit de la de´monstration que l’e´nonce´ du The´ore`me 3.1 peut eˆtre
pre´cise´ : les bornes infe´rieures sont atteintes pour toute structure presque complexe
ge´ne´rique ayant un cou suffisamment long au voisinage de L.
De´monstration du Corollaire 3.2. — Le plan projectif et la quadrique sont des surfaces
convexes, de sorte que la structure complexe standard est ge´ne´rique. Dans les deux
cas, la structure standard a un cou de longueur infinie au voisinage de L : il s’agit du
comple´mentaire de la conique imaginaire pure, respectivement du comple´mentaire de
la section hyperplane. On conclut par la remarque pre´ce´dente. 
Esquisse de la de´monstration du The´ore`me 3.3. — Il s’agit de de´crire avec plus de
de´tail les arbres qui sont susceptibles d’encoder une courbe a` deux e´tages qui est limite
d’une suite uν ∈ Mdk(X, Jν), ν → ∞ apre`s e´tirement du cou. Toutes les composantes
de la courbe limite sont rigidifie´es par leurs conditions d’incidence et leurs conditions
asymptotiques. Dans le cas L = S2, Welschinger montre en utilisant des estime´es sur
l’indice de Maslov semblables a` celles de la preuve du the´ore`me 3.1 que toutes les
composantes de l’e´tage X \ L sont connecte´es a` la racine Cs0 , et qu’il y a au moins
1
2
(kd − 2r − 1) paires complexes conjugue´es de telles composantes. Chaque paire est
rigidifie´e en prescrivant une paire d’orbites asymptotes communes avec Cs0 . Puisqu’il y a
deux manie`res d’apparier deux paires d’orbites et donc de recoller une telle composante
de l’e´tage X \ L a` Cs0 , il en re´sulte que la puissance 2
1
2
(kd−2r−1) divise χdr . Lorsque
L = RP 2 le raisonnement est un peu plus de´licat parce-que les composantes de l’e´tage
X \ L ne sont pas ne´cessairement connecte´es a` la racine Cs0 .
3.4. Ouverture : invariants relatifs
Revenons a` la courbe a` deux e´tages obtenue apre`s e´tirement du cou au voisinage de
la lagrangienne L, code´e par un arbre enracine´ A. Nous pouvons re´sumer la de´marche
suivie jusqu’ici de la manie`re suivante :
1. une description grossie`re de l’arbre A, n’utilisant essentiellement que la structure a`
deux e´tages de la courbe et des estime´es sur l’indice de Maslov, a permis d’obtenir
le the´ore`me d’optimalite´ 3.1 ;
2. une description plus fine de l’arbre A, avec des informations sur la distance des
composantes de l’e´tage X \ L par rapport a` la racine s0, permet d’obtenir le
the´ore`me de congruence 3.3 ;
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3. une description exhaustive du type combinatoire de A permet d’exprimer χdr
comme un produit de convolution d’invariants de´finis dans T ∗L et d’invariants
de´finis dans X \ L. La convolution est entendue ici comme une somme discre`te
sur tous les types combinatoires possibles de courbes a` deux e´tages. Avec une
notation vague on peut e´crire
χdr = χT ∗L ∗ χX\L.
Ceci est le reflet alge´brique du “cassage” de la varie´te´ X en deux morceaux T ∗L
et X \ L par e´tirement du cou.
Welschinger a rendu rigoureux ce dernier point dans [55, The´ore`mes 3.10 et 3.16]
lorsque X est le plan projectif, respectivement la quadrique ellipso¨ıde de dimension 2.
i. Le cas X = P2. On travaille avec la structure complexe standard, auquel cas
T ∗RP 2 devient biholomorphe a` P2 \ Q, ou` Q est la conique imaginaire pure, et
P2 \ RP 2 devient biholomorphe a` l’espace total du fibre´ holomorphe de degre´
quatre sur Q. Les courbes situe´es dans l’e´tage T ∗L, soumises a` des conditions
d’incidence totalement re´elles et a` des conditions asymptotiques, peuvent eˆtre
interpre´te´es comme des invariants relatifs au diviseur re´el Q, la multiplicite´ d’une
orbite asymptote encodant l’ordre de tangence a` Q. Ce type d’invariant a e´te´
de´fini par Welschinger dans [54]. Le comptage des courbes situe´es dans l’e´tage
X \L, ayant des conditions d’incidence complexes conjugue´es, peut eˆtre interpre´te´
comme un invariant de Gromov-Witten relatif dans la surface rationnelle re´elle
regle´e de degre´ quatre, ayant des conditions de tangence prescrites avec la section
exceptionnelle.
ii. Le cas X = P1 × P1, la quadrique ellipso¨ıde de dimension deux. On a RX =
S2. On travaille avec la structure complexe standard, auquel cas T ∗S2 devient
biholomorphe a` (P1×P1)\Q, ou` Q est une section hyperplane re´elle de X disjointe
de RX = S2, et (P1 × P1) \ S2 devient biholomorphe a` l’espace total du fibre´
holomorphe de degre´ deux sur Q. Les courbes situe´es dans l’e´tage T ∗L, soumises
a` des conditions d’incidence totalement re´elles et a` des conditions asymptotiques,
peuvent eˆtre interpre´te´es comme des invariants relatifs au diviseur re´el Q [54], la
multiplicite´ d’une orbite asymptote encodant l’ordre de tangence a` Q. Le comptage
des courbes situe´es dans l’e´tage X \L, ayant des conditions d’incidence complexes
conjugue´es, peut eˆtre interpre´te´ comme un invariant de Gromov-Witten relatif
dans la surface rationnelle re´elle regle´e de degre´ deux, ayant des conditions de
tangence prescrites avec la section exceptionnelle.
En vue de la discussion pre´ce´dente, lorsque X = P2 ou X = P1 × P1 l’e´quation de
convolution ci-dessus prend la forme
χdr = χ
rel
T ∗L ∗GW relX\L
et exprime χdr comme un produit de convolution entre un invariant de Welschinger
relatif et un invariant de Gromov-Witten relatif dans une compactification approprie´e
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de X\L. A` nouveau, la convolution est entendue comme une somme discre`te sur tous les
types combinatoires possibles de courbes a` deux e´tages. La formule est de meˆme nature
que la formule de Ionel et Parker exprimant les invariants de Gromov-Witten d’une
somme connexe symplectique le long d’un diviseur comme un produit de convolution
d’invariants de Gromov-Witten relatifs au diviseur [22].
Remarque (autres invariants relatifs).— Welschinger de´finit dans [52] des invariants
relatifs re´els de varie´te´s de dimension quatre en imposant des conditions de tangence
au lieu re´el de diviseurs particuliers. Ceci lui a permis en particulier de montrer que
le nombre de coniques re´elles tangentes a` cinq coniques re´elles ge´ne´riques de P2 est
toujours minore´ par 32. De Joncquie`res avait e´tabli en 1859 que le nombre de coniques
complexes vaut 3264, alors que Ronga, Tognoli et Vust avaient montre´ en 1997 qu’il
existe des configurations re´elles pour lesquelles toutes les solutions sont re´elles [39].
4. AUTRES DE´VELOPPEMENTS
4.1. Syme´trie miroir
Solomon [43, The´ore`me 1.3] a de´fini en dimensions 2 et 3, et sous l’hypothe`se que RX
est orientable dans ce deuxie`me cas, des invariants e´nume´ratifs re´els qui ge´ne´ralisent
les invariants de Welschinger. Les invariants de Solomon comptent des courbes J-
holomorphes soumises a` des conditions d’incidence ponctuelles, en genre arbitraire et
ayant un nombre arbitraire de composantes de bord, contraintes a` avoir une image
dans RX. Dans l’approche de Solomon la structure conforme a` la source est fixe´e. La
me´thode de construction de ces invariants est proche de celle des invariants de Gromov-
Witten et fournit en particulier une interpre´tation des invariants de Welschinger χd,pr (L)
en termes d’inte´grales de formes diffe´rentielles sur un espace de modules de disques J-
holomorphes avec condition au bord lagrangienne [43, The´ore`me 1.8]. Cet espace de
modules de disques est un reveˆtement double de l’espace de modules de courbes ration-
nelles re´elles.
Une interpre´tation des invariants de Welschinger dans le meˆme esprit a e´te´ donne´e
par Cho [7] sous l’hypothe`se que RX est orientable. Dans la meˆme direction, mention-
nons [12] et l’article de Fukaya [10], ainsi que l’ouvrage fondateur [11].
Tous ces travaux constituent autant d’approches au proble`me de de´finir des inva-
riant de Gromov-Witten “ouverts”, i.e. une the´orie d’intersection cohe´rente sur l’espace
de modules d’applications stables avec conditions au bord lagrangienne. Il semble que
les varie´te´s symplectiques re´elles fournissent un cadre approprie´ pour ce proble`me fon-
damental, la structure re´elle assurant des annulations miraculeuses pour des termes
de bord d’inte´grales de´finies sur l’espace de modules. L’un des proble`mes centraux du
domaine est de de´finir des invariants de Welschinger en dimension 2n ≥ 8.
Solomon a de´ja` expose´ des re´sultats concernant un analogue de l’e´quation WDVV [37,
§11.2] pour l’espace de modules de disques stables a` bord lagrangien (cf. [1]). Ceci
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sugge`re l’existence d’une version re´elle de la conjecture de syme´trie miroir [32]. Pand-
haripande, Solomon et Walcher [38] calculent des invariants e´nume´ratifs pour la quin-
tinque re´elle de P4 en utilisant des formes de´ja` de´montre´es de syme´trie miroir. (La
quintique sort du cadre des varie´te´s semi-positives que nous avons adopte´ ici.)
Remarque (Invariants de Gromov-Witten “ouverts” en dimension quatre).— Alors que
j’e´tais en train de mettre la dernie`re main a` cet article avant publication, Welschinger
vient de de´finir des invariants de Gromov-Witten ouverts e´nume´ratifs en dimension
quatre [58]. Il s’agit d’un comptage avec signe de disques a` bord sur une sous-varie´te´
lagrangienne orientable, sous la seule condition que le bord soit homologiquement trivial
et sans utiliser de structure re´elle. Ces nouveaux invariants ge´ne´ralisent ceux du §2.
4.2. Ge´ome´trie tropicale
La ge´ome´trie tropicale peut eˆtre de´crite comme e´tant la ge´ome´trie alge´brique sur le
semi-anneau tropical Rtrop = (R,max,+). Les ope´rations max et + peuvent eˆtre vues
comme la limite lorsque t → ∞ des ope´rations a⊕t b = logt(ta + tb) et a⊗t b = a + b,
induites sur R en demandant que logt : (R∗+,+, ·) → (R,⊕t,⊗t) soit un isomorphisme.
Cette de´formation de structure alge´brique est e´troitement lie´e a` la de´formation de struc-
ture complexe Jtv =
1
log(t)
iv, v ∈ TS1 sur C∗ = T ∗S1. Nous renvoyons aux excellents
textes [23, 27] pour les bases de la ge´ome´trie tropicale.
La de´formation de structure complexe pre´ce´dente a permis a` Mikhalkin de de´montrer
un the´ore`me de correspondance entre courbes alge´briques et courbes tropicales rigi-
difie´es par un nombre adapte´ de conditions d’incidence ponctuelles [35]. Cette approche
s’adapte au cadre re´el et permet de de´crire en termes combinatoires les invariants de
Welschinger en dimension 2 (voir aussi [42, 15], ainsi que [5] pour le cas de la dimension
3). Comme application, mentionnons l’e´quivalence logarithmique [24, 25] de l’invariant
de Welschinger χd3d−1 et de l’invariant de Gromov-Witten Nd dans le cas X = P2. Un
re´sultat similaire d’e´quivalence logarithmique est valable pour P3 : alors que χd2d est nul
si d est pair, χd2d est e´quivalent en e´chelle logarithmique a` Nd lorsque d est impair [5].
Soulignons le fait que ces re´sultats sont obtenus pour la valeur maximale admise de r.
Dans [1, 26] les auteurs de´montrent des formules re´cursives tropicales pour calculer les
invariants de Welschinger. Ces formules de type Caporaso-Harris [6, 14] font intervenir
des invariants tropicaux relatifs, auxquels on ne sait pas encore donner un sens en
termes de courbes J-holomorphes. Notons au passage le lien e´troit entre la preuve de
la formule de Caporaso-Harris [6] et la proce´dure d’e´tirement du cou de´crite au §3.2.
4.3. En guise de conclusion
Les re´sultats que nous avons pre´sente´s indiquent que les invariants de Welschinger
sont les bons analogues re´els des invariants de Gromov-Witten avec des conditions
d’incidence ponctuelles. A` la diffe´rence des invariants de Gromov-Witten, les invariants
de Welschinger n’ont pas encore engendre´ de the´orie syste´matique comparable a` celle
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de la cohomologie quantique ou encore a` la syme´trie miroir. Le travail de Welschinger
constitue l’un des de´clics essentiels de ces de´veloppements futurs.
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