Abstract-This paper presents and implements an iterative feedback design algorithm for stabilisation of discrete-time switched systems under arbitrary switching regimes. The algorithm seeks state feedback gains so that the closed-loop switching system admits a common quadratic Lyapunov function (CQLF) and hence is uniformly globally exponentially stable. Although the feedback design problem considered can be solved directly via linear matrix inequalities (LMIs), direct application of LMIs for feedback design does not provide information on closed-loop system structure. In contrast, the feedback matrices computed by the proposed algorithm assign closedloop structure approximating that required to satisfy Liealgebraic conditions that guarantee existence of a CQLF. The main contribution of the paper is to provide, for single-input systems, a numerical implementation of the algorithm based on iterative approximate common eigenvector assignment, and to establish cases where such algorithm is guaranteed to succeed. We include pseudocode and a few numerical examples to illustrate advantages and limitations of the proposed technique.
I. INTRODUCTION
We consider the discrete-time switching system (DTSS)
with x k ∈ R n , u k ∈ R m , defined by a switching function i(k) ∈ N := {1, 2, . . . , N}, for all k, and a set of controllable subsystem pairs {(A i , B i ) : i ∈ N}, where the input matrices B i , i ∈ N, have full column rank. We address feedback control design of the form
(which assumes that at every time instant k the "active" subsystem given by i(k) is known) so that the resulting closed-loop system It is well-known that ensuring that the closed-loop matrices A CL i are stable for each i ∈ N is necessary but not sufficient to ensure the stability of the DTSS (3)-(4) under arbitrary switching [6] . A necessary and sufficient condition for uniform exponential stability under arbitrary switching is the existence of a common Lyapunov function for each of the component subsystems in (3)-(4) [8] . Such Lyapunov functions, however, will in general have complex level sets, which makes their numerical search difficult [11] .
The search for common quadratic Lyapunov functions (CQLF), although restrictive, is appealing, since these functions are important in the stabilisation of linear time-invariant systems such as the component subsystems in (1) . The design of feedback matrices K i in (2) so that the DTSS (3)-(4) admits a CQLF may be posed as follows.
Problem 1 Given the matrices A i ∈ R n×n and B i ∈ R n×m for i ∈ N, find feedback matrices K i ∈ R m×n such that the DTSS closed-loop system (3)-(4) admits a CQLF.
Quadratic Lyapunov functions are amenable to efficient numerical computation using linear matrix inequalities (LMIs). For example, Problem 1 can be solved by finding X = X T > 0 and N i to satisfy the LMIs
where the required feedback matrices are given by K i = N i X −1 and the CQLF is V (x) = x T X −1 x (see for example [1] , [10] ). An advantage of this approach is that the feasibility of the LMIs (5) is necessary and sufficient for the DTSS considered to admit a CQLF. However, such a blind application of LMIs yields no information on the designed closed-loop system structure. The "transparency and interpretability that was a feature of classical techniques" is thus sacrificed, and "a pressing need remains for analytic tools to support the design of stable switched systems" [14] (see also [11] , [7] ).
As an alternative to LMI approaches, the authors in [14] propose a pole-placement technique for single-input singleoutput continuous-time switching systems. The approach in [14] seeks to guarantee closed-loop uniform global exponential stability under arbitrary switching by designing controllers that achieve a closed-loop common eigenvector structure. By constraining such eigenstructure and the class of controllers allowed, the approach in [14] simplifies the design process, providing analytically transparent solutions in a restricted but practically important class of systems.
In a similar vein, the present paper proposes an approach to solve Problem 1 by seeking a specific closed-loop structure. Our approach follows from the previous paper [3] , which introduced an iterative algorithm to seek feedback gains that make the set of closed-loop subsystems (3)-(4) satisfy Lie algebraic conditions that guarantee the existence of a CQLF [5] . While such Lie-algebraic conditions are restrictive, since they are not necessary for the existence of a CQLF, they offer a way to understand and exploit fundamental system structure in feedback design for DTSS.
The theoretical results in [3] brought forward the following important points: (i) if the proposed Lie-algebraic feedback design problem is feasible, its solution can be found in an iterative manner (similarly to the way solvability of Liealgebras can be checked for autonomous switched systems) by seeking feedback gains that assign a single common stable eigenvector at each iteration; and (ii) in seeking such common eigenvector, if at any iteration more than one vector can be assigned, it is irrelevant which one is chosen by the procedure. These points motivate the development of numerical implementations, which were not discussed in [3] .
The present paper deals with a numerical implementation of the iterative algorithm introduced in [3] . A question of interest in the proposed approach is the lack of robustness of the Lie-algebraic conditions that are sought to satisfy by feedback design. Indeed, it is well-known that these conditions are destroyed by arbitrarily small perturbations to the individual matrices [5, §2.2.4], and thus, there are a priori no guarantees that the algorithm introduced in [3] can find any solution at all in a (necessarily approximate) numerical implementation.
However, suppose that for a given set of systems to be stabilised there exists, in a neighbourhood of the original, a feasible (a priori unknown) set of systems for which the resulting closed-loop systems satisfy the Lie-algebraic conditions that guarantee the existence of a CQLF. Then, by continuity of such CQLF, and if the neighbourhood is sufficiently small, there will also exist a CQLF for the original set of systems, despite the fact that it may be impossible to make them satisfy the Lie-algebraic conditions.
The main contribution of the present paper is to, based on the above argument, derive and mathematically justify, for single-input systems, a specific numerical implementation of the design algorithm proposed in [3] that will succeed not only when the Lie-algebraic conditions are satisfied, but also when they are nearly satisfied. The proposed numerical implementation is based on the solution of an optimisation problem that seeks feedback matrices that will achieve closed-loop systems with an approximate common eigenvector. The existence of a CQLF for the corresponding closed-loop DTSS may be readily checked a posteriori with a set of informed LMIs. This step is necessary, since it is in general a priori unknown if the "exact" problem is feasible in some neighbourhood of the original system data. The algorithm has been implemented in MATLAB R , and numerical examples to illustrate its application and discuss its advantages and limitations are provided in Section IV.
In the rest of the paper, the proposed algorithm and its core, a procedure for approximate common eigenvector assignment, are first explained in Section II, followed in Section III by the main theoretical results, which justify the numerical implementation of the proposed algorithm for single-input systems. Section V summarises the paper contributions and gives some concluding remarks. The reader can find the main proofs (Theorems 2 and 3) in [4] .
Notation: The real and complex numbers are R and C, with j := √ −1. The conjugate transpose of a matrix M ∈ C n×m is denoted M * . The k-th column of M is denoted (M) :,k , and Im M is the set {x ∈ C n : x = My, y ∈ C m }. The Euclidean norm, or the corresponding induced matrix norm, is denoted · , and ρ(·) is spectral radius. The Euclidean distance between a vector v ∈ C n and a set V ⊂ C n is d(v, V ).
II. FEEDBACK CONTROL DESIGN
A sufficient condition for the closed-loop DTSS (3)- (4) to admit a CQLF is given by the following result, which is a minor modification of [13, Theorem 6 .18]. In matrix terms, the set {A CL i : i ∈ N} generates a solvable Lie algebra whenever there exists a nonsingular matrix T ∈ C n×n such that
Lemma 1 If ρ(A
have real entries, those of T may be complex [2] ).
A. The algorithm
It was established in [3] that given A i and B i , there exist feedback matrices K i that cause the Lie algebra generated by A CL i to be solvable if and only if such feedback matrices can be computed by an algorithm that performs iterative common eigenvector assignment by feedback. A matrix version of such algorithm is given as pseudocode in Algorithm 1 below.
At every iteration ( = 1, . . . , n), Algorithm 1 executes Procedure CEA [see (6) ]. This procedure attempts to find feedback matrices F i and a vector v 1 so that (A i +B i F i )v 1 = λ i v 1 and |λ i | < 1 for i ∈ N; namely, so that v 1 becomes a common eigenvector of a set of closed-loop matrices with corresponding stable eigenvalues. The parameters ε c and ε d given as arguments to Procedure CEA are required for numerical reasons, and will be explained in Section II-B.
If Algorithm 1 terminates successfully and at every iteration Procedure CEA is able to find a vector v 1 and feedback matrices F i such that (A i +B i F i )v 1 = λ i v 1 for i ∈ N, then the matrices A CL i given by (4), with K i computed by Algorithm 1, are such that U * A CL i U are upper triangular and λ i is the -th main-diagonal entry of U * A CL i U. Note that a slight modification of Algorithm 1 is required to ensure real matrices K i are computed. While such modification is not given here due to space limitations, the implemented computational version of the algorithm, employed in Section IV, does ensure such condition.
The main result in [3] established that a vector v 1 and feedback matrices F i such that
if < n then Construct unitary matrix with first column v 1 :
Assign
|λ i | < 1, for i ∈ N, will exist at every iteration of Algorithm 1 if and only if there exist K i such that A CL i as in (4) generate a solvable Lie algebra and satisfy ρ(A CL i ) < 1. Such result was of a theoretical nature, since it is difficult to determine numerically whether a vector is exactly an eigenvector or is close to being one [9] .
B. Approximate common eigenvector assignment
The common eigenvector assignment sought in (6) is the core of Algorithm 1. This section describes a numerical implementation of such common eigenvector assignment procedure, which is given as pseudocode in Procedure CEA. The core of Procedure CEA, in turn, is the optimisation in (13), as we will see after some preliminary definitions.
Note in Procedure CEA that n r represents the state dimension, which decreases by 1 at each iteration of Algorithm 1. When n r = 1, the common eigenvector assignment problem is trivially solved if, for i ∈ N, the (scalar) B i are nonzero, since in this case the (scalar) A ,CL i can be arbitrarily chosen. For the case n r > 1, Procedure CEA utilises the matrices
the sets
and the cost function ∈ Im B i . The result then follows directly from the fact that the columns of (9) form a basis, (10) and (12).
We are now ready to see in what sense the minimisation of J(v) is related to the assignment of a common eigenvector.
iii) There exists G i ∈ C m×n r such that
if and only if A
Proof: i) Straightforward from (22) and since J is well defined on S (ε c , ε d ).
ii) (⇒) J(v) = 0 implies that
for i ∈ N, where we have used (14), (15) and (22). In turn, (24) implies that
where we have used (17). From (25),
(⇐) Left-multiply (25) by (vv * − I) to obtain (24), which implies
Lemma 3 shows that the cost value J(v) = 0 for some v in S (ε c , ε d ) if and only if such v can be assigned by feedback as a common eigenvector with corresponding stable eigenvalues. Otherwise, J(v) > 0. Therefore, the search for a vector that minimises J(v) can be interpreted as the search for a vector that is closest to an assignable common eigenvector.
Remark 1 If S (ε c , ε d ) is an empty set, then no feasible vector exists for the optimisation performed by Procedure CEA. Therefore, no vector can be computed, and Procedure CEA and hence Algorithm 1 will terminate unsuccessfully. In the next section, we show that there exist ε c , ε d > 0 that ensure S (ε c , ε d ) is not empty in the cases of interest.
We next establish conditions under which the vector and feedback matrices computed by Procedure CEA cause Algorithm 1 to yield feedback matrices so that the closedloop DTSS admits a CQLF.
III. MAIN RESULTS
The results in this section justify the use of Algorithm 1 for feedback control design of single-input systems.
Recall that the constraint set S (ε c , ε d ) in the optimisation (13) Lemma 4 Let n r > 1, A i ∈ C n r ×n r , B i ∈ C n r ×1 , (A i , B i ) be controllable and suppose that v = 0 and F i satisfy
Proof: Suppose for a contradiction that v ∈ Im B k for some k ∈ N. Then v = B k u for some nonzero u ∈ C. We have (A k + B k F k )B k u = λ k B k u and hence B k and A k B k are linearly dependent, which prevents the pair (A k , B k ) from being controllable because n r > 1.
Lemma 4 establishes that, for a single-input DTSS with controllable subsystems, every vector that can be made a common eigenvector by feedback will not be contained in the image of any input matrix B i . Therefore, in this case such constraint on the optimisation problem is justified.
In the sequel, we will say that a set of matrix pairs is controllable if every matrix pair in the set is controllable. We also require the following definitions.
Definition 1 (CEAS)
A set of matrix pairs Z = {(A i ∈ C n r ×n r , B i ∈ C n r ×1 ) : i ∈ N} is said to be CEAS (Common Eigenvector Assignable with Stability) if there exist 0 = v ∈ C n r , λ i ∈ C with |λ i | < 1, and matrices F i ∈ C 1×n r , such that
If Z is CEAS, we say that v ∈ C n r and F i ∈ C 1×n r are compatible with Z whenever (26) holds for |λ i | < 1. The following theorem is a version of the main result in [3] for the specific case of single-input systems. Suppose thatẐ = {(Â i ,B i ) : i ∈ N} is CEAS. Whenever F i ,v 1 are compatible withẐ and a unitary matrix havinĝ v 1 as its first column is given:
Definition 2 (SLASF) A set of matrix pairs
will denote the matrices given by (7), (10), (11) and (12), respectively, when the hatted matrices are employed.
The main result of this section, Theorem 3 below, requires the following preliminary theorem. Due to space limitations, we refer the reader to [4] for the proofs of Theorems 2 and 3.
Theorem 2 LetẐ = {(Â i ,B i ) : i ∈ N} be CEAS and controllable, withÂ i ∈ C n r ×n r ,B i ∈ C n r ×1 , n r > 1. Then, there exist ε c , ε d > 0 such that each 0 < ε c < ε c and 0 < ε d < ε d ensure that for every ε > 0 there exists a corresponding δ > 0 so that for each A i , B i satisfying
there existv 1 ∈Ŝ (ε c /2, ε d /2) andF i compatible withẐ (v 1 ,F i may depend on the specific A i , B i ), and a unitary matrix (27) that cause
where v 1 and F i are the output of Procedure CEA for the specific A i , B i , ε c , and
where U +1 , A 
Theorem 2 i) establishes that if the matrices A i and B i
given as inputs to Procedure CEA are sufficiently close to someÂ i andB i that form a CEAS setẐ , then the vector v 1 and feedback matrices F i computed by Procedure CEA will be as close as desired to somev 1 andF i compatible withẐ . In general, whether the (given) matrices A i , B i are sufficiently close to someÂ i ,B i with the required property will not be known. However, the significance of this result lies precisely in that it establishes a type of continuity relation between the outputs of Procedure CEA and an "exact" result, even if the latter result is not known. Note that such continuity justifies the numerical implementation of the procedure, which will always yield an approximate result. In addition, Theorem 2 ii) shows that if, at step of Algorithm 1, the matrices A i and B i are sufficiently close to some "exact" ones, then the same will happen at step + 1.
) : i ∈ N} be SLASF and controllable. Then, there exist ε c , ε d > 0 such that each 0 < ε c < ε c and 0 < ε d < ε d ensure that i) For every ε > 0 there exists a corresponding δ > 0 so that for each A i , B i satisfying
there existK i compatible withẐ (K i may depend on the specific A i , B i ) that cause ρ(Â ii) There exists ε > 0 for which the closed-loop DTSS (3)-(4) admits a CQLF, provided (32)-(33) are satisfied with δ corresponding to ε as in i) above.
Theorem 3 establishes that Algorithm 1 will compute suitable feedback matrices not only in the "exact" case when the given A i , B i form a SLASF set, but also when they are close to other (possibly unknown) matricesÂ i ,B i with such property. This justifies the use of Algorithm 1 for control design, since it gives a kind of robustness result for the feedback matrices computed by the algorithm. Theorem 3 also establishes that suitable feedback matrices will be computed for all positive ε c and ε d respectively less than ε c and ε d . The latter quantities may be not known, since they depend on the possibly unknownÂ i andB i . Consequently, in theory the parameters ε c and ε d should be selected as small as computationally possible. In practice, however, there is a tradeoff in the selection of ε c since the smaller ε c , the higher the chances of Algorithm 1 yielding unsuitable feedback matrices when more than one common eigenvector could be assigned by feedback with one of them having unstable corresponding eigenvalues and another having stable ones (Procedure CEA could select a local optimiser at the boundary of the constraint set instead of a global optimiser in its interior). After executing Algorithm 1 to compute feedback matrices K i , we can check whether the closed-loop DTSS (3)- (4) admits a CQLF by solving the following LMIs:
Note that, in this case, LMIs are used only to check whether a CQLF for the closed-loop system exists, and not for feedback design. If these LMIs are feasible, then not only the closedloop DTSS admits a CQLF but also we have structural information on the DTSS since K i are such that the A CL i are suitably close to being simultaneously triangularisable.
IV. EXAMPLES
We next provide some numerical examples to illustrate the advantages and limitations of the proposed feedback design approach. For the numerical implementation of Procedure CEA, a feasible vector is first sought using MATLAB R OPTIMIZATION TOOLBOX TM function fgoalattain [12] .
If such vector is found, it is passed as initial point to the optimisation (13) , implemented via the function fmincon.
A. Randomly created DTSS
The following subsystems were created randomly but such that ρ(A 1 ) < 1 and ρ(A 
Executing Algorithm 1 choosing ε c = ε d = 10 −4 yields a feasible optimisation at every iteration and returns .
It can be shown that LMIs (35) are feasible and hence the closed-loop DTSS (3)-(4) with K i as in (38) admits a CQLF and is hence stable under arbitrary switching. In this case, it can be checked that U * A CL i U are not upper triangular but are close in the sense that the entries below the main diagonal are small. Therefore, the use of feedback matrices (38) designed via Algorithm 1 provides some insight into the structure of the closed-loop DTSS.
On the other hand, solving the LMIs (5) for both feedback design and CQLF computation, which yields
is guaranteed to produce a closed-loop DTSS stable under arbitrary switching but provides no structural information.
B. DTSS with no CQLF
Consider the systems However, the optimisation informs that there is an active inequality, corresponding to the stability constraint (19). In this case, the LMIs (35) are not feasible and hence no CQLF exists when the feedback matrices (39) are employed. On the other hand, the LMIs (5) are feasible and hence other feedback matrices may indeed produce a closed-loop DTSS with a CQLF.
V. CONCLUSIONS
This paper complements the theoretical results in [3] , and contributes to furthering the understanding of fundamental system structure in feedback stabilisation of DTSS. We have presented a numerical implementation of a feedback design approach for DTSS based on Lie-algebraic solvability. The proposed approach seeks feedback matrices to achieve a closed-loop system structure that approximates that required to satisfy such Lie-algebraic stability criteria.
The main theoretical contribution of the paper establishes that if a system for which the Lie-algebraic conditions considered exists in a suitably small neighbourhood of the given system data, then the proposed implementation will find feedback matrices so that the corresponding closed-loop DTSS admits a CQLF even if the considered Lie-algebraic conditions are not met by the given system. However, since the existence of such feasible "exact" system is in general unknown, the resulting closed-loop system is not guaranteed to admit a CQLF, but the latter may be checked with a set of informed LMIs built with the computed closed-loop matrices. Whether such "exact" system exists suitably close to a given system has not been discussed, and remains a topic for further research. Future work will also consider extensions to multiple input systems, which are nontrivial and will possibly require the consideration of controllability indices in the algorithm.
