Urban Sound Tagging using Convolutional Neural Networks by Adapa, Sainath
Detection and Classification of Acoustic Scenes and Events 2019 25–26 October 2019, New York, NY, USA
URBAN SOUND TAGGING USING CONVOLUTIONAL NEURAL NETWORKS
Sainath Adapa
FindHotel
Amsterdam, Netherlands
adapasainath@gmail.com
ABSTRACT
In this paper, we propose a framework for environmental sound
classification in a low-data context (less than 100 labeled examples
per class). We show that using pre-trained image classification mod-
els along with the usage of data augmentation techniques results in
higher performance over alternative approaches. We applied this
system to the task of Urban Sound Tagging, part of the DCASE
2019. The objective was to label different sources of noise from
raw audio data. A modified form of MobileNetV2, a convolutional
neural network (CNN) model was trained to classify both coarse
and fine tags jointly. The proposed model uses log-scaled Mel-
spectrogram as the representation format for the audio data. Mixup,
Random erasing, scaling, and shifting are used as data augmenta-
tion techniques. A second model that uses scaled labels was built to
account for human errors in the annotations. The proposed model
achieved the first rank on the leaderboard with Micro-AUPRC val-
ues of 0.751 and 0.860 on fine and coarse tags, respectively.
Index Terms— DCASE, machine listening, audio tagging,
convolutional neural networks
1. INTRODUCTION
The IEEE AASP challenge on Detection and Classification of
Acoustic Scenes and Events (DCASE) 1, now in its fifth edition,
is a recurring set of challenges aimed at developing computational
scene and event analysis methods. In Task 5, Urban Sound Tagging,
the objective is to predict the presence or absence of 23 different
tags in audio recordings. Each of these tags represents a source of
noise and thus a cause of noise complaints in New York City. Solu-
tions for this task, such as the one proposed in this paper, will help
inspire the development of solutions for monitoring, analysis, and
mitigation of urban noise.
2. RELATEDWORK
The current task of Urban Sound Tagging is part of the broader
research area of Environmental Sound Classification [1]. Con-
volutional neural networks (CNNs) that use Log-scaled Mel-
spectrogram as the feature representation have been proven to be
useful for this use case [2, 3], and have also achieved leading per-
formance in recent DCASE tasks [4, 5, 6]. Extensions to the CNN
framework, in the form of Convolutional Recurrent Neural Net-
works (CRNNs) have been proposed [7]. Transformation of the
raw audio waveform into the Mel-spectrogram representation is a
”lossy” operation [8]. As such, there has been ongoing research
1http://dcase.community/
into evaluating alternatives such as using Scattering transform [9],
Gammatone filter bank [7] representations, as well as directly em-
ploying one-dimensional CNN on the raw audio signal [10]. Op-
erating in the context of noisy labels [11] or in a low-data regime
[12] (both of which are properties of the present task) are two other
active research areas in this domain. One particular approach for
dealing with small labeled datasets is the usage of pre-trained mod-
els to generate embeddings that can be used for downstream audio
classification tasks. VGGish[13], SoundNet[14], and L3-Net[15]
are examples of such models.
3. DATASET
For this challenge, SONYC [16] has provided 2351 recordings as
part of the train set, and 443 recordings as a part of the validate
set. All the recordings, acquired from different acoustic sensors in
New York City, are Mono channel, sampled at 44.1kHz, and are
ten seconds in length. The private evaluation set consisted of 274
recordings. Labels for these recordings were revealed only at the
end of the challenge. A single recording might contain multiple
noise sources. Hence, this is a task of multi-label classification.
The 23 noise tags, termed fine-grained tags, are further grouped
into a list of 7 coarse-grained tags. This hierarchical relation-
ship is illustrated in Figure 1. Each recording was annotated by
three Zooniverse2 volunteers. Additional annotations, specifically
for validate set, were performed by the SONYC team members
and ground truth is then agreed upon by the SONYC team. Since
the fine-grained tags are not always easily distinguishable, anno-
tators were given the choice of assigning seven tags of the form
”other/unknown” for such cases. Each of these seven tags termed
”incomplete tags,” correspond to a different coarse category.
4. PROPOSED FRAMEWORK
4.1. CNN Architecture
In this work, we use a modified form of MobileNetV2 [18]. The
architecture of MobileNetV2 contains a 2D convolution layer at the
beginning, followed by 19 Bottleneck residual blocks (described in
Table 1). Spatial average of the output from the final residual block
is computed and used for classification via a Linear layer.
The proposed model makes few modifications to the above-
described architecture. The input Log Mel-spectrogram data is sent
to the MobileNetV2 after passing it through two convolution lay-
ers. This process transforms the single-channel input into a three-
channel tensor to match the input size of original MobileNetV2 ar-
chitecture. Instead of the spatial average, Max pooling is applied
2https://www.zooniverse.org/
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Figure 1: Hierarchical taxonomy of tags. Rectangular and round
boxes respectively denote coarse and fine tags respectively. [17]
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Table 1: Bottleneck residual block transforming from k to k′ chan-
nels, with stride s, and expansion factor t.
to the output from the final residual block. Additionally, the sin-
gle linear layer at the end is replaced by two linear layers. The full
architecture is described in Table 2.
4.2. Initialization with Pre-trained weights
In many fields, including in the acoustic area, CNNs exhibit bet-
ter performance with an increase in the number of layers [19, 20].
However, it has been observed that deeper neural networks are
harder to train and prone to overfitting, especially in the context
of limited data [21].
Many of the fine-grained tags have less than 100 training exam-
ples with positive annotations, thus placing the current task into a
low-data regime context [12]. Since the proposed architecture has a
large (24) number of layers, we initialized all the unmodified layers
of the network with weights from the MobileNetV2 model trained
on ImageNet [22, 23]. Kaiming initialization [24] is used for the
remaining layers. Since the domain of audio classification is dif-
ferent from image classification, we do not employ a Fine-tuning
approach [25] here. All the layers are jointly trained from the be-
Operator t c n s
conv2d - 10 1 1
conv2d - 3 1 1
conv2d - 32 1 2
bottleneck 1 16 1 1
bottleneck 6 24 2 2
bottleneck 6 32 3 2
bottleneck 6 64 4 2
bottleneck 6 96 3 1
bottleneck 6 160 3 2
bottleneck 6 320 1 1
conv2d 1x1 - 1280 1 1
maxpool - 1280 1 -
linear - 512 1 -
linear - k 1 -
Table 2: Each line describes a sequence of 1 or more identical (mod-
ulo stride) layers, repeated n times. All layers in the same sequence
have the same number c of output channels. The first layer of each
sequence has a stride s and all others use stride 1. All spatial con-
volutions use 3× 3 kernels (except for the first two which use 1× 1
kernels). The expansion factor t is always applied to the input size
as described in Table 1. Modifications to the MobileNetV2 archi-
tecture are highlighted in bold.
ImageNet
pre-trained
weights
Kaimin
initialization
train set loss 0.1401 ± 0.0017 0.1493 ± 0.0019
validate set loss 0.1200 ± 0.0008 0.1266 ± 0.0022
Table 3: Final Binary Cross-entropy loss values at the end of train-
ing. 5 repetitions of training runs from scratch were performed.
ginning. When all the layers with ImageNet weights were frozen
at that parameters, the model performed worse than the baseline
model (Section 6) showing the need for joint training of the whole
network.
The rationale behind the use of ImageNet weights is that the
kind of filters that the ImageNet based model has learned are appli-
cable in the current scenario of Spectrograms as well. Especially the
filters in the initial layers that detect general patterns like edges and
textures[26] are easily transferable to the present case. With the de-
scribed initialization, we noticed faster and better convergence (il-
lustrated in Figure 2 and Table 3) when compared to initializing all
the layers with Kaimin initialization. Similar gains were observed
previously in the context of Acoustic Bird Detection [3].
Other pre-trained models such as ResNeXt[27], and
EfficientNet[28] were also tested. The observed metrics were
at the same level as the MobileNetV2 architecture. Since the
performance is similar, MobileNetV2 was chosen as it has the least
number of parameters among the models tried.
4.3. Preprocessing and Data augmentation
The proposed model uses Log Mel-spectrogram as the representa-
tion format for the input data. Librosa [29] toolbox was used to
compute the Mel-spectrogram. For the Short-time Fourier trans-
form (STFT), window length of 2560 and hop length of 694 was
6
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Figure 2: Trajectory of validate set loss during training, demon-
strating that using pre-trained ImageNet weights results in faster
convergence.
Fine-level
Micro-AUPRC
Coarse-level
Micro-AUPRC
No data augmentation 0.716 0.819
Only Mixup 0.745 0.840
Only Random erasing 0.732 0.820
Only Random rotate 0.728 0.832
Only Shifting time 0.719 0.822
Only Grid distortion 0.753 0.842
Pitch shifting and
Time stretching 0.732 0.834
All the techniques 0.772 0.855
Table 4: Performance on the validate set, demonstrating the gains
due to data augmentation
used. For the Mel-frequency bins computation, the lowest and the
highest frequencies were set at 20Hz and 22050Hz, respectively,
with the number of bins being 128.3 No re-sampling or additional
preprocessing steps were performed.
Several data augmentation techniques were used to supplement
the training data. Deformations such as Time stretching and Pitch
shifting that were previously shown to help in sound classification
were employed [2]. Also, image augmentation methods such as
Random rotate, Grid distortion [30], and Random erasing [31] were
used. Mixup [32], an approach that linearly mixes two random
training examples was used as well. Table 4 shows the impact of
Data augmentations, when each of the methods were applied sepa-
rately.
4.4. Re-labeling
For the validate set, we have access to both the ground truth and
the three sets of annotations by Zooniverse volunteers. When the
ground truth of a label is positive, 36% of annotations (by Zooni-
verse volunteers) do not match with the ground truth. If the quality
of the labels can be improved, it is quite possible that the accuracy
of the model can be increased as well. Hence, a logistic regression
3https://www.kaggle.com/daisukelab/fat2019 prep mels1
Coarse
label
Fine
label
Positive
annotations
count
Predicted
score
music uncertain 1 0.10
music uncertain 3 0.98
music stationary 2 0.88
powered saw chainsaw 3 0.98
machinery impact - 0 0.05
Table 5: Predictions for few cases from the automatic re-labeling
model
model that takes the annotations as input and estimates the ground
truth label was developed. This model was trained on the validate
set, and then the ground truth estimate for the train set was gener-
ated. Table 5 shows a sample of predictions from the model.
5. MODEL TRAINING
5.1. Evaluation metric
Area under the precision-recall curve using the micro-averaged pre-
cision and recall values (Micro-AUPRC) is used as the classifica-
tion metric for this task. Micro-F1 and Macro-AUPRC values are
reported as secondary metrics. Detailed information about the eval-
uation process is available on the task website [17].
5.2. Training
Two models were trained for this challenge:
M1: The first model generates probabilities for both the fine
and coarse labels. During training, whenever the annotation is ”un-
known/other”, loss for the fine tags corresponding to this coarse tag
was masked out. Hence, this model does not generate predictions
for uncertain fine labels. Since there are three sets of annotations
for each training example, one by each Zooniverse volunteer, the
loss is computed against each annotation set separately. Average of
the three loss values is taken as the final loss value for a training
example.
M2: For the second model, predictions from the re-labeling
model described in Section 4.4 are used as labels. This model gen-
erates probabilities for both the fine and coarse labels, including the
uncertain fine labels.
Both the models use identical input data representation and em-
ploy the same data augmentation techniques (mentioned in Section
4.3). They also use Binary Cross-entropy loss as the optimization
metric. The models are trained on the train set using the validate
set to determine the stopping point.
Training was done on PyTorch [33]. AMSGrad variant of the
Adam algorithm [34, 35] with a learning rate of 1e-3 was utilized for
optimization. Whenever the loss on validate set stopped improving
for five epochs, the learning rate was reduced by a factor of 10.
Regularization in the form of Early stopping was used to prevent
overfitting [36]. At the time of prediction, test-time augmentation
(TTA) in the form of Time shifting was used.
6. RESULTS
The baseline system mentioned on the task page [17] computes VG-
Gish embeddings [13] of the audio files and builds a multi-label
7
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FINE-LEVEL COARSE-LEVEL
PREDICTION PREDICTION
Macro
AUPRC
Micro
F1
Micro
AUPRC
Macro
AUPRC
Micro
F1
Micro
AUPRC
Baseline 0.531 0.450 0.619 0.619 0.664 0.742
M1 0.645 0.484 0.751 0.718 0.631 0.860
M2 0.622 0.575 0.721 0.723 0.745 0.847
Table 6: Performance on the private evaluation set
COARSE-LEVEL FINE-LEVEL
PREDICTION PREDICTION
Baseline M1 M2 Baseline M1 M2
Engine 0.832 0.888 0.878 0.638 0.665 0.673
Machinery impact 0.454 0.627 0.578 0.539 0.718 0.604
Non-machinery impact 0.170 0.361 0.344 0.182 0.362 0.374
Powered saw 0.709 0.684 0.643 0.478 0.486 0.378
Alert signal 0.727 0.897 0.875 0.543 0.858 0.832
Music 0.246 0.404 0.586 0.168 0.289 0.351
Human voice 0.886 0.947 0.949 0.777 0.841 0.833
Dog 0.929 0.937 0.931 0.922 0.936 0.931
Table 7: Class-wise AUPRC on the private evaluation set
logistic regression model on top of the embeddings. For this base-
line system, a label for an audio recording is considered positive
if at least one annotator has labeled the audio clip with that tag.
Table 6 shows the performance of the baseline system compared
against the proposed models on the private evaluation set. The
proposed models4 exhibit improved Micro-AUPRC values for both
fine-grained and coarse-grained labels when compared against the
baseline model. Moreover, it can be observed that re-labeling didn’t
prove effective; it helped improve the Micro-F1 score significantly,
but it didn’t help raise Micro-AUPRC or Macro-AUPRC.
Class-wise AUPRC performance is reported in Table 7. The
modified MobileNetV2 architecture improves over the Baseline
model performance for all classes (except one) at both coarse and
fine-level prediction. In the case of coarse-level prediction, the
AUPRC performance for ”Powered saw” is lesser than that of Base-
line.
7. CONCLUSIONS AND FUTURE DIRECTIONS
In this paper, we presented our solution to Task 5 (Urban Sound
Tagging) of the DCASE 2019 challenge. Our approach involved us-
ing a pre-trained image classification model and modifying it for au-
dio classification. We also employed data augmentation techniques
to help with the training process. This resulted in our model achiev-
ing Micro-AUPRC values of 0.751 and 0.860 on Fine and Coarse
tags, respectively thus obtaining the first rank on the leaderboard.
We thus demonstrated that impressive gains could be made when
compared to using audio embeddings, even in a low-resource sce-
nario such as the one presented here.
As noted in [37], AUPRC only partially correlates with cross-
entropy, i.e., decrease in Binary cross-entropy loss may not always
result in increase in AUPRC. Exploring loss functions that are more
related to AUPRC metric is an avenue for improvement. Depending
4https://github.com/sainathadapa/urban-sound-tagging
on the type of class to be predicted, different input representations
(such as STFT, HPSS, Log-Mel) might be better [38]. Thus, an
ensemble model that uses these different representations can sur-
pass the one proposed in this paper. This ensemble can also involve
models that use VGGish or L3-Net embeddings.
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