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Introduction 
In this paper some known results concerning the random cumulative 
frequency function on the reals are obtained in a simple way by virtue 
of a translation into properties concerning the uniform distribution on 
the circle of the reals modulo one. In connection with this we shall present 
and study in a second paper a Kolmogorov type of test for the uniformity 
of a random point on a circle. 
We first recall some definitions. 
If W is a sequence of n real numbers x1, ••• Xn then 
(l) 1 Fw(x) =- ! l 
n~~:t.;;;m 
is called the cumulative frequency function (c.fr. function) of W. 
If y is a random variable, then the real function 
(2) F(x)=P(y<.x) 
is called the cumulative distribution function (c.d. function) of y. 
Following D. VAN DANTZIG two random variables are called isomorous 
if they have the same c.d. function. We denote this relation (compare [6]) 
concerning v and w by the 
(3) notation: v'"" w. 
Now let x~, ... Xn be independent random variables each isomorous 
with x. Then the c.fr. function of the random sequence W consisting of 
x1, ... Xn is a random cumulative frequency function which we denote by 
Fw(x), or also by the simpler symbol Fn(x) 
(4) Fw(x) = Fn(x) = ! !. 
x1.;;;mn 
Suppose y is a given theoretical continuous random variable. We consider 
and we assume from now on the 
(5) nullhypothesis : X '"" y, 
1) The author thanks H. FREUDENTHAL for critical rematks which resulted in 
important improvements of this paper. 
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which we want to test in view of a "value" Fw(x), obtained from soniE'l 
experiment, of the random c.fr. function Fn(x). 
The tests of KoLMOGOROV and SMYRNOV express in a precise way the 
feeling that for large n, "values" of Fn(x) tend to be close to F(x). In 
this same direction GNEDENKO and MIHALAVICZ [1, 2] have considered 
the random variable 
(6) u = f dF(x). 
Fn{ro)>F{ro) 
u is the random variable which takes the value 
(7) u = u(W) = f dF(x) 
Fw{ro)>F{ro) 
in case W takes the "value" W and Fn(x) takes the "value" Fw(x). The 
integration is meant over all those x for which Fw(x) > F(x). 
Geometrically u can be described with the help of the graphs of Fw(x) 
and F(x). If we make the graph of Fw(x) into a continuous curve by 
adding vertical segments at the discontinuities of the function Fw(x), 
then u is the sum of the lengths of those parts of these vertical segments 
for which Fw(x)>F(x). Compare fig. l, where F(x)=x for O.;;;x.;;;l, n=5. 
If we introduce, compare fig. 2, 
{8) Dw(x) = Fw(x)- F(x) 
then 
(7') u(W) = f d F(x). 
Dw<ro)>O 
F.J.xJ 
0 x,x, x .. x5 I X 
Fig. I 
3 Series A 
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Fig. 2 
Next we substitute (4) and F(x)=x' in (6), and we obtain: 
(7') u = J d F(x) = J dx' 
G G' 
with 
G is the set of ali x for which ( ~ !.) > F(x) 
x,<.,n 
or equivalently ( ~ !.) > F(x), 
.F<x,> < .F("') n 
G' is the set of all x' for which ( ~ ~) > x' and 0.:;;:; x'.:;;:; 1. 
Xi'<z' 
The independent random variables x/ = F(x1) are isomorous with 
x' = F(x) which has the c.d. function l 0 for x..;;; 0 P(x' < x) = x 0 .:;;:; x < 1 
1 1.:;;;x. 
A random variable of this isomory-class will be called a uniform random 
variable on [0, 1]. 
It follows that u is independent of the c.d. function F(x). For that 
reason we may assume, and we will assume from now on that 
(9) x itself is uniform on the interval [0, 1 ], F(x) = x. 
Fig. 1 and 2 concern cases under this assumption. Then (7) and (7') 
simplify and become : 
(10) u = J dx = J dx. 
F,!.,)>a: D,!zl>O 
GNEDENKO and MIHALAVICZ [1, 2] proved: 
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Theorem i : u defined in (6) is under the nullhypothesis (5) a ~tni/orm 
random variable on the interval [0, 1] I). 
Another result concerning the random frequency function ··is that of 
BIRNBAUM and PYKE [ 4] 2) : 
Theorem 2: Under the assumptions (4) and with the nullhypothesis 
(5), the random function Dw(x)= Dn(x)= Fn(x)~F(x) takes with probability 
one its maximal value at one value, the optimal value Xopt( W) = Xopt. Then 
the random variable 
F(Xopt)= U is uniform on [0, 1]. 
Proof: As U does not depend on F either, it is sufficient to prove 
both theorems under the assumptions (9). So we assume (9). Then in 
theorem 2 : U = Xopt = Xopt( W). 
LetS= {xiO.;;;x.;;;, 1}= [0, 1). As P(x E S)= 1 we may and we also shall 
neglect the values of x outsideS. Then we introduce the additive group 
structure of the reals mod one in the set S by the definition: 
(ll) If th . ~ x + y in case x + y < 1 X, y E S, en X+ y = 
x+y-1 ip. case x+y~ l. 
The corresponding subtraction is denoted by -'- . S will be called the circle 
of reals mod one. The mapping 
x-+ a+x a constant; x variable; a, xES, 
is called a translation in S over a. 
A random variable x which has all values inS, is uniform on S if and 
only if x is invariant under translations: 
(12) x ,..__, a+ x for every a E S. 
q 
Given a sequence W = x1, ... Xn, Xt E S, we define, with the notation L to 
mean a summation over all values of i for which p<:Xt<q, v 
(13) ) 
"' l L n forb~ X< 1 
F~(x) = b 
1 l "' l ! - + ! - for 0 ~ x < b. 
' b n o n 
In words F~(x) is the c.fr. function of the sequence W, if we start 
cumulating with increasing x at the value b and if we jump from .x = 1 
to x= 0. 
l) In order to test the nullhypothesis x ~ y one may use as a one-sided right 
hand or two-sided critical region of size C\: 
u > 1-C\ or Ju-tJ > !(l-C\) respectively. 
2) See also KUIPER [5]; The asymptotic equivalent was obtained earlier: by 
MALMUUIST [3]. 
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The analogous c.d. function of the uniform x starting at b is 
(I4) Fb(x) = ~ x-b for b ~ x <I ; F(x) = FO(x) for xES. 
( X- b + I for 0 ~ X < b 
Let 
(I5) D~(x) = F~(x) - Fb(x); Dw(x) = D\)y(x). 
It is clear that 
D~(x) -D~(y) = Dw(x) -Dw(Y) for x, yES. 
Then 
(I6) Dl'v(x)- Dw(x) = Dfv(O)- Dw(O) is constant. 
So the graph of D~(x) is obtained from that of Dw(x) by a vertical 
translation. It follows that if ~Pt( W) is a value of x for which D~(x) is 
maximal, then x~pt(W) is independent of b. (See fig. 2.) 
Now again W being the sequence x1, ... Xn, we denote by a+ W the 
sequence a+x1, ... , a+xn. The graph of D~+w(x) is obtained from that 
of Dw(x) by a horizontal translation: 
(I7) Dg+w(a + x) = Dw(x). 
Then 
(IS) Xopt(a + W) = ~pt(a + W) = xgpt(W) +a= Xopt(W) +a. 
If W is a sequence of n indepent random variables all uniform on S, then 
the n-dimensional random sequence W obeys (compare (I2)). 
(19) W ,..._, a + W for every a E S. 
The random variable Xopt( W) then obeys the key-relation: 
(20) Xopt(W) """" Xopt(a + W) = Xopt(W) + a for every a E S. 
Hence Xopt(W) is uniform on S. This proves theorem 2. 
The probability distribution of W = (x1 , ... Xn) is expressed by the 
probability differential form dx1dx2 ... dxn over the sample space Xi E S, 
i = I, ... n. Hence 
(2I) P(u(W) < t) = I dx1 . .. dxn. 
u(W)<t 
The integration is meant over all W for which u(W)<t. See (7). With 
the substitution Xi= x1 + Vt for i = 2, ... n, (2I) yields 
(22) I dx1dv2 ... dvn =I [f(v2, ... Vn, t)] dv2 ... dvn 
u(WJ<t 
integrated over Vi E S, i = 2, ... n, and where 
(23) f = j(v2, ... Vn, t = I dx1. 
u(W)<t 
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In the integration over Xt in (23), the sequence W = (x1, ... Xn) varies 
over a set in which Vt=Xt-Xl is constant for i=2, ... n. Hence we may 
put W = W0 -'- b, Wo a constant sequence, and 
(24) I= J db. 
Now let L(t) be defined by the condition that the set.?("= {xJDw,(x)>L(t)} 
has measure f db= t. (Compare figure 2 and read there Wo instead of W.) 
be% 
L(t) is a monotonic decreasing function of t. If and only if (iff) b E .?f", 
then the graph of D~.(x) is so low that 
(25) f dx<t 
D~0(x)>0 
but (17): D~.(x) =Dw.-'-b (x -'- b). 
Hence 
(26) bE .?f" iff (see (7')) u( Wo-'- b) = f dz<t. 
Substitution of b E.?f" instead of u(Wo-'- b)<t, (26), in (24) gives 
(27) I= f db= t. 
be% 
Substitution of (27) in (22) (21) gives the conclusion of theorem 1: 
(28) P(u(W) < t) = t 
u(W) is uniform on [0, 1]. 
Landbouwhogeschool, Wageningen 
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