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NON-TECHNICAL SUMMARY 5
NON-TECHNICAL SUMMARY
Upon what kind of information should a government base its decisions
concerning the country's social policies? One of the main guidelines
when selecting among different political schemes is the knowledge of
the population's distribution according to per capita income and expen-
diture. Certain key indicators of the degree of success of a government's
policy may be computed from the sample distribution of these two vari-
ables. Some of the well-known empirical measures that relate to the
potency of the state's social policy are the proportion of the poor, the
Foster–Greer–Thorbecke indices, the Gini index, and the funds ratio, all
of which show the extent and the degree of poverty and social inequality.
The values of these descriptive measures may be established based on
the two quantitative distributions mentioned above.
The methodology of evaluating these indicators employed by official
Russian statistical agencies has proved to produce utterly incoherent re-
sults. The methods of estimation used in the framework of developed
western economies as well as the methods proposed by various Russian
authors also fail to give an adequate picture of our home situation. There
are two principal reasons why these approaches fail to work.
First of all, the established methods neglect the recent radical changes
in the socioeconomic stratification of Russian society, which include a
reduction in the size of the middle class, a significant increase of the
proportion of very poor as well as very rich, and the rapid change of the
whole spectrum of social classes in Russia. The second reason for the
bias is the non-representativity of the samples customarily used for es-
timation. Virtually all households in the highest income group avoid inter-
views with regard to their financial standing, therefore keeping a certain
part of the information about the distribution masked (which technically
speaking results in censoring of the sample data). Other categories of
households also show increasing tendency to refrain from participating in
relevant surveys (that leads to the so-called truncation effect). A large
number of households understate their income since at least part of it
comes from shady sources (which results in misreporting errors).
In this work we've attempted to account for these peculiarities of the
data gathering process. Our primary objective was to reduce the bias
imposed on the distribution of the Russian population by the level of
wealth (poverty). In order to compensate for this bias, we apply a certain
calibration procedure. This procedure involves the following basic con-
cepts:
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• the above-mentioned indicators of poverty (prosperity) and indicators
of inequality should be computed from the distribution of population
expenditure rather than income;
• instead of the traditional lognormal model (conventionally used to de-
scribe such kinds of distributions), we use a mixture of lognormal
distributions, which includes a component describing the expenditure
distribution within the latent (unobservable) strata of the highest-
income households (the super-rich);
• the probability of refusal to enter a survey is incorporated into the
model. This probability is represented as a function of the house-
hold's per capita expenditure, place of residence, and the education
level of the head of the household (or the particular respondent).
The purpose of our method is to adjust, re-weight, and calibrate the
available distributions. We illustrate our theoretical reasoning with an ap-
plication of the data provided by the Russia Longitudinal Monitoring Sur-
vey V – VIII (a state-wide survey). We also use our technique to analyze
the sample data obtained in other surveys in three regions of the Rus-
sian Federation (Komi, Volgograd, and Omsk) pertaining to the second
quarter of 1998. Here are some important points that we want to make
with reference to these applications and their results. The  largest dis-
crepancies between our method and the official statistics are observed in
the analysis and interpretation of measures of social differentiation like
the Gini index and funds ratio. Particularly, our method estimates the
state Gini index and funds ratio to lie in the range of 0.55 – 0.57 and
36 – 39, correspondingly, whereas official statistics claims their point es-
timates to be 0.38 and 13.5. The estimates of population poverty and
inequality indicators obtained by the application of our model have
shown robustness with respect to relaxation or modification of the model
assumption.
The newly obtained estimates of the population poverty and inequality
indicators such as the Foster–Greer–Thorbecke indices may be consid-
ered with regard to possible alterations in the government's social policy.
One of the policy implications of our research is formulated in terms of a
rule for optimal distribution of social aid to the long-term poor class in
Russian society.
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1. INTRODUCTION
Various measures of poverty and expenditure inequality act as the key
indicators of the quality of social policy and are used, in particular, to
target social assistance with the long-run aim to reduce social tension in
the society.
The indicators are based on household budget survey data estimation
procedures  used  nowadays  by  Russian  statistical  agencies  (Pro-
ceedings of Goskomstat R.F., 1999à; Velikanova et al., 1999; Velikanova
and Frolova 1999), as well as those proposed by other researchers
(Shevyakov and Kiruta, 1999; Yershov and Maier, 1998; Suvorov and
Ul'anjva, 1997) are burdened by certain drawbacks, even after correcting
for the macroeconomic balance of the population's income and expen-
diture and/or equivalence scales. These drawbacks yield significant dis-
tortions in the values of the appropiate characteristics.1
We see the following reasons to explain those distortions:
(i) The specific features of Russia's transition economy suggest that ex-
penditure rather than income should be used for the purposes of pov-
erty and inequality evaluation as well as for dichotomizing households
into poor or non-poor. We would like to note that if expenditure is used,
a) the problem of wage arrears in a household is resolved;
b) intentionally or non-intentionally hidden income, including income
from shadow economy, is accounted for; and
c) the concept of household welfare is appropriately generalized to in-
clude land (subsidiary plot) and property (real estate, private trans-
portation means, jewelry, etc.) that households possess.
(ii) The two-parameter lognormal income distribution model used by the
statistics (State Committee in Statistics, or Goskomstat) for modeling re-
gional and Russian income distribution is inadequate. The main distor-
tions of the model fall to the tails of the distributions, while, evidently, the
                                               
1 Some estimations (e.g., Velikanova and Frolova, 1999; Suvorov, and Ulyanova,
1997; Aivazian, 1997) show that the ratio of the average income in the top decile
to mean income in the bottom decile is biased downwards by a factor of at least
2, while the proportion of households with per capita income below the poverty
line, as obtained by the methods described in the above-mentioned papers, might
differ by a factor of 1.5 – 2. A similar result was obtained in this study, as well.
See below Section 3.
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main contribution to inequality and poverty indicators are due to the tails
of the distribution.
(iii) The calibration of the lognormal model used by official Russian sta-
tistical agencies does not eliminate the sample bias. Our calibration will
adjust sample weights so that the social and demographic structure of
the sample complies with that of the population. Also, the level of aver-
age household per capita income is aligned with the one obtained from
the macroeconomic income and expenditure balance (Velikanova and
Frolova, 1999). The (lognormal) shape and the parameters of the distri-
bution (in particular, the mode) are assumed to be preserved under the
transformation, which is also questionable.
(iv) Distribution approximation and weighting (calibration) techniques
proposed by other researchers (e.g., Shevyakov and Kiruta, 1999; Yer-
shov and Maier, 1998) also tend to lead to substantial distortions. These
approximations do not allow us to estimate  the share of "rich" and "ul-
tra rich" households from the unobserved part of the expenditure range.
(v) The head-count ratio, which is the proportion of households with per
capita expenditure below the poverty line, is usually used as an appro-
priate poverty measure no matter what the goal of the analysis is (Pro-
ceedings of Goskomstat R.F., 1999b; Braithwaite, 1999; Ministry of La-
bour of Russia, 1999). However, the choice of poverty indicator (or
criteria to classify a household as poor) is determined by the goal of
economic analysis, i.e., by the particular application. In particular, the
Foster–Greer–Thorbecke family of indices is known to be more sensitive
with the targeted assistance goals.
(vi) The problem of the optimally allocating resources as targeted assis-
tance has never been stated let alone solved in Russian economic theory
and policy, when the optimality is determined in the mean of minimiza-
tion of a certain social tension indicator.
The goals of the project are to overcome the aforementioned draw-
backs (i) – (vi). In particular, we aim at developing a methodology for
econometric analysis of per capita expenditure distribution based on
Russian budget survey data, analysing the main characteristics of pov-
erty and welfare inequality of the Russian population and their statistical
assessment, and formulating and solving the problem of optimal alloca-
tion of resources dedicated to targeted assistance for the poor.
The main objective of th is study is to construct a meaningful
econometric model of the regional/national per capita expenditure distri-
bution. This also implies developing an identification methodology based
on sample budget surveys and macroeconomic balance of income and
expenditure.
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The solution to this task will be linked to the specific features of the Rus-
sian economy and to the way these are reflected in household behavior.
In particular, refusal of a household to participate in a survey (unit non-
response, or truncation) plays an important role in the analysis of expen-
diture distribution, leading to deterioration of the sample's representa-
tiveness.
In the analysis of the survey results, the heterogeneity of the households
in terms of their probability to refuse to participate in the survey should
be accounted for. We find it reasonable to assume that there are house-
holds escaping surveys with the probability of one. It is likely that the rich
households (i.e., those with per capita expenditure above a certain
value) would belong to this category, as high income is often associated
with illegal or semi-legal economic activities.2
Apparently, any econometric model of income/expenditure distribution
that would aim at eliminating (or at least attenuating) the data quality
problems must be based on explicitly formu-lated (and, if possible, sub-
stantiated and proved with the statistics) additional working hypotheses
and assumptions. In this study, such hypotheses are as follows:
• The first hypothesis, H1, concerns the shape of the distribution func-
tion;
• The second hypothesis, H2, concerns the probability of the unit non-
response, i.e., the refusal of a household to participate in the budget
survey, conditional on its welfare (expenditure), as well as some other
social and economic characteristics.
We also formulate, without proof, the following additional assumptions:
• Working assumption A1, which states that the coefficient of variation
of per capita expenditures (or the variance of log expenditure) is con-
stant across all strata;
• Working assumption A2, wich deals with the shape of the distribution
of per capita expenditure within the unobserved range of expendi-
tures (right distribution tail, the richest population strata).
Hypothesis H1 is based on the salient transition features of Russia (see
Section 2.1 below). Statistical testing and further use of this hypothesis
is essential for the formulation of a meaningful model of per capita ex-
penditure. Statistical testing and further use of hypothesis H2 is aimed at
                                               
2 The adjustment for another source of sample bias, namely, misreporting (e.g., in
order to conceal true income) is largely beyond the scope of this paper. Some
aspects are touched upon in Section 3.3.
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eliminating the unit non-response bias. Assumptions A1 and A2 are
purely technical and mainly deal with mitigation of the truncation of the
super-rich stratum. The detailed description and foundation for all these
hypotheses will be given in the main part of the report.
The second objective of th is study serves as an example of the
application of the proposed methodology in the fieldwork. We shall aim
to consider a broad class of poverty indices based on the per capita ex-
penditure distribution and formulate the problem of the optimal allocation
of a limited resource S devoted to targeted social assistance for the
poor, based on an objective function from this class.
The following family of poverty indices will be considered:
∫= 0
0
)()(),(
z
dxxfxwfwI , (1)
where )(xf is the per capita expenditure density function, 0z  is the pov-
erty line, and weighting function w(x) is supposed to be differentiable,
decreasing and convex at ),0[ 0z (the latter property is due to the trans-
fer principle). Apparently, the family (1) encompasses such popular
measures as the Foster–Greer–Thorbecke family of indices (FGT(α)),
Dalton class indicators, and Poverty-Line-Discontinuous measures
(Bourguignon and Fields, 1995; Foster et al., 1984; Hagenaars, 1987).
Let S be the amount given for targeted assistance. Let S be less than the
poverty gap, i.e., S is insufficient for the complete elimination of poverty.
Denote the rule of allocation of this resource among the population with
per capita expenditure 0zx <  as )|( Sxϕ ((e.g. )|( Sxϕ  is the amount of
public relief for an individual with expenditure x), and the population per
capita expenditure distribution density observed after the realization of a
social assistance program according to )|( Sxϕ , as ),|(~ Sxf ϕ . The ex
post indicator value would thus be
∫ ϕ= 0
0
);|(~)()~,(
z
dxSxfxwfwI . (1')
Our second objective is then reduced to the identification of )|(0 Sxϕ
such that (1') achieves its minimum, given )(xw  and S :
∫ ϕ=ϕ ϕ
0
0
0 );|(~)(minarg)|(
z
dxSxfxwSx . (2)
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It is worth noting that our second objective is considered within the
framework of a specific project of long-term poverty alleviation
(Braithwaite, 1999; Ministy of Labour R.F., 1999). The implications of this
context are twofold. First, the argument for relatively high income mobil-
ity (Bogomolova et al., 1999) is not fully applicable to this population
category. Second, the main instruments of long-term poverty alleviation
are direct transfers to needy households rather than the creation of in-
centive schemes (which is most relevant for the temporarily poor, e.g.,
the unemployed).
O u r  t h i r d  o b j e c t i v e  i s  a l s o  a u x i l i a r y . By using the solution
to the main problem (i.e., the estimates of the per capita expenditure
distribution for Russia and the three regions), we shall calculate the es-
timates of inequality indices, such as the Gini index and the funds ratio
(the ratio of the total expenditure in the top decile to that in the bottom
decile); compare the figures with the officially reported ones (by
Goskomstat); and try to find countries which have similar levels of the
above indicators.
Apparently, the truncation of the super-rich cannot noticeably affect the
poverty indices that form the framework for the problem of social aid
distribution. In fact, the poverty analysis focuses on the left tail of the
expenditure distribution, while the use of working assumption A2 is aimed
to fit the right tail of the distribution.
Introduction of the super-rich stratum into the model, however, does af-
fect inequality indices.3 This correction is viewed as an important one by
us, as inequality and polarization indices characterize the social tension
in the population. Let us discuss the sources where problems similar to
our main task were addressed.
The model of per capita expenditure distribution developed in this proj-
ect is supposed to enhance and modify the basic model of population
per capita income distribution pioneered by Aivazian (1997). The modifi-
cation includes i) introduction and statistical estimation of the budget
survey unit non-response probability (see H2 above); ii) replacement of
income by expenditure in the lognormal mixture model; and iii) calibra-
tion of the existent observations followed by Monte Carlo generation
(parametric bootstrap) of additional data. The latter are unobserved in
the sample and resampled on the basis of the known macroeconomic
balance of household expenditure as supplemented by hypothesis H2
and working assumptions A1 and A2.
                                               
3 The calculations in Aivazian (1997) show that after the similar calibration of
1995 – 1996 data, the Gini index rises from 0.376 to 0.531, while the funds ratio,
from 12.9 to 22.8.
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The papers by Shevyakov and Kiruta (1999), Yershov and Maier (1998),
Suvorov and Ul'anova (1997) and Aivazian (1997) contain arguments which
prove the validity of our critique (i) – (iv) in the introduction. Velikanova, T.,
Kolmakov, I., and Frolova, E. (1996) describe an approach which is also
based on the mixture of lognormal distributions, but this source neither
provides econometric tools to analyze this mixture nor proposes any way
to reconstruct the unobserved data. The approach by Yershov and
Mayer (1998) is based on polynomial density approximation and seems
to be too formal. It does not allow for the establishment of an interpret-
able model of the phenomenon studied and does not account for the
latent expenditure range.
The main drawback of the approach by Suvorov and Ul'anova (1997) is
inadequacy of the basic assumption on the lognormality of income distri-
bution though the authors do study a three parameter model, as op-
posed to the biparametric Goskomstat model. Nevertheless, the authors
a) analyze income, not expenditure; b) do not provide any convincing ar-
guments in favor of the basic assumption about the adequacy of the
model's estimate of income based on the Goskomstat budget survey
sample (which is considered substantially biased even by Goskomstat
specialists, let alone independent experts); c) propose a formal approxi-
mation technique of unknown parameter fitting. While economic analysis
of the stylized facts on income redistribution processes in Russia during
transition does clarify the mechanism of formation of the right distribu-
tion tail (the one that remains unobserved in the Goskomstat budget sur-
veys), the drawbacks of the approach can be quite heavily criticized.
Special attention needs to be paid to the work of Shevyakov and Kiruta
(1999), especially to the differences of their approach from the one pro-
posed in our project. Their work is currently the most serious attempt to
describe realistically the regional per capita income distribution using the
information contained in the Goskomstat budget survey data and macro-
economic "Population Income and Expenditure Balance" (a special bal-
ance of monetary flows on both regional and national levels routinely
calculated by Goskomstat). The attempt is based on the non-parametric
approach to density estimation and a technique to eliminate the Go-
skomstat sample bias. It also describes the procedure to aggregate the
regional data corrected for regional deflators and equivalence scales. In
our opinion, the main drawbacks of Shevyakov and Kiruta's approach are
as follows:
a) The proposed weighting (calibration) technique, in fact, ignores the
population beyond the maximum income observed. The right tail of the
distribution remains unaccounted for and the censuring problem is not
addressed. In our model, the tail is recovered by using assumption A2.
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b) The immediate consequence of the previous critique point is a princi-
pally erroneous inference that "the excessive economic inequality is in
whole caused by the excessive poverty." Given that the authors ignore
the right tail, there cannot be any other result.
c) A seemingly attractive "non-parametricity" of the approach has, in
fact, two serious drawbacks. First, the estimate of the per capita income
distribution obtained in this way is a purely formal approximation of the
analyzed unknown distribution and cannot be interpreted in understand-
able terms. Second, the model is not at all suitable for prediction pur-
poses.
d) To estimate the poverty rate, wealth inequality and other welfare indi-
cators, expenditure is more appealing in the Russian situation than in-
come, as long as it removes inconsistencies related to wage arrears,
hidden income, etc.
Let us now focus on the works related to Task 2. First of all, worth men-
tioning are the World Bank project (Braithwaite, 1999) and pilot pro-
grams (Ministry of Labour R.F., 1999). They do accomplish a rightful at-
tempt to assess poverty according to the re-estimation of realistic
household per capita income (termed "potential consumption expendi-
tures" by Braithwaite, 1999). Both approaches, however, still suffer from
significant drawbacks analyzed by Aivazian in Proceeding of the Higher
School of Economics (1999). Besides, the only poverty index used is
again the head-count ratio (i.e. (1) with 1)( ≡xw ), and the problem of
optimal allocation of social assistance is not stated (i.e., problem (2) is
not solved).
A comprehensive overview of poverty indicators is given by Korchagina,
Ovcharova, and Turuncev (1999). This work discusses, in particular, a
special case of criterion (1), i.e., Foster–Greer–Thorbecke set of indices,
and reports the sample statistics of quarterly budget surveys as of 1996.
Still, the index calculation relies on income distribution and, which is
more important, is not related to targeted assistance optimization.
Thus, to our knowledge, neither economic theory nor practice in Russia
states solves the problem of optimizating targeted social assistance for
the poor. Nevertheless, various aspects of this problem are addressed in
Western literature though most authors still rely on income rather than
expenditure distributions (Bourguignon and Fields, 1995; Sen, 1985; At-
kinson, 1987; Kanbur, 1987; Foster and Shorroks, 1988; Ravallion,
1994). In particular, Bourguignon and Fields (1990) prove that under FGT
indices with
1,0,)( 0
0
0 >α<≤



−
=
α
zx
z
xz
xw , (3)
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the optimal solution to (2) is the pure strategy of transferring enough
money to the poorest people to raise their income to the threshold
00 zz < , where 0z  is found from the government budget and
SdxxfxzN
z
=−∫0
0
0 )()( , (4)
where N is the total population. This strategy is referred to as "allocation
of p-type" in Bourguignon and Fields (1990 and 1995) and implies that
each person with income below 0zx <  is to receive a subsidy xz −0 .
An alternative option is the allocation of a mixed-type when a portion S1
of S is used to raise the incomes of the poorest up to 0z . With this
strategy, S1 substitutes S in the RHS of (4), and the rest of S is used to
raise the incomes of the richest among the poor to 0z . It is proved by
Bourguignon  and Fields (1990) that the mixed strategy can only be op-
timal if 0)( 0 >δ=zw , i.e., if the underlying poverty index is discontinu-
ous. These type of indices are referred to as ‘poverty-line-discontinuous,
or PLD measures' by Bourguignon and Fields (1995). The transaction
costs related to the distribution of the government subsidies are rarely
accounted for, however.
As for the analysis of the third problem, we would like to mention the
Esteban–Ray polarization index proposed by Esteban and Ray (1994).
This index crucially depends on the knowledge of the tail strata of the
distribution and is effectively used along with the Gini coefficient (which
is a special case of the Esteban–Ray index with the value of a certain
self-identification parameter being zero) in empirical works as a factor of
crime (Fajnzulber et al., 1999). This measure, however, is only defined
for discrete income groups, and the continuous extension is not
straightforward.
2. THE MODEL AND METHODOLOGY
OF ITS ECONOMETRIC ANALYSIS
2.1. Discussion of the basic working research
hypotheses and model assumptions
The building of the population per capita expenditure distribution model
is based on the theoretical inference and/or empirical testing of a num-
ber of working hypotheses.
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• Hypothesis H1 states that the distribution of the Russian population
by per capita expenditures can be adequately described by a mixture
of lognormal distributions. This hypothesis can be verified by a fit
criteria. An example for 1996 data is provided by Aivazian (1997).
The theoretical reasoning for this hypothesis is as follows.
(a) Per capita expenditure ξ distribution within a homogeneous strata
follows lognormal distribution with parameters ))((ln aa ξ= E  and
))((ln)(2 aa ξ=σ Var . Here, homogeneity refers to similar income sources
as well as similar geographical, social, demographic, and professional
characteristics of its representatives.
(b) If society as a whole can be represented by a spectrum of such
strata (continuous in terms of the average log expenditures a), then un-
der a certain though natural shape of the mixing function q(a), the
population distribution by per capita expenditures is reproduced to be
lognormal.
(c) If continuity of the spectrum is violated (i.e., some strata are elimi-
nated, or crowded out), or q(a) is not monotonically decreasing as its
argument a increases from the global average a0, then the population
lognormality holds no longer, and the distribution is transformed into a
discrete-type mixture.
Let us now discuss each of these propositions. The first statement is
quite widespread in income distribution studies and results from multipli-
cative shocks to expenditure (income, wages) within the strata. The data
generating mechanism is described by Aivazian, Rabkina, and Rimashev-
skaya (1967) and applied to the wages of workers in the Soviet Union.
This distributional assumption is closely related to Mincer-type earning
equations with normal errors.
The second postulate follows from the fact that if the within-strata-
average log expenditures )(lnξ= Ea  are distributed normally with pa-
rameters (a0; ∆2) (i.e., if q(a) is normal), then the resulting distribution of
expenditure logarithms.
daaqe
a
z a
az
)(
)(2
1
)( )(2
)(
2
2
σ
−
−
∞
∞−
∫ σπ=ϕ
is a composition of normal distributions and thus normal itself. If
consta =σ=σ 22 )( , then the parameters of the resulting distribution are
)(ln0 ξ= Ea  and 2220 ∆+σ=σ . This fact is mentioned and proved by
Aivazian et al., (1967).
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The third statement is apparent in a degenerate situation when the
number of points where the mixing function q(a) is different from zero is
finite: kaaa ,,, 21 ! . The realistic distribution of expenditures in the Rus-
sian economy is, of course, more complicated. But it nevertheless is
characterized by a significant transformation of the mixing function q(a).
The transition period does not abolish the a) and b) postulates, though it
affects the shape of q(a).
• Hypothesis H2 states that the probability that a household refuses to
participate in the official budget survey is a function of its social, eco-
nomic, and geographical characteristics. This hypothesis can also be
verified against the data such as RLMS (Mroz et al., 1997) and some
additional information from Goskomstat. This hypothesis was
prompted by Mrs. Frolova (the Head of Living Standards Department
of Goskomstat).
• Assumption A1 states that the coefficient of variation of the house-
hold per capita expenditures is constant across the social strata, i.e.,
it is independent of the strata number. This assumption can also be
verified by criteria of variance homogeneity (Aivazian, 1997). As long
as income and expenditure )( jξ  of the population of j-th homogene-
ous strata are distributed lognormally with the parameters
)( ja ))((ln jξ= E  and ))((ln)(2 jj ξ=σ Var  (e.g., Aivazian, 1976), the as-
sumption A1 is equivalent to const.))((ln:A
2
1 =σ=ξ′ jVar
The equivalence of A1 and 1A′  follows from the relation between the
moments of the lognormal distribution:
2
1
2
1
1
)(
))](([ 2  −=ξ
ξ σe
j
j
E
D
.
• Assumption A2 states that the population per capita expenditures x
in the latent range of { }i
ni
xx
≤≤
>
1
max , where xi is per capita expendi-
tures in the i-th household surveyed, and n, total number of house-
holds, can be approximated by a three-parameter lognormal distribu-
tion with a shift parameter }{max
1
0 i
ni
xx
≤≤
= and variance of logarithms
2))((ln σ=ξ kVar  where σ2 is independent of strata and estimated
from the observed strata (see assumption A1 above).
Strictly speaking, this working assumption is not a statistical hypothe-
sis as it cannot be directly verified against the data available with any
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statistical criteria since the necessary data cannot be observed. It can
be established ex ante by some economic argument, and ex  post, by
matching the levels of the observed characteristics with the model
output. To support this assumption, let us mention some stylized facts
related to the Russian transition.
One of the important consequences of the rapid disintegration of the
USSR and demolition of its socioeconomic structure is the evolution of a
new social elite. This narrow class of highly prosperous individuals com-
prises mainly those who come from the recent partisan and bureaucratic
elite, former higher executives, and finally members of organized crime.
This "select" group employing certain oblique methods of privatising na-
tional wealth now has the opportunity of trading it on internal and exter-
nal markets, whether openly or by underhand means.
Some specialists in the field (cf. Suvorov and Ul'anova, 1997) estimate
that an increase in the sale of the country's natural resources of 0.2 – 0.3
per cent per annum results in an increase of gross population income by
10 – 20 per cent. It is obvious that most of this growth can be attributed
to this "select" class that may be, considering the uniformity of the so-
cial ranking and social background of its members, categorized as a
separate socioeconomic stratum. This is why the population distribution
by per capita expenditure, which is referred to in assumption A2, pertains
specifically to this stratum.
Usually, the right tail of the income/expenditure distribution beyond (high
enough) 0x  is approximated by Pareto distribution. This assumption,
however, is only valid if the density function decreases monotonically for
all 0xx ≥  (as is the case in a well-functioning economy). In our case, we
cannot rule out a local maximum in the unobserved richest strata to the
right of 0x .
By using the hypotheses H1, H2 and working assumptions A1, A2, a non-
formal (i.e., an interpretable) model of the Russian population per capita
household expenditure distribution can be developed. Further in the
project, the statistical methodology will be described to estimate poverty
and inequality indicators from the budget survey data, plus some addi-
tional macroeconomic characteristics of social and demographic family
structure and population expenditures.
2.2. The main variables and information sources
1) Gross per capita expenditures ξ (rescaled to a monthly window) of a
randomly sampled (surveyed) household xi.
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Following Goskomstat's methodology from Proceedings of Goskomstat
of R.F. (1999b), we shall define (quarterly) gross pecuniary expenditures
of a household as the sum of:
• )1(ξ — quarterly consumption expenditures, which is the sum of food
product expenditures, alcohol, private non-food consumption goods
and private services;
• )2(ξ — interim consumption expenditures (household expenditures for
subsidiary land plot);
• )3(ξ — the quarterly average of the net household capital accumula-
tion (acquisition of land and property, jewelry, construction and
dwelling maintenance expenditures);
• )4(ξ — the quarterly total of taxes paid and other obligatory payments
(including alimony, debt, club and public payments);
• )5(ξ — cash in hands and net savings increase (including currency and
stock accumulation, bank deposits);
• )6(ξ — estimate of the monetary equivalent of the household produced
products.
All in all,
∑
=
ξ
ξ=ξ
6
1
)(
3
1
l
l
m
,
where )(lξ  (l = 1, 2, ..., 6) are as defined above, and mξ is the effective
number of the consumers in the households, and the factor of 3 is intro-
duced to reduce the quarterly data, as in Goskomstat budget surveys, to
the monthly data that most readers are likely to be accustomed to. The
observed values of )6()2()1( ,,,, iiii xxxx !  of the random variables
)6()2()1( ,,,, ξξξξ !  are the results of the survey in the i-th household.
In fact, the definition of the scale factor m, known as the equivalence
scale, is a discussable issue. Russian statistical authorities use an im-
plicit equivalence scale with the equivalence factors of 0.9 and 0.6 for
children and pensioners, respectively,4 on the basis of nutritional re-
                                               
4 Rather than deflating the observed household characteristics by these factors,
Goskomstat calculates the poverty lines separately for each population group us-
ing the above factors.
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quirements. The OECD equivalence scale is based on the economy of
scale argument rather than nutritional scheme. According to this scale,
the first adult is given a factor of 1, all other adults, 0.7, and each child,
0.5. One of the most comprehensive discussions of the various equiva-
lence scales can be found in Buhmann et al. (1988) where several doz-
ens of equivalence scales are analyzed and reduced to a simple para-
metric scheme.
It need not be apparent, but a number of theoretical assumptions con-
cerning household preferences and the shape of the equivalence scale
need to be made to construct an easy-to-deal-with equivalence scale
(see, e.g., Coulter, Cowell, and Jenkins, 1992; Cowell and Mercader-
Prats, 1997). It is not at all clear, however, whether these assumptions
are actually satisfied, and it is not even clear how these assumptions
might be tested.
In this light, we view equivalence scales as a technical correction that
can be incorporated with relatively low computational cost. However, we
are not aware of any convincing argument in favor of any equivalence
scale that should be the equivalence scale for Russia. Thus, we stick to
our basic assumption that per capita calculations are good enough for
expenditure analysis in this country; the robustness of the findings of our
preliminary analysis convinces us they are good enough.
2) Regional/national average per capita expenditures µmacro defined from
macroeconomic characteristics, namely, the quarterly Goskomstat publi-
cation "The Population Income and Expenditure Balances" (Goskomstat
R.F., 1996) µmacro has the same structure as ξ but is defined from re-
gional trade, tax, bank and security market statistics rather than surveys.
3) The proportion of households p(x) with per capita expenditure level x
who refused to participate in the survey in the given period. The sources
of information are supposed to be Goskomstat and RLMS.
4) Social and demographic composition of the region (regional averages
on household size, number/proportion of children, retired, etc.).
Let us now describe in some detail the RLMS and Goskomstat budget
survey data that comprise the information base of our research.
1. RLMS data, Rounds V – VIII (Mroz et al., 1997). The RLMS question-
naire contains expenditures for a large number of goods and serv-
ices. This data can be aggregated into large groups of goods and
services, and into total expenditures.
Expenditure data include a wide range of categories, though the time
spans in each category might be different. The expenditures for food
(∼60 items) are based on weekly reports; fuel, services (with a break-
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down to about 10 items), rent, club payments, insurance premia,
savings and credits have a one-month window; non-food consumer
goods and durables expenditures are calculated on the quarterly ba-
sis. RLMS also traces home production on the annual basis, as well
as intermediate expenditures for the subsistence plot. All those data
are rescaled to a monthly basis and published in r#heexpd RLMS
data files. Currently, we have used variables totexpr* from these
data files. These data have been verified by RLMS staff and include
the appropriately scaled data.
Of course, the quality of the results cannot be higher than the quality of
the data, and we must make this reservation before proceeding any fur-
ther. For instance, it can be argued that the family welfare (measured
here as consumption expenditures) should also include the depreciation
of durables, property and vehicles that have been inherited from earlier
periods, as well as from Soviet times. This correction, however, remains,
to our knowledge, a purely theoretical argument that has never been im-
plemented in applied work.
2. Household budget survey data as of the Q3 1998 on three regions of
Russia, namely, Komi Republic, Volgograd and Omsk , with a sup-
plementary questionnaire (Aivazian and Gerasimova, 1998). According
to Goskomstat methodology (Proceedings of Goskomstat R.F.,
1999b), the sample is constructed to be representative of household
types, except collective households (e.g., hospitals, military units,
etc.), on the basis of the 1994 microcensus. During the quarterly
budget survey, a household fills a two-week daily log of expenditures
twice during the quarter, two bi-weekly logs, and is exposed to a in-
termediate monthly survey. From this primary data, Goskomstat infers
the following aggregate indicators: pecuniary expenditures ("denras"
variable in the Goskomstat survey datasets; the sum of actual expen-
ditures made by household members in the period being accounted
for, including consumption and non-consumption expenditures); con-
sumption expenditures ("potras" variable; the proportion of pecuni-
ary expenditures directed to the acquisition of consumption goods
and services); final household consumption expenditures ("konpot"
variable; consumption expenditures excluding food products trans-
ferred outside the household, plus in-kind household income, i.e., the
sum of non-cash and natural intakes of food products and subsidies);
household disposable resources ("rasres" variable, the sum of pe-
cuniary resources; "denres" variable, i.e., pecuniary expenditures
and nominal savings by the end of the period; and natural intakes,
"natdox" variable). The budget surveys referred to were supple-
mented with a questionnaire on quality of life (Aivazian and Gerasi-
mova, 1998).
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2.3. Model description and parameter interpretation
Let ξ denote (in thousands of rubles) the yearly average expenditure of a
randomly selected representative of the Russian population, and let jξ
(in ths. of rub.) denote per capita expenditures of the representative of
the j-th homogeneous stratum. According to hypotheses H1 and H4, the
distribution density of the random variable ξ is described by the model of
lognormal mixture:
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where )(),( 0 xI x ∞+  is the indicator function of set ),( 0 ∞+x  (i.e.
0)(),( 0 =∞+ xI x  for 0xx ≤  and 1)(),( 0 =∞+ xI x  for 0xx > ), and =Θ
),,;;,,;,,;( 2 1
2
101111 +++ σσ= kkk xaaqqk !!! are the model parameters
interpreted as follows:
1+k  is the number of mixture components, or homogeneous strata;
)1,,2,1( += kjq j !  is the ex ante probability of the j-th mixture compo-
nent, or the share of the respective stratum in the population;
0x  is the threshold separating observed expenditures )( 0xx ≤  from un-
observed ones )( 0xx > ;
)1,,2,1()(ln +=ξ= kja jj !E  are the model averages of logarithms
within the j-th stratum;
)1,,2,1()(ln2 +=ξ=σ kjjj !D  are the respective expenditure logarithms
variance.
We assume that per capita expenditures of the richest k + 1-th stratum
of the population exceed the threshold 0x , and that these individuals al-
ways refuse to participate in surveys. The rest of the households are
available for statistical investigation, although they can also escape from
the survey with probability ),(xp  which is monotonically increasing with x
(see hypothesis H2 above).
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Econometric analysis of model (5) implies estimation of the parameter
vector Θ by survey data, as well as some social and demographic popu-
lation characteristics necessary to derive individual distribution from the
household one. Note that the parameter k also needs to be estimated.
This poses some additional problems, as the behavior of the usual esti-
mators when the true parameter is on the boundary (which would be the
case if k is overestimated) might be rather strange.
2.4. Econometric analysis methodology
2.4.1. Estimation of the dependence of refusal probability p(x) on
its social and economic characteristics. The following variables are
considered as covariates of the refusal probability p:
ξ= ln)1(z  is the logarithm (in base e) of the total per capita household
expenditure;
)2(z  is the settlement type, with categories of metropolitan areas, urban
and rural areas, settlement of city type (PGT, "poselok gorodskogo
tipa");
)3(z  is the education of the primary income earner (below secondary,
secondary, vocational school, technical school, higher).
In terms of these variables, the dependence of p on Τ= ),,,1( )3()2()1( zzzZ
is assumed to follow the logistic model:
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where Τββββ=β ),,,( 3210  is the vector of the coefficients to be esti-
mated. Geographical and education factors enter the model as dummy
variables, while expenditure elasticity is assumed to be the same for all
population categories. Thus, model (6) gives a set of 4 × 5 = 20 models
(one for each population category) describing the dependence of refusal
probability p on per capita expenditure:
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In fact, a wider set of regressors was used initially in the analysis that
also included the social and demographic structure of the household and
the characteristics of the household head, besides the log per capita ex-
penditure, the settlement type, and household head's education. The
subsequent analysis shows statistical insignificance of some characteris-
tics, and the selection of the logistic regression model leads us to the
result reported above.
The results of the model estimation (i.e., the estimates of β) by using
RLMS data (Rounds V – VIII) are given in Appendix 3. These results as-
sert the monotonic dependence of the refusal probability p upon the
level of expenditure. For comparison, a simplified model was also esti-
mated that only includes the (log of) expenditure ξ== ln)1(zz :
.
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2.4.2. Calibration (weighting) of the existing observations. The
analysis of models (6) and (6") is, of course, interesting per se. In our
study, however, this is only a by-product used for the calibration of the
existing observations. By using the weights obtained as the inverse of
the probability to participate in the survey, we re-estimate re-
gional/national per capita expenditure distribution. When the information
is sufficient (categories ki, li corresponding to 
)3()2( ,
ii lk
zz  variables are
known for i-th household, as in RLMS), the "fine" weights according to
(6) are used. Otherwise, if only per capita expenditure is available (as
with our regional data), weights (6') are used. We would use notations as
)(zp  when referring to the logs of observed expenditure, and as )(xp
when referring to the initial observations, or levels (ths. rub.).
Let )(xf  be the density function of the per capita expenditure distribution
of the population of a Russian region. If n  is the total size of the survey
sample and ∗x  is a certain value of per capita expenditures, then the
number )( ∗ν x  of observations in the ∆ — neighborhood of the point ∗x
on the condition that no one escapes from the survey, is given by
∆≈ν ∗∗ )()( xfnx . (7)
The effective number of observations, however, would be adjusted for
the probability of refusal )(xp :
∆−≈ν ∗∗∗ )](1)[()( xpxfnx" . (8)
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From (7) and (8) it follows that
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In particular, by choosing the actually observed data on per capita ex-
penditure as ∗x  and taking small enough ∆ , we would have
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It means that if we want to estimate the underlying density )(xf  from the
existing sample
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in which each observation ),,2,1( nix i !=  has the same weight 1/n,
then we should recalibrate, or re-weight, the sample in the following way:
),;(,),;(),;( 2211 nnxxx ωωω ! (11)
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It is worth noting that iω  increases with the refusal probability )( ixp , and
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2.4.3. Estimation of the observed mixture component parameters.
At this stage we solve the problem of estimation from the sample (11) of
the parameters 2211 ,,,,,,~,,~, kkk aaqqk σσ !!!  in the mixture of distribu-
tions:
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The problem is in fact reduced to that of the parameter estimation of the
mixture of normal distributions:
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by the sample
),;(,),;(),;( 2211 nnzzz ωωω ! (8')
with ),,2,1(ln nixz ii !== .
The results of the estimation of the mixture model for the RLMS and re-
gional data (2Q 1998) are given in the following section. The numerical
methods used in the estimation are briefly described in Appendix 3 (for
more detail, see Day, 1969; Dempster, Laird, and Rubin, 1977; Aivazian,
1996; Rudzkis and Radavicius, 1995; Jakimauskas and Sushinkas, 1996).
The software implementations are CLASSMASTER software developed at
CEMI and denormix STATA module developed by S. Kolenikov (available
from his web page, http://www.komkon.org/~tacik/stata).
2.4.4. Estimation of the unobserved mixture component and distri-
bution as a whole. Let the (relative) weight of the unobserved 1+k
#
-th
mixture component be 1+kq
# , and the mean logarithm of per capita ex-
penditures be 1+ka
# . Then the regional average µ  from model (5) based
on the parameter estimates ;,,;~,,~; ˆ1
ˆ
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Because of the properties of lognormal distribution,
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The value of µ  from (14') depends on the unknown 11, ++ kk aq ## , as well
as on 0x  and 
2
1+
σ
k
# . By construction, 0x  is taken to be the maximum of
the observed expenditure:
}{max
1
0 i
ni
xx
≤≤
= . (16)
Under assumption 1A′  (see Section 2.1 above), the overall estimate 
2σ
#
of the variance of logarithms is
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and then 2
1+
σ
k
#  is taken to be equal to 2σ
#
.
We can then graph the level line in the plane ( 11, ++ kk aq
## ):
orcam
11 ),( µ=µ ++ kk aq ## , (18)
where the model value ),( 11 ++µ kk aq ##  is calculated by (14') with
}{max
1
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=  and 22
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σ=σ
+
#
#
k
, while µmacro is obtained from the macro-
economic Balance of Population Incomes and Expenditures for the rele-
vant region and time point.
The final selection of the point ),( 11 ++ kk aq
##
#  on line (18) requires some
additional conditions, assumptions, or expert information.
When constructing line (18), it is worth considering the following:
It is resonable to assume that
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1
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where the sign <<  means "much less," i.e., that 1+kq  is about an order
of magnitude less than }{min
1
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.
Level line (18) may be represented by a table with the values of 1+kq
#  as
input and 1+ka
#  from (14') – (18) as output. A possible range of values
1+kq
#  could be chosen as follows (with 91,10}{min 2
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i.e., if the least of the stratum shares is at the level of several per cent):
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By using (14'), the following limit from above for the share of the unob-
served stratum can be calculated:
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2.4.5. Poverty indices and targeted assistance for the poor. If we
restrict the class of weighting functions )(xw in (1) to functions like (3),
then we can use the results of Bourguignon and Fields (1990) on the
optimal allocation of financial aid to the poor. By combining those with
the estimates of the per capita expenditure density function )(xf , we can
formulate the following rule of targeted assistance:
(i) For given inputs of the model (such as the population size N, poverty
line 0z , total resource S for targeted assistance, density function )(xf
describing the population per capita expenditures, and Foster–Greer–
Thorbecke index parameter 1>α ), the threshold value 0z  can be found
from
;)()(10
0 SfIzN z = (4')
where 00 zz <  and dxxfz
xz
fI
z
z )()(
0
0
0 0
0)(
α
α ∫  −= ;
(ii) Each inhabitant of the region whose per capita expenditure x is below
the threshold, 0zx < , is then eligible to the lump sum transfer xz −0 .
Apparently, for each weighting function )(xw  there is a corresponding
optimal allocation.
In this study, the share of poor (head count ratio, FGT(0)) and poverty
depth (FGT(2) sensitive to extreme poverty and thus interpretable as the
social tension indicator) are calculated for each data set (the three re-
gions and RLMS) in the following ways: i) immediate (non-parametric)
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sample statistics; ii) by using the estimates of the lognormal expenditure
distribution model mimicking Goskomstat; ii) by using the estimates of
the lognormal mixture model. The results follow in Section 3.
3. EMPIRICAL ANALYSIS RESULTS
For conducting our empirical analysis we used the following steps.
S t e p  1. The analysis of the sample distributions of per capita expendi-
ture has been conducted by using the Goskomstat budget survey data
on the Komi Republic, Volgograd and Omsk regions (Q2 1998), as well
as the RLMS Round VIII data (Q4 1998). In particular, sample statistics
and histograms are obtained as the output of this step (see Appendix 1).
S t e p  2. By using RLMS panel data Rounds V–VIII and additional refusal
data,5 the multiple logit model was estimated to relate the probability of
a household with particular characteristics to refuse to participate in a
budget survey.
S t e p  3. According to the methodology described in Section 2.4.2, ei-
ther rough (with logit model (6")) or fine (with logit model (6)) calibration
(re-weighting) of the existing data was performed to eliminate truncation
bias.
S t e p  4. Sample  distributions  are  re-analyzed  accounting  for  the
weights estimated at the previous step. The results are compared to
those obtained in step 1.
S t e p  5. The mixture model parameters for the three regional and the
national data sets are estimated with the observed range of per capita
expenditure (see the methodology in Section 2.4.3).
S t e p  6. According to the methodology described in Section 2.4.4, the
unobserved component parameters are produced for each of the four
data sets by using the estimates of the mixture components obtained in
the previous step. The goal here is to eliminate the censoring bias.
S t e p  7. With the estimates of the distribution functions from steps 4
and 6, the poverty and inequality indices are calculated and analyzed for
the three regions as of Q2 1998 and for Russia as a whole as of the
Q4 1998.
                                               
5 The authors are grateful to P. M. Kozyreva and E. Artamonova from RAS Insti-
tute of Sociology who kindly provided this data.
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3.1. Statistical analysis and calibration
of the per capita expenditure distributions
The estimation results are reported in Appendix A. Some evidence based
on Figs A.1 – A.4 and Tables A.1 – A.8 will be discussed in this section.
First, per capita distributions cannot be adequately described by the
simple lognormal model (either within any of the regions or within the
country as a whole). Columns 2 and 3 of Tables A.5 – A.8 suggest that
the two-homoskedastic-component model does not describe the data
well, either. The fact that the mixture model fits the RLMS data demon-
strates very high values of the χ2 fit statistic for any number of compo-
nents (and very low p-value, respectively) is probably related to the
"large sample curse.6 In fact, we have 9.716 observations in the RLMS
data, while there are about a thousand observations in any of the re-
gional data sets.
Second, the algorithms of both CLASSMASTER and Stata of the auto-
matic search for the unknown number of the mixture components k in
the observed expenditure range typically lead to the estimates 3=k
#
 or
4=k
#
, i.e., the per capita expenditure distribution of a region/country
can be represented as a mixture of three or four homogeneous socio-
economic strata. This would not necessarily mean that there exist three
or four local density maxima. In fact, the population share of the modal
strata is more than 90%, which effectively masks all other components.
Volgograd region was the only exception. While for all other cases an in-
crease in the number of mixture components beyond four would lead to
a serious deterioration of the fit criteria (AIC, SBIC, ICOMP) and the very
identification quality (multiple maxima of the likelihood function, flat re-
gions that the algorithms stumble upon, coinciding components, etc.),
The five-component model for Volgograd was the most parcimonious
model accepted by the goodness of fit criteria.
Third, as compared to 1996, the stratification of the population is less
manifested. This complies with the tendency of the per capita expendi-
ture distribution to return to its "normal" lognormal shape as economic
transition proceeds.
                                               
6 This concept can be briefly described as follows. All real data are produced by
data generating mechanisms that are in fact very complex. On the other hand, it
is known that the power of a test increases with the sample size. Thus, with sev-
eral thousand observations, the tests would likely reject relatively unsophisticated
hypotheses.
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The figures from Aivazian (1997) describing the per capita income distri-
bution of the Russian population as of the fall of 1995 suggest local
maxima of the density function. Population strata are then well-defined,
which allows for sensible classification of the population by the strata
with the following analysis of social and economic characteristics of each
stratum. A similar analysis for the 1998 data is hampered by the fact that
most of the population is classified into the central, or modal, strata pre-
venting us from conducting a similar study within this project.
Fourth, the share of unobserved strata is relatively small and varies
about 0.1 – 0.01%. Nevertheless, it has crucial influence on the mean
income of the population and inequality indices. The parameters of the
hidden stratum are estimated up to the level curve relating 1+kq
#  and
1+ka
#  under certain restrictions (see (14) – (18) in Section 2.4.4). The
example of such a line for RLMS data is given below in Fig. 1.
It turns out, however, that the indicators of our interests (mean expendi-
ture, poverty characteristics, Gini index of inequality) do not crucially de-
pend on the choice of a particular point ),( 1
)1(
+
+µ k
k q #
# ##
 on this level line. In
0                                  2000                                4000
Fig. 1. The relation between the share and the mean per capita
expenditure used in the estimation of the latent population strata
parameters.
0.006
0.004
0.002
0
qk+1
µk+1, ths. rub.
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fact, poverty indices are focused on the left tail of the distribution. Ine-
quality and polarization measures do depend upon the unobserved stra-
tum, but, for instance, the Lorenz curve on which the Gini index is based
is not very sensitive to the particular choice of the parameter couple
(though it is sensitive to the very fact of inclusion or omission of the hid-
den stratum). Various estimates of the share of hidden income range
from 25% to 40% (see Aivazian, 1997). In this study, the calibration ef-
fect is to increase the mean of observed expenditure by some 2 – 3%,
while introduction of the hidden strata is responsible for the most of the
20–30% difference. In particular, the increase of the mean expenditure
due to the hidden stratum is (1211 – 830)/830 = 0.459 = 45.9%.
Fifth, the observation re-weighting (used here to adjust for truncation)
and Monte Carlo simulation modeling of the unobserved stratum help
explain the 40% difference between the official (i.e., registered by the
statistical bodies) and actual (i.e., observed in budget surveys) in-
come/expenditure of population.
3.2. Estimation of poverty, inequality and social tension indices
Table 1 reports the estimates of poverty and social tension indicators. In
terms of the Foster–Greer–Thorbecke family of indices )()( 0 fI zα  (see
Foster et al., 1984, and (1) – (1') in the motivation section), these are
FGT(0), or the head count ratio, and FGT(2), the indicator of poverty
depth (and hence social tension caused by the existence of the poorest
people). The table includes the official Goskomstat data (column 4);
the data from the World Bank targeted assistance pilot projects (Ministry
of Labour R.S., 1999) (column 5 for the regions that participated in these
projects), direct weighted sample estimates of the indices (columns
8 and 9), and the FGT(0) and FGT(2) estimates from the lognormal
model (columns 6 and 10) and the lognormal mixture model (columns 7
and 11).
Table 2 contains the results of each of the calibration stages: weighting
of the existent observations, and introduction and estimation of the un-
observed mixture component. The inequality characteristics such as the
Gini index and funds ratio are also reported. Goskomstat does not report
the regional figures for these indices, so we provide the direct sample
estimates.
Analysis of the tables leads to the following conclusions.
1) There exists a significant dispersion of the indicators, both between
regions and (for each region) between the estimation methods. We be-
lieve that the weighted sample estimates are the most precise (columns
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Table 1. Poverty and social tension indicators.
Poverty rate
No Region
Poverty line,
ths. rub.
[1] [1] [2] [3] [4] [5]
1 2 3 4 5 6 7 8
1 Russia 0.636 28.4 — 55.2 55.6 57.1
2 Komi Republic 0.466 20.6 26.7 53.8 56.2 56.7
3 Volgograd
region
0.368 31.5 49.2 62.0 62.7 63.0
4 Omsk region 0.372 25.2 — 42.6 43.2 44.2
Poverty depth (social tension) FGT(2)
No Region
[5] [3] [4]
9 10 11
1 Russia 0.143 0.137 0.139
2 Komi Republic 0.140 0.134 0.139
3 Volgograd
region
0.177 0.175 0.176
4 Omsk region 0.089 0.082 0.085
[1] Official Data of Goskomstat (Goskomstat R.F., 1998, 1999à, 1999b);
[2] Estimates from (Ministry of Labour R.F., 1999);
[3] Estimates from the lognormal model;
[4] Estimates from the mixture model (5);
[5] Direct weighed sample estimates.
8 and 9). This method gives higher poverty rates than the official statis-
tics do, as long as the left tail of the distribution turns out to be heavier
than the lognormal model could give. On the other hand, the mixture
model estimates produce results much closer to the sample estimates
than the official values. This is not surprising given a satisfactory quality
of fit evidenced by the statistical tests.
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Table 2. The results of the distribution calibration and inequality comparisons.
Mean expenditure,
ths. rub.
Gini index Funds ratio
No
Region,
data source,
sample size
A B C D E D E
1 2 3 4 5 6 7 8 9
1 Russia, RLMS VIII,
n = 9716
0.913 0.932
(2%)
1.211
(32.6%)
0.478
 0.380*
0.599 13.5* 45.8
2 Komi Republic,
HBS, n = 1089
0.633 0.686
(8%)
1.159
(83.1%)
0.395 0.667 15.6 43.7
3 Volgograd region,
HBS, n = 1263
0.412 0.433
(5%)
0.641
(55.6%)
0.389 0.590 14.0 32.0
4 Omsk region,
HBS, n=1244
0.611 0.641
(5%)
0.699
(14.4%)
0.357 0.442 10.5 14.8
Russia: Q4 1998; the regions: Q2 1998.
Funds ratio is the ratio of the total income/expenditure in the top decile to the one in the
bottom decile.
* Goskomstat estimate as of Q4 1998.
A — Raw.
B — Calibrated (+∆, %).
C — With the latent stratum (+∆, %).
D — Raw data
E — Model (5) with latent stratum.
2) Although the share of the unobserved super-rich stratum is relatively
low (one tenth or hundredth of the percentage point), it crucially affects
the main characteristics of inequality and polarization. In particular, the
Gini index for Russia in the Q3 1998 was reported to be 0.380; the sam-
ple estimate from the RLMS data is however 0.478, while the estimate
based on the latent stratum model gives 0.599. A similar pattern of in-
crease in the Gini values is observed for the regional data, too (except
maybe for the Omsk region). The magnitude of changes in the funds ra-
tio is also really large, 50% to 200%. It might also be noted that the dis-
crepancy is the largest for the Komi Republic, which is a resource rich
region. This fact is supported by the rent seeking theory, i.e., that rent
seeking behavior emerges in economic environments with substantial
rent flows, natural resource rent being the most typical example.
How can the revealed differences in the figures be explained, and should
the results based on model (5) be trusted?
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Table 1 reports poverty indices estimates based on the left tail of the
distribution. As it should have been expected, the differences between
the results from the lognormal model and the mixture model (5) (see
columns 6 vs. 7, and 10 vs. 11), are small though systematic, as all
"mixture" estimates are greater than the respective "lognormal" esti-
mates). We cannot provide a good explanation for the differences be-
tween the lognormal model-based indices and the official figures, as
those seem to be based on the same methodology. In fact, the data
sources for the two figures are different, as we were using the RLMS
data, and Goskomstat used its HBS data for the Q4 1998. Besides, the
way Goskomstat treats those budget data is different from what is usu-
ally done by researchers.
Table 2 shows the expenditure inequality characteristics that require the
knowledge of the whole distribution, including both tails. As one of the
most prominent features of mixture model (5) is the modification of the
right tail approximation, the differences in the inequality figures from
those reported by Goskomstat are quite striking (compare columns 7
and 9 vs. 6 and 8). One might even say that the inequality indices ob-
tained by using model (5) are too large.7 To provide some explanation,
we need to note that in (5), all discrepancy between the macroeconomic
figure for the mean expenditure and the sample mean from the
RLMS/HBS is assigned to this latent stratum (see columns 4 and 5 for
Table 2). If this assumption is too strong, and the discrepancy is only
partially explained by the latent stratum (and partially, due to misreport-
ing in the observed ranges), then the estimates of the inequality indices
given by (5) are biased upward. On the other hand, in earlier studies, the
discrepancy was compensated for only by calibration of the existent ob-
servations, i.e., the latent stratum was ignored. It is likely that the truth
lies somewhere in between. This question is addressed in more detail in
the following subsection.
3.3. The sensitivity analysis of the Gini index
and funds ratio estimates with respect to misreporting
The overstatement of the latent stratum importance in explaining the dis-
crepancy between the macro and micro averages in the model (5) might
be caused by the systematic bias of the sample data due to misreporting
                                               
7 The cross country comparison of Gini indices suggests that some figures in Ta-
ble 2 might be overstated. The lowest values of about 0.25 – 0.30 are observed in
Nordic countries; the figure for the US is about 0.35 – 0.36; and the countries
that are known to have high inequality are Brazil, Mexico, or South Africa, but
even in these countries, the value of Gini is estimated to be about 0.45 – 0.6.
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(see above footnote 2 on page 6). In other words, if the individuals sur-
veyed intentionally underreport their income and expenditure, then the
sample mean is biased downwards, and the aforementioned discrep-
ancy, upward.
To investigate the sensitivity of model (5) based on the Gini index to
misreporting in the RLMS data, the following framework was adopted.
Let the distortion due to the misreporting be measured as
%100
cal
calact ×
µ
µ−µ
=λ ,
where µcal is the sample mean expenditure (possibly biased due to mis-
reporting) calibrated according to the methodology described in Section
2.4.2 (here, µcal = 0.932, see column 4 of Table 2); and µact is the actual
average expenditure of the households in the sample.
Evidently, in the preceding analysis (and in Tables 1 and 2, as its result)
it was assumed that λ=0, and thus the discrepancy between the
µmacro and µcal in the observed expenditure range is about 45%
((1211 – 830)/830 = 0.459). The international practice of budget studies
suggests that the discrepancy of several percentage points is inevitable,
but figures larger than 10% should signal serious problems with the
sample quality. Still, some fraction of the discrepancy can be attributed
to the households in the observed expenditure ranges.
The estimates of the Gini index in the framework of model (5) with cor-
rection for the misreporting for a number of λ's are given in Table 3.
Table 3. The sensitivity analysis of the Gini index and funds ratio estimates with
respect to misreporting.
Relative distortion λ 0% 5% 10% 15%
Estimates of Gini index based on (5)
and corrected for misreporting
0.599 0.592 0.569 0.554
Estimates of funds ratio based on (5)
and corrected for misreporting
45.8 42.5 39.5 35.6
The simplest model of misreporting was adopted, namely that each
household understates its true expenditure by a factor of (1 + λ)–1 (in
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other words, that all reported figures should be increased by λ per cent).
The reported figures are the results of the parametric bootstrap that
used the underlying distribution (5) with the estimates of the mixture
parameters obtained earlier. The parameters of the latent stratum were
estimated as described in Sections 2.4.3, 2.4.4, and Appendix A2. For
each λ, 20 bootstrap samples of size 400,000 were created. The sample
size was chosen to guarantee the adequate representation of the latent
stratum with the share of the stratum in the population qk+1 < 0.1%.
Typically, about a hundred households from the latent stratum were pre-
sent in each bootstrap sample. The number of bootstrap samples (20)
allows us to interpret the observed range as the approximate 95% confi-
dence interval for the true Gini index (see box-whisker plots on Fig. 2).
The results of this sensitivity analysis suggest that the estimates based
on model (5) are still higher than the sample values even if half of the
total discrepancy is attributed to the misreporting factor. Assuming that
the realistic values of λ for the RLMS sample range from 10% to 15%,
the most viable range of the Gini index is 0.55 – 0.57.
0.56
0.62
0.60
0.58
0%              5%            10%            15%             λ
Fig. 2. Box-whisker plots for Gini indices obtained at various levels
of λ.
Gini index
0.52
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4. CONCLUSIONS
1. The specifics of modern Russian economy induce one to use the level
of per capita expenditure (instead of per capita income, as is done in
other studies) for estimating poverty level and degree of inequality, and
for constructing testing procedures that would help to classify house-
holds according to their level of wealth. We would like to note that if ex-
penditure is used,
a) the problem of wage arrears in a household is resolved;
b) intentionally or non-intentionally hidden income, including income
from the shadow economy, is accounted for;
c) the concept of household welfare inflow is appropriately general-
ized to include home production, land (subsidiary plot) and prop-
erty (real estate, vehicles, jewelry, etc.) that the household pos-
sesses.
2. When gross expenditure of the household is calculated, all sorts of
expenditures are added up, including expenses for consumer goods, in-
termediate goods (e.g., tools and materials for the subsistence plot op-
erations), net savings in all assets (including bank deposits and foreign
currency), fixed capital growth, taxes and other obligatory payments,
cash, and home production. In this work, total expenditure was simply
divided by the household size, i.e., the simplest equivalence scale was
used. More complicated equivalence scales might have been used, but
we view these as technicalities that can be easily accommodated into the
research, although would hardly affect any of the qualitative results.
3. The peculiar situation of the transition period in Russia, though not
rejecting the general scheme of the lognormal mixture model of in-
come/expenditure distribution, leads to certain changes in the nature of
the mixing function )(aq . The genesis of the discrete lognormal mixture
(instead of continuous mixture of a special form reproducing the lognor-
mal distribution typical for stable economies) is explained by the struc-
tural labor, human capital and skills demand shifts during the transition.
These changes have crowded out the "Soviet middle class," i.e., rela-
tively qualified workers, who have had to seek other, as a rule, less prof-
itable, income sources. This search has been adversely affected by low
labor mobility (primarily, geographical mobility) typical for Russia. At the
same time, new "extra rich" population groups have acquired substantial
rent flows. Thus, a well-defined pattern of groups of income earners has
developed which has led to the discrete character of the distribution
mixture, the distribution being lognormal within each group. Hence, it is
natural to try to model the underlying distribution by a discrete lognormal
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mixture. It is worth noting that as transition draws to a close, i.e., the
Russian economy evolves towards its steady state, the shape of the
mixing function )(aq  (and, consequently, of the whole expenditure distri-
bution) would tend to resemble a usual two parameter lognormal distri-
bution. The comparison of the estimation results based on 1998 and
1996 data confirms this tendency.
4. The econometric analysis of our model includes: a) per capita expen-
diture density identification via lognormal finite mixture parameters
),,,;,,,;,,,;( 222
2
12121 kkk aaaqqqk σσσ=Θ !!!
estimated by the appropriate statistical procedures; b) re-weighting of
the distribution accounting for the probability of unit non-response as a
function of per capita expenditures and other household characteristics;
c) reconstruction of the unobserved )1( +k
#
-th stratum via the second re-
calibration of the model based on partially verifiable working hypotheses
and macroeconomic income and expenditure balances.
5. Unlike the approaches used for official statistics and by other Russian
researchers, our model of per capita expenditure distribution and the
corresponding estimation methods do adjust for the households that re-
fused to participate in the survey. The sample weights for the existing
households are calculated by using the estimates of the probability of
the household to avoid being surveyed, which is believed to depend
upon the household economic, demographic, and geographic charac-
teristics, and the distribution in the unobserved expenditure range is es-
timated with special hypotheses.
6. Further applications of the per capita expenditure model included:
• the estimation of the poverty indicators within the problem of the op-
timal allocation of the bounded targeted assistance for the poor;
• the estimation of the main characteristics of wealth inequality that
serve as indicators of the level of social tension.
7. Most of the corrections proposed in our model tend to improve the fit
of the upper tail of the distribution. The poverty indicators (Foster–Gre-
er–Thorbecke family) are insensitive to the right tail, so they are not af-
fected much by the methodology we propose. The second objective of
this inquiry that was stated in the beginning has been achieved by for-
mulation in Section 2.4.5. of the optimal allocation rule for targeted pub-
lic relief.
8. The substantial innovation that our model introduces is thus related to
the right tail of the distribution, and hence, the inequality indicators (Gini
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index, funds ratio), estimation and analysis. This paper shows that the
sensitivity of the estimates with respect to the variations in the model as-
sumptions, in particular, in the ways to account for misreporting, are not
too high. Upon analyzing the results obtained for realistic model varia-
tions, we suggest the following estimates: for the Gini index, 0.55 – 0.57,
and for the funds ratio, 36 – 39 (c.f. the official figures of 0.38
and 13.5).
9. It should be noted that the techniques developed in this study are only
applicable at the regional level. Regional results can only be aggregated
if the appropriate deflators and coefficients are used that would account
for interregional price differentials, purchasing power, the subsistence
basket composition, etc.
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APPENDICES
A.1. The analysis of the sample distributions
of per capita expenditure for particular regions
and Russia as a whole
A.1.1. Russian Federation. RLMS data set, Round VIII, October–No-
vember 1998, 9716 observations.
Table A.1. Sample statistics of the essential characteristics of Russian per capita
expenditure distribution.
Sample value
No
Indicator,
thousands of rubles
Raw data Weighted data
1 Mean per capita expenditure )(µ# 0.814 0.830
2 Standard deviation )(S 1.318 1.386
3 Minimal expenditure )( minx 0.008 0.008
4 Maximal expenditure )( maxx 49.344 49.344
5 Bottom decile )( 1,0x
# 0.200 0.209
6 Top decile )( 9,0x
# 1.699 1.763
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Fig. A.1a. The histogram of the per capita expenditure distribution
of the Russian population (initial data).
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Fig. A.1b. The histogram of the per capita expenditure distribution
of the Russian population (weighted data).
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A.1.2. Komi Republic. Budget survey sample of 1089 individuals, Q2
1998.
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Fig. A.2a. The histogram of the per capita expenditure distribution of
population of Komi republic (raw data).
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Fig. A.2b. The histogram of the per capita expenditure distribution of
the population of the Komi Republic (weighted data).
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Table A.2. Sample statistics of the essential characteristics of Komi Republic's
per capita expenditure distribution.
Sample value
No
Indicator,
thousands of rubles
Raw data Weighted data
1 Mean per capita expenditure )(µ# 0.633 0.686
2 Standard deviation (S) 1.087 1.249
3 Minimal expenditure )( minx 0.054 0.054
4 Maximal expenditure (xmax) 24.797 24.797
5 Bottom decile )( 1,0x
# 0.154 0.163
6 Top decile )( 9,0x
# 1.208 1.302
A.1.3. Volgograd region. Budget survey sample of 1263 individuals, Q2 1998.
Table A.3. Sample statistics of the essential characteristics of Volgograd region's
per capita expenditure distribution.
Sample value
No
Indicator
thousands of rubles
Raw data Weighted data
1 Mean per capita expenditure )(µ# 0.412 0.433
2 Standard deviation (S) 0.458 0.479
3 Minimal expenditure )( minx 0.017 0.017
4 Maximal expenditure (xmax) 6.101 6.101
5 Bottom decile )( 1,0x
# 0.101 0.110
6 Top decile )( 9,0x
# 0.766 0.794
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Fig. A.3a. The histogram of the per capita expenditure distribution of
the population of the Volgograd region (raw data).
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Fig. A.3b. The histogram of the per capita expenditure distribution of
the population of the Volgograd region (raw data).
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A.1.4. Omsk region. Budget survey sample of 1244 individuals,
Q2 1998.
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Fig. A.4a. The histogram of the per capita expenditure distribution
of the population of the Omsk region (raw data).
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Fig. A.4b. The histogram of the per capita expenditure distribution
of the population of the Omsk region (weighted data).
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Table A.4. Sample statistics of the essential characteristics of the per capita ex-
penditure distribution for the Volgograd region.
Sample value
No
Indicator,
thousands of rubles
Raw data Weighted data
1 Mean per capita expenditure )(µ# 0.611 0.641
2 Standard deviation (S) 0.708 0.761
3 Minimal expenditure )( minx 0.034 0.034
4 Maximal expenditure (xmax) 11.809 11.809
5 Bottom decile )( 1,0x
# 0.160 0.163
6 Top decile )( 9,0x
# 1.211 1.238
A.2. The estimation results for the mixture model
in the observed per capita expenditure range
A.2.1. Estimation methodology. In this section, the methods of statis-
tical estimation of the mixture model by EM algorithm and its modifica-
tion will be described. The problem is to estimate the vector of parame-
ters
),,;,,;~,,~()( 22111 kkk aaqqk σσ=Θ !!! (A.1)
of the density function
∑
=
σϕ=Θϕ
k
j
jjjk azqz
1
2);|(~)|(~ (A.2)
by using the random sample (8') data via the maximum likelihood when
the number of components k is fixed. Here, );|( 2jjaz σϕ  is the density
function of a normal distribution with mean ja  and variance 
2
jσ . I.e., the
problem is to find such
)
ˆ
,,
ˆ
;
ˆ
,,
ˆ
;
ˆ
~,,
ˆ
~()(
ˆ
22
111 kkk aaqqk σσ=Θ !!! , (A.3)
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that the log likelihood function
∑ ∑
= =




σϕω=Θ
n
i
k
j
jjijik azqkl
1 1
2);|(~ln))(( (A.4)
would attain its maximum over θ:
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ˆ
)(
klk k
k
Θ=Θ
Θ
. (A.5)
In (A.4), iz  are the sample (observed) values; iω , the weights assigned
to the observations by (11'); and n, the sample size.
Iterative EM (Expectation-Maximization) algorithm solves the problem
(A.5) in the following way (Day, 1969; Dempster et al., 1977):
(i) Log likelihood function (A.4) is decomposed as
,);|(ln~ln))((
11 1 1 1
2
1
∑∑ ∑ ∑ ∑∑
== = = ==
ω−σϕω+ω=Θ
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where
))(|(~
);|(~ 2
kz
azq
g
ik
jjij
ij Θϕ
σϕ
= (A.7)
are the a posteriori probabilities to have observed the class j condition-
ally on the observed iz .
(ii) The expectation step is to calculate, by using (A.7), the )(tijg  condi-
tionally on the parameter estimates
[ ])(2)(21)()(1)()(1)( )(,,)(;,,;~,,~)( tkttkttktt aaqqk σσ=Θ #!##!##!## (A.8)
obtained at t-th iteration. The )(tijg  are then plugged into (A.6) as esti-
mates of ijg .
(iii) The maximization step is to maximize over )()( ktΘ
#
 with fixed )(tijg the
log likelihood
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The solutions are:
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Here the iteration ends, and the expectation step is repeated with the
updated )1()1( ,~ ++ tj
t
j aq
#
 and )1(2)( +σ tj
#
 ),,2,1( kj != . Dempster et al. (1977)
and others in later works8 prove, under some general assumptions, of
which the most restrictive one is the requirement of the bounded log
likelihood that EM algorithms have some useful properties. In particular,
they converge in probability to the solution of (A.5).
Some technical modifications of this general scheme were used in our
study. The observations iz  were given weights iω . Also, a background
cluster was used at the early stages of the algorithm to account for the
insufficient number of components. Roughly speaking, the data points in
this background cluster are supposed to be uniformly distributed over
the whole range of observed values. Detailed description of the EM al-
gorithm version implemented in CLASSMASTER software can be found in
Jakimauskas and Sushinkas (1996).
Let us now turn to the problem of estimating the number of components
k that was supposed to be known in the above procedures. In other
words, the question to ask is what number of components can be relia-
bly discovered in the data (per capita expenditure).
The procedure of the k estimation is to sequentially test simple nested
hypotheses
jkH =:0
                                               
8 The general framework of the algorithms that later were given the name
"EM-algorithms" seems to have been pioneered by Shlesinger (1965). The prop-
erties of these algorithms were also studied in this work; however, this work is not
easily accessible in the West and thus it is not known among Western statisticians.
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against the alternative
,,2,1,1:1 !=−+= jjkH
by using the standard likelihood ratio statistic
))1((
))((
ln2)(
1 +Θ
Θ
−=γ
+ jl
jl
j
j
j
#
#
.
The first value kj
#
=  such that hypothesis H0 is not rejected was taken to
be the estimate of the number of components in (A.2). This procedure
was supplemented by the technique of the number of clusters estimation
via projection pursuit (Aivazian, 1996).
There are, however, other options to proceed to. One of them is to use
information criteria instead of likelihood ratio tests. In this framework, the
model is preferred which has the optimal value of information criteria
(such as Akaike information criteria or ICOMP information complexity in-
dex) that serves as an estimate of the amount of information captured by
the model as opposed to its dimension. Another way to choose the
"best" model is to use goodness of fit criteria (e.g. χ2) to test whether
the model distribution function resembles the sample CDF. The range of
observed values is divided into m bins (it is recommended that the num-
ber of these bins be log2N where N is the total sample size), and the
theoretical frequency is confronted with the empirical one. It is known
that the distribution of the test statistics is asymptotically χ2(m – p – 1)
where m is the number of bins and p is the number of parameters to be
estimated.
In parallel to the modified EM-algorithm as implemented in
CLASSMASTER software, a Stata program was developed that performs
maximum likelihood estimation by using built-in Stata ml maximizer
(Gould and Sribney, 1999). The stata maximization algorithm can be de-
scribed as follows.
1. Feasible initial values are found by random search if reasonable start-
ing values are not provided externally by the user.
2. Search for the better values is performed in the neighborhood of the
feasible starting values.
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3. Unidimensional optimization is performed for each of the model pa-
rameters;
4. Multidimensional iterative optimizer is launched:
4.1. the log likelihood derivatives of the first and second order are
found numerically;
4.2. if the log likelihood is found to be concave, the Newton–Raphson
step is performed;
4.3. otherwise, the gradient based steepest ascent method is used.
5. The algorithm terminates if any of the following happens:
5.1. log likelihood has stabilized (by default, the change at the last it-
eration is less than 10–6);
5.2. the estimates of the coefficients have stabilized (by default, rela-
tive change is less than 10–7);
5.3. the gradient of the log likelihood is small enough (the value 10–3
is used in some of the program runs);
5.4. too many iterations are performed (by default, 16,000. Some
runs resulted in 3000 + iterations which took about a day to
compute on a Pentium II 333 MHz 128 M RAM, in parallel with a
couple of other Stata sessions);
5.5. critical error is issued if Stata cannot calculate the numerical de-
rivatives. It might happen if there is a plateau, a sharp pike or a
sharp (multidimensional) ridge of the log likelihood.
If the maximization was successful (in terms of the above criteria), Stata
outputs the table of the coefficient estimates along with their standard
deviations and confidence intervals. Some other statistics were added to
the output such as goodness of fit tests (information criteria AIC, ICOMP,
and 2χ  test), as well as the inequality and poverty indices computed for
the current mixture model. According to the above stated hypothesis H3
(or, rather, '3H  as in Section 4.1), the estimation is performed under a
simplifying constraint 2222
2
1 σ=σ==σ=σ n!  where )(ln
2 ξ=σ Varj .
A.2.2. Estimation results. The estimation results for the RLMS Round
VIII data as well as for the regional data sets (Komi Republic, Volgograd
and Omsk regions) are reported in Tables A.5 – A.8.
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Table A.5. The results of maximum likelihood estimation of the normal mixture
parameters for the log of per capita expenditure (Russia; n = 9716, m = 14).
k
Goodness of fit
χ2(ν(k)) test p-value 2σ
#
1a
#
1~q
#
, % 2a
#
1 152.5 <10–7 0.865 6.343 100 —
2 96.4 <10–6 0.826 6.370 98.90 3.914
3 58.3 <10–5 0.756 6.340 95.80 8.282
4 58.4 <10–5 0.716 6.297 90.96 7.618
k 2~q
#
% 3a
#
3~q
#
, % 4a
#
4~q
#
, %
modelµ ,
ths. rub.
1 — — — — — 0.876
2 1.1 — — — — 0.874
3 2.3 4.159 1.80 — — 0.927
4 6.54 4.235 2.29 9.790 0.21 0.953
Three-component model is selected.
k is the number of mixture components;
ν(k) is the degree of freedom number;
p(k) is the number of the estimated model parameters;
m is the number of the grouping intervals;
ν(k) = m – p(k) – 1.
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Table A.6. The results of maximum likelihood estimation of the normal mixture
parameters for the log of per capita expenditure (Komi Republic; n = 1089,
m = 12).
k
Goodness of fit
χ2(ν(k)) test p-value 2σ
#
1a
#
1~q
#
, % 2a
#
1 32.08 0.0002 0.654 –0.842 – –
2 16.54 0.0208 0.610 2.114 0.50 –0.857
3 23.67 0.0003 0.475 –0.162 22.88 –1.058
4 9.77 0.4615 0.285 –1.976 8.99 0.010
5 5.90 0.0150 0.168 0.890 3.07 –1.082
k 2~q
#
% 3a
#
3~q
#
, % 4a
#
4~q
#
, % 5a
#
5~q
#
, %
modelµ ,
ths. rub.
1 — — — — — — — 0.598
2 99.50 — — — — — — 0.630
3 76.79 2.527 0.33 — — — — 0.636
4 25.41 –1.038 65.17 2.338 0.43 — — 0.628
5 55.02 2.756 0.27 –0.115 29.47 –2.029 12.17 0.633
Four-component model is selected.
k is the number of mixture components;
ν(k) is the degree of freedom number;
p(k) is the number of the estimated model parameters;
m is the number of the grouping intervals;
ν(k) = m – p(k) – 1.
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Table A.7. The results of maximum likelihood estimation of the normal mixture
parameters for the log of per capita expenditure (Volgograd region; n = 1263,
m = 12).
k
Goodness of fit
χ2(ν(k)) test p-value 2σ
#
1a
#
1~q
#
, % 2a
#
1 43.63 <10–5 0.723 –1.259 100 –
2 42.78 <10–5 0.673 0.116 2.58 –1.295
2 42.72 <10–5 0.716 –1.254 99.77 –3.044
3 37.53 <10–5 0.577 –2.456 4.10 –1.280
4 32.694 <10–5 0.180 0.613 4.10 –2.833
5 12.03 0.0005 0.099 –2.943 6.16 –1.927
k 2~q
#
% 3a
#
3~q
#
, % 4a
#
4~q
#
, % 5a
#
5~q
#
, %
lmode
ˆµ
#
,
ths. rub.
1 — — — — — — — 0.408
2 97.42 — — — — — — 0.414
2 0.23 — — — — — — 0.407
3 90.57 0.021 5.34 — — — — 0.414
4 7.00 –0.647 38.56 –1.661 50.34 — — 0.413
5 28.58 –0.481 27.89 0.650 4.21 –1.266 33.16 0.411
Five-component model is selected.
k is the number of mixture components;
ν(k) is the degree of freedom number;
p(k) is the number of the estimated model parameters;
m is the number of the estimated model parameters;
ν(k) = m – p(k) – 1.
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Table A.8. The results of maximum likelihood estimation of the normal mixture
parameters for the log of per capita expenditure (Omsk region; n = 1244,
m = 12).
k
Goodness of fit
χ2(ν(k)) test p-value 2σ
#
1a
#
1~q
#
, % 2a
#
1 23.83 0.0050 0.656 –0.838 — —
2 13.75 0.0550 0.602 0.671 2.34 –0.875
2 25.63 0.0006 0.591 –2.915 1.48 –0.807
3 13.47 0.0190 0.382 –0.960 84.72 –2.911
4 23.30 <0.0001 0.351 2.192 0.18 0.165
4 14.77 0.0020 0.278 –3.003 2.06 –1.260
5 18.42 <0.0001 0.211 –3.047 2.01 0.436
k 2~q
#
% 3a
#
3~q
#
, % 4a
#
4~q
#
, % 5a
#
5~q
#
, %
lmode
ˆµ
#
,
ths. rub.
1 — — — — — — — 0.600
2 97.66 — — — — — — 0.612
2 98.52 — — — — — — 0.592
3 2.20 0.294 13.09 — — — — 0.607
4 16.95 –2.908 2.28 –0.998 80.59 — — 0.613
4 46.09 0.548 8.67 –0.563 43.18 — — 0.606
5 11.87 –1.433 34.27 –0.662 51.68 2.302 0.18 0.612
Three-component model is selected.
k is the number of mixture components;
ν(k) is the degree of freedom number;
p(k) is the number of the estimated model parameters;
m is the number of the grouping intervals;
ν(k) = m – p(k) – 1.
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A.3. Probability of household refusal to participate
in a survey as a function of its characteristics
In this section, the results of the analysis of the logit model for the unit
non-response probability conditional on social and economic character-
istics of the household are reported. The definition of the model of the
dependence of the probability (p) to refuse to participate in a survey on
the log of the household per capita expenditure )( )1(z , settlement type
)( )2(z  and the primary income earner education )( )3(z  is written down in
Section 2.4.1.
RLMS panel data were used to study the probability that a household
refuses to participate in a sociological survey. For each of the 4.718
households in the RLMS sample (Rounds V – VIII), interviewers wrote
down whether the household participated in the survey, and, if not, why.
The codes registered (i.e., most typical responses) are reproduced in
the Table A.9.
Table A.9. Visit result codes.
01 Survey conducted
Objective failure reasons
02 Uninhabited premises
03 No one lives in the house (apartment) at the moment
04 Apartment cannot be reached
05 Apartment is rented by foreigners
06 No one is at home
07 They neither open the door nor communicate
08 Survey impossible because of illness
09 Survey impossible because of handicap
10 No adults at home
11 Person opened the door is drunk
14 Family is absent during the whole period of the survey
15 Family is present only late in the evenings
16 Family actually lives at another location
18 Other
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Continued from p. 55
Refusals
30 Refused to participate
Communication circumstances
21 Refusal with the door closed
22 Refusal of the person opened the door
23 Refusal of the respondent
24 Refusal of another family member
25 Refusal when being interviewed
26 Refusal with lies
27 Action against interviewer
28 Other
Refusal reasons
41 Unmotivated refusal
42 "Too busy"
43 "Have no time"
44 "I never open the door"
45 "These surveys change nothing"
46 "Don't want to tell about my life to anyone"
47 "I have a right not to answer"
48 "I want to have rest"
49 "I do not want to be in a computer"
50 "Participated in a sociological survey recently"
51 "We are temporarily here"
52 Family reasons
53 Not interested in the survey topic
54 Bored with politics
55 Refusal out of protest
56 Reluctant to release information on political views
57 Reluctant to release information on family welfare level
58 Do not trust the interviewer
59 Other
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Table A.10 reports the refusal rates in Rounds V – VIII.
Table A.10. Rates of refusal to participate in the survey.
Round 5 Round 6 Round 7 Round 8
Survey not conducted 743 963 1118 1254
Number of refusals 410 539 489 701
Refusal because of unwillingness to
inform about family welfare 17 19
Survey conducted 3973 3781 3750 3831
Source: RLMS data, additional RLMS refusal data, authors' calculations.
The final goal of the analysis is to answer the question: "Does the prob-
ability of refusing to participate in a sociological survey depend on the
welfare and other characteristics of the household?" or, in more general
form, "Is truncation random?" In terms of Little and Rubin (1987), the
question is whether the data are MAR, MCAR or anything eise.
By using the above data on refusals combined with appropriate house-
hold data on expenditure level and settlement type in the RLMS house-
hold data, and individual incomes and education in the RLMS individual
data, a binary dependent variable econometric model for unit non-
response probability (6) can be estimated.
Apparently, if the household had refused to participate in the survey in a
given round, the data on its expenditure are not observable. However, as
the data we use are of panel type, the same households have been vis-
ited, and information from other rounds can be used to assess the level
of welfare of this household. Here we assume that the welfare is ap-
proximately constant over time. This assumption may be subject to cri-
tique as long as income mobility is often considered to be high (e.g.,
Bogomolova, Topilina and Rostovcev, 1999). We think however that in-
come mobility does not crucially affect our analysis. The within-unit (be-
tween years) variance of log expenditure ranges from 0.018 to 1.32, so
that the magnitude of the expenditure fluctuations is about 25%.
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To adjust for income mobility, we use the average log, for all available
years, of the appropriately deflated expenditure9 to smooth out these
fluctuations. The analogy can be drawn here to Friedman's lifecycle
permanent income hypothesis (Deaton, 1992). Experimentation with
other welfare measures such as the median expenditure for available
years, imputed expenditures10, or principal components did not affect
results qualitatively, and even the estimates of the coefficients were quite
alike. We report results of the logit model estimation for both mean and
median log expenditures as a covariate of the unit non-response prob-
ability. It is the mean log of expenditures that would be used in applica-
tion of the logit model to the distribution calibration, as a clearly inter-
pretable characteristic.
The basic RLMS variables used for the analysis of the refusal probability
were per capita expenditures deflated to the same period (1992 prices),
namely, totexpr* ; settlement type, or urbanization level of the house-
hold residence (z(2)); and the education level of the primary income
earner (z(3)). The dependent variable η  here is the indicator whether the
household has ever refused to participate in RLMS. Analysis of the indi-
cator that the household reported reluctance to provide information on
income as a dependent variable was also performed. We did not find it
relevant to report the results, however, as this category of refusals is not
numerous (29 out of 4239, i.e., about 0.5%), while the logit model is
known to perform well if the share of success is within the 10 – 90%
range. The situation is satisfactory for the "all reasons" formulation with
this respect as its share in the total number of households ever partici-
pated in RLMS is 795/4239 = 18.8%.
The estimates for several logit model specifications are reported in Table
A.11. Along with the mean expenditure, urbanization level and the head
                                               
9 The deflator from Russian Economic Trends is used in RLMS to make nominal
figures comparable across years. The figures indicated as "real" in the (derived)
RLMS data are to be interpreted as "in 1992 prices".
10 Stata software has a built-in routine for imputation by using (a set of) linear re-
gression models, in our case, for the household expenditure. For each pattern of
the missing data, the most comprehensive regression model is estimated, and
then prediction for the missing data is performed (STATA, 1999; Little and Rubin,
1987) In other words, for each missing value of interest, a regression model with
all non-missing in this observation variables is constructed and estimated with the
data available, and prediction is made that serves as an estimate of the mean of
the missing variable conditional on all other observed characteristics. It should be
noted, however, that if imputed values are then used as regressors, the estimates
of the corresponding coefficients tend to be biased (usually, towards zero) which
is a known effect of measurement error.
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of household's education level, dummies are used in the analysis. The
base category for the settlement type is "city" (denoted as U in the
graph below); other categories include "metropolitan areas" (M), "town-
type settlement" (P), and "rural area" (R).
The educational categories are based on the accumulative scheme. The
base category is "education lower than secondary" (L); the dummy for
secondary education (S) measures the difference between those two.
The vocational school (P) and technical school (T) dummies do not rule
out the possibility of having secondary education (moreover, those
schools are based on secondary education), so the respective coeffi-
cients measure the difference of those two categories from secondary
education. Finally, the higher education category (H) covers all other
educational categories, in the sense that one can go to the university
after secondary, vocational, or technical school. So the interpretation of
Table A.11. The estimates of the multivariate logit model for the survey refusal
probability.
(1) (2) (3) (4)
Median expenditure 0.396
(0.084)**
0.355
(0.075)**
— —
Mean expenditure — — 0.429
(0.089)**
0.399
(0.079)**
Metropolitan areas (M) — 1.052
(0.206)**
— 1.043
(0.203)**
Rural areas (R) — –1.583
(0.292)**
— –1.576
(0.291)**
Town-type settlement (P) — –0.876
(0.310)**
— –0.878
(0.308)**
Secondary education (S) — –0.862
(0.156)**
— –0.868
(0.156)**
Vocational school (P) — –1.826
(0.184)**
— –1.825
(0.182)**
Technical school (T) — –1.268
(0.212)**
— –1.277
(0.213)**
Higher education (H) — –0.857
(0.142)**
— –0.880
(0.142)**
Constant –4.532
(0.653)**
–3.140
(0.588)**
–4.788
(0.691)**
–3.464
(0.632)**
No. of observations 4239 4239 4239 4239
Wald test (d.f.)
p-value
Wald(1)=
= 22.05
0.00
Wald(8) =
= 317.86
0.00
Wald(1) =
= 23.39
0.00
Wald(8)=
= 334.78
0.00
Source: RLMS data, additional RLMS refusal data, authors' calculations.
Standard errors corrected for clusterization on PSU (sample stratification) are in parentheses.
* — denotes significance at the 5% level; ** — at the 1% level.
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the coefficient is what difference does it make to have a higher school
diploma.
For further calibration, model (4) is used which has the highest LR per
one degree of freedom.
The predicted values of the refusal probability are shown in Fig. A.5 for
several household categories. The horizontal axis is the log scale of the
deflated expenditure. As there are 4 geographical and 5 educational
categories, the total number of partial logistic curves for each combina-
tion of the dummy variables should be 20. Drawing all them on the same
graph is likely to hamper readability, so the graph shows several of the
most populated and representative curves.
The results obtained in this section, though interesting per se, are only
used to calculate the household weights to adjust for truncation bias. A
bivariate model was used in the interim report linking the refusal prob-
ability with the mean expenditure only. As there is an apparent improve-
ment in the log likelihood of the model due to introduction of the addi-
tional covariates, the precision of weighting should improve compared to
the one that uses the bivariate model. The fact that all confidence inter-
vals for the welfare proxy (mean or median expenditure) overlap for all
four reported models can be considered as additional evidence for a
strong and consistently verified link between the level of welfare and
propensity to disclose information on individual or household wealth to
third parties.
p
Fig. A.5. The family of the curves describing the dependence of
the refusal probability on mean expenditure, in 1992 rubles.
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