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Abstract-In this paper, we introduce the notion of a singular control system SG on a connected 
finite-dimensional Lie group G with Lie algebra g. This definition depends on a pair of derivations 
(E, D) of g where E plays the same roll as the singular matrix defining SR~ and D induces the 
drift vector field of the system. Associated to E we construct a principal fibre bundle and an 
invariant connection which allow to us to obtain a decomposition result for SG via two subsystems: 
a linear control system and a differential-algebraic control system. We give an example on the simply 
connected Heisenberg Lie group of dimension three. @ 2003 Elsevier Science Ltd. All rights reserved. 
1. INTRODUCTION 
It is well known that one of the most important classes of control systems is the classical linear 
system on Bn. They are fundamentals both from theoretical and practical points of view. But, 
in many cases, coming from applications it is not possible to know explicitly all the derivatives of 
the state, but just some algebraic relations between them. In order to attempt a solution to this 
difficulty, in the 198Os, the so-called singular systems were introduced. More precisely, a linear 
control system CR* on W is a family of differential equations 
LRn : k(t) = Ax(t) + Bu(t) + b, z(t) E R”, 
where u E U is the class of unrestricted piecewise constant admissible controls with values on 
IV, i.e., the set 
U={u: [O,T,] --+R” 1 u is a piecewise constant function} 
Here, A and B are matrices of appropriate orders and b is an arbitrary element of R”. 
By definition, a singular control system Skn on R” is determined by the dynamic parametrized 
by u E U, 
&n : l.%(t) = Ax(t) + Bu(t), s(t) E lP, 
where A and B are as before, and E is a singular matrix of order n. 
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On the other hand, in [l], see also [2]! the authors extend the notion of linear control systern 
from R” to any arbitrary connected Lie group G with Lie algebra g via the following definition. 
DEFINITION 1.1. A linear control system CG on G is a famil_y of differential equations 
LG : k(t) = X(x(t)) + &L(t)Yqx(t)), x(t) E G, 
.y = 1 
parametrized by U. The drift vector field X belongs to the normalizer N = Normxccl(G) of g 
inside of the Lie algebra X(G) of aJJ smooth vector field on G, i.e., 
N = {X E X(G) 1 [X,Y] E g, for all Y E g} 
Here [X, Y] denotes the Lie bracket between X and Y and the control vectors Yj: j = 1,2,. , m, 
are elements in g. 
We notice that the Lie algebra L(P) of EP consists of the constant vector fields. Just observe 
that: if bl, , b, are the column vectors of B, then we can write 
Bu(t) = 5 u3(t)bj. 
j=l 
We recall that every vector field on Rn is characterized by a function f : R” + KY in the following 
way: for any x E lRn, X(x) = Cj”=, fi(x) &I,, where as usual 
i=l,2,...,n 
denotes the tangent space of lRn at point x. It is possible to think the vector & 5 as a partial 
derivative operator at the point x, or as the translated of the canonical vector ei of R”. Therefore, 
f = (fi, fi, . . , fn) and we denote X by Xf. Now, the bracket of two vector fields X = Xf, 
Y = Yg on Rn is formally defined by 
[xf, yg] (x) = &l(x)(f (x)) - df (X)(9(~)). 
Here, dg(x) denotes the derivative of g at the point x. Then, a simple computation shows that 
for any b E II%” we have 
On the other hand, for any constant control u we get Bu E L(W). Therefore, 
Ax + b E Normx(n,L) (lP) , 
and it follows that Cn” is nothing but a linear control system CG on the simply connected 
Abelian Lie group G = lIP. Now, there are several results about local and global controllability 
and observability of linear control systems on Lie groups; see [l-4]. On the other hand, the 
class Snn is well understood; see [5,6]. Thus, there exist the basic ingredients to start with the 
study of singular control systems on Lie groups. 
The purpose of this paper is two-fold. First of all, we introduce the notion of a singular control 
system S, on a connected finite-dimensional Lie group G with Lie algebra g. This notion depends 
on a pair of derivations (E, D), where E plays on g the same roll as E on EP and D induces the 
drift vector field on G analogous to the vector field A of Snn. Our second aim is to decompose 
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the system in two subsystems: the linear control system and the differential-algebraic control 
system. In order to obtain the desired decomposition, we construct a principal fibre bundle and 
a canonical connection associated to any noninvertible derivation like E. We consider the Jordan 
decomposition of E, denote by tr its generalized 0-eigenspace, and assume that the connected Lie 
group V with Lie algebra n is closed. We also assume that the drift vector field is projectable 
on the homogeneous space G/V. In particular, we extend to SG the well-known decomposition 
result for the class of singular control systems Snn on lP (see [6]). 
This work is organized as follows. In Section 2, we introduce the notion of a singular control, 
system on a connected Lie group G. Section 3 contains the principal fibre bundle construction 
and the canonical connection associated to E. In Section 4, we obtain the decomposition theorem 
for SG, and we give an example of decomposition for a singular system on the simply connected 
Heisenberg Lie group of dimension three. 
2. SINGULAR SYSTEMS 
We consider the elements of the Lie algebra g as right invariant vector fields on G. Let us denote 
by ag the set of all g-derivations, i.e., the Lie algebra of the linear transformations E : g -+ g 
such that for every X, Y E g, 
E[X, Y] = [EX, Y] + [X, EY]. 
As usual, r,, 1, : G + G denote the right and the left translations by x E G. And if f is a 
mapping defined on G, then f* or df denotes it derivative. 
DEFINITION 2.1. A singular control system SG on G is a family of differential equations 
SG : E,(t) (i(t)) = X(x(t)) + 2 ~j(t)y’(X(t)), x(t) 6 G, (1) 
j=l 
parametrized byL.4. Here, E, = (15)* o E o (L-I) * and E E 3g is a noninvertible derivation. The 
drift vector field X belongs to the normalizer N of g inside of the Lie algebra of smooth vector 
fields on G. 
The control vectors Yj are elements in g, for each j = 1,2, . , m. 
Just observe that E, : T,G + T,G is defined by linear operator compositions through the 
usual identification of the Lie algebra g with the tangent space of G at the identity element T,G, 
i.e., 
&--I), : T,G + T,G, E: T,G --+ T,G, (lz), : T,G + T,G. 
In [l], the following characterization of N was proved. 
THEOREM 2.2. For a connected Lie group G with Lie algebra g, 
N cx aut(G) x, g. 
Here, aut(G) means the Lie algebra of Aut(G), the Lie group of all automorphisms of G, and x, 
denotes the semidirect product of Lie algebras. 
Let G be the Abelian Lie group R”. In the system f$, we have that Ax + b E aut(lP) x s P. 
In fact, for each t E R., etA E GL(n,R) = Aut(P”). On the other hand, for each x E G, 
E, = (lz), 0 E 0 (1x-1), = E. 
In particular, any linear transformation E is a derivation. Thus, Definition 1 is a generalization of 
systems: from Snn to SG. It should be remarked that: if in the classical singular case we allow E 
to be invertible, then Snn is linear. Our definition considers E as an element of ag. As a matter 
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of fact, the following result can be verified: if the Lie algebra Bg contains an invertible element, 
then g is a nilpotent Lie algebra. In any case, it is possible to show that: if E is invertible then SC 
is nothing but a linear control system of the type LG. In order to prove our claim, we need a 
result from [l]. In this paper, the authors characterize the elements of n/ via the Lie algebra 
isomorphism between the set of all smooth vector field X(G) on G and the set of all smooth 
application C(G, g) defined on G into g. We identify 
F E C(G,g) with p E X(G) defined by FZ = (l,),(F(x)), xeG 
Of course, in the R” case, the identification is given by the usual translation 
where, as explained before, & denotes the partial derivative operator at the point ZZ. We 
also observe that through this id&tification, the Lie algebra g is obviously associated with the 
subalgebra of the constant application of C(G, g). In [I], the following characterization was 
proved. 
THEOREM 2.3. Let F be an element of C(G, g). Then, 
p E N e F(zexpY) = (ewadY) F(x) + 
r -JZdY) 
((F,)*(Y) f [KF(e)l) 
for each x E G and Y E g. As usual, ad : g + 91(g) denotes the adjoint representation 
for each Y, ad(Y) : g -+ g is defined by 
ad(Y)(X) = ad(Y)[X, Y] = X.Y - Y.X. 
of g; i.e.; 
In fact, G is connected and the exponential mapping is a local diffeomorphism. It turns out 
that any element F E Af is characterized by the pair ((Fe)*, F(e)) where e is the identity element 
of G, F(e) is a particular element of the Lie algebra g, and (F,), is the derivative of F at the 
point e. In particular, if F is a constant function, then F is an invariant vector field on G. 
PROPOSITION 2.4. Consider the singular control system SG as in Definition 1 with an invertible 
derivation E E dg. Then SG is a linear control system on G. 
PROOF. If F E Cm(G,g) is the associated application to the drift vector field X, we have 
k = dl,(,) (E-’ 0 F) (z(t))) + g%(t) &(t) (E-’ (Y’(e)>) , x(t) E G, u E L4 
Since F just depends on the pair ((F,),, F(e)), the application E-l o F is characterized by the 
pair 
(E-l 0 (F,),, (E-l 0 F) (e)) 
It follows that the composition E-l o F : G + g induces a well-defined vector field E-l o F E N. 
Of course E-‘(Yj) E g for each j = 1,2,. , m. Therefore, the family of differential equations 
before defines a linear control system on the Lie group G. I 
Finally, it should be remarked that in the Wn case, if F is the application associated to X, 
(Fo), = A : Rn -+ Rn its derivative at 0, and F(0) = b E Iw”, then we get 
XEN++XX,=Ax+b, vx E J&P. 
In fact, under the usual identification fi becomes the same as the application 
F E C” (IV, Rn) 
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where the vertical component V, of the tangent space of G at the state x is the set of all vectors 
tangent to the fibre through x, and l?h(x) is called the horizontal component of T,G. To show 
the left invariance of w, we use Proposition 3.1. As matter of fact, 
In particular, 
Ad(V)(h) c h, 
which can be easily verified from the fact that V is connected and because the tangent space 
TrdAd(V) of the manifold Ad(V) at the identity element Id is given by the adjoint representation 
of the Lie algebra o of V; i.e., 
TrdAd(V) = ad(u). 
Our proof follows from the fact that for each x E V and Y E h, 
Ad (x-l) (Y) = (/z-l)* (r,)*(Y) = (L--1)* (K). I 
Given a vector field X E X(G), the connection l?r, induces two well-defined smooth vector 
fields on G: the horizontal component Xh of X, and the vertical component Xv of X. Indeed, 
every element X, E T,G can be written uniquely in the form 
x,=x3+x;, where X,” E I’b(z) and X” E V, 
We call E-decomposition the fibre bundle decomposition induced by the derivation E on TG. 
On the other hand, Proposition 3.1 allows to us to introduce the following notion. 
DEFINITION 3.3. A derivation E E 80 is integrable if for every couple of indices (i,j), 1 < i; 
j In, 
x, + xj = 0 + [ex,, BXJ = 0. 
REMARK. Given an arbitrary Lie algebra 8, an interesting problem is to characterize the inte- 
grable derivations from its spectrum. 
The curvature form R of I?, is defined on a couple of right invariant vector fields X, Y on G 
by projecting the Lie bracket [X, Y] in its vertical component as follows: 
fqX,Y) = -+[X,YjV. 
Thus, I’b is flat if and only if R = 0. Of course, 
fl=OO[X,Y]Eb, for every X, Y E h. 
On the other hand, 
t, is not involutive H 3(i, J’) : Xi + Xj = 0 and [gx,, ex,] # 0. 
The distribution induced by h is obviously regular. Its follows from Frobenius theorem that 
h is flat ++ E is integrable. 
Let us denote by g(e), the Lie algebra of the holonomy group (a(e) through the identity element 
of G. Then, 
g(e) = Span {-2R(X,Y) : X,Y E h} . 
In particular, we obtain the following result. 
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PROPOSITION 3.4. Let G be any arbitrary connected Lie group with Lie algebra g. If E E ag is 
a derivation, then, 
(a) E is integrable if and only if a(e) is discrete; 
(b) if G is simply connected, then E is integrable if and only if (a(e) = (1) if and only if 
G = G/V x V. 
PROOF. In fact, in the first case, g(e) generates the null distribution. If G is also a simply 
connected Lie group, the principal fiber bundle G(G/V, V) is a covering space. I 
REMARK. Just observe that the global decomposition in Proposition 3.4 happens for any linear 
transformation E in Rn. On the other hand, any matrix A determities a well-defined vector field 
on every homogeneous space of W”. As we will see in our main result Theorem 4.1, these two 
facts allow the decomposition theorem for the class of singular control systems on the Euclidean 
space lRn. 
EXAMPLE. Let G = IWzn+’ be the simply connected Heisenberg Lie group of dimension 2n + 1, 
with Lie algebra 
g=Span{X1,X2,..., Xn,Yl,Y2 ,..., Y”,Z}, 
where [Xl, Yi] = Z, i = 1,2,. . , n, and 0 otherwise. Let us consider any noninvertible deriva- 
tion E such that its O-generalized eigenspace t, does not meet the center z(g). Then, G = G/V x V 
is a global decomposition of the state space G. In fact, in this case b is a subalgebra. For example, 
if n = 1, a straightforward computation gives us 
{( 
x11 512 0 
ag = x21 x22 0 
) 
: xij E R, i = 1,2,3; j = 1,2 . 
x31 x32 x11 + x22 
Then, any noninvertible derivation E E ag with xl1 + 222 # 0 will work out. 
4. THE SG-DECOMPOSITION 
We recall that any derivation D E cut(G) induced a well-defined vector field b E X(G) in the 
following way. If G is connected and simply connected, then the homomorphism 
Aut(G) + Aut(g), 
cp -+ dp 
is an isomorphism. Thus, it is possible to identify the Lie algebra dg of Aut(g) as the Lie algebra 
of Aut(G). Since the derivative of the exponential mapping at 0 is the identity map, we get 
D E ag e etD E Aut(g) ti exp (e”“) E Aut(G). 
In particular, D induces the vector field 0, whose flow is given by 
&(exp(Y)) = exp (etDY) , for each Y E g. 
If G is just connected, then Aut(G) can be considered as subgroup of Aut(@, leaving invariant 
a central discrete subgroup I’ C 6’, where 6’ is the universal covering space of G. It follows that 
the Lie algebra aut(G) of Aut(G) is a subalgebra of ag given by 
aut(G) = {D E dg : b(z) = 0, for each x E I’}. 
Therefore, any element D E ad(G) d m uces a vector field d on &:, as before, which projects down 
on the homogeneous space e:/r 2 G determining a well-defined vector field on G that we also 
denote by 0. Furthermore, if D is a inner derivation, i.e, 
3 2 E g, such that D(Y) = [Z, Y] , 
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thus, the flow & induced by the derivation of [Z,] is given by conjugation 
Z(x) = ; exp(tZ) zexp(-tZ). 
t=o 
REMARK. Consider a singular control system SG with derivation E E ag and drift vector field X 
induced by a derivation D E aut(G). We recall that V denotes the closed (by assumption) Lie 
subgroup with Lie algebra n given by the Jordan decomposition of the derivation E. Let us 
denote by n : G + G/V the canonical projection. From now we assume that the vector field 
X = fi is projectable on G/V; i.e., n*(X) is a well-defined vector field on G/V. For instance, 
this happens if D(O) c D. In other words, we are assuming that 
n*(X) = r* (Xh) I 
where Xh is the horizontal vector field induced by X. In particular, the corresponding flows on G 
are related by 
(X),(z) = (Xh), (z)v(t), t E I!%, x E G, 
where v(t) is a one parameter group in V. 
Now, we return to our singular control system. From the E-decomposition, for each real 
number t we get 
i(t) = i&(t) + Qt). 
Of course, for every real number t, *h(t) and &,(t) denote the horizontal and the vertical compo- 
nents of the vector k(t) E TzctjG. We denote by Y” = C,“=, 3 u .Yj the invariant control system 
associated to the constant control u E U. 
If x(t) is a solution of SG, by definition we get 
K(t) (+t)) = E,(t) (+hct,) + E,(t) (j‘(t),+,) = X(x(t)) + ~"(x(t)) 
= Xh(x(t)) + XU(x(t)) + (Yy (x(t)) + (Y”)” (x(t)). 
By the E-decomposition, it follows that 
-G(t) (Whet,) = XhW> + Wh (x(t)), 
-k(t) (W,ct,) = xv(x(t)) + 0’“)” (x(t)). 
By construction, for any x E G the mapping E, : T,G -+ T,G is invertible on the horizontal 
subspace I’b(x). In particular, we can consider the linear control system Ch, on G in the following 
way: 
Lk : O(t) = (E,(t))-’ 0 XhbW + (E,d 0 P’“)hbW> y(t) E G, u E u, 
which has a well-defined solution for each piecewise admissible control u and any initial condition 
in G (see Theorem 4.2). 
On the other hand, assume there exists a solution x(t) of the singular control system S, with 
control u and initial condition y(0). Then, there exists a curve w(t) E V, with v(0) = Id, such 
that 
z(t) = y(tbJ(t), t E IFC. 
The existence of the one-parameter subgroup v(t) comes from the fact that the vector field X is 
projectable. In particular, 
50) = (G(t)>* jr(t) + (&>* Al 
E,(t) @X9> = E,(t) MtMt)) + E,(t) h&W)) 
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Therefore, we get 
X(N) + Y”(N) = @v(t))* (Xh(YW> + (Uh (Y(9)) + &(,)(Y(WW 
Since Y” is an element of the Lie algebra g, we can project this dynamic on any homogeneous 
space of G. In particular, 
Y” 6 B =+ (%(Q>* (Wh (y(t)) = (Vh (x(t)) 
From the previous relations, it follows that 
X(x(t)) - (?J(t,>* Xh(Y@)) + (YW)) - Wh (x(t))) = -Q) (y(t)C(t)) 
Since X is projectable on G/V, i.e., (ruct,)*Xh(y(t)) = Xh(x(t)), and Y” is a right invariant 
vector field, we get 
J%(t) (y(Wt)) = XV(Y(MQ) + (%(t))* (Y”)” (y(t)). 
On the other hand, Xt E Aut(G) f or any real number t, and therefore 
X,(y(t)v(t)) = X,(y(t))Xt(W). 
(2) 
By taking a derivative of the product X,(x(t)) at time t, we obtain 
X(y(t)v(t)) = (TV(t))* X(YW) + (&,)* X(v(t)). 
Furthermore, by using the E-decomposition 
Xh(Y(W)) + Xv(YWt)) = (WJ, Xh(Y@)) + @y(t))* X%(t)) 
+ @-U(t))* XU(Y(Q) + (&(t))t XW(v(t)). 
By construction for each t E IR : Xh(w(t)) = 0. And by assumption, the drift vector field X 
projects down on the homogeneous space G/V. Thus, we get the following equation: 
X”(y(+J(t)) = (W,>* XV(y(t)) + (&(Q>* XV(W). (3) 
Finally, from (2) and (3), we obtain an algebraic-differential equation 
J%(t) (Y(W)) = @-v(t))* XV(Y@)) + (&ct,>* XV(v(t)) + (?@,>* (W” (y(t)). 
Therefore, we are able to establish our main result. 
THEOREM 4.1. Let G be a connected Lie group with Lie algebra g. Consider a singular control 
system on G as (11, where the drift vector field X is induced by a derivation D E aut(G). Assume 
that the connected Lie subgroup V of G with Lie algebra D (the generalized 0-eigenspace of E) 
is closed and the vector field X projects down ore the homogeneous space G/V. Then, if there 
exist a solution x(u,xo, t) of S, associated to the control u E U through the initial condition 
x(0) = x0, we have the following. 
(1) Associated to the pair (u, x0) there exists an integral curve y(u, 50, t) of the linear control 
system 
Lk : g(t) = &(t))-l O Xh(YW) + (Q&l O (Wh (y(t)), Y(t) E G. 
(2) There exists a one parameter group w(t) of the closed subgroup V which together with 
Y(u, x0, t) satisfies the algebraic-differential equation 
&(,)(Y(W)) = XV(y(t))v(t) + P-9” (y(t))v(t) + y(t)X(v(t)). 
(3) The SG-(u, x0) solution has the face 
x(u, x0, t) = Y(U, x0, Mt), t E IR. 
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REMARK. Theorem 4.1 decomposes any singular control system SG on an arbitrary connected 
Lie group G in two subsystems, as we were looking for. The next step is to go deeply into the 
analysis of the existence and uniqueness of SG-solutions. We will try to understand this matter 
in the near future. In any case, for any initial condition za and every admissible control u, the 
linear system Ck gives a solution y(zs, U, t). We recall the shape of the solution of a linear control 
system on Lie groups (see [I]). 
THEOREM 4.2. The integrable curve y(x0, u, t) of the linear control system LG as Definition 1.1, 
associated to the control u through the point xc E G, is given by 
y(x0, u, t) = (X,(x0)) exp 
( 
C(--l)“+‘P& (Y”, D) 
?I>1 1 
Here, X = D, D E aut(G) and for each n 2 1, d, : g x, ag --f g is a polynomial map homogeneous 
of degree n, defined by a recurrence formula. 
The first four terms of the series are given by 
dr (Y”, D) = Y”, 
dz (Y”, D) = ;D (Y") , 
$3 (Y”, D) = ; [Y”, D (Y”)] + fD2 (Y”) , 
d4 (Y”,D) = t [Y”,D2 (Y”)] + AD3 (Y”) 
Therefore, it remains to find algebraic conditions to be sure that for the data (u, zc,y(ze, u, t)) 
there exists a one parameter group v(t) E V such that the algebraic-differential equation comes 
true. In that situation we can construct the solution. 
In the sequel, we compute an example on the Heisenberg nilpotent Lie group G of dimension 
three. Via the theory of nilpotent harmonic analysis, the Heisenberg group has many important 
real applications in different areas as Fourier optics, quantum mechanics, and signal theory; for 
instance, see [7]. Our aim in this example is just to show how our method can be used. 
EXAMPLE. Let us consider the Heisenberg Lie group G of dimension three, with multiplication 
given by the Campbell-Hausdorff-Backer formula 
(aX+bY+cZ)*(arX+biY+crZ)=(a+ai)X+(b+b~)Y+ c+cl+~(abi-ba+ 
( 
The derivation 
1 0 0 
E= 0 -1 0 
( 1 0 0 0 
induces the decomposition: D = RZ and lo = Iw{X, Y}. Denote a general element g = aX + bY + 
CZ E G by (a, b, c). Then, simple calculus shows that 
V(a,b,c) = R((a, b, c)Z) = Span 
(rC)(a,b,c) = %(a, b, c)X, (a, b, c)Y) = Span 
are the vertical space and the horizontal space induced by E at the point (a, b, c). Take the 
derivation 
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and consider the singular control system 
SG : E, (i) = X(x) + .Y(x), x E G. 
Here, Y = (a, p, y) and u E U. We identify G with its Lie algebra via the exponential map, thus 
X = D, and also 
for every g = (a, b, c) E G. In particular, 
X(a, b, c) = (a, b, -2~) 
Therefore, the vertical and horizontal projections of X are given by 
XV(a, b, c) = (O> 0, -2c), 
Xh(a, b, c) = (a, b, 0). 
With respect to the vector field Y. we have 
Y(a,b,c) = 
d 
z t=l) 
tY(o,o,o+ b, 4 = a, P, Y + ___ 
Y”(u, b, c) = 
Yh(u, b, c) = (%P,W 
Now, we establish the equations of the E-decomposition. Assume there exist a solution x(t) of 
the singular control system with control u and initial condition xc. Then we have 
x(t) = y(tMt) = (Yl(Q, Y2(% y3(t)) (O,O, z(t)> 
where y(0) = x0 and z(0) = 0. According to Theorem 4.1, the linear control system induced 
by SG is given by 
L; : G(t) = (E,(t))-’ oX’Yy(t)) + (E,(t))-’ 0 P’“? (y(t)). 
Equivalently, we obtain 
jr1 = Yl + ua, 
$2 = -y2 +uP, 
g3 = -y1y2 _ @Yl ; u~y2, 
where u,(~,,S,y E I[$. On the other hand, ti(t) E Ker(E), for all t E JR; then E,(yir) = 0. Hence, 
from the algebraic equation 
Ez (YG) = X'(Y)V + (Y“)’ (Y)V + YX(V) 
we have 
0 = (O,O,-2~3) * (O,O,z) +u ( O,O,y+ ay2 - PYl 2 1 * (O,O, 2) + (Yl, Yzr Y3) * (O,O, -22) 
( 
UQY2 - MY1 
= Yl, Y2, -Y3 + w + 2 > 
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Equivalently, yr = y2 = 0, y3 = ~7. This algebraic condition together with the differential 
equations gives us the equations 
0 = UCY, 
0 = up, 
$3 = 0, 
y3 = uy. 
Finally, there exist solutions in the following cases. 
?? ‘IL = 0. For each Y = (cu, p, y), there exists a solution starting just at the origin. And this 
solution is independent of z. Therefore, y(t) = 0, and we take for instance 
s(t) = v(t) = (O,O, q. 
?? ‘1~ # 0. There exist solution just for Y = (0, 0, y). In this case, y(t) = (0, 0, zly) is constant. 
It means for a convenient control there exists a solution starting at any point on the z-axis. 
In fact, for every y # 0 and 230, we can choose the control u = ~sa/y. In this case, the 
solution with initial condition (0, 0, ~30) is given by 
z(t) = (0,0,230 +t) 
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