ABSTRACT
INTRODUCTION
In recent years, Artificial Neural Networks (ANNs) are widely used in the solution of financial problems. For instance to measure the performance of stocks, to determine exchange rates Financial Risk and Management Reviews ISSN(e): 2411 -6408/ISSN(p): 2412 journal homepage: http://www.pakinsight.com/?ic=journal&journal=89 direction, to predict company bankruptcy, to forecast financial crisis, to detect manipulative operations, to estimate stocks and indices, and to optimize portfolio, etc.
There are two approaches that are widely used in prediction of stock market indices with ANN.
The first one is an analysis of the relationship between stock prices, dividends, and trading volume and the other one is testing the relationship between the stock market index and other macroeconomic variables. As daily price movements in the financial markets are dynamic and fluctuating, computer-based learning algorithms, such as neural networks, are quite appropriate in predicting financial markets' direction (Oh et al., 2006) .
As there is not yet a method that determines exact stock prices, working on algorithms for the prediction of these stock prices is among the prior interest areas of financial communities. In addition, high uncertainty and volatility in the stock prices show that investing in these carries a great risk. Besides, high returns of stocks have attracted the attention of many researchers, investors, and other relevant people. Moreover, the influence of many macro-economic factors, such as political events, firm policies, general economic conditions, investor expectations, institutional investor preferences, other stock market operations, and the psychology of investors etc. has an impact of the stock market prices (Wang et al., 2011) .
Financial crises disturb the macro-economic equilibrium and affect capital markets adversely.
The financial crises in Turkey also have left deep scars and have negatively affected the macroeconomic factors. One of these macro-economic factors that are affected by the financial crisis is Istanbul Stock Exchange (ISE) (Gençtürk, 2009) . It is remarkable that studies on stock index prediction are quite few in Turkey. The purpose of this study is to show BIST-100 index predictability with feed forward neural network during the global financial crisis.
LITERATURE REVIEW
Studies about stock index prediction with neural networks have been performed about for 25 years. Kimoto et al. (1990) study on TOPIX (Tokyo Stock Exchange Prices Indexes) was one of the first studies performed on stock index prediction. They developed a number of learning algorithms and prediction methods for the TOPIX prediction system. They compared the neural network (NN) and multiple regression analysis (MRA) and as the result of their study they observed that NN learned the data well enough to show a very high correlation coefficient (0.991) and MRA even a lower correlation coefficient (0.543). This shows NN is more effective than MRA. Yoon and George (1991) studied stock price forecasting and compared neural networks to multiple discriminant analysis (MDA). They obtained that the mean success rate during the testing phase for the four-layered network was 77.5% as compared with MDA technique 65%. This result shows that NN method significantly enhanced the MDA model's stock price predictive power Yoon et al. (1993) compared neural networks to discriminant analysis (DA) and they found that the accuracy of ANN is 91%, whereas the accuracy of DA is 74%. Mallaris and Linda (1996) studied S&P 500 Index in order to present a neural network which accurately forecasts the volatility most often used by traders using Black-Scholes formula to calculate implied volatility. The overall proportion of correct direction predictions was 0.794. The correlation between the neural network forecast and the future implied volatility was 0.8535 with a significance level of 0.0001. Mizuno et al. (1998) predicted buying and selling signals of Tokyo Stock Exchange Prices Index (TOPIX) with an accuracy of 63% using the neural network system that they had developed. Phua et al. (2000) used the neural networks and genetic algorithm (GA) in order to estimate the Singapore Exchange (SGX) and examined 360 data between August 1998 and January 2000. They also considered the trading volume, opening price, closing price, the highest price and the lowest price of SGX and thus predicted SGX trend with an accuracy of 81%. O'connor and Michael (2005) network based on Levenberg-Marquardt (LM) algorithm can provide effective short term predictions after providing the network with the necessary training. Guresen et al. (2011) evaluated the effectiveness of NN models known to be dynamic and effective NASDAQ Stock Exchange Index predicators. The models analyzed are MLP, dynamic artificial neural network (DAN2) and the hybrid neural networks using generalized autoregressive conditional heteroscedasticity (GARCH) to extract new input variables. They concluded that MLP is a powerful and practical tool for forecasting stock movements due to its small error rate (0.54%). Aghababaeyan et al. (2011) used the neural network standard feed-forward back propagation (FFB) in order to predict the Tehran Stock Exchange (TSE). They found that their prediction model can notify the direction of stock price movements with an accuracy of 83% when upcoming news is released. Wang et al. (2011) proposed a new approach to forecast Shanghai Composite Index (SCI) stock prices via the Wavelet De-noising-based Back Propagation (WDBP) neural network. To show the advantage of this new approach for stock index forecast, the WDBP neural network was compared with the single Back Propagation (BP) neural network using real data set and concluded that their WDBP model was more effective. Desai et al. (2012) presented a computational approach for predicting the S&P CNX Nifty 50 Index. For this approach they used a neural network based model in predicting the direction of the movement of the closing value for the next day with an accuracy of 82%. In Turkey, ANNs are used primarily in predicting the financial failure (Yıldız, 2001 ). Diler (2003) predicted BIST-100 Index trend for the next day up to 60.81% using ANN with error back propagation (BP) method.
In a similar study, Yildiz et al. (2008) Index direction. They compared the results obtained with moving average (MA) and NN. ANN model (55.1%) was found to be significantly better than MA model (50.4%). Kara et al. (2011) developed two efficient models and compared the models' performances in predicting daily BIST-100 Index direction. Their models were based on two classification techniques, ANN and support vector machines (SVM). Ten technical indicators were selected as inputs of the proposed models. Two comprehensive parameter setting experiments for both models were performed to improve their prediction performances. Experimental results showed that average performance of ANN model (75.74%) was significantly better than SVM model (71.52%).
CONSTRAINTS OF THE STUDY
Global economic crises affect the real and financial markets of all countries at different rates.
One of the basic constraints of the present study is that it is based on BIST-100 index data during the 2007-2009 crisis. Another constraint is related with the variables used in the present predictive ANN model since there is not a gold standard about the variables to be employed.
MATERIALS AND METHODS
In this study it is aimed to predict the status of BIST-100 index both for the next day and next week by the aid of ANN in the global economic crises terms. For this purpose feed forward back propagation networks are used. For training, a set of data that is obtained from 30 months (July 2007 -December 2009 ) is used. These data is obtained from Turkish Central Bank database composed of the variables namely gold price, oil price, interest rate, consumer price index (CPI), exchange rate, money supply and BIST volume. The summarized data are presented in Table-8. The training data set is composed of 12 months (July 2007 -June 2008 and the test data set that is composed of 18 months (July 2008 -December 2009 . The topology of the network is composed of 1 input layer, 2 hidden layers and 1 output layer. The number of neurons at each layer are 7, 9, 7, and 2 respectively and given in Figure 1 (Öztemel, 2003; Karaoglan, 2011) . All the columns are divided to their max value and by this way the data is coded as the biggest value of each column is 1. Gradient descent is used as the training algorithm. To find the suitable network topology, response surface methodology (RSM) is used. RSM is one of the well-known designs of experiment technique which is used for modeling the relationship between the input variables (factors) and the output variable (response) by using minimum number of experimental results. By this way it is possible to optimize the system parameters or to predict the response of unpracticed combinations of different factor levels (Demirtas and Aslan Deniz, 2012) . By using RSM the optimum combination of learning coefficient (lr) and the momentum coefficient (mc) that has the minimum square error (mse) is searched.
The training of the ANN is performed by using Matlab R2008b. The pseudocode for the given ANN is coded as:
By preliminary experiments learning coefficient (lr) is decided to be between 0.01 -0.009 and momentum coefficient (mc) is between 0.2 -0.9 ranges. By using these ranges the experimental design that is composed of 9 experimental runs is designed by using central composite face centered design with 1 center point by the aid of Minitab statistical package. For the each combination of lr and mc, the ANN is trained and the mse values of each training run is recorded and presented in Table- 1.
The mse column represents the mse value observed after the Matlab training, and the fitted mse represents the predicted mse value by using the mathematical equations given in Equation (1). 
The R 2 value (coefficient of determination) is calculated as 83.75 % and this means that the lr and mc highly explains the variation at mse. The surface plot of Equation (1) is given in Figure- Table-2 and Equation (2) respectively. 
The surface plot for Equation (2) is given in Figure- According to the Figure-6 , it is observed that the training is completed successfully at 18000
iterations. In the next section, the trained ANN is tested for the test data set.
TEST RESULTS AND THE DISCUSSIONS
In this study the ındex values observed between July 2008 -December 2009 are used as the test values. The trained network is tested for the values given in Table 8 and for the values of 7 factors (gold price, oil price, interest rate, CPI, exchange rate, money supply and BIST volume) measured at the end of the month; the index is predicted for the next day and next month at the crisis environment. The test results are given in Table-3 . The predictions are performed for 
PREDICTED VALUES COMPATIBILITY TEST USING REAL DATA SETS.
In order to test the compatibility with real data and the predicted value with ANN intended for BIST-100 Index, IBM SPSS 20 package program T-test was used in the present study.
Kolmogorov-Smirnov (K-S) test had been used earlier in order to show normal distribution of the data sets compared. K-S test of the next day Index value for the real data sets is 0.790 and for the estimated values with ANN 0.749. As these significance values are higher than 0.05, both data sets compared have a normal distribution ( In Figure- 
CONCLUSIONS AND FUTURE WORKS
In this study, BIST-100 index predictability during APPENDIX-1. 
