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The task of changing the overlap between two quantum states can not be performed by making use
of a unitary evolution only. However, by means of a unitary-reduction process it can be probabilis-
tically modified. Here we study in detail the problem of mapping two known pure states onto other
two states in such a way that the final inner product between the outcome states is different from the
inner product of the initial states. In this way we design an optimal non-orthogonal quantum state
preparation scheme by starting from an orthonormal basis. In this scheme the absolute value of the
inner product can be reduced only probabilistically whereas it can be increased deterministically.
Our analysis shows that the phases of the involved inner products play an important role in the
increase of the success probability of the desired process.
PACS numbers: 03.65.-w, 03.65.Ta, 42.50.Dv
I. INTRODUCTION
The discrimination or identification of quantum states
has been a constant subject of study. In recent years,
the interest for this matter has been renewed due to the
potential possibility of encoding and transmitting infor-
mation using quantum systems [1]. In addition, the cur-
rent progress in experimental techniques has led to phys-
ical implementations of quantum information protocols
aimed at identifying or discriminating quantum states
[2, 3, 4].
A particular strategy for discriminating among quan-
tum states is the so called unambiguous state discrimi-
nation [5, 6, 7, 8, 9, 10, 11]. This permits identifying
conclusively states belonging to a set of linearly indepen-
dent states [9] with a success probability different from
one. This strategy is based on the concatenation of a uni-
tary transformation and two projective measurements.
The unitary transformation acts onto both the primary
system, which encodes the states to be discriminated,
and an ancillary system. This transformation is designed
in such a way that a measurement on the ancillary sys-
tem projects with a given probability the primary system
onto one of several possible mutually orthogonal states.
Thereby, a measurement of the primary system leads to
the perfect identification of the state [7, 12]. Unambigu-
ous state discrimination has been proposed as basis for
quantum key sharing [13] and as a tool for improving the
quality of several quantum protocols when implemented
via partially entangled states such as quantum teleporta-
tion [14], dense coding [15], and entanglement swapping
[16], concentration [17], and generation [18].
Unambiguous state discrimination can also be viewed
as a probabilistic conclusive mapping connecting a set
of initial states with non-vanishing inner products with
a set of final states with vanishing inner products. One
can think in a more general process consisting in a proba-
bilistic conclusive mapping which connects two sets corre-
sponding to initial and final states, each of them with dif-
ferent inner products. This general mapping is the sub-
ject of this article. Recently, the mapping between sets
of non-orthogonal states has been connected to the con-
trol of quantum state preparation, entanglement modifi-
cation [19], and interference in the quantum eraser [20].
In our study, we restrict ourselves to the case of sets
of two states and we allow different a priori probabil-
ities of the two initial states. The complex nature of
the inner product between them is also taken into ac-
count. We find conditions that guarantee the existence
of the mapping and we optimize its success probability.
The mathematical treatment of the problem suggests to
consider three different cases, which have to be analyzed
separately. These cases are classified according to condi-
tions satisfied by the absolute values and phases of the
involved inner products. One of the analyzed situations
corresponds to a scheme of optimal non-orthogonal quan-
tum state preparation by starting from an orthonormal
basis. We explore some applications of the mapping to
Quantum Information Theory, such as quantum deleting
and quantum cloning. We compare the optimal success
probability of our scheme with the one obtained via an
alternative scheme using the unambiguous quantum state
discrimination.
This article is organized as follows: in section II we
introduce the mapping and we classify three possible
solutions, which are analyzed in detail in three subsec-
tions. In section III we compare this with the alternative
scheme. In section IV we discuss some possible applica-
tions of the mapping, and finally in section V we sum-
marize our results.
II. MAPPING BETWEEN SETS OF
NON-ORTHOGONAL STATES
Let us consider a primary quantum system s described
by a two-dimensional Hilbert space Hs. This system is
prepared randomly in one of the states |αi〉s (i = 1, 2),
2with probability ηi, and then it is delivered to a third
party. This third party has a complete knowledge of
the states {|αi〉s} and its a priory probabilities, but it
does not known the actual state in which the system is.
The task of this party is to map the states {|αi〉s} onto
the final states {|βi〉s}, where the initial inner product
〈α1|α2〉 = α is in general different from the inner product
〈β1|β2〉 = β. The mapping must be implemented conclu-
sively, that is, it must be known with certainty when it
has been perfectly carried out, and without revealing the
initial state of the primary system s. Furthermore, the
mapping must achieve the highest possible success prob-
ability.
In order to implement the mapping we consider an
ancillary quantum system a described by a Hilbert space
Ha spanned by the orthogonal states {|0〉a, |1〉a}. This
allows by means of a joint unitary transformation and a
measurement process to project indirectly states {|αi〉s}
onto states {|βi〉s} in a probabilistic way. We assume
that there exists the joint unitary operator Usa such that
Usa|α1〉s|A〉a = √p1|β1〉s|0〉a +
√
1− p1|γ1〉s|1〉a, (1a)
Usa|α2〉s|A〉a = √p2|β2〉s|0〉a +
√
1− p2|γ2〉s|1〉a, (1b)
where the ancillary system a is initially prepared in a
known, arbitrary state |A〉a. Since the states {|0〉a, |1〉a}
are orthonormal, a measurement of the ancilla on this
basis projects the initial state |αi〉s onto the state |βi〉s
with probability pi or onto the state |γi〉s with probability
1 − pi (i = 1, 2). Thus, the total success probability Pβ
of mapping the set of states {|αi〉s} onto the set of states
{|βi〉s} is given by
Pβ = η1p1 + η2p2. (2)
Analogously, the total success probability Pγ of mapping
the set of states {|αi〉s} onto the states {|γi〉s} is Pγ =
1 − Pβ . We have denoted the inner product 〈γ1|γ2〉 by
γ. In this way, the mapping enables us to transform a
pair of states with a given inner product α into a new
pair of states with an inner product β fixed in advance.
We could have chosen p1 = p2, but our aim is to study
the most general situation where p1 6= p2. It is worth to
emphasize that if the process α → β is successful, then
the probability that the system s is in |βi〉s is
η′i =
ηipi
Pβ
, i = 1, 2. (3)
Our study centers in the optimization of the success
probability Pβ , however, a particular application of this
scheme could require to focus on the probabilities η′i in-
stead of Pβ . For instance, the requirement of that η
′
1 = η
′
2
imposes conditions that not necessarily optimize Pβ .
The unitarity of Usa constrains the values of the com-
plex parameters α, β, and γ through the equations
α =
√
p1p2β +
√
(1− p1)(1− p2)γ, (4a)
α∗ =
√
p1p2β
∗ +
√
(1− p1)(1 − p2)γ∗. (4b)
We resort to a polar decomposition of each inner product,
that is, α = |α|eiθα , β = |β|eiθβ and γ = |γ|eiθγ . Eqs.
(4) are linearly independent if and only if the following
conditions are fulfilled
|α| 6= 0, |β| 6= 0, |γ| 6= 0, (5a)
θβ − θα 6= kpi, θγ − θα 6= mpi, θγ − θβ 6= npi, (5b)
with k,m, n ∈ Z. We note that the roles of β and γ
are similar, this means that the desired inner product
could be codified indistinctly in the outcome sets {|βi〉s}
or {|γi〉s}.
A general analysis of the Eqs. (4) leads us to distin-
guish three cases, which we shall study separately. In the
first case we assume that all constrains (5) are satisfied.
In the second one, we lift one of the constrains (5a) by
assuming α = 0, which implies that θγ − θβ = ±pi, so
that one of the conditions (5b) do not hold. In the third
case we lift all constrains (5b). This is equivalent to con-
sider α, β, and γ all real and in the interval [−1, 1]. We
stress that the case β = 0 corresponds to the well studied
unambiguous state discrimination protocol [7].
A. Complex and non-zero inner products
From Eqs. (4) we get the following relations
p1p2 = x
2, with x =
|α| sin(θγ − θα)
|β| sin(θγ − θβ) (6)
and
(1− p1)(1 − p2) = y2, with y = |α| sin(θβ − θα)|γ| sin(θβ − θγ) . (7)
Combining these two equations we obtain a linear equa-
tion relating both probabilities p1 and p2, that is
p1 + p2 = 1 + x
2 − y2. (8)
Replacing Eq. (8) in Eq. (6) we obtain a second degree
polynomial for p2
p22 − (1 + x2 − y2)p2 + x = 0, (9)
whose solutions are
p±=
1+ x2− y2
2
±
[
1− 2(x2+ y2)+ (x2− y2)2] 12
2
. (10)
It can be shown that solutions p± of Eq. (10) are real and
constrained to the interval [0, 1] when the inner products
α, β and γ are such that
|x|+ |y| ≤ 1. (11)
Inserting p2 = p± into Eq. (9) we obtain that the possible
solutions to Eqs. (4) are
p1 = p+ and p2 = p− or p1 = p− and p2 = p+.
3Assuming without lost of generality that |γ| ≥ |β|, the
constrain given by Eq. (11) indicates that the absolute
values of the inner products must satisfy one of the two
following inequalities
|α| < |β| ≤ |γ| or |β| < |α| ≤ |γ|, (13)
in order to obtain physically acceptable solutions for p1
and p2. According to these inequalities it is not possi-
ble to get inner products smaller than the initial |α| in
both outcomes. This conclusion is in agreement with the
impossibility of the 1→ m deterministic cloning process,
since in this case we would have γ = β = αm+1 form ≥ 1,
which implies |γ| = |β| = |α|m+1 < |α| for m ≥ 1, be-
ing in contradiction with Eqs. (13). On the other hand,
we have to stress that according to the conditions (13)
it is permitted that |β| = |γ| < |α|, this is, the abso-
lute value of an inner product can be deterministically
increased. This is a remarkable result when the phase of
the outcome inner product it is not relevant. We notice
that the phases θβ and θγ can not be equal, as follows
from the conditions (5b). Moreover, they are restricted
by the constrain (11). It is worth to emphasize that it is
allowed the process α → |β| = |γ| = 1, what means that
the initial information codified in the different states |αi〉
can be deterministically deleted.
Replacing both solutions (12) with (10) in Eq. (2) we
obtain two solutions Pβ,± for the success probability of
mapping the states {|αi〉} onto the states {|βi〉}, namely
Pβ,±=
1+x2−y2
2
± |η1−η2|
[
1−2(x2+y2)+(x2−y2)2]
2
1
2
.
(14)
We observe that Pβ,+ = Pβ,− when the a priory proba-
bilities η1 and η2 are equal. These probabilities are also
equal when the equality in Eq. (11) is satisfied, indepen-
dently of the values of η1 and η2. In general, the maxi-
mum probability is Pβ,+ and the minimum one is Pβ,−.
When Pβ is maximum, Pγ = 1 − Pβ will be minimum,
and vice versa.
It is important to note that both Pβ and Pγ depend
on the phase differences |θβ − θα|, |θγ − θα|, and |θγ −
θβ |. Thus, these quantities can be used to increase the
probability of a particular mapping. This effect can be
visualized in the particular case in which θβ = θα + δ,
with |δ| ≪ 1. Assuming a Maclaurin serie of Pβ,+ up to
first order in δ we obtain
P|β|ei(θα+δ),+ =
1
2
(
1 +
|α|2
|β|2
)
+
|η1 − η2|
2
∣∣∣∣1− |α|
2
|β|2
∣∣∣∣
−|α|
2
|β|2
1± |η1 − η2|
tan(θα − θγ)δ +O
(
δ2
)
,
where the plus (minus) sign has to be considered when
|α| > |β| (|α| < |β|). From this expression it is clear that
the success probability could be increased or decreased
depending on the sign of δ = θβ − θα and on θγ through
the function tan(θα − θγ).
FIG. 1: (a) The minimum allowed value of |β| as a function
of (θα − θβ)/pi for α = 0.3 (solid), α = 0.5 (dashes), α = 0.7
(dots), and α = 0.9 (dash dot). The horizontal grey lines
correspond to the respective |α| value. (b) The maximal suc-
cess probability Pβ,+ as a function of |β| for α = 0.3 (black)
and α = 0.5 (grey). We consider |η1 − η2| = 0.3 (solid),
|η1 − η2| = 0.7 (dashes), and |η1 − η2| = 0.5 (dots). In both
figures we have considered γ = ±ieiθβ , θβ = 0.6pi and θα = 0.
Returning to the general case where we use this map-
ping to change the initial inner product α to a desired
β, γ can be used to increase the optimal probability
Pβ,+. This probability reaches its highest value when
γ = ±ieiθβ , independently of the value of |η1−η2|, which
means that the process α → β has a larger probability
when |γ1〉 = ±ieiθβ |γ2〉, that is, when both states are in
the same ray. The cost of maximizing the probability of
success this way is that, if the process fails, it is not pos-
sible to reverse the mapping, not even probabilistically,
and the information about the initial states {|αi〉s} is to-
tally lost. In this case Eq. (11) indicates that the inner
product β is lower bounded as
|β| ≥ |α|| cos(θα − θβ)|
1− |α|| sin(θα − θβ)| . (15)
Fig. 1.a shows the lower bound of |β| given by Eq. (15)
as a function of θβ/pi for different values of α (θα = 0).
We see that, depending on α and of the phase θβ , the
value of |β| can be lower, equal, or higher than α or
simply there is no solution. We point out that, as follows
from the constrain (5b) and since θβ − θγ = ±pi/2, the
values θα − θβ = ±pi/2 are forbidden. Fig. 1.b shows
the maximal success probability Pβ,+ as a function of |β|
for α = 0.3 (black line) and α = 0.5 (grey line). We
consider three different values of |η1 − η2| for each value
of α, namely |η1 − η2| = 0.3 (solid), |η1 − η2| = 0.7
(dashes), and |η1 − η2| = 0.5 (dots). From this figure
we observe that the probability of mapping from α =
0.3 to |β| = 0.5 (black: circle, square, and triangle) is
higher than the probability of mapping from α = 0.5 to
|β| = 0.3 (grey: circle, square, and triangle). Clearly,
the optimal probability depends on the direction of the
4mapping. We also notice that the optimal probability
depends on the phase θβ , which permits improving the
success probability of the mapping.
On the other hand, it can be shown straightforwardly
from Eq. (11) that it is possible to increase the range of
values of |β| by setting |γ| < 1 at the expense of decreas-
ing the maximum success probability of the mapping.
B. Non-orthogonal pure states preparation
The second case arises under the condition that α van-
ishes. This particular mapping generates probabilisti-
cally non-orthogonal states with inner product β or γ
from two orthogonal states. It follows from Eq. (4a)
that θγ − θβ = ±pi and consequently the constrain Eq.
(4b) is also lifted. Thereby, both Eqs. (4) are reduced to
the single equation
0 =
√
p1p2|β| −
√
(1− p1)(1 − p2)|γ|. (16)
Assuming that |β| and |γ| are both different from zero,
Eq. (16) enables us to obtain p2 as a function of p1,
p2 =
(1− p1)|γ|2
p1|β|2 + (1 − p1)|γ|2 . (17)
We see that p2 is always in the interval [0, 1]. Hence, the
mapping of states {|αi〉} initially orthogonal onto states
{|βi〉} with inner product β has the total success proba-
bility Pβ,α=0 given by
Pβ,α=0 = η1p1 + η2
(1− p1)|γ|2
p1|β|2 + (1− p1)|γ|2 , (18)
which is a function of p1 ∈ [0, 1]. This probability can be
optimized with respect to this parameter. The derivative
dPβ,α=0/dp1 vanishes when p1 takes the value
p¯1 =
1− |β||γ|
√
η2
η1
1− |β|2|γ|2
. (19)
Replacing Eq. (19) in Eq. (18) we get the extreme suc-
cess probability
P¯β,α=0 =
1− 2 |β||γ|
√
η1η2
1− |β|2|γ|2
. (20)
Considering the constrain p¯1 ∈ [0, 1], Eq. (20) corre-
sponds to a maximum when
|β| < |γ| and |β||γ| < min
{√
η1
η2
,
√
η2
η1
}
, (21)
and to a minimum when
|β| > |γ| and |β||γ| > max
{√
η1
η2
,
√
η2
η1
}
. (22)
We note that the probability P¯β,α=0 is monotonously de-
creasing as a function of |β|/|γ|. Then, when the condi-
tion (21) is fulfilled, we can increase the maximum prob-
ability P¯β,α=0 by making |γ| = 1, this is, the informa-
tion codified in the states {|αi〉} is lost if the process
α = 0 → β fails. When (22) is satisfied, the function
(18) is concave as a function of p1, then its maximum
value is in one of the borders of the interval p1 ∈ [0, 1].
In this case Pβ,α=0 = η2 for p1 = 0 and Pβ,α=0 = η1 for
p1 = 1, so that the maximum value of Pβ,α=0 depends
on the highest a priory probability. We have to note
that, although the success probability is optimum, when
p1 = 0 the probability η
′
1 vanishes, which means that the
system is never mapped to |β1〉.
If |β| and |γ| do not fulfill any of Eqs. (21) and
(22), the total success probability Pβ,α=0 of Eq. (18)
is monotonously increasing with p1 if η1 > η2 or
monotonously decreasing if η1 < η2, so the maximum
value of Pβ,α=0 is η1 or η2, respectively.
The above analysis is summarized in Fig. 2, which
shows the maximum success probability as a function
of |β|/|γ| for different values of η1. This function is
monotonously decreasing with |β|/|γ| between 0 and√
η</η>, and it remains constant and equal to η> for
larger values of |β|/|γ|. We have put η< = min{η1, η2}
and η> = max{η1, η2}.
FIG. 2: Maximum success probability Pβ,α=0 of preparing
non-orthogonal states as a function of |β|/|γ| for different val-
ues of η1: η1 = 1/8 (solid), η1 = 1/4 (dashes), η1 = 1/3
(dots), and η1 = 1/2 (dash dot).
Let us consider the particular case where |β| = |γ|.
Here we map two orthogonal states onto other two states
with inner product either β or −β. Thus, we determin-
istically prepare two states with arbitrary inner product
module |β| starting from two orthogonal states. This re-
sult is even valid for |β| = |γ| = 1 which means that
the initial information codified in the orthogonal states
{|αi〉} can be deleted with unitary probability 1.
5FIG. 3: The success probabilities Pβ,+ as a function of p1 for
different values of η1, for (a) α = 1/3, β = 1/6, and γ = 2/3,
(b) α = 1/6, β = 1/3, and γ = 2/3. In both figures η1 = 0.3
(solid), η1 = 0.5 (dashes), and η1 = 0.7 (dots). The gray line
correspond to p1 = p2.
C. Conditioned phases
Let us analyze the third case, where we lift the con-
strain Eq. (5b). We assume that θβ − θα = kpi. This,
together with Eqs. (4) lead to θγ − θα = mpi and
θγ − θβ = (m − k)pi, with k, m ∈ Z. Under these con-
ditions the two equations (4) are linearly dependent and
they are reduced to one, with α, β, and γ real and in the
interval [−1, 1].
From Eq. (4a) we obtain p2 as a function of p1
p2,± =
“
|α||β|√p1 ± |γ|
p
(1− p1) [γ2 − α2 − (γ2 − β2) p1]
”2
[γ2 − (γ2 − β2) p1]2
.
(23)
Without loss of generality, we assume that |β| ≤ |γ|. In
addition to the requirement 0 ≤ p2,± ≤ 1, in order to
guarantee that these probabilities are real, the following
inequality must be satisfied
0 < p1 ≤ min{γ
2 − α2
γ2 − β2 , 1}. (24)
This is fulfilled in the two following cases: i) |γ| ≥ |β| >
|α| and ii) |γ| > |α| ≥ |β|, so that the outcomes modules
can not be both less than |α|.
Using the solutions (23) we get two success probabili-
ties for the process α→ β,
Pβ,± = η1p1 + η2p2,±. (25)
It is evident that the optimum one is Pβ,+. Fig. 3 shows
Pβ,+ as a function of p1 for fixed α, β and γ and differ-
ent values of η1. In Fig. 3.a the desired outcome β is
less than α, whereas in Fig. 3.b β is larger than α. In
both pictures we observe that the value of p1 for which
Pβ,+ is maximum depends on η1 and only when η1 = 1/2
(equal a priory probabilities) this occurs when p1 = p2.
This justifies the choice of p1 in general different of p2 in
the process described by Eqs. (1). On the other hand,
we also see that the optimal success probability for de-
creasing the inner product is smaller than the one for
increasing it. That is explained by the fact that in the
process described by Fig. 3.a information is gained if the
process is successful, while in the process of Fig. 3.b,
information is partially lost.
Finally, according to the condition (i) |β| = |γ| > |α|
is allowed. In this case θβ can be equal to θγ , so that
the inner product can be deterministically modified, but
with the restriction θβ = θα + kpi. The special case with
β = γ = 1 gives account of deleting the information
stored in two quantum states.
III. COMPARISON WITH UNAMBIGUOUS
STATE DISCRIMINATION
In two of the previous subsections we analyzed the
mapping between sets of non-orthogonal states. A dif-
ferent scheme for implementing this mapping would be
the concatenation of unambiguous state discrimination
of the initial states {|αi〉s} with a unitary preparation of
the states {|βi〉s}. Clearly, this scheme allows us to know
with certainty the initial state which will be mapped and
the value of β is not constrained. The success probabil-
ity of this alternative scheme corresponds to the success
probability PUSD of unambiguous state discrimination,
which given by [7]
PUSD = 1− 2√η1η2|α|. (26)
Next we compare this with the probability given by Eq.
(14), and we show the importance of the complex nature
of the involved inner products α, β and γ for get larger
success probabilities. In what follows we put θ ≡ θβ−θα.
When the constrains (5) are all satisfied, according to
the inequality (15), when γ = ±ieiθβ and for a given
inner product α there is a minimum value of |β| given by
|β|min = |α|| cos θ|
1− |α|| sin θ| . (27)
Fig. 4 shows Pβ as a function of |β|, for η1 = η2 and
different values of θ. The numbers labeling the curves
corresponds to factors multiplying pi/2. The solid curve
correspond to the value of Pβ evaluated in |β|min, which
is given by
P|β|min = 1−
|β|2min ±
√
|α|2(1 + |β|2min)− |β|2min
1 + |β|2min
.
(28)
The minus sign correspond to 0 < θ ≤ arccos (α) and the
plus sign to arccos (α) ≤ θ < pi/2. These features repro-
duces for pi/2 < θ < pi. In the figure, these probabilities
correspond to the solid curve. The dash lines correspond
to the probability Pβ,+ of Eq. (14) as a function of |β|
for different values of θ, for |α| = 1/√3 (vertical dotted
line). We have considered θ = fpi/2, where f is indicated
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FIG. 4: P|β|min as a function of |β|min for γ = ±ieθβ and
|α| = 1/√3 (solid). Success probability Pβ,+ as a function of
|β| for the same |α|, η1 = η2, and different values of θ = fpi/2
with the values of f given at the right hand of each dashes
curves. The horizontal dotted line corresponds to PUSD =
1− |α|, and the vertical dotted line corresponds to |β| = |α|.
for each of the curves in the figure. The horizontal dotted
line is the corresponding probability PUSD, Eq. (26).
The figure shows clearly that for any target |β| it is
always possible to choose a phase difference θ where the
probability Pβ is higher than PUSD. This is particularly
interesting when the scheme is used to obtain a target
|β| < |α| and the phase does not matter. If the aim is
increasing the absolute value of the inner product, we
have shown that this can be done deterministically by
choosing |γ| = |β|. We have to note that due to the
constrain (5a) the proposed scheme does not allows us to
reach exactly the value |β| = 0, but we can approach to
it with a probability tending to PUSD = 1− |α|.
It is direct to show analytically that the probability
(28) is always higher than PUSD when η1 = η2, for any
α. This means that there exists a family of targets β
with probabilities higher than the respective PUSD. For
any other target β, which of the schemes gives a higher
success probability has to be examined in that particular
case.
IV. DISCUSSION
An application of this scheme emerges when in the
Eqs. (1) the states {|αi〉s} are replaced by the states
{|αi〉s ⊗ |ω〉⊗m}, where |ω〉⊗m is a state of a m−partite
quantum system, and the states {|βi〉s} are replaced
by {|αi〉⊗(m+1)}. This process describes a probabilis-
tic 1 → m + 1 cloning machine of the two linearly in-
dependent states {|αi〉s}. Thereby, we get the optimal
probability of generating successfully m+1 copies of any
pair of states {|αi〉s} by replacing β = α(m+1) in Eqs.
(4). As discussed in subsections IIA and IIC, the suc-
cess probability reaches its highest value when the infor-
mation is totally lost if the process fails, that is, when
γ = ±iei(m+1)θα and |γ| = 1, respectively.
Finally, as we mentioned before, a deterministic quan-
tum deleting scheme can be achieved by choosing the two
possible outcomes consisting of parallel states.
V. SUMMARY
In summary, we have proposed and analyzed a scheme
which maps conclusively a couple of known pure states
onto another couple, allowing changing probabilistically
the inner product on demand. The scheme is performed
by a bipartite unitary transformation on the system and
an ancillary system, followed by a von Neumann mea-
surement. This assumes different a priory probabilities,
as well as different projection probabilities into the target
states via the ancillary states. The latter probabilities are
introduced by the unitary transformation and the fact
that they are different permits in general optimize the
success probability of the mapping. Our analysis shows
that the phases of the involved inner products play an
important role in the increase of the success probability
of the desired process.
We have compared this scheme with a process of map-
ping via unambiguous states discrimination, obtaining
larger success probabilities. In the analyzed case, our
scheme does not allow us to reach exactly the orthogo-
nality, but we can approach to it with a probability which
is always larger than PUSD.
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