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Nijenborgh 4, 9747 AG Groningen, The Netherlands
(Received 25 January 2002; published 19 April 2002)
We solve the long-standing problem of the large overestimation of the static polarizability of con-
jugated polymers obtained using the local density approximation within density-functional theory. The
local approximation is unable to describe the highly nonlocal exchange and correlation (xc) effects found
in these quasi-one-dimensional systems. Time-dependent current-density-functional theory enables a lo-
cal current description of ultranonlocal xc effects using the Vignale-Kohn functional [G. Vignale and
W. Kohn, Phys. Rev. Lett. 77, 2037 (1996)]. Except for the model hydrogen chain, our results are in
excellent agreement with the best available correlated methods.
DOI: 10.1103/PhysRevLett.88.186401 PACS numbers: 71.15.Mb, 31.10.+z, 31.15.Ew, 36.20.KdTime-dependent density-functional theory (TDDFT)
[1–3] is a promising method for calculating properties of
many-electron systems. The method can handle large sys-
tems and is, in principle, exact. So far TDDFT has been
applied mainly within the adiabatic local density approxi-
mation (ALDA) in which the exchange-correlation (xc)
potential is a local functional of the electron density. For
many properties this approximation leads to results which
are competitive in accuracy with other advanced many-
body methods, but was shown to fail dramatically for long
molecular chains. For this case large overestimations of
the axial polarizabilities and hyperpolarizabilities were
observed [4]. The reason for the failure of the ALDA is
precisely its locality. Since it depends only on the local
density, the ALDA potential in the center of the molecular
chain is insensitive to changes in the charges at the end
points of the chain that are induced by an external field.
This is also true for gradient corrected potentials. For the
exact potential, however, the induced end point charges
turn out to have important global effects. They give rise to
a counteracting potential that increases linearly along the
molecular chain [4,5]. Such a counteracting term cannot
be reproduced by a simple local density approximation,
which causes the overestimations of the polarizabilities in
the ALDA. To describe the global changes in the potential
in terms of the electron density, the functional must be
ultranonlocal [5].
It was pointed out by Vignale and Kohn (VK) [6,7] that
a local approximation can still be used if the basic variable
is the induced current density rather than the density. Their
original motivation was to develop an xc functional that is
nonlocal in time, but still local in space. It was found that
nonlocality in time implies ultranonlocality in space, if one
insists on using the density as a basic variable. However, a
dynamical xc functional that is nonlocal in time, but local
in space, can be constructed in terms of the current. As
the current density in the bulk of the system measures the
charge buildup at the boundaries, it can be used as a local0031-90070288(18)186401(4)$20.00indicator of global changes in the system. The variable
conjugate to the current is the vector potential. In time-
dependent current-density-functional theory (TDCDFT)
this vector potential also has an xc component, which
is simply related to the xc electric field. VK derived an
explicit expression for this xc field, which has already
been applied successfully to plasmon linewidths in quan-
tum wells [8] and in a simplified form to optical spectra
of solids [9]. VK did a careful analysis of the weakly
inhomogeneous electron gas and arrived at the following
equation [6,7,10] for the induced xc-electric field, which
we write in the form of a viscoelastic field derived by
Vignale, Ullrich, and Conti [11]:









where sxc,ij has the structure of an isotropic viscoelastic
stress tensor
sxc,ij  h˜xc≠jui 1 ≠iuj 2
2
3dij= ? u 1 z˜xcdij= ? u .
(3)
Here ur,v  djr,vn0r is the velocity field,
djr,v the induced current, and n0r the ground state
density. The coefficients h˜xcn0r,v and z˜xcn0r,v
are frequency dependent functions of the ground state
density and represent complex bulk and shear viscosities.
They are determined by the longitudinal and transverse
response kernels fxcLn0,v and fxcTn0,v of the

















where excn0 is the xc energy per unit volume of the
homogeneous electron gas of density n0. The transverse© 2002 The American Physical Society 186401-1
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longitudinal currents but also transverse ones. Equation (3)
is analogous to an expression which describes forces in an
elastic medium, in which case u is a displacement field.
The VK functional was derived by an expansion to sec-
ond order in wave vectors k and q which characterize the
Fourier component of the current-current response func-
tion and the wavelength of the inhomogeneity, respectively.
Since the expansion was carried out to second order, we
need only second derivatives of the current in real space.
This expansion was shown to be valid in the regime k,q ø
kF ,vyF where kF and yF are the Fermi momentum and
velocity. This is the region above the particle-hole contin-
uum. However, the VK functional satisfies two important
constraints which are valid for systems with arbitrary time
dependence and inhomogeneity (such as molecules in ex-
ternal fields), stating that in linear response the xc-electric
field does not exert any forces or torques on the system.
Another exact property, which is satisfied for any system,
is that under rigid translation of the center of mass, de-
scribed by position vector xv, the xc-potential is also
translated over this vector. This immediately implies that
the VK functional satisfies the so-called harmonic poten-
tial theorem [12,13].
In view of these exact properties one may wonder if the
VK functional is applicable to systems such as molecules.
Let us therefore check the constraints. For the wave vector
of the applied optical field the constraints k ø kF ,vyF
are trivially met as k  vc ø kF and the speed of
light c ¿ yF. For the inhomogeneity wave vector q 
j=n0jn0 the situation is less clear. In the valence region
q  kF and qyF  1, whereas in the asymptotic outer
region q ¿ kF and qyF ø 1. We should point out, how-
ever, that for finite systems, like molecules, the essential re-
sponse features do not change much with frequency below
the excitation gap vgap. If we take this vgap as the char-
acteristic frequency, then both constraints are not strongly
violated in the outer valence region. With this in mind,
calculations on molecules can be performed at finitev and
extrapolated to zero frequency (as is also done in experi-
ment). Moreover, it should be noted that the particle-hole
regime, for which the VK derivation is not justified, is to a
large extent taken into account by the explicit evaluation of
the Kohn-Sham response functions. In view of these argu-
ments and the importance of the field of polymer physics,
we considered it worthwhile to explore the merits of the
VK functional for these systems. As we will show, the
VK functional yields excellent results for these systems.
In TDCDFT we solve the following coupled set of self-
consistent equations:
dn  xnj ? dAeff 1 xnn ? dyeff , (6)
dj  xjj ? dAeff 1 xjn ? dyeff , (7)
where xnn, xnj, xjn, and xjj are the Kohn-Sham response
functions. Here the product implies integration over spa-186401-2tial coordinates. We define the gauge
dAeff  dAext 1 dAviscoelxc , (8)
dyeff  dyH 1 dy
ALDA
xc , (9)
where dAext is the vector potential of the external electric
field Eext  ivAext and the dAxc is given in terms of the
viscoelastic tensor of Eq. (2). Here dyH represents the
first order change in the Hartree potential and dyALDAxc is
the ALDA xc potential.
To implement the VK functional we need to evaluate
the matrix elements Hiav of the operator jˆ ? dAviscoelxc
between occupied (i) and virtual (a) states, where jˆ is the
operator for the paramagnetic current. Integration by parts
transfers the derivatives to the coefficients h˜xc and z˜xc, and
reduces the derivatives of the wave functions to first order.





are linear in, respectively, h˜xc and z˜xc. Vignale, Ullrich,
and Conti have shown [11] that vz˜xcv vanishes in the
limit v ! 0, whereas only the imaginary part ofvh˜xcv
remains finite in this limit. Therefore only Hhia contributes
to the static polarizability. The strange fact that the shear
modulus does not vanish in the limit of v ! 0 (unlike in
ordinary liquids) comes ultimately from the fact that the
limit k ! 0 is taken before the limit v ! 0 (i.e., above
the particle-hole continuum). Thus the system remains
“dynamical” down to zero frequency. By contrast, the bulk
modulus is already entirely accounted for by the ALDA.
This method has been implemented in the Amsterdam
Density Functional (ADF) program [14]. The coefficients
h˜xc and z˜xc are evaluated in the v ! 0 limit, in which
case they depend only on the transverse xc-kernel fxcT.
We used Eq. (19) (and the values of mxc in Table I) of
Ref. [15] to obtain values for fxcTn0,v  0 at arbitrary
n0, thereby using a cubic spline interpolation in the range
0–5 for the rs values, in which we take into account the
exactly known small rs behavior [16].
We studied five systems for which the traditional
TDDFT/ALDA method is known to fail. The choice of
these systems was further guided by the availability of
comparative accurate many-body results, as well as their
chemical and physical importance [17]. We studied the
model hydrogen chain H2n and the conjugated systems
polyacetylene (PA), polydiacetylene (PDA), polyyne (PY),
and polythiophene (PT). These systems differ in their de-
gree of bond order and chemical composition. All cal-
culations were performed using a triple zeta Slater-type
basis augmented with two polarization functions, with the
exception of thiophene oligomers where we used a double
zeta basis and one polarization function. Cores were kept
frozen (C 1s and S 2p). The oligomer geometries [18–24]
used are depicted in the insets of Figs. 1–5, and are iden-
tical to the geometries of the reference work cited in the
captions. Only for PT is our geometry slightly different.
In Fig. 1 we compare our VK and ALDA results
for the static axial polarizability for PA with restricted186401-2



































FIG. 1. ALDA and VK static axial polarizability of polyacety-
lene compared with restricted Hartree-Fock [18] and MP2 [22]
results.
Hartree-Fock calculations [18], and second order pertur-
bation theory (MP2) results [22]. We see that the VK
functional gives a huge correction of the ALDA results.
The VK results lie close to Hartree-Fock and are in excel-
lent agreement with MP2. The results for the other conju-
gated molecules are shown in Figs. 2–4. In all cases we
observe huge improvements of the results obtained with
VK as compared to ALDA. They are in good agreement
with the best available many-body results. The VK polar-
izabilities of PDA and PT lie below the Hartree-Fock re-
sults. In organic molecules containing mainly carbon and









































FIG. 2. ALDA and VK static axial polarizability of polydi-




































FIG. 3. ALDA and VK static axial polarizability of polyyne
compared with time-dependent Hartree-Fock (TDHF) and
second-order polarization propagator approximation (SOPPA)
results [23].
polarizability decreases as one goes beyond the Hartree-
Fock approximation [22–24]. This is in keeping with our
results, with the exception of PY, where our results lie
above the time-dependent Hartree-Fock as well as Green
function results [20,23]. This may indicate that further
improvements are needed in the functional.
For the model hydrogen chain, Fig. 5, we see only a
slight improvement of VK over ALDA. In a conjugated











































FIG. 4. ALDA and VK static axial polarizability of polythio-
phene compared with coupled perturbed Hartree-Fock results
[21] using the 3-21G and 6-31G atomic basis sets.186401-3




































FIG. 5. ALDA and VK static axial polarizability of hydrogen
chains compared with coupled Hartree-Fock (HF), MP4, and
coupled cluster [CCSD(T)] results [24].
are delocalized over the entire molecule. In hydrogen,
on the other hand, the dominant contributions arise from
polarized s bonds within the H2 units. For the two types
of systems we therefore probe different density regions.
The underestimation of the VK correction in the H2n case
may therefore be explained by an insufficient description
of the density dependence of the transverse xc kernel.
In conclusion, we solve the long-standing problem of the
large overestimation of the static polarizability for conju-
gated polymers by the local density approximation. This
was achieved by using the Vignale-Kohn current functional
in the framework of current density functional theory. In
this theory the transverse xc kernel fxcT plays a crucial
role. Although in the model H2n chains the improvement
is small, for all conjugated polymers that we studied large
improvements are found which bring our results close to
the best available many-body results. More examples will
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