We construct adaptive confidence sets in isotonic and convex regression. In univariate isotonic regression, if the true parameter is piecewise constant with k pieces, then the Least-Squares estimator achieves a parametric rate of order k/n up to logarithmic factors. We construct honest confidence sets that adapt to the unknown number of pieces of the true parameter. The proposed confidence set enjoys uniform coverage over all non-decreasing functions. Furthermore, the squared diameter of the confidence set is of order k/n up to logarithmic factors, which is optimal in a minimax sense. In univariate convex regression, we construct a confidence set that enjoys uniform coverage and such that its diameter is of order q/n up to logarithmic factors, where q − 1 is the number of changes of slope of the true regression function.
Introduction
Let K ⊂ R n be a closed convex set. Assume that we have the observations
where the vector µ = (µ 1 , ..., µ n ) T ∈ K is unknown, ξ = (ξ 1 , ..., ξ n ) T is a noise vector with n-dimensional Gaussian distribution N (0, σ 2 I n×n ) where σ > 0 and I n×n is the n × n identity matrix. Denote by E µ and P µ the expectation and the probability measure corresponding to the distribution of the random variable y = µ + ξ. The vector y = (Y 1 , ..., Y n )
T is observed and the goal is to estimate µ. Consider the scaled norm · defined by
The error of an estimatorμ of µ is given by μ−µ 2 . Let |·| 2 2 be the squared Euclidean norm, so that 1 n |·| 2 2 = · 2 . For a finite set E, let |E| denote its cardinality. We use bold face for vectors and the components of any vector v ∈ R n are denoted by v 1 , ..., v n . In this paper, we consider the particular case where K is a polyhedron, that is, an intersection of a finite number of half-spaces. If the true parameter µ lies in a lowdimensional face of the polyhedron K, it has been shown that for some polyhedra K, the rate of estimation is of order dσ 2 n up to logarithmic factors, where d is the dimension of the smallest face that contains µ [14, 8, 9, 2] . This phenomenon appears, for example, if the polyhedron K is the cone of nondecreasing sequences [8, 2] or the cone of convex sequences [14, 2] . For these examples, if µ lies in a d-dimensional face of the polyhedron K, the Least Squares estimator over K satisfy risk bounds and oracle inequalities with the parametric rate dσ 2 n , up to logarithmic factors. We consider the problem of confidence sets in this context. In particular, the present paper addresses the following questions.
• Is it possible to estimate or bound from below by a data-driven quantity the dimension d of the smallest face of the polyhedron K that contains the true parameter µ? • Is it possible to construct a confidence setĈ n such that:
1. It enjoys uniform coverage over all µ ∈ K (i.e., µ ∈Ĉ n with high probability).
2. It adapts to the smallest low-dimensional face that contains µ (i.e., the diameter ofĈ n should be of the order dσ 2 n up to logarithmic factors if the smallest face that contains µ has dimension d).
In this paper, we answer these questions for two particular polyhedra: the cone of nondecreasing sequences and the cone of convex sequences.
The construction of adaptive confidence sets in isotonic or convex regression has been studied in [12, 5, 6] . These papers show that if the true regression function is simultaneously smooth and monotone, then it is possible to construct confidence sets that adapt to the unknown smoothness of the true regression function. In the present paper, there is no smoothness assumption and the goal is to construct confidence sets that adapt to the dimension d of the smallest face of the polyhedron.
The rest of the paper is organized as follows. Section 2 gives the definition of honest and adaptive confidence sets. Section 3 defines the cone of nondecreasing sequences and recalls some material from [1, 15] on the statistical dimension and the intrinsic volumes of closed convex cones. In Section 4 and Section 6, we construct honest and adaptive confidence sets for the cone of nondecreasing sequences and for the cone of convex sequences, respectively. We discuss the scope of these results in Section 7.
Honest and adaptive confidence sets
Let (E k ) k∈J be a collection of subsets K indexed by some possibly infinite set J. We will refer to the sets (E k ) k∈J as the models. If J = {1, ..., k max }, these models may be ordered by inclusion so that
For any model E k ⊂ K, the minimax risk on E k is the quantity
where the infimum is taken over all estimators, that is, all random variables of the form µ = g(y) where g : R n → R n is a Borel function. If J = {1, ..., k max } and (1) holds, the minimax risks satisfy
. In that case, the collection (E k ) k=1,...,kmax represents models of increasing complexity.
Similarly, if a confidence value α ∈ (0, 1) is given, one may define the minimax quantity
for all k ∈ J, where the supremum of taken over all estimators. This quantity represents the smallest size, if a minimax sense, of a confidence ball with confidence level 1 − α. Similarly, if J = {1, ..., k max} and the models are ordered by inclusion as in (1) , this quantity is an increasing function of k and we have
for all α ∈ (0, 1). The goal of this paper is to study confidence sets in shape restricted regression. A confidence set is a regionĈ n such that with high probability, the unknown parameter µ belongs toĈ n . Let α ∈ (0, 1). If µ ∈ E k * for some k * ∈ J, the quantity (2) may be used to define the oracle region
whereμ is an estimator that achieves the supremum in (2) (we assume here that all infima and suprema in (2) are attained). Then, by definition of R * α (·), we have that µ ∈Ĉ * n (k * ) with probability at least 1 − α. We callĈ * n (k * ) an oracle region since it is inaccessible for two reasons.
First, the radius R * α (E k * ) and the integer k * must be known in order to construct C * n (k * ), i.e., the knowledge of the smallest model that contains µ is needed. Second, the oracle regionĈ * n (k * ) is an Euclidean ball centered around the estimatorμ that achieves the infimum in (2) , and this estimator is unknown.
This paper studies the construction of data-driven confidence setsĈ n . We consider only 1 − α confidence sets, which means that the true parameter µ belongs toĈ n with probability at least 1 − α, uniformly over all µ ∈ K.
We also want the diameter of the confidence setĈ n to be of the same order as the diameter of the oracle regionĈ * n (k * ), that is, the value R * α (E k * ). Furthermore the construction ofĈ n should not require the knowledge of the smallest model that contains the true parameter µ: The knowledge of k * is not needed to construct the confidence regionĈ n . In that case, we say that the confidence setĈ n is adaptive.
We now give a formal definition of these properties. For any A ⊂ R n , define the diameter of A for the scaled norm · by
n be a closed convex set and let (E k ) k∈J be a collection of subsets of K indexed by an arbitrary set J. LetĈ n =Ĉ n (y) be a Borel subset of R n measurable with respect to y. We say thatĈ n is an honest confidence set if
We say that an honest confidence setĈ n is adaptive in probability if for all γ ∈ (0, 1),
where c ′ > 0 and c ≥ 0 are numerical constants. Alternatively to (4), we say that the confidence setĈ n is adaptive in expectation if for all k ∈ J,
where c ′ > 0 and c ≥ 0 are numerical constants.
The role of the constant c ≥ 0 is to allow for logarithmic factors. The statisticĈ n induces a confidence set. If the definition above holds, (3) says that the true sequence µ lies inĈ n with high probability. Inequality (4) implies that if the true parameter satisfiesμ ∈ E k * for some k * ∈ J, then the diameter ofĈ n is of the same order as the minimax quantity (2) of the model E k , up to logarithmic factors.
We now consider a special case: confidence ball around the Least Squares estimator. The Least Squares estimator over a closed convex set K is defined bŷ
where Π K denotes the convex projection onto K. By definition of the convex projection
If the confidence setĈ n is an Euclidean ball, it is characterized by its center and its radius.
Let α ∈ (0, 1) be a confidence value. Let K ⊂ R n be a closed convex set and let (E k ) k∈J be a collection of subsets of K indexed by an arbitrary set J. Letr be a positive random variable measurable with respect to y and letμ ls (K) be the Least Squares estimator over K. The setĈ
is an honest confidence ball if (3) holds. The confidence ballĈ n is said to be adaptive in probability if (4) holds, that is, for all γ ∈ (0, 1),
for all γ ∈ (0, 1) where c ′ > 0 and c ≥ 0 are numerical constants. The confidence ball C n is said to be adaptive in expectation if (5) , that is,
for all k ∈ J, where c ′ > 0 and c ≥ 0 are numerical constants.
Preliminaries

The cone of nondecreasing sequences and the models S
Let S ↑ n be the set of all nondecreasing sequences, defined by
For n = 1, let S ↑ n = R. For all n ≥ 1, define the cone of non-increasing sequences by S
.., n}| where |A| denotes the cardinality of set A. The integer k(u) is the smallest positive integer such that u is piecewise constant with k(u) pieces. The integer k(u) − 1 is also the number of jumps of u, that is, the number of inequalities u i ≤ u i+1 that are strict. Define the sets
The set S ↑ n (1) is the subspace of all constant sequences while
It is known that there exist numerical constants c, c
′ such that for all α ≤ c,
cf. [3, Proposition 4] for the lower bound and [2] for the upper bound. Thus, for α > 0 small enough, the quantity R * α (S ↑ n (k)) is of order kσ 2 /n, up to logarithmic factors in n and 1/α. Furthermore, the minimax risk over the sets S
for some numerical constant c ′′ > 0, cf. [2, Theorem 2] for the upper bound and [3, (30)] for the lower bound. Finally, (10) implies that the Least Squares estimatorμ ls (S ↑ n ) achieves the minimax rate, up to logarithmic factors.
Statistical dimension and intrinsic volumes of cones
We recall here some properties of closed convex cones. Most of the material of the present section comes from [1, 15] . In the present paper, a cone is always pointed at 0. A polyhedral cone is a closed convex cone of the form
where v 1 , ..., v k are vectors in R n , that is, K is the intersection of a finite number of half-spaces. The dual or polar cone of K is defined as
If K a polyhedral cone, the face of K with outward vector θ ∈ R n is the set
The face F (θ) is nonempty if and only if θ ∈ K • . If K is the polyhedral cone (11) defined by the vectors v 1 , ..., v k , a face of a polyhedral cone K has to be of the form
for some T ⊂ {1, ..., k}. The dimension of a face F is the dimension of the linear span of F .
Definition 2 (Statistical dimension, Amelunxen et al. [1]). For any closed convex cone
It is also known that the following holds almost surely implies that with probability at least 1 − α, we have
We now define the intrinsic volumes of a polyhedral cone, which are closely related to the statistical dimension.
Definition 3 (Intrinsic volumes of a polyhedral cone). Let K ⊂ R
n be a polyhedral cone and let g ∼ N (0, I n×n ). The intrinsic volumes of K are the real numbers
The intrinsic volumes of a polyhedral cone K define a probability distribution on the discrete set {0, ..., n}. More precisely, define the random variable
where 1 {·} is the indicator function. The random variable V K is valued in {0, ..., n} and satisfies
The following identity was derived in [1, 15] :
that is, the statistical dimension δ(K) is the expectation of the random variable V K . Furthermore, the random variable V K concentrates around its expected value. The following concentration inequality is given in [15, Corollary 4.10]
where h(t) = (1+t) log(1+t)−t. Using the estimate h −1 (t) ≤ √ 2t+3t (cf. [4, Corollary 12.12]), we obtain
Deriving upper and lower bounds on the statistical dimension of a cone K may be a challenging problem. Some recipes to derive such bounds are proposed in [7, 1] . An exact formula is available for the statistical dimension of the cone S
so that log n ≤ δ(S ↑ n ) ≤ log(en). Finally, we will need the following characterization of the faces of the cone S ↑ n . The following proposition may be derived easily from the fact that if K is the polyhedron (11) , and a face of K has the form (12).
Thus, for all k = 1, ..., n, the set S ↑ n (k) is the union of all faces of dimension k.
Notation
For any v = (v 1 , ..., v n ) ∈ R n and any T ⊂ {1, ..., n}, define the vector v T ∈ R |T | as the restriction of v to T , that is,
Adaptive confidence sets for nondecreasing sequences
The estimatorμ
be the number of constant pieces of the Least Squares estimator. Using this notation, we define the statistiĉ r ↑ = σ 2k (2 + 22 log(n) + 10 log(1/α)) n .
Theorem 2. For all α ∈ (0, 1) and all µ ∈ S ↑ n , the statisticr ↑ defined in (19) satisfies
with probability at least 1 − α.
The above proposition shows that the confidence set (7) withr =r ↑ satisfies condition (3). Up to constants and logarithmic factors, the number of constant piecesk of the Least Squares estimatorμ ls (S ↑ n ) bounds the loss μ ls (S ↑ n ) − µ 2 from above with high probability. Sinceμ ls (S ↑ n ) can be computed in linear time, the integerk and the statisticr ↑ can also be computed in linear time. It is easy to computek visually by drawing the estimatorμ ls (S ↑ n ) and counting the number of jumps. The proof of Theorem 2 relies on concentration properties of the random variable (13) .
Proof of Theorem 2. Let s ≤ t be two integers in {1, ..., n}. Let
that is, T s,t contains all consecutive integers from s to t. For any set T of the form (21), using the concentration property (14) of the random variable (13) with K = S ↓ |T | , we have with probability greater than 1 − α, 
where have used the elementary inequality 2ab − a 2 ≤ b 2 . By definition of (T 1 , ...,Tk), µ is constant onT j for each j = 1, ...,k, thus the subsequence is non-increasing:
. By taking the supremum, we obtain
where we used (13) for the last equality. On the event Ω(α) and by definition ofr ↑ ,
We have established the existence of an honest confidence interval of the form
This confidence set has uniform coverage over all µ ∈ S ↑ n , i.e., it satisfies (3). The next result implies that the diameter of this confidence set is minimax optimal up to logarithmic factors. 
with probability greater than 1 − γ. Furthermore,
Proof of Theorem 3. Let k = k(µ) and let (T 1 , ..., T k ) be a partition of {1, ..., n} such that for all j = 1, ..., k, µ Tj is constant. As µ is nondecreasing, T j has the form (21) for all j = 1, ..., k. Define the closed convex cone
Thus, as y = µ + ξ and µ is constant on each T j , we havê
As adding the constant sequence µ Tj does not modify the number of constant pieces (or the number of jumps), we have
Let V K be the random variable defined in (15) . By the properties of product cones given in [15, Section 5.2], V K has the same distribution as (16) , EV K = δ(K) and by (17) , with probability greater than 1 − γ we have
To bound δ(K) from above, we use that the statistical dimension of a direct product of cones is the sum of the statistical dimensions (cf. [1, Proposition 3.1])
where we have used (18) and Jensen's inequality.
The random variable V K is distributed as k j=1 k(μ * Tj ). Thus, to complete the proof, it is enough to prove that almost surely,k :
since a piece counted on the left hand must be counted at least once on the right hand side. For all j = 1, ..., k,μ Tj andμ * Tj are solutions of the minimization problemŝ
where by conventionμ 0 = −∞ andμ n+1 = +∞. This means thatμ Tj is solution of a minimization problem with additional constraints at the boundary. By Lemma 13, we have k μ Tj ≤ k μ * Tj for all j = 1, ..., k, which completes the proof. (8) and (9) withr replaced byr ↑ . Thus, the ball centered atμ ls (S ↑ n ) of radius r ↑ is an honest confidence set, which is adaptive in probability and in expectation with respect to the models S ↑ n (k) k=1,...,n .
Corollary 4. Let J = {1, ..., n} and define the collection of models (E
k ) k∈J = S ↑ n (k) k∈J . The random variabler ↑ defined in (19) satisfies (20),
Nondecreasing sequences with bounded total variation
Let V > 0. If the unknown parameter µ satisfies µ n − µ 1 ≤ V , the risk of the Least Squares estimator satisfy [19, (28) ]
where κ ≤ 3.6. Thus, an explicit constant is readily available [19, (2.8) ]. It is possible to deduce from this risk bound an upper bound on the loss μ ls (S ↑ n ) − µ 2 with high probability. We proceed as follows.
The function f :
By the Gaussian concentration inequality [4, Theorem 5.6] , the following holds with probability greater than 1 − α
Using that (a + b) 2 ≤ 2a 2 + 2b 2 , we obtain the following for all α ∈ (0, 1): If µ ∈ S ↑ n and µ n − µ 1 ≤ V , then
2 log(1/α) n with probability greater than 1 − α.
Let V µ = µ n −µ 1 andV = y n −y 1 . The random variableV −V µ is centered Gaussian with variance 2σ 2 , so that V µ ≤V + 2σ log(1/α) with probability greater than 1 − α. Thus, we have established the following. Furthermore, it is clear thatV ≤ V µ + 2σ log(1/γ) with probability greater than 1 − γ for all γ ∈ (0, 1).
Proposition 6. Let µ ∈ S
↑ n and let V = µ n − µ 1 . Then the statisticŝ ↑ defined above satisfieŝ
with probability at least 1 − γ for all γ ∈ (0, 1).
with probability at least 1 − 2α. Furthermore, for all γ ∈ (0, 1), the statistic min(r ↑ ,ŝ ↑ ) is bounded from above with probability at least 1 − 2γ, by the minimum of the right hand side of (22) and the right hand side of (24).
For all V ≥ σ and all k = 1, ..., n, define the class
For small enough α > 0, the quantity R * (2) is greater than
, k n for some absolute constant c > 0, cf. [2, Proposition 4]. Thus, the statistic min(r ↑ ,ŝ ↑ ) of Theorem 7 induces an honest confidence ball centered at the Least Squares estimator, and this confidence ball is adaptive in probability for the collection of models
Adaptive confidence sets for convex sequences
Confidence sets can also be obtained in univariate convex regression. If n ≥ 3, define the set of convex sequences S ∪ n by
and define S 
These sets represent models of increasing complexity.
There exist numerical constants c, c ′ > 0 such that for all α ≤ (0, min(c, 1)) and any q = 1, ..., n − 1, we have 
It is not known whether this upper bound is sharp. However, the fact that the statistical dimension of S ∪ n grows slower that a logarithmic function of n is enough for the purpose of the present paper.
The following bound on the risk ofμ ls (S ∪ n ) will be useful.
where T µ is the tangent cone at µ defined by
An outline of the proof of this result is as follows. More details may be found in [2] .
Outline of the proof of Proposition 8.
was proved by [17] , it is a direct consequence of (6) with u = µ. To bound from above the statistical dimension of T µ , we have the inclusion
) is a partition of {1, ..., n} such that µ is affine on each T j , j = 1, ..., q(µ). The formula for the statistical dimension of a direct product of cones [1,
where we used (26) and Jensen's inequality.
We now turn to the construction of confidence sets. Recall that if u ∈ S 
Similarly to the case of the statisticr ↑ in isotonic regression, the following result shows that the confidence ball (7) withr =r ∪ enjoys uniform coverage over all µ ∈ S ∪ n . Theorem 9. For all α ∈ (0, 1) and all µ ∈ S ∪ n , the statisticr ∪ defined in (19) satisfies
The above result is analog to Theorem 2. The numerical constants are slightly worse in the case of the present section because the upper bound (26) on the statistical dimension of the cone S ∪ n is slightly worse than (18) . The proof of Theorem 9 is similar to the proof of Theorem 2 and can be found in the appendix. Now, the goal is to show that the statisticr ∪ is of the same order as the minimax quantity (25). We employ a different strategy than in the previous section.
The divergence of an estimator was introduced in [13] . For any function g : R n → R n which is weakly differentiable, the divergence of g is the random variable 
The divergence of the estimatorμ ls (S ∪ n ) = Π S ∪ n (y) is given in [11, Proposition 2.7 ] (see also [16] ). Namely, we have the following result. 
Furthermore, for all α ∈ (0, 1), the statistic (27) satisfies
where polylog(n, 1/α) = 10 log(en)(20 + 40 log(n) + 10 log(1/α)).
Proof. By Proposition 10 and (29), we have
By the Cauchy-Schwarz inequality, we have
Using Proposition 8 completes the proof of (30). Inequality (31) is a direct consequence of (30) and of the definition ofr ∪ .
The above result is different from Theorem 3 in isotonic regression. Theorem 3 controls both the expectation and the deviations ofk. In this section, Theorem 11 only controls the expectation ofq. This comes from the use of Stein's identity in the proof of Theorem 11, which yields a result only in expectation.
The arguments used to prove Theorem 3 are based on the concentration properties of the intrinsic volumes of cones, while the proof of Theorem 11 relies on Stein's identity and Proposition 10. Thus, we have presented two methods to bound from above the expected diameter of the confidence sets constructed in the present paper. 
Concluding remarks
We have shown that it is possible to design honest and adaptive confidence sets for the estimation problem over two convex polyhedra: the cone of nondecreasing sequences and the cone of non-increasing sequences. The confidence sets defined in the previous sections adapt automatically to the unknown dimension of the smallest face that contains the true parameter µ. Theorems 2, 3, 9 and 11 provide a deeper understanding of the statistical complexity of these polyhedra in the case where the true parameter µ lies on a low-dimensional face.
Let K be either S ↑ n or S ∪ n and let us summarize some statistical properties of the Least Squares estimator around low-dimension faces.
1. If the true parameter µ belongs to a d-dimensional face of K, then the rate of convergence of the Least Squares estimatorμ ls (K) is almost parametric, of order σ 2 d/n [10, 14] , and it is the minimax rate up to logarithmic factors. 2. If the true parameter µ is well approximated by some u ∈ K and u lies in a d-dimensional face, then the rate of the estimatorμ ls (K) is still parametric of order σ 2 d/n up to logarithmic factors. This phenomenon takes the form of oracle inequalities [10, 14, 2] . Furthermore, these bounds hold both in expectation and with high probability [2] . 3. Let α ∈ (0, 1). By Theorems 2, 3, 9 and 11, there exists a (1 − α) confidence setĈ n which depends only on K, σ and α such that the following holds. For all d = 1, ..., n and for all µ ∈ K, if the true parameter µ belongs to a d-dimensional face of K, then the diameter ofĈ n is of order σ 2 d/n up to logarithmic factors.
These results illustrate that an remarkable statistical phenomenon appears for the estimatorμ ls (K) if the true parameter lies around a low-dimensional face of K: In that case the estimatorμ ls (K) converges at an almost parametric rate, and it is possible to construct confidence sets whose radius is of the same order as this almost parametric rate.
A natural question is whether these results can be extended to other polyhedra. Are there other examples polyhedra K for which this phenomenon appears? Is it possible to generalize these results to a large class of polyhedra? To our knowledge, there is no general method to construct adaptive confidence sets such as the ones studied in Sections 4 to 6 of the present paper. A generalization of (1) and (2) is the following oracle inequality. For any closed convex set K and any µ ∈ R n , we have
where C u,K is the tangent cone at u defined by C u,K = {v − tu, v ∈ K, t ≥ 0} (cf. [17] in the well-specified case and [2] in the miss-specified). A similar oracle inequality holds with high probability using the concentration inequality (14) from [1] . Namely, for all x > 0 we have [2] μ ls (K) − µ 2 ≤ min u∈K u − µ 2 + σ 2 n δ (C u,K ) + 2 2xδ (C u,K ) + 8x with probability at least 1 − e −x . In the well-specified case, taking u = µ in (32) we obtain
It was proved in [17] that this risk bound becomes tight as the noise level σ tends to 0. If K is a polyhedron and if µ, µ ′ belong to the relative interior of the same face F of K, then the tangent cones are the same, that is, C µ,K = C µ ′ ,K . This suggests that the statistical dimension of the tangent cone δ(C µ,K ) is an insightful statistical invariant of the face F . The intuition behind this Lemma is that if a constraint is not saturated for θ, this constraint is not saturated for θ * either, so θ * has at least as many jumps as θ.
Proof of Lemma 13. Let T a = {i = 1, ..., n :θ * i ≤ a}, T b = {i = 1, ..., n :θ * i ≥ b} and T c = {i = 1, ..., n : a <θ * i < b}. We will prove that the unique minimizer θ of the problem (33) is θ Ta = a1 Ta , 
If a vector v has nonnegative entries and a vector x have non-positive entries, then v T x ≤ 0, so (u Ta − a1 Ta ) T (θ * Ta − a1 Ta ) ≤ 0 and (
and the right hand side of the previous display is equal to
where v ∈ R n is defined by 
