Abstract. We demonstrate new abstract characterizations for unital and non-unital operator spaces. We characterize unital operator spaces in terms of the cone of accretive operators (operators whose real part is positive). We show that matrix norms and accretive cones are induced by gauges, although inducing gauges are not unique in general. Finally, we show that completely positive completely contractive linear maps on non-unital operator spaces extend to any containing operator system if and only if the operator space is induced by a unique gauge.
Introduction
The study of operator spaces and operator systems has played an increasingly important role in operator theory and operator algebras since the introduction of completely positive maps by Stinespring in [21] and the seminal work on completely positive maps by Arveson in [1] . Operator spaces (vector subspaces of B(H), the bounded linear operators on a Hilbert space H) have been studied in the context of Ruan's Theorem (Theorem 1.4 below), which characterizes them up to complete isometry. Operator systems (unital self-adjoint operator spaces), on the other hand, have been studied in the context of the Choi-Effros Theorem (Theorem 1.2 below) which characterizes them up to unital complete order isomorphism. Since the norm structure of an operator system is determined by its order structure, operator systems are examples of ordered operator spaces -operator spaces possessing a specified cone of positive operators at each matrix level. Abstract operator spaces, on the other hand, lack natural cones of positive operators. For example, if V ⊂ B(H) is a concrete operator space, then the mapping
is easily seen to be completely isometric. As abstract operator spaces, V and its image under the above mapping are identical, even though V could contain non-zero positive operators while its image in B(H 2 ) does not. In other words, abstract operator spaces forget their order structure.
In this paper, we will demonstrate an abstract characterization for operator spaces in terms of matrix gauges (Theorem 4.8). Concretely, we define the gauge of an operator T ∈ B(H) to be ν(T ) = Re(T ) + , where Re(T ) + is the positive part of the real part of T . From the gauge, we can recover the norm (see Lemma 4.7), involution and order structure at every matrix level. Any mapping which is "completely gauge isometric" will automatically be completely isometric, self-adjoint, and a complete order embedding. In the course of proving our main result, we will also recover an abstract characterization for unital operator spaces in terms of cones of accretive operators, operators whose real part is positive (Theorem 3.4). As applications, we will consider representations of normal operator spaces and extensions of completely positive completely contractive maps. A normal operator space is an abstract operator space together with an order structure which satisfies the condition that x ≤ y ≤ z implies y ≤ max( x , z ) at every matrix level. We provide representation theorems for these objects (Theorems 5.4 and 5.6). This is achieved by proving that the norm and order structures on a normal operator space are induced by a matrix gauge. We show by example that this inducing matrix gauge is not always unique. In fact, we can characterize operator spaces with unique inducing gauges as operator spaces with the "real-cpcc extension property". This is is the property that every completely positive completely contractive linear map from the given operator space into B(H) can be extended to a completely positive completely contractive map on any containing operator system. For example, operator systems have the real-cpcc extension property, by the Arveson extension theorem.
Before moving on, we briefly review some related literature. The results in sections 2 and 3 rely heavily upon the theory of accretive operators and real-completely positive maps. Cones of accretive operators have been studied in the context of operator algebras, unital operator spaces, and Banach algebras in [2] , [3] , [7] , [8] , [9] , and [10] . See section 3 of [9] for several fundamental properties of the cone of accretive operators. The real-completely positive maps defined in section 2 were also studied by Blecher, Read and other authors. See section 2 of [2] for several fundamental results concerning these maps. The study of accretive operators and real-completely positive maps was brought to the author's attention by David Blecher. Abstract characterizations of unital operator spaces up to complete isometry can be found in [5] and [6] . Another characterization of unital operator spaces (in terms of the existence of sufficiently many unital functionals) can be found in [13] . Cones of accretive operators are not addressed in [5] , [6] or [13] . Matrix gauges, considered in section 3, were introduced by Effros and Winkler in [12] as non-commutative generalizations of Minkowski gauges. Effros and Winkler were able to prove analogues of the classical bipolar and Hahn-Banach Theorems for matrix gauges. We prove a special case of their Hahn-Banach Theorem using our results (Theorem 6.4). Questions about abstract operator spaces with a matricial order structure go back to the work of Schreiner who studied "matrix regular operator spaces" in [20] . The matrix regular condition is similar to, but more restrictive than, our notion of normality. For example, the positive cone of a matrix regular operator space spans the entire space, while this may not be the case in a normal operator space. Abstract characterizations of non-unital self-adjoint ordered operator spaces can also be found in [15] , [16] , and [22] . Each of these authors take as an axiom the existence of sufficiently many positive functionals to norm the space, whereas we make no such assumption. Normality is also mentioned in Werner's paper [22] in connection with the existence of sufficiently many positive functionals to norm the space. An abstract characterization for matrix-ordered * -algebras due to Juschenko and Popovych can by found in [14] .
We now summarize some basic definitions, notation, and background. For a detailed introduction to these topics, we refer the reader to [17] . We will call a vector space V a R-vector space (respectively C-vector space) if the underlying field is R (respectively, C). For any subset S of a C-vector space, we let "span S" denote the set of C-linear combinations of elements of S. Let V be a (R or C)-vector space. For each n ∈ N, we let M n (V ) denote the vector space of n × n matrices with entries in V . For each n, m ∈ N, we let M n (respectively, M n,m ) denote the n × n (respectively, n × m) matrices with entries in C. We use the notation x = [x k,l ] ∈ M n (V ) to indicate that the (k, l)-entry of x is x k,l . When
T denote the transpose of x. Given a Hilbert space H and T ∈ B(H), we let σ(T ) denote the spectrum of T and, when T is self-adjoint, we let T + denote the positive part of T .
A subset C of a (R or C)-vector space is called a cone if C + C ⊆ C and tC ⊆ C for all t ≥ 0. A cone is called proper if C ∩ −C = {0}. Now, let V be a Cvector space. A matrix cone is a sequence of cones {C n ⊂ M n (V )} satisfying the condition that for every X ∈ M n,k , we have X * C n X ⊂ C k . If, in addition, each C n is proper, we call {C n } a proper matrix cone.
By a * -vector space, we mean a C-vector space V equipped with a conjugatelinear involution * , i.e., a map satisfying (x + λy) * = x * + λy * and x * * = x for each x, y ∈ V and λ ∈ C. For each x ∈ V , we define Re(x) := 1 2 (x + x * ) and
We say x is self-adjoint if x * = x, and write V sa for the Rvector space {x : x * = x}. When V is a * -vector space, we may extend
T , the transpose of the matrix obtained by applying * to each entry.
By a matrix-ordered * -vector space, we mean a * -vector space V together with a proper matrix cone
We call a vector e ∈ V sa a matrix-order unit if for each x ∈ M n (V ) sa , there exists a t > 0 such that te ⊗ I n + x ∈ V n + . We call e an archimedean matrix-order unit if whenever te ⊗ I n + x ∈ V n + for all t > 0 it follows that x ∈ V n + . When e is an archimedean matrix-order unit for a matrix-ordered * -vector space (V, V + ), we call the triple (V, V + , e) an archimedean matrix-order unit space. Example 1.1. Let H be a Hilbert space, and let S ⊂ B(H) be an operator system. We may identify M n (S) ⊂ B(H n ). Let S n + be the set of positive operators in M n (S), S + = {S n + }, and e = I H . Then (S, S + , e) is an archimedean matrix-order unit space.
Given two matrix-ordered * -vector spaces (S, S + ) and (T, T + ), we call a map φ : S → T completely positive if the map φ (n) : M n (S) → M n (T ) (defined by applying φ to each entry of a matrix) is positive for each n (i.e., φ
for each x ∈ S. φ is called a complete order embedding if φ is completely positive and one-to-one, and φ −1 (restricted to the image of φ) is also completely positive. We call a surjective complete order embedding a complete order isomorphism. It is well known that completely positive maps on operator systems are automatically self-adjoint.
The following Theorem, due to Choi and Effros, shows that archimedean matrixorder unit spaces can always be realized as operator systems. Theorem 1.2 (Choi-Effros, [11] ). Let (S, S + , e) be an archimedean matrix-order unit space. Then there exists a Hilbert space H and a unital complete order embedding φ : S → B(H).
Hence, we may identify the archimedean matrix-order unit space S with the operator system φ(S) ⊆ B(H).
We now turn our attention to operator spaces. Let V be a C-vector space. We call a sequence of norms { · n :
, and X, Y ∈ M n,k , the following conditions hold.
(1) Y * AX k ≤ X Y A n , where X and Y are the operator norms of X and Y , respectively.
and defining · n to be the operator norm. Then
Given two L ∞ matrix-normed spaces (V, { · n }), and (W, { · n }), we call a map φ : V → W completely contractive if φ (n) is contractive for each n. We call φ completely isometric if φ (n) is isometric for each n. The next theorem shows that every L ∞ matrix-normed space has a representation as an operator space.
Then there exists a Hilbert space H and a linear map φ : V → B(H) which is completely isometric.
Hence, we may identify the L ∞ matrix-normed space V with the operator space φ(V ) ⊂ B(H), at least with respect to its norm structure.
Accretive matrix-ordered vector spaces
We begin by studying the structure of accretive matrix-ordered vector spaces, algebraic generalizations of operator spaces with cones of accretive operators (see Example 2.5 below). The following lemmas will be useful.
Lemma 2.1. Let {C n } be a matrix cone in a C-vector space Z, and let V n = C n ∩ −C n . Then each V n is a R-vector space. Moreover,
Proof. Since each V n is a cone and satisfies
Lemma 2.2. Let {C n } be a matrix cone in a C-vector space Z, and let
Lemma 2.3. Let {C n } be a matrix cone in a C-vector space Z, and set V n = C n ∩ −C n and J n = V n ∩ iV n . Then each J n is a C-vector space, and J n = M n (J 1 ).
Proof. Since each J n is a R-vector space and since iJ n = J n , it follows that J n is a C-vector space. Since {C m ∩ iC m } is a matrix cone and
, and the pair (Z, C) is called an accretive matrixordered vector space. In this case, we often set Z n ac = C n and Z ac = C. For each n, we set Z 
The following lemma shows that the self-adjoint part of an accretive matrixordered vector space naturally possesses the structure of a matrix-ordered * -vector space (as defined in section 1). Lemma 2.6. Let (Z, Z ac ) be an accretive matrix-ordered vector space, and let V = span Z 1 sa . Then for each n, span Z n sa = M n (V ) and there exists a unique conjugate linear involution * :
We conclude that each z ∈ M n (V ) has a unique decomposition as z = a + ib with a, b ∈ Z n sa . Define (a + ib) * = (a − ib). Then * is clearly the unique conjugate linear involution on M n (V ) such that a
Assume that (Z, Z ac ) and (W, W ac ) are two accretive matrix-ordered vector spaces. We call a map φ :
If φ is one-to-one, and if both φ and φ −1 (restricted to the range of φ) are real-completely positive, then we call φ a real-complete order embedding. A surjective real-complete order embedding is called a real-complete order isomorphism.
We call an accretive matrix-ordered vector space self-adjoint if span Z 1 sa = Z. We conclude this section by showing that every accretive matrix-ordered vector space is contained in a "smallest" self-adjoint accretive matrix-ordered vector space.
is a selfadjoint accretive matrix-ordered vector space, φ is a real-complete order embedding, and V = φ(Z) + φ(Z)
* as a * -vector space with respect to the unique involution * on V (provided in Lemma 2.6).
ac if and only if x+y ∈ Z n ac , since φ is a real-complete order embedding. Now, assume that φ(x) + φ(y)
, we see that x ∈ span Z n sa and y = −x * . On the other hand, if y = −x * , then ±Re(x + y) = ±Re(i(x − y)) = 0, and hence
The following theorem shows that every accretive matrix-ordered vector space has a unique * -closure. Theorem 2.9. Let (Z, Z ac ) be an accretive matrix-ordered vector space. Then there exists a * -closure
is some other * -closure of (Z, Z ac ), then there exists a real-complete order isomorphism j : V → V ′ .
Proof. Define Z × Z * to be the vector space {(x, y) : x, y ∈ Z} with entry-wise addition and scalar multiplication defined by λ(x, y) = (λx, λy).
is an accretive matrix-ordered vector space.
We'll write [(x, y)] for the coset (x, y) 
* . By Lemma 2.8, ψ(x) + ψ(y) * = 0 if and only if y = −x * in Z. But this occurs if and only if φ(x) + φ(y) * = 0. Hence, j is well-defined. Also, j is a real-complete order isomorphism, since φ (n) (x) + φ (n) (y) * ∈ V n ac if and only if x + y ∈ Z n ac , which occurs if and only if
Unital Operator Spaces
In this section, we briefly demonstrate an abstract characterization for unital operator spaces, i.e., subspaces of B(H) containing the identity operator I H . We regard such subspaces abstractly as accretive matrix-ordered vector spaces with a specified unit e. We begin by axiomatizing the role played by the unit with respect to the accretive order structure.
Let (Z, Z ac ) be an accretive matrix-ordered vector space. We call e ∈ Z 1 sa an accretive matrix-order unit if for each z ∈ M n (Z) there is a t > 0 such that te ⊗ I n + z ∈ Z n ac . We call e an accretive archimedean matrix-order unit if te ⊗ I n + z ∈ Z n ac for all t > 0 implies that z ∈ Z n ac . In this case, we call the triple (Z, Z ac , e) an accretive archimedean matrix-order unit space. Proof. By Lemma 2.6, (V, V + ) is a matrix-ordered * -vector space. Since e is selfadjoint and x ∈ V n + if and only if x ∈ Z n ac and x is self-adjoint, it is easy to verify that e is an archimedean matrix-order unit for (V, V + ).
Corollary 3.2. Let (V, V ac , e) be a self-adjoint accretive archimedean matrix-order unit space. Then there exists a Hilbert space H and a real-complete order embedding φ : V → B(H).
Proof. By Lemma 2.6 and Proposition 3.1, V is an archimedean matrix-order unit space. By Theorem 1.2, there exists φ : V → B(H) which is a self-adjoint complete order embedding. Since z ∈ V n ac if and only if Re(z) ∈ V n + by Lemma 2.6, it is clear that φ is a real-complete order embedding.
We now consider the non-self-adjoint case. Proposition 3.3. Let (Z, Z ac , e) be an accretive archimedean matrix-order unit space, let ((V, V ac ), ψ) be the * -closure of Z. Then f = ψ(e) is an accretive archimedean matrix-order unit for (V, V ac ).
Proof. Writing the elements of V as φ(x) + φ(y)
* for x, y ∈ Z, we have φ
ac for all t > 0, then te ⊗ I n + x + y ∈ Z n ac for all t > 0 and hence
So f is archimedean. We now state the main result of this section. 
Matrix gauge spaces
In this section, we will arrive at the main result of this paper (Theorem 4.8). Our goal here is to characterize the (possibly non-unital) subspaces of B(H) as matrix gauge spaces. Let Z be a C-vector space. We call a sequence of functions ν = {ν n : M n (Z) → [0, ∞)} a matrix-compatible function provided that for each A ∈ M n (Z), B ∈ M m (Z), and each scalar matrix X ∈ M n,k , the following conditions hold.
(
Lemma 4.1. Let ν be a matrix-compatible function on a C-vector space Z. For each n ∈ N, let
Then {C n } is a matrix cone in Z, each J n is a C-vector space, and J n = M n (J 1 ).
Proof. Let x, y ∈ C n . Since x + y = I n I n (x ⊕ y) I n I n * , we have ν n (x + y) ≤ I n I n 2 max{ν n (x), ν n (y)} = 0.
So x + y ∈ C n . Also, for each t ≥ 0, ν n (tx) = ν n ((t 1/2 I n )x(t 1/2 I n )) ≤ tν n (x) = 0. So tx ∈ C n . Hence, C n is a cone. If X ∈ M n,k , then for each A ∈ C n we have ν k (X * AX) ≤ X 2 ν n (A) = 0. Hence, X * AX ∈ C k . So {C m } is a matrix cone. The statements concerning J n follow from Lemma 2.3.
Let Z be a C-vector space. We call a map ν : Z → [0, ∞) a gauge provided that for each x, y ∈ Z and t ≥ 0 the following hold.
(1) ν(x + y) ≤ ν(x) + ν(y). (2) ν(tx) = tν(x). If ν = {ν n } is a matrix-compatible function and each ν n is a gauge, we call ν a matrix gauge, and we call the pair (Z, ν) a matrix gauge space.
Matrix gauges were defined by Effros and Winkler in [12] , where they were regarded as a generalizations of Minkowski gauges for matrix-convex sets in Z. When the corresponding matrix-convex set fails to be absorbing, the gauges may take on the value ∞. However, this will not be the case for the gauges we consider.
We call a gauge ν on a vector space Z C-proper if whenever z ∈ Z and ν(i k z) = 0 for each k ∈ {0, 1, 2, 3}, we have z = 0. We call a matrix gauge ν C-proper if ν 1 is C-proper. By Lemma 4.1, each ν n is C-proper whenever ν 1 is C-proper. Then ν = {ν n } is a C-proper matrix gauge on Z.
We will prove in Lemma 4.7 that the gauge in Example 4.2 is a C-proper matrix gauge. We will then show in Theorem 4.8 that whenever (Z, ν) is a matrix gauge space with a C-proper gauge there exists a representation of Z as a subspace of B(H), as in Example 4.2. Our strategy will be to show that each matrix gauge space embeds into a unital operator space. 
where X t := tI n − Re(X), and X t ≫ 0 means that σ(X t ) ⊂ (0, ∞). We call (Z, u) the unitization of (Z, ν).
In the next three lemmas, we will show that the matrix gauge u in Definition 4.3 is a C-proper matrix gauge. We will write (A, X) ⊕ (B, Y ) to mean (A ⊕ B, X ⊕ Y ) and T * (A, X)T to mean (T * AT, T * XT ) for scalar matrices X, Y, T and non-scalar matrices A and B.
Lemma 4.4. Let (Z, ν) be a matrix gauge space and (Z, u) its unitization. Then each u n is well-defined and the family {u m } is a matrix-compatible function onZ.
Proof. For each scalar matrix X ∈ M n there is a t > 0 such that X t ≫ 0, since σ(X t ) = t − σ(ReX). Also, when X t ≫ 0, X −1 t is λ −1 , where λ the smallest eigenvalue of X t . Thus, when A ∈ M n (Z) and ν n (A) = 0 we can choose t > 0 large enough that X −1 t ≤ ν n (A) −1 , and thus ν n (X 
Since this holds for all t > u n (A, X), we may assume that
This proves the final claim. 
So {ν n e } is a matrix-compatible function. It is easily verified that each ν n e is a gauge and that z ∈ M n (Z) if and only if ν n e (−z) = 0. Since Z ac is C-proper, it follows that {ν n e } is C-proper, completing the proof. Let (Z, ν) and (W, ω) be two matrix gauge spaces. We call a map φ : Z → W completely gauge contractive if for each z ∈ M n (Z) we have ω n (φ (n) (z)) ≤ ν n (z). We call φ completely gauge isometric if for each z ∈ M n (Z) we have ω n (φ (n) (z)) = ν n (z).
Lemma 4.6. Let (Z, ν) be a matrix gauge space and (Z, u) its unitization. Set Z n ac = {(A, X) : u n (−A, −X) = 0}. Then (Z,Z ac , e) is an accretive archimedean matrix-order unit space for e = (0, 1), and
Consequently, (Z, u) is a matrix gauge space. Moreover, the mapping z → (z, 0) from Z toZ is completely gauge isometric.
Proof. We first show that u n (A, 0) = ν n (A) for each A ∈ M n (Z). As tI n = 0 t ≫ 0 for every t > 0, we have u n (A, 0) = inf{t > 0 : ν n (t −1 A) ≤ 1} = ν n (A). Set C n = {(A, X) ∈ M n (Z) : u n (A, X) = 0}. By Lemma 4.1, C = {C n } is a matrix cone. To see that C is C-proper, it suffices to show that u 1 is C-proper, by Lemma 4.1 . To this end, let z ∈ Z, λ ∈ C, and assume that u 1 (i k z, i k λ) = 0 for each k ∈ {0, 1, 2, 3}. Then for every t > 0, (i k λ) t = t − Re(i k λ) > 0. Hence, Re(λ), Im(λ) = 0, so λ = 0. Since u 1 (z, 0) = ν 1 (z) and since ν is C-proper, we see that z = 0. So u 1 is C-proper, and hence C is a C-proper matrix cone. Now set Z n ac = −C n for each n ∈ N. ThenZ ac = {Z n ac } is a C-proper matrix cone. We now show that (2) u n (A, X) = inf{t > 0 : t(0, I n ) − (A, X) ∈Z n ac }. Now, t(0, I n ) − (A, X) ∈Z n ac if and only if u n (A, X − tI n ) = 0. This holds if and only if there is a sequence r k ↓ 0 such that (X − tI n ) r k = (t + r k )I n − Re(X) ≫ 0, and
for all k. Equivalently, by setting s k = r k + t, we see that s k ↓ t, X s k ≫ 0, and
for all k. Hence, t(0, I n ) − (A, X) ∈Z n ac if and only if u n (A, X) ≤ t. The claim follows. From Equation (2) above, it is easy to check that (0, 1) is an accretive archimedean matrix-order unit forZ, completing the proof.
Before stating our main result, we prove one final lemma.
Lemma 4.7. Let H be a Hilbert space and let Z be an operator space in B(H).
Proof. Let a = Re(z), and identify a with the function f a : x → x on σ(a) ⊂ R in the unital C * -algebra generated by a. Then a + is identified with the function (f a ) + which equals f a when x ≥ 0 and equals zero otherwise. Identifying I H ⊗ I n with the function I(x) = 1, we see that (f a ) + ∞ ≤ t if and only if (f a ) + ≤ tI. The final observation is now immediate from Theorem 3.4.
We now arrive at our main result, which follows immediately from Theorem 3.4, Lemma 4.6, and Lemma 4.7. We regard B(H) as a matrix gauge space by equipping it with the matrix gauge defined in Example 4.2.
Theorem 4.8. Let (Z, ν) be a matrix gauge space with a C-proper gauge. Then there exists a Hilbert space H and a completely gauge isometric linear map φ : Z → B(H). Moreover, φ is completely isometric with respect to the norm defined by
and a real-complete order embedding with respect to the accretive cones defined by setting Z n ac = {z : ν n (−z) = 0}.
Representations of ordered operator spaces
In this section, we consider the problem of representing an abstract operator space (in the sense of Theorem 1.4) equipped with a compatible order structure as a subspace of B(H) for some Hilbert space H. We will demonstrate a simple compatibility condition that is required for such representations to exist.
We begin with the non-self-adjoint case. Let Z be a C-vector space. We call a matrix gauge h = {h n } a hermitian matrix gauge if h is C-proper and if for each z ∈ M n (Z) and t ∈ R, we have h n (tz) = |t|h n (z). In other words, a hermitian matrix gauge is a C-proper gauge for which h n is a R-seminorm on M n (Z) (i.e., a seminorm on the R-vector space M n (Z) obtained by forgetting the C-vector space structure).
Let (Z, Z ac ) be an accretive matrix-ordered vector space with a hermitian matrix gauge h. We call Z ac h-closed if whenever {z k } is a sequence in Z n ac and h n (z k − z) → 0 for some z ∈ M n (Z), we have z ∈ Z n ac . We call (Z, Z ac , h) a normal accretive operator space if Z ac is h-closed and if whenever y − x, z − y ∈ Z n ac , we have h n (y) ≤ max{h n (x), h n (z)}.
Example 5.1. Let Z ⊂ B(H) be an operator space and let Z ac be the matrix cone of accretive operators. For each and z ∈ M n (Z), define h n (z) = Re(z) . Then (Z, Z n ac , h) is normal accretive operator space. For, Z ac is easily seen to be h-closed, and if y − x, z − y ∈ Z n ac , then Re(x) ≤ Re(y) ≤ Re(z), and hence, Re(y) ≤ max{ Re(x) , Re(z) }.
We will show below that every normal accretive operator space has a representation as in Example 5.1. Our strategy will be to show that normal accretive operator spaces can be replaced with matrix gauge spaces. We will then apply Theorem 4.8. To this end, we first show how to define the matrix gauge.
Definition 5.2. Let (Z, Z ac , h) be a normal accretive operator space. For each z ∈ M n (Z), define ν n max (z) = inf{h n (z + p) : p ∈ Z n ac }. We call ν max = {ν n max } the maximal matrix gauge for Z.
We say that a matrix gauge ν induces (Z, Z ac , h), a (necessarily) normal accretive operator space, if for each z ∈ M n (Z),
We will see in Proposition 5.9 that the maximal matrix gauge for a normal accretive operator space Z is its largest possible inducing matrix gauge. Proposition 5.3. Let (Z, Z ac , h) be a normal accretive operator space. Then ν max is a C-proper inducing matrix gauge on (Z, Z ac , h).
Proof. Since Z ac is h-closed, it is clear from the definition of ν max that ν max induces Z ac . Also, since 0 ∈ Z n ac , it is clear that max{ν
ac for each k. Since Z ac is C-proper, z = 0 in this case. Hence, ν max is C-proper.
Theorem 5.4. Let (Z, Z ac , h) be a normal accretive operator space. Then there exists a Hilbert space H and a real-complete order embedding φ : Z → B(H) such that for each z ∈ M n (Z), h n (z) = Re(φ (n) (z)) .
Proof. Combine Proposition 5.3 and Theorem 4.8 along with the observation that Re(T ) = max{ Re(T ) + , Re(T ) − } in any C * -algebra.
We now consider the self-adjoint case. Let V be a * -vector space. We call (V, { · n }) a * -operator space if (V, { · n }) is an L ∞ matrix-normed space and if x * n = x n for each x ∈ M n (V ). If (V, V + ) is a matrix-ordered * -vector space, then (V, V + , { · n }) is called a matrix-ordered * -operator space if each cone V n + is closed with respect to · n . We call (V, V + , { · n }) normal if whenever x, y, z ∈ V n sa satisfy x ≤ y ≤ z, we have y n ≤ max{ x n , z n }. Example 5.5. Let V ⊂ B(H) be a self-adjoint subspace, and let V + be the matrixordering of positive operators. Then (V, V + , { · n }) is a normal matrix-ordered * -operator space.
Before moving on, we briefly recall some history. Matrix-ordered * -operator spaces were considered by Werner in [22] . It was shown that to each matrix-ordered * -operator space, there exists a complete order embedding into B(H). In general, this embedding need not be isometric. In fact, it was shown in [4] that the operator space dual A ′ of a C * -algebra A of dimension at least 2 possesses the structure of a matrix-ordered * -operator space -however, no order embedding of A ′ into B(H) is isometric. This failure is due to the fact that A ′ is not normal (to see this, consider the Jordan decomposition of a functional on a C * -algebra). We now show that completely isometric representations are possible when the space is normal.
Theorem 5.6. Let (V, V + , { · n }) be a normal matrix-ordered * -operator space. Then there exists a Hilbert space H and a self-adjoint complete order embedding φ : V → B(H) which is completely isometric.
Proof. Define V ac by setting V n ac = {x ∈ M n (V ) : x + x * ∈ V n + }, and for each x ∈ M n (V ), define h n (x) = Re(x) n , where Re(x) = 1 2 (x + x * ). We leave it to the reader to verify that (V, V ac , h) is a normal accretive operator space. By Theorem 5.4, there exists a Hilbert space H and a real-complete order embedding φ : V → B(H) with h n (x) = Re(φ (n) (x)) n . Since
we see that φ is completely isometric. Since every real-complete order embedding is automatically a self-adjoint complete order embedding, we are done.
Proposition 5.3 shows that a normal accretive operator space (Z, Z ac , h) is induced by its maximal gauge ν max . The following examples show that ν max is not, in general, the only gauge which induces (Z, Z ac , h). Recall the gauge ν e defined in Lemma 4.5. It follows easily from Lemma 4.5 that ν e induces any unital accretive operator space (as well as its non-unital subspaces). We will show in Theorem 6.9 that uniqueness of the inducing gauge is equivalent to a fundamental extension property for operator spaces. While inducing gauges may not be unique, every inducing gauge is bounded above by ν max .
Proposition 5.9. Let (Z, Z ac , h) be a normal matrix-ordered operator space, and suppose that ν is an inducing gauge for Z. Then for each z ∈ M n (Z), we have
The result follows by taking an infimum.
We conclude this section by demonstrating one situation in which we have a unique inducing gauge.
Proposition 5.10. Let (Z, Z ac , e) be an accretive archimedean matrix-order unit space. For each z ∈ M n (Z), let
Proof. Write e n = e ⊗ I n . First, if z ∈ Z n ac , then ν n e (z) = h n (z) = ν n (z), and if
However, ν n (z) ≤ ν n e (z). For, if t > 0 and te n − z ∈ Z n ac , then ν n (z) = ν n (z − te n + te n ) ≤ ν n (te n ) = t. It follows that ν n e (−z) + ν n e (z) = ν n e (−z) + ν n (z), and hence, ν n (z) = ν n e (z).
Extension problems
We conclude by considering the problem of extending certain types of operatorvalued maps. We first relate completely gauge contractive maps to completely positive, completely contractive, and real-completely positive maps.
Let (V, V ac , h), (W, W ac , h) be normal accretive operator spaces. We call a linear map φ : V → W real-completely contractive if it is gauge contractive with respect to the h gauges. Such maps are automatically completely contractive and self-adjoint, as h n (x) = Re(x) n in any representation (as in Theorem 5.4). A map which is both real-completely contractive and real-completely positive is called real-cpcc. Proposition 6.1. Let (V, ν), (W, ω) be matrix gauge spaces, and let (V, V ac , h) and (W, W ac , h ′ ) be the corresponding induced accretive operator spaces, respectively. If φ : V → W is completely gauge contractive, then φ is real-cpcc. Moreover, if φ is real-cpcc, then φ is completely gauge contractive with respect to the gauges ν max and ω.
Proof. First, assume φ is completely gauge contractive. If x ∈ V n ac then ν n (−x) = 0.
So φ is real-completely positive. Also, since max{ω n (φ (n) (x)), ω n (−φ (n) (x))} ≤ max{ν n (x), ν n (−x)}, we see that φ is real-completely contractive. Now, assume that φ is real-cpcc. Then for each x ∈ M n (V ) and p ∈ V n ac , we have
Taking an infimum over all p ∈ V n ac completes the proof.
to a real-completely positive mapφ :Ṽ ′ → B(H). The restriction ofφ to V ′ is a completely gauge contractive extension of φ.
We now consider the extension of real-cpcc maps. We first demonstrate by example that real-cpcc maps need not have completely positive completely contractive extensions to their unitizations. For simplicity, we consider examples involving self-adjoint operator spaces. Example 6.6. Fix n > 2 and let V = span{x := (−n, 0, 1)} ⊂ C 3 , where C 3 is regarded as the diagonal of M 3 = B(C 3 ). Define φ : V → C by setting φ(x) = n. Then φ is real-cpcc (trivially), but φ has no completely positive completely contractive extension to C 3 , as any such extensionφ must satisfyφ(1, 1, 1) ≥ φ(x) = n.
For a non-trivial example, consider the following.
Example 6.7. Fix n > 2, and let V n = span{x n := (n, n, 0), y n := (0, n, 1)} ⊂ C 3 . Then the functional defined by φ n (x n ) = 0 and φ n (y n ) = n 2 is real-cpcc, but has no completely positive completely contractive extension to C 3 . To see that φ is realcpcc, it suffices to show that φ is positive and that φ is contractive on (V n ) sa . It is clear that φ is positive. If tx n + ry n ≤ 1 for some t, r ∈ R, then |t| ≤ So φ is contractive. However, any extensionφ of φ satisfies φ(1, 1, 1) ≥φ(y n − x n ) = n 2 > 1.
In fact, a modification of the above example shows that completely positive maps need not have completely positive extensions in the absence of a unit.
Example 6.8. For each n > 2, let V n = span{x n = (n, n, 0), y n = (0, n, 1)} ⊂ C 3 , and let V = n>2 V n ⊂ l ∞ . Define φ : V → B(l 2 ) by φ = ⊕ n>2 φ n , where the φ n 's are the functionals from the previous example. Then φ has no completely positive extension to l ∞ . For, any positive extensionφ of φ would have to satisfỹ φ(I) ≥ φ n (y n − x n ) ⊕ 0 ≥ n 2 ⊕ 0 for each n > 2. The following theorem links the above failures to the non-uniqueness of inducing gauges. We say that a normal accretive operator space (Z, Z ac , h) has the real-cpcc extension property if for each operator system S and each completely isometric real-complete order embedding j : Z → S, every real-cpcc map φ : Z → B(K) has a completely positive completely contractive extensionφ : S → B(K) (for each Hilbert space K).
Theorem 6.9. An operator space Z has the real-cpcc extension property if and only if (Z, Z ac , h) has a unique inducing gauge, where Z ac is the matrix cone of accretive operators and h n (x) = Re(x) n .
Proof. Assume that S is an operator system and that j : Z → S is a completely isometric real-complete order embedding. Then Z n ac = {x ∈ M n (Z) : Re(j (n) (x)) ≥ 0} and h n (x) = Re(j (n) (x)) n .
Consequently, ν e induces (Z, Z ac , h), where ν e is the unique inducing gauge on S. If (Z, Z ac , h) has a unique inducing gauge, then ν n e (x) = ν n max (x) for all x ∈ M n (Z). Hence, every real-cpcc map φ : Z → B(K) has a completely positive completely contractive extension to S, by Theorem 6.4 and Proposition 6.1. Now, assume that (Z, Z ac , h) has an inducing gauge ν = ν max . By Theorem 4.8, there exist Hilbert spaces H, K and completely gauge isometric maps φ : (Z, ν max ) → B(K) and j : (Z, ν) → B(H). Let S be the operator system generated by j(Z) in B(H). Note that φ is real-cpcc by Proposition 6.1. However, any completely contractive extensionφ : S → B(K) fails to be completely positive. For, ifφ is a completely contractive extension of φ to S, then for each x ∈ M n (Z), ν n IK (T x ) = ν n max (x) for T x =φ (n) (j (n) (x)). However, the assumption that ν = ν max implies that there exists some x ∈ M n (Z) such that ν n (x) < ν n max (x). Hence, ν n IK (T x ) > ν n e (j (n) (x)). So for ν n e (j (n) (x)) < t < ν n I k (T x ), we have te ⊗ I n − Re(j (n) (x)) ≥ 0 in S, but tφ(e) ⊗ I n − Re(T x ) is not positive in B(K) since tI K ⊗ I n − Re(T x ) is not positive in B(K) andφ(e) is a contraction.
We note that Arveson's extension theorem is a special case of the above theorem, as it could be rephrased as "every operator system has the real-cpcc extension property".
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