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Abstract
We introduce a new class of the triangular (multi-input and multi-output) control systems, of O.D.E., which are not feedback
linearizable, and investigate its global behavior. The triangular form introduced is a generalization of the classes of triangular
systems, considered before. For our class, we solve the problem of global robust controllability. Combining our main result with that
of [F.H. Clarke, Yu.S. Ledyaev, E.D. Sontag, A.I. Subbotin, Asymptotic controllability implies feedback stabilization, IEEE Trans.
Automat. Control 42 (1997) 1394–1407], we obtain a corollary on the global discontinuous sampled stabilization (an example
showing that global smooth stabilization can be irrelevant to the singular case is considered). To prove our main result, we apply
a certain “back-stepping” algorithm and combine the technique proposed in [V.I. Korobov, S.S. Pavlichkov, W.H. Schmidt, Global
robust controllability of the triangular integro-differential Volterra systems, J. Math. Anal. Appl. 309 (2005) 743–760] with solving
a specific problem of global “practical stabilization” by means of a discontinuous, time-varying feedback law.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The triangular form (TF), or the pure-feedback form was introduced as early as in 1973 [17]. Later, especially
in 90th, and 2000th, TF became very popular [1,3,4,7,10–12,15,19–21,23,26–29,31,35,37]. There were several rea-
sons for that.
On the one hand, very often, a control system with states (x1, . . . , xn) and controls xn+1 is composed of several
subsystems x˙i = fi(xi, xi+1), i = 1, . . . , n, and the control xi+1 of the ith subsystem is equal to the state xi+1 of
the next (i + 1)th subsystem (or just depends on it). This specific form, of the TF, called “chained-form systems” is
widespread in mechanical engineering [1,8,25,34]. In addition, various physical systems (for example, Chua’s circuit,
Rossler system, van der Pol oscillator, Duffing oscillator) can be brought to the triangular form—see [10,11].
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fication) of nonlinear control systems of O.D.E. In brief, its formulation is as follows: given a nonlinear system, find
a transformation of the states (and perhaps the controls) which brings the dynamics into the simplest possible form
called the canonical form; the algorithm for finding the canonical form, and for finding the transformation should be
invariant under the choice of the initial coordinates. After the feedback linearization theory had been complete [5,9,
13,14,24,30] several ways to generalize it were proposed. One generalization, which was offered by M. Fliess et al.
and received a lot of attention, was the concept of flatness [8]. This approach has numerous applications and is very
popular. However, finding a general coordinate-free criterion of flatness (like those for the feedback linearization
[9,13,14]) is a long-standing open question, in addition, the notion of flatness (as well as that of feedback lineariza-
tion) is essentially local. Another strand of research is concerned with the approximate equivalence of nonlinear
control systems—see, for instance, [22,32]. Although this theory is quite complete, and fruitful, we do not survey
it as well, because it is approximate and local whereas we want to focus on the exact and global feedback equiva-
lence.
Another way, which looks natural, is to find a much wider class of control systems instead of the well-known
Brunovsky form introduced in [2], and to treat this new class as a new canonical form. This program will be successful,
if, firstly, our new class is not feedback linearizable in general (otherwise it will not be a generalization), secondly, it
has most properties of linear canonical systems (controllability, stabilization, etc.) thirdly, there exists a coordinate-
free criterion of feedback equivalence of a given nonlinear system to our new canonical form, and, fourthly, all our
theory is global. Of course, the first candidate is the TF. Indeed, in general the TF
{
z˙i = gi(z1, . . . , zi+1), i = 1, . . . , n− 1;
z˙n = gn(z1, . . . , zn, v)
is not a specific form of the feedback linearizable systems, for instance, because the Jakubczyk–Respondek–Hunt–
Su–Meyer–Krischenko conditions hold only in the so-called “regular case” | ∂gi
∂zi+1 | = 0, i = 1, . . . , n; otherwise (the
“singular case”) the system is not feedback linearizable. The latter situation was investigated by W. Respondek (1986)
in [27] (for polynomial forms), by Celikovsky and Nijmeijer (1996) in [3] (under the assumption that the set of regular
points is open and dense in the state space), by Celikovsky and Arranda-Bricaire (1999) in [4] (local stabilization
under the assumption that one of the characteristic numbers ∂
kgi (z
∗)
∂zki+1
, k = 1,2, . . . , is different from zero for each
i = 1, . . . , n), by J. Tsinias (1995) in [36] (partial-state stabilization under the assumption that the “controllable part”
satisfies some additional “growth conditions”—see (A3)(i)–(iii)), and by the current authors (2001) in [18] (SISO
systems under the assumption that all the values of all the maps gi(z1, . . . , zi , ·) are always regular for all z1, . . . , zn,
and all i = 1, . . . , n). However, each of these assumptions does not necessarily hold even for simple examples (see, for
instance, Examples 3.1, 3.2 from the current paper). Furthermore, most works devoted to the TF either deal with the
regular case or investigate the above-mentioned chained-form systems, which is why the conclusion of the paper [3]
is that the singular case requires further investigation.
The goal of the current paper is to introduce and to study globally a new class of the TF, in the singular case, which
is as wide as possible in comparison with those considered before. For this new class, we solve the problem of global
robust controllability (Theorems 3.1–3.3), and then combining our results with that of [6] we obtain Theorem 3.4
on discontinuous stabilization for time-invariant systems as a corollary (the smooth stabilization is impossible, in
general—see Example 3.3).
To prove our main results, we reduce the problem to our version of the “back-stepping” process (Section 4, Theo-
rem 4.1), which we applied to the Volterra triangular systems in [20], and which differs widely from the well-known
back-stepping algorithms [7,10–12,15,23,28,29,37]. We modify essentially our previous technique proposed in [20],
which works now locally, around a regular point only (Section 5), and combine it with constructing a family of discon-
tinuous time-varying feedbacks (44) which solve globally a certain problem of “practical stabilization” of the curve
constructed at the previous step of our back-stepping procedure (Lemma 5.1 and its proof in Section 6).
According to the above-mentioned program of generalizing the feedback linearization theory, we plan to inves-
tigate in our next papers the problem of global feedback equivalence of a given nonlinear system to our general-
ized TF.
1428 V.I. Korobov, S.S. Pavlichkov / J. Math. Anal. Appl. 342 (2008) 1426–14392. Preliminaries
We consider a control system
x˙(t) = f (t, x(t), u(t)), t ∈ I = [t0, T ], (1)
where u ∈ Rm = Rmν+1 is the control, x = (x1, . . . , xν)T ∈ Rn is the state with xi ∈ Rmi , mi  mi+1, n = m1 +
· · · +mν, and function f has the triangular form
f (t, x,u) = (f1(t, x1, x2), f2(t, x1, x2, x3), . . . , fν(t, x1, . . . , xν, u))T (2)
with fi(t, x1, . . . , xi+1) ∈ Rmi and satisfies the conditions:
(I) f ∈ C(I × Rn × Rm;Rn), ∂f
∂x
∈ C(I × Rn × Rm;Rn×n), ∂f
∂u
∈ C(I × Rn × Rm;Rn×m).
(II) For each i = 1, . . . , ν, and each (t, x1, . . . , xi) ∈ I × Rm1 × · · · × Rmi , we have fi(t, x1, . . . , xi, ·) ∈
Cmi+1−mi+1(Rmi+1;Rmi ) and fi(t, x1, . . . , xi,Rmi+1) = Rmi .
Following [20], we consider a perturbation of system (1) of the form
x˙(t) = f (t, x(t), u(t))+ h(t, x(t), u(t)), t ∈ I, (3)
where h satisfies the conditions:
(III) h ∈ C(I × Rn × Rm;Rn), and for each compact set Q ⊂ Rn × Rm, there exists LQ > 0 such that∣∣h(t, x1, u1)− h(t, x2, u2)∣∣LQ(∣∣x1 − x2∣∣+ ∣∣u1 − u2∣∣)
for all t ∈ I, (x1, u1) ∈ Q, (x2, u2) ∈ Q.
(IV) There exists H > 0 such that |h(t, x,u)|H for all (t, x,u) ∈ I × Rn × Rm.
For each x0 ∈ Rn, each u(·) ∈ L∞(I ;Rm), and each τ ∈ I, by t → x(t, τ, x0, u(·)) we denote the trajectory of
system (1), that is defined by the control u(·) and by the initial condition x(τ) = x0 on some maximal subinterval
J1 ⊂ I, τ ∈ J1. For each a ∈ R and each b ∈ R such that a < b, by ]a, b[ we denote the open interval ]a, b[ :=
{c ∈ R | a < c < b}, and by ]a, b] and [a, b[ we denote, respectively, the intervals ]a, b] := {c ∈ R | a < c  b} and
[a, b[ := {c ∈ R | a  c < b} (of course, if a  b, then ]a, b[ = ]a, b] = [a, b[ = ∅ by definition). Throughout the
paper, the abbreviation “w.r.t.” means “with respect to.”
3. Main results
Theorem 3.1. Assume that for system (1) function f has triangular form (2) and satisfies conditions (I), (II). Then
there exists a family of controls {u(x0,xT )(·)}(x0,xT )∈Rn×Rn such that the map (x0, xT ) → u(x0,xT )(·) is of class C(Rn×
Rn;C(I ;Rm)), and for every (x0, xT ) ∈ Rn × Rn the trajectory t → x(t, t0, x0, u(x0,xT )(·)) is defined for all t ∈ I,
and x(T , t0, x0, u(x0,xT )(·)) = xT .
Theorem 3.2. Suppose f has the form (2), satisfies (I), (II), and satisfies the global Lipschitz condition w.r.t. x and u,
i.e., there exists L> 0 such that∣∣f (t, x1, u1)− f (t, x2, u2)∣∣ L(∣∣x1 − x2∣∣+ ∣∣u1 − u2∣∣)
for all t ∈ I, (x1, u1) ∈ Rn ×Rm, (x2, u2) ∈ Rn ×Rm. Suppose h satisfies (III), (IV). Then (3) is globally controllable
in time I by means of controls of class C(I ;Rm).
As a corollary of Theorem 3.1, we obtain the following result.
Theorem 3.3. Suppose f has triangular form (2) and satisfies (I), (II). Then (1) is globally controllable in time I by
means of controls of class C(I ;Rm).
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x˙1(t) = g
(
x2(t)
)
,
x˙2(t) = u(t),
t ∈ [0, T ], (4)
where (x1, x2)T ∈ R2 is the state, u ∈ R1 is the control, T > 0, and
g(y) =
{0 if y  2,
ψ(sin{ln(y − 1)}) ln2(y − 1) if y > 2, (5)
where
ψ(0) = 0 and ψ(z) = ze− 1z2 if z = 0. (6)
System (4) has triangular form (2), satisfies conditions (I), (II), and the global Lipschitz condition; therefore, we can
apply Theorems 3.1–3.3 to (4). On the other hand, (4) does not satisfy the Jakubczyk–Respondek conditions, for
instance, in the half-plane z2  2, and is not feedback linearizable neither locally, in this half-plane, nor globally. If,
for instance, g(·) were given by
g(y) =
{0 if y  2,
(y − 2)4ψ(sin(y − 2)) if y > 2, (7)
with ψ(·) defined by (6), then (4) would not satisfy the global Lipschitz condition, and, therefore, we could not apply
Theorem 3.2, in general, but we could apply Theorems 3.1, 3.3 to system (4) (because conditions (I), (II) hold).
Let us point out that, although system (4) is quite simple, it does not satisfy the conditions from any of the above-
mentioned works [3,4,18,27,36] devoted to the singular case in both the cases ((5) and (7)). Of course it is easy to
give more complicated examples of triangular systems in the singular case, which illustrate the advantage of the new
theory.
Example 3.2. Consider the system⎧⎪⎪⎨⎪⎪⎩
x˙1 = sinx1 + g(x2)/
(
1 + x21
)
,
x˙2 = sin 2x1 + e−x22g(x3),
x˙3 = u
(
1 + x21
) 1
2 ,
t ∈ [0, T ], (8)
where (x1, x2, x3)T ∈ R3 is the state, u ∈ R1 is the control, T > 0, and g(·) is given by (5) or by (7) (with ψ defined
by (6)). Then, system (8) has triangular form (2), satisfies (I), (II), and, therefore, we can apply Theorems 3.1, 3.3
to (8). And again, system (8) does not satisfy the conditions from any of the above-mentioned works [3,4,18,27,36].
Example 3.3. The system given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
x˙1 = sinx11 + x21
+ ln3(1 + x22)× sin3{ln(1 + x22)},
x˙2 = e−x22 cosx1 + g(x3),
x˙3 = u,
(9)
where g(·) is defined by (5), (6), satisfies (I), (II), and the global Lipschitz condition; therefore, Theorems 3.1–3.3 can
be applied to (9). On the other hand, system (9) does not satisfy the conditions from [3,27,36].
The following example shows that even simple mechanical systems whose dynamics has a TF do not necessarily
satisfy the conditions from [3,18,27].
Example 3.4. Consider two masses m1 and m2 joined by a massless elastic thread. Assume that the control force u(·)
is applied to m2. Let l0 be the length of the thread and let xi and yi be the coordinate and the velocity, respectively,
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Then our control system is
x˙1 = y1, y˙1 = −f (x1 − x2)
m1
, x˙2 = y2, y˙2 = f (x1 − x2)+ u
m2
, (10)
where (x1, y1, x2, y2) is the state, and f (x1−x2) is the elastic force applied to m2 (if the motion is 3-D, then f (x1−x2)
is a vector). Anyway, f (x1 −x2) = 0, whenever |x1 −x2| l0, which is why (10) is a triangular system in the singular
case, and the set of the regular points is not open and dense in the state space. It is natural to assume that f (·) can
increase up to infinity depending on (x1 − x2), which practically means that the thread can endure all the maneuvers
prescribed in the proofs of Theorems 3.1–3.3. Then condition (II) is satisfied and our theory does work. (Actually, we
must first suppose that the thread can be stretched infinitely, i.e., 0 |x1 − x2| < +∞; otherwise we have a constraint
|x1 −x2| <L0 with some L0 > l0, however, in the latter case, we can easily map our state space {(x1, y1, x2, y2) ∈ R4 |
|x1 − x2| <L0} onto R4 by a diffeomorphism, and reduce this situation to the case 0 |x1 − x2| < +∞. In addition,
we have to remark that f (x1 − x2) is not necessarily smooth at the points x1 = x2 + l0, x1 = x2 − l0; however, in this
case, we can treat our system as a bounded perturbation of another smooth system around the points x1 = x2 + l0,
x1 = x2 − l0, and apply Theorem 3.2 instead of Theorems 3.1, 3.3, and our theory will work anyway (see also
Example 3.3 from [20]).)
Let us finally discuss the issue of the stabilization. Suppose I = ]−∞,+∞[ and f (t, x,u) = f (x,u), t ∈ I. In
addition, assume for simplicity that xi ∈ R, u ∈ R. First, we emphasize that, since we want system (1) to be a global
nonlinear analog of the Brunovsky forms, we are interested in global stabilization. Let (x∗, u∗) satisfy the condition
f (x∗, u∗) = 0. It is natural to assume that | ∂fi
∂xi+1 (x
∗, u∗)| = 0, i = 1, . . . , n (it is easy to find an example when
stabilization into a singular point of equilibrium is impossible—see, for instance, our Example 3.1 with x∗2 = −2,
x∗1 = u∗ = 0). The following simple example shows that a smooth feedback u(x) can be irrelevant even to the case of
regular equilibrium points, and even to the case of polynomial forms (like those considered in [27]).
Example 3.5. Consider the system
x˙1 = x32 −
(
1 − x21
)
x2, x˙2 = u (11)
with states x = (x1, x2)T ∈ R2, and controls u ∈ R and suppose there is a feedback u = u(x1, x2) of class C1, which
globally stabilizes (11) into (0,0). Define g(x) by g(x) := (x32 − (1 − x21)x2, u(x1, x2))T , and put C := {(x1, x2) ∈
R2 | x21 + x22 = 1}. Since u = u(x) is continuous on C, and globally stabilizes (11), we get u(x) = 0 for all x ∈ C.
Then the map C
x → g(x)|g(x)| = (0, u(x)|u(x)| )T is well defined. On the one hand, its degree equals 0, but on the other hand,
there is a homotopy between this map and the map C
x → (−x) ∈ C (see [33, p. 184]).This contradiction proves that
there is not a feedback u = u(x) of class C1 which stabilizes globally (11).
Let us point out that we used essentially the continuity of u(x) on C in the latter argument. On the other hand, as
to discontinuous feedbacks, one can easily combine Theorems 3.1, 3.3 with the result of [6]. Indeed, if (x∗, u∗) is a
regular equilibrium point of (1), then, by our Theorems 3.1, 3.3, system (1) is asymptotically controllable into x∗ in
the sense of Definition I.5 from [6]. Applying Theorem 1 from [6], we obtain the following theorem as a corollary of
Theorems 3.1–3.3.
Theorem 3.4. Assume that mi = 1, i = 1, . . . , n, and function f (t, x,u) = f (x,u), −∞ < t < +∞, is of class
Cn(Rn × R;Rn), has triangular form (2), and satisfies (II). Let (x∗, u∗) ∈ Rn × R1 be such that f (x∗, u∗) = 0, and
∂fi
∂xi+1 (x
∗, u∗) = 0 for all i = 1, . . . , n. Then system (1) is globally asymptotically s-stabilizable into (x∗, u∗) in the
sense of Definition I.3 from [6].
Let us finally remark that, while proving Theorem 3.1, we actually construct a specific discontinuous time-varying
feedback law (44) (see the proof of Lemma 5.1).
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The proof of Theorem 3.2 follows from Theorem 3.1 and from the Brouwer fixed-point theorem. We omit this
argument, which is the same as in [20, Section 4]. It is clear that Theorem 3.3 is a corollary of Theorem 3.1 as well.
Therefore, the proof of Theorem 3.1 is the only goal of the next sections of the current work. The proof is based on the
same approach as in [20]. However, the following two distinctions are important and lead us to essential modifications
of this technique.
(∗) It was important in [20] that the linearized control system around any trajectory of the triangular system [20,
system (23)] was completely controllable (see [20, condition (ii)]). Condition (II) from the current work does
not ensure the same property for our system (1). For instance, if a trajectory of (4) lies in {(x1, x2) | x2  2},
then the corresponding linearized control system is not controllable.
(∗∗) For the sake of simplicity, suppose mi = 1, i = 1, . . . , ν; fix some i = 1, . . . , ν, and let (ζ, ξ) → xj (ζ, ξ, ·),
j = 1, . . . , i, be of class C(Ri × Ri;C1(I ;R1)). Given (ζ, ξ) ∈ Ri × Ri , find a measurable function v(ζ,ξ)(·)
such that
x˙i (ζ, ξ, t) = fi
(
t, x1(ζ, ξ, t), . . . , xi(ζ, ξ, t), v(ζ,ξ)(t)
)
, t ∈ I.
Although the existence of an appropriate v(ζ,ξ)(·) can be proved via a slight modification of the well-known
Filippov lemma (see condition (II)), the obtained map (ζ, ξ) → v(ζ,ξ)(·) is not necessarily continuous even as
a map to L1(I ;R1). A similar property was essential in the “back-stepping” procedure proposed in [20], and
followed from conditions (ii), (iii) (see [20, Sections 2, 4]).
Next, we suppose that mi = 1, for all i = 1, . . . , ν, and n = ν. We assume this just to make the argument clearer,
but the proof of the main result is the same in the general case.
Choose any t1 ∈ ]t0, T [, and x∗1 ∈ R1. Using (II), we get the existence of z∗i ∈ R1, i = 1, . . . , n, x∗ :=
(x∗1 , . . . , x∗n)T ∈ Rn and u∗ := x∗n+1 such that
z∗i = fi
(
t1, x
∗
1 , . . . , x
∗
i+1
)
,
∂fi
∂xi+1
(
t1, x
∗
1 , . . . , x
∗
i+1
) = 0, i = 1, . . . , n (12)
(in the general case, we should apply the Sard theorem and pick (x∗, u∗) such that the conditions rank ∂fi
∂xi+1 (t1, x
∗
1 ,
. . . , x∗i+1) = mi hold instead of (12)).
Let k be in {1, . . . , n}. By definition, put
y∗ = (x∗1 , . . . , x∗k )T ∈ Rk, z∗ = (z∗1, . . . , z∗k)T ∈ Rk, J := [t1, T ] (13)
and consider the following k-dimensional control system:
y˙(t) = ϕ(t, y(t), v(t)), t ∈ J = [t1, T ], (14)
where y = (x1, . . . , xk)T ∈ Rk is the state, v ∈ R1 is the control, and
ϕ(t, y, v) = (f1(t, x1, x2), f2(t, x1, x2, x3), . . . , fk(t, x1, x2, . . . , xk, v))T (15)
for all (t, y, v) in J ×Rk ×R1. Given y in Rk, τ ∈ J, and v(·) in L∞(J ;R1), by t → y(t, τ, y, v(·)) denote the trajec-
tory of (14), defined by the control v(·) and by the initial condition y(τ, τ, y, v(·)) = y on some maximal subinterval
J1 ⊂ J. If v(t) = v for all t ∈ J with v ∈ R1, we denote this trajectory by t → y(t, τ, y, v). To prove Theorem 3.1, it
suffices to prove the following statement.
Theorem 4.1. Assume that f has triangular form (2) and satisfies (I), (II), and let t1 ∈ ]t0, T [, x∗ ∈ Rn, u∗ =
x∗n+1 ∈ R1, and z∗i ∈ R1, i = 1, . . . , n, satisfy (12). Choose any z∗n+1 ∈ R1. Given k ∈ {1, . . . , n}, define y∗ ∈ Rk,
z∗ ∈ Rk, and J by (13), and consider system (14) with ϕ defined by (15). Suppose there is a family of functions
{y(ξ, ·) = (x1(ξ, ·), . . . , xk(ξ, ·))T }ξ∈Rk of J to Rk such that:
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2) For each ξ ∈ Rk, we have x˙i (ξ, t) = fi(t, x1(ξ, t), . . . , xi+1(ξ, t)), whenever 1 i  k − 1, t ∈ J (by definition,
for k = 1, we obtain k = 0 equalities).
3) y(ξ, t1) = y∗, y(ξ, T ) = ξ, and x˙k(ξ, t1) = z∗k = fk(t1, y∗, x∗k+1) for each ξ ∈ Rk.
Then, for system (14), there exists a family of controls {vˆ(ξ,β)(·)}(ξ,β)∈Rk×R1 such that:
4) The map (ξ,β) → vˆ(ξ,β)(·) is of class C(Rk × R1;C1(J ;R1)).
5) vˆ(ξ,β)(T ) = β, vˆ(ξ,β)(t1) = x∗k+1, and ddt vˆ(ξ,β)(t1) = z∗k+1 for each (ξ,β) ∈ Rk × R1.
6) For each (ξ,β) ∈ Rk × R1, the trajectory t → y(t, t1, y∗, vˆ(ξ,β)(·)) is defined for all t ∈ J, and y(T , t1, y∗,
vˆ(ξ,β)(·)) = ξ.
For k = 1, the construction of {y(ξ, ·)}ξ∈Rk which satisfies 1)–3) is trivial. Using the induction on k = 1, . . . , n and
Theorem 4.1, we get for k = n the existence of a family of controls {vˆ(ξ,β)(·)}(ξ,β)∈Rn×R1 such that conditions 4)–6) of
Theorem 4.1 hold with k = n. Fix any β ∈ R1. Put u¯xT (·) := vˆ(xT ,β)(·) for all xT ∈ Rn. Then: xT → u¯xT (·) is of class
C(Rn;C(J ;R1)); u¯xT (t1) = u∗ for all xT ∈ Rn; t → x(t, t1, x∗, u¯xT (·)) is defined on J and x(T , t1, x∗, u¯xT (·)) = xT
for all xT ∈ Rn. Arguing similarly, we construct a family of controls {u˜x0(·)}x0∈Rn defined on [t0, t1] such that:
x0 → u˜x0(·) is of class C(Rn;C([t0, t1];R1)); u˜x0(t1) = u∗ for all x0 ∈ Rn; t → x(t, t1, x∗, u˜x0(·)) is defined on
[t0, t1] and x(t0, t1, x∗, u˜x0(·)) = x0 for all x0 ∈ Rn. Given any (x0, xT ) ∈ Rn × Rn, put u(x0,xT )(t) := u˜x0(t), if
t ∈ [t0, t1[ and u(x0,xT )(t) := u¯xT (t), if t ∈ [t1, T ]. Then, the family {u(x0,xT )(·)}(x0,xT )∈Rn×Rn satisfies Theorem 3.1.
Thus, the main results of the paper (Theorems 3.1–3.3) follow directly from Theorem 4.1 whose proof is the main
objective of our next efforts.
Having chosen (x∗, u∗) such that (12) holds, we can solve the above-mentioned problem (∗). (If y(t1) = y∗ is the
initial condition, then the corresponding linearization of (14) will be controllable.) However, the approach proposed
in [20] can be applied only in a small neighborhood of x∗ because of the problem (∗∗). Section 5 is actually devoted
to constructing vˆ(ξ,β)(·) in a neighborhood of t1 (the proof is only sketched because it is similar to that from [20]) and
in Section 6 we construct the controls globally on the whole J.
Throughout the paper, for each r > 0, and each y ∈ Rk, by Br(y) we denote the open ball Br(y) := {η ∈ Rk |
|η − y| < r}, and, for A ⊂ Rk, by A we denote the closure of A. In addition, we put Z+ := N ∪ {0}, and for r ∈ R,
by [r] we denote k ∈ Z such that k  r < k + 1.
5. Proof of Theorem 4.1
Let k be in {1, . . . , n}. Assume that {y(ξ, ·)}ξ∈Rk satisfies conditions 1)–3) of Theorem 4.1.
By (12) and by the implicit function theorem, there exist a neighborhood Gt1,y∗,z∗k ⊂ I × Rk × R1 of the point
(t1, y∗, z∗k) and a map (t, y, zk) → φ(t, y, zk) of class C(Gt1,y∗,z∗k ;R1) such that ∂φ∂y and ∂φ∂zk are continuous on
Gt1,y∗,z∗k , and
∀(t, y, zk) ∈ Gt1,y∗,z∗k ∀i ∈ {1, . . . , k}
∂fi
∂xi+1
(
t, y,φ(t, y, zk)
) = 0, (16)
φ
(
t1, y
∗, z∗k
)= x∗k+1 and ∀(t, y, zk) ∈ Gt1,y∗,z∗k fk(t, y,φ(t, y, zk))= zk. (17)
Let σ(·) ∈ C(Rk; ]0, T − t1[) be such that
∀ξ ∈ Rk ∀t ∈ [t1, t1 + σ(ξ)] (t, y(ξ, t), x˙k(ξ, t)) ∈ Gt1,y∗,z∗k . (18)
To simplify the notation, put
T := {(ξ, t) ∈ Rk × J ∣∣ t1  t  t1 + σ(ξ)} and v(ξ, t) := φ(t, y(ξ, t), x˙k(ξ, t)) for all (ξ, t) ∈ T. (19)
Consider the family of k-dimensional control systems
z˙(t) = ∂ϕ (t, y(ξ, t), v(ξ, t))z(t)+ ∂ϕ (t, y(ξ, t), v(ξ, t))w(t), (ξ, t) ∈ T, (20)
∂y ∂v
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as in [20, Lemma 5.1], we get from (16), (18), (19) the existence of k families of controls {wj(ξ, ·)}ξ∈Rk , j = 1, . . . , k,
such that
wj(·,·) ∈ C
(
T;R1), w˙j (·,·) ∈ C(T;R1), j = 1, . . . , k, (21)
wj(ξ, t1) = w˙j (ξ, t1) = wj
(
ξ, t1 + σ(ξ)
)= w˙j (ξ, t1 + σ(ξ))= 0, 1 j  k, ξ ∈ Rk, (22)
and such that for each j = 1, . . . , k, and each ξ ∈ Rk, the control wj(ξ, ·) is defined on [t1, t1 + σ(ξ)] and steers
0 ∈ Rk into ej = (0, . . . ,0,1,0, . . . ,0)T ∈ Rk (the j th unit vector of Rk) in time [t1, t1 + σ(ξ)] w.r.t. (20). Given λ =
(λ1, . . . , λk)T ∈ Rk, and ξ ∈ Rk, define the control vλ(ξ, ·) by vλ(ξ, t) = v(ξ, t)+∑kj=1 λjwj (ξ, t) for all t ∈ [t1, t1 +
σ(ξ)], and then define the family {Φ(ξ, ·)}ξ∈Rk of maps from Rk to Rk as follows: for each ξ ∈ Rk, and each λ ∈ Rk
such that t → y(t, t1, y∗, vλ(ξ, ·)) is defined for all t ∈ [t1, t1 + σ(ξ)], put Φ(ξ,λ) := y(t1 + σ(ξ), t1, y∗, vλ(ξ, ·)).
Note that, from (17)–(19), from conditions 2), 3) of Theorem 4.1, and from the definition of {wj(ξ, ·)}ξ∈Rk , we get
Φ(ξ,0) = y(ξ, t1 + σ(ξ)), and ∂Φ∂λ (ξ,0) = I, for all ξ ∈ Rk, where I ∈ Rk×k is the identity matrix. Then, for each
ξ ∈ Rk the map Φ(ξ, ·) is a well-defined diffeomorphism of some neighborhood of 0 ∈ Rk onto some neighborhood
of Φ(ξ,0). Arguing as in [20, Section 5, Lemmas 5.5–5.7], we get the existence of functions ε1(·) and ε2(·) of class
C(Rk; ]0,+∞[), and the existence of a family of controls {vˆ(ξ, ·)}ξ∈Rk such that
(A) vˆ(·,·) ∈ C(T;R), dvˆ
dt
(·,·) ∈ C(T;R), and vˆ(ξ, t1) = x∗k+1, dvˆdt (ξ, t1) = z∗k+1 for all ξ ∈ Rk,
and such that the controls vˆλ(ξ, ·) given by vˆλ(ξ, t) := vˆ(ξ, t) + ∑kj=1 λjwj (ξ, t) for all λ ∈ Rk, ξ ∈ Rk, t ∈
[t1, t1 + σ(ξ)], and the corresponding family of maps {Φ̂(ξ, ·)}ξ∈Rk from Rk to Rk given by Φ̂(ξ, λ) := y(t1 +
σ(ξ), t1, y∗, vˆλ(ξ, ·)), whenever t → y(t, t1, y∗, vˆλ(ξ, ·)) is defined on [t1, t1 + σ(ξ)], satisfy the conditions:
(B) For each ξ ∈ Rk, and each λ ∈ Bε1(ξ)(0), the trajectory t → y(t, t1, y∗, vˆλ(ξ, ·)) is defined for all t ∈
[t1, t1 + σ(ξ)], i.e., Φ̂(ξ, λ) is well defined, and the maps Φ̂(·,·), and (ξ, λ) → ∂Φ̂∂λ (ξ, λ) are continuous on
Π = {(ξ, λ) ∈ Rk × Rk | λ ∈ Bε1(ξ)(0)}.
(C) The map λ → Φ̂(ξ, λ) is a diffeomorphism of Bε1(ξ)(0) onto Φ̂(ξ,Bε1(ξ)(0)) for each ξ ∈ Rk, and
Bε2(ξ)(Φ(ξ,0)) ⊂ Φ̂(ξ,Bε1(ξ)(0)) for each ξ ∈ Rk.
(To construct {vˆ(ξ, ·)}ξ∈Rk which satisfies (A)–(C), we use the well-known theorem on the partitions of unity, and
provide that ‖vˆ(ξ, ·)− v(ξ, ·)‖C([t1,t1+σ(ξ)];R) is small enough. The argument is similar to [20, Subsection 5.2] and is
based on Lemma 5.4 from [20], and on the Brouwer fixed point theorem. We omit the proof due to space limits.)
Along with (14), consider the following k-dimensional control system:{
x˙i (t) = fi
(
t, x1(t), . . . , xi+1(t)
)
, i = 1, . . . , k − 1,
x˙k(t) = ω(t),
t ∈ J (23)
with states y = (x1, . . . , xk)T ∈ Rk and controls ω ∈ R1. Given y ∈ Rk, τ ∈ J, and ω(·) ∈ L∞(J ;R1), by t →
z(t, τ, y,ω(·)) denote the trajectory of (23), defined by the control ω(·) and by the initial condition z(τ, τ, y,ω(·)) = y
on some maximal subinterval J1 ⊂ J. Note that conditions 2), 3) of Theorem 4.1, and the definition of {Φ(ξ, ·)}ξ∈Rk ,
yield
y(ξ, t) = z(t, T , ξ, x˙k(ξ, ·)) for all ξ ∈ Rk, t ∈ J ;
Φ(ξ,0) = z(t1 + σ(ξ), T , ξ, x˙k(ξ, ·)) for all ξ ∈ Rk. (24)
Then, using the Gronwall–Bellmann lemma, we get the existence of δ(·) in C(Rk; ]0,+∞[) such that, for each ξ ∈ Rk,
and each ω(·) ∈ L∞(J ;R1), we get
∀t ∈ J ∣∣z(t, T , ξ,ω(·))− y(ξ, t)∣∣< ε2(ξ)
4
whenever
∥∥ω(·)− x˙k(ξ, ·)∥∥L∞(J ;R1) < δ(ξ). (25)
The following Lemma 5.1 allows us to overcome problem (∗∗) from Section 4.
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are a function M(·) ∈ C(Rk; ]0,+∞[) and a family {u(ξ, ·)}ξ∈Rk of controls defined on J such that:
1) For each ξ ∈ Rk, the control u(ξ, ·) is a piecewise constant function on J, and the map ξ → u(ξ, ·) is of class
C(Rk;L1(J ;R1)).
2) For each ξ ∈ Rk, the trajectory t → y(t, T , ξ, u(ξ, ·)) is defined for all t ∈ J, and∣∣x˙k(ξ, t)− fk(t, y(t, T , ξ, u(ξ, ·)), u(ξ, t))∣∣< δ(ξ) for all t ∈ J, ξ ∈ Rk.
3) For each ξ ∈ Rk, we have ‖u(ξ, ·)‖L∞(J ;R1) M(ξ).
The proof of Lemma 5.1 is given in the next section. Let us assume for a moment that Lemma 5.1 is proved and
complete the proof of Theorem 4.1. Using partitions of unity, and arguing as in [20, Lemmas 5.5–5.7], we get the
existence of a family {uˆ(ξ, β, ·)}(ξ,β)∈Rk×R1 of controls of class C1(J ;R1) such that:
(D) The map (ξ,β) → uˆ(ξ, β, ·) is of class C(Rk × R1;C1(J ;R1));
(E) uˆ(ξ, β,T ) = β, uˆ(ξ,β, t1 + σ(ξ)) = vˆ(ξ, t1 + σ(ξ)), and duˆdt (ξ, β, t1 + σ(ξ)) = dvˆdt (ξ, t1 + σ(ξ)) for all (ξ,β) ∈
Rk × R1;
(F) For every (ξ,β) ∈ Rk × R1 the trajectory t → y(t, T , ξ, uˆ(ξ, β, ·)) is defined for all t ∈ J and |y(t, T , ξ,
uˆ(ξ, β, ·))− y(t, T , ξ, u(ξ, ·))| < ε2(ξ)4 for all t ∈ J.
From Lemma 5.1 and from (25), we get |y(t1 +σ(ξ), T , ξ,u(ξ, ·))−Φ(ξ,0)| < ε2(ξ)4 for all ξ ∈ Rk , then (F) yields
|y(t1 + σ(ξ), T , ξ, uˆ(ξ, β, ·))−Φ(ξ,0)| < ε2(ξ)2 for all (ξ,β) ∈ Rk × R1. From this, and from (C), we obtain that, for
each (ξ,β) in Rk × R1, there exists a unique λ∗(ξ,β) ∈ Bε1(ξ)(0) such that
Φ̂
(
ξ,λ∗(ξ,β)
)= y(t1 + σ(ξ), T , ξ, uˆ(ξ, β, ·)). (26)
By (D), the map (ξ,β) → y(t1 + σ(ξ), T , ξ, uˆ(ξ, β, ·)) is of class C(Rk × R1;Rk); hence, using (B) and the implicit
function theorem, we obtain that the map (ξ,β) → λ∗(ξ,β) is of class C(Rk × R1;Rk). Given any (ξ,β) ∈ Rk × R1,
define the control vˆ(ξ,β)(·) by vˆ(ξ,β)(t) := vˆλ∗(ξ,β)(ξ, t), whenever t1  t  t1 + σ(ξ), and vˆ(ξ,β)(t) := uˆ(ξ, β, t),
whenever t1 + σ(ξ) < t  T . Then {vˆ(ξ,β)(·)}(ξ,β)∈Rk×R1 satisfies conditions 4)–6) of Theorem 4.1. Indeed, condi-
tion 6) follows from (26), and from the definition of Φ̂(·,·). Condition 4) follows from conditions (A), (D), (E),
from (21), (22), and from the fact that λ∗(·,·) is continuous. Finally, condition 5) follows from conditions (A), (E),
and from (22). This completes the proof of Theorem 4.1 as well as the proofs of Theorems 3.1–3.3.
6. Proof of Lemma 5.1
Pick any sequence {Rq}∞q=1 ⊂ N such that R1 = 1, Rq+1 > Rq + 1, q ∈ N. Let us recall that BR(η) denotes the
open ball {ζ ∈ Rk | |ζ − η| <R} for all η ∈ Rk, R > 0. By definition, put
δq = 12 minξ∈BRq+1 (0)
δ(ξ), q ∈ N;
Mq = max
ξ∈BRq (0)
∥∥y(ξ, ·)∥∥
C(J ;Rk) + max
ξ∈BRq (0)
ε2(ξ)+ 1, q ∈ N; (27)
Kq =
{
y ∈ Rk ∣∣ |y|Mq}; dq = Mq+2 + 1, q ∈ N; (28)
Wq =
{
ω ∈ R1
∣∣∣ |ω| max
ξ∈BRq (0)
∥∥x˙k(ξ, ·)∥∥C(J ;R1) + 1}, q ∈ N; (29)
Ξ1 = BR1(0); Ξq+1 = BRq+1(0) \BRq (0), q ∈ N; (30)
E1 = BR1(0)× J ×K1;
Eq+1 = Eq ∪
((
BRq+1(0) \BRq (0)
)× J ×Kq+1), q ∈ N; (31)
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∞⋃
q=1
Eq. (32)
By condition (II), for each q ∈ N, there exists a compact set Uq given by
Uq =
{
v ∈ R1 ∣∣ |v|N0(q)} (33)
with some N0(q) ∈ N such that for every (t, y,ω) ∈ J ×Kq+1 ×Wq there is v ∈ Uq such that |ω − fk(t, y, v)| < δq3 .
Without loss of generality, we assume that N0(q) N0(q + 1), Uq ⊂ Uq+1, q ∈ N. Pick any {Lq}∞q=1 ⊂ R and any
L(·) of class C(Rk; ]0,+∞[) such that 0 <Lq+1 Lq, q ∈ N, and such that
2Lq
(∣∣ϕ(t, y, v)∣∣+ 1) 1 for all t ∈ J, y ∈ Bdq (0), v ∈ Uq+2, q ∈ N, (34)
Lq+1  L(ξ)Lq whenever ξ ∈ Ξq, q ∈ N. (35)
Let  be the system of all the sets given by
ΣΘ(·),ϑ(·),AΘ,Aϑ :=
{
(η, s, z) ∈ Rk × R × Rk ∣∣ ϑ(η, z) s Θ(η, z)}
\ {(η, s, z) ∈ Rk × R × Rk ∣∣ (s = Θ(η, z))∧ ((η, z) ∈ AΘ)
or
(
s = ϑ(η, z))∧ ((η, z) ∈ Aϑ)},
where Θ(·), and ϑ(·) range over the set of all the functions from class C(Rk × Rk;J ) such that for all (ξ, y, z) ∈
Rk × Rk × Rk ,∣∣Θ(ξ, y)−Θ(ξ, z)∣∣ L(ξ)|y − z| and ∣∣ϑ(ξ, y)− ϑ(ξ, z)∣∣ L(ξ)|y − z|,
and AΘ ⊂ Rk × Rk, Aϑ ⊂ Rk × Rk range over the set of all subsets of Rk × Rk.
For each (ξ, t, y) ∈ E, let q ∈ N be such that ξ ∈ Ξq. Then, by (30)–(32) y ∈ Kq+1, and by (29), and by the
definition of Uq, there exists vξ,t,y ∈ Uq such that |x˙k(ξ, t) − fk(t, y, vξ,t,y)| < δq3 . Since fk is continuous, from
condition 1) of Theorem 4.1, we get the existence of a set Sξ,t,y ⊂ Rk × J × Rk such that Sξ,t,y ∈, Sξ,t,y is open in
Rk × J × Rk w.r.t. its standard topology, (ξ, t, y) ∈ Sξ,t,y, and
|η − ξ | < 1
4
and |z − y| < 1
4
for all (η, s, z) ∈ Sξ,t,y, (36)∣∣x˙k(η, s)− fk(s, z, vξ,t,y)∣∣< δ(η) for all (η, s, z) ∈ Sξ,t,y . (37)
Since each Eq is compact in Rk × J × Rk, we get from (36), (31) the existence of sequences {Sξr ,tr ,yr }∞r=1 and{rq}∞q=1 ⊂ N, 1 r1 < r2 < · · · < rq < · · · such that
E ⊂
∞⋃
r=1
Sξr ,tr ,yr and Eq ⊂
rq⋃
r=1
Sξr ,tr ,yr for all q ∈ N; (38)
Sξr ,tr ,yr ∩E1 = ∅ whenever 1 r  r1;
Sξr ,tr ,yr ∩
((
BRq+1(0) \BRq (0)
)× J ×Kq+1) = ∅, if rq + 1 r  rq+1; (39)
Sξr ,tr ,yr ∩
( rq⋃
j=1
Sξj ,tj ,yj
)
= ∅ whenever r  rq+1 + 1, q ∈ N. (40)
By definition, put
Sr := Sξr ,tr ,yr and vr := vξr ,tr ,yr for every r ∈ N. (41)
It is easy to verify that is a semi-ring of sets [16, vol. 2, p. 17], i.e. (see [16, vol. 2, p. 17]), first, ∅ ∈, second, for
each Σ ′ ∈, and each Σ ′′ ∈, we have Σ ′ ∩ Σ ′′ ∈, and, third, for every Σ ∈, and every Σ1 ∈, if Σ1 ⊂ Σ,
then there exists a finite sequence {Σi}li=2 ⊂  of sets from  such that Σ =
⋃l
j=1 Σj, and Σi ∩ Σj = ∅ for all
i = j, {i, j} ⊂ {1, . . . , l}. Then, from (40), (41), and from Lemma 2 in [16, vol. 2, p. 18], it follows that there exist a
sequence {Σl}∞ = {ΣΘl(·),ϑl(·),AΘ ,Aϑ }∞ of sets from  and a strictly increasing sequence {lq}∞ ⊂ N such that:l=1 l l l=1 q=1
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⋃rq
r=1 Sr =
⋃lq
l=1 Σl for all q ∈ N (which implies
⋃∞
l=1 Σl =
⋃∞
r=1 Sr );
(A2) Σl′ ∩Σl′′ = ∅ for all l′ = l′′;
(A3) for each r ∈ N, there is a finite set of indices P(r) ⊂ N such that Sr =⋃l∈P(r) Σl.
Then, using (A1), (A2), we get Σl ⊂⋃rq+1r=rq+1 Sr, whenever lq + 1 l  lq+1, q ∈ N, and Σl ⊂⋃r1r=1 Sr, whenever
1  l  l1. Then, by (A3), for each l ∈ N there is r(l) ∈ N such that Σl ⊂ Sr(l), and such that, if 1  l  l1, then
1  r(l)  r1, and if lq + 1  l  lq+1 (q ∈ N), then rq + 1  r(l)  rq+1. Since Σl ⊂ Sξr(l),tr(l),yr(l) , we obtain
from (36), (38), (39)(
B 1
2
(ξ)× J × Rk)∩Σl = ∅ whenever l /∈ Ω(ξ), l ∈ N, ξ ∈ Rk, (42)
where Ω(ξ) is the finite number of indices given by
Ω(ξ) =
⎧⎨⎩ {l}
l3
l=1 if ξ ∈ Ξ1∪Ξ2,
{l}lq+2l=lq−1+1 if ξ ∈ Ξq+1, q  2.
(43)
By definition, put
v(ξ, t, y) = vr(l) whenever (ξ, t, y) ∈ Σl, l ∈ N. (44)
Then, from (37), (41), (44), and from the inclusion Σl ⊂ Sξr(l),tr(l),yr(l) , we get∣∣x˙k(η, s)− fk(s, z, v(η, s, z))∣∣< δ(η) for all (η, s, z) ∈ ∞⋃
l=1
Σl. (45)
Let us prove the following lemma.
Lemma 6.1.
1) For each ξ ∈ Rk, there are a unique z(ξ, ·) ∈ C(J ;Rk) such that
z(ξ, T ) = ξ, (46)
a unique finite sequence of indices {νj (ξ)}N(ξ)j=1 = {νj }N(ξ)j=1 ⊂ Ω(ξ) such that N(ξ) |Ω(ξ)|, and νμ = νj , when-
ever μ = j, and a unique finite sequence T = τ ∗1 (ξ) > τ ∗2 (ξ) > · · · > τ ∗N(ξ)(ξ) > τ ∗N(ξ)+1(ξ) = t1 such that:
1.1) z˙(ξ, t) is defined and continuous at each t ∈ J \ {τ ∗1 (ξ), . . . , τ ∗N(ξ)(ξ)}, and(
ξ, t, z(ξ, t)
) ∈ E and ∣∣x˙k(ξ, t)− fk(t, z(ξ, t), v(ξ, t, z(ξ, t)))∣∣< δ(ξ), t ∈ J. (47)
1.2) For each j = 1, . . . ,N(ξ), we have(
ξ, t, z(ξ, t)
) ∈ Σνj for all t ∈ ]τ ∗j+1(ξ), τ ∗j (ξ)[, (48)
z˙(ξ, t) = ϕ(t, z(ξ, t), v(ξ, t, z(ξ, t))) for all t ∈ ]τ ∗j+1(ξ), τ ∗j (ξ)[, (49)
τ ∗j (ξ) = Θνj
(
ξ, z
(
ξ, τ ∗j (ξ)
))
, τ ∗j+1(ξ) = ϑνj
(
ξ, z
(
ξ, τ ∗j+1(ξ)
))
. (50)
2) Given any ξ ∈ Rk, and any l ∈ N, define t → sl(ξ, t) and t → tl(ξ, t) by
sl(ξ, t) = t − ϑl
(
ξ, z(ξ, t)
)
, tl(ξ, t) = t −Θl
(
ξ, z(ξ, t)
) for all t ∈ J. (51)
Then, for every ξ ∈ Rk, and every l ∈ N, first,
3(t − τ)
2
 sl(ξ, t)− sl(ξ, τ ) t − τ2 whenever t > τ, l ∈ N, (52)
3(t − τ)  tl(ξ, t)− tl(ξ, τ ) t − τ whenever t > τ, l ∈ N, (53)2 2
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tl(ξ, t
∗
l (ξ )) = 0. Moreover, T = t∗ν1(ξ); τ ∗i (ξ) = t∗νi (ξ) = s∗νi−1(ξ), i = 2, . . . ,N(ξ); t1 = s∗νN(ξ) (ξ).
Proof of Lemma 6.1. Choose and fix an arbitrary ξ ∈ Rk. Let q ∈ N be such that ξ ∈ Ξq. Using the induction over
i ∈ N, we construct τ ∗i (ξ) and νi = νi(ξ), and the trajectory t → z(ξ, t) on [τ ∗i (ξ), T ] and prove their uniqueness
as well as (47)–(50), (52), (53) on [τ ∗i (ξ), T ] with 1  j  i − 1. For i = 1, we put by definition: {νj }i−1j=1 = ∅,
τ ∗0 (ξ) = T , τ ∗1 (ξ) = T , and z(ξ, t) := ξ for t in [τ ∗1 (ξ), τ ∗0 (ξ)]. Then, from (27), (28), (31), (32), (45), (46), and from
the equality y(ξ, T ) = ξ (see condition 3) of Theorem 4.1), we get (47) for all t ∈ [τ ∗1 (ξ), τ ∗0 (ξ)] whereas the set of
conditions (48)–(50), (52), (53) is empty, if 1 j  i − 1 = 0 (the uniqueness of the construction follows from (46)).
Assume that, for some i ∈ N, we have already constructed a finite sequence of indices {νj }i−1j=1 ⊂ Ω(ξ) such that
νμ = νj for all j = μ, {j,μ} ⊂ {1, . . . , i − 1}, a finite sequence T = τ ∗0 (ξ) = τ ∗1 (ξ) > τ ∗2 (ξ) > · · · > τ ∗i (ξ) t1, and
a trajectory t → z(ξ, t) defined on [τ ∗i (ξ), T ] such that: (46) holds, (47) holds whenever t ∈ [τ ∗i (ξ), T ], and (48)–(50)
hold whenever 1  j  i − 1, j ∈ N. In addition, suppose we have proved the uniqueness of {νj }i−1j=1, {τ ∗j (ξ)}ij=0,
and z(ξ, ·) on [τ ∗i (ξ), T ]. Finally, suppose we have proved (52), (53) for all t and τ in [τ ∗i (ξ), T ].
If τ ∗i (ξ) = t1, we put N(ξ) := i − 1, and Lemma 6.1 is proved; therefore, we assume that τ ∗i (ξ) > t1. By the
induction hypothesis, (ξ, τ ∗i (ξ), z(ξ, τ ∗i (ξ))) ∈ E; hence, there is ε¯ > 0 such that (ξ, τ ∗i (ξ) − s, z(ξ, τ ∗i (ξ))) ∈ E for
all s ∈ ]0, ε¯]. Since all Σl are pairwise disjoint, and E ⊂⋃∞l=1 Σl, there exist unique νi = νi(ξ) in Ω(ξ) and τ¯ in[t1, τ ∗i (ξ)[ such that {ξ}× ]τ¯ , τ ∗i (ξ)[×{z(ξ, τ ∗i (ξ))} ⊂ Σνi , and τ¯ = ϑνi (ξ, z(ξ, τ ∗i (ξ))); τ ∗i (ξ) = Θνi (ξ, z(ξ, τ ∗i (ξ))).
Denote by t → y¯(t) the trajectory t → y(t, τ ∗i (ξ), z(ξ, τ ∗i (ξ)), vr(νi )) (which is defined on the maximal possible
interval of time according to our notation). If it belongs to Bdq (0) for all t  τ ∗i (ξ), then put s¯ := t1; otherwise put
s¯ := sup{t ∈ [t1, τ ∗i (ξ)[ | |y¯(t)| = dq}. In both cases, s¯ satisfies the following conditions:(
ξ, s¯, y¯(s¯)
)
/∈ intΣνi and ∀t ∈
[
s¯, τ ∗i (ξ)
]
y¯(t) ∈ Bdq (0). (54)
Since all Σl are elements of , from (54), (34), (35), and from the definition of , it follows that the functions s¯l (·,·)
and t¯l (·,·), l ∈ N, defined by s¯l (ξ, t) := t − ϑl(ξ, y¯(t)), and t¯l (ξ, t) := t −Θl(ξ, y¯(t)) satisfy the conditions:
3(t − τ)
2
 s¯l (ξ, t)− s¯l (ξ, τ ) t − τ2 and
3(t − τ)
2
 t¯l (ξ, t)− t¯l (ξ, τ ) t − τ2 for all τ ∈
[
s¯, τ ∗i (ξ)
]
, t ∈ ]τ, τ ∗i (ξ)], l ∈ N. (55)
By the construction, t¯νi (ξ, τ ∗i (ξ)) = 0, and s¯νi (ξ, τ ∗i (ξ)) > 0. From (55), it follows that t¯νi (ξ, ·) and s¯νi (ξ, ·) are
strictly increasing on [s¯, τ ∗i (ξ)]; hence t¯νi (ξ, s¯) < 0. Then, the inequality s¯νi (ξ, s¯) > 0 is impossible, because it con-
tradicts (54). Therefore s¯νi (ξ, s¯)  0. Then, since s¯νi (ξ, ·) is strictly increasing and continuous on [s¯, τ ∗i (ξ)], there
is a unique τ ∗i+1(ξ) ∈ [s¯, τ ∗i (ξ)] such that s¯νi (ξ, τ ∗i+1(ξ)) = 0, and such that t¯νi (ξ, t) < 0 < s¯νi (ξ, t) for each t ∈]τ ∗i+1(ξ), τ ∗i (ξ)[, i.e. (by the definition of s¯l (ξ, ·) and t¯l (ξ, ·)),
∀t ∈ ]τ ∗i+1(ξ), τ ∗i (ξ)[ (ξ, t, y¯(t)) ∈ intΣνi ; (56)
τ ∗i+1(ξ) = ϑνi
(
ξ, y¯
(
τ ∗i+1(ξ)
))
and τ ∗i (ξ) = Θνi
(
ξ, y¯
(
τ ∗i (ξ)
))
. (57)
Define the extension of z(ξ, ·) to [t∗i+1(ξ), T ] by z(ξ, t) = y¯(t), for all t in [τ ∗i+1(ξ), τ ∗i (ξ)]. Then, by (56), (57),
conditions (48)–(50) hold not only for 1 j  i − 1 but for all j = 1, . . . , i. In addition, from (56), (45), and from the
condition∣∣x˙k(ξ, t)− fk(t, z(ξ, t), v(ξ, t, z(ξ, t)))∣∣< δ(ξ) whenever t ∈ [τ ∗i (ξ), T ]
(which holds by the induction hypothesis) we get∣∣x˙k(ξ, t)− fk(t, z(ξ, t), v(ξ, t, z(ξ, t)))∣∣< δ(ξ) whenever t ∈ ]τ ∗i+1(ξ), T ].
By the construction, t → z(ξ, t) is the trajectory of (23), defined on [τ ∗i+1(ξ), T ] by the control ω(t) = fk(t, z(ξ, t),
v(ξ, t, z(ξ, t))) and by the initial condition z(ξ, T ) = ξ ; therefore, (25), (27), (28) yield z(ξ, t) ∈ Kq for all
t ∈ [τ ∗i+1(ξ), T ]; hence, by the induction hypothesis, (ξ, t, z(ξ, t)) ∈ E, whenever t ∈ [τ ∗i+1(ξ), T ]. Then, the tra-jectory z(ξ, ·), which is now defined on [τ ∗ (ξ), T ], satisfies (47) for all t ∈ [τ ∗ (ξ), T ]. In addition, by thei+1 i+1
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and all τ ∈ [τ ∗i+1(ξ), T ]. Then, from (50), we get νi = νj , whenever j = 1, . . . , i − 1, i.e., νμ = νj for all
j = μ, {j,μ} ⊂ {1, . . . , i}. (Because sνj (ξ, t) < 0, i.e., (ξ, t, z(ξ, t)) /∈ Σνj for each j = 1, . . . , i − 1, and each
t ∈ ]τ ∗i+1(ξ), τ ∗i (ξ)[, but (ξ, t, z(ξ, t)) ∈ Σνi for all t ∈ ]τ ∗i+1(ξ), τ ∗i (ξ)[.)
Suppose there are t¯ ∈ [t1, τ ∗i (ξ)[, z˜(ξ, ·) ∈ C([t¯ , τ ∗i (ξ)];Rk)∩C1(]t¯ , τ ∗i (ξ)[;Rk), and ν˜ ∈ N such that(
ξ, t, z˜(ξ, t)
) ∈ Σν˜, d
dt
z˜(ξ, t) = ϕ(t, z˜(ξ, t), v(ξ, t, z˜(ξ, t))) whenever t ∈ ]t¯ , τ ∗i (ξ)[, and
z˜
(
ξ, τ ∗i (ξ)
)= z(ξ, τ ∗i (ξ)), ϑν˜(ξ, z˜(ξ, t¯))= t¯ . (58)
Then, using (34), (35), (42), (58), we easily prove for z˜(ξ, ·) the inequalities that are similar to (55), and obtain
that (ξ, t, z˜(ξ, t)) ∈ Σνi for some t ∈ ]t¯ , τ ∗i (ξ)[. Since all Σl, l ∈ N, are pairwise disjoint, we get ν˜ = νi, and then
from (55) we obtain t¯ = τ ∗i+1(ξ), and z˜(ξ, t) = z(ξ, t) for all t ∈ [τ ∗i+1(ξ), τ ∗i (ξ)]. (We must omit the details due to
space limits.)
Thus, we construct the uniquely determined sequences {τ ∗i (ξ)}, {νi−1(ξ)}, and the trajectory t → z(ξ, t) on[τ ∗i (ξ), τ ∗i−1(ξ)] by induction over i = 1,2,3, . . . . If t∗i+1(ξ) = t1 for some i ∈ N, we put N(ξ) := i, and the proof of
Lemma 6.1 is complete. Otherwise we obtain an infinite sequence {τ ∗i (ξ)} such that τ ∗i (ξ) > t1 for all i ∈ N, which is
impossible, because, by the construction, νi(ξ) ∈ Ω(ξ), and νi(ξ) = νj (ξ), whenever i = j, whereas Ω(ξ) is a finite
set of indices. The proof of Lemma 6.1 is complete. 
Define the desired family of controls {u(ξ, ·)}ξ∈Rk by
u(ξ, t) = v(ξ, t, z(ξ, t)) whenever t ∈ J, ξ ∈ Rk. (59)
Then, condition 2) of Lemma 5.1 for {u(ξ, ·)}ξ∈Rk defined by (59) follows from Lemma 6.1 (see (46), (47), (49)).
Condition 3) of Lemma 5.1 holds for any M(·) in C(Rk; ]0,+∞[) such that M(ξ)N0(q + 3)+ 1 for every ξ ∈ Rk,
where q ∈ Z+ is such that ξ ∈ Ξq+1, and N0(q¯) (q¯ ∈ N) is defined in (33). Finally, using Lemma 6.1, (34), (35), and
the implicit function theorem, it is easy to prove by induction on i ∈ {1, . . . ,N(ξ)}, that the functions η → t∗νi (η),
η → s∗νi (η), η → z(η, t∗νi (η)), and η → z(η, s∗νi (η)) are continuous at ξ ∈ Rk (we again omit the proof due to space
limits). In particular, since all the functions η → s∗νi (η) and η → t∗νi (η) for all i ∈ {1, . . . ,N(ξ)} are continuous at ξ
for every ξ ∈ Rk, we obtain from Lemma 6.1: ‖u(η, ·) − u(ξ, ·)‖L1(J ;R1) → 0 as η → ξ for each ξ ∈ Rk. Thus the
family {u(ξ, ·)}ξ∈Rk defined by (59) satisfies condition 1) of Lemma 5.1 as well. The proof of Lemma 5.1 is complete.
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