Abstract. Given sofic approximations for countable, discrete groups G, H, we construct a sofic approximation for their wreath product G ≀ H.
Sofic groups, introduced by Gromov [10] and developed by Weiss [19] , are a large class of groups which can be approximated, in some sense, by finite groups.
There are many examples, including all amenable groups, all residually finite groups, and all linear groups (by Malcev's Theorem). However, because of the weakness of the approximation by finite groups, few permanence properties of soficity are properly understood. Relatively straight-forward examples include closure under direct product and increasing unions, and the soficity of residually sofic groups. More substantial results generally require some amenability assumption. For example, an amalgamated product of two sofic groups is know to be sofic if the amalgamated subgroup is amenable (see [9] , [15] , [4] , [17] ). This was extended to encompass the fundamental groups of all graphs of groups with sofic vertex groups and amenable edge groups [3] . In the same paper, it is shown that the graph product of sofic groups is sofic. Also, if H is sofic and is a coamenable subgroup of G, then G is sofic too [8] .
We prove a new permanence result, namely that soficity is closed under taking wreath products:
Theorem 1. Let G, H be countable, discrete, sofic groups. Then G ≀ H is sofic.
We remark that our result is general and requires no amenability or residual finiteness assumptions. The special case of Theorem 1 when G is abelian was proved by Paunescu [15] , who used methods of analysis and the notion of sofic equivalence relations developed by Elek and Lippner [5] . While finishing this paper, we learnt that Holt and Rees have dealt with the case when H is residually finite and G sofic [12] . We prove the general result directly, by constructing a sofic approximation for the wreath product, giving a proof that is constructive, quantitative (see Proposition 2.1), and entirely self-contained.
The notion of hyperlinearlity gives a class of groups defined in a similar vein to sofic groups, but where they are approximated instead by unitary groups. Our construction extends to the situation where G is hyperlinear and H sofic, showing that G ≀ H is hyperlinear, see [11] .
Via their approximations by finite groups, sofic groups have applications to problems of current mathematical interest in a wide area of fields. Sofic groups are relevant to ergodic theory because they are the largest class of groups for which Bernoulli shifts are classified by their base entropy (see [1] , [13] ) and for which Gottschalk's surjuncitivity conjecture holds (see e.g. [10] , [13] ). In the study of group rings they are useful because they are the largest class of groups for which Kaplansky's direct finiteness conjecture (see [6] ) is known. In the field of L 2 -invariants, they are the largest class of groups for which the determinant conjecture is known (see [7] ), which is necessary to define L 2 -torsion (see [14] Conjecture 3.94). They are also the largest class of groups for which an analogue of Lück approximation is known (see [18] ). We refer the reader to [14] for applications of L 2 -invariants to geometry and group theory. See also [16] , [2] for a survey of sofic groups.
Preliminaries
We begin with the necessary definitions, as well as a useful lemma to help us identify sofic approximations in wreath products. Definition 1. Let A be a finite set. The normalized Hamming distance, denoted d Hamm , on Sym(A) is defined by
Definition 2. Let G be a countable discrete group, F a finite subset of G, and ε > 0. Fix a finite set A and a function σ : G → Sym(A). We say that σ is (F, ε)-multiplicative if max
We say that σ is (F, ε)-free if
We say that σ is an (F, ε)-sofic approximation if it is (F, ε)-multiplicative, (F, ε)-free, and furthermore σ(1) = Id . Lastly, we say that G is sofic if for every finite F ⊆ G and ε > 0, there is a finite set A and an (F, ε)-sofic approximation σ :
Our aim is to use sofic approximations for G and H and build a sofic approximation for G ≀ H. First recall that the wreath product is defined as
A homomorphism π : G ≀ H → K, for some group K, can be decomposed into a pair of homomorphisms π 1 :
H G → K, π 2 : H → K which satisfy the following equivariance condition:
The following lemma gives an "approximate analogue" to this situation.
• the restriction of σ to H is (E 2 , ε/6)-multiplicative,
Proof. After making the right definitions for E 1 , E 2 , we apply the triangle inequality several times to obtain the result. We require that if (g, h), (ĝ,ĥ) are in F 0 , then g,ĝ, α h (ĝ) ∈ E 1 , and h,ĥ ∈ E 2 . This is true if we define
We leave verification that this is sufficient to the reader.
To see how this gives an "approximate analogue" of the situation for homomorphisms, notice that the above lemma says that an approximate homomorphism σ : G≀H → Sym(A) can be thought of as a pair of approximate homomorphisms σ 1 :
for all g in a large enough finite subset of H G and all h in a large enough finite subset of H. (Here we use ≈ to indicate that both maps agree on a sufficiently large subset of A). It is not hard to see that the above lemma is valid with G≀H replaced with any semidirect product and Sym(A) replaced with any group equipped with a bi-invariant metric.
The sofic approximation for wreath products
To facilitate our proof, we need to introduce some notation. Let G, H be countable discrete groups and σ A : G → Sym(A), σ B : H → Sym(B) be two functions (not assumed to be homomorphisms).
Now suppose that E ⊆ H is finite, and take a subset
Note that σ (h1)
A,b0 (g 1 ) and σ
In our applications σ B will be a sofic approximation, so we can take B 0 to make up the majority of B. Thus σ A,b will be defined for "most" b ∈ B. We package all these maps together as a single map
Finally, define
Note that σ is determined by the choice of E, B 0 and the two maps σ A and σ B .
Proposition 2.1. Let F ⊆ G ≀ H be finite and ε > 0. Then there are finite sets
The remainder of this section is dedicating to proving Proposition 2.1. We will see below that it is possible to compute an explicit upper bound on ε ′ . It will depend only on ε and the set F .
We remark that σ(1, 1) = Id by construction. We need to show it is (F, ε)-multiplicative and (F, ε)-free. First we explain how to define the sets E, E A and E B . Let F ⊆ G ≀ H be finite and ε > 0. Define projections π G :
As in the proof of Lemma 1.1, we have
Recall that for g = (g x ) x∈H ∈ ⊕ H G the support of g, denoted Supp(g), is the set of x ∈ H with g x = 1. We set
h Supp(g),
Then our collections of finite sets satisfy the following properties, each of which we need later on:
Since σ B is a sofic approximation, we can intuitively think of B 0 as making up most of the set B. Indeed, Lemma 2.2 below confirms this. Use the sets E ⊂ H, B 0 ⊆ B and the maps σ A , σ B to define the maps σ A , σ B , σ, as constructed at the start of this section. We claim that the map σ is an (F, ε)-sofic approximation. We first make the following preliminary observation.
Proof. Note that
We have for all h 1 , h 2 ∈ E with h 1 = h 2 :
Since d Hamm is a invariant under left multiplication, and E B ⊇ E ∪ E −1 we have that
Inserting this into the above two inequalities and using that d Hamm is invariant under right multiplication we see that:
where in the last two lines we again use that
Similarly, (E B , ε ′ )-multiplicativity of σ B gives
This proves the Lemma.
Fix κ > 0 with κ < ε 12 and choose ε ′ > 0 as in Lemma 2.2, so ε ′ < ε 48|E| 2 . To complete the proof of Proposition 2.1, we break it up into two steps: we first show that this choice of ε ′ gives us that σ is (F, ε)-multiplicative, and then show it is (F, ε)-free.
Step 1. We show that σ is (F, ε)-multiplicative.
To prove Step 1, we apply Lemma 1.1, verifying below the four necessary conditions. We first check that the restriction to
In the following, we use that the different terms in the product commute, to be precise: for
Next, using the bi-invariance of the Hamming distance, the triangle inequality, and the (E A , ε ′ )-multiplicativity of σ A to see that
Thus we get the required multiplicativity:
The fact that the restriction to H is (E 2 , ε/6)-multiplicative is more straight-forward. Indeed, for h, h ′ ∈ E 2 we have
where we note that we can use the multiplicative property of σ B since E 2 ⊆ E B .
The third condition of Lemma 1.1 is automatically satisfied by σ, by construction. We finish this step by verifying the bound on the Hamming distance between σ(1, h) σ(g, 1) and σ(α h (g), 1) σ(1, h) for h ∈ E 2 , g ∈ E 1 . Indeed, for such g, h we have
Since Supp(α h (g)) = h Supp(g), and E contains both Supp(g) and h Supp(g), it follows that for every b ∈ B 0 ∩ σ B (h) −1 (B 0 ) we have
Note that we have used that σ A (1) = Id to restrict the number of terms in the product. We use that for h ∈ E (and hence for h ∈ E 2 ) we have that σ
A,b (g). Inserting this into the above equation we see that
Returning to the above inequality, we have shown that the remaining sets involved are empty, implying that
The hypotheses of Lemma 1.1 have been checked, completing Step 1.
Step 2. We show that σ is (F, ε)-free.
We may therefore assume that h = 1. When b ∈ B 0 , the permutation σ(g, 1) will act by (a, b) → (σ A,b (g)a, b), for all a ∈ ⊕ B A. We then see that This verifies that σ is (F, ε)-free, and thus completes the proof of Proposition 2.1, and hence of Theorem 1.
