On Behrens–Fisher problem for continuous time Gaussian processes  by Ibarrola, Pilar & Vélez, Ricardo
Linear Algebra and its Applications 389 (2004) 63–76
www.elsevier.com/locate/laa
On Behrens–Fisher problem for continuous time
Gaussian processes
Pilar Ibarrola a, Ricardo Vélez b,∗
aDepartamento de Estadística e I.O., Univ. Complutense, Madrid, Spain
bDepartamento de Estadística e I.O., Facultad de Ciencias, UNED, Senda del Rey 9,
Madrid 28040, Spain
Received 19 June 2003; accepted 27 February 2004
Submitted by R.A. Brualdi
Abstract
Our setting is the sequential observation of two continuous time multidimensional Gauss-
ian processes whose mean vectors depend linearly on two multidimensional parameters and
with different conditions about their covariance structures that will always include nuisance
parameters. We analyze the Behrens–Fisher problem of comparing both parameters by means
of a confidence set for their difference, with given confidence level and diameter. The random
time needed to achieve this goal is also inspected.
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1. Introduction
The problem considered in this paper is related to the observation of two indepen-
dent Gaussian stochastic processes, {Xt = (X1t , . . . , Xpt )′} and {Ys = (Y 1s , . . . , Y qs )′},
with similar characteristics. More precisely
Eθ1[Xt ] = A1(t)θ1, Eθ1 [(Xt − A1(t)θ1)(Xt ′ − A1(t ′)θ1)′] = σ 21K1(t, t ′),
Eθ2[Ys] = A2(s)θ2, Eθ2 [(Ys − A2(s)θ2)(Ys′ − A2(s′)θ2)′] = σ 22K2(s, s′),
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where θ1, θ2 ∈ Rk and σ 21 , σ 22 are unknown parameters, while A1(t), A2(s) and
K1(t, t ′),K2(s, s′) are given matrices of appropriate dimensions. More concrete
assumptions will be specified in the next section.
We will focus on the Behrens–Fisher type problem of comparing the parameters
θ1 and θ2 and, more concretely, our aim is to design a confidence set for the difference
θ1 − θ2, based on the progressive observation of both processes Xt and Ys .
Generally the time parameters, t and s, of both processes may be considered as
different since Xt may be stopped while Ys remains running or vice versa. This
is the case, for instance, if Xt and Ys give the prices of p and q stocks in two
distant stock markets with different activity schedules and different vacation
periods.
As usual when a Behrens–Fisher problem is considered, there are less difficulties
when the covariances structures agree. The easiest case, when p = q, A1(t) = A2(t)
and K1(t, t ′) = K2(t, t ′), will be considered in Section 3; however, working with
these hypotheses, the solution requires to observe both processes simultaneously,
in order to have a single time parameter.
Section 4 will study the general situation with the assumption σ 21 = σ 22 . This last
assumption will be dropped in Section 5.
We will introduce the tools needed to analyze the problem in Section 2.
Our study is inspired in a sequence of papers by Ghosh and Mukhopadhyay [2],
Mukhopadhyay and Abid [3], Mukhopadhyay and Liberman [4], Mukhopadhyay
and Duggan [5]. These papers consider the problem in the discrete time case pro-
viding confidence regions, with given confidence level and diameter, for the differ-
ence between the means of two multidimensional normal distributions with nuisance
parameters in their covariances.
The one-dimensional case is considered in [2], which also deals with the multi-
dimensional case assuming that both covariance matrices have the same form σ 2H .
This is extended in [3] to the case of different covariances matrices, σ 21H /= σ 22H
and σ 21H1 /= σ 22H2 successively.
Ref. [4] discusses the situation of several multidimensional normal distributions
N(µi, σ
2
i Hi), looking for confidence regions for given linear combinations of the
means. Finally, [5,6] analyze the first and second order convergence of the stopping
times needed to accomplish the goals, towards the fixed times that suffice when the
covariances are known.
2. Previous results
In a previous paper [1] we have considered the confidence estimation of a k-
dimensional parameter θ , when observing a continuous time p-dimensional Gauss-
ian process Xt with covariances function B(t, t ′) = σ 2K(t, t ′) and mean function
µ(t) = A(t)θ , where K(t, t ′) and A(t) are known matrices but σ 2 and θ are un-
known parameters.
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The following assumptions about Xt were done in [1]:
(a1) A(t) and B(t, t ′) are continuous functions.
(a2) The correlation operators Btf (·) =
∫ t
0 B(·, u)f (u) du are positive operators in
L2,p[0, t] (the Hilbert space of p-dimensional functions f = (f1, . . . , fp)′ with
fi ∈ L2[0, t] for each i, with the inner product 〈f, g〉t =
∫ t
0 f (s)
′g(s) ds). That
means that 〈Btf, f 〉 never vanishes for f ≡ 0.
(a3) For each t > 0, if At is the function A restricted to [0, t], the columns of At are
linearly independent and belong to BtL2,p[0, t].
(a4) 〈Atx, B−1t Atx〉t → ∞ as t → ∞ for all x ∈ Rk , x /= 0.
In the following sections similar hypotheses are assumed to hold for Ys .
The estimation method of θ , described in [1], is based on the estimator
θt = −1t θˆt with θˆt =
∫ t
0
fˆ ′t (u)Xu du, (1)
where fˆ ′t is the k × p-matrix with columns in L2,p[0, t] satisfying the equation
A(u) =
∫ t
0
[K(u, u′)+ A(u)A′(u′)]fˆt (u′) du′ (for all u  t) (2)
and t is given by
t =
∫ t
0
fˆ ′t (u)A(u) du. (3)
As proved in [1], {θt } does not depend on σ 2 and constitutes a Gaussian process
such that
Eθ [θt ] = θ and Covθ (θt , θt ′) = σ 2σt∨t ′ (4)
with σt = −1t − I . Consequently, θt and θt ′2 − θt ′1 are independent if t ′1 < t ′2  t ,
while
Eθ [(θt ′ − θ)(θt2 − θt1)′] = σ 2(σt2 − σt1) if t ′  t1 < t2. (5)
Moreover, θt is a mean square consistent estimator of θ , since all the eigenvalues of
the covariance matrix σt converge to 0.
It is useful to recall from [1] that σt is a right continuous positive definite matrix
such that σt2 − σt1 is also a positive definite matrix when t1 < t2 and therefore x′σtx
decreases with t for any x ∈ Rk . Consequently the largest eigenvalue of σt , given by
max‖x‖=1 x′σtx, decreases with t . Hence, the smallest eigenvalue of σ−1t , denoted
by λt , increases to ∞.
When the evolution is observed until time t , the estimator θt allows to construct
the family of confidence sets for θ :
R(θt ) = {a ∈ Rk : (θt − a)′σ−1t (θt − a)  D2λt } (6)
with fixed diameter 2D. If t1 < t2 are arbitrarily chosen so that σt1 − σt2 is non-
singular, we can consider the random variable
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η = (θt2 − θt1)′(σt1 − σt2)−1(θt2 − θt1)
such that η/σ 2 has a χ2k distribution. Then we define the stopping time
τ = inf{t  t2 : λt  dαη/D}, (7)
where dα is the α-percentile of the Snedecor’s Fk,k distribution, and it can be proved
(cf. [1]) that R(θτ ) has confidence level 1 − α.
3. Confidence set for identical processes
As we have previously proposed, we will first analyze in this section the sim-
ple case where A1(t) = A2(t) and K1(t, t ′) = K2(t, t ′), so that the covariance func-
tions of both processes are known except for the values of σ 21 and σ
2
2 . A single
time parameter is considered, reflecting the fact that both processes are observed
simultaneously.
The progressive estimators θ1t and θ2t of θ1 and θ2 can be constructed according
to (1), yielding the unbiased estimator of δ = θ1 − θ2:
Tt = θ1t − θ2t , (8)
which is normally distributed, satisfies in fact E[Tt ] = δ and, since {θ1t } and {θ2t }
are independent, has covariance
Cov(Tt , Tt ′) = Cov(θ1t , θ1t ′)+ Cov(θ2t , θ2t ′) = (σ 21 + σ 22 )σt∨t ′ . (9)
Of course, for each t , Ut = (Tt − δ)′σ−1t (Tt − δ) is a one-dimensional statistic
such that Ut/(σ 21 + σ 22 ) is χ2k distributed. Let us consider the set
R(Tt ) = {a ∈ Rk : (Tt − a)′σ−1t (Tt − a)  D2λt }, (10)
which has always diameter 2D. Now, if σ 21 and σ
2
2 were known, and both processes
are observed until time
t∗ = inf{t : λt  cα(σ 21 + σ 22 )/D2}, (11)
where cα the 1 − α percentile of the χ2k distribution, then R(Tt∗) is a confidence
set for δ with confidence level 1 − α, since
P {δ ∈ R(Tt∗)} = P {Ut∗  D2λt∗}
= P {χ2k  D2λt∗/(σ 21 + σ 22 )}  P {χ2k  cα} = 1 − α.
In this case, t∗ gives the minimal fixed observation time needed to get a confidence
set, with confidence level 1 − α and diameter 2D.
As σ 21 and σ
2
2 are unknown, we can take
η = (Tt2 − Tt1)′(σt1 − σt2)−1(Tt2 − Tt1), (12)
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where t1 < t2 are chosen such that σt1 − σt2 is non-singular. According to (9), η/
(σ 21 + σ 22 ) has a χ2k distribution and is independent of Ut , therefore the distribution
of Ut/η is Fk,k .
If dα is the 1 − α percentile of the Fk,k distribution, the stopping time
τ = inf{t  t2 : λt  dαη/D2} (13)
verifies:
Theorem 1. R(Tτ ) is a confidence set for δ with confidence level 1 − α and diame-
ter 2D.
In fact, if G denotes the distribution of τ , we have
P {δ ∈ R(Tτ )} =
∫ ∞
t2
P {(Tu − δ)′σ−1u (Tu − δ)  D2λu)}G(du)

∫ ∞
t2
P {Uu  dαη}G(du) = 1 − α.
About the distribution of τ we can observe that, for t > t2
P {τ > t} = P {λt < dαη/D2} = P
{
χ2k >
λtD
2
dα(σ
2
1 + σ 22 )
}
(14)
does not depend on θ1, θ2. Furthermore, assuming that λt∗ = cα(σ 21 + σ 22 )/D2 and
t∗ > t2, we obtain
P {τ > t} = P
{
χ2k >
λtcα
λt∗dα
}
, (15)
which depends on D, σ 21 and σ
2
2 only through t
∗
. Surprisingly, the event {τ  t∗}
has positive probability, and in fact
P {τ > t∗} = P {χ2k > cα/dα} (16)
depends only on α and k. The values of P {τ > t∗} as functions of 1 − α (for k =
1, 2, 3, 4, 5, 6, 8, 15, 20) and as functions of k (for 1 − α = 0.9, 0.92, 0.94, 0.96,
0.98, 0.99) are plotted in Fig. 1 that shows that P {τ > t∗} decreases slowly with
k and grows with 1 − α.
Furthermore, the Markov inequality applied to (14) gives
P {τ > t}  k(σ
2
1 + σ 22 )dα
D2λt
and therefore
E[τ ]  t2 + k(σ
2
1 + σ 22 )dα
D2
∫ ∞
t2
dt
λt
. (17)
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Fig. 1. P {χ2
k
> cα/dα}.
4. The case of processes with different covariance structures
We now consider the general case where both processes Xt and Ys may have
different dimensions and the time parameters t and s are different. We only assume
that the unknown parameters σ 21 and σ
2
2 have the same value σ
2
.
When both processes have been observed during times t and s respectively, the
estimators θ1t and θ2s may be constructed by means of (1). In order to estimate δ,
we can consider
Tt,s = θ1t − θ2s , (18)
which has a normal distribution N(δ, σ 2(σ (1)t + σ (2)s )), where σ (1)t and σ (2)s give the
covariance functions of the processes θ1t and θ2s respectively. Thus, if t and s are such
that σ (1)t and σ
(2)
s are non-singular, the statistic
Ut,s = (Tt,s − δ)′(σ (1)t + σ (2)s )−1(Tt,s − δ) (19)
is such that Ut,s/σ 2 is χ2k distributed. In the same way, for t1 < t2 and s1 < s2, the
random variable Z = θ1t2 − θ1t1 − θ2s2 + θ2s1 is a Gaussian variable with E[Z] = 0 and
covariance matrix
Cov(Z) = σ 2(σ (1)t1 − σ (1)t2 )+ σ 2(σ (2)s1 − σ (2)s2 ). (20)
If t1, t2 and s1, s2 are chosen such that σ (1)t1 − σ (1)t2 and σ (2)s1 − σ (2)s2 are non-singular,
then
η = Z′(σ (1)t1 − σ (1)t2 + σ (2)s1 − σ (2)s2 )−1Z (21)
verifies that η/σ 2 is χ2k -distributed and independent of Ut,s when t > t2 and s > s2.
Therefore, Ut,s/η has in this case an Fk,k distribution.
If λt,s is the smallest eigenvalue of (σ (1)t + σ (2)s )−1, the sets
R(Tt,s) =
{
a ∈ Rk : (Tt,s − a)′(σ (1)t + σ (2)s )−1(Tt,s − a)  D2λt,s
}
(22)
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always have diameter 2D. In order to get λt,s  dαη/D2, let us note that
1
λt,s
 1
λ1t
+ 1
λ2s
, (23)
where λ1t and λ2s are the smallest eigenvalues of (σ
(1)
t )
−1 and (σ (2)s )−1 respectively.
Inequality (23) follows from
max
‖x‖=1
x′(σ (1)t + σ (2)s )x  max‖x‖=1 x
′σ (1)t x + max‖x‖=1 x
′σ (2)s x,
since the maxima are obtained when x is the eigenvector associated to the smallest
eigenvalue of the inverse of the corresponding matrix.
Thus, we can take
τ1 = inf{t > t2 : λ1t  2dαη/D2}, (24)
τ2 = inf{s > s2 : λ2s  2dαη/D2}, (25)
and we will have λτ1,τ2  dαη/D2. Consequently,
Theorem 2. R(Tτ1,τ2) is a confidence set for δ with confidence level 1 − α and
diameter 2D.
In fact, if G denote the bidimensional distribution of (τ1, τ2), we get
P {δ ∈ R(Tτ1,τ2)}
=
∫ ∞
t2
∫ ∞
s2
P {(Tu,v − δ)′(σ (1)u + σ (2)v )−1(Tu,v − δ)  D2λu,v} G(du, dv)

∫ ∞
t2
∫ ∞
s2
P {Uu,v  dαη} G(du, dv) = 1 − α.
The distribution of (τ1, τ2) may be expressed
P {τ1 > t, τ2 > s} = P
{
η >
D2
2dα
(λ1t ∨ λ2s )
}
= P
{
χ2k >
D2
2dασ 2
(λ1t ∨ λ2s )
}
(26)
or inversely
P {τ1  t, τ2  s} = P
{
η  D
2
2dα
(λ1t ∧ λ2s )
}
= P
{
χ2k 
D2
2dασ 2
(λ1t ∧ λ2s )
}
(27)
and is independent of (θ1, θ2). Moreover, (26) and (27) show that the distribution of
(τ1, τ2) is concentrated over the increasing curve {(t, s) : λ1t = λ2s } since, when (t, s)
belongs to this curve, it is P {τ1 > t, τ2 < s} + P {τ1 < t, τ2 > s} = 0, from which
it follows that both regions above and below the curve have probability zero.
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If σ 2 was known we can consider
t∗ = inf{t > 0 : λ1t  2cασ 2/D2} and s∗ = inf{s > 0 : λ2s  2cασ 2/D2}
and P {τ1 > t∗, τ2 > s∗} = P {χ2k > cα/dα} has a value independent of the diameter
D that can be observed in Fig. 1.
A different possibility for the definition of (τ1, τ2) is to look for a point in the
region
L = {(t, s) : t > t2, s > s2, λt,s  dαη/D2}
such that t + s is minimized. Obviously, t + s has an infimum value on L and, if this
infimum is attainable at a point (τ1, τ2), it gives the confidence set R(Tτ1,τ2) with
confidence level 1 − α and minimum total observation time τ1 + τ2.
5. The general case
Without the assumption σ 21 = σ 22 , our analysis will be more involved but it is still
based on the estimator
Tt,s = θ1t − θ2s , (28)
which has now a normal distribution N(δ, σ 21 σ
(1)
t + σ 22 σ (2)s ).
First we will need a technical lemma providing a suitable simultaneous diagonal-
ization of the matrices σ (1)t and σ
(2)
s :
Lemma 1. For each t, s, there exists a non-singular matrix Lt,s such that
L′t,sσ (2)s Lt,s = 2s and L′t,sσ (1)t Lt,s = t,s2s ,
where 2s and t,s are diagonal matrices composed respectively by the eigenvalues
of σ (2)s and the eigenvalues of σ (1)t (σ (2)s )−1, both in decreasing order.
Moreover, for each fixed s, the largest element of t,s decreases to 0 with t.
Proof. Let us write σ (2)s = T ′2s T = S′S where T is an orthogonal matrix and S =
(2s )
1/2T . Since C = S ′−1σ (1)t S−1 is a symmetric matrix, there exists an orthogonal
matrix P such that
P ′CP = P ′S ′−1σ (1)t S−1P = t,s
is a diagonal matrix. If L = S−1P(2s )1/2 we get
L′σ (1)t L = (2s )1/2P ′S
′−1σ (1)t S−1P(2s )1/2 = t,s2s ,
L′σ (2)t L = (2s )1/2P ′S
′−1σ (2)t S−1P(2s )1/2 = 2s .
The diagonal terms of t,s are the characteristic roots of C given by
|S ′−1σ (1)t S−1 − λI | = 0 or |σ (1)t (σ (2)s )−1 − λI | = 0.
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We now prove that for each fixed s, the largest term of t,s decreases to 0 with
t . In fact, as x′σ (1)t x  x′σ
(1)
t ′ x for any x ∈ Rk when t ′ > t , taking y = (σ (2)s )1/2x
we will have
y′(σ (2)s )−1/2σ
(1)
t (σ
(2)
s )
−1/2y  y′(σ (2)s )−1/2σ
(1)
t ′ (σ
2
s )
−1/2y (29)
for any y ∈ Rk , and the largest eigenvalue of (σ (2)s )−1/2σ (1)t (σ 2s )−1/2 decreases with
t and coincides with the largest eigenvalue of σ (1)t (σ
(2)
s )
−1
. Since, according to (a4),
the left-hand side of (29) decreases to 0 for all y ∈ Rk , so does the largest eigenvalue
of σ (1)t (σ
(2)
s )
−1
.
In order to construct a confidence set for δ, with confidence level 1 − α, we will
denote the elements of 2s and t,s by µis and µit,s respectively, while the largest
ones will be denoted by µs and µt,s . Now
Yt,s = L′t,s(Tt,s − δ) (30)
has a N(0, σ 21t,s
2
s + σ 222s ) distribution, so that its components Y it,s are indepen-
dent and
Ht,s =
k∑
i=1
(Y it,s)
2
(σ 21µ
i
t,s + σ 22 )µis
(31)
is a random variable with a χ2k distribution. Moreover
Y ′t,sYt,s
(σ 21µt,s + σ 22 )µs
 Ht,s . (32)
We now consider the matrix Mt,s = Lt,s(t,s2s + 2s )−1/2 which satisfies
M ′t,s (σ
(1)
t + σ (2)s )Mt,s = I so that (σ (1)t + σ (2)s )−1 = Mt,sM ′t,s .
Then
Zt,s = M ′t,s (Tt,s − δ) = (t,s2s + 2s )−1/2Yt,s (33)
verifies
Z′t,sZt,s = (Tt,s − δ)′(σ (1)t + σ (2)s )−1(Tt,s − δ) = Y ′t,s(t,s2s + 2s )−1Yt,s
and thus
Z′t,sZt,s  ρt,sY ′t,sYt,s , (34)
where ρt,s is the largest diagonal term of (t,s2s + 2s )−1. Therefore the set
R(Tt,s) = {a ∈ Rk : (Tt,s − a)′(σ (1)t + σ (2)s )−1(Tt,s − a)  d2ρt,s}, (35)
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satisfies
P {δ ∈ R(Tt,s)} = P {Z′t,sZt,s  d2ρt,s}  P {Y ′t,sYt,s  d2}
 P
{
Ht,s 
d2
(σ 21µt,s + σ 22 )µs
}
= P
{
χ2k 
d2
(σ 21µt,s + σ 22 )µs
}
.
Hence R(Tt,s) will be a confidence set for δ with confidence level 1 − α if σ 21 and
σ 22 were known and t, s are large enough to ensure that d
2  cα(σ 21µt,sµs + σ 22µs).
In order to estimate σ 21 and σ
2
2 , we can take
η1 = (θ1t2 − θ1t1)′(σ (1)t1 − σ (1)t2 )−1(θ1t2 − θ1t1), (36)
η2 = (θ2s2 − θ2s1)′(σ (2)s1 − σ (2)s2 )−1(θ2s2 − θ2s1), (37)
where t1 < t2 and s1 < s2 are such that σ (1)t1 − σ (1)t2 and σ (2)s1 − σ (2)s2 are non-singular.
In this way η1/σ 21 and η2/σ
2
2 are χ
2
k -distributed and independent of Tt,s .
Let us determine a constant h such that
E
[

(
h
σ 21 /η1 + σ 22 /η2
)]
= 1 − α, (38)
where  is the χ2k distribution function. 1 So we can define
τ2 = inf{s > s2 : µs  d2/hη2}, (39)
τ1 = inf{t > t2 : µt,τ2  η2/η1} (40)
in order to ensure that
d2
(σ 21µτ1,τ2 + σ 22 )µτ2
 h
σ 21 /η1 + σ 22 /η2
.
Thus we get
P {δ ∈ R(Tτ1,τ2)} E
[
P
{
χ2k 
d2
(σ 21µτ1,τ2 + σ 22 )µτ2
}]
 E
[

(
h
σ 21 /η1 + σ 22 /η2
)]
= 1 − α.
1 h does not depend on σ 21 nor σ
2
2 since η1/σ
2
1 and η2/σ
2
2 have fixed χ
2
k
distributions. A similar
device is used in [3] (see also [8]) and we will give in Appendix A some indications about the numerical
values of h.
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where the expectation is related to the distribution of (τ1, τ2) or equivalently to
the distribution of (η1, η2).
Once we have proved that R(Tτ1,τ2) is a confidence set for δ with confidence level
1 − α, it remains to study when its diameter can be chosen arbitrarily small. To this
end, let us note that the diameter of R(Tt,s) is
2d
ρ
1/2
t,s
λ
1/2
t,s
,
where λt,s is the smallest eigenvalue of (σ (1)t + σ (2)s )−1. Although we know that λt,s
grows to infinity, the same is true for ρt,s and thus we need the assumption:
(H1): the ratio ρt,s
λt,s
remains bounded by a constant K (for t > t2 and s > s2)
in order to get a diameter lower than 2D by choosing d = D/K1/2.
A more detailed analysis takes account that
ρ−1t,s = minimum element of (t,s + I )2s = (1 + µkt,s)µks , (41)
where µkt,s and µks are the minimum eigenvalues of σ
(1)
t (σ
(2)
s )
−1 and σ (2)s respec-
tively. But (cf. [7, p. 68])
µkt,s 
νkt
µs
(42)
with νkt is the minimum eigenvalue of σ
(1)
t and 1/µs the minimum eigenvalue of
(σ
(2)
s )
−1
. Thus
ρ−1t,s 
(
1 + ν
k
t
µs
)
µks (43)
and, if νt is the maximum eigenvalue of σ (1)t , using (23) we get
ρt,s
λt,s
 νt + µs
νkt + µs
µs
µks
 νt + µs
νkt + µks
µs
µks

(
νt
νkt
+ µs
µks
)
µs
µks
. (44)
Therefore the previous hypothesis (H1) follows when the ratio between the maxi-
mum and the minimum eigenvalues remains bounded for σ (1)t and σ
(2)
s .
This last condition can be ensured by the following reinforcement of (a4):
(A4): For some r > 0 and some positive definite matrix V it is
t−r 〈Atx, B−1t Atx〉t −→ x′V x for all x ∈ Rk as t → ∞. (45)
In fact, as shown in [1], we have 〈Atx, B−1t Atx〉t = x′(σ (1)t )−1x. Hence, if ν and
νk are the maximum and minimum eigenvalues of V −1 respectively, t rνt → ν and
t rνkt −→ νk , so that the ratio νt/νkt remains bounded.
74 P. Ibarrola, R. Ve´lez / Linear Algebra and its Applications 389 (2004) 63–76
In summary:
Theorem 3. Under assumption (A4), ifK is a bound for ρt,s/λt,s and d = D/K1/2,
then R(Tτ1,τ2) is a confidence set for δ with confidence level 1 − α and diameter
lower than 2D.
About the distribution of (τ1, τ2) it is obvious that, for s > s2,
P {τ2 > s} = P
{
µs >
d2
hη2
}
= P
{
χ2k >
d2
hµsσ
2
2
}
(46)
and, if t > t2,
P {τ1 > t | τ2 = s} = P {µt,s > η2/η1} = P
{
Fk,k >
σ 22
µt,sσ
2
1
}
. (47)
From here, bounds similar to (17) for E[τ2] and E[τ1 | τ2 = s] can be determined.
6. An example
In a previous paper [9] we obtained the estimator θt defined by (1) in the case of
a Wiener process with mean A(t)θ and covariance function K(t, t ′) = K · (t ∧ t ′).
We will now use these results to illustrate the conclusions of the last section in the
case of two Wiener process, Xt and Ys with similar properties:
E[Xt ] = A1taθ1, Cov(Xt ,Xt ′) = σ 21K1(t ∧ t ′),
E[Ys] = A2sbθ2, Cov(Ys ,Ys′) = σ 22K2(s ∧ s′).
According to [9]:
θ1t =
(∫ t
0
A˙1(u)
′K−11 A˙1(u) du
)−1 ∫ t
0
A˙1(u)
′K−11 dXu
= 2a − 1
at2a−1
(A′1K1A1)−1A1K
−1
1
∫ t
0
ua−1 dXu, (48)
while
(σ
(1)
t )
−1 =
∫ t
0
A˙1(u)
′K−11 A˙1(u) du =
a2t2a−1
2a − 1 A
′
1K
−1
1 A1. (49)
Similar results hold for θ2s and σ
(2)
s . Therefore, the values of Tt,s = θ1t − θ2s and
(σ
(1)
t + σ (2)s )−1 can be easily obtained in order to construct the confidence setR(Tt,s)
given by (35).
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Let be Mi and mi the maximum and minimum eigenvalues of (A′iKiAi)−1, while
M1,2 and m1,2 represent the maximum and minimum eigenvalues of the matrix
(A′1K
−1
1 A1)
−1A′2K
−1
2 A2. Then
µs = 2b − 1
b2s2b−1
M2 and µt,s = 2a − 1
a2t2a−1
b2s2b−1
2b − 1 M1,2 (50)
and, according to (41),
ρ−1t,s =
(
2b − 1
b2s2b−1
+ 2a − 1
a2t2a−1
m1,2
)
m2. (51)
Moreover, (44) gives
ρt,s
λt,s

(
M1
m1
+ M2
m2
)
M2
m2
= K, (52)
so that, taking d = D/K1/2, we get thatR(Tτ1,τ2) is a confidence set for δ with diam-
eter lower than 2D and confidence level 1 − α, obtained after random observation
times
τ2 = s2 ∨
(
2b − 1
b2d2
M2hη2
)1/2b−1
,
τ1 = t2 ∨
(
2a − 1
a2
b2
2b − 1τ
2b−1
2 M1,2
η1
η2
)1/2a−1
respectively.
Appendix A
The following table contains for some values of k and h the confidence level
1 − α defined by (38). More precisely, these values have been underestimated by a
simulation procedure (in order to be sure that the left-hand side of (38) is greater
than 1 − α).
k = 1 k = 2 k = 3 k = 4 k = 5
h 1 − α h 1 − α h 1 − α h 1 − α h 1 − α
100 0.870 20 0.890 10 0.876 8 0.891 6 0.870
200 0.905 30 0.927 12 0.906 9 0.913 7 0.904
300 0.920 40 0.944 14 0.921 10 0.927 8 0.928
400 0.934 50 0.955 16 0.937 11 0.939 9 0.941
800 0.954 60 0.961 18 0.947 12 0.947 10 0.956
2000 0.969 80 0.971 20 0.952 13 0.956 11 0.964
3000 0.974 120 0.981 25 0.967 14 0.963 12 0.970
6000 0.981 150 0.985 30 0.976 17 0.974 14 0.978
12,000 0.988 200 0.988 50 0.989 20 0.981 16 0.985
25,000 0.990 250 0.991 75 0.993 30 0.991 20 0.991
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k = 6 k = 8 k = 10 k = 15 k = 20
h 1 − α h 1 − α h 1 − α h 1 − α h 1 − α
5 0.855 4.5 0.868 4 0.864 3.6 0.882 3.4 0.895
6 0.901 5 0.900 4.5 0.900 3.8 0.904 3.6 0.919
6.5 0.917 5.5 0.923 4.75 0.918 4 0.923 3.8 0.939
7 0.932 6 0.941 5 0.932 4.2 0.938 4 0.952
8 0.949 6.5 0.953 5.5 0.950 4.4 0.948 4.2 0.965
9 0.964 7 0.964 6 0.965 4.6 0.958 4.4 0.974
10 0.971 8 0.978 6.5 0.974 4.8 0.966 4.6 0.979
11 0.979 9 0.985 7 0.979 5 0.972 4.8 0.984
12 0.984 10 0.989 8 0.988 6 0.988 5 0.988
15 0.991 12 0.995 9 0.994 7 0.995 6 0.997
According to (39), τ2 increases with h. The table above shows that a greater con-
fidence level compels to a longer observation time; on the contrary, an increasing
number of parameters reduces the observation time.
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