A novel system is described for precision indoor location and tracking of personnel inside a building using RF signals exchanged with reference units deployed outside the building without benefit of infrastructure or site survey. Localization in high multipath without multilateration by fusion of unidirectional signals using singular array reconciliation tomography is reviewed. The bidirectional signal fusion approach is introduced with transactional array reconciliation tomography. Underlying theory is developed, and performance evaluated with simulated and experimental data.
I. INTRODUCTION
This paper reports on a novel system for precision location and tracking of personnel (or other appropriately equipped mobile entities) inside a building using RF signals exchanged with reference units deployed outside that building without the benefit of pre-existing infrastructure or site surveys. Specifically, this work supports an ongoing precision personnel location (PPL) project at our institution to develop such a system meeting the operation requirements for locating and tracking emergency responders in indoor environments.
The theory and implementation described here addresses introduction of improvements in the accuracy and robustness of an existing prototype system by incorporation of additional propagation and timing information, obtained by means of two-way signal exchanges between mobile devices worn by the first responders and the reference units, by extension of a signal fusion based location algorithm, which ameliorates the effects of the high multipath conditions experienced in these environments. The accuracy requirements of a first responder location system are driven by the need to reduce location ambiguity to approximately an arm's length. This requirement arises from the effective blindness of emergency responders during search and rescue operations in smoke-filled buildings, where visibility drops to a few centimeters. The desired level of accuracy is thus that the system's position estimates are within 1 m of the true position. This requirement and other desirable operational features of an earlier prototype of the PPL system, such as environmental and physiological monitoring, have been previously described in [1] .
There are many avenues of research that may lead to a solution to the indoor location problem. Several approaches depend upon the phenomenon of radio propagation delay and exploit either relative time delays between receipt of signals or absolute time delays in two-way transactions. Examples include GPS [2, 3] , impulse ultrawideband (UWB) [4, 5, 6] , and network location systems [7, 8] , which may differ by wavelength choice, one-way versus two-way propagation paths, the distribution of nodes, and time variation of connectivity. Other existing radio-based methods that do not exploit propagation delay include radio signal strength (RSS) methods [9] [10] [11] and near-field electromagnetic ranging systems [12, 13] . Still other methods not involving radio propagation include those based on inertial navigation with commercial tier sensors. This paper shall be concerned with a radio propagation delay-based localization technique particularly suited for indoor settings where rapid deployment of reference nodes requires external placement of these radio nodes. Thus, the intent is to develop means that are well suited, when, for example, the existing global positioning system (GPS) suffers from poor accuracy [14] due to multipath effects and when fixed infrastructure network location systems, such as those based on Wi-Fi [15] , require prior site surveys and thus fail to provide a universally available deployable solution as do infrastructure-free approaches.
The premise for the RF propagation delay for the measuring position is that if the range from the transmit antenna to several receive antennas outside the building can be measured, then the position of the transmitter may be determined geometrically. This assumes that the locations of the outdoor reference antennas are known. Thus, the locations of the receive antennas should be measured automatically by the system using a radio range estimation approach similar to how the personnel-attached transmitter is located, which is known as geometric autoconfiguration (GAC), and has been an active research area for the PPL team [16, 17] . In the firefighter application, the receive antennas would most likely be affixed to fire trucks extended upon ladders outside the building.
Our research has focused on deployable RF position estimation either as a sole means or as an integral part of an indoor positioning system. The greatest challenge with performing indoor location with RF is the complexity of the radio propagation environments involved. Radio waves are reflected by metal objects, which result in the signals received being a combination of the so-called direct path signal and reflected signals, called multipath. This behavior is illustrated in Fig. 1 . The direct path is always the shortest path, because it travels directly from the transmit antenna to the receive antenna. However, before one could hope to make such a distinction, the direct path signal and multipath signals must be disentangled somehow. This problem contributes strongly to why current GPS systems do not function accurately indoors. A successful RF indoor location system development must find a way to take the multipath problem into account and mitigate its effects.
There are various RF signal structures that may be used to solve the indoor location problem. One notable approach is known as UWB that uses a series of pulses that are very narrow in time and thus very broad in frequency. The UWB approach generally uses only propagation delay measurements to estimate the range between a transmit antenna and each receive antenna although some variations introduce directive antennas or phased arrays to derive additional direction of arrival estimates. From the estimated ranges, a position estimate is deduced. Multipath effects are mitigated directly by the separation of scattered signals from the direct path signal by exploiting the delay differences directly by virtue of the narrowness of the transmitted pulse. The broad bandwidth of the signal may result in overlap with bands used by other services, so such sources are regulated to use low power levels to not interfere with other services. The low power levels, however, can make it difficult to perform location deeply within a structure through multiple layers of building materials [18] .
For system architectures in which two-way signaling is not desirable or avoided because of cost and complexity issues, such as with GPS, it is generally not possible to determine the absolute distance from a transmitter to a receiver. Instead the relative differences of the ranges is determined, adding an extra degree of freedom that is resolvable with an additional receive antenna position. This is known as the time difference of arrival (TDOA) approach, as opposed to absolute time of arrival (TOA). From these range estimates (or relative range estimates), the position can be deduced using a solution method called multilateration.
Because of the issues inherent with the UWB approach, the early efforts in the Worcester Polytechnic Institute (WPI) PPL project considered alternative location estimation means and associated ranging signals. The following section will introduce the current prototype PPL system, which uses a so-called multicarrier signal and a novel TDOA-like algorithm called singular value array reconciliation tomography (σ ART). The WPI PPL project group first introduced the use of multicarrier signaling in 2003 in conjunction with a super-resolution method of range estimation [19] for the advantages that have subsequently become well established and documented in the literature [20, 21] . However, seeking greater multipath rejection than afforded by range estimators, we have since been investigating methods such as σ ART, and transactional array reconciliation tomography (TART) introduced here, as alternatives. The σ ART algorithm estimates the position of a mobile transmitter based upon received multicarrier signals, but unlike existing RF location systems that estimate ranges followed by multilateration, σ ART performs a multisignal fusion operation to solve for a position estimate directly [22] from all contributors at once. Furthermore, the array reconciliation tomography approach, unlike phased array approaches, is insensitive to any common phase and amplitude responses of the transmitter, antenna, channel, receiver chain as well as to independent but constant phase offsets on each received signal. This provides great freedom in the design of the signal processing chain and antennas, as well as addressing some of the effects related to propagation through unknown structural materials. This paper first reviews the theory underlying multicarrier location estimation with the σ ART algorithm and then introduces the modifications needed to obtain benefits from TOA information. As discussed above, TOA information is generally unattainable with a unidirectional signal from a transmitter to a receiver. With transactions of bidirectional signals between transceivers however, it is possible to attain this TOA information. In contrast with existing location systems that use bidirectional signals to obtain TOA information for one-dimensional ranging and multilateration [23, 24] , the novel system described herein, TART, extends the multisignal fusion approach of σ ART. Subsequent sections will explore the performance differences between σ ART and TART using simulation data chosen to highlight certain features, describe implementation techniques, and finally provide experimental results comparing outcomes for the two approaches in the context of an actual indoor location environment.
II. THEORY OF σ ART AND TART MULTICARRIER LOCATION ESTIMATION
Fig . 2 illustrates the system architecture of the σ ART based prototype system, the enhancement of which is described in this paper. The mobile transmitter broadcasts the multicarrier ranging signal, which is received and digitized by multiple reference stations outside the building. This data is sent over a wireless data link to the base reference station, which analyzes digitized received signals to estimate the location of the mobile transmitter. The following subsections will describe the signal structure used in this system and then describe the operation of the σ ART and TART algorithms.
A. Multicarrier Signal
The WPI PPL system uses a signal structure [19] that is quite different from GPS and UWB. The multicarrier signal consists of several unmodulated sinusoids uniformly spaced in frequency,
where we have M sinusoids spaced ω apart in frequency with the lowest-frequency sinusoid having a frequency ω 0 . The initial phase angles θ m are chosen in practice to minimize the crest factor of the signal [25] . The Fourier transform of x(t) is
which is a series of impulses in the frequency domain.
The transmitted signal x(t) propagates through the indoor environment, which we model as a discrete multipath channel,
and equivalently in the frequency domain, we have
where we have N signal paths with respective time delays t n and attenuations γ n . This channel model is a linear system; therefore, its input-output relationship can be expressed
where the operator * represents the convolution integral and r(t), R(ω) represent the output, or received signal. With the models above, in the frequency domain the received signal is essentially a sampled representation of the channel response. This reduces our carrier representation effectively to an ordered list. Our analog received signal representation can thus be discretized and can be written as the entry-wise product (defined as
where r, x, and h are defined as
We define ω as the vector set of our carrier angular frequencies,
Received signals will be subsequently analyzed in this vector form. The hardware implementation of the PPL system uses a software radio approach to allow us to flexibly change the parameters of our multicarrier signal. In the current version of the prototype system, the transmitted multicarrier signal consists of about 100 carriers spread over 550-700 MHz. Fig. 3 provides a simplified model for the end-to-end system, including the propagation channel. The waveform is first generated as a baseband signal by a digital-to-analog converter (DAC) driven by a periodic signal, one period of which is stored as samples in a read-only memory, and upconverted to the transmission band by a mixer. The process is reversed on the receiver side.
Unfortunately, in a real-world implementation, the sample clock and mixer frequencies in the transmitter do not perfectly match the respective frequencies in the receiver because the transmitter must be a wireless unit driven by its own oscillator, which itself cannot be overly expensive. Thus, there is generally a mismatch and significant frequency drift between the mixer frequencies as well as sample clock frequencies. This lack of synchronization results in the received signal differing from ideal, taking the form [26] 
Thus, we observe two nonideal synchronization effects on our received signals, a random time-offsetτ , and a random frequency-independent phase offsetθ . Amelioration of these effects will be discussed subsequently.
B. σ ART
The σ ART algorithm obtains a position estimate directly with received data from all of the receive antennas, rather than determining the ranges from the transmitter to each receive antenna independently followed by a multilateration solution of the indicated source position. This signal fusion approach introduces a performance advantage for reasons similar to that arising from coherent versus incoherent receivers.
σ ART is an exhaustive algorithm. The entire space that the transmitter may reside in is discretized as a grid with some spatial resolution. This grid is scanned, and a metric is evaluated at each scan location in the grid. The metric is chosen such that in a zero noise and zero multipath scenario, it is maximized at the transmitter location, while also featuring the invariance under certain phase and amplitude distortions indicated earlier.
To describe this process, consider the frequency domain received signal sample vectors, r p , indexed over P receiver antennas. These vectors can be used to form the columns of a raw data matrix R, with one column for each receive antenna.
The left hand side of Fig. 4 depicts the direct propagation path and associated delays for the transmitted signal. In the direct path case, the signal delay, t 0,1 , t 0,2 , . . . t 0,P is determined by the range from the transmitter to each receiver as determined by the speed of light. The right-hand side of Fig. 4 introduces a grid whose intersections indicate the trial solution locations, which will be visited during the scan process. At each scan location, the ranges from that location to the receive antennas is computed, and the corresponding values t 0,1 , t 0,2 , . . . t 0,P are the hypothetical time delays of the direct path given by
where u is the mobile unit's assumed position, v p is the pth reference antenna location, and · represents the Euclidean norm. For each hypothetical position scanned, an operation is applied to the received data matrix R, which effectively removes the effects of the hypothetical delays. This is accomplished by multiplying the frequency domain data in R by a complex exponential term. This is an entry-wise multiplication, as described in Section II-A. In effect, this operation "rephases" R to obtain R , where
For each hypothetical location, a metric function is computed for the associated R to obtain a value indicating the consistency of the rephased data with the ideal signal structure for that location, which would result were the hypothetical position the correct position. The following development will expose certain properties of this data representation and introduce the first singular value of R as a natural metric for our purposes.
Let us assume initially that our system has ideal synchronization,θ =τ = 0. Thus, the received signal for antenna p is simply the channel response vector h p , which consists solely of terms derived from the multipath model.
Above, the multipath model is expressed to emphasize the direct path term and the terms due to reflections. For the above case (channel response only and ideal synchronization), each column r p of the rephased matrix R ideal has the form
We see that each column is a sum of complex sinusoids. Generally, the periodicities of these sinusoids are unrelated. The time delays associated with the multipath signals, as well as the time shift t 0,p at an arbitrary location are not related to one another. Thus, the columns of R ideal generally have low correlation. At the correct test location, however, we have the special case that t 0,p = t 0,p for all antennas. Thus, the direct path term in each column is multiplied by e jω( t 0,p −t 0,p ) = e jω0 = 1 M×1 . This simplifies to
We observe that each column contains the term γ 0,p that is constant across frequency. We shall refer to this construct here and later as a column constant (CC) component. When the direct path component dominates, it is clear that the first singular value of the matrix will be large, as, informally, it is a measure of the linear dependence of the matrix columns [27] , which, in this case, is nearly ideal. Also, by way of analogy with signal analysis, if one considers the square of the Frobenius norm of a matrix as the energy of the matrix, then each singular value expresses the energy of a particular component of a particular orthonormal decomposition of the analogous signal. Considering the reflection-free case, we see that each column is simply γ 0,p 1 M×1 , which clearly results in a rank 1 matrix, and all of the energy becomes concentrated in the first singular value. The presence of reflected signals yields unrelated periodicities in the rephased matrix, which introduces other nonzero singular values. However, with respect to the rephasing operation, which is a Frobenius norm (hence matrix energy) preserving operation, the first singular value will diminish only by a related amount. Thus, whenever the direct path dominates, the first singular value provides a means to determine which rephased matrix is most consistent with the ideal case. It is in this fashion that the σ ART process provides a robust means of determining a location estimate in the presence of reflected signals.
Next, we will remove the simplifying assumption that we have perfect synchronization. Reintroducing the nonideal synchronization factor from (10), the received signal at each antenna becomes
The random time-offsetτ introduces a phase factor to the received signal, which is a linear function of frequency that is identical for each receive antenna, so it can be expressed as a matrix operation in the form of a premultiplication by a diagonal matrix operating on the received signal data. Similarly, the random frequencyindependent phase offsetθ p is constant across frequency but differs for each receive antenna, so it can be represented as a postmultiplication matrix factor. Thus, the signal matrix, which incorporates the effects of synchronization, can be written in terms of the channel response matrix H, where the pth column is the channel response model for the pth antenna's propagation path, h p .
The reasonθ p differs for each receive antenna site is because in our system each receive antenna has its own mixer oscillator, each drifting relative to the transmitter oscillator. While in the above, a single time offset parameter, τ , represents the lack of synchronization between the mobile unit and the receivers, in a more general case, there may also be differing random time-offsetsτ p associated with different receiver sites; however, operation of the σ ART algorithm is based on the presumption that this is not the case. Received data with time-offsets differing between receive antennas would need to be rectified (that is, these differences would have to be removed) before it could be processed with σ ART. Means for providing the necessary receiver synchronization and/or rectifying the data has been a significant research topic over the past several years for the authors and is detailed in a recent master's thesis [28] and conference presentation [29] .
Similar to (18), we can also express the nonideal rephased matrix R in terms of ideal R ideal .
It can be shown that both of these diagonal matrices are unitary. Unitary matrices have the property that multiplication of a matrix by a unitary matrix retains the singular values of the original matrix [30] . Thus, the singular values of R must be the same as R ideal . This means that σ ART is unaffected by these two synchronization effects, which is one of the reasons why the first singular value was chosen as the search metric.
Because of this property, σ ART ignores any constant time-offset on all receive antennas' data. This is a beneficial property in that we ignore the effects of sample clock drift. This also implies, however, that any absolute distance information from a particular receive antenna is ignored, and thus σ ART bases its position estimates on relative distance information from the different receive antennas. In this way, σ ART is fundamentally a TDOA approach. Fig. 5 displays the outcome of the σ ART algorithm using ideal simulated data. The spatial scan for this two-dimensional simulation consisted of a horizontal plane at the height of the mobile unit and the receiver antenna. The circular markers near the four sides of the figure represent 16 receive antenna locations. An "X" marker represents the location of the σ ART solution at the transmitter location. The contours indicate the values of the σ ART metric when each position is used as the hypothetical position, while a square marker in the figure represents the transmitter's true location. The square marker is not readily apparent in this diagram, as the X is centered on it and a concentrated area of contour lines surrounds it; however, it is introduced here as these graphical conventions will be used consistently with subsequent plots. We observe that the σ ART metric, in this case, indeed has a peak at the transmitter location.
A complete deployable real-time indoor system based on σ ART has been the subjected to testing in a variety of indoor settings and has demonstrated performance near the required levels of 1-m error in common residential structures [31, 32] . However, as could be expected, performance degrades within structures with increasingly challenging RF propagation environments such as introduced by thick masonry walls, large metallic infrastructure components (corrugated steel floor panels, industrial air ducting), etc.
C. TART
In pursuit of avenues to improve the σ ART-based PPL system, the operational assumptions on which it was based were reviewed to seek fundamental changes that might yield performance improvements in challenging RF environments. Such was the origin of the algorithm and hardware implementation described herein, TART.
The assumption challenged was that our received signals must be subject to a random time-offsetτ due to receiver-transmitter asynchrony. If there were no random time offset on received data, then withτ = 0 the received signals would have TOA-like synchronization. Thus, the rephased received signal matrix now becomes
In (16), we observed that a constant term appeared in each column when the received data matrix was rephased at the correct location in the case of ideal signal data. Each column of R , therefore, has the form
from which we can, therefore, evaluate a metric more directly than by using the first singular value, that is, by computing the CC component of each column.
If we collapse each column by summing the column's entries in our rephased matrix, the CC terms will add constructively (in phase), whereas the other sinusoids that would be introduced by multipath terms would tend to average out to zero assuming a large signal bandwidth. The result is a row matrix given by
where M is a constant scale factor, which is independent of the hypothetical location. We can then take the absolute value of each element (defined here as the "elm" operation) to obtain the magnitude of the CC term, stripping each row entry of its phase factor:
We may now sum these row entries to obtain a measure of the CC component present across all columns of the original matrix. This is the metric for TART.
The allowed random phase offset on different antennas accommodates data, which is not coherent, a freedom inherited from the similar operational basis of σ ART and not obtained from traditional phased array techniques [33] . Computationally, however, TART is significantly less complex to compute than σ ART because of the elimination of computing singular values. The execution time for both algorithms is dominated by the time to compute the metric at a potential solution because it must be repeated for every point in the scan grid. The time to compute a σ ART metric is determined by the computational complexity of the singular value computation. For an M carrier signal and with P receiving antennas, the singular value decomposition (SVD) computation requires O(MP 2 ) complex multiplies. For the TART metric (24) , the metric computation requires O(MP) complex multiplies.
Section III demonstrates the performance benefits to be obtained by implementation of a TART capable system,
III. COMPARISON OF σ ART AND TART WITH SIMULATED DATA
An alternative approach to σ ART has been proposed: TART, which assumesτ = 0 and uses an alternative metric computation. This section will illustrate advantageous properties that TART has compared with σ ART, using well-chosen test geometries and simulated signal data to reveal specific differences between σ ART and TART.
First, we will re-examine the case depicted in Fig. 5 , in which ideal data with no reflections was received by 16 receive antennas surrounding a test area. The effects of distance-based amplitude decay is ignored, that is, γ 0,p = 1. Fig. 5 shows this case for both σ ART and TART. We see that both metrics have a peak at the correct location, with no error in this ideal case. The images of the metrics are slightly different, but there is no clear indication of which approach is preferable.
A. Reflectors
Next, we will consider the effects of introducing an ideal omnidirectional reflector. In this case, the received signal at each receiver will consist of the sum of two paths with different delays. First, the direct path t 0, p and then the reflected path t 1,p = 1 + 2,p (the delay undergone from the transmitter to the reflector 1 , in addition to the delay undergone from the reflector to each receiver 2, p )
As discussed previously, it is expected that both σ ART and TART will yield a metric maximum at the location of the mobile unit even in the presence of multipath. Let us consider for this case what happens when the hypothetical location is the location of the reflector, t 0,p = 2,p , and not that of the mobile unit:
We observe that the reflected signal component produces column entries that comprise samples of a sinusoid with a periodicity that is the same in all columns. This causes the first singular value to be large and yields a maximum in the σ ART metric. However, because the reflected signal component is not just CC, TART will not produce a large value at the reflector location, if the bandwidth of the signal is sufficient, because the metric now becomes the average value of the periodic samples of the sinusoid in the columns that will now sum to a nearly zero value. This behavior is illustrated in Fig. 6 , which shows a simulation result with the mobile unit located at coordinates (8, 14, 0) and an omnidirectional reflector at (13 7 0), with the reflector location (lower right side) marked with a triangle. The σ ART scan reveals peaks at (13 6.9 0) and (8, 14 .05,0), near the true mobile unit and reflector, whereas TART does not identify the reflector location as a local maximum. Indeed, the maximal peak found by σ ART, in this case, is also not associated with the target mobile unit but rather the reflector, yielding an 8.68-m location error. In the same situation, the TART result suffers an error of just 0.10 m. Note that the presence of multipath does have a degradative effect on the accuracy of TART; however, the performance in this case is clearly preferable to that with σ ART. Fig. 7 shows a more extreme example with six reflectors randomly distributed throughout the test region. We see again that σ ART fails to identify the correct solution and has a location error of 10.77 m. TART avoids identifying reflectors as maxima and yields a much smaller 0.40-m error.
In this simulation and the following simulations, a path loss model was not included. The only substantial effect of path loss in simulations was found to be a reduction of the severity, hence, visibility of the multipath effects on the computed metrics and would serve only to reduce the illustrative value of the outcomes. Similarly, all reflectors were modeled as omnidirectional re-emitters of a signal with the power level identical to the original emitter, a gross exaggeration of the re-emission levels of a true reflector. This was, again, implemented to dramatically increase the size of the multipath effect for tutorial purposes.
B. Limited Geometry
Next, we will consider the effect of geometric dilution of precision (GDOP). TART, although it does not employ multilateration from ranges, is subject to the same constraints and limitations as TOA multilateration methods. Thus, a minimum of three reference nodes is necessary to theoretically define a single solution in nondegenerate cases. Additionally, solutions suffer from GDOP effects when the reference antennas do not provide the diversity of information necessary to define the sharp peak in the three-dimensional (3D) metric function needed to reduce the effects of noise on the solution. In part D of this section, we discuss noise performance and GDOP in a general setting. Here, we will use simplified simulations to provide an intuitive background for understanding the effects of limited reference antenna geometries.
In a system that will be deployed by first responders, it is unlikely that receive antennas will be deployed to fully surround a building. The simulation in Fig. 8 shows the performance of σ ART and TART with receive antennas on only two sides of the scan region with no reflectors added. We observe that the contour lines σ ART metric near the peak have a high degree of spread in one direction, while the TART metric image presents a peak region, which is more localized. Although in this idealized simulation, both methods present no solution error, a perturbation analysis, not presented here, shows that in the presence of noise and multipath, the spread of the metric peak region essentially coincides with the distribution of location solutions. This suggests that with a noisy signal TART will perform better in a limited geometry situation than σ ART.
A similar case is shown in Fig. 9 in which only two receive antennas are used. This example clearly illustrates the fundamental difference between σ ART and TART. The spread of the peak region for σ ART is like a TDOA system, depending on only relative range information and is underdetermined in this case. The maximum itself is a ridge as the transmitter could be at any location along a hyperbola that is the locus of identical time delay differences between the received signals. Like a classic TOA triangulation system, one observes that the TART metric image consists of intersecting circles with a true peak at the correct solution.
C. 3D Scanning
Although much can be learned from two-dimensional σ ART/TART scans as presented previously, our requirement is to estimate position in three dimensions. We will now observe the behavior of a full 3D scan in the ideal case previously shown in Fig. 5 . A 3D scan results in metric values with support over a volume as opposed to over a plane that can be readily visualized as an image. We can, however, depict highlights of the metric values by using slices through the volume, as shown in Fig. 10 , which was derived from the same received data as used to form Fig. 5 . The vertical and horizontal slices pass through the peak metric value so that the shape at the immediate peak can easily be visualized. In this figure, we observe that the horizontal slice through our metric volume matches the metric images in Fig. 5 , as would be expected. The vertical slice for TART exposes the behavior of the metric in the presence of the intersecting spheres that describe signal dependence, causing constructive summation that results in a maximum at the true location. We also see that the TART metric forms a tighter peak in the horizontal plane than it does in the vertical plane. This is an effect of the geometry in use, which has the mobile unit and reference antennas in one plane; thus, the intersecting spheres are nearly parallel to each other at the transmitter location, increasing the spread of peak contours in the vertical direction. This kind of plot provides a visualization of the underlying metric behavior that gives rise to differing levels of dilution of the precision (DOP) along various observation axes and why estimation errors for some location techniques, such as TART, exhibit nonellipsoidal distributions. To maximize the value of these plots for visualizing the 3D DOP 24 IEEE TRANSACTIONS ON AEROSPACE AND ELECTRONIC SYSTEMS VOL. 50, NO. 1 JANUARY 2014 Fig. 11 . σ ART vs. TART: vertical and horizontal slices of 3D metric function for raised transmitter.
associated with the spread of the metric peak, the following results are obtained with no signal degradations, such as multipath and noise; hence, each recovers a solution with zero error as would be expected. The vertical slice for σ ART reveals far more spread of the peak region in the vertical dimension than TART. The relative distance information used by σ ART results in large vertical ambiguity when the receive antennas are coplanar, or even close to coplanar. Results with real data over the past several years using σ ART in our system have shown that this ambiguity of the peak region indeed directly results in large vertical position errors as would also be inferred from the perturbation analysis mentioned previously.
The next simulation, shown in Fig. 11 , is identical to the previous one but with the location of the transmit antenna being raised out of the plane of the receive antennas. We again observe similar spreading of σ ART metric peak region in the vertical dimension, while the TART metric peak is now more symmetrical, as the intersecting spheres are no longer all parallel.
Finally, we will show an example that reflects a more general situation likely to be found in practice. This example again simulates the case of eight reference antennas on only two sides of the scan region. In this example, however, height diversity has been added to the reference antennas so that they are not all coplanar. Alternating antennas have been raised to a height of 2 m above the others. The mobile antenna has been elevated to a height of 3 m, so it is above the region encompassed by the reference antennas. Although the reference antennas are no longer coplanar, they still have little spatial diversity in the horizontal dimensions, which results in σ ART still having significant peak region spread in the vertical dimension as shown in Fig. 12 . TART, however, has a significantly more localized metric peak region both vertically and horizontally, although it is not symmetrical, being elongated in the vertical dimension owing to the relatively small amount of diversity in that dimension.
Well-developed treatments can be found in the literature of the effects of reference node geometry, GDOP on TDOA and TOA location systems, and the associated hyperbolic and circular multilateration solutions [34] . The geometric dilution factors associated with TART have been derived in the context of a geometry specific solution distribution for signals in noise. Equation 28 , below, describes the dilution effect.
D. Performance in Thermal Noise
Also relevant is the behavior of TART when received signals are corrupted by thermal noise. An analytic approximation for the performance of TART as a function of signal-to-noise ratio (SNR) has been derived, which is intended to provide intuition as to how TART position error is affected in different system geometries. The derivation for this expression makes simplifying assumptions to obtain a tractable analytic approximation, considering only the multipath-free case and the high SNR regime. Ideal frequency response calibration and ideal transactional synchronization are also assumed.
Suppose we construct a matrix V, where each column is the unit vector in the direction from a reference antenna location v p to the mobile antenna location u,
The distribution of position estimate errors can be shown to be [26] approximately,
where v l represents an estimate of the mobile antenna location, σ 2 is the noise power of the received signal in a single carrier channel, and ω c is the set of "centered" carrier frequencies
Numerical simulations were performed to validate our TART error approximation as well as compare the performance of σ ART and TART in the presence of thermal noise. A 3D system geometry was simulated, identical to that depicted in Fig. 12 , with eight reference antennas on two sides of the scan region having staggered heights and the mobile unit positioned at u = (8, 14, 3) . The scan limits in the vertical dimension were from 0 to 6 m.
The results for this case are shown in Fig. 13 . The simulated results for this case were the result of 10000 repeated trials. We see that TART outperforms σ ART significantly (by a factor of approximately two), and our approximation for TART error closely matches the simulated results for high SNR. We observe that σ ART breaks down at an SNR approximately 6 dB higher than TART in this case. We also see that for both σ ART and TART the vertical error is significantly larger (by a factor of approximately six) than the horizontal error. This corresponds to the shape of the metric peaks observed in Fig. 12 and is expected because the reference antennas have much more diversity in the horizontal dimensions and hence a small GDOP in that plane.
Although the effects of thermal noise on the performance of our algorithms is important to understand, we have found that in practice the SNR in our system is sufficiently high such that the position estimate errors are dominated by multipath, not thermal noise.
IV. TRANSACTIONAL SYNCHRONIZATION
To obtain the benefits of TART processing indicated by Section III, the random time-offsetτ , introduced by the loose coupling between the mobile unit and the receivers must be eliminated. Although there are well-known means (for example, that used by GPS) for one-way transmission systems, they are applicable only to well-behaved propagation channels having low multipath and slowly varying channel response. The challenge of implementing a TART-based system for indoor location is to achieve continuous operation in the face of a high multipath and very rapidly changing (at times intermittent) channel response. Furthermore, this should be achieved within a practical degree of hardware and software processing complexity and in the context of operations that are compatible with the overall multicarrier signal structure and processing chain.
In the following, we describe a bidirectional, hence transactional, system comprising transceiver units at both the mobile and fixed reference ends of the channel. Furthermore, to achieve a high degree of multipath robustness, the system does not exploit signal features that are unique to a specific channel response. That is, round-trip propagation delay is not, for example, obtained from measurements of time intervals between presumed leading edges of received signals, etc.
A. Transactional Synchronization Concept
A simplified version of this transactional scheme is illustrated in Fig. 14 . To simplify the following discussion, we will substitute a simple impulse function for the transmitter waveform, x(t) = δ(t), rather than use the multicarrier signal ordinarily employed by the system being described. Suppose further that the ideal received signal received after the signal travels through a multipath channel (including propagation delay and all response behaviors of the receiver and transmitter,) is denoted as the impulse response of the channel h(t) shown in Fig. 14a . In this motivational example, the impulse response consists of several summed copies of the input signal, with various attenuations and delays, consistent with a simplified multipath channel model. Now consider the measurement of time at two unsynchronized transceivers, a mobile transceiver q and a reference transceiver p. Because the multicarrier signal actually used is periodic, each device divides time into frames equal in size to the signal's period T, as depicted by vertical divisions of the timing diagrams in Fig. 14b . At the time of a transactional exchange, the clocks for the two units differ by a random time-offset,τ p . This relationship is shown in Fig. 14b . We will designate local time at unit q by t q and, respectively, t p at unit p. The variables t q and t p denote shifted clock time axes associated with two different observers and not specific moments in time. For example, one might state that two events with take place at times 0 and 5 ns with respect to clock time t q or equivalently that they take place at times 30 and 35 ns with respect to clock time t p .
For each unit, we show two timelines, one on which events at that unit's transmitter are shown and the other on which events at its receiver are shown. The center of the first time frame in both cases corresponds to time zero for the respective unit's local clock time. At the center of its first time frame, the transmitter at q emits the signal x(t q ). The resulting impulse response h(t q ), however, is observed by the other unit, where it appears to lead byτ p , resulting in a received signal described by h(t p +τ p ) owing to the clock offset.
Shortly, a second phase of the transaction takes place during which unit p transmits. Because linear channels obey Lorentz reciprocity [33] , the received signal will again take the general form of h(t) but for timing. During the second time frame, the transmitter at unit p emits x(t p -T), resulting this time in a signal received at unit q, which appears to have an additional delay ofτ p when measured in local clock time at unit q, resulting in a received signal described by h(t q − T −τ p ).
It will be shown that knowledge of the functions h(t −τ p ) and h(t +τ p ) readily allows solving for the unknown random time-offsetτ p within the context of the multicarrier signal structure without knowledge of the path-dependent impulse response h(t). The following sections describe a theoretical basis for synchronization and describe the actual method used to obtain the experimental results given in Section VI. The derivation and application are presented without claims of optimality or specific performance behaviors with respect to noise, the subject of ongoing research.
B. Multicarrier Signal Time-Offset Estimation
The received signals, with respect to each receiver's local timeline and after removal of the time frame-related shifts (that is, modulo T), for the two transactions described above may be represented in frequency domain, as
where r q and r p are the signals received by the mobile transceiver q and reference transceiver p, respectively, x is the transmitted signal, and h q,p is the reciprocal channel response between the two units. Suppose the mobile and reference units are equipped with a data channel with which digitized received signal at the mobile unit can be sent to the reference unit. After such an exchange, if we entry-wise divide the two received signals, the transmitted signal and channel response terms cancel:
The result is a complex sinusoid with a periodicity that corresponds to 2τ p . We can estimate the periodicity of this complex sinusoid using the direct state space pole solver [28, 35] , a frequency estimation technique using the SVD. This technique ignores frequency-independent phase terms, thus the random frequency-independent phase terms −θ p +θ q are ignored. The resultant "pole" solution is
Taking the angle of the complex pole
where a is an integer. Solving forτ p ,
where T is the period of our multicarrier signal. We observe that solving forτ p yields a solution set indexed by the integer a. Because our multicarrier signal is periodic, any transmitted or received signal is unaffected by a time shift that is an integer number of periods.
For this reason, we need only consider solutions forτ p in the interval [0,T). This results in two possible solutions,
Unfortunately, there is no information to distinguish which of these solutions is correct, and choosing incorrectly would result in a large timing error (T/2 is determined in practice by our choice of ω to be hundreds of meters). The T/2 ambiguity in the offset solution can be accommodated by simply choosing the multicarriers' periodicity T so that the propagation distance cT/2 exceeds the bounding box of the operation area. Thus, the solution choice is dictated by the region boundaries.
C. Alternative Synchronization Scheme
In this section, an alternative scheme for transactional synchronization is proposed, which has the benefit of not requiring the signal received by the mobile unit be sent to the base station via a data communications channel. Suppose the previously described signal transaction takes place such that the received signal at the mobile transceiver q and the reference antenna p are again described by (29) and (30), respectively. Now suppose that the mobile unit processes its received signal to generate a new transmit waveform, x ← . To do this, it inverts each value of the received signal vector.
This signal is then transmitted by the mobile unit. The reference unit receives a second signal,
We see that the second signal received by the reference transmitter can be multiplied by the known original signal x to produce a complex exponential whose periodicity is proportional to 2τ p , identical to what is obtained in (31) . We can therefore estimateτ p in the same manner described in Section IV-B and use it to rectify the first signal received by the reference transceiver, without the need for the signal received by the mobile transceiver to be sent to the base station via a data link. Removing the need for the mobile transceiver unit to transmit data to the base station is desirable in a deployable system, as it reduces the required wireless data bandwidth.
D. Received Signal Rectification
Once the clock time disparity between the mobile and reference unit has been determined, by means described in the previous section, the received signals must be prepared for the signal fusion-based location estimation procedure by removal, or rectification, of this timing difference. This is conveniently accomplished with the information gathered in the previous synchronization steps by direct modification of the frequency domain carrier-sampled signal representation previously introduced.
Recall the received signal from the reference transceiver p:
We can use the known transmitted signal x and our estimate ofτ p to rectify the captured signal r p to form s p ,
This new rectified signal s q now satisfies the TART assumption of having no random time-offset, and may be used as the column p of the received data matrix R. Fig. 15 shows the system architecture with which we implemented TART based on modification of the existing σ ART system hardware. In contrast to Fig. 2, Fig. 15 illustrates the bidirectional signal used in the transactional approach and the use of transceivers instead of a transmitter and receivers. Also depicted is the addition of a wireless data link to the mobile unit used to convey received signals from a mobile transceiver to the base station for synchronization motivated signal-data exchange. The data link between the mobile unit and the base station may be removed by using the alternative transactional synchronization scheme described in Section IV-C.
V. HARDWARE IMPLEMENTATION OF TART
We have shown that a transaction between two unsynchronized transceivers can produce a rectified received signal with no random time-offset, suitable for TART processing. TART, of course, uses data from several reference antennas outside of the building, attached to different transceivers, so several transactions would need to be performed in succession to obtain all of the signal data to perform TART. These transactions would need to be completed quickly enough so that the channel response can be assumed constant. Also, it is important that the transactions be fast enough so thatτ (t), the time-varying offset between mobile and reference units, can be assumed to be constant as well. Ordinary crystal clocks have sufficient stability to fulfill this requirement to obtain accuracy better than 0.3 m [26] for transactions as lengthy as 0.3 seconds.
The WPI PPL research team recently developed a custom, four-channel transceiver unit intended for use at the reference stations outside of the building, shown in Fig. 16 .
These units have four parallel receive channels with independent receive circuitry and analog-to-digital converter (ADCs). This means that samples can be captured from four different antennas simultaneously. There is a single transmitter circuit, the output of which is passed through a switch that selects a particular antenna, so the unit can transmit out of any one antenna at a time. A field-programmable gate array controls the functionality of the unit and organizes received ADC data to be transmitted out of an Ethernet port through a wireless data link to the base station. The transceiver circuit boards also provide the ability to access both input and output baseband signals, a feature intended for debugging.
Owing to the transactional nature of the TART approach, the supporting hardware is also well suited to supporting multiple tracked transmitters through a time-multiplexing approach. In the current implementation, under software control, the system sequentially cycles through and executes a transactional exchange between all pairs of mobile and reference node units. The collected transactions allow each mobile unit's location to be solved as an independent problem, which may be computed in parallel in the supporting digital signal processing implementation.
VI. EXPERIMENTAL RESULTS
The means described in Section V have been implemented to create a system capable of performing TART with experimental data. This section describes a system test conducted in a three-story residential structure on the WPI campus. This test used a multicarrier signal using 100 MHz of bandwidth located between 550 and 700 MHz, excluding various protected bands in accordance with our Federal Communications Commission licensing, and 156 carriers. The total transmitted power was under 10 mW, resulting in approximately 64 μW per carrier. Additionally, a bandwidth extrapolation technique was used to synthetically increase the bandwidth to 133 MHz. This technique fits a autoregressive model to the received frequency data from which additional frequency samples are extrapolated [36] . This technique has been used for years by the PPL system for σ ART processing and has yielded improved results consistently.
This test used 16 reference antennas mounted on four ladders that were erected on one side of the building, as depicted in Fig 17. With this test, we intended to show that TART would provide accurate location performance in a situation with reference antennas on only one side of a building, unlike various σ ART tests in recent years that used reference antennas fully surrounding the building.
For this test, data was collected with the mobile antenna at 19 different locations: 11 on the first floor, five on the second floor, and three on the third floor. This data were analyzed with both σ ART and TART with a 3D scan region. Fig. 18 antennas. We see that TART has significantly smaller errors than σ ART. From the error vector plots, it is clear that σ ART has particularly large errors in the x direction. This is expected as we have seen that σ ART tends to have large errors when the reference antennas are nearly coplanar, in the direction perpendicular to the plane. The indicators of this behavior can be also be seen in Fig. 19 , which shows slices of the 3D σ ART and TART metrics for one of the mobile antenna locations on the first floor. We see that the σ ART metric peak region is, as expected, elongated in the x direction.
Figs. 20 and 21 display the horizontal error vectors for the mobile antenna locations on the second and third floors, respectively. Again, we see that TART generally outperforms σ ART. Table I summarizes the errors for the points from all three floors. We see that TART outperforms σ ART throughout, with an overall median error of 0.75 m compared with 2.36 m for σ ART. We see that the σ ART error in the vertical dimension is actually comparable to TART in this test, but this was achieved through the vertical diversity of the antenna placement, a choice of placement that sacrificed some σ ART accuracy in the x direction when compared with a more horizontally diverse placement owing to the TDOA-like behavior of σ ART. With an root-mean square (RMS) vertical error of 0.97 m, correct decisions regarding which floor is occupied by the transmitter can be made most of the time. However, it is noted that the peak vertical error of 2.91 m indicates that not all solutions are sufficiently accurate for that determination in this experiment.
VII. CONCLUSION
This paper introduces a novel approach to precision indoor location, as an extension of our existing prototype system. The system uses a multicarrier signal and multisignal fusion algorithm to directly estimate the location of a radio transmitter without first estimating the range of the mobile transmitter to each reference station. By introducing a new hardware system architecture that uses bidirectional ranging signals, it has been shown that additional timing information can be extracted to obtain TOA-like synchronization, which provides various advantages. This new TART approach comprises an extension of the multisignal fusion algorithm for synchronized data, as well as the necessary synchronization scheme.
The operation of a TART implementation was verified using experimental data for which the position of a mobile antenna was located in various positions within an indoor environment. TART performed as predicted showing that the various synchronization and fusion procedures had been implemented correctly. We observed that TART exhibited the analytically predicted advantages over the current σ ART approach repeatedly throughout these tests.
The position estimate errors shown in Section VI were not filtered or conditioned with a priori information in any way. It should be noted that it is possible to estimate the position of a mobile antenna with increased accuracy when it is moving by applying motion constraints and other prior information in the estimation process, most commonly performed with a form of Kalman filter. Duckworth teaches undergraduate and graduate course in computer engineering focusing on microprocessor and digital system design, including using VHDL and Verilog for synthesis and modeling. His main research area is embedded system design. He is a senior member of the IEEE, and a member of the Institute of Navigation, IEE, and a Fellow of the British Computer Society.
