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Abstract
Search-theoretic models of monetary exchange are based on explicit
descriptions of the frictions that make money essential. However,
tractable versions of these models typically need strong assumptions
that make them ill-suited for studying monetary policy. We propose
a framework based on explicit micro foundations within which macro
policy can be analyzed. The model is both analytically tractable and
amenable to quantitative analysis. We demonstrate this by using it
to estimate the welfare cost of ination. We nd much higher costs
than the previous literature: our model predicts that going from 10%
to 0% ination can be worth between 3% and 5% of consumption.
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1 Introduction
Existing monetary models in macroeconomics are reduced-form models. By
this we mean they make assumptions, such as putting money in the utility
function or imposing cash-in-advance constraints, that are meant to stand
in for some role of money that is not made explicit  say, that it helps
overcome spatial, temporal, or informational frictions. There are models
that provide micro foundations for monetary economics using search theory,
based on explicit descriptions of specialization, the pattern of meetings, the
information structure, and so on. This framework can be used to address
issues such as: what types of frictions make the use of money an equilibrium
or e¢ cient arrangement; which objects endogenously end up serving as media
of exchange; or how do di¤erent regimes (e.g. commodity versus at money,
or one currency versus two) lead to di¤erent outcomes. But these models are
ill suited for the analysis of monetary policy as it is usually formulated. The
reason is that the typical search-based model becomes intractable without
very strong assumptions, including extreme restrictions on how much money
agents can hold. Therefore, if one wants to study policy there is little choice
but to resort to the reduced-form approach.1
In this paper we propose a framework that attempts to bridge this gap:
it is based explicitly on microeconomic frictions and can be used to study a
range of macroeconomic policies. As an application we carry out a quantita-
tive analysis of the welfare cost of ination. This exercise clearly illustrates
1In terms of the literature, examples of reduced-form models include Lucas and Stokey
(1983, 1987), Cooley and Hansen (1989, 1991), and Christiano et al. (1997); see Walsh
(1998) for more references. Examples in the search literature with strong assumptions on
money holdings include Kiyotaki and Wright (1989, 1991), Shi (1995), Trejos and Wright
(1995), Kocherlakota (1998), and Wallace (2001). Other search models are discussed
below.
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that, besides being analytically tractable, the model can also be realistically
parametrized. We nd much higher welfare costs than the previous litera-
ture: our model predicts that going from 10% to 0% ination can be worth
between 3% and 5% of consumption.
There are previous attempts to study search models without severe re-
strictions on money holdings, m. Trejos and Wright (1995) present a version
of their model where agents can hold anym 2 R+, but cannot solve it and end
up resorting tom 2 f0; 1g. The model withm 2 R+ is studied numerically by
Molico (1999). Although his ndings are interesting, the framework is very
complicated: basically no analytic results are available and even numerical
analysis is di¢ cult. What makes the problem complicated is the endogenous
distribution of money holdings, F (m). Our model integrates decentralized
trade as in search theory with periodic access to centralized markets. For a
certain class of preferences, we nd that all agents in the centralized market
choose the same money balances, which renders F degenerate in the decen-
tralized market.2 The model in Shi (1997) is related to our framework and
also gets F degenerate, although by di¤erent means. We will compare these
di¤erent approaches in considerable detail below, after describing how our
model works.
The rest of the paper is organized as follows. Section 2 describes the
environment. Section 3 denes equilibrium and derives some basic results.
2The relevant class of preferences displays a certain quasi-linearity. Intuitively, quasi-
linearity implies the amount of money you take to the market today does not depend
on how much you came home with last night. We suggest below that this may not be
a bad empircal approximation, but the main advantage is really analytic convenience.
Another argument for quasi-linear preferences, however, is that they are used in many
other macroeconomic applications, including much real business cycle theory and reduced-
form monetary economics; examples include Hansen (1985), Rogerson (1988), Cooley and
Hansen (1989, 1991), and Christiano and Eichenbaum (1992).
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Section 4 discusses the related literature, including Shi (1997). Section 5 in-
troduces monetary policy considerations. Section 6 uses a calibrated version
to quantify the welfare cost of ination. Section 7 concludes. The Appendix
contains many technical results.
2 The Model
Time is discrete. There is a [0; 1] continuum of agents who live forever with
discount factor  2 (0; 1). Each period is divided into two subperiods, day
and night. Agents consume and supply labor in both subperiods. In general,
preferences are U(x; h;X;H), where x and h (X and H) are consumption
and labor during the day (night). It is important for tractability that U is
linear in either X or H. We assume
U(x; h;X;H) = u(x)  c(h) + U(X)  AH;
although separability across (x; h;X) is not critical and is made merely to
ease the presentation. Assume u, c, and U are Cn (n times continuously
di¤erentiable) with n  2. Also, assume U 0 > 0, U 00  0, U is either
unbounded or satises a condition in Lemma 6, and there exists X 2 (0;1)
such that U 0(X) = 1 and U(X) > X. Also, assume u(0) = c(0) = 0,
u0 > 0, c0 > 0, u00 < 0, c00  0, and there exists q 2 (0;1) such that
u0(q) = c0(q).
Economic activity di¤ers across the subperiods. As in the typical search
model, during the day agents interact in a decentralized market involving
anonymous bilateral matching with arrival rate . We assume the day good
x comes in many specialized varieties, of which each agent consumes only
a subset. An agent can transform labor 1 for 1 into a special good that
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he does not consume. This generates a double coincidence problem. In
particular, for two agents i and j drawn at random there are four possible
events. The probability that both consume what the other can produce (a
double coincidence) is . The probability that i consumes what j produces
but not vice-versa (a single coincidence) is . Symmetrically, the probability
j consumes what i produces but not vice-versa is . And the probability
that neither wants what the other produces is 1  2  , where 2  1  .3
In a single coincidence meeting, if i wants the special good that j produces,
we call i the buyer and j the seller.
At night agents trade in a centralized (Walrasian) market. With central-
ized trade, specialization does not lead to a double coincidence problem, and
so it is irrelevant if the night good X comes in many varieties or only one;
hence we assume that at night all agents produce and consume a general
good, mainly because this allows a closer comparison with standard macro
models. Agents at night can transform 1 unit of labor into w units of the
general good, where we assume here that w is a technological constant, and
be normalized to w = 1 with no loss in generality.4 We assume the general
goods produced at night and the special goods produced during the day are
nonstorable. There is another object, called money, that is perfectly divisible
and can be stored in any quantity m  0.
3This notation captures several specications in the literature as special cases. In
Kiyotaki and Wright (1989) or Aiyagari and Wallace (1991) there are N goods and N
types, and type n produces good n and consumes good n+1, modN . If N > 2,  = 1=N
and  = 0, while if N = 2,  = 1=2 and  = 0. In Kiyotaki and Wright (1993) the
event that i consumes what j produces is independent of the event that j consumes what
i produces, and each occurs with probability x. Then  = x2 and  = x(1  x).
4Aruoba and Wright (2003) show how to recast things in terms of agents selling labor
to neoclassical rms for w units of purchasing power, where w is determined to clear the
labor market; this changes nothing of substance.
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This completes the description of the physical environment. The timing is
illustrated in Figure 1. Given our assumptions the only feasible trades during
the day are barter in special goods and the exchange of special goods for
money, and at night the only feasible trades involve general goods and money;
special goods can never be traded at night nor general goods during the
day because they are only produced in one subperiod and are not storable.5
Therefore, in this model money is essential for the same reason it is in the
typical search-based model: since meetings in the day market are anonymous
there is no scope for trading future promises, so exchange must be quid pro
quo.6 Notice, however, that from an individuals point of view it is by no
means necessary to use money e.g. he could always try to barter special
goods directly. It is rather that he may choose to use money because this
may make exchange easier.
Figure 1: Timing
5Lagos and Rocheteau (2003) consider an extension where general goods are storable
and hence potentially compete with at money as a medium of exchange. Although goods
are not storable here, we can allow the exchange of intertemporal claims across meetings
of the centralized market. Since agents will be homogeneous, as is standard, such claims
will not trade but we can still price assets, including real and nominal bonds.
6In this context when one says that money is essential it means the economy is able to
achieve more outcomes (or better outcomes) with money than without; see Kocherlakota
(1998) and Wallace (2001).
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3 Equilibrium
In this section we build gradually towards the denition of equilibrium. We
begin by describing the value functions, taking as given the terms of trade
and the distribution of money. In general, the state variable for an individual
includes his own money holdings m and a vector of aggregate states s. At
this point we let s = (; F ), where  is the value of money in the centralized
market i.e. pg = 1= is the nominal price at night and F is the distribution
of money holdings in the decentralized market i.e. F ( ~m) is the measure
of agents in the day market holding m  ~m. For now the total money stock
is xed at M , and so
R
mdF (m) = M at every date; we consider changes
in the money supply (both deterministic and stochastic) in Section 5. The
agent takes as given a law of motion s+1 = (s), but it will be determined
endogenously in equilibrium.7
Let V (m; s) be the value function for an agent with m dollars in the
morning when he enters the decentralized market, and W (m; s) the value
function in the afternoon when he enters the centralized market. In a single-
coincidence meeting, since the sellers production h must equal the buyers
consumption x, we denote their common value by q (m; ~m; s), and denote the
dollars that change hands by d (m; ~m; s), where in general these both may
depend on the money holdings of the buyer m and the seller ~m as well as the
aggregate state s. In a double-coincidence meeting, we denote by B(m; ~m; s)
the payo¤ for an agent with m who meets an agent with ~m. Bellmans
7Putting  in the state vector allows us to capture nonstationary equilibria using re-
cursive methods (Du¢ e et al. [1994] use a similar approach in overlapping generations
models). In any case, for much of this paper we will focus on steady states, so this is not
an issue.
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equation is8
V (m; s) = 
Z
fu [q (m; ~m; s)] +W [m  d (m; ~m; s)]g dF ( ~m)
+
Z
f c [q ( ~m;m; s)] +W [m+ d ( ~m;m; s)]g dF ( ~m) (1)
+
Z
B(m; ~m; s)dF ( ~m) + (1  2   )W (m; s):
The value of entering the centralized market with m dollars is
W (m; s) = max
X;H;m+1
fU (X)  AH + V (m+1; s+1)g (2)
s:t: X = H + m  m+1
where m+1 is money taken out of this market.9 Normalizing A = 1 and
substituting for H,
W (m; s) = m+ max
X;m+1
fU(X) X   m+1 + V (m+1; s+1)g : (3)
This immediately implies several things. First, X = X where U 0(X) = 1.
Second, we have the convenient result that m+1 does not depend on m;
intuitively, the quasi-linearity of U rules out wealth e¤ects in the choice of
m+1. Third, we have the result that W is linear in m,
W (m; s) =W (0; s) + m: (4)
Now that we have the value functions, consider the terms of trade in the
decentralized market, which are determined by bargaining. There are two
8The rst term e.g. is the expected payo¤ from a single-coincidence meeting where you
buy q (m; ~m; s) and proceed to the centralized market with m   d (m; ~m; s) dollars. The
other terms have similar interpretations.
9While standard curvature conditions can be used to guarantee X > 0, e.g., we cannot
so easily rule out corner solutions for H because of quasi-linearity. Our approach is to
simply assume an interior solution for H for now, and impose conditions later to guarantee
that this is valid.
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bargaining situations to consider: single- and double-coincidence meetings.
In the latter case we adopt the symmetric Nash bargaining solution with the
threat point of an agent given by his continuation value W (m; s). Lemma
1 in the Appendix proves that, regardless of the money holdings of the two
agents, in any double-coincidence meeting they give each other the e¢ cient
quantity q dened by u0(q) = c0(q), and no money changes hands. Thus,
B(m; ~m; s) = u(q)  c(q) +W (m; s).
Now consider bargaining in a single-coincidence meeting when the buyer
has m and the seller ~m dollars. Here we use the generalized Nash solu-
tion where the buyer has bargaining power  and threat points are given by
continuation values.10 Hence (q; d) maximizes
[u (q) +W (m  d; s) W (m; s)] [ c (q) +W ( ~m+ d; s) W ( ~m; s)]1 
subject to the feasibility constraint d  m. By (4) this simplies nicely to
max
q;d
[u (q)  d] [ c (q) + d]1  (5)
subject to d  m.
Notice (5) does not depend on ~m at all, and depends on m i¤ the con-
straint d  m binds. Also, it depends on s only through , and indeed
only through real balances z = m. We write q(m; ~m; s) = q(m) and
d(m; ~m; s) = d(m) in what follows (the dependence on  is implicit). Lemma
2 in the Appendix shows that the solution is
q(m) =
 bq(m) if m < m
q if m  m and d(m) =

m if m < m
m if m  m (6)
10We allow general bargaining power in monetary (single-coincidence) exchange because
this will have interesting implications for e¢ ciency and policy; having general bargaining
power in barter (double-coincidence) exchange would complicate the presentation without
changing anything of substance.
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where bq(m) solves the rst order condition from (5), which for future reference
we write as
m =
c(q)u0(q) + (1  )u(q)c0(q)
u0(q) + (1  )c0(q) = z(q); (7)
and the threshold m in (6) is given by m = z(q)=.
Hence, if real balances are at least m the buyer gets q; otherwise he
spends all his money and gets bq(m), which we now show is strictly less than
q. Since u and c are Cn the implicit function theorem implies that, for all
m < m, bq is Cn 1 and from (7) we have bq0 = =z0(q). Inserting z0 explicitly
and simplifying, we nd
bq0 = [u0 + (1  )c0]2
u0c0[u0 + (1  )c0] + (1  )(u  c)(u0c00   c0u00) : (8)
Hence, bq0 > 0 for all m < m. It is easy to check limm!m bq(m) = q, and so
we conclude bq(m) < q for all m < m, as seen in Figure 2.
Figure 2: Single-coincidence bargaining solution.
10
We now insert the bargaining outcomes together withW (m) into (1) and
rewrite Bellmans equation as
V (m; s) = max
m+1
fv (m; s) + m  m+1 + V (m+1; s+1)g (9)
where
v(m; s) = v0(s) +  fu [q (m)]  d (m)g (10)
is a bounded and continuous function and v0(s) is independent of m and
m+1.11 This not only gives us a convenient way to write Bellmans equation,
it allows us to establish that there exists a unique V (m; s) in the relevant
space of functions satisfying (9), even though this is a nonstandard dynamic
programming problem because V is unbounded due to the linear term m.
We give the argument here for the case where s is constant which does
nothing to overcome the problem of unboundedness, but does simplify the
presentation and relegate the more general case to Lemma 7 in the Ap-
pendix. Given s is constant, write V (m; s) = V^ (m). Then consider the
space of functions V^ : R+ ! R that can be written V^ (m) = v^(m) + m
for some bounded and continuous function v^(m). For any two functions in
this space V^1(m) = v^1(m) + m and V^2(m) = v^2(m) + m, we can deneV^1   V^2 = supm2R+ jv^1 (m)  v^2(m)j, and this constitutes a complete met-
ric space. One can show the right hand side of (9) denes a contraction
11In any equilibrium v(m; s) is bounded and continuous for the following reason. First,
Lemma 5 in the Appendix shows that F is degenerate, and that +1 = () for some well
behaved , in any equilibrium. Lemma 6 shows  is bounded. Given this, the bargaining
solution implies v(m; s) is bounded and continuous. Although we do not use it below, for
the record the term v0(s) is given by
v0(s) = 
Z
fd ( ~m)  c [q ( ~m)]g dF ( ~m) + [u(q)  c(q)] + U(X) X:
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T V^ on the space in question. Hence there exists a unique solution to the
functional equation V^ = T V^ .12
Given that it exists, it is evident from (9) and (10) that V is Cn 1 with
respect to m except at m = m. For m > m, Vm =  since q0 = d0 = 0 in
this range. For m < m,
Vm = +  [u
0 (q) bq0(m)  ] = (1  )+ u0(q)=z0(q) (11)
since bq0 = =z0 and d0 = 1 in this range. Inserting z0 we have
Vm = (1  )+ u
0[u0 + (1  )c0]2
u0c0[u0 + (1  )c0] + (1  )(u  c)(u0c00   c0u00) (12)
for m < m. As m! m from below,
Vm ! (1  )+ 
1 + (1  )(u  c)(c00   u00)(u0) 2 < : (13)
Hence, the slope of V with respect to m jumps discretely as we cross m.
The next thing to do is to check the concavity of V . At this point we
set c(q) = q; this reduces notation without a¤ecting the substantive results.
Now Vmm takes the same sign as   + (1   ) [u0u000   (u00)2] for all m < m,
where   is strictly negative but is otherwise of no concern. It is not possible
to sign Vmm in general, due to the presence of u000, but this does give us some
su¢ cient conditions for Vmm < 0. One simple condition is   1. Another
is u0u000  (u00)2, which follows if u0 is log-concave. Hence, we can guarantee
that V is strictly concave in m for all m < m, given any F and .13
12Operationally, the contraction generates the function v^(m) and then we simply set
V^ (m) = v^(m)+m. Note that this is not the method usually used to deal with unbounded
returns, such as that described Alvarez and Stokey (1998).
13To understand the issue, observe that Vmm = (q0)2u00+u0q00 for all m < m. The rst
term is negative, but the second takes the sign of q00, which can be positive. Intuitively,
q00 > 0 means that having more money gets you a much better deal in bargaining. The
assumption  = 1 implies q(m) = m is linear, so Vmm < 0 for sure. If  < 1, however,
q(m) is nonlinear and we need a condition like log-concavity to restrict the degree of
nonlinearity.
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To summarize the analysis so far, we rst described the value function in
the decentralized market V (m; s) in terms ofW (m; s) and the terms of trade.
We then derived some properties of the value function in the centralized
market W (m; s), including linearity, which made it very easy to solve the
bargaining problem for q(m) and d(m). This allowed us to simplify Bellmans
equation considerably and establish existence and uniqueness of the solution,
and to derive properties of V , including di¤erentiability and (under certain
assumptions) strict concavity for all m < m.14
Given these results we can now solve the problem of an agent deciding
how much cash to take out of the centralized market, which from (9) can
be summarized as maxm+1f m+1 + V (m+1; s+1)g. First, Lemma 3 in
the Appendix proves   +1 in any equilibrium. This implies  m+1 +
V (m+1; s+1) is nonincreasing for m+1 > m+1. But recall from (13) that
the slope of V (m+1; s+1) jumps discretely as m+1 crosses m+1, as shown in
Figure 3. From this it is clear that any solution m+1 must be strictly less
than m+1. This implies d = m and q = bq(m) < q. Moreover, given V is
strictly concave for m+1 < m+1, there exists a unique maximizer m+1. This
implies F is degenerate: m+1 =M for all agents in any equilibrium.15
The rst order condition for m+1 is
 + V1(m+1; s+1)  0; = 0 if m+1 > 0: (14)
An equilibrium can now be dened as a value function V (m; s) satisfying
14The existence and uniqueness argument for V was discused assuming steady state,
but the Appendix proves it even if  and F vary over time which is important because
it enables us to establish that any equilibrium (not only any stationary equilibrium) has
certain features.
15Although these results should be clear from the gure, they are proved rigorously in
Lemmas 4 and 5 in the Appendix. Note that we do not actually use the value function in
these proofs, which allows us to use the results in proving the existence of V .
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Figure 3: Value function.
Bellmans equation, a solution to the bargaining problem given by d = m
and q = bq(m), and a bounded path for  such that (14) holds at every date
with m =M . Implicit in this denition is F , but it is degenerate. Of course,
there is always a nonmonetary equilibrium. In what follows we focus on
monetary equilibria, where  > 0 and (14) holds with equality.
We now reduce the equilibrium conditions to one equation in one un-
known. First insert Vm from (11) into (14) at equality to get
 = +1

1   + u
0(q+1)
z0(q+1)

:
Then insert  = z(q)=M from (7) to get
z(q) = z(q+1)

1   + u
0(q+1)
z0(q+1)

: (15)
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This is a simple di¤erence equation in q. A monetary equilibrium can be
characterized as any path for q that stays in (0; q) and satises (15).
Things simplify a lot in some cases. First, consider  = 1 (take-it-or-
leave-it o¤ers by buyers). In this case, (7) tells us z(q) = c(q), and then (15)
reduces to16
c(q) = c(q+1)

1   + u
0(q+1)
c0(q+1)

:
Second, regardless of , if we restrict attention to steady states where q+1 = q,
(15) becomes
1 = 

1   + u
0(q)
z0(q)

:
For convenience, we rearrange this as
e(q) = 1 +
1  

; (16)
where e(q) = u0(q)=z0(q). From now on we focus on steady states and relegate
dynamics to a companion paper, Lagos and Wright (2003).
Consider rst steady states with  = 1, which means z(q) = c(q) and
therefore (16) becomes
u0(q)
c0(q)
= 1 +
1  

: (17)
Since u
0(q)
c0(q) = 1 < 1 +
1 

, a monetary steady state qs 2 (0; q) exists i¤
u0(0)
c0(0) > 1+
1 

, and if it exists it is obviously unique. More generally, for any
 a monetary steady state exists if e(0) > 1 + 1 

, but we cannot be sure of
uniqueness since we do not know the sign of e0. However, one can show that
u0 log-concave or   1 implies e0 < 0 and uniqueness. One can also show
e(q) is increasing in ; hence if qs is unique then @qs=@ > 0. It is also clear
that @qs=@ > 0, @qs=@ and @qs=@ > 0. For  = 1, notice qs ! q as
16We assumed above that c(q) = q but we write the formula for a general function c(q)
to emphasize the symmetry.
15
 ! 1; for  < 1, however, q is bounded away from q even in the limit as
 ! 1.
We summarize the main ndings in a Proposition. The proof follows
from the discussion in the text, although two technical claims in the previous
paragraph need to be established: e is increasing in , and e is decreasing in
q if u0 is log-concave or   1. This is done in the Appendix.
Proposition 1 Any monetary equilibrium implies that 8t > 0, m =M with
probability 1 (F degenerate), d = m, and q = bq(m) < q. Given any  > 0,
a steady state qs > 0 exists if e(0) > 1 + 1 

. It is unique if   1 or u0 is
log-concave, in which case qs is increasing in , ,  and . It converges to
q as  ! 1 i¤  = 1.
Before proceeding, recall that so far we have simply assumed an interior
solution for H; we now give conditions to guarantee that this is valid. Sup-
pose rst that we want to be sure H > 0. Assume the economy begins at
t = 0 with the centralized market, and let m0 be the upper bound of the sup-
port of the (exogenous) initial distribution on money, F0. When we ignored
nonnegativity we found X = X and m+1 =M , so an agent endowed with m
supplies H(m) = X+(M m) hours. From (7),  is an increasing function
of q in equilibrium, and since q < q,  is bounded above by  = z(q)=M .
Hence, in the worst case scenario  = , we have H(m) > 0 for all m in the
support of F0 if
m0 < M +
X

=M

1 +
X
z(q)

: (18)
One can regard (18) as a restriction on the exogenous F0 (it cannot be too
disperse). For t  1, the distribution Ft is endogenous with an upper bound
of mt = 2M in equilibrium. Hence, to guarantee Ht > 0 we need (18) to hold
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at mt = 2M , or which reduces toX > z(q). Similarly one can showHt < H
for all t  0, where H is an upper bound on labor supply, if X+ z(q) < H.
Hence we have simple conditions to guarantee 0 < Ht < H for all t. Of
course, it could be interesting to consider cases where we do not have interior
solutions, and therefore F is not degenerate, just as it would be interesting to
consider preferences that are not quasi-linear or centralized markets that do
not convene every period; the goal here, however, is to develop a model that
is analytically tractable precisely because F is degenerate in equilibrium.
Next, we emphasize that so far we have dealt only with deterministic
environments. We now show that with stochastic shocks the constraint d 
m does not have to bind with probability 1. Consider rst match-specic
uncertainty: when two agents meet in a single coincidence, they draw " =
("b; "s) from H ("), independently across meetings; in that meeting utility
from consumption will be "bu(q) and disutility from production will be "sq.
For simplicity, we assume  = 1 (take-it-or-leave-it o¤ers),  = 0 (no barter),
and u0(0) =1. Then (6) becomes
q(m) =
 bq(m; ") if m < m(")
q (") if m  m(") and d(m) =

m if m < m(")
m(") if m  m(")
where bq(m; ") = m="s, u0[q(")] = "s="b, and m(") = "sq (") =.
For a given "s, buyers with high realizations of "b will spend all their cash
but those with low "b may not. Let C = f"jq (") > m="sg be the set of
realizations such that d = m. Bellmans equation is still given by (9) but
now
v (m; s) = 
Z
f"bu[q(m; ")]  d(m; ")g dH(") + U(X) X:
Since vmm < 0, V is strictly concave and again F is degenerate. Substituting
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Vm into the rst order condition  = Vm, we getZ
C

"b
"s

u0

M+1
"s

  1

dH (") =
  +1
+1
: (19)
There exists a unique monetary steady state s > 0, and from this q =
q (M; ") and d = d (M; ") are obtained from the bargaining solution. Clearly
d  m must bind with positive probability, since otherwise (19) could not
hold. However, it is easy to work out examples where it binds with probability
less than 1.17
We can also allow permanent di¤erences across agents. Suppose e.g. that
type " agents have utility "u(q), and there is an exogenous distribution of
types G("). In other ways agents are homogeneous, and the economy is
deterministic. For simplicity we again set  = 1, c(q) = q and  = 0. Each
type " solves a problem leading in steady state to a version of (17) given by
u0(q") = 1 +
1 

, where from the bargaining solution with  = 1, q" = m".
That is, type " will have money demand
m" = u
0 1

 + 1  
"

: (20)
Agents with higher " will hold more money, but all agents of the same type
will hold the same m" in equilibrium. The aggregate distribution F is no
17Rather than interpreting " as match-specic, suppose it is an aggregate shock with
conditional distribution H ("+1j"). Bellmans equation then satises a version of (9) where
v (m; ") =  f"bu [q (m; ")]  d (m; ")g+ U (X) X:
Substituting Vm into  = Vm, we get
 (") = 
Z
 ("+1)

1 + I ("+1)

"+1;b
"+1;s
u0

 ("+1)M
"+1;s

  1

dH("+1j")
where I(") is an indicator function that equals 1 if " 2 C and 0 otherwise. In general this
is a functional equation in (). In the i.i.d. case the right hand side is independent of ",
so (") is constant and things are exactly the same as the match-specic case.
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longer degenerate, but is fully determined by the exogenous type distribution
G, which is relatively simple compared to some models to be discussed in the
next section.
4 Discussion
Trejos and Wright (1995) describe a version of their model where m 2 R+,
and present a Bellman equation similar to (1) except that, since there are
no centralized markets W (m) = V (m). With no centralized markets the
distribution F is not degenerate. Trejos and Wright (1995) cannot solve that
model, and only analyze the case m 2 f0; 1g obviously a severe restriction.
Molico (1999) studies the model with m 2 R+ numerically.18 Although his
computational results are very interesting, there is something to be said for
analytic tractability. For one thing, if one has to resort to computation it
di¢ cult to say much about existence, uniqueness or multiplicity, dynamics,
and many other issues of interest in monetary economics. The analysis here
is much simpler due to the presence of centralized markets. This assumption
makes W linear, makes bargaining easy, and makes F degenerate.
It is important to mention at this point that there is an alternative ap-
proach due to Shi (1997) that also yields a degenerate F , but for a di¤erent
reason. His model assumes the fundamental decision-making unit is not an
individual, but a family with a continuum of agents. Each households mem-
bers search in decentralized markets, but at the end of each round of search
they meet back at the homestead where they can share their money. By the
18Other papers that relax the restrictionm 2 f0; 1g and try to deal with a nondegenerate
F include Green and Zhou (1997), Zhou (1999), Camera and Corbae (1999), Taber and
Wallace (1999), and Berentsen (2002).
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law of large numbers each family has the same total amount of money, and in
equilibrium it divides it evenly among its buyers for the next round. Hence,
all buyers in the decentralized market have the samem. The large-household
trickaccomplishes the same result as our centralized market it renders
F degenerate.19
While both approaches may be useful, it seems incumbent upon us to
discuss the relative merits of our trickas compared to Shis. First, some
people seem to view the innite family structure as unappealing for a variety
of reasons. Whether or not one agrees with this point of view, it seems good
to have an alternative lest people think that tractable monetary models with
search-theoretic foundations require innite families. They do not. Second,
there are some serious technical complications that arise in family models
because innitesimal agents bargain over trades that benet larger decision-
making units. Rather than get into the details we refer the reader to Rauch
(2000) and Berentsen and Rocheteau (2002). These technical problems with
bargaining do not arise here since individuals bargain for themselves; thus
we can use standard theory, and indeed the linearity of W makes bargaining
extremely simple.
Third, there is the related but distinct point that individual incentive
conditions are not taken into account in family models: agents act not in
their own self interest, but in accordance with rules prescribed by the head
of the household. Every time an individual produces he su¤ers a cost. If
he reported back to the clan without the cash and claimed he had no cus-
tomers, this would save the cost with no implication for his future payo¤.
19Applications of this approach are contained in Shi (1998,1999), Rauch (2000),
Berentsen and Rocheteau (2000a, 2000b), Berentsen, Rocheteau and Shi (2001), Faig
(2001), and Head and Kumar (2003).
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For the family structure to survive, then, agents must act in the interest
of the household. Although this is not necessarily a fatal aw, it is worth
emphasizing because some people misinterpret Shis structure as equivalent
to competitive insurance markets. It is not. With competitive markets the
moral hazard problem precludes insurance. The moral hazard problem also
precludes insurance here, but because agents adjust m through spot trades
in the centralized market we get F degenerate without insurance.
Fourth, we simply nd our model more transparent and easier to use. It
is widely thought that a problem with search-based macro theory is that it is
too far removed from standardmodels. A relatively sympathetic version of
this view is expressed in Kiyotaki and Moore (2001): The matching models
are without doubt ingenious and beautiful. But it is quite hard to integrate
them with the rest of macroeconomic theory not least because they jettison
the basic tool of our trade, competitive markets.We think it is a virtue of
our approach that competitive markets are being brought back on board. In
particular, for many extensions and applications one may want to introduce
market trading anyway (e.g. bond, capital, or labor markets). In our model
the markets are already up and running, so no additional structure needs to
be imposed, and large families would actually be redundant.
Having said all this, we reiterate that the family model and centralized
markets are both potentially useful devices. Moreover, we acknowledge that
in addition to these markets we also need special preferences: given more
general utility, agents will still adjust m in the centralized market, but only
with quasi-linearity will they necessarily all adjust tom =M .20 Although our
20If we replace U(X) AH with U^(X; H  H), it is an exercise to show
@H
@m
=
 V 00

(wU^11   U^12), @m+1
@m
=


(U^11U^22   U^212),
@X
@m
=
V 00

(U^22   wU^12),
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preferences are special they are not bizarre. Models where utility is linear in
leisure have been used in many well-known macro and monetary applications,
including Hansen (1985), Rogerson (1988), Cooley and Hansen (1989, 1991),
and Christiano and Eichenbaum (1992). What is critical here is that we can
ignore wealth e¤ects in the sense that the amount of money you take to the
market today does not depend on how much you spent yesterday. This does
not seem empirically implausible. Moreover, as long as wealth e¤ects are
not too big the substantive predictions of our model will be approximately
correct, even though the gain in analytic tractability accrues only in the limit
when wealth e¤ects are zero.21
5 Changes in Money Supply
We begin this section by generalizing the model to allow the money supply
to grow over time, say M+1 = (1 + )M . New money is injected as a lump-
sum transfer, or tax if  < 0, that occurs after agents leave the centralized
market. Bellmans equation becomes
V (m;) = max
m+1

v (m;) + m  m+1 + V
 
m+1 + M; +1
	
where v is dened in (10), and we write s =  since F will again be de-
generate. In general  could vary with time, but if it is constant then it
where w is the wage and  > 0. Hence, e.g. @H=@m < 0 i¤ leisure is normal in the usual
sense. Notice @m+1=@m  0 regardless of U^ , and @m+1=@m = 0 i¤ either H or X enters
U^ linearly. If H enters linearly, when we give the agent more m, X stays the same and H
adjusts to satisfy the budget constraint, while if X enters linearly the opposite happens.
21Of course continuity needs to be established. Imagine the model where we replace
U(X)   AH by U(X)   AH but everything else is the same. For  > 1, F is not
degenerate in equilibrium, and we need to use numerical methods. The computational
experiments in Khan, Thomas and Wright (2003) show that for  not too far from 1 the
numerical results for the general case are close to the analytic results one can derive for
the case  = 1.
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makes sense to consider steady states where q and real balances z = M are
constant; that is, +1 = =(1 + ). As in the previous section,   +1 is
necessary for an equilibrium to exist (Lemma 3), and so      1.
Following the same procedure as before, we insert Vm and  = z(q)=M
into  = Vm to get the generalized version of (15):
z(q)
M
= 
z(q+1)
M+1

1   + u
0(q+1)
z0(q+1)

: (21)
Given M+1 = (1 + )M with  constant, if we focus on steady states then
after some algebra we get the the generalized version of (16)
e (q) = 1 +
1   + 

; (22)
where again e(q) = u0(q)=z0(q). Assuming a unique monetary steady state
qs exists, which it will under the conditions given in Proposition 1, we have
@qs=@ < 0.
If  = 1 then z(q) = c(q) and hence the e¢ cient solution qs = q obtains
i¤  = F =    1. This is the Friedman Rule: deate at the rate of time
preference.22 If  < 1, however, then qs < q at the Friedman Rule. Since
  F is a necessary condition for equilibrium to exist, and @qs=@ < 0, the
Friedman Rule is still optimal but it does not achieve the rst best q unless
 = 1. The reason is that in this model there are two types of ine¢ ciencies,
one due to  and one to . The  e¤ect is standard: when you acquire cash
you get a claim to future consumption, but because  < 1 you are willing to
produce less for cash than the q you would produce if you could turn the
proceeds into immediate consumption. The Friedman rule corrects this by
22One can also write (22) as e(q) = 1 + i=, where i is the nominal interest rate (see
Section 6), and the Friedman Rule can equivalently be stated as i = 0.
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generating a real return on money that compensates for discounting.23
The more novel e¤ect here is the wedge due to  < 1. One intuition for
this is the notion of a holdup problem. An agent who carries a dollar into
next period is making an investment with cost  (he could have spent the
cash on general goods). When he uses the money in the future he reaps
the full return on his investment i¤  = 1; otherwise the seller stealspart
of the surplus. Thus,  < 1 reduces the incentive to invest, which lowers
the demand for money and hence q. Therefore  < 1 implies qs < q even
at the Friedman rule. The Hosios(1990) condition for e¢ ciency says the
bargaining solution should split the surplus so that each party is compensated
for their contribution to the surplus in the match. Here the surplus in a single-
coincidence meeting is all due to the buyer, since the outcome depends on m
but not ~m. Hence, e¢ ciency requires  = 1.
The wedge due to  < 1 can be very important for issues like the welfare
cost of ination. We can measure welfare by the payo¤ of the representative
agent V . When  = 1, V is maximized at the Friedman Rule F and it
achieves the e¢ cient outcome:
(1  )V  = ( + ) [u(q)  c(q)] + U(X) X:
See Figure 4. With  = 1, small deviations from F have very small e¤ects
on V due to the Envelope Theorem, exactly as in the typical reduced-form
(e.g., cash-in-advance) model. When  < 1, F is still optimal but it is a
constrained optimum:  < F would achieve a higher q and V if it were
feasible, but it is not. Hence the slope of V with respect to  is steep at F
23Although the  e¤ect is somewhat standard, our model does say some novel things
about it because the frictions show up explicitly; e.g. (22) makes it clear that for a given
 and  the ine¢ ciency gets worse as  gets smaller.
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Figure 4: Welfare e¤ects of ination.
and the envelope theorem does not apply. A moderate ination therefore has
a bigger welfare cost when  < 1. In Section 6 we quantify this.
Before moving to numerical exercises we want to discuss the e¤ects of
uncertainty in the M . Consider rst random transfers across agents: before
the start of trade, an agent who brought m to the decentralized market ends
up with m+  dollars, where  has distribution H() on

; 

with E = 0.
Here E = 0 is assumed to disentangle redistribution from average money
growth e¤ects. Bellmans equation is still given by (9) but now
v (m; s) = U (X) X + 
Z 

fu[q (m+ )]  d (m+ )g dH():
Hence, vmm < 0 and F is degenerate. We again assume  = 1 and u0(0) =1
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here. Substituting Vm into  = Vm yields
^Z


u0[(M + )+1]  1
	
dH() =
  +1
+1
; (23)
where ^ = q=+1  M is the minimum transfer that makes d  m slack.
There exists a unique monetary steady state s.
Now consider a family of distributionsH (;) where increasing  implies
a mean preserving spread in H. With some work, one can show @s=@ is
equal in sign to
 u00 (q)  (^;) +
^Z

2u000[(M + )] (;) d;
where  (~;) =
R e

H2 (;) d  0. The rst term is positive but the
second depends on u000. As long as u000  0 more risk increases s and hence
qs due to what may be called the precautionary demand for money 
but one can verify this unambiguously reduces welfare. This contrasts with
models where the distribution F is nondegenerate and random transfers may
be welfare improving (Molico [1999]; Berentsen [2002]). The reason is that in
those models random transfers can make F less unequal; this e¤ect obviously
cannot occur when F is degenerate.
Another experiment is to let the growth rate of M be random with dis-
tribution H (+1j). Bellmans equation now satises (9) with
v (m; ) = U (X) X +  fu [q (m)]  d (m)g :
Again F is degenerate, and the usual procedure yields
 = 
Z
Cc
+1dH (+1j) + 
Z
C
+1

u0(+1m+1) + 1  

dH (+1j)
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where C = f j (m+ M) < qg. If we focus on stationary equilibrium,
z () = 
Z
Cc
z(+1)dH(+1j)
1++1
+ 
Z
C
fu0[z(+1)]+1 gz(+1)dH(+1j)
1++1
(24)
where z() is real balances in state  . This is a functional equation in z ().
If shocks are i.i.d., z () is constant and the constraint binds with proba-
bility 1; in this case z solves
u0 (z) = 1 +
 1   

where  =
R
(1 + ) 1 dH (). When  is persistent the ination forecast
depends on  and so does z. Suppose, for example,  2 f 1;  2g with  1 >  2,
pr ( =  ij i) = pi, pr ( =  1j 2) = s2 and pr ( =  2j 1) = s1 where p1 > s2
(persistence). We write (24) as two equations in (z1; z2), and look for a
solution (z1 ; z

2) such that z

i < q
. These equations, shown in Figure 5, can
be rearranged as
z1 = z1 (z2) =
h
p1
s2
  (1 )(p1p2 s1s2)
s2(1+2)
i
z2   (p1p2 s1s2)s2(1+2) u0 (z2) z2
z2 = z2 (z1) =
h
p2
s1
  (1 )(p1p2 s1s2)
s1(1+1)
i
z1   (p1p2 s1s2)s1(1+1) u0 (z1) z1:
Notice zi (0) = 0 and lim
z!1
zi (z) = 1. It may be shown that z0i > 0 as
long as  u00 (z) z=u0 (z)  1. Let zi = zi (zi) be the point where the zi()
function crosses the 45o line, as seen in Figure 5, given by the solutions to
1 +  [u0 (z2)  1] = (1 +  1) (p2   s1)
 (p1p2   s1s2)
1 +  [u0 (z1)  1] = (1 +  2) (p2   s1)
 (p1p2   s1s2) :
These imply z2 < z1 if  1 >  2, and given z0i > 0 this implies z

1 < z

2 . Hence,
when the shocks to the money supply are persistent real balances are smaller
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Figure 5: Equilibrium with random  .
in periods of high ination, simply because in these periods beliefs about
future ination are higher.24 It may be interesting to purse these models
with uncertainty, but in what follows we return to deterministic models and
consider the welfare cost of perfectly predictable ination.
6 Quantitative Analysis
The preference structure used above is U(x; h;X;H) = u(x) c(h)+U(X) 
AH. We specialize things for the quantitative work as follows. First,
u(q) =
(q + b)1    b1 
1   ;
where  > 0 and b 2 (0; 1). This generalizes the standard constant rel-
ative risk aversion preferences by including the parameter b, which forces
24One detail remains: recall that the equilibrium was constructed conjecturing zi < q
.
Since zi < z1, for the conjecture to be correct it is su¢ cient to ensure z1  q, which
holds i¤ (1 + 2) (p1   s2)   (p1p2   s1s2).
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u(0) = 0.25 We will actually set b  0 below to make this close to the usual
preferences; hence q = 1  b  1. Next, U(X) = B log(X); therefore prefer-
ences over centralized market goods here are exactly the same as Cooley and
Hansen (1989), B log(X)  AH. Finally, to make the disutility of labor the
same in the two markets we set c(h) = Ah, and normalize A = 1 (we could
calibrate A to match total hours worked in the data but this a¤ects none of
the welfare calculations). Notice A = 1 implies X = B.
The period length can basically be anything, but we begin with a year
mainly to facilitate comparison with Lucas (2000); below we show a monthly
model yields very similar results. Hence, we set r = 0:03 for now. In terms
of arrival rates, we can normalize  = 1 since it is only the products 
and  that matter. We set  = 0 since barter is relatively rare (this does
not matter for the results). For , one might think it can be calibrated to
match velocity , but theory does not pin down how much cash is used in
the centralized market.26 Hence, we again follow Lucas and set  as well
as the preference parameters to match the money demanddata that is,
the relationship between the nominal interest rate i and L =M=PY = 1=.
This relationship represents money demandin the sense that desired real
balances M=P are proportional to Y , with a factor of proportionality L that
25We require u(0) = 0 because we want the utility of consuming q = 0 to be the same
as the utility of not consuming; this is relevant here because each period agents get to
consume day goods with probability less than 1. We assume b 2 (0; 1) to guarantee
u0(q) > 0 and q > 0.
26Given their budget constraints, agents are indi¤erent between receiving e.g. wages in
terms of general goods or dollars in the night market, since both can be used within the
subperiod. If one assumes dollars are used at night only for trades to adjust m velocity
is  = 2 (because each dollar turns over once in every single-coincidence meeting during
the day and once more at night). At the opposite extreme, if one assumes cash is used
in every transaction in the centralized market then  = PY=M , where Y is real output
aggregated across markets and P the nominal price level.
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depends on the cost of holding cash i.
In the model, nominal output in the centralized market is X= = B=
and nominal output in decentralized market is M . Hence PY = B=+M
and Y = B + M . In equilibrium, Y = B + z(q) and
L =
M=P
Y
=
z(q)
B + z(q)
:
Moreover, in steady state
u0(q)
z0(q)
= 1 +
1   + 

= 1 +
i

;
after performing the usual substitutions  = 1=(1+r) and (1+r)(1+) = 1+i.
This implies q = q(i) , and therefore
L =
z[q(i)]
B + z[q(i)]
= L(i): (25)
This is our money demandcurve: L(i) =M=PY .
Our approach is to try to t (25) to annual observations by choosing

 = (;B; ), where in the data i is the commercial paper rate and L is
constructed using GDP , the GDP deator, and M1, exactly as in Lucas.
The sample period is 1900-2000. We do not include  in 
; rather we will
calibrate to alternative values of , as discussed below. The result when
 = 1 is shown in Figure 6, which generates a very reasonable t with 
 =
(0:266; 2:133; 0:311). However, 
 is not precisely identied. For example, if
we x  = 0:5, the t is almost exactly the same at 
 = (0:163; 1:968; 0:5), the
sum of squared residuals changing only at the fourth decimal point. Therefore
for many of the experiments below we simply set  = 0:5 and t (; ).
This makes  as big as possible, but still implies the decentralized market
contributes no more than around 10% of aggregate output at a benchmark
annual ination rate of 4%.
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Figure 6: The money demanddata and tted L(i).
This completes the baseline calibration, except for the bargaining para-
meter . We will consider three values:  = 1, which eliminates the holdup
problem and makes our setup more comparable to previous studies;  = 1=2,
which means symmetric bargaining; and nally, the value  calibrated to
generate a markup  (price over marginal cost) consistent with the evidence.
We use as a target  = 1:1, which is standard in the literature following Basu
and Fernald (1997). To compute the markup in the model, note that price
over marginal cost in the decentralized market is d = M=q, while in the
centralized market it is c = 1. Aggregate  averages these using the shares
of Y produced in each sector. In equilibrium,  depends on  as well as 
and 
. We t 
 and  to the data, subject to the constraint  = 1:1, at the
benchmark ination rate of 4%. In what follows, then, we consider  = 1,
1=2, and .
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As is standard, our measure of the welfare cost of ination asks how much
agents would be willing to give up in terms of consumption to have ination
0 instead of  . In steady state, for any  , write utility as
(1  )V () = U(X) X +  fu[qs()]  qs()g :
Suppose we reduce  to 0 but also reduce consumption of both general and
special goods by a factor , so that utility becomes
(1  )V(0) = U(X) X +  fu[qs(0)]  qs(0)g : (26)
We measure the welfare cost of  as the value of0 that solves V(0) = V ();
agents would give up 1  0 percent of consumption to have 0 rather than
 . We also consider F , which is how much they would give up to have the
Friedman Rule F rather than  . Our experiments below use  = 0:1 (i.e. we
consider the welfare cost of a 10% ination) but we also report the welfare
costs of ination rates ranging from 0 to 200% at the end of the section.
In Table 1, the rst column of results is for  = 1 and the tted 
, while
the second column of results keeps  = 1, xes  = 0:5 and rets (;B). As
one can see, the welfare costs of ination are the same, 1 0 = 0:014 and
1   F = 0:016 (although the equilibrium q is slightly di¤erent, as is the
ratio of Y at  = 0:1 to Y at  = 0 and the share of the decentralized sector
sd). Since it makes little di¤erence for the welfare results, for the rest of the
experiments in Table 1 we x  = 0:5 and t only (;B). In any case, the
numbers for our welfare cost in the case  = 1 are very similar to, if perhaps
slightly bigger than, the typical estimates in the literature including Lucas
(2000), who actually gives a range of numbers depending on some details,
but reports the typical result for 1 0 as just under 1%. We interpret our
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results with  = 1 as being basically consistent with the consensus view in
the literature.27
Table 1: Annual Model (1900-2000)
 = 1  = 1  = 0:5  = 0:343  = 1


 = 0:31
 = 0:27
B = 2:13
 = 0:50
 = 0:16
B = 1:97
 = 0:50
 = 0:30
B = 1:91
 = 0:50
 = 0:39
B = 1:78
 = 0:50
 = 0:39
B = 1:78
  1 0:000 0:000 0:041 0:100 0:000
d   1 0:000 0:000 0:443 1:076 0:000
1 0 0:014 0:014 0:032 0:046 0:012
1 F 0:016 0:016 0:041 0:068 0:013
q() 0:239 0:212 0:142 0:095 0:521
q(0) 0:634 0:624 0:443 0:300 0:820
q(F ) 1:000 1:000 0:782 0:575 1:000
Y ()
Y (0)
0:947 0:910 0:914 0:918 0:932
sd 0:057 0:091 0:092 0:093 0:160
The third column of results in Table 1 now sets  = 0:5, and rets (;B).
The t does not su¤er as a result of changing  (the new curve lies essen-
tially on top of the old one in Figure 6). However, the welfare costs go up
considerably: 1   0 = 0:032 and 1   F = 0:041. As one can see, q is
considerably below q at  = 0:1, and even at  = 0 or  = F . This says the
holdup problem is serious and this is what generates a relatively large cost
of ination. For this parameterization the aggregate markup is  = 1:04,
27To consider some other studies, in Cooley and Hansen (1989) 1 F = 0:0015 when
the cash-in-advance constraint is monthly and 1  F = 0:0052 when it is quarterly. In
Cooley and Hansen (1991), with cash and credit goods, 1 F = 0:0038; by adding taxes
they get it up to 1  F = 0:0096. Gomme (1993) nds somewhat lower numbers in an
endogenous growth model. Wu and Zhang (2000) argue that the welfare cost of ination is
larger due to monopolistic competition, and provide some more references to other studies.
The point here is simply that we are in the same ballpark as most of the literature when
we set  = 1.
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which comes from a markup in the decentralized market of d = 1:44. The
fourth column reports results with  set to generate  = 1:10, again retting
(;B). Now the costs are 1   0 = 0:046 and 1   F = 0:068. To verify
that it is the holdup problem that lies at the heart of these e¤ects, the last
column uses the same 
 as the fourth column but sets  = 1. This yields
costs even lower than in the rst two columns. Hence, it is  < 1 and not
the other parameters that generates the big welfare costs.
Table 2: Annual Model (1959-2000)
 = 1  = 0:5  = 0:404  = 1


 = 0:50
 = 0:27
B = 3:19
 = 0:50
 = 0:45
B = 2:92
 = 0:50
 = 0:48
B = 2:71
 = 0:50
 = 0:48
B = 2:71
 0:000 0:062 0:100 0:000
d 0:000 0:760 1:225 0:000
1 0 0:008 0:025 0:031 0:007
1 F 0:009 0:034 0:046 0:008
q() 0:393 0:194 0:139 0:591
q(0) 0:753 0:416 0:312 0:852
q(F ) 1:000 0:613 0:484 1:000
Y ()
Y (0)
0:950 0:950 0:949 0:958
sd 0:082 0:082 0:082 0:119
Table 2 reports similar experiments tting the model to a shorter sample.
In each case we x  = 0:5 and t (;B). The qualitative conclusions are
similar to what we found with the longer sample. First, with  = 1 the
cost of ination is even lower than shown in Table 1, and thus even more
in line with the literature, coming in at just under 1%. Second, decreasing
 to 0:5 or to the  that generates  = 1:1 and then retting (;B), we
increase the costs considerably; e.g. given , going from  = 0:1 to 0 is now
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worth 3:1% of consumption, and going all the way to F is now worth 4:6%.
While smaller than the analogous numbers in Table 1, these are still big.
It is interesting (if perhaps not surprising) that the more recent data gives
di¤erent money demandparameters and a di¤erent welfare cost, but what
we want to emphasize here is that regardless of the sample period going from
 = 1 to  < 1 can substantially increase the estimated cost of ination. And
again, the nal column makes it clear that it is the value of , and not the
values of (;B), that is the key to the results.
Table 3: Monthly Model (1900-2000)
 = 1  = 0:5  = 0:315  = 1


 = 0:033
 = 0:20
B = 0:17
 = 0:052
 = 0:23
B = 0:15
 = 0:052
 = 0:33
B = 0:14
 = 0:052
 = 0:33
B = 0:14
 0:000 0:036 0:100 0:000
d 0:000 0:311 0:863 0:000
1 0 0:013 0:030 0:048 0:010
1 F 0:015 0:037 0:068 0:011
q() 0:233 0:151 0:102 0:551
q(0) 0:630 0:478 0:331 0:831
q(F ) 1:000 0:846 0:648 1:000
Y ()
Y (0)
0:933 0:890 0:895 0:922
sd 0:072 0:115 0:116 0:203
In Table 3 we recalibrate so that the period is 1 month i.e. we simply
transform Y and i in the data to make them monthly. The rst column again
ts 
 with  = 1. Notice that, naturally, the estimated  and B are lower
in the monthly model, but the overall t with the money demand data
is about the same. In any case, what we really want to emphasize is that
the costs of ination are almost identical to those in the rst two columns of
Table 1. The second column in Table 3 uses  = 0:5 while the third column
35
uses , and again the results are almost identical to those in the analogous
cases in Table 1. So the basic conclusion is robust to changing period length
as well as the sample.
Figure 7: Welfare costs of big inations.
Finally, Figure 7 shows the welfare cost 1 0 for ination rates ranging
from 0 to 200%; as is clear from the gure the cost basically converges by
 = 2 since decentralized trade has all but shut down at this point. The
upper curve is for  and the implied 
 from the fourth column of Table 1,
while the lower curve is for  = 1 and the same 
. The di¤erence in the
curves is due to the holdup problem. Notice that the di¤erence gets smaller
at big ination rates, because q gets very small for big  regardless of .
Hence, the real di¤erence between models with  = 1 and  < 1 is for small
to moderate ination rates.
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7 Conclusion
This paper has presented a new framework for monetary theory and policy
analysis. It is based explicitly on the frictions that make money essential in
the search literature, but without the extreme restrictions usually made in
those models about individualsmoney holdings. The key innovation here
is to allow agents to interact periodically in decentralized and centralized
markets. Given this, if agents have quasi-linear preferences over the good
traded in the centralized market the distribution of money holdings will be
degenerate in equilibrium. This makes the model very tractable. Once we
have a tractable model it is easy to use it to ask many interesting questions.
We characterized equilibria and discussed some policy issues. The Fried-
man rule is optimal, but for bargaining power below 1 it does not achieve the
rst best. This can have important quantitative implications for the welfare
cost of ination, as we showed in a calibrated version of the model. It is
not hard to generate welfare costs equivalent to 3% or 5% of consumption 
much bigger than most existing estimates. We also showed how to extend
the model to allow uncertainty in real or monetary variables. We think all
of this constitutes progress in terms of bringing micro and macro models
of monetary economics closer together. We also think that we have only
scratched the surface, and much more could be done in terms of applications
and extensions in future research.28
28The way that we integrated search and competitive markets is admittedly special,
particularly the assumption that economic activity alternates between the two. Various
alternatives also work; e.g., in Williamson and Wright (2003) the centralized markets is
always open, but agents sometimes receive shocks that put them in the decentralized
market for one period, and the model essentially works the same. What would be more
interesting is to assume agents stay in the decentralized market for several periods, perhaps
until they choose to return at some xed cost.
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A Appendix
In this Appendix we rst verify that the bargaining solutions are as claimed in
the text. We then use these results to derive, without using value function V ,
certain properties any equilibrium must satisfy. We then use these properties
to establish the existence and uniqueness of V . Finally, we provide some
details for the proof of Proposition 1.
Lemma 1 In a double coincidence meeting each agent produces q and no
money changes hands.
Proof. The symmetric Nash problem is
max
q1;q2;
[u (q1)  c (q2)  ] [u (q2)  c (q1) + ]
subject to  m2    m1, where q1 and q2 denote the quantities consumed
by agents 1 and 2 and  is the amount of money 1 pays 2. There is a unique
solution, characterized by the rst order conditions
u0 (q1) [u (q2)  c (q1) + ] = c0 (q1) [u (q1)  c (q2)  ]
c0 (q2) [u (q2)  c (q1) + ] = u0 (q2) [u (q1)  c (q2)  ]
u (q1)  u (q2) + c (q1)  c (q2)  2 = (2=)(1 2)f[u(q1) c(q2) ][u(q2) c(q1)+]g 1=2
where i is the multiplier on agent is cash constraint. It is easy to see that
q1 = q2 = q
 and  = 1 = 2 = 0 solves these conditions.
Lemma 2 In a single coincidence meeting the bargaining solution is given
by (6).
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Proof. The necessary and su¢ cient conditions for (5) are
 [d  c (q)]u0 (q) = (1  ) [u (q)  d] c0 (q) (27)
 [d  c (q)] = (1  ) [u (q)  d] (28)
  [u (q)  d]1  [d  c (q)]
where  is the Lagrange multiplier on d  m. There are two possible cases:
If the constraint does not bind, then  = 0, q = q and d = m. If the
constraint binds then q is given by (27) with d = m, which is (7).
We now present some arbitrage-style arguments to establish that any
equilibrium must satisfy certain conditions. These arguments do not use any
properties of V or F .
Lemma 3 In any equilibrium, t+1  t for all t.
Proof. First, note that lifetime utility is nite in any equilibrium. Now
suppose by way of contradiction that t+1 > t at some t. In this case,
an agent could raise his production of Yt by dY and sell it for dY= dollars,
then use the money at t + 1 to reduce Yt+1 by dY=t+1 without changing
anything else in his lifetime. Since utility is linear in Y , the net gain from
this is dY ( 1+t+1=t) > 0. Hence t+1 > t cannot hold in equilibrium.
Lemma 4 In any equilibrium, mt+1 < mt+1 for all t and for all agents.
Proof. Suppose mt+1 > mt+1 for some t and some agent. At t he can
change Yt by dY < 0 and carry dmt+1 = dY=t fewer dollars into t + 1.
Given mt+1 > mt+1, for small dY , the bargaining solution says this does not
a¤ect his payo¤ in the decentralized market. Hence, he can increase Yt+1 by
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dYt+1 =  dY t+1=t and not change anything else in his lifetime, for a net
utility gain of dY (1 t+1=t) > 0 by Lemma 3. This proves mt+1  mt+1.
To establish the strict inequality, assume mt+1 = mt+1. Again change Yt
by dY < 0 and carry dmt+1 = dY=t fewer dollars into t + 1. If he buys in
the decentralized market next period he gets a smaller q but the continuation
value is the same from then on (he still spends all his money). If he is not
a buyer then he can increase Yt+1 by dYt+1 =  dY t+1=t and not change
anything else in his lifetime. The net expected utility gain from this is
D =  dY +  u0(qt+1)bq0(mt+1) + (1  )t+1 dY=t
=  dY (t   t+1)=t + 

u0(qt+1)bq0(mt+1)  t+1 dY=t:
The rst term on the right hand side is positive by Lemma 3, and the second
is positive for small dY because then mt+1 is near mt+1 and this impliesbq0(mt+1) < t+1=u0(qt+1) from (8).
Lemma 5 If   1 or u0 is log concave then F is degenerate in any monetary
equilibrium: all agents havemt+1 =M . Given F is degenerate, t = G
 
t+1

for all t where G is a time-invariant continuous function.
Proof. Consider the following sequence problem: given any path ft; Ftg
and m0,
max
fmt+1g1t=0
1X
t=0
t [v (mt; t; Ft) + t (mt  mt+1)]
where v is dened in (10) (which does not use V and is dened in terms date
t variables only). We know v is Cn 1; thus, if a solution exists it satises the
necessary conditions
v1
 
mt+1; t+1; Ft+1

+ t+1   t  0, = 0 if mt+1 > 0: (29)
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We have v1(m;; F ) =  [u0(q)bq0(m)  ], since we know m < m, wherebq0(m) is given in (8).
In any (monetary) equilibrium, at least one agent must choose mt+1 > 0,
and for this agent
v1
 
mt+1; t+1; Ft+1

+ t+1   t = 0: (30)
A quick calculation veries that if   1 or u0 is log concave then v11 < 0,
which implies (30) has a unique solution: all agents choose the same mt+1 =
M . Hence Ft+1 is degenerate in any monetary equilibrium. Finally, (30)
implies t = G
 
t+1

, where G is continuous because v1 is.
We have established F degenerate in any equilibrium, without using dy-
namic programming. This is a step towards constructing a simple proof that
V exists. However, at this point an issue arises: although we know in any
equilibrium that t = G
 
t+1

, for dynamic programming purposes we would
like to know t+1 = (t), and G may not be invertible. Our strategy is to
restrict attention to equilibria where t+1 = (t) and  is continuous. Ob-
viously this includes all steady state equilibria, all possible equilibria in the
case where G is invertible, and many other dynamic equilibria, but it does
not include all possibilities. First note that any equilibrium involves selecting
an initial price 0, or equivalently q0 since we can invert 0 = (q0) by (7),
and then selecting future values from the correspondence t+1 = G
 1(t).
We impose only that the selection t+1 from G
 1(t) cannot vary with time
or the value of t.
That is, while the value t+1 obviously varies with t, the rule for choosing
which branch of G 1 from which to select t+1 is assumed to be constant. We
know that this is possible for a large class of dynamic equilibria; e.g., one can
always use the rule select the lowest branch of G 1and construct equilibria
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where t ! 0 from any initial 0 in some interval (0; 0). While we may not
pick up all possible equilibria given our restriction, we pick up a lot. And
we emphasize that the purpose of this restriction is limited: we already know
that t+1  t for all t and that F is degenerate in any equilibrium; all we
are doing here is trying to guarantee t+1 = (t) where  is continuous in
order to prove the existence of the value function V in order to use dynamic
programming (and for steady states, there is no problem).
In any case, even given t+1 = (t) where  is continuous, we still need
to bound . We do this with M constant, but the arguments are basically
the same when M is varying over time if we work with real balances.
Lemma 6 Assume supU(X) > V  u(q)+U(X)
1  . Then in any equilibrium
 is bounded above by  = z=M , where U(z) = V .
Proof. Clearly lifetime utility V in any equilibrium is bounded by V . Con-
sider a candidate equilibrium with M > z at some date. In the candidate
equilibrium, an individual with m = M would want to deviate by trading
all his money for general goods since U (M) > V . Hence, M is bounded
above by z.
Now we can we verify the existence and uniqueness of the value function.
Lemma 7 Let S = R 0;  with  dened as in Lemma 6, and consider
the metric space given by C = fv^ : S!R j v^ is bounded and continuousg
together with the sup norm, kv^k = sup jv^ (m;)j. Dene
C0 =
n
V^ : S!RjV^ (m;) = v^ (m;) + m for some v^ 2 C
o
:
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Let  :

0; 
 ! 0;  be a continuous function, and dene the operator
T : C0 ! C0 by
T V^

(m;) = sup
m+1
n
v (m;) + m  m+1 + V^ [m+1; ()]
o
where v(m;) is dened in (10). Then T has a unique xed point V 2 C0.
Proof. First we show T : C0 ! C0. For every V^ 2 C0 we can write
T V^

(m;) = v (m;) + m+ sup
m+1
w [m+1; ()]
where w [m+1; ()] = v^ [m+1; ()] + m+1   m+1 for some v^ 2 C.
Since v^ is bounded, there exists a m such that w[0; ()] > w [m+1; ()]
for all m+1  m. Therefore,
sup
m+1
w [m+1; ()] = max
m+12[0;m]
w [m+1; ()] ;
and the maximum is attained. Using w () to denote the solution, we have
T V^ (m;) = v (m;) + w () + m 2 C0, since w () 2 C by the Theorem
of the Maximum and v (x; ) 2 C from the bargaining solution.
We now show T is a contraction mapping. Dene the norm
V^1   V^2 =
sup jv^1 (m;)  v^2(m;)j and consider the metric space (C0; kk). Fix (m;) 2
S. Letting mi+1 = argmax
m+12[0;m]
n
V^i [m+1; ()]  m+1
o
, we have
T V^1   T V^2 =
n
V^1

m1+1; ()
  m1+1o  nV^2 m2+1; ()  m2+1o
 
V^1 m1+1; ()  V^2 m1+1; ()   V^1   V^2 :
Similarly, T V^2   T V^1  
V^1   V^2. Hence T V^2   T V^1   V^1   V^2.
Taking the supremum over (m;) we have
T V^1   T V^2   V^1   V^2, and
T satises the denition of a contraction.
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We now argue that (C0; ) is complete. Clearly, if V^n(m;) = v^n(m;) +
m is a Cauchy sequence in C0 then fv^n(m;)g is a Cauchy sequence in C.
Since (C; kk) is complete (see, e.g., Stokey and Lucas [1989], Theorem 3.1),
v^n ! v 2 C. If we set V = v + m it is immediate that V^n ! V 2 C0.
Therefore (C0; ) is complete. It now follows from the Contraction Mapping
Theorem (see, e.g., Stokey and Lucas [1989], Theorem 3.2) that T has a
unique xed point V 2 C0.
The nal thing to do is ll in some details for the proof of Proposition 1.
Proof of Proposition 1: Most of what is stated follows directly from the
analysis in the text, but two details need to be addressed. First, consider
the uniqueness of the solution to e(q) = 1 + 1 

for a general . This would
follow if e0(0) < 0. Given the normalization c(q) = q,
e(q) =
(u0 + 1  )2u0
(u0 + 1  )u0   (1  )(u  c)u00 :
Therefore e0 takes the same sign as
D1 = [(u
0 + 1  )u0   (1  )(u  c)u00] [(u0 + 1  )u00 + 2u0u00]
 u0(u0 + 1  ) [(u0 + 1  )u00 + u0u00]
+u0(u0 + 1  ) [(1  )(u0   1)u00 + (1  )(u  c)u000] :
After simplication we arrive at
D1 =  22(1  )(u  c)u0u002 + (u0 + 1  ) [u0 + (1  )(u0   1)u0u00]
 (1  )(u0 + 1  )(u  c)u002 + (1  )(u0 + 1  )(u  c)u0u000:
Since qs < q, we have u0 > 1 and all but the nal term are unambiguously
negative. If  = 1 this term vanishes and D1 < 0. For any  2 (0; 1), if u0 is
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log-concave then u0u000 < u00, and this term is bounded by the previous term
and so again we have D1 < 0.
Second, we show that e shifts up with an increase in  at the solution to
e(q) = 1 + 1 

. To begin, note that @e=@ takes the same sign as
D2 = 2(u
0   1) [(u0 + 1  )u0   (1  )(u  c)u00]
 (u0 + 1  ) [u0(u0   1)  (1  2)(u  c)u00]
= (u0 + 1  )(u0   1)u0   (u0   1 + )(u  c)u00
Now rearrange e(q) = 1 + 1 

as
(u  c)u00 = (u
0 + 1  )u0
(1  )

1 + 1 

 1  

+    u0

Substituting this into D2 and simplifying, at e(q) = 1 +
1 

we see that D2
takes the same sign as 1 

(1  )2 + 2u0(u0   e). The desired result follows
if we can show u0  e, which is easy to establish.
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