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Abstract. We show that the multiwavelets, introduced by Alpert in 1993, are related to type I
Legendre-Angelesco multiple orthogonal polynomials. We give explicit formulas for these Legendre-
Angelesco polynomials and for the Alpert multiwavelets. The multiresolution analysis can be done
entirely using Legendre polynomials, and we give an algorithm, using Cholesky factorization, to
compute the multiwavelets and a method, using the Jacobi matrix for Legendre polynomials, to
compute the matrices in the scaling relation for any size of the multiplicity of the multiwavelets.
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1. Introduction. Wavelets are a powerful way for approximating functions and
have been very successful in harmonic analysis, Fourier analysis, signal and image
processing and approximation theory [2], [15]. Multiresolution analysis, as introduced
by Mallat and Meyer [17, 18], is a powerful way to describe functions in L2(R) in a
nested sequence of subspaces, and wavelets are very well suited to move from one
resolution to higher resolutions. Multiwavelets are an extension of wavelets where
instead of using a single scaling function one uses a vector scaling function, which
allows to describe the spaces in the multiresolution analysis in terms of translates
of linear combinations of the functions in the scaling vector. Multiwavelets came up
in a natural way in fractal interpolation and iterated functions theory [3, 4, 5, 10]
and were also put forward by Goodman [8, 9] and Herve´ [11]. A good description of
multiwavelets can be found in [15, part II] and [16]. In this paper we will investigate
the multiwavelets described by Alpert [1]. Previously Geronimo, Marcella´n and Iliev
investigated a modification of Alpert’s multiwavelets in [7] and [6], but they used an
orthogonal basis for the wavelets with fewer zero moments than proposed by Alpert
in [1]. In this paper we will investigate the wavelets with the maximal number of zero
moments, as originally proposed by Alpert.
The paper is organized as follows. We give some information on Alpert’s multi-
wavelets in section 2, we make the connection with type I multiple orthogonal poly-
nomials in section 3 and give explicit formulas for the Legendre-Angelesco multiple
orthogonal polynomials in section 4. A formula for Alpert’s multiwavelets in terms
of the Legendre-Angelesco polynomials is given in section 5 including explicit expres-
sions for their Fourier transforms. An algorithm to expand the multiwavelets in terms
of Legendre polynomials is given in section 6.




2j − 1Pj−1(2x− 1)χ[0,1)(x), 1 ≤ j ≤ n,
∗Version of September 26, 2018
†School of Mathematics, Georgia Institute of Technology, Atlanta, GA 30332-0160 (geron-
imo@math.gatech.edu, iliev@math.gatech.edu).






















2 JEFFREY S. GERONIMO, PLAMEN ILIEV, WALTER VAN ASSCHE
where Pj (0 ≤ j ≤ n − 1) are the Legendre polynomials on [−1, 1] and χ[0,1) is the










n (x) dx = In,
where In is the identity matrix of order n. Introduce the linear space
V0 = clL2(R)span{φ(· − j), 1 ≤ i ≤ n, j ∈ Z},
then V0 is a space of piecewise polynomials of degree ≤ n− 1 and it is a finitely gen-
erated shift invariant space, for which {φi(x− j), 1 ≤ i ≤ n, j ∈ Z} is an orthonormal
basis. For every k ∈ Z we define Vk = {φ(2k·), φ ∈ V0}, so that Vk contains functions
in L2(R) at different resolutions. Clearly the spaces (Vk)k∈Z are nested
· · · ⊂ V−2 ⊂ V−1 ⊂ V0 ⊂ V1 ⊂ V2 ⊂ · · · ⊂ L2(R),
and they form a multiresolution analysis (MRA) of L2(R). We can write
Vk+1 = Vk ⊕Wk, k ∈ Z,
and the spaces (Wk)k∈Z are called the wavelet spaces. If ψ1, . . . , ψn generate a shift-
invariant basis for W0, then these functions are known as multiwavelets when n > 1.
For n = 1 one retrieves the MRA associated with the Haar wavelet. Multiwavelets
for n > 1 were investigated by Alpert [1], Geronimo and Marcella´n [7], Geronimo and
Iliev [6].
In [1] Alpert constructs functions f1, . . . , fn supported on [−1, 1] with the follow-
ing properties:
1. The restriction of fi to (0, 1) is a polynomial of degree n− 1;
2. fk(−t) = (−1)k+n−1fk(t) for t ∈ (0, 1);




fi(t)fj(t) dt = δi,j , 1 ≤ i, j ≤ n;





i dt = 0, i = 0, 1, . . . , k + n− 2.
Our observation is the following
Proposition 1. The last function fn is, up to a normalization factor, the type I
Legendre-Angelesco multiple orthogonal polynomial
fn(x) = An,n(x)χ[−1,0) +Bn,n(x)χ[0,1).
Of course we need to explain what the type I Legendre-Angelesco polynomial is. In
the next section we explain what multiple orthogonal polynomials are and in particular
we define the type I and type II Legendre-Angelesco polynomials. Proposition 1 then
follows immediately from the definition of type I Legendre Angelesco polynomials.
We will then also explain how the other multiwavelets f1, . . . , fn−1 can be expressed
in terms of the Legendre-Angelesco polynomials.
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3. Multiple orthogonal polynomials. Let r ∈ N and ~n = (n1, . . . , nr) ∈ Nr
with size |~n| = n1 +n2 + . . .+nr. Multiple orthogonal polynomials are polynomials in
one variable that satisfy orthogonality conditions with respect to r measures µ1, . . . , µr
on the real line. There are two types: the type I multiple orthogonal polynomials for









x|~n|−1A~n,j(x) dµj(x) = 1,
and the type II multiple orthogonal P~n is the monic polynomial of degree |~n| for which∫
xkP~n(x) dµj(x) = 0, 0 ≤ k ≤ nj − 1,
for 1 ≤ j ≤ r (see, e.g., [12, Chapter 26]). If the measures are supported on disjoint
intervals, then the system µ1, . . . , µr is called an Angelesco system. In this paper we
will deal with two measures (r = 2) with µ1 the uniform measure on [−1, 0] and µ2
the uniform measure on [0, 1], and the corresponding multiple orthogonal polynomials
are called Legendre-Angelesco polynomials. These polynomials were introduced by
Angelesco in 1918–1919 and investigated in detail by Kalyagin and Ronveaux [14, 13].
The type I Legendre-Angelesco polynomials (An,m, Bn,m) are thus defined by















xn+m−1 dx = 1.
These polynomials are uniquely determined by these conditions. Note that the or-
thogonality (3) corresponds to the condition for the vanishing moments (condition
4) for k = n, hence proving Proposition 1. The normalization, however, is different
since one uses condition 3 instead of (4). Note that the type I Legendre-Angelesco
polynomials are piecewise polynomials on [−1, 1] but their restrictions to [−1, 0] and
[0, 1] are respectively the polynomials An,m (of degree n − 1) and Bn,m (of degree
m− 1).
The remaining multiwavelets f1, . . . , fn−1 can also be expressed in terms of Le-
gendre-Angelesco orthogonal polynomials. Denote the type I multiple orthogonal
polynomials by
Qn,m(x) = An,m(x)χ[−1,0] +Bn,m(x)χ[0,1].
As mentioned before, these are piecewise polynomials on [−1, 1] as are the multiwave-
lets.
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djQj+1,j(x), if k + n is odd,
where the coefficients (aj), (cj), (dj) are real numbers.
Proof. The type I multiple orthogonal polynomials {Qj,j , 1 ≤ j ≤ n} on the diag-
onal, together with {Qj+1,j , 0 ≤ j ≤ n− 1} are a basis for the piecewise polynomials
pn−1χ[−1,0] + qn−1χ[0,1], where pn−1, qn−1 ∈ Pn−1 are polynomials of degree at most





0 if k ≤ n and ` ≤ m,
0 if n+m ≤ k + `− 2,
1 if n+m = k + `− 1,




k dx = 0, 0 ≤ k ≤ n− 1,∫ 1
0
Pn,m(x)x
k dx = 0, 0 ≤ k ≤ m− 1.
The biorthogonality gives for the multi-indices near the diagonal∫ 1
−1
Pj,j(x)Qk,k(x) dx = 0 =
∫ 1
−1
Pj+1,j(x)Qk+1,k(x) dx, j, k ∈ N,∫ 1
−1




















The conditions imposed by Alpert give some properties for these coefficients. The




fk(−x)Pj,j(−x) dx = (−1)k+n+1
∫ 1
−1
fk(x)Pj,j(x) dx = (−1)k+n+1dj ,
so that dj = 0 whenever k + n is even. We have used that the type II multiple
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where we used that Pj,j−1(−x) = −Pj−1,j(x), which can easily be seen from the
orthogonality conditions. The type II multiple orthogonal polynomials satisfy the
nearest neighbor recurrence relations
xPn,m(x) = Pn+1,m(x) + cn,mPn,m(x) + an,mPn−1,m(x) + bn,mPn,m−1(x),
xPn,m(x) = Pn,m+1(x) + dn,mPn,m(x) + an,mPn−1,m(x) + bn,mPn,m−1(x).
Subtracting both relations gives
Pn+1,m(x)− Pn,m+1(x) = (dn,m − cn,m)Pn,m(x),









dx = (−1)k+n(cj − ajdj−1),










j=0 djQj+1,j(x), if k + n is odd.
Alpert’s moment condition 4 also shows that{
cj = 0, if 2j − 1 ≤ k + n− 2,
dj = 0, if 2j ≤ k + n− 2,
so that the expansion (7) reduces to the one given in the proposition.
4. Legendre-Angelesco polynomials. It is now important to find the Legen-























Observe that pn and qn are polynomials of degree n with positive leading coefficient.
These two families are immediately related to the last two multiwavelets, and this
holds for every multiplicity n. We will need the Mellin transform of these polynomials
to make the connection.






s dx = (−1)n (
1
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Proof. The proof is along the lines of [6, Lemma 4] and [21, Thm. 2.2]. We will














k + s+ 1
.
This is the partial fraction decomposition of a rational function T (s)/R(s) with poles
at the integers {−k − 1, 0 ≤ k ≤ n}, so R(s) = (s + 1)n+1 and T is a polynomial of
degree ≤ n with residue (−1)n−k(nk)(n+ k2n ) for the pole at −k − 1, hence
T (−k − 1)









Observe that R′(−k − 1) = (−1)kk!(n− k)! so that







+ 1)n, 0 ≤ k ≤ n.
The polynomial T (s) = (−1)n( 12− s2 )n of degree n has precisely these values at −k−1,
and hence (10) follows. Observe that the Mellin transform of pn is a rational function
of s and that the numerator has zeros when s = 2k − 1 (1 ≤ k ≤ n), so that all
the odd moments ≤ 2n − 1 of pn on [0, 1] vanish. The Mellin transform of qn can
be obtained easily in a similar way. From (11) one sees that qn has vanishing even
moments ≤ 2n− 2.
The last two multiwavelets fn and fn−1 are now easily given in terms of these
polynomials.
Proposition 4. Let f1, . . . , fn be Alpert’s multiwavelets of multiplicity n. Then
for x ∈ [0, 1]
fn(x) = cn,0pn−1(x), fn−1(x) = dn,0qn−1(x),































so that all the even moments are already zero. So we only need to concentrate on
the odd moments of pn−1. The Mellin transform (10) for pn−1 shows that the odd
moments ≤ 2n− 3 vanish, and since all the even moments for fn are already zero, it
must follow from (2) that fn is equal to pn−1 up to a normalizing factor.
The proof for fn−1 is similar with a few changes. The symmetry fn−1(−x) =




1 + (−1)k) ∫ 1
0
fn−1(x)xk dx,
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so that all the odd moments vanish. We only need to check that the even moments









fn(x)fn−1(x) dx = 0.
For qn−1 we have from (11) that all the even moments ≤ 2n − 4 vanish, so that
together with the vanishing odd moments, the moment condition (2) holds and fn−1
must be proportional to qn−1.
An explicit formula for the normalizing constants cn,0 and dn,0 will be given in
Proposition 8.
4.1. Type I Legendre-Angelesco polynomials. The type I Legendre-An-
gelesco polynomials near the diagonal can be expressed explicitly in terms of the
functions pn and qn in (8)–(9):
Proposition 5. Let (An,m, Bn,m) be the type I Legendre-Angelesco polynomial






pn(x), An+1,n+1(x) = −Bn+1,n+1(−x).
























(15) An+1,n(x) = Bn,n+1(−x), An,n+1(x) = Bn+1,n(−x),





Proof. The result in (12) follows from Proposition 1 and Proposition 4. The con-
stant can be found by putting s = 2n+ 1 in the Mellin transform, since that moment
has to be 1. For (13)–(15) one can check that the vanishing moment conditions (3)
hold and that the polynomials are of the correct degree. The normalizing constant bn
can be obtained by computing the 2nth moment of qn, i.e., putting s = 2n in (11),
and the using the normalization in (4).









which follows by using
(s− 2k − 1)fˆ(s) = −D̂kf(s), Dkf(x) = x−2k−1 d
dx
x2k+2f(x),
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There is also a system of recurrence relations.
Proposition 6. One has
(3n− 1)xpn−1(x) = 2nqn(x) + (2n− 1)qn−1(x),(16)
(3n− 2)xqn−1(x) = 2
3
(
npn(x) + (2n− 1)pn−1(x) + (n− 1)pn−2(x)
)
.(17)
Proof. We will prove this by comparing coefficients. For (16) the coefficient of





























)− (2n− 1)(n− k)
)
.
The factor between brackets is k(3n− 1), hence together this gives
(−1)n(3n− 1) (1 +
k−1
2 )n−1










which is the coefficient of (−x)k of the left hand side of (16). The proof is similar for
(17), except that one now has to combine three terms on the right hand side.
These recurrence relations can be simplified in the following way. Introduce one





















(3n− 1)xpn−1(x) = 2nqn(x) + (2n− 1)qn−1(x),
(3n+ 1)qn(x) = (n+ 1)rn(x) + nrn−1(x),






2n x − 2n−12n 0
(3n+1)(3n−1)





4.2. Type II Legendre-Angelesco polynomials. The type II Legendre-An-
gelesco polynomials Pn,n(x) and Pn+1,n(x) also have nice Mellin transforms.















s dx = Dn
(−s)n
(1 + s2 )n+1
,
where Cn and Dn are constants.
Proof. The orthogonality conditions for Pn,n are∫ 0
−1
Pn,n(x)x




k dx, 0 ≤ k ≤ n− 1.
The symmetry Pn,n(−x) = Pn,n(x) implies that Pn,n(x) is an even polynomial and













2j + s+ 1
.
This is a rational function of s with poles at the odd negative integers −1,−3,−5, . . . ,
−2n − 1, hence the denominator is ( 12 + s2 )n+1. The orthogonality conditions on
[0, 1] imply that the numerators has zeros at 0, 1, . . . , n − 1, hence the numerator is
proportional to (−s)n. This gives (19), where the constant Cn has to be determined
so that Pn,n is a monic polynomial.
The orthogonality conditions for Pn+1,n and Pn,n+1 are∫ 0
−1
Pn+1,n(x)x




k dx, 0 ≤ k ≤ n,








k dx, 0 ≤ k ≤ n− 1.
The difference Pn+1,n(x)−Pn,n+1(x) is a polynomial of degree 2n which is proportional
to Pn,n, and Pn+1,n(−x) = −Pn,n+1(x). The sum Pn+1,n+Pn,n+1 is therefore an odd
polynomial and we can write












2j + s+ 2
,
and this is a rational function with poles at the even negative integers −2,−4,−6, . . . ,
−2n−2. Hence the denominator is (1 + s2 )n+1. The orthogonality conditions on [0, 1]
imply that the numerator vanishes at 0, 1, . . . , n−1, hence it is proportional to (−s)n.
This gives (20), where the constant Dn has to be determined so that the leading
coefficient is 2.
The Mellin transform (19) implies the Rodrigues formula





if we take into account that∫ 1
0






















5. Alpert multiwavelets and Legendre-Angelesco polynomials. Proposi-
tion 4 already gives the last two multiwavelets fn and fn−1 in terms of the polynomials
pn−1 and qn−1. In order to be able to work with multiwavelets of various multiplicity,
we will change the notation somewhat. If n ∈ N we will denote the multiwavelets of
multiplicity n by (fn1 , f
n
2 , . . . , f
n
n ), and these correspond to what we so far denoted as
(f1, f2, . . . , fn). Proposition 4 then says that for x ∈ [0, 1]
fn+1n+1 (x) = cn+1,0pn(x), f
n+1
n (x) = dn+1,0qn(x).
To find the other multiwavelets, we proceed as follows. Every fn+1n+1−2k is a linear
combination of pn, pn−1, . . . , pn−k in such a way that the orthogonality (1) holds.
This means that we start from the sequence (pn, pn−1, . . . , pn−k) and we use the
Gram-Schmidt process to obtain (fn+1n+1 , f
n+1
n−1 , . . . , f
n+1
n+1−2k). In a similar way ev-
ery fn+1n−2k is a linear combination of qn, qn−1, qn−k in such a way that the orthog-
onality (1) holds. Hence we use Gram-Schmidt on (qn, qn−1, . . . , qn−k) to obtain
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(fn+1n , f
n+1
n−2 , . . . , f
n+1
n−2k). Observe that the Gram-Schmidt process is applied to the
polynomials (pn)n and (qn)n starting from degree n and going down in the degree,
which is different from the usual procedure where one starts from the lowest degree,
going up to the highest degree. If we denote by 〈f, g〉 the integral of fg over the
interval [0, 1], then an explicit formula for x ∈ (0, 1] is
(21) fn+1n+1−2k(x) = cn+1,k
∣∣∣∣∣∣∣∣∣∣∣
〈pn, pn〉 〈pn, pn−1〉 · · · 〈pn, pn−k〉
〈pn−1, pn〉 〈pn−1, pn−1〉 · · · 〈pn−1, pn−k〉
...
... · · · ...
〈pn−k+1, pn〉 〈pn−k+1, pn−1〉 · · · 〈pn−k+1, pn−k〉
pn(x) pn−1(x) · · · pn−k(x)
∣∣∣∣∣∣∣∣∣∣∣
,
where cn+1,k is such that the norm of f
n+1
n+1−2k is one. Similarly
(22) fn+1n−2k(x) = dn+1,k
∣∣∣∣∣∣∣∣∣∣∣
〈qn, qn〉 〈qn, qn−1〉 · · · 〈qn, qn−k〉
〈qn−1, qn〉 〈qn−1, qn−1〉 · · · 〈qn−1, qn−k〉
...
... · · · ...
〈qn−k+1, qn〉 〈qn−k+1, qn−1〉 · · · 〈qn−k+1, qn−k〉
qn(x) qn−1(x) · · · qn−k(x)
∣∣∣∣∣∣∣∣∣∣∣
,
where the constant dn+1,k normalizes the function to have norm one. For the normal-
izing constant cn+1,k we define
(23) ∆pn,k =
∣∣∣∣∣∣∣∣∣
〈pn, pn〉 〈pn, pn−1〉 · · · 〈pn, pn−k〉
〈pn−1, pn〉 〈pn−1, pn−1〉 · · · 〈pn−1, pn−k〉
...
... · · · ...
〈pn−k, pn〉 〈pn−k, pn−1〉 · · · 〈pn−k, pn−k〉
∣∣∣∣∣∣∣∣∣ ,
then it follows from (21) that 〈fn+1n+1−2k, pn−j〉 = 0 for 0 ≤ j < k, since this is equal to
a determinant with two equal rows, and 〈fn+1n+1−2k, pn−k〉 = cn+1,k∆pn,k. Now on [0, 1]
we have fn+1n+1−2k(x) = cn+1,k∆
p
n,k−1pn−k(x) + · · · , and by the symmetry properties
of the functions fn+1k ∫ 1
−1
[fn+1n+1−2k(x)]
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where
(26) ∆qn,k = det

〈qn, qn〉 〈qn, qn−1〉 · · · 〈qn, qn−k〉
〈qn−1, qn〉 〈qn−1, qn−1〉 · · · 〈qn−1, qn−k〉
...
... · · · ...
〈qn−k, qn〉 〈qn−k, qn−1〉 · · · 〈qn−k, qn−k〉
 .
5.1. Hypergeometric functions. We will express the inner products 〈pn, pk〉
in terms of hypergeometric functions.






























Proof. For (27) we expand pk using (8) to find














The integral can be evaluated by using the Mellin transform (10), which gives∫ 1
0
xjpn(x) dx = (−1)n
( 12 − j2 )n
(1 + j)n+1
,
and this is zero whenever j is odd and 1 ≤ j ≤ 2n − 1. So we only need to consider
even terms in the sum. This leaves















(k + j)!( 12 − j)n
(k − 2j)!j!(2j + n+ 1)! .









and (k + j)! = (k + 1)jk!, so that








(k − 2j)!(2j + n+ 1)!(−n+ 12 )jj!
.
Next, we have
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and (2j + n+ 1)! = 22j(n+22 )j(
n+3
2 )j(n+ 1)!, so that





(k + 1)j(−k2 )j(−k−12 )j( 12 )j
(−n+ 12 )j(n+22 )j(n+32 )jj!
,
and this coincides with the hypergeometric expression in (27). The computations for
〈qn, qk〉 are similar, starting from the expansion (9) and using the Mellin transform
(11).
Observe that both (27) and (28) are terminating hypergeometric series.
5.2. Fourier transform. We will now compute the Fourier transform of the
multiwavelets fn+1k for k = n+ 1 and k = n.























































fn+1n+1 (x) sin(xt) dx.
If we use the Taylor series expansion of the sin function, then the Fourier transform
is









On (0, 1] we have fn+1n+1 (x) = cn+1,0pn(x), so we can use the Mellin transform in (10)
to evaluate the integral:









The first n terms in the series are zero, so if we set k = j + n, then






(2j + 2n+ 1)!
(−j − n)n
(2j + 2n+ 2)n+1
.
Now use











and (−j − n)n = (−1)nn!(n+ 1)j/j! to find
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which can be identified in terms of the hypergeometric series.
The proof for the second Fourier transform is similar. We now have
fˆn+1n (t) = 2
∫ 1
0









Now use fn+1n (x) = dn+1,0qn(x) and the Mellin transform (11) for qn to find









Again the first n terms in the series are zero, so the change k = j + n gives








(2j + 2n+ 1)n+1
.
In this case we need to use











and some elementary work gives the required hypergeometric function.
The Fourier transform of the other multiwavelets fn+1k can be obtained by taking
the sin-transform in (21) or the cos-transform in (22). Both will give a determinant
containing hypergeometric functions.
6. Alpert multiwavelets and Legendre polynomials. In order to compute
























and `n(x) are the orthonormal Legendre polynomials on [0, 1] with χA the indicator




) = Cn−1Φn(t+ 1) + C
n
1 Φn(t),
where Cn−1 and C
n
1 are n×n matrices (which are lower triangular). The orthogonality








) dx = 2In,
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2 × n2 upper triangular matrices. The orthogonality of the






























Note however that this is an UL-factorization rather than an LU-factorization. In a
similar way, (Gqn)
−1(GqTn )
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(p0(x) p1(x) · · · pn−1(x)) dx = AnATn ,
so that AnA
T













. Note that the positivity of the
diagonal elements of the Cholesky factorization reflects that the leading coefficients





































where Gˆpn is a stretched version of G
p
n where zero rows have been inserted between
every row, starting from the first row, and Gˆqn is obtained from G
q
n by inserting zero
rows starting from the second row:
Gˆpn =

0 0 0 · · · 0
1 0 0 · · · 0
0 0 0 · · · 0




0 0 0 · · · 0






1 0 0 · · · 0
0 0 0 · · · 0
0 1 0 · · · 0




0 0 0 · · · 1
0 0 0 · · · 0

Gqn.














so that Ψen has (n − 1)/2 elements and Ψon has (n + 1)/2 elements. From (21) and










where Gpn is a
n+1
2 × n+12 and Gqn a n−12 × n−12 upper triangular matrix. As before,
(Gpn)
−1(GpTn )
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and (Gqn)
−1(GqTn )






. The lower triangular matrices An and Bn are the same as














where the stretched matrices are now given by
Gˆpn =

1 0 0 · · · 0
0 0 0 · · · 0
0 1 0 · · · 0




0 0 0 · · · 0






0 0 0 · · · 0
1 0 0 · · · 0
0 0 0 · · · 0




0 0 0 · · · 1
0 0 0 · · · 0

Gqn.
Appendix A. An alternative proof of Proposition 8. The Mellin transforms























By using Parseval’s formula and (10) we have∫ 1
0




Γ( 34 + n− it2 )Γ( 34 + k + it2 )|Γ( 12 + it)|2
Γ( 32 + n+ it)Γ(
3
2 + k − it)|Γ( 34 + it2 )|2
dt.
The arguments it/2 are unusual, so to get rid of them we change the variable t = 2s
to find




Γ( 34 + n− is)Γ( 34 + k + is)|Γ( 12 + 2is)|2
Γ( 32 + n+ 2is)Γ(
3
2 + k − 2is)|Γ( 34 + is)|2
ds.

























4 − is)Γ(k2 + 54 − is)
ds.





pn(x)pk(x) dx = (−1)n+k2−(n+k+1)G2,24,4
(
1;
−k + 14 , 34 , k2 + 34 , k2 + 54
n+ 34 ,
1
4 ,−n2 + 14 ,−n2 − 14
)
,
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a1, . . . , ap








j=1 Γ(bj − s)
∏n
j=1 Γ(1− aj + s)∏q
j=m+1 Γ(1− bj + s)
∏p
j=n+1 Γ(aj − s)
zs ds,
where the path Γ separates the poles of Γ(bj − s) from the poles of Γ(1 − aj + s)








































a1, a2, a3, a4
b1, b2, b3, b4
)
=
zb1Γ(b2 − b1)Γ(1 + b1 − a1)Γ(1 + b1 − a2)
Γ(1 + b1 − b3)Γ(1 + b1 − b4)Γ(a3 − b1)Γ(a4 − b1)
× 4F3
(
1 + b1 − a1, 1 + b1 − a2, 1 + b1 − a3, 1 + b1 − a4
1 + b1 − b2, 1 + b1 − b3, 1 + b1 − b4 ; z
)
+
zb2Γ(b1 − b2)Γ(1 + b2 − a1)Γ(1 + b2 − a2)
Γ(1 + b2 − b3)Γ(1 + b2 − b4)Γ(a3 − b2)Γ(a4 − b2)
× 4F3
(
1 + b2 − a1, 1 + b2 − a2, 1 + b2 − a3, 1 + b2 − a4
1 + b2 − b1, 1 + b2 − b3, 1 + b2 − b4 ; z
)
.
We need the case z = 1. Note that the 4F3 hypergeometric functions are balanced
[19, 20, §16.4 (i)] : for the first 4F3 the sum of the parameters in the numerator is
4n+ 4 and the sum of the denominator parameters is 4n+ 5, for the second 4F3 the
numerator parameters add up to 2 and the denominator parameters to 3. Observe
that a3 − b1 = k2 − n and a4 − b1 = k+12 − n, hence one of these two is a negative
integer, and the Gamma function Γ(a3 − b1) or Γ(a4 − b) has a pole, so that the first
term vanishes. This means that (27) follows.
In a similar way one can also obtain the following expression for the integrals




qn(x)qk(x) dx = (−1)n+k2−(n+k+1)G2,24,4
(
1;
−k + 34 , 14 , k2 + 34 , k2 + 54
n+ 14 ,
3
4 ,−n2 + 14 ,−n2 − 14
)
.
which simplifies to (28).
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S1. Explicit matrices for the scaling relation and the multiwavelets.






























) = Cn−1Φn(t) + C
n
1 Φn(t− 1),
where Cn−1 and C
n
1 are n× n matrices (which are lower triangular). The wavelets are




) = Dn−1Φn(t+ 1) +D
n
1Φn(t),
where Dn−1 and D
n









) dx = 2In,
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S1.1. The scaling relation and the matrices Cn−1. The matrices C
n
1 for
1 ≤ n ≤ 4 are given explicitly in [S3, p. 2486] (but their notation is a bit different for
the multiplicity index n). Here is a simple way to generate them. The orthonormal
Legendre polynomials on [0, 1] satisfy the three term recurrence relation









(2n− 1)(2n+ 1) .
Introducing the Jacobi matrix
(S4) Jn =

1/2 a1 0 0 · · · 0
a1 1/2 a2 0 · · · 0





. . . 0
0 · · · 0 an−2 1/2 an−1
0 · · · 0 0 an−1 1/2

then gives
(S5) JnΦn(t) = tΦn(t)− an`n(t)enχ[0,1](t),
where en is the unit vector (0, . . . , 0, 1)







Note that Jn is the truncated Jacobi matrix for the Legendre polynomials on [0, 1]
and that its eigenvalues are the zeros of pn, which are all in (0, 1), hence Jn is not

































(t− 1)Φn(t− 1)− an`n(t− 1)χ[1,2]en
)
.
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n en = en.
Using (S1) on the left side of (S6) and (S7) on the right side gives for t ∈ [0, 1]
t
2
Cn−1Φn(t) = an`n(t/2)en − an`n(t)en + tJnCn−1J−1n Φn(t).

















n (t) dt = In.






pj(t) dt, 0 ≤ j ≤ n− 1.
and Mn = enm
T
n as the matrix with zeros everywhere, except for the last row which






or, after multiplication the the right by Jn,
(S8) Cn−1Jn = 2JnC
n
−1 +MnJn.
This is the matrix version of the scaling relation (S1), and the 2 results from the fact
that our scaling is with a factor 2.





































From (S8) for n+ 1 we find
Cn+1−1 Jn+1 − 2Jn+1Cn+1−1 = Mn+1Jn+1.
Ignoring the last row, this gives
(S10) Cn−1Jn − 2JnCn−1 − 2anenrTn = 0,
and ansnen − 2ansn+1en = 0. The latter gives 2sn+1 = sn and since C1−1 = 1 (and
thus s1 = 1) we find immediately that sn+1 = 1/2
n (which was already given in
[S3, S2]). So recursively we start with C1−1 = 1. If C
n
−1 is known, then C
n+1
−1 is given
by (S9), where the last row (rTn , sn+1) contains sn+1 = 1/2
n and the vector rn which






The matrices Cn1 can be computed from C
n
−1 by using (C
n
−1)i,j = (−1)i+j(Cn1 )i,j . The
latter relation, combined with (S3), gives






so that the even rows of Cn−1 are orthonormal vectors and the odd rows of C
n
−1 are
orthonormal. This is a useful check.
The matrix C10−1 is given below. The matrices for n < 10 are found as the principal
n× n submatrix of this matrix.






























































































































































































S1.2. Explicit expressions for Dn1 for small n. The multiwavelets for mul-
tiplicities 1 ≤ n ≤ 5 are given in [S1, Table 1 on p. 259]. We have computed the
matrices Dn1 and the matrices D
n
−1 can be found using
(Dn−1)i,j = (−1)i+j+n−1Dn1 .
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, . . . ,
1√
2n− 1),
where the diagonal matrix on the right contains the normalizing constants for the
Legendre polynomials. This means that the multiwavelets of multiplicity n are given











 , x ∈ [0, 1].



































− 15 35 1
0 − 15 1
1




















0 − 27 107 1
2
21 − 27 521 1
0 332 − 1532 1


























2 −6 5 21 9
0 32 − 152 14 18
− 52 152 − 677 −3 2707
0 −1 5 − 252 332
7
4 − 214 23528 − 394 487

,





























0 311 − 1511 2811 3611 1
− 111 311 − 1955 − 755 1511 1
0 − 391012 1951012 − 36478096 261736 1
504
9295 − 15129295 4371859 − 755 − 35139295 1
0 364 − 1564 79128 − 135128 1



































− 513 1513 − 1913 − 713 7513 5513 1
0 − 113 513 − 3539 913 7739 1
641
12532 − 192312532 1923587724 − 99964 − 3453987724 54456748 1
0 7299 − 35299 265897 − 123299 11897 1
− 15279296192 45837296192 − 4902152073344 62403296192 40629518336 − 2689539872 1
0 − 9221 45221 − 2851 228221 − 899663 1
363




































0 − 25 2 − 143 185 15415 265 1
2
15 − 25 47 − 415 − 3635 4421 135 1
0 47314880 − 4732976 223558 − 169310 − 216789280 3781729760 1
− 6778190315 20334190315 − 758247019 75118570945 1283071332205 − 394295799323 230477570945 1
0 − 7007412288 35035412288 − 3670031649152 6123391649152 − 247467824576 − 246753824576 1
30778
576555 − 30778192185 174373691866 − 133193494190 121212112684210 12899213459330 − 9729071001385 1
0 157340960 − 15738192 536910240 − 1056910240 6326140960 − 6797740960 1
− 143323 429323 − 2123969 2849969 − 120213553 3151969 − 2527310659 1

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