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Abstract
We discuss a framework for coordinating the re-
sponse of distributed energy resources (DERs) connected
to electric power distribution networks to provide fre-
quency regulation services. These resources include
plug-in electric vehicles, thermostatically controlled
loads, and microturbines. In this framework, we con-
sider an aggregator that participates in the real-time
market by submitting an offer to provide frequency regu-
lation services. If the offer is accepted, the aggregator
needs to coordinate the response of a set of DERs. The
DERs are compensated through bilateral contracts, the
terms of which are negotiated in advance. The DER
coordination problem the aggregator is faced with is
cast as an optimal control problem, and we propose a
bilayer framework to obtain a sub-optimal solution. In
the first layer, we utilize model-predictive control tech-
niques driven by regulation signal forecasts and parame-
ter estimates to obtain a reference control signal for the
DERs. A second control layer provides closed-loop reg-
ulation around the reference computed by the top layer,
which minimizes the error that arises due to forecast
error, plant-model mismatch, and the slower speed of
the optimal control.
1. Introduction
Electric power systems are undergoing dramatic
transformations in structure and functionality in response
to the US DoE Smart Grid vision [1], and its Euro-
pean counterpart Electricity Networks of the Future [2].
These transformations are enabled by (i) the integra-
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tion of new renewable generation resources (e.g., solar
photovoltaic (PV) installations) and energy-storage ca-
pable loads (e.g., plug-in electric vehicles (PEVs)), and
(ii) the increased reliance on advanced communications,
which enables the active control of other types of energy-
storage capable loads such as thermostatically controlled
loads (TCLs) (e.g., air conditioners, heat pumps, water
heaters, and refrigerators).
These generation and controllable/storage-capable
resources are commonly referred to as distributed en-
ergy resources (DERs). If properly coordinated, DERs
provide new opportunities and added flexibility in the
procurement of ancillary services such as frequency reg-
ulation and load following. For instance, PEVs and
TCLs can be utilized to provide active power for up and
down regulation services, e.g., energy peak-shaving dur-
ing peak hours and load-leveling at night [3, 4, 5]. In
order to enable this added functionality that these new
technologies may provide, it is necessary to develop
appropriate control mechanisms. In this paper, we dis-
cuss a framework for coordinating the response of DERs
to provide frequency regulation and address a specific
instance of this control design problem.
In this framework, we consider an aggregator that
participates in a real-time market by submitting an offer
to provide frequency regulation services. The aggregator
does not own generation or storage assets. In the event
an offer is accepted, it must coordinate the response of
a set of heterogenous DERs, e.g., PEVs, TCLs, and mi-
croturbines, to provide the promised service. The DERs
are compensated for participation through negotiated
bilateral contracts. This compensation is agreed to ex
ante and may vary among the participating DERs. For
example, for a microturbine, the aggregator is likely to
take into account fuel cost when setting its monetary
compensation; whereas for a collection of TCLs, the
aggregator might consider inconvenience costs, e.g., the
battery not being fully charged in a PEV when the owner
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needs to use it, or water being too cold in the case of a
water heater.
The profit of the aggregator is the difference be-
tween the revenue obtained from selling the frequency
regulation service in the real-time market and the costs
incurred by the payments to the DERs and the penalties
for not being able to follow the frequency regulation sig-
nal. Thus, since the revenue is determined by the market
clearing price, which is fixed before service delivery, the
aggregator maximizes its profit by minimizing the total
payments to the DERs and the penalties incurred for not
being able to follow the frequency regulation signal. We
focus on this DER coordination problem faced by the
aggregator and propose a bilayer control architecture to
address it.
In the top control layer, the aggregator uses model-
predictive control (MPC) techniques to minimize the
costs incurred when providing regulation during a fixed
service interval at time-scales consistent with existing
real-time regulation markets.1 The constraints in the
optimal control problem include the inherent dynamics
associated with the DERs power delivery process, their
upper and lower power output limits, their upper and
lower energy limits, as well as constraints on their ramp-
ing rates, i.e., the rate at which they can change their
power output.
In the bottom layer, a closed-loop control, similar
to that implemented in traditional automatic generation
control (AGC) systems, regulates around the MPC so-
lution calculated by the top layer. Separating fast and
slow time scales when designing a controller is a well-
established method for solving problems involving dy-
namics of differing speeds [8]. The authors of [9] have
proposed replacing traditional AGC with MPC, but, to
our knowledge, this paper is the first to propose the afore-
mentioned bilayered approach to coordinating DERs.
This approach benefits from both the speed of traditional
AGC-like control and the foresight of MPC, giving re-
sults with impressive accuracy, while the amounts of
computational power necessary to obtain such accurate
solutions are limited.
There have been many recent papers that exploit
the salient features of DERs in different ways, e.g., [10]
uses receding horizon model predictive control of flexi-
ble loads for energy arbitrage. The framework proposed
in [11] utilizes stochastic dynamic programming to ar-
rive at a solution to a Markov process in which flexible
loads respond to broadcasted prices. We will focus on
papers that directly control DERs to provide frequency
1In a real-time market, the duration of the period over which the
aggregator offers to provide the regulation service is typically five
to ten minutes, and the offer needs to be submitted in advance, e.g.,
two periods before the actual service is to be provided if the offer is
accepted [6, 7].
regulation services. For example, in [3], the authors use
mean field games to control a very large population of ho-
mogeneous PEVs. In [12] and [13], the authors propose
to use Markovian Decision Processes to, respectively,
control heating, ventilation and air conditioning (HVAC)
systems in commercial buildings, and deferrable loads
such as pool pumps. Finally, in [5], the authors propose
an allocation strategy for TCLs based on priority stacks.
Many of these earlier works focus on a specific class of
DERs, while we are interested in exploiting the distinct
capabilities of diverse classes of DERs.
The formulation of the problem to be solved in the
top layer of our architecture is similar to [14], in which
the authors use MPC to coordinate frequency response
of diverse types of resources. Here, we build on the
framework introduced in that paper and make valuable
contributions in several directions. First, we generalize
the model of energy-limited DERs and introduce a cost
function that explicitly takes into account the aggrega-
tor payments to the DERs. Second, we formalize the
decision-making that the aggregator is faced with when
coordinating the DER responses as a stochastic optimal
control problem, and we show that in the perfect infor-
mation case (i.e., the regulation signal is known a priori),
the optimal control problem reduces to a linear program.
Additionally, we go beyond the assumption of a perfect
forecast and a two step prediction horizon in [14], and
investigate longer time-horizon schemes that incorporate
a forecasting technique the aggregator can use to handle
imperfect information. Our architecture adds a second
layer which improves tracking of fast moving regula-
tion signals and decreases the computational complexity
involved in finding a solution. Finally, we provide empir-
ical evidence via synthetic simulations that use a mix of
real and simulated data to show the effectiveness of these
schemes and conduct parameter sensitivity studies. An
aggregator can use similar studies to optimize the control
and determine appropriate DER portfolios to profitably
offer regulation services.
The authors of [15] and [16] propose an ambitious
multi-level control framework for coordinating aggre-
gations of commercial buildings. The nicely integrated
result considers the interaction between the aggregator
and the system operator/reserves market as well as the in-
ternal control of a single type of DER. In this framework,
the reserve allocations for individual loads are calculated
by the aggregator daily, while distributed controllers
handle changes on the order of minutes and seconds. In
contrast, we propose a framework in which the aggre-
gator runs a fast, centralized control to coordinate the
response. In our framework, the distributed controllers
are not required to use predictive techniques for regu-
lation. We believe this method is advantageous as the
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centralized controller is able to fully consider the entire
pool of capability in real time, utilizing the strength of
each heterogeneous DER as appropriate.
The remainder of this paper is organized as follows.
In Section 2, we introduce models for each of the DER
types considered, and formulate the DER coordination
problem. In Section 3 we propose the top level of a
control architecture that allows the aggregator to imple-
ment a solution to the DER coordination problem. In
Section 4 we propose the second layer of the bilayer
control architecture. The performance of this control
architecture is showcased through simulation studies in
Section 5. Concluding remarks and directions for future
work are offered in Section 6.
2. Problem Setting
We first introduce the model that describes the dy-
namics associated with the power delivery process of
the different types of DERs considered in this paper.
We then capture the regulation cost associated with the
DERs. Using these, we formulate the DER coordination
problem faced by the aggregator.
2.1. DER Power Delivery Model
We assume the aggregator needs to coordinate var-
ious types of DERs, which could include small-rating
conventional generators (commonly referred to as mi-
croturbines), commercial building HVAC systems, col-
lections of PEVs or TCLs, and flexible industrial pro-
cesses. We provide a single model—a generalization of
the virtual battery model [17]—which can describe the
behavior of any of these resources.
Let Pi(t) = pi(t)+ pi0 denote the power delivered
by DER i at time t, where pi0 is some nominal set-
ting at which the DER is operating, and pi(t) is the
amount of regulation power that this type of DER pro-
vides, and let ui(t) denote the rate of change of pi(t), i.e.,
ui(t) =
d
dt
pi(t). Also, let X i(t) = xi(t)+ xi0 denote the
DER energy level at time t, where xi0 is some nominal
energy level, and xi(t) is the variation in the DER energy
level around xi0. Additionally, let p
i and -pi denote the
maximum and minimum values of pi(t) as determined
by the charge rate limits of the DER (e.g., maximum
equipment power rating), and let ui and −ui denote the
maximum and minimum values of ui(t) as determined
by the DER ramping constraints (e.g., inertia). Finally,
let Ci denote the limit on up and down variation in xi(t)
around xi0 as determined by capacity constraints (e.g.,
acceptable chemical charge or temperature range). Then,
for the ith DER, we have
d
dt
pi(t) = ui(t),
d
dt
xi(t) =−aixi(t)− pi(t), (1)
−ui ≤ ui(t)≤ ui, − pi ≤ pi(t)≤ pi, |xi(t)| ≤Ci,
where ai ≥ 0 captures the process of dissipation towards
nominal energy, and ui(t) is controlled by the aggregator.
While we have considered symmetric constraints
on xi(t), the formulation can be easily extended to the
asymmetric case. Also, the dynamic model we adopt is
consistent with those used in bulk power transmission
systems to describe the regulation capabilities of units
participating in AGC (see, e.g., [18]).
2.2. DER Coordination Problem Formulation
We assume that the aggregator does not own any
DERs. To deliver the amount of frequency regulation
stipulated through the clearing process of the real-time
market, the aggregator needs to coordinate the response
of a collection of n heterogeneous DERs modeled as in
Section 2.1.
We will assume that the DERs have agreed in ad-
vance to provide the service on behalf of the aggregator
in exchange for some monetary compensation. For a
given market-clearing price, in order to maximize its
revenue, the aggregator needs to minimize its cost; thus,
it needs to minimize the sum of the payments to the
DERs and the penalty which it would incur if not able to
follow the frequency regulation signal set by the regional
transmission organization (RTO). In our formulation, the
payments to the DERs are those associated with power
and energy used for regulation provision. DERs may
also receive a reservation payment based on capacity,
independent of whether or not they are used for ser-
vice provision. From the perspective of this formulation,
these would be sunk costs which would not influence the
coordination scheme.
Let pi i1 denote the price per unit of power that the
aggregator respectively pays DERs for providing power
for both up and down regulation, and let pi i2 denote the
price per unit of deviation from baseline energy. Also,
let X denote the amount of power for up and down fre-
quency regulation that the aggregator has offered in the
real-time market. Additionally, let σXr(t), 0≤ σ ≤ 1,
where r(t) is the value that the normalized regulation
signal set by the RTO takes at time t, be the value of the
signal that the aggregator needs to track at every time
instant t; and let pi p denote the price per unit of power
that the aggregator incurs as a penalty if it does not track
the signal. Finally, let [t0, t f ] be the time interval over
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which the aggregator provides regulation service. Then,
given (1), the DER coordination problem faced by the
aggregator is to find functions ui that minimize
J(u1, · · · ,un) =∫ t f
t0
L(p1(t),x1(t), · · · , pn(t),xn(t),r(t))dt, (2)
where
L(p1(t),x1(t), · · · , pn(t),xn(t),r(t)) = (3)
pi p|σXr(t)−
n
∑
i=1
pi(t)|+
n
∑
k=1
(
pi i1p
i(t)+pi i2|xi(t)|
)
.
In (2), while t0 is likely to correspond to the begin-
ning of the period over which the aggregator needs to
provide frequency regulation, t f does not necessarily cor-
respond to the time instant at which this period ends. In
this regard, if the aggregator were to choose t f to exactly
coincide with the time at which the frequency regulation
period ends, then it would maximize its revenue for this
period. However, if the aggregator were to participate
in subsequent periods, this strategy might not be opti-
mal; thus, the aggregator might decide to look ahead and
consider a longer time horizon to better position itself.
In (3), a large penalty price, pi p, is assumed for error
in tracking the regulation signal. A nonlinear imbalance
penalty may be more accurate, but would greatly com-
plicate the solution procedure. Regulation power is paid
according to the amount of power used, which is negative
for down regulation. Energy costs reflect the inconve-
nience cost of deviating from the baseline value, e.g.,
uncomfortable temperature, insufficient battery charge,
or no hot water. This function could be generalized to
include mileage payments, which account for increased
maintenance costs due to cycling the equipment.
The normalized regulation signal, r(t), is computed
in real-time by the RTO based on the frequency error and
inter-area power exchange errors (see, e.g., [18]); thus,
this signal is not known a priori. This uncertainty adds
a crucial complicating factor for the aggregator. In the
following two sections, we provide a bilayer architecture
that the aggregator can use to provide a solution to the
DER coordination problem. In the top layer, all costs are
considered and a forecast of the regulation signal will
be used; the bottom layer regulates around the top layer
solution in order to minimize short-term tracking error.
3. Top Layer DER Coordination Scheme
We first discretize the DER coordination problem as
defined in (1) – (3), and provide an exact solution for the
case where the regulation signal is known a priori to the
aggregator. We then discuss the effects of uncertainty
and long time horizons.
3.1. Perfect Information, Fixed-Horizon
We will show that the DER coordination prob-
lem reduces to a linear program under perfect infor-
mation with a fixed service interval. To this end, de-
fine x(t) = [p1(t),x1(t), · · · , pn(t),xn(t)]T , and u(t) =
[u1(t), · · · ,un(t)]T ; then, the differential equations in (1)
can be written as
x˙(t) = A˜x(t)+ B˜u(t),
where
A˜i =
[
0 0
−1 −ai
]
B˜i =
[
eˆi
0 · · · 0
]
A˜=

A˜1 0 · · · 0
0 A˜2 · · · 0
...
...
. . .
...
0 0 · · · A˜n
 B˜=

B˜1
B˜2
...
B˜n
 ,
with eˆi being the unit row vector pointing in dimension
i. This model can be replaced by a discrete-time state-
space model of the form
xk = Axk−1+Buk−1, k = 1, . . . ,N, (4)
where N = (t f − t0)/∆T1 ∈ N, xk = x(k∆T1+ t0), uk =
u(k∆T1+ t0), A = I+ A˜∆T1, and B = B˜∆T1. As is stan-
dard, the discretization error can be made negligible by
choice of sampling time ∆T1.
The constraints in (1) can also be compactly written
in matrix form as follows:
Exxk ≤ Fx, Euuk ≤ Fu, (5)
where
Ex =
[
eˆ1, −eˆ1, eˆ2, −eˆ2, · · · , eˆ2n−1, −eˆ2n−1, eˆ2n, −eˆ2n]T
Fx =
[
p1, p1, C1, C1, · · · , pn, pn, Cn, Cn]T
Eu =
[
eˆ1, −eˆ1, · · · , eˆn, −eˆn]T
Fu =
[
u1, u1, · · · , un, un]T . (6)
The cost functional in (2) can also be discretized as:
J(u) = ∆T1
N
∑
k=1
(Q1xk+‖Q2xk+Rrk‖1) , (7)
where rk = r(k∆T1+ t0), k = 1, . . . ,N, and
Q1 =
[
0eˆ1, pi11 eˆ1, 0eˆ2, · · · , pin1 eˆ2n−1, 0eˆ2n
]T
Q2 =
[−pi p∑ni=1 eˆ2i−1, 0eˆ1, pi12 eˆ2, · · · , 0eˆ2n−1, pin2 eˆ2n]T
R=
[
pi pσX , 0, · · · , 0]T . (8)
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Combining (4) – (8), we can formulate the optimiza-
tion problem
u∗k = argmin
u
∆T1
N
∑
k=1
(Q1xk+‖Q2xk+Rrk‖1)
subject to Exxk ≤ Fx,
Euuk ≤ Fu,
xk = Axk−1+Buk−1,
(9)
the solution of which can be used to solve the DER
coordination problem as defined by (1) – (3).
Using the technique laid out in the Appendix, the op-
timization problem in (9) can be cast as a linear program
of the form
minimize
y
f T y
subject to Gy≤ h,
(10)
where f ∈ R(3n+1)N , y ∈ R(3n+1)N , G ∈
R(3n+1)N×(10n+2)N , h ∈ R(10n+2)N . This linear
program can be solved using any of a number of well
documented linear programming algorithms in the
literature (see, e.g., [19, 20]).
3.2. Imperfect Information, Receding Horizon
To solve the DER coordination problem via (10),
it is necessary to have complete information of the
values that the regulation signal r(t) takes for all t =
t0 + k∆T1, k = 1, . . . ,N. Next, we propose an MPC-
based solution to the DER coordination problem when
r(t) is not known in advance.
We use the subscript k+ l|l to denote an estimate,
made at time tl = t0+ l∆T1, of the value that a variable
takes at time tk+l = t0+(k+ l)∆T1, e.g., nk+l|l denotes
the estimate of the regulation signal k steps ahead of
time t0+ l∆T1 (this, and other notation used here was
adopted from [21]). With this notation we can write an
optimization program similar to (9), but with an arbitrary
starting point and no requirement of perfect knowledge
of the future:
u∗k = argmin
u
∆T1
N
∑
k=1
(
Q1xl+k|l +‖Q2xl+k|l +Rrl+k|l‖1
)
subject to Exxl+k|l ≤ Fx,
Euul+k|l ≤ Fu,
xl+k|l = Axl+k−1|l +Bul+k−1|l , (11)
with Ex, Fx, Eu, and Fu as in (6); and Q1, Q2, and R as in
(8). This optimization can also be rewritten in the form
in (10).
Suppose the solution to (11) was calculated with
l = 0. This is equivalent to (9) with an arbitrary forecast.
This solution only depends on the current state x0|0 and
an estimate of future values to calculate the optimal
control for the present time and next N− 1 time steps.
The first calculated optimal control input, denoted u∗0|0, is
then applied. At time t0+∆T1, the system state may not
have evolved as predicted due to an inaccurate forecast of
r(t0+∆T1), incorrect system parameters, or unmodeled
disturbances, i.e., x1|0 6= x1|1, r1|0 6= r1|1. Thus, in order
to obtain a better solution, this new information should
be taken into account.
At the next time step we assign l← l+1 and update
xl|l with new measurements, and the forecast of r(t)
with the latest information. We also assign N← N−1
to avoid making choices that would create higher costs
for t ≤ t f in exchange for even lower costs when t > t f .
The problem is solved again, giving us a new control
plan taking the latest information into account. The first
optimal control input from this optimization is applied at
this time step, and so on. The procedure continues until
l = N−1. Then, at the following time step, we have that
t = t f , thus arriving to the final solution.
If the aggregator continues providing frequency reg-
ulation beyond time t f because it has cleared subsequent
markets, it is not desirable for the aggregator to be left
in a position where it cannot, or cannot profitably, meet
future obligations. For this reason the aggregator would
likely prefer to use a technique that takes a more far-
sighted view. This can be done by performing the steps
described in the previous paragraph without decrement-
ing N. The procedure continues until some arbitrary
time step l = M, M > N. This technique is known as
receding horizon control because as time progresses, the
optimization window is also extended. A receding hori-
zon will be used in the numerical examples presented in
the next section.
As future values of r(t) are unknown, forecasts must
be used. On a second by second basis the regulation
signal does not change much, so in the short term we
expect future values of the regulation signal to be similar
to the present value. However, the current value of the
regulation signal tells us practically nothing about its
value in the distant future; in this case it is best to predict
the mean value. In the medium term it would be logical
to interpolate between the present value and the mean.
With appropriate choice of α1, linear interpolation,
rk+l|l = rl|l ·max(1−α1k∆T1,0) , k ≥ 1, α1 > 0, (12)
was found to have acceptable results.
Because the uncertainty of the forecasts increases
with the prediction horizon, the objective function used
by the predictive controller can be multiplied by a factor
which de-weights values that are further into the future,
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i.e.,
J(u) = ∆T1
N
∑
k=1
(
e−α2k∆T1
(
Q1xl+k|l
+‖Q2xl+k|l +Rrl+k|l‖1
))
. (13)
4. Bottom Layer Regulation Provision
We next propose a second control layer, which pro-
vides closed-loop control so as to minimize the error that
arises due to forecast error, plant-model mismatch, and
the slower speed of the optimal control. Constraints are
given special consideration, which removes the possibil-
ity of violations.
4.1. Controller Formulation
Conventional AGC, which is typically implemented
using proportional-integral (PI) control, is used to coordi-
nate participants in frequency regulation markets [22]. It
is natural to apply a similar closed-loop control scheme
to the problem at hand. Unlike predictive control, PI
control is simple and can be performed very quickly.
The controller has a single state variable, zk, which is
proportional to the integral of the tracking error. Let
piMPCk+1 denote the optimal power value for unit i at time
step k+1 as calculated by the most recent solution from
the MPC-based top layer control, and let pi∗k+1 denote the
optimal power value for unit i at time step k+1 as calcu-
lated by the bottom layer control before considering the
constraints in 1. Finally, let uik denote the control value
to be sent to unit i at time step k. Then, the controller
can be formulated as follows:
zk+1 = zk+∆T2η2(σXrk−
n
∑
i=1
pik)
pi∗k+1 = β
i
(
η1(σXrk−
n
∑
i=1
pik)+ zk+1
)
+ piMPCk+1
uik =
[
pi∗k+1− pik
∆T2
]+
,
where ∆T2 < ∆T1 is the time step of the bottom layer con-
trol, η2 is the integral gain, η1 is the proportional gain,
β i is the participation factor of DER i with ∑Ni=1β i = 1,
and [·]+ indicates projection onto the interval
ζ i =
[
max(−ui,−p
i− pik
∆T2
,
pˇi
kˇ∗ − pik
∆T2
),
min(ui,
pi− pik
∆T2
,
pˆi
kˆ∗ − pik
∆T2
)
]
,
which ensures all constraints in 1 are satisfied. The vari-
ables pˇkˇ∗ and pˆkˆ∗ are lower and upper bounds on power
derived from capacity constraints; the exact definition
and the procedure for calculating them will be given in
the Section 4.2. We reset the integral control, i.e., zk = 0,
when a new top layer solution is found. This control can
also be used without the top layer by fixing piMPCk+1 = 0
and not resetting zk.
Participation factor selection must balance optimal-
ity and complexity. The simplest possible values of β i
would be the constants 1/n. The optimal values would
be time-varying and would consider the costs, current
values of state variables, and limits of each unit. The
computation effort required to arrive at such a solution
would likely be more effective if it were spent working
on solving the MPC problem more quickly. A compro-
mise solution would use a heuristic to update β i infre-
quently, likely based on the slow optimization solution.
The ramp and rate limit terms straightforwardly
limit the control input at the current step and the power
at the following time step to be within the defined limits.
The control input takes at least two time steps to affect
the state of charge, and control action could potentially
need to be taken even further in advance in order to avoid
constraint violations. Thus, determining these limits is
more difficult; their values are derived in the following
subsection.
4.2. Capacity Constraints
For a single DER, the dynamic equations in (1) can
be replaced by a discrete-time state-space model of the
form
Xk = AXk−1+Buk−1, (14)
where Xk = [p(k∆T2+t0), x(k∆T2+t0)]T , uk = u(k∆T2+
t0), A= I+ A˜∆T2, and B= B˜∆T2.
We consider the bound x ≤ C. If x = C, we must
enforce the constraint p≥−aC. Because u limits how
quickly we can increase p, if p < −aC we must also
make sure it is possible to ramp to p=−aC before x>C.
We can find the limits on u by starting at Xˇ0 = [−aC C]T ,
and working the dynamics (14) backwards with uk = u
using the equation
Xˇk+1 = A−1
(
Xˇk−Bu
)
,
with k increasing until pˇk ≤−p or xˇk ≤−C, where Xˇk =
[pˇk xˇk]T . This procedure only needs to be done once;
the values can be stored and used at each time step in the
future.
Then, at each time step, calculate
kˇ∗ = arg min
k
xˇk− (x−∆T2(p+ax))
subject to xˇk ≥ (x−∆T2(p+ax)).
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This solution will always exist and be unique. Although
this may look like a computationally difficult optimiza-
tion problem, it is not; since xˇk is monotonous, its value
can be obtained via a lookup table. The limit on u due
to the constraint x≤C is then
pˇkˇ∗ − pk
∆T2
.
pˆkˆ∗ is calculated similarly, starting at Xˆ0 = [aC −C]T ,
and working the dynamics (14) backwards with uk =−u.
5. Case Studies
We test the performance of the DER coordination
architecture introduced in the previous sections. We
first describe the features of the dataset used in all case
studies. Then, we present base-case simulation results.
5.1. Dataset
We utilize “Normalized Dynamic and Traditional
Regulation Signals” from PJM for the period January
1-18, 2013. This data is available at [23], and includes
two regulation signals—RegD, a fast response signal,
and RegA, a filtered version of RegD for slower ramping
generators; both signals are updated every 2 s.
Figure 1 shows a representative segment of the afore-
mentioned data. We choose the fast signal RegD for our
studies because DERs are expected to have faster ramp-
ing rates than conventional generators, and because stor-
age devices work best with a zero-mean signal. Average
cost and capability data for the same period is calculated
using data available at [24]. From January 1-18, 2013,
the average cost of regulation capacity was $14.3/MWh,
and 947MW of capacity was dispatched.
5.2. Base Case
A case study involving two units was investigated.
The first unit has low ramp rate limits, but a low cost and
high energy capacity. The second unit is able to ramp its
power consumption more quickly, but is more expensive
and has a lower energy capacity. The parameters for the
studies are given in Table 1. The penalty price pi p was
chosen to be ten times the PJM average capability clear-
ing price. It was assumed the aggregator’s dispatched
capability made up about 2% of the total market. Time
steps ∆T1 and ∆T2 are 20 s and 2 s, respectively, and the
prediction horizon T is set to 5min. We use receding
horizon control to calculate u∗ for 60min. We select a
representative segment of RegD for the regulation signal
rk. The other parameters were selected to show different
types of behavior that can arise.
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Figure 1. Segment of PJM regulation data.
RegD is the fast dynamic response signal.
RegA is a filtered version for slower respond-
ing units.
Fig. 2 illustrates the behavior of the fast bottom
layer controller, the slow top layer, and the bilayer con-
trol. We observe that the fast control better tracks the
small variations in r(t), whereas the slow control uses
prediction to spend less time bounded by energy con-
straints. The bilayer controller combines these two ad-
vantages. As expected, results in Table 2 show that the
top layer performed better than the bottom at equal time
scales. If the MPC is constrained to run more slowly
than the PI control, its performance decreases, but it still
outperforms the bottom layer running ten times faster.
However, combining the two methods results in cost
values lower than the slow top layer, while requiring
significantly less computation power than the fast top
layer control.
Both the fast and slow control loops take measures
to ensure solutions are feasible. However, feasibility
problems are encountered when the time scales are
mixed. The MPC problem can be given an initial condi-
tion which is feasible on the fast time scale, but unfea-
sible on the slow time scale. This must be resolved by
requiring all fast control solutions to be slow time feasi-
ble, or by relaxing constraints on the slow time solution.
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Figure 2. Numerical simulation results. Left to right: Bottom layer control, Top layer control, Bilayer
control. Top to bottom: power, state of charge.
Table 1. Case study parameters
Parameter Description Value Unit
pi11 Regulation Price 14.3 $/MW
pi21 Regulation Price 42.9 $/MW
pi12 ,pi
2
2 Energy Price 0 $/MWh
pi p Imbalance Price 143 $/MWh
u1, u1 Ramp Limit 0.04 MW/s
u2, u2 Ramp Limit 0.096 MW/s
p1, p1 Regulation Limit 11.9 MW
p2, p2 Regulation Limit 7.9 MW
C1 Storage Energy Limit 0.45 MWh
C2 Storage Energy Limit 0.15 MWh
a1, a2 Dissipation Constant 0 s−1
σX Regulation Signal Magnitude 18.9 MW
T Prediction Horizon 5 min
5.3. Sensitivity
Here, we explore the sensitivity of the control
scheme total cost with regard to time step size, controller
gains, and forecasting parameters.
Base case controller parameters were optimized us-
ing a 12 hour long segment of the PJM regulation signal
as training data. Fig. 3 shows that the optimal participa-
tion factors require DER 1, which has a lower regulation
price, to participate less than DER 2. However, DER 2
still has significant participation despite its higher price
due to its faster ramping ability. Fig. 4 and Fig. 5 il-
Table 2. Base case total cost for different con-
trol strategies
Control Time-Step Total Cost ($)
Bottom Layer 20 s 584.39
Bottom Layer 2 s 480.58
Top Layer 20 s 470.37
Top Layer 2 s 362.10
Bilayer 2 s/20 s 387.13
lustrate the sensitivity of cost to controller gains and
forecast parameters, respectively. Even with a 12 h sim-
ulation period, these functions are non-convex, making
optimization difficult. Multi-start methods were used to
attempt to locate the global minimum.
6. Conclusions
We have discussed a framework for an aggregator
to coordinate the amount of power provided by a collec-
tion of heterogeneous DERs for providing up and down
frequency regulation services. By coordinating the re-
sponse of the DERs, the aggregator can sell this service
in real-time regulation markets.
We have shown that the DER coordination prob-
lem that the aggregator is faced with can be cast as a
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tom layer controller parameters.
stochastic optimal control problem. We have provided
a bilayer control scheme that enables the aggregator to
solve this problem by using a slow but accurate predic-
tive control techniques while also responding quickly to
second-to-second variations in the regulation signal.
A related problem that is worthy of future explo-
ration is the decision-making process that the aggregator
uses under this framework to choose the capability and
price to offer in the market under the uncertainty of DER
parameters and regulation signal frequency content.
Appendix
The following definitions are used in the pro-
cess of casting (9) as a standard linear program:
X = [xT1 xT2 . . . xTN]T
U = [uT0 uT1 . . . uTN−1]T R=
Rr1...
RrN
∆T1
A=

A
A2
...
AN
 B =

B 0 . . . 0
AB B . . . 0
...
. . . . . .
...
AN−1B . . . AB B

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Figure 5. Sensitivity of operating costs to fore-
cast parameters.
Ex =

Ex 0 . . . 0
0 Ex
. . .
...
...
. . . . . . 0
0 . . . 0 Ex
 Eu=

Eu 0 . . . 0
0 Eu
. . .
...
...
. . . . . . 0
0 . . . 0 Eu

Q1 =

Q1 0 . . . 0
0 Q1
. . .
...
...
. . . . . . 0
0 . . . 0 Q1
∆T1 Fx =
Fx...
Fx

Q2 =

Q2 0 . . . 0
0 Q2
. . .
...
...
. . . . . . 0
0 . . . 0 Q2
∆T1 Fu =
Fu...
Fu
 .
With these definitions, the problem can be written with-
out the summation:
minimize
U
1TQ1X +‖Q2X +R‖1
subject to EXX ≤ FX
EUU ≤ FU
X =Ax0+BU .
Introduce the variable Zx to bound Q2X +R, which
removes the norm in the objective function, and the
problem becomes
minimize
U ,Zx
1TQ1X +1TZx
subject to EXX ≤ FX
EUU ≤ FU
X =Ax0+BU
−Zx ≤Q2X +R≤ Zx.
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Eliminating X by plugging in the dynamic equations
gives us
minimize
U ,Zx
1TQ1Ax0+1TQ1BU +1TZx
subject to ExBU ≤ Fx−ExAx0
EuU ≤ Fu
−Zx ≤Q2 (Ax0+BU)+R≤ Zx.
To create a single unknown variable and a single and
inequality, we define
f =
[
1TQ1B 1T
]T
, y=
[U Zx]T ,
G=

−Q2B −I
Q2B −I
Eu 0
ExB 0
 , h=

Q2Ax0+R
−Q2Ax0−R
Fu
Fx−ExAx0
 .
Note the term 1TQ1Ax0 is ignored as it is constant with
respect to the decision variables. The problem is then in
the form of a standard linear program (10).
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