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1 導入
本稿では,量子 Ising 模型の平均場臨界現象が古典 Ising 模型のそれからどの程度ずれる
のかという問題について,現在までに得られた結果を紹介する.なお,本研究は半田悟氏
(北海道大学) と坂井哲氏 (北海道大学) との共同研究 [11] である.
垣 古典 lsing 模型
強磁性体の相転移を記述するモデルに Ising 模型がある.古典 Ising 模型とは,スピン配
置 \sigma=\{\sigma_{x}\}_{x\in A}\in\{-1, +1\}^{\Lambda} (  A\subset \mathbb{Z}^{d} は有限格子) 上の関数
  H^{c1}(\sigma)=-\sum_{x,y\in\Lambda}J_{x,y}\sigma_{x}\sigma_{y}-
h\sum_{x\in\Lambda}\sigma_{x} (1)
によって定まる確率測度に従って,  \sigma がランダムに与えられるというモデルである.ここ
で,  J_{x,y}\in \mathbb{R} を相互作用係数,  h>0 を外部磁場の強さといい、  H^{c1}(\sigma) をHamiltonian 関
数という.その確率測度による物理量の期待値を調べることによって,相転移現象を解析で
きる.具体的には,逆温度  \beta\in(0, \infty ] に対して確率測度を  e^{-\beta H^{c{\imath}}(\sigma)}/Z^{c1}(\beta) と定め,物理
量  A:\{-1, +1\}^{\Lambda}arrow \mathbb{R} の期待値を次のように定義する :
  \{\langle A\}\}_{\beta,h\cdot\Lambda}=\sum_{\sigma\in\{-1,+1\}^{\Lambda}}
A(\sigma)\frac{e^{-\beta H^{c1}(\sigma)}}{Z^{c1}(\beta)} , ただし  Z^{c1}( \beta)=\sum_{\sigma\in\{-1,+1\}^{\Lambda}}e^{-\beta H^{c1}(\sigma)}.
規格化定数  Z^{c1}(\beta) を分配関数と呼ぶ.
相転移を起こすかどうかを見るには,無限体積極限でのスピン  \sigma_{x} の平均的な向き (磁化)




ていった極限   \lim_{h\downarrow 0}m(\beta, h) を自発磁化といい,自発磁化は高温では  0 , 低温では  0 にな
らないことが知られている1).この自発磁化の値が変わる境目  \beta_{c} を臨界点と呼ぶ.
また,スピン同士の共分散のような量   \chi^{c1}(\beta)=\lim_{A\uparrow \mathbb{Z}^{d}}\beta|A|^{-1}\sum_{x,
y\in\Lambda}\{\langle\sigma_{x};\sigma_{y}\gg_{\beta,0;A} (こ
こで,《  \sigma_{x};\sigma_{y}\rangle\}_{\beta,0;A}:= 《  \sigma_{x}\sigma_{y} 》  \beta,0;A-\{{  \sigma_{x} 》  \beta,0;\Lambda 《  \sigma_{y} } \rangle_{\beta,0;\Lambda}) を帯磁率といい,帯磁率は臨
界点  \beta_{c} で発散することが知られている2).このような,物理量が発散するなどの臨界点付
近で起こる特異な現象の総称を臨界現象と呼ぶ.特に,帯磁率では  \chi^{c1}(\beta)\wedge\smile(\beta_{c}-\beta)^{-\gamma} と
いう幕乗則が成り立つと信じられている3).ここに現れた指数  \gamma を臨界指数と呼ぶ.
1.2 平均場臨界現象
格子の次元  d が十分大きいとき,臨界指数は対応するランダムウォークの臨界指数に一致
すると予想されている.これは直感的には,(1) の第1項に対してスピンの配位数に関する
大数の法則のようなものが成り立つことにより,スピンの向きが独立なものの如く決まる,
と理解できる.このときの臨界指数  (\gamma=1) を平均場臨界指数と呼ぶ.
古典 Ising 模型の臨界指数が平均場臨界指数に退化することを数学的に厳密に証明するた
めの十分条件として,次の赤外評価がある :4次元より大きい次元  d に対して,
ヨ  C\in(0, \infty) ,  \forall\beta<\beta_{c},  0 \leq\hat{G}_{\beta}(k):=\sum_{x\in \mathbb{Z}^{d}} 《   \sigma_{0}\sigma_{x}\gg_{\beta}e^{ik\cdot x}\leq\frac{C}{\hat{J}_{0}-\hat{J}
_{k}} . (2)
ここで,  \hat{J}_{k} はは  J_{o,x} の Fourier 変換   \hat{J}_{k}=\sum_{x\in \mathbb{Z}^{d}}J_{o,x}e^{ik\cdot x} を意味する.具体的な場合に計
算すると,この不等式の最右辺はランダムウォークの Green 関数の Fourier 変換になるこ
とが容易にわかる.もし (2) が成り立てば,次の不等式 [1] から î  =  1 が導かれる.すなわ
ち,  B^{c1}:= \sum_{x\in Z^{d}} 《  \sigma_{O}\sigma_{x}\gg_{\beta}^{2} とおくと,
  \exists C_{1}, C_{2}(B^{c1})\in(0, \infty) , \frac{C_{1}}{\beta_{c}-\beta}\leq
\chi^{c1}(\beta)\leq\frac{C_{2}(B^{c1})}{\beta_{c}-\beta} . (3)
実際,Parseval の等式と (2) を適用して積分を計算4)すれば   B^{c1}<\infty がわかる.





1) 例えば,[12, 第6章および第7章] を参照.
2) 例えば,[12, 定理8.1] を参照.
3) 実関数  f と  g に対して,   tarrow\alpha のとき  f(t)_{\wedge}^{\vee}g(t) とは,ヨ  c_{1},   c_{2}<\infty s.t.  c_{1}g(t)\leq f(t)\leq c_{2}g(t) .
4)  d 次元ランダムウォークに対する再帰性の計算と殆ど同じ.
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有限格子を  A\subset \mathbb{Z}^{d} とする.量子 Ising 模型の定義を述べる前に,次のテンソル積に関す
る記法を導入する :Pauli 行列
 S^{1}=(\begin{array}{ll}
0   1
1   O
\end{array})` S^{3}=(\begin{array}{ll}
1   0
O   -1
\end{array})
に対して,それらと単位行列  I によるテンソル積を
 x
 S_{x}^{i}:=\underline{I\otimes\cdots\otimes I\otimes S^{i}\otimes 
I\otimes\cdots\otimes I} (i=1,3, x\in A) ,
 |A| 個
 \smile x \smile y
 S_{x}^{i}S_{y}^{j}:=\ovalbox{\tt\small REJECT} I\otimes\cdots\otimes I\otimes 
S^{i}\otimes I\otimes\cdots\otimes I\otimes S^{j}\otimes I\otimes\cdots\otimes I  (i, j=1,3, x, y\in A)
 |A| 個
と書く.このとき,量子 Ising 模型の Hamiltonian と分配関数を次のように定義する.
定義1.  A\subset \mathbb{Z}^{d} を有限格子とする.量子 Ising 模型の Hamiltonian 作用素とはテンソル空
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間  \otimes_{x\in\Lambda}\mathbb{C}^{2} 上の作用素
  H=-\sum_{x,y\in\Lambda}J_{x},{}_{y}S_{x}^{3}S_{y}^{3}-h\sum_{x\in\Lambda}S_{x}
^{3}-\delta\sum_{x\in\Lambda}S_{x}^{1}
である.ここで,  J_{x,y}\in \mathbb{R} を相互作用係数,  h>0 を外部磁場の強さ,  \delta>0 を横磁場の
強さと呼ぶ.また,逆温度  \beta\in(0, \infty ] と  A:\otimes_{x\in\Lambda}\mathbb{C}^{2}arrow\otimes_{x\in\Lambda}\mathbb{C}^{2} に対して,行列のト
レースを用いて分配関数  Z と作用素  A の期待値  \{A\}_{\beta,\delta,h;\Lambda} を
  Z(\beta, h, \delta)=Tr[e^{-\beta H}], \langle A\rangle_{\beta,\delta,h;
\Lambda}=\frac{Tr[Ae^{-\beta H}]}{Z(\beta,\delta,h)}
と定義する.
 \tau\backslash 意注意2. 以下では有限格子  A に周期境界条件を課してトーラスとみなす.また,相互作用
係数には並進対称性  \{J_{x,y}\}_{x,y\in A}=\{J_{o,y-x}\}_{x,y\in A} を仮定し,常に  J_{x,y}>0 (強磁性) とす
る.なお,  \lambda\in \mathbb{R} について相互作用係数が特に   J_{x,y}=\lambda ] 1_{\{\Vert x-y\Vert_{1}=1\}} という形5) をしている
とき,その  \{J_{x,y}\}_{x,y\in\Lambda} を最近接相互作用という.
古典 Ising 模型では自由エネルギーから熱力学的な量を定義する.量子 Ising 模型でもそ
れに倣って磁化と帯磁率を定義する.すなわち,自由エネルギーを
 f( \beta, \delta, h)=\lim_{\Lambda\uparrow \mathbb{Z}^{d}}\frac{-1}
{\beta|\Lambda|}\log Z(\beta, \delta, h)
とした上で,磁化と帯磁率をその微分によって,
 m( \beta, \delta, h):=-\frac{\partial f(\beta,\delta,h)}{\partial h} 周塑  1^{\backslash }fli\Lambda\uparrow \mathbb{Z}^{d}1\dot{{\imath}}m\langle S_{o}
^{3}\rangle_{\beta,\delta,h;\Lambda},   \chi(\beta, \delta):=\frac{\partial m(\beta,\delta,h)}{\partial h}h=0
と定義する.ただし,  m の等号のところでは  A の周期性を用いた.また,臨界点を





5)  x=(X1, x_{d})\in \mathbb{Z}^{d} に対して,   \Vert x\Vert_{1}=\sum_{\dot{i}=1}^{d}|x_{i}| である.  \{\cdot\} は . が真なら1, 偽なら  0 を返す定
義関数である.




 d 次元量子 Ising 模型は次の意味で  d+1 次元古典 Ising 模型と等価であることが知られ
ている.以下では,長さ  l のトーラスを  [l]=\{0,1, l-1\} と記す.
定理3 ([15]). 有限格子  A\subset \mathbb{Z}^{d} 上の量子 Ising 模型の分配関数  Z に対して,
  Z(\beta, \delta, h)=\lim_{l\uparrow\infty}(\frac{1}{2}\sinh\frac{2\beta\delta}
{1})^{\frac{|\Lambda|l}{2}}\sum_{\sigma\in\{-1,+1\}^{\Lambda\cross[1]}}e^{-
H^{sT}(\sigma)}
が成り立つ.ただし,  K_{l}=2^{-1}\log\coth(\beta\delta/l) とおいたとき,  A\cross[l] 上の古典的な Hamil‐
tonian 関数を次のように定義する :
  H^{ST}(\sigma)=-\sum_{x,y\in A}\sum_{t\in[l]}\frac{\beta J_{x,y}}{l}\sigma_{x,
t}\sigma_{y,t}-\sum_{x\in A}\sum_{t\in[1]}K_{l}\sigma_{x,t}\sigma_{x,t+1}-
\sum_{x\in A}\sum_{t\in[l]}\frac{\beta h}{l}\sigma_{x,t}.
実空間  A に新たに座標軸を加えた  A\cross[l] を時空間と称する.時空間のスピン配置を
 \sigma=\{\sigma_{x,t}\}_{x\in\Lambda,t\in[l]}\in\{-1, +1\}^{\Lambda\cross[l]} とすると,定理3から,  S_{o}^{3} の期待値と帯磁率は
  \sum\sigma_{o,0}e^{-H^{ST}(\sigma)}
  \langle S_{o}^{3}\rangle_{\beta,\delta,h;A}=\lim_{l\uparrow\infty}
\{\langle\sigma_{o,0}\}\rangle_{\beta} ,哉ん;  \Lambda ,  l^{:=} \lim_{l\uparrow\infty}\frac{\sigma}{\sum_{\sigma}e^{-H^{sT}(\sigma)}},




と,古典 Ising 模型の期待値《  \bullet》で表せる.ただし,  \chi(\beta, \delta) の表式では周期性や高温相で
磁化が  0 になることを用いている.
3.1.2 確率幾何的表現
まず,時空間の点  X=(x, s),  Y=(y, t)\in A\cross[l] に対して,改めて相互作用係数を
 \tilde{J}_{X,Y}=\{\begin{array}{ll}
\beta J_{x,y}/l   [s=t];
K_{l}   [x=y \  t=s+1],
\end{array}
とおく . つぎに,ghost site と呼ばれる仮想的な格子点  g を導入して,時空間のボ
ンド全体を  B=\{\{X, Y\}\subset A\cross[l]|J_{X,Y}>0\} , ghost site とのボンド全体を  \mathbb{G}=
 \{\{X, g\}|X\in A\cross[l]\} と書く.このとき,例えば,二点相関関数  \langle\sigma x\sigma_{Y}\rangle_{\beta,\delta,h;A,l} は
重みを  w(n)= \prod_{b\in \mathbb{B}}\frac{\tilde{J}_{b}^{n_{b}}}{n_{b}!}
\prod_{b^{\ovalbox{\tt\small REJECT}}\in \mathbb{G}}\frac{(\beta h/l)^{n_{b}}}
{n_{b}!} として,《  \sigma x\sigma_{Y} }  \}_{\beta,\delta,h;\Lambda,l}=\frac{\sum_{n:\partial n=\{X,Y\}}w(n)}{n:
\sum_{\partial n=\emptyset}w(n)}
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と表せる.これをランダムカレント表現という.ただし,  n\in(\{0\}\cup \mathbb{N})^{\mathbb{B}\cup \mathbb{G}} をカレント,
 \partial n= {  V \in A\cross[l]\cup\{g\}|\sum_{b\in B\cup \mathbb{G}:b\ni v^{n_{b}}} is odd} を源泉と呼ぶ.
補題4 (Source switching lemma).  X,  Y\in A\cross[l]\cup\{9\} が互いに  n_{b}>0,  \forall b\in \mathbb{B}\cup \mathbb{G} な
るボンドで結ばれるとき,  Xrightarrow nY と書く.任意の実関数  \psi(n) と  A\subset A\cross[l] に対して,




ば,スピン  \sigma_{X} と  \sigma_{Y} の相関を 「  X と  Y が連結である」 というパーコレーションの言葉に
翻訳できる.詳しくは [12, 付録  A ] などを参照されたい.
3.1.3 時空間の lsing 模型における相関不等式
以下では必要のない限り 《  \bullet》の添え字を省略する.前節のランダムカレント表現から,
相関不等式と呼ばれる様々な不等式が得られる.下記にその一部を列挙する.
Griffiths第1 第2不等式 [8, 9, 10] 任意の  A,  B\subset A\cross[l] と  X,  Y\in A\cross[l] に対して,
 \{  \{\{\prod_{X\in A}\sigma_{X}\}\}\geq 0,   \{\prod_{X\in A}\sigma_{X};\prod_{Y\in B}\sigma_{Y}\Vert\geq 0.
 Lebow1tz の不等式 [13]  W,  X,  Y,  Z\in A\cross[l] に対して,
《  \sigma_{W}\sigma_{X};\sigma_{Y}\sigma_{Z}\gg\leq\ll\sigma_{W}\sigma_{Y} 》《  \sigma_{X}\sigma_{Z}\gg+\ll\sigma_{W}\sigma_{Z} 》《  \sigma_{Y}\sigma_{X} 》.
Aizenman‐Graham の不等式 [2]  W,  X,  Y,  Z\in A\cross[l] に対して,




 - 《  \sigma_{W}\sigma_{X} 》《  \sigma_{W}\sigma_{Y} 》《  \sigma_{W}\sigma_{Z}\gg-\ll\sigma_{W}\sigma_{X} 》《  \sigma_{X}\sigma_{Y} 》《  \sigma_{X}\sigma_{Z} 》 .
次の補題は Lebowitz の不等式の特別な場合である.すなわち,時間軸上の隣り合う点に対
しては  l^{-1} という因子が取り出せる.この事実は主結果を証明する上で重要である.
補題5 (半田,K., 坂井).  u,  x\in A と  s,  t\in[l] に対して,
《   \sigma_{o,0}\sigma_{x,t};\sigma_{u,s}\sigma_{u,s+1}\gg\leq\frac{4\beta\delta}
{l} (《  \sigma_{o,0}\sigma_{u,s} 》  \ll\sigma_{x,t}\sigma_{u,s+1}\gg+\ll\sigma_{o,0}\sigma_{u,s+1} 》《  \sigma_{u,s}\sigma_{x,t}\gg).
証明の要旨.ランダムカレント表現によって,《  \sigma_{o,0}\sigma_{x,t};\sigma_{u,s}\sigma_{u,s+1}》は「  \{(0,0)\underline{rr\iota+n}
 (u, s)\} かつ  \{(u, s+1)\underline{rr\iota+n}(x, t)\} が起こり互いに素」 または 「  \{(0,0)\underline{rr\iota+n}(u, s+1)\}
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かつ  \{(u, s)\underline{rn+n}(x, t)\} が起こり互いに素」 であることと同値である.これを大きく
押さえるとボンド  \{(u, s), (u, s+1)\} 上のカレントが  0 であることがわかる.このとき,
 n_{\{(u,s)},  (u,s+1)\} を無理矢理偶数にすると,余分な  (\cosh K_{l})^{-1} という因子が出る.この因子
を上から押さえて,題意の不等式を得る.  \square 
3.2 主結果の主張
時空間のバブルと呼ばれる量を   B_{\Lambda,l}:=l^{-1}\sum_{(x,t)\in A\cross[l]}\ll\sigma_{o,0}\sigma_{x,t} } \}_{\beta,\delta;\Lambda,l}^{2} と定義する.
のとき,帯磁率に対して,古典 Ising 模型の (3) に対応する次の不等式評価が成り立つ.
の定理によって,ある条件下では  \gamma=1 であることがわかる.
定理6 (半田,K., 坂井).最近接強磁性量子 Ising 模型において,  B_{A,l}\ll 1 かつ  \delta\ll 1 と
する7).このとき,  0<\beta<\beta_{c}(\delta) に対して,  C(\beta, B_{A,l})\in(0, \infty) が存在して,
  \frac{\beta}{4d(\beta_{c}-\beta)}\leq\chi(\beta, \delta)\leq\frac{C(\beta,
B_{\Lambda,l})}{\beta_{c}-\beta}.
3.3 証明
まず,有限体積での帯磁率  \chi_{\Lambda,l}(\beta, \delta) に対して,次の微分不等式を示す.すなわち,
 C_{1},  C_{2}\in(0, \infty) が存在して
 0 \leq C_{1}(\frac{\chi_{\Lambda,l}(\beta,\delta)}{\beta})^{2}
\leq\frac{\partial}{\partial\beta}\frac{\chi_{\Lambda,l}(\beta,\delta)}{\beta}
\leq C_{2}(\frac{\chi_{\Lambda,l}(\beta,\delta)}{\beta})^{2} (4)
を満たすことを示す.実際,この両辺を  (\chi_{\Lambda,l}(\beta, \delta)/\beta)^{2} で割って,  0<\beta_{1}<\beta_{c}<\beta_{2} なる















と書ける.ここで,  \partial K_{l}/\partial\beta=-\delta/(l\sinh(2\beta\delta/l)) であるから,第2項は負になることに注
意されたい.(5) の第1項に Lebowitz の不等式を,第2項に Grifffths 第2不等式を適用す
ると,
  \frac{\partial}{\partial\beta}\frac{\chi_{A,l}(\beta,\delta)}{\beta}\leq   \sum_{u,v,x\in\Lambda}   \frac{J_{u,v}}{l^{2}}(\{\langle\sigma_{o,0}\sigma_{u,s} 》《  \sigma_{x,t}\sigma_{v,s}\gg+\ll\sigma_{o,0}\sigma_{v,s} 》《  \sigma_{u,s}\sigma_{x,t} 》  )
 s,t\in[l]
対  =\ovalbox{\tt\small REJECT},\tau\backslash ^{)}性性  \sum_{u,v,x\in\Lambda}\frac{2J_{u,v}}{l^{2}}\{\langle\sigma_{o,0}\sigma_{u,8} 》 { \{\sigma_{x,t}\sigma_{v,s} 》最  =\not\in^{\backslash }接  4 d(\frac{\chi_{\Lambda,l}(\beta,\delta)}{\beta})^{2}
 s,t\in[l]
となって,(4) の上界を得る.ただし,2番目の等号では並進対称性や周期性も使った.  \square 
3.3.2 微分不等式の下界
(5) の第1項に Aizenman‐Graham の不等式を適用して,Schwarz の不等式を用いると,
  \sum   \frac{J_{u,v}}{l^{2}} 《  \sigma_{o,0}\sigma_{x,t1\sigma_{u,s}\sigma_{v,s}} 》
  u,v,x\in\Lambda
 s,t\in[l]











  \sum   \frac{J_{u,v}}{l^{2}} (《  \sigma_{o,0}\sigma_{x,t} 》《  \sigma_{o,0}\sigma_{u,s}\gg\ll\sigma_{o,0}\sigma_{v,s}\gg+\ll\sigma_{o,0}





この右辺第3項は  X=(w, s'),  Y=(y, t') の値に応じて分類する.すなわち,  s'=t' のと
きには等式 (5) を用いて
  \frac{1}{l}\sum\tanh\frac{\beta J_{w,y}}{l}w,x,y\in\Lambda\sim 《  \sigma_{o,0}\sigma_{x,t};\sigma_{w,s'}\sigma_{y,s^{t}} 》   \sum_{u,v\in\Lambda}\frac{J_{u,v}}{l}\langle\{\sigma_{u,s}\sigma_{y,s'}\}
\rangle\langle\{\sigma_{v,s}\sigma_{y,s^{t}}\rangle\}
 t,s'\in[l]  \leq\beta J_{w,y}/l  s\in[l]
 \overline{\leq 2dB_{\Lambda,t}}
  \leq 2d\beta B_{\Lambda,l}\frac{\partial}{\partial\beta}\frac{\chi_{\Lambda,l}
(\beta,\delta)}{\beta}-2d\beta B_{\Lambda,l}\sum_{u,x\in\Lambda}\frac{1}{l}\frac
{\partial K_{l}}{\partial\beta} 《  \sigma_{o,0}\sigma_{x,t};\sigma_{u,8}\sigma_{u,8+1} 》 (6)
 s,t\in[l]
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と評価し,  w=y かつ  t'=s'+1 のときには  \tanh K_{l}=(1-\tanh(\beta\delta/l))/(1+\tanh(\beta\delta/l))
を用いて
  \frac{\frac{1-\tanh(\beta\delta/l)}{1+\tanh(\beta\delta/l)}}{\leq 1}\frac{1}
{l}\sum_{x,y\in\Lambda}s,,t\in[l] 《  \sigma_{o,0}\sigma_{x,t};\sigma_{y_{8'}},\sigma_{y_{8'}+1} 》  u,v \in\Lambda\sum_{s\in[l]}\frac{J_{u,v}}{l} 《  \sigma_{u,s}\sigma_{y,s'+1} 》《  \sigma_{v,s}\sigma_{y,s'+1} 》
 \overline{\leq 2dB_{\Lambda,l}}
(7)
と評価する.(5) の第2項と,(6) と (7) の残りの因子は補題5によって,例えば
 u,x \in\Lambda\sum_{s,t\in[1]}\frac{1}{l}\frac{\partial K_{l}}{\partial\beta} 《  \sigma_{o,0}\sigma_{x,t};\sigma_{u,s}\sigma_{u,s+1} 》  =- \sum_{s,t\in[1]}\frac{\delta}{l^{2}\sinh(2\beta\delta/l)}u,x\in\Lambda 《  \sigma_{o,0}\sigma_{x,t};\sigma_{u,s}\sigma_{u,s+1} 》
  \geq-\frac{4\beta\delta^{2}}{1^{3}\sinh(2\beta\delta/l)}\sum_{s,t\in[1]}u,x\in














また,量子 Ising 模型を古典 Ising 模型とみなし,そこでの確率幾何的表現から相関不等
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