A famous inequality of D. Hilbert [70] , [36] asserts that the matrix commonly known as Hilbert's matrix, determines a bounded linear operator on the Hilbert space of square summable complex sequences. Infinite matrices which possess a similar form to H, namely those that are 'one way infinite' and have identical entries in cross diagonals, are called Hankel matrices, and when these matrices determine bounded operators we have Hankel operators, the subject of this article.
commonly known as Hilbert's matrix, determines a bounded linear operator on the Hilbert space of square summable complex sequences. Infinite matrices which possess a similar form to H, namely those that are 'one way infinite' and have identical entries in cross diagonals, are called Hankel matrices, and when these matrices determine bounded operators we have Hankel operators, the subject of this article.
The formal companions to the Hankel operators are the Toeplitz operators which have representing matrices possessing a constancy along the long diagonals. Since the stimulating paper of A. Brown and P. R. Halmos [9] , the properties of these operators have been extensively developed, culminating in a substantial and sophisticated theory for their spectral, algebraic and C*-algebraic aspects. See, for example, [22] , [23] and [64; Chapter 10] . The fact that Hankel operators have not enjoyed such attention is partly due to their dearth of algebraic properties, to the rather mysterious relationship that exists between a Hankel operator and its defining symbol function and to the fact that, in some senses, they are not so natural. . However, there are excellent reasons for studying them, over and above the fact that they form a new and curious class for the attention of operator theorists, and perhaps we should affirm some of these reasons in order to provide an outlook for the reader.
It would be desirable to have a context for Hilbert's operator H and to be able to perceive its properties (bounded, not compact, positive, spectrum equal to [0,7r] etc.) as instances of more general theorems concerning the Hankel form.
Hankel operators are not as special as one might initially think, at least if one allows unitary equivalence. An integral operator on L 2 (0, oo) whose kernel is of the form k{x + y) is equivalent to a Hankel operator. A prime example is the singular integral operator considered by T. Carleman [12] , and which may be viewed as the continuous variant of H. This operator is also the square of the Laplace transform, considered as an L 2 (0, x ) operator, a fact which admits a natural generalisation (see Theorem 3.1). Such equivalence is in direct analogy with that existing between the Toeplitz operators and the Wiener-Hopf integral operators.
There are interesting and varied relationships between Hankel operators and other areas of analysis. For instance (i) the Hamburger moment problem asks for a characterisation of sequences which are the moments of a positive measure, and the solution concerns the positivity of the associated Hankel matrix, (ii) In the characterisation of which measures actually give rise to Hankel operators, an important role is played by Carleson measures, (iii) Extremal questions, such as the Caratheodory interpolation problem, and the existence of best approximants in the spaces H J and H J +C are closely related to the norm of a Hankel operator and when it may be attained, (iv) The connection between the function theory of the symbol spaces and spectral theory is somewhat akin to the Toeplitz situation, although distinctly more abstruse, (v) The characterisation of which Hankel matrices are bounded, compact and nuclear, involves, respectively, functions of bounded mean oscillation, quasi-continuous functions and Besov spaces.
The relationship between Hankel operators and Toeplitz operators is not just formal but, in fact, rather intimate. For example the square of every Hankel operator lies in the Toeplitz algebra. It seems reasonable then to see what spectral analysis for Hankel operators may be available via the advanced Toeplitz theory, and to what extent a joint theory can be developed (cf. [55] ). Such a joint theory would involve algebras generated by multiplication operators, the Hardy space projection and the reflection operator f{z) -»/(z). This would be of interest in view of close contacts with the singular integral operators with Carleman shift, and their attendant, immense, predominantly Russian, literature ([73; Section 5], [45] ).
Finally, Hankel operators and their matrix variants have occurred in the realisation problem for certain discrete time linear systems, and in determining which systems are exactly controllable (Section 6). The operator problem which is relevant here is to determine which Hankel operators have closed ranges.
In the following section we give in some detail the most elementary properties of Hankel operators and, in the remaining five sections, cover more briefly the topics outlined above. In particular in Section 2 we look at the fundamental questions of boundedness and compactness, the theorems of Z. Nehari and P. Hartman and their modern proofs. Overall we have attempted to give an idea of some of the scope of the subject rather than to have executed a truly penetrating survey. Thus we make no mention of Hankel operators on spaces with weights or on l p spaces (but who does?), we refer only briefly to the analogues on higher dimensional H 2 spaces, and make no mention of Hankel operators on Hardy spaces associated with compact groups and domains in the plane.
Because of its many sided contact with other areas of analysis the subject of Hankel operato"s is both old and young, and its boundaries are a little ill-defined. But the field is fertile and the soil is rich, although it is not always clear which grain will grow and which will not.
Elementary theory
There does not seem to exist a general discussion of the basic operator properties of Hankel operators and so perhaps it is admissible to give a brief one here (see [64] however). They can be finite rank, trace class, Hilbert-Schmidt, compact, positive and partially isometric and so, since they may be introduced by matrices, functions or measures, it is natural to ask which properties define which classes. We shall consider such problems to some extent in what follows. In addition to Hilbert's matrix, the following examples will provide useful illustrations. 
Matrices
Although it is not always particularly fruitful to think of a representing matrix when enquiring into operator properties, the special form of a Hankel matrix does allow some immediate observations. It is clear that finite rank operators exist in profusion, the linear combinations of the discrete flip operators F n , n -1,2,... being the obvious examples. However the Hankel operators C,, |/J < 1, are also finite rank, having a one dimensional range, spanned by the vector (I,/.,/ 2 ,...). The characterisation of finite rank Hankel matrices goes back to L. Kronecker and is given by the following rather striking theorem [44] [31]. 
number of poles of R(z).
The proof is purely algebraic. In fact if the matrix is of finite rank r then the first r r + 1 rows are linearly dependent which means that a m = £ «,«",-, for m = r, r + 1 , . . . and some complex numbers a,, a 2 ,..., a r . But this in turn is equivalent to R(z) being a rational function and the statement involving rank and the number of poles follows once this equivalence is made explicit. It can be shown that the matrix determines an operator if and only if the poles lie in the open disc. The basic problem concerning when Hankel matrices determine Hankel operators is discussed more fully later, but a sufficient matrix condition follows readily from Hilbert's inequality, \\H\\ ^ n. If {na n )™ =0 is a bounded (respectively null) sequence then S = {a i+j )* j=0 is a bounded (respectively compact) operator. In fact if \(n + l)flj is bounded by the constant C then \{Sx, y)\ ^ Cn \\x\\ \\y\\ and so ||S|| ^ Cn. s From this inequality we can see that 7 V = £ a H F n+l converges uniformly to S if na H n = 0 is a null sequence. Since the operators T N are of finite rank, S is compact in this case.
A special class of compact operators are the Hilbert-Schmidt operators whose representing matrices (b,j)£, = o have the property that £ l^-l 2 is finite. Consequently 00 the Hilbert-Schmidt Hankel operators are those for which £ (n + l)|aj 2 is finite. In Hankel matrices are symmetric and this has some immediate consequences. We have S* = S where S is obtained from the Hankel operator S by taking the complex conjugates of the matrix entries. Thus dimker(A-S) = dimker(A-S) = dim ker (A -S)* and it follows that the Fredholm index of X -S is always zero. The spectrum of a Hankel operator is therefore the union of the essential spectrum and the point spectrum and the phenomenon of 'hole filling', characteristic of non zero Fredholm indices, does not occur.
Another consequence of symmetricity is that S*S = {SS*) T , the transpose of SS*, and from this it follows, by a trivial argument, that a hyponormal Hankel operator {S*S ^ SS*) is necessarily normal. Actually more is true, the hyponormal Hankel operators are no more interesting than hermitian Hankel operators.
where U denotes the unilateral shift. In particular
must be a real number for i,j = 0 , 1 , 2,..., and it therefore follows that there is a unimodular complex number a such that aa, is real for all i, completing the proof. Suppose S is a hermitian Hankel operator. Can the positive and negative parts of S be Hankel operators? The answer is no in the strongest possible sense; if both parts are non zero then neither is Hankel. This is an immediate consequence of the fact that the product of two non zero Hankel operators is non zero. Thus S = 0 or T = 0. A much more sophisticated argument, involving symbol functions, has been given in [7] to prove a finite rank variant of the above; if the product of two Hankel operators is a finite rank operator then so is one of the factors. The 'compact variant' however does not hold. Non compact Hankels can have compact products and here are two ways of seeing this. We can make use of the fact that the product of two Hankel operators is a semicommutator of Toeplitz operators (that is, of the form T^T^ -T^) and then appeal to theorems concerning conditions on the symbol functions, (j) and ij/, which determine compactness [21] [61] . Much simpler however is to use the following elementary (and non symbolic) argument of F. F. Bonsall and A. Gillespie which is based only on the non compactness of//, and which also shows the failure of'the Hilbert-Schmidt variant'. Let D, denote the rotation unitary on H 2 by /., |/.| = 1, /. j= 1. Then H, -D ; HD ; is not compact. However it is possible to show by direct analysis that / / / ) ; / / is a Hilbert-Schmidt operator, and therefore so is ////,. Determining exact conditions under which products are compact is quite a subtle problem and definitive results may be found in [7] .
In great contrast to the Toeplitz operators the space of Hankel operators possesses, apparently, few algebraic properties. For example it may be shown, by matrix arguments, that the product of two Hankel operators is a non zero Hankel operator if and only if the factors are both multiples of G, for some |A| < 1. As a consequence it is difficult to say anything about spectra. However we can say that Hankel operators are never semi-Fredholm operators (and in particular are not invertible) by a simple argument [54] based on the operator equation
where U is the unilateral shift, which characterises Hankel operators. This was also proved in [39] for the self adjoint case.
Measures
A connection between measures on the real line and Hankel matrices appears in a solution of the Hamburger moment problem where it is required to characterise those sequences a n of real numbers which are moments of a positive Borel measure n, that is, such that a n = I fdfi{t) {n = 0,1,2,...). [66] . That the matrix condition is necessary follows from a simple argument. Let p(t) = £ x , r ' be a real polynomial and x the vector (x,). Then A natural problem now arises. Which measures correspond to positive operators? Since (a n ) is a null sequence in this case it becomes clear that fi must be supported on ( -1,1). The prime examples are the operators H lt H_ { and G ; , -1 < ), < 1. The respective associated measures being Lebesgue measure on (0,1), Lebesgue measure on ( -1,0) and unit mass measures at ),, -1 < X < 1. Actually it is a painless exercise to prove that the finite rank positive Hankel operators are precisely those corresponding to measures /i which are supported on a finite number of points in (-1, 1). The behaviour of \i near -1 and + 1 is really what is important for boundedness of the associated Hankel matrix, which we shall now denote by S[^]. The boundedness of Hilbert's matrix H { can be used to obtain the sufficient condition: if ^{{x, 1)) = 0(1 -x ) as x -> 1 and /*((-1, x)) = O((l +x)) as
is replaced by V then a sufficient condition for compactness is obtained. It was H. Widom [72] who showed that the conditions are also necessary. We shall say more about this later (Section 2) but let us remark here that it is not just a coincidence that the boundedness condition on f.i is precisely that H, regarded as a measure on the unit disc, be a Carleson measure. and M^ is multiplication by (f). This expression (or similar expressions, such as PM^J | H 2 , P<j>j\ P $ / a n d (/-P)<£/for/in H 2 ) is sometimes taken as the definition of a Hankel operator. However this leads to no loss of generality because of the wellknown and important theorem of Z. Nehari [47] that every Hankel operator is of this form S 0 for some 0 in L°°. In analogy with the Toeplitz operators 7^, defined by T^ = PM^ j H 2 , we refer to 0 as a symbol for S. The use of the indefinite article underlines the fact that the symbol is never unique, since functions in zH x = H£ produce the zero operator. One can easily verify that 0(z) is a symbol for S*.
Examples, (i) Hilbert's matrix H. The function (p{e") = i{t + n)e u , 0 < t < 2n, is a (piecewise continuous) symbol for H and so \\H\\ = ||SJ| < \\4>\\ = n which is Hilbert's inequality. Incidentally, it was Schur [65] who showed that \\H\\ = n.
(ii) A natural symbol for F n is z~n + '. Since polynomials in z and z give finite rank operators it follows, using Weierstrass's approximation theorem, that S f is compact if/ is continuous.
(iii) The rational function :{z -a)" 1 is a symbol for the rank one operator G x , condition £ (n + l)|aj 2 < oo is equivalent to </>(z) = ]T a n z" belonging to the first
Bergman class of analytic functions. These are the analytic functions that are square integrable over the open disc. The symbols of trace class Hankel operators and the von Neumann-Schatten class Hankel operators have only recently been characterised by V. V. Peller [51] and this will be discussed later. A well-known result which features occasionally in discussions of Hankel operators is Beurling's theorem which characterises the invariant subspaces of the backward (unilateral) shift (see, for example, [28] , [29] , [30] , [7] and [5] ). This is principally because (1.1) implies that the closed range of a Hankel operator is such a subspace. Let us briefly sketch how it may be used to show that a Hankel operator is a partial isometry if and only if it is of the form S :i for some inner function u. That such operators are partial isometries is easily checked, the initial space is (uH 2 ) 1 and the final space is (u*// 2 ) 1 where u\z) = u(z). A key step in showing the converse is to establish that a Hankel operator S with non dense range is of the form S :Oh where u is inner and h is in / /
x . Once this is done one may assume that u and h have no common inner factors and eventually conclude that h is constant valued. To see the key step we have ker S = uH 2 by Beurling's theorem, and so if S = S^ then we have S*« = ^7 j , = 0. Thus <f)u = h belongs to : H a as desired. In view of the fact that S. ih is a typical Hankel operator with non dense range one may ask what further conditions on u and h ensure closed range. D. N. Clark [15] has shown that a necessary and sufficient condition is that there is a S > 0 for which |/i(r)| + \u(z)\ > S for all \z\ < 1. This rather deep observation is highly relevant to the controllability of certain discrete time linear systems (Theorem 6.2). Related results follow from Clark's theorem. For example P. Fuhrman [28] has shown that if Sj and S 2 are two Hankel operators with closed range, then the same is true of Sj +S 2 if and only if |»j(r)| + |w 2 (^)l ^ 1 for some rj > 0 and all \z\ < 1, where u l and u 2 are the corresponding inner functions.
The formal similarity of the symbol definitions of Hankel operators (1.2) and Toeplitz operators suggests that there should be connections between them and indeed there are. We have
%V-= T H -T^ (1.3)
and r tf S,_. = Sfl*-S f c 7,
where $(r) = 0(f) etc. The first formula follows on replacing the expression JM.PJM., which arises in the left hand side, by I -P, thus removing the reflection operators, and the other formula follows from a similar manipulation. Hankel/Toeplitz relations have been known for some time (for example [58] ) and an early usage of the general formula (1.3) may be seen in [61] where semicommutators of Toeplitz operators are studied. By a semicommutator we mean an operator of the form T H -Tj,T+. One of the first results about them is due to A. Brown and P. R. Halmos [9] and says that the semicommutator is zero if and only if $ or if/ belongs to H x . Note that this follows immediately from (1.3) and our (matrix) observation that the product of two non zero Hankel operators is non zero. Further occurrences of the formula are in [23] , [54] , [55] , [56] . The fact that the square of every Hankel lies in the Toeplitz C*-algebra (by (1.3)) suggests that perhaps the Hankel operators themselves belong. This is the case for positive Hankels since they are the unique square roots of their squares, but it is not so in general. A quick way to see this (pointed out by S. Axler) is that it is necessary that S^ -T.S^ is compact if S^ is in the Toeplitz algebra. But this commutator is compact only when 5 ( -2_,^ is compact. This occurs, as we see later, only when (z 2 -1)0 is in H x + C and this need not hold. This observation, incidentally, indicates the privileged roles of the points + 1 and -1 on the circle. These are the fixed points of the reflection map z -> z and feature especially in spectral considerations.
The numerical range W(S) of a Hankel operator S seems to be rather difficult to determine, although H. Widom [72] has derived an involved expression for the closure of W{S) u W( -S) as an intersection over all symbols </ > of certain convex sets Precise determination of spectra seems to be a rare event. This is due partly to the inherent awkwardness of the situation and partly because of lack of interest. In the hope of offsetting this lack we close this section with a natural open (?) question. Does there exist a quasinilpotent non zero Hankel operator?
Boundedness, compactness and nuclearity
The fact that every Hankel operator S may be defined by an essentially bounded symbol function is a basic result due to Z. Nehari [47] and lies substantially deeper than its Toeplitz counterpart ( [9] ). There appear to be two lines of proof which we shall loosely refer to as analytic and geometric. A proof of the former kind has at root some analysis of the analytic functions arising when / 2 (Z + ) is regarded as the Hardy space H 2 . This is true of Nehari's rather complicated proof where various reductions reduce the problem to considerations of a finite Hankel operator determined by a 0 , a, ,...,«", which in turn amount to finding 4>{z) analytic so that the and of which the Hankel operator S = {a i+J )™ j=0 is the lower right hand corner. Because it is relatively elementary to show that T is bounded if and only if there is an L°° function </ > such that fl_ n = $+", the n-th Fourier coefficient of </>, this will be enough to prove the theorem, since S = S^, = PT \ H
.
A beautifully simple proof of this kind was given recently by S. Parrot [50] case, is clearly ||S||. Similarly, at the n-th step, the Hankel operator S_ n is constructed with ||S_J| = ||S||. It then follows that the matrix T is bounded, completing the proof. The observation is proved in [50] by clever but elementary manipulations of the polar decompositions of the operator entries. Incidentally, this construction gives T with ||T|| = ||S||, which means that we have found a $ in U° with ||<£|| = ||SJ|. Another (implicitly) geometric proof of the existence of T is to appeal to the Sz.-Nagy Foias. lifting theorem [48] , [68] , [8] . The general form of this concerns operators which intertwine two contractions and the existence of a lifting which intertwines the associated unitary dilations [50] , [24] , [67] . In our situation it ensures that every solution S of SU = U*S (see (1.1)), with U the unilateral shift, is of the form S = PT \ / 2 (Z + ) where T is a solution of TW = W*T, with W the associated bilateral shift on / 2 (Z). However, such operators T are of the form (2.1) and so Nehari's theorem follows.
We now turn to the most transparent analytic proof which, curiously, has a form somewhat similar to the proof of the Hamburger moment problem, outlined in Section 1, in that there are two key steps: a factorisation theorem and a Hahn- There are dual space relations between the Banach space y of all Hankel operators and the Banach space y n J f , where X is the space of compact operators, which may be established in two ways. One can make use of the observations of the last paragraph to show that the spaces are respectively isometrically isomorphic to L?/H£ and to C/A o , where A o = C n HQ . These isomorphisms are the natural ones induced by the symbol map <j> -*• 5^. Since Lf/Hfi is the second dual space of C/A o [21] it follows that y is the second dual of £f n X [42] . Alternatively one can proceed more abstractly, following R. Geller and L. Page [32] , to deduce this from the well-known duality between B{H 2 ) and X. In analogy with this duality one might expect that the dual of y n X (which is isomorphic to H { , the dual of C/A o ) is isomorphic to the space of trace class Hankel operators, but, as we shall see below, this is not so.
BMO
The relevance of functions of bounded mean oscillation, BMO, may be seen from the fact that the dual space of H l is BMOA, the Banach space of analytic BMO functions on the unit circle, with their BMO norm. An isomorphism between BMOA and Hankel operators must therefore exist, in view of the last paragraph, and in fact it is implemented in the following natural fashion. For h in H 2 define the Hankel operator S fl as a densely defined transformation. Then S r , is bounded if and only if h belongs to BMOA, in which case \\S r }\ is equivalent to the BMO norm of h. This is actually a consequence of our previous discussion of Nehari's theorem and C FefTerman's [27] marvellous result that /? belongs to BMOA if and only if h = P(f> for some cf) in L x . We can now deduce that S fl is compact if h belongs to the BMO closure of the disc algebra, which is VMOA, the space of analytic functions of vanishing mean oscillation [62] , [64] . Actually the converse is also true because of Hartman's theorem and the fact that P<j> is in VMOA if (f> is continuous.
The higher dimensional analogues of Nehari and Hartman type theorems for H 2 spaces on the Euclidean sphere and ball in C" can be easily formulated and conjectured and, remarkably enough, they are true [16] , [69] . Moreover the connections with BMO and VMO also carry through (see also [19; p. 368] ). The key step, and a tough one at that, is to derive a weak analogue of the Riesz factorisa- generalises the 'analytic proof to obtain a generalised Nehari theorem. Needless to say it would be interesting to find a truly geometric proof in the higher dimensional cases, but what clever matricial observation can do the trick? Nothing much seems to be known about Hankel operators on the Hardy space of the torus, and it appears unlikely that a straightforward generalisation of the circle situation is possible.
Higher multiplicity
S. Parrot's elegant proof of Nehari's theorem holds, without change, for Hankel operators relative to higher multiplicity shifts, that is, those satisfying SV = V*S with V the unilateral shift on 1 2 (G), the Hilbert space of square summable sequences from a Hilbert space G. Using the standard function space models for higher multiplicity shifts one can define operator valued functions to act as symbols. As L. Page [48] has shown, a natural generalisation of Hartman's theorem is valid: S is compact if and only if a symbol may be chosen for it which is a continuous compact operator valued function. Futher details concerning matrix variants can be found in [49] , [51] , [11] , [8] , [52] . Nuclearity V. V. Peller's recent characterisation [51] of the nuclear, or trace class, Hankel operators may be simply stated: S^ is nuclear if and only if the second derivative of h = P$ is integrable over the unit disc. The collection of such h is actually the Besov space A{, which admits a variety of characterisations, and we shall now give the description which is most pertinent to the proof. Let w n , n = 0 , 1 , . . . , be the polynomial whose Fourier coefficients c k vanish for k ^ 2"" 1 and for k ^ 2 n + 1 , and such that
These functions are closely related to the de la Vallee-Poussin kernels, and it is easy The proof of necessity is just as elementary and even more ingenious.
A natural generalisation for the von Neumann-Schatten classes # p is announced in the addendum to [51] along with the following result. The "cross diagonal averaging map" 0> defined on matrices A = (ay)*j =0 by defines a bounded projection from # p onto the set of Hankel operators in # p when 1 < p < oo. However it seems unlikely that the Hankel operators form a complemented subspace of all operators on H 2 (see [52] ).
Measures
The question of which measures n on ( -1, 1) give bounded or compact Hankel operators S[^], determined, as in Section 1, by a sequence of moments of fi, was asked and answered by H. Widom [72] . In modern language the answer may be phrased as follows In the notation of Section 1 this is the operator S 2i:y _ (where x~ is the characteristic function of the lower half circle) which is also n~lS [m] where m is Lebesgue measure on (-1, 1) . The equivalence (i) above (see [55] ) transforms this to the operator.
where Q denotes projection onto H 2 (R), M. liu _ is a multiplication operator with w_ the characteristic function of (-oc, 0) and R is the reflection operator/(x) -»/( -x). Applying now the Fourier-Plancherel transform one obtains the equivalent operator 
where k is the Laplace transform of v. Part (a) is stated in H. Widom [73] and the theorem can be proved by establishing an equivalence with the circle situation and the operators S\_n~].
In the spirit of the exposition of integral operators of P. R. Halmos and V. S. Sunder [35] , one could make the expression (3.8) the basis of a definition of'Hankel integral operators'. For instance, let k(x, y) = h(x + y), with h a measurable function on R, be such that dom/c is dense and Int/c is bounded on dom/c. In this case a unique operator, S h say, is determined. These operators are naturally equivalent to Hankel operators, but to which ones?
Spectra
The seeds of a spectral theory for Hankel operators were sown by T. Carleman [12] when he showed that the spectrum of where t = argz (by (1.3) ), and to use piecewise continuous Toeplitz theory [33] , [22] to conclude that the essential spectrum of H 2 is [0, xc 2 ]. Since H is positive and \\H\\ = n the result follows. The absence of any point spectrum was noted by G. H. Hardy and E. C. Titchmarsh [37] for Carleman's operator and by Magnus for H.
So matters lay, with little addition, until more recent times, with the work of H. Widom [72] and D. N. Clark [14] . The results of the former include the asymptotic nature of the eigenvalue sequence of a compact positive Hankel operator, whilst those of Clark contain a most satisfactory characterisation of the eigenvalues themselves. This characterisation, which we now describe, indicates links with approximation theory.
Let 5 where the infimum is taken over all polynomials pj of degree less than j , and moreover this infimum is attained. If one concentrates on the essential spectrum then it is possible to obtain definitive results. For example, the Harikel/Toeplitz connection indicated in (1.2) and (1.3) may be exploited further to obtain the essential spectrum of a Hankel operator with piecewise continuous symbol [54] [55] . In this case the essential spectrum is a countable union of (shrinking) line segments through the origin, whose lengths depend on the jumps of the symbol. Entirely analogous results may be obtained [56] for piecewise quasicontinuous symbols by making use of Sarason's incisive analysis pf the Fredhplm theory for their Toeplitz operators [63] . This time an uncountable union of line segments may occur.
A useful tool in these considerations is a localisation theorem of R. G. Douglas for C*-algebras possessing a non trivial centre [21] , [23] . The essential Hankel C*-algebra possesses a centre and so localisation may be effected allowing one to describe the essential spectrum of a Hankel operator once it is understood locally [55] [56] . Let us illustrate this a little with a somewhat unusual example. Let g be a continuous function on (-1,1) which is slowly oscillating in the sense of D. Sarason [63] at + 1 and -1 , and let S[_g] = (g i+j )^= 0 where
are the moments of g. The essential spectrum of S[#] is the union of the line segments [0, /.nj where A is any cluster value of g at +1 or -1. The 'reason' for this is that SQ/] is locally a multiple of Hilberfs matrix where 'local' refers to the maximal ideal points of the fibres over + 1 , -1 of the maximal ideal space of the algebra of such functions. It is possible, and useful, to consider grand C*-algebras which contain in a natural way, both Toeplitz and Hankel operators. For example, for a fixed symbol space, consider the C*-algebra on 13 of the circle generated by multiplication operators M^, the Hardy space projection P and the reflection operator J : /(r) -+/(r). This algebra includes operators of the form T = which are special instances of what are known as singular integral operators with Carleman shift. In this case the shift is the mapping z -> z, on \z\ = 1, which determines J. There is a sizeable literature ( [45] , [73] , [34] , [18] for example) about the spectral, Fredholm and index theory of these operators and of their generalisations, where, in effect, the singular integrals related to P are replaced by singular integrals on simple closed Lyapunov contours in the complex plane. It seems likely that a study of these grand C*-algebras will lead to a unification of the essential spectral aspects of Toeplitz operators, Hankel operators and the Carleman shift operators.
Although relations between spectra and symbols are liable to remain obscure for Hankel operators, surely there is much more that can be said. For instance, what is the spectrum or essential spectrum of S y when / is a characteristic function?
Approximation
A substantial connection between the approximation of functions on the circle and the theory of Hankel operators can be seen from a quick examination of the equalities (2.2), (2.3), (4.1) and (4.2). To take a further instance, a simple argument (see [64] and [38, Section 2]) using Nehari's theorem, shows that if the Hankel operator S zf attains its norm then f+H™ contains a unique function of minimum norm which, moreover, is of constant modulus. Consequently we can say that / has a unique best approximant in H 00 . This will be the case, for example, if/is continuous since S zf is then compact. Further discussions of these matters including properties of the best approximant and further references may be found in [64] .
It has been mentioned that the infimums present in (2.2), (4.1) and (4.2) are attained and so the existence of best approximants may be inferred. That the same is true for (2.3) , that is, the distance to //°° + C is attained, is the substance of the following theorem of S. Axler, I. D. Berg, N. Jewell and A. Shields [6] . , and the first part of the theorem now follows. That best approximants are not necessarily unique has the consequence that L^/H^ + C is not a dual space.
Recently, J. W. Helton [41] , inspired by certain engineering problems, has characterised the distance to H w where distance is referred to a Poincare metric. Interestingly enough, this approximation problem too makes use of Hankel operators. For example, certain distances of </ > to H™ in this metric appear as t a n~V^ where X is the largest solution to the problem Tx = ?,HSH*x. The operators T and S are Toeplitz operators and H is a Hankel operator with symbol
U-I0I
2 )" 1 .
Linear systems
Some aspects of Hankel operators make an important appearance in the theory of discrete time linear systems [40] , [30] , [43] . What we have here is a black box which when fed, in discrete time, a sequence of values u n from a vector space U (the control space) produces a sequence of values y n in the vector space V, the output space. One problem is to characterise certain of these black boxes which operate under the following specific mechanisms. This sequence is sometimes [30] called the impulse response function. Systems theorists have been particularly interested in when the controllability and observability of a system may be deduced from the impulse response function. Roughly speaking, a controllable system in finite dimensions is one in which any internal state may be attained by an appropriate input. Observability is the natural adjoint concept. For infinite dimensional black boxes, where U, X, Y are Hilbert spaces, there are the natural concepts of approximate controllability and approximate observability. Approximate controllability requires that at least a dense subspace of the state space X should be obtained by applying square summable input sequences. To illustrate further the relevance of Hankel operators consider the simple case of U = Y = C and X = H 2 . An internally described system may be given by a triple {A, b, c} with A an operator on H 2 , b in H 2 defining B by Ben = ab, for a in C, and c in H 2 defining C by Ch = {h, c) for h in H 2 . Here the system is approximately controllable if b is a cyclic vector for A. A stronger notion of controllability (namely, exact controllability) was introduced by W. Helton [40] and may be characterised as follows: 
