In recent studies, papers related to the multiplicative based numerical methods demonstrate applicability and efficiency of these methods. Numerical root-finding methods are essential for nonlinear equations and have a wide range of applications in science and engineering. Therefore, the idea of root-finding methods based on multiplicative and Volterra calculi is self-evident. NewtonRaphson, Halley, Broyden, and perturbed root-finding methods are used in numerical analysis for approximating the roots of nonlinear equations. In this paper, Newton-Raphson methods and consequently perturbed root-finding methods are developed in the frameworks of multiplicative and Volterra calculi. The efficiency of these proposed root-finding methods is exposed by examples, and the results are compared with some ordinary methods. One of the striking results of the proposed method is that the rate of convergence for many problems are considerably larger than the original methods.
Introduction
Ever since Grossman and Katz introduced multiplicative calculus in [1] in the last quarter of nineteenth century, the importance of multiplicative calculi is recently understood by the researchers from the different branches. Especially after the paper by Bashirov et al. [2] , some important applications of multiplicative calculus in various applications have been introduced. Some of these are [3] in biomedical image analysis, [4] in complex analysis, [5] in growth phenomena, [6] [7] [8] [9] in numerical analysis, [10] in actuarial science, finance, demography, and so forth, [11] in biology, and recently [12] in accounting. It is important to note that first serious application of multiplicative numerical methods was applied by Bilgehan in [13] for representing real time signals in signal processing. Additionally, Volterra (bigeometric by Grossman terminology) calculus also provides a wide range of applications in science. We refer to [14] [15] [16] with references therein for further discussions of Volterra (bigeometric) calculus. In this section, we give an overview of some basic concepts of multiplicative and Volterra calculi. 
Definition 3. Given ∈ R + = (0, ∞), the multiplicative absolute value of is denoted by | | * such that 
exists, then is said to be Volterra type differentiable at ∈ ( , ).
In [7] , the relation between these two multiplicative calculi can be given as
Furthermore, necessary concepts on Volterra calculus can easily be derived by using the above relations (6) and (8) together with multiplicative concepts.
Taylor expansion for one variable cannot be obtained easily in Volterra calculus. Few factors of the Volterra type Taylor expansion are deduced, respectively, in [14] and [7] as
Recently, the closed form of Volterra Taylor theorem (as Bigeometric Taylor theorem) was presented in the paper [17] .
(3) Zero-Finding Methods and Their Applications. The process of determining roots of nonlinear functions is involved in many applications in various fields such as image and audio processing, mathematics, fuzzy systems, and fluid mechanics. In fuzzy systems, it is important to be able to solve nonlinear systems of equations. In fluid mechanics, rootfinding methods arise in finding depth of water. In the case of image processing it is applied to detect the significant local changes (zero crossings) of the intensity levels under the work of edge detection. It is known that accurate, prompt results yield best selection of localization which produce smooth image. In the case of digital audio processing zero crossing points represent the sample at zero amplitude. At any other point, the amplitude of the wave is rising towards its peak or sinking towards zero. It is very important to determine the exact zero crossing in a shortest time interval especially in the case of looping where the joins between the audio must be as smooth as possible.
As mentioned above, the zeros of functions (especially nonlinear functions) are very significant in real applications as well as mathematical applications such as critical points of nonlinear functions. Therefore, using numerical methods are essential in relation to these problems. Newton-Raphson, Chebyshev's, Halley, Broyden, and perturbed methods are some of the important methods for approximating the zeros of functions. The papers [18] [19] [20] and many papers therein present recent developments and applications of the ordinary root-finding methods. The main problem of these methods is that the initial quest of each method should be sufficiently close to the root. Moreover, the rate of convergence of these methods is different in many applications.
It is also possible to create alternative methods based on multiplicative calculi which provide larger intervals for initial assumptions with more improved rate of convergence. Firstly, the multiplicative root-finding methods have been discussed in master thesis [21] . For many applications, the use of multiplicative based methods will reduce the amount of computational complexity and the time consumption.
Newton-Raphson Methods via Multiplicative Calculi
In this section multiplicative root-finding methods based on Newton-Raphson method are alternatively introduced. These methods will provide better performance for many problems.
Multiplicative Newton-Raphson Method (MN).
The starting point of multiplicative Newton formulae will be the corresponding multiplicative Taylor theorems. In order to obtain Volterra taylor theorem, the relationships between multiplicative and Volterra derivatives, stated in Riza et al. [7] , were applied.
and there exist a number
will converge to for any initial value 0 ∈ [ − , + ].
Proof. Since ( ) = 1, we have ( ) = . To find the point such that ( ) = 1 is accomplished by finding a fixed point of function ( ). The multiplicative Taylor theorem (Theorem 2) of degree of 1 with its reminder term can be given as
where ∈ [ 0 , ]. Substituting = into (11) gives
whenever ( ) = 1. If 0 is close enough to , we can consider first two terms of (12) as
Thus,
Letting → and −1 → 0 yields (10).
Volterra (Bigeometric) Newton-Raphson Methods (AVM).
The following theorem states the iteration of root-finding algorithms with the convergent criteria in the framework of Volterra calculus.
Theorem 6 (Volterra Newton-Raphson). Assume that
will converge to V for any initial value
Proof. Insight can be easily given of the proof of multiplicative Newton-Raphson method.
It is very important to note that methods (10) and (15) are identical, because first two terms of multiplicative and Volterra Taylor theorems in the derivation of Newton method yield same iterations.
Alternatively the following theorem can be considered as a modification of Volterra Newton-Raphson method.
Perturbed Root-Finding Methods via Multiplicative Calculi
In this section, multiplicative perturbed root-finding methods are derived based on corresponding Taylor theorems. The effort to derive these methods will provide better approximation with less computational time and complexity. The number of perturbed terms in corresponding ordinary perturbed methods (see [20] ) should be increased to have the same approximations as multiplicative perturbed methods for many nonlinear equations. The ordinary perturbed method (OP) with two terms can be given as (see [20, 22] )
The multiplicative perturbed methods with two terms are alternatively derived. Numerical results tabulated in next section demonstrate efficiency of the proposed method for the solutions of nonlinear equations.
Multiplicative Perturbed Method.
We will start with the multiplicative Taylor theorem to derive corresponding multiplicative perturbed method. The first three factors in the multiplicative Taylor theorem can be given as
Assume that there exists at least a value such that the function ( ) = 1. Representing the root value with perturbation terms as = 0 + 1 + 2 2 and substituting them into (18) give
Omitting the last two terms in (19) and setting 1 give
The solutions of the equations in (20) are, respectively,
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Let the initial estimation of where ( ) = 1 to be denoted as 0 . According to the equations in (21) the second iterative value 1 can be computed as
Let 1 = +1 and 0 = in (22) . Then,
Equation (23) expresses multiplicative perturbed iteration (MP).
Volterra (Bigeometric) Perturbed Method (VP).
We will derive Volterra perturbed method in the framework of Volterra calculus. The starting point is (9) in the form
Assume that there exists at least a value such that the function ( ) = 1. Let the root value with perturbation terms be represented as = 0 + 1 + 2 2 and substituting it in (24) gives
Omitting the last two terms in (25) and setting it to 1, we have
If the initial estimation of ( ) = 1 is 0 , the second iterative value 1 can be computed by using (26) as
Let 1 = +1 and 0 = in (27). Then, we obtain
Equation (28) expresses Volterra perturbed iteration (VP).
Convergence Criterion of Proposed Methods
The selection of initial value is also very important for the convergence of the multiplicative root-finding algorithms. In this section, the criterion of the convergence of the proposed methods will be given, which will also lead to a selection of the starting point for any given problem. Before giving the convergence of the multiplicative Newton-Raphson methods due to the initial value, the fixed point theorems should be derived in the multiplicative sense. Additionally, multiplicative Rolle and Mean Value theorems discussed in [2] should be considered. Moreover, Volterra Rolle and Volterra Mean Value theorems, which were firstly given in [16] , should explicitly be derived. Proof. Let 1 and 2 be two fixed points. Then, by multiplicative Mean Value theorem, there exist ∈ ( , ) such that
which contradicts the statement. Therefore, ( ) has a unique fixed point in [ , ] .
By the assumption in multiplicative Newton-Raphson method, ( ) = 1 and thus * ( ) = 1. The above theorem produces a sufficient condition for initial value 0 to yield a sequence { } for = 0, 1, 2, . . . for the root of ( ) = 1, so that 0 ∈ ( − , + ) and can be selected such that
for all ∈ ( − , + ). Hence, the condition in (30) is convergence criteria of the initial value of the proposed multiplicative method.
Analogously, it is possible to derive similar condition for the corresponding Volterra method.
Theorem 9 (Volterra Rolle's theorem). Assume that ∈ [ , ]
and is positive on [ , ] . Let ( ) exist for all ∈ ( , ). If ( ) = ( ) = 1, then ∃ ∈ ( , ) such that
Proof. It can easily be given by proof of multiplicative Rolle's theorem.
Theorem 10 (Volterra Mean Value theorem). Assume that ∈ [ , ]
and is positive on [ , ] . Let ( ) exist for all ∈ ( , ). Then, ∃ ∈ ( , ) such that
Proof. Let us consider the function Proof. It can be easily shown by using Mean Value theorem in Volterra calculus.
Sufficient condition for initial value V 0 to yield a convergence sequence {V } for = 0, 1, 2, . . . for the root of (V) = 1 is that V 0 ∈ ( − , + ) and can be selected such that
for all ∈ ( − , + ). Hence, condition in (35) is convergence criteria of the initial value of the proposed Volterra method.
Some Numerical Results of Proposed Methods
In this section, some examples will be considered to reveal the applicability of the introduced methods. Numerical results are reported which indicate that the proposed methods may allow a considerable saving in both the number of step sizes and reduction of computational cost. Besides, the examples consisting of different type of functions reveal the advantages of proposed methods compared to the ordinary methods.
Comparisons of Multiplicative and Ordinary Methods.
It is important to note that finding a zero of the function ℎ( ) at = is accomplished by finding the multiplicative root such that ( ) = ℎ( ) + 1 = 1. The numerical results of some nonlinear equations using proposed and ordinary rootfinding methods are listed in Tables 1 and 2 .
Displayed in Table 1 is the number of function evaluations required such that |1 − ( )/ ( )| < 10 −15 . The functions in Table 1 with their roots , respectively, are 
According to the obtained results, multiplicative rootfinding algorithms can be used effectively and efficiently in real applications mentioned in section one. Moreover, these methods yield better approximations for the nonlinear equations especially when the equations involve exponential, logarithmic, and hyperbolic function. On the other hand, the [23] where "the two questions that must be answered for a chemically reacting system are: (1) what changes are expected to occur and (2) how fast will they occur?" This is an indication that mathematical representations are very important for chemical investigations. Consequently, a chemical reaction is mainly represented by a chemical equation, which represents the change from reactants to products. This process, generally, involves nonlinear functions, so, it is compulsory to use and apply numerical approaches. Exemplarily, suppose that a chemical reaction is made and the concentration of a particular ion at the time is given by a nonlinear function:
If we are interested in when this concentration will be onehalf of its value at initial time 0, we need to solve this problem numerically. If (0) = 2 as an initial assumption, this will be equivalent to finding a root of nonlinear equation:
Usually, chemists tend to use ordinary numerical methods to estimate the root of (38). However, the multiplicative base methods whose effectiveness was proved in problems that involve exponential functions should not be disregarded in many applications. The superiority of the multiplicative numerical methods can be easily observed for this problem by Table 3 .
Example 13. The Rayleigh function, which corresponds to Rayleigh distribution,
plays an important role in magnetic resonance imaging (MRI) and probability theory. It is a striking example in order to show the efficiency of the multiplicative and Volterra rootfinding methods. Assume that the density function of the continuous random variable on the interval [0, ∞) is given by 
which estimates the point according to the given probability of an event in . We attempt to use root-finding algorithms for (41) for = 0.19720178928946303 which will be given by Table 4 .
Conclusion
In this study, the multiplicative and Volterra based rootfinding methods are presented. These methods were tested for some nontrivial problems and compared with the original root-finding method. The results show that in certain problems the multiplicative and/or Volterra methods give more accurate results compared to the original root-finding methods. Especially, the examples showed that the nature of the underlying calculus plays an important role in approximating the zeros of the function.
The selection of the initial value is very important for the convergence of the iteration. Two theorems in Section 4 indicate the conditions for convergence related to multiplicative and Volterra methods, respectively. Section 4 also highlights optimal selection of the initial value. Evidently in certain situations, the multiplicative and/or Volterra methods converge faster compared to the ordinary methods. Particularly, it can be easily observed that multiplicative and Volterra NewtonRaphson methods are more accurate than ordinary NewtonRaphson method in many applications. Therefore, these methods based on multiplicative calculi have proven their importance in the process of numerical approximations of nonlinear equations. Also, the numerical results obtained in the paper encourage the usage of multiplicative and Volterra methods for solving nonlinear equations.
