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LOW M∗-ESTIMATES ON COORDINATE SUBSPACES
A. A. GIANNOPOULOS AND V. D. MILMAN
Abstract. Let K be a symmetric convex body in Rn. It is well-known that for
every θ ∈ (0, 1) there exists a subspace F of Rn with dimF = [(1− θ)n] such that
(∗) PF (K) ⊇ c
√
θ
MK
Dn ∩ F,
where PF denotes the orthogonal projection onto F . Consider a fixed coordinate
system in Rn. We study the question whether an analogue of (∗) can be obtained
when one is restricted to choose F among the coordinate subspaces Rσ, σ ⊆
{1, . . . , n}, with |σ| = [(1 − θ)n]. We prove several “coordinate versions” of (∗)
in terms of the cotype-2 constant, of the volume ratio and other parameters of K.
The basic source of our estimates is an exact coordinate analogue of (∗) in the
ellipsoidal case. Applications to the computation of the number of lattice points
inside a convex body are considered throughout the paper.
1. Introduction
Notation. Our setting isRn equipped with an inner product 〈., .〉 and the associated
Euclidean norm defined by |x| = 〈x, x〉1/2, x ∈ Rn. We denote the Euclidean unit ball
and the unit sphere by Dn and S
n−1 respectively, and we write σ for the rotationally
invariant probability measure on Sn−1.
Let K be a symmetric convex body in Rn. Then, K induces in a natural way
a norm ‖.‖K on Rn. In what follows we shall denote by XK the normed space
(Rn, ‖.‖K). As usual, Ko = {y ∈ Rn : 〈y, x〉 ≤ 1 for every x ∈ K} is the polar body
of K, and XKo = (R
n, ‖.‖Ko) is the dual space of XK .
Finally, we consider the integral parameters
M =MK =
(∫
Sn−1
‖x‖2K σ(dx)
)1/2
, M∗ = MKo =
(∫
Sn−1
‖x‖2Ko σ(dx)
)1/2
,
which are up to a constant the mean widths of Ko and K respectively.
Results. The following inequality of the second named author plays an important
role in developing a proportional theory of high-dimensional convex bodies:
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Theorem A (Low M∗-estimate). There exists a function f : (0, 1)→ R+ such that
for every symmetric convex body K in Rn and for every θ ∈ (0, 1) one can find a
subspace F of Rn with dimF = [(1− θ)n] satisfying
(1.1) ‖x‖K ≥ f(θ)
MKo
|x| , x ∈ F.
Theorem A was originally proved in [M1] and a second proof using the isoperimetric
inequality on Sn−1 was given in [M2] where it was shown that (1.1) holds with f(θ) ≥
cθ for some absolute constant c > 0 (and with an estimate f(θ) ≥ θ + o(1 − θ) as
θ → 1−). This was later improved to f(θ) ≥ c√θ in [PT], see also [M3] for a different
proof with this best possible
√
θ-dependence. Finally, it was proved in [Go] that one
can have
(1.2) f(θ) ≥
√
θ(1 +O(
1
θn
)).
Moreover, if we fix some θ ∈ (0, 1) and consider the Grassmannian manifold Gn,k
of all k-dimensional subspaces of Rn, where k = k(θ, n) = [(1 − θ)n], equipped with
the Haar probability measure νn,k, then (1.1) holds true with f(θ) ≥ c
√
θ for all
subspaces F in a subset An,k of Gn,k which is of almost full measure νn,k(An,k) as
n→∞.
Interchanging the roles of K and Ko, we may equivalently read Theorem A in the
following geometric form:
(1.3) PF (K) ⊇ c
√
θ
MK
Dn ∩ F,
where PF denotes the orthogonal projection onto F . In this paper we will follow the
tradition and continue calling an inclusion of the type (1.3) a “low M∗-estimate” (for
Ko).
Among other applications of (1.3), let us mention the quotient of subspace theorem
and the reverse Santalo´ inequality [M1], [BM].
Let {e1, . . . , en} be an arbitrary but fixed orthonormal basis of Rn with respect
to 〈., .〉. For a subset σ ⊆ {1, . . . , n} we naturally define the coordinate subspace
R
σ = {x ∈ Rn : 〈x, ej〉 = 0 if j /∈ σ}. We write Dσ for Dn ∩Rσ and Qσ for the unit
cube Qn ∩Rσ = [−1, 1]σ in Rσ.
Our purpose is to discuss “low M∗-estimates” in the form (1.3) when one is re-
stricted to choose F among the coordinate subspaces of Rn of a certain dimension
m proportional to n.
In Section 2 we study the case of an ellipsoid E in Rn. It turns out that for any
orthonormal basis of Rn one has results analogous to (1.3) with almost the same√
θ-dependence on the parameter θ:
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Theorem B (Coordinate low M∗-estimate for ellipsoids). Let E be an ellipsoid in
R
n and θ ∈ (0, 1). Then, there exists σ ⊆ {1, . . . , n}, |σ| ≥ (1− θ)n, with
Pσ(E) ⊇ c
√
θ
log1/2(2
θ
)ME
Dσ,
where Pσ denotes the orthogonal projection onto Rσ, and c > 0 is an absolute con-
stant.
It is perhaps surprising that this type of geometric result about ellipsoids is new and
non-trivial. Note that our investigation of these questions was started from a simpler
fact of the same nature about a special class of ellipsoids, which was discovered in
[Gi].
It can be checked that Theorem B is optimal apart from the logarithmic term (see
Remark 2.5). A result of the same type can be proved for an ellipsoid E of smaller
but sufficiently large dimension living in an arbitrary subspace F of Rn (Theorem
2.3). We also consider the corresponding problem for sections (instead of projections)
of E with coordinate subspaces (Theorem 2.4).
Simple examples show that one cannot achieve the same strong estimate in full
generality: for an arbitrary symmetric convex body K and an arbitrary orthonormal
basis in Rn. Consider e.g the case of the unit cube Qn and the standard basis of
R
n: observe that MQn ≃
√
log n/n, while the radius of the largest Euclidean ball
contained in any coordinate projection of Qn is 1. In Section 3 we give a general low
M∗-estimate in terms of the cotype-2 constant CK of XK :
Theorem C (M∗-estimate in terms of CK). For an arbitrary symmetric convex
body K in Rn and for any θ ∈ (0, 1), one can find σ ⊆ {1, . . . , n}, |σ| ≥ (1 − θ)n,
satisfying
Pσ(K) ⊇ c1θ
log2(2
θ
)h(CK)MK
Dσ,
where h(y) = y log 2y, y ≥ 1, and c1 > 0 is an absolute constant.
Let us note that one can give a simpler argument, based on the isomorphic Sauer-
Shelah lemma of S. J. Szarek and M. Talagrand and a factorization theorem of B.
Maurey, which results in a weaker estimate of the same type (we sketch it in Remark
3.6). We also obtain results of the same nature in which MK is replaced by various
other “volumic” parameters of K or Ko (see Remark 3.7).
In Section 4 we give a general low M∗-estimate in terms of the volume ratio vr(K)
of K:
4 A. A. GIANNOPOULOS AND V. D. MILMAN
Theorem D (M∗-estimate in terms of vr(K)). Let K be a symmetric convex body
in Rn. For every θ ∈ (0, 1), there exists σ ⊆ {1, . . . , n}, |σ| ≥ (1− θ)n, such that
Pσ(K) ⊇ 1
[c2vr(K)]
c3 log(
2
θ
)
θ MK
Dσ,
where c2, c3 > 0 are absolute constants.
In Sections 5 and 6 we give some further applications of the low M∗-estimate for
ellipsoids. We demonstrate an exact dependence between coordinate sections of an
ellipsoid and its polar in the spirit of [M5]. We also apply Theorems 2.2 and 2.4
to questions related to the number of integer or “almost integer” points inside an
ellipsoid.
Recall that the cotype-2 constant CK of XK is the smallest constant λ > 0 for
which (
Aveεj=±1‖
m∑
j=1
εjxj‖2K
)1/2
≥ 1
λ
(
m∑
j=1
‖xj‖2K
)1/2
holds for all choices ofm ∈ N and {xj}j≤m in XK . We refer to [MS] and [TJ] for basic
facts about type, cotype and p-summing operators which are used below. The letter
c will always denote an absolute positive constant, not necessarily the same in all its
occurrences. By |.| we denote the cardinality of a finite set, volume of appropriate
dimension, and the Euclidean norm (this will cause no confusion).
2. Ellipsoidal case
In this Section we consider the case of an arbitrary ellipsoid E in Rn. There exists
a linear isomorphism T : Rn → Rn such that T (E) = Dn. It will be convenient for
us to write E in the form
(2.1) E = {x =
n∑
j=1
xjej ∈ Rn : |
n∑
j=1
xjuj| ≤ 1},
where uj = T (ej), j = 1, . . . , n. Writing E in this way, we can easily express ME in
terms of the uj’s as follows:
(2.2) ME =
(∫
Sn−1
‖x‖2T−1(Dn) σ(dx)
)1/2
=
(∫
Sn−1
|
n∑
j=1
xjuj|2 σ(dx)
)1/2
=
(
1
n
n∑
j=1
|uj|2
)1/2
.
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Under the extra assumption that |uj| ≤ 1, j = 1, . . . , n, an estimate for coordinate
projections of E was given in [Gi] in connection with the problems of the Banach-
Mazur distance to the cube and the proportional Dvoretzky-Rogers factorization.
Its proof combines the structure of the ellipsoid with the well-known Sauer-Shelah
lemma and factorization arguments analogous to the ones in [BT, Theorem 1.2]:
Lemma 2.1. Let Eτ = {x =
∑
j∈τ xjej ∈ Rτ : |
∑
j∈τ xjuj| ≤ 1}, where uj ∈ Rn,
j ∈ τ , with |uj| ≤ 1. Then, for every ζ ∈ (0, 1) there exists σ ⊆ τ, |σ| ≥ (1 − ζ)|τ |,
such that
Pσ(Eτ ) ⊇ c
√
ζ Dσ,
where c > 0 is an absolute constant.
One more step is needed in order to obtain a low M∗-estimate for coordinate
subspaces in the ellipsoidal case:
Theorem 2.2. Let E be an ellipsoid in Rn. For every θ ∈ (0, 1) there exists a subset
σ of {1, . . . , n} with |σ| ≥ (1− θ)n, such that
Pσ(E) ⊇ c
√
θ
log1/2(2
θ
)ME
Dσ,
where c > 0 is an absolute constant.
Proof: We write E in the form (2.1) and assume as we may that ME = 1. If
ρ = {j ≤ n : |uj| ≥
√
2/θ}, then by (2.2) we have 2|ρ|/θ ≤ ∑j≤n |uj|2 = n, hence
|ρ| ≤ θn/2. Consider the sets of indices:
τ0 = {j ≤ n : |uj| ≤ 1},
τk = {j ≤ n : ek−1 < |uj| ≤ ek}, k ≥ 1.
If k0 = [log(
√
2/θ)] + 1, we have |⋃0≤k≤k0 τk| ≥ n− |ρ| ≥ (1− θ2)n.
We define ζk =
θn
2
ek/
√
|τk|∑
k e
k
√
|τk|
for all k ≤ k0 with τk 6= ∅, and consider the set
I = {k ≤ k0 : τk 6= ∅ and ζk < 1}. For each k ∈ I we can apply Lemma 2.1 for the
ellipsoid Eτk = E ∩Rτk to find σk ⊆ τk with |σk| ≥ (1− ζk)|τk| such that
(2.3) Pσk(Eτk) ⊇ c1
√
ζk
ek
Dσk ,
where c1 is the constant from Lemma 2.1. Finally, we set σ =
⋃
k∈I σk. Note that
the above choice of ζk’s implies that
|
k0⋃
k=0
τk| − |σ| ≤
k0∑
k=0
ζk|τk| = θn
2
,
and therefore, |σ| ≥ (1− θ)n.
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Suppose that w ∈ Dσ. If we write w =
∑
k∈I wk, where wk = Pσk(w), then by
(2.3),
(2.4) w ∈ 1
c1
∑
k∈I
|wk| e
k
√
ζk
Pσk(E ∩Rτk) ⊆
1
c1
(∑
k∈I
|wk| e
k
√
ζk
)
Pσ(E),
and since w ∈ Dσ was arbitrary, an application of the Cauchy-Schwartz inequality
shows that
(2.5) Dσ ⊆ 1
c1
(∑
k∈I
e2k
ζk
)1/2
Pσ(E).
Inserting our ζk’s in the sum above, we conclude that
(2.6) Dσ ⊆ 1
c2
√
θn
(
k0∑
k=0
ek
√
|τk|
)
Pσ(E).
It remains to give an upper bound for the sum
∑
k≤k0 e
k
√|τk|: to this end, note
that for k = 1, . . . , k0, we have |τk|e2k−2 ≤
∑
j∈τk |uj|2 ≤ n and thus ek
√|τk| ≤ e√n
for k = 1, . . . , k0 which allows a first upper bound of the order of k0
√
n.
We partition the set of indices {0, 1, . . . , k0} setting
ϕ0 = {k ≤ k0 : |τk| ≤ 1k0 ne2k−2},
ϕs = {k ≤ k0 : es−1k0 ne2k−2 < |τk| ≤ e
s
k0
n
e2k−2
}, s ≥ 1.
If s0 = [log k0] + 2, we have
⋃
0≤s≤s0 ϕs = {0, 1, . . . , k0}, and for every s = 1, . . . , s0
we easily check that
|ϕs|e
s−1
k0
n
e2k−2
e2k−2 ≤
∑
k∈ϕs
∑
j∈τk
|uj|2 ≤ n,
which means that
(2.7) |ϕs| ≤ k0
es−1
,
for all s ≤ s0. By the definition of ϕs and by (2.7), we can now estimate the sum in
(2.6) as follows:
(2.8)
k0∑
k=0
ek
√
|τk| =
s0∑
s=0
∑
k∈ϕs
ek
√
|τk| ≤
s0∑
s=0
|ϕs|e
kes/2
√
n√
k0ek−1
≤ e
√
n√
k0
s0∑
s=0
k0
es−1
es/2 ≤ e2(
∞∑
s=0
e−s/2)
√
n
√
k0 ≤ c3
√
k0
√
n.
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Therefore, (2.6) becomes
(2.9) Dσ ⊆ 1
c4
√
θ
√
k0Pσ(E),
which completes the proof, since k0 ≃ log(2/θ) and we had assumed that ME = 1.
We proceed to prove an extension of Theorem 2.2 concerning the case where E is
an ellipsoid of dimension m < n living in an arbitrary m-dimensional subspace F of
R
n. If m is proportional to n, with m/n sufficiently close to 1, then we still have
coordinate projections of E of large dimension containing large Euclidean balls. This
result will be useful for our treatment of the general case in Sections 3 and 4:
Theorem 2.3. Let ε ∈ (0, 1) and F be a subspace of Rn with dimF = m ≥ (1−ε)n.
Then, for every non-degenerate ellipsoid E in F and for every ζ ∈ [c1ε log(2ε ), 1)
there exists σ ⊆ {1, . . . , n} with |σ| ≥ (1− ζ)n, such that
Pσ(E) ⊇ c
√
ζ
2
√
2 log1/2(2
ζ
)ME
Dσ,
where c is the constant from Theorem 2.2 and c1 = max{ 8c2 , 1log 2}.
Proof: Suppose that an ellipsoid E is given in F . We can find an orthonormal basis
{w1, . . . , wm} of F and λ1, . . . , λm > 0 such that
E = {x ∈ F :
m∑
j=1
〈x, wj〉2
λ2j
≤ 1}.
We extend to an orthonormal basis {wj}j≤n of Rn and consider the ellipsoid
E ′ = {x ∈ Rn :
m∑
j=1
〈x, wj〉2
λ2j
+
n∑
j=m+1
〈x, wj〉2
b2
≤ 1},
where b =
√
ε/ME. It is easy to check that
(2.10) M2E′ =
1
n
[
m∑
j=1
1
λ2j
+
n−m
b2
]
=
mM2E + (n−m)M2E/ε
n
≤ 2M2E .
Let ζ ∈ [c1ε log(2ε ), 1). Applying Theorem 2.2 for E ′ and taking into account (2.10),
we find σ ⊆ {1, . . . , n} with |σ| ≥ (1− ζ)n for which
(2.11) Pσ(E ′) ⊇ c
√
ζ√
2 log1/2(2/ζ)ME
Dσ.
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Since ζ ≥ c1ε log(2ε ) and the function ζ/ log(2ζ ) is increasing on (0,1), one can easily
check that
(2.12)
c
√
ζ√
2 log1/2(2
ζ
)
≥ 2√ε.
On the other hand, we clearly have E ′ ⊆ E+bDn and hence Pσ(E ′) ⊆ Pσ(E)+bDσ.
Combining this with (2.11) and (2.12) we conclude that
(2.13)
c
√
ζ√
2 log1/2(2
ζ
)ME
Dσ ⊆ Pσ(E) + 1
2
c
√
ζ√
2 log1/2(2
ζ
)ME
Dσ.
Claim: If A and B are convex symmetric bodies in Rσ and A ⊆ B + 1
2
A, then
A ⊆ 2B.
[One easily checks that A ⊆ (1 + 1
2
+ . . . + 1
2k
)B + 1
2k
A and the claim follows by
letting k →∞.]
Our claim and (2.13) imply that
Pσ(E) ⊇ c
2
√
2
√
ζ
log1/2(2
ζ
)ME
Dσ,
and the proof of the theorem is complete.
Our next result concerns coordinate sections of ellipsoids: again, we are interested
in finding large balls contained in them. Using a result of [AM] which was recently
improved in [T] (in our case each of them works equally well), we can give an essen-
tially optimal answer to this question when the dimension of the coordinate sections
is small (of order roughly not exceeding
√
n):
Theorem 2.4. Let E be an ellipsoid in Rn. For every m ≤ c√n we can find a
subset σ of {1, . . . , n} of cardinality |σ| = m, such that
E ∩Rσ ⊇ c
′
√
mME
Dσ.
In the statement above, c and c′ are absolute positive constants.
Proof: We write E in the form (2.1). As a consequence of (2.2), observe that for
every s ≤ n the following identity holds:
(2.14) Ave|τ |=sM2E∩Rτ =
[(
n− 1
s− 1
)
/
(
n
s
)]
1
s
n∑
j=1
|uj|2 =M2E ,
where the average is over all τ ⊆ {1, . . . , n} with |τ | = s. This means in particular
that for every s ≤ n we can find τ with |τ | = s for which ME∩Rτ ≤ME .
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Assume that m ≤ c√n is given, where c > 0 is an absolute constant to be chosen.
We choose s = [m
2
c2
] and find τ with |τ | = s and ME∩Rτ ≤ME . Observe that
Aveεj=±1 ‖
∑
j∈ϕ
εjej‖E ≤
√
|τ |ME∩Rτ ≤
√
|τ |ME .
Hence, if c is small enough, the results of [AM] or [T] allow us to find ϕ ⊆ τ with
|ϕ| = 2m such that
(2.15) ‖
∑
j∈ϕ
εjej‖E ≤ c1
√
|τ |ME ,
for all (εj)j∈ϕ ∈ {−1, 1}ϕ, where c1 is a positive absolute constant. In other words,
the coordinate section of E by Rϕ satisfies
(2.16) E ∩Rϕ ⊇ 1
c1
√|τ |ME Qϕ.
This means that the identity operator id : ℓϕ∞ → XE ∩ Rϕ has norm ‖id‖ ≤
c1
√|τ |ME , and this implies that π2(id) ≤ c1KG√|τ |ME where KG is Grothendieck’s
constant. Applying Pietch’s factorization theorem we can find (λi)i∈ϕ,
∑
i∈ϕ λ
2
i = 1:
(2.17) ‖
∑
i∈ϕ
tiei‖E ≤ c1KG
√
|τ |ME
(∑
i∈ϕ
λ2i t
2
i
)1/2
for every choice of reals (ti)i∈ϕ. By Markov’s inequality, we find σ1 ⊆ ϕ, |σ1| ≥
|ϕ|/2 ≥ m, such that |λi| ≤
√
2√
|ϕ| for all i ∈ σ1. Then, for any (ti)i∈σ1 we have
(2.18) ‖
∑
i∈σ1
tiei‖E ≤ c1KG
√
|τ |ME
√
2√|ϕ|
(∑
i∈σ1
t2i
)1/2
.
The choice of |τ | and |ϕ| shows that
(2.19) E ∩Rσ1 ⊇ c
′
√
mME
Dσ1 ,
for some absolute constant c′ > 0, and we conclude the proof by choosing any σ ⊆ σ1
of cardinality |σ| = m.
Remark 2.5. An iteration of the argument above shows that one can extend the
range of m’s for which Theorem 2.4 holds to e.g the set {1, . . . , [√n]}, with some
loss in the constant c′. The dependence on m is sharp as it can be seen by the
following example: consider the ellipsoid E = {(tj)j≤n ∈ Rn : |
∑
tjuj|n+1 ≤ 1},
where uj = ej+en+1, j = 1, . . . , n, and {ej}j≤n+1 is the standard orthonormal basis in
R
n+1. Given any σ ⊆ {1, . . . , n} with |σ| = m, we have that ( t√
m
, . . . , t√
m
) ∈ E∩Rσ
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precisely when (1 + m)t2 ≤ 1. In particular, we must have |t| ≤ 1√
m
. This means
that the largest ball contained in E ∩Rσ cannot have radius larger than 1√
m
. On the
other hand, observe that ME =
√
2.
The same example shows that the estimate in Theorem 2.2 is best possible apart
from the log1/2(2
θ
) term. By Lemma 2.1, this logarithmic term can be removed if all
the uj’s are of about the same Euclidean norm.
3. General case: estimate in terms of the cotype-2 constant
In this Section we study the general case, that is K is an arbitrary symmetric
convex body in Rn, and {ej}j≤n is a fixed orthonormal basis. We shall make use
of the maximal volume ellipsoid E of K and of the better information we have for
coordinate projections of ellipsoids. For this purpose we will also need an estimate
for the parameters Am(K) = sup{(|K ∩F |/|E∩F |)1/m : dimF = m}, m = 1, . . . , n.
It was proved in [BM] that the volume ratio vr(K) = (|K|/|E|)1/n of K is bounded
by f(CK) = cCK [logCK ]
4, with the power of logCK improved to 1 in [MiP]. A third
proof of the same fact is given in [M4], where it is also shown that vr(K) ≤ ch(CK),
where h(y) = y log 2y, y ≥ 1, and c > 0 is an absolute constant. Our first lemma
is a modification of the argument presented in [M4] which provides an estimate for
Am(K), m ≤ n, in terms of CK :
Lemma 3.1. Let K be a symmetric convex body in Rn, and E be the maximal volume
ellipsoid of K. If F is an m-dimensional subspace of Rn, then( |K ∩ F |
|E ∩ F |
)1/m
≤ ch(
√
n/mCK),
where h(y) = y log 2y, y ≥ 1.
Proof: We may clearly assume that E = Dn. The proof will be based on an iteration
schema, analogous to the one in [M4].
We set K0 = K, α0 = n, β0 = n, and for j = 1, 2, . . . we define:
(i) αj = logαj−1 = log
(j) n, the j-iterated logarithm of n,
(ii) βj = αjM(Kj−1∩F )o,
(iii) Kj = K ∩ βjDn.
Note that for every j the maximal volume ellipsoid of Kj is Dn. Also, CKj ≤ 2CK
and d(XKj , ℓ
n
2) ≤ βj. By Sudakov’s inequality [Su], [P1] the covering number of
Kj−1 ∩ F by βjDn ∩ F can be estimated as follows:
N(Kj−1 ∩ F, βjDn ∩ F ) = N ≤ exp(c1mM2(Kj−1∩F )o/β2j ) = exp(c1m/α2j ),
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and since, by Brunn’s theorem, |Kj−1∩ (x+βjDn ∩F )| ≤ |Kj−1∩βjDn ∩F |, x ∈ F,
we have |Kj−1 ∩ F | ≤ N |Kj ∩ F | and hence
(3.1) |Kj−1 ∩ F |1/m ≤ exp( c1
α2j
) |Kj ∩ F |1/m
By well-known results of [DMT], [MP], and [P2] we have the string of inequalities
M(Kj∩F )o ≤ c2
√
n
m
MKoj ≤ c3
√
n
m
T2(XKoj ) ≤ c4
√
n
m
CKj log(2d(XKj , ℓ
n
2 ))
and therefore
M(Kj∩F )o ≤ 2c4
√
n
m
CK log(2βj).
It follows that the sequence {βj}j≥0 satisfies the relation
(3.2) βj+1 ≤ 2c4
√
n
m
CKαj log(2βj).
We stop this procedure at the smallest t for which αt < 6c4. Induction and (3.2)
show that
(3.3) βt ≤ 36c24
√
n
m
CK
[
log(
√
n
m
CK) + 6c4
]
≤ c′h(
√
n/mCK).
By (3.1) we see that
(3.4) |K ∩ F |1/m ≤ |Kt ∩ F |1/m exp(c1[ 1
α21
+ . . .+
1
α2t
]) ≤ c′′|Kt ∩ F |1/m,
since
∑
1
α2j
is easily seen to be uniformly bounded. Taking into account (3.3), (3.4)
and the Blaschke-Santalo´ inequality we conclude that
(3.5)
( |K ∩ F |
|Dn ∩ F |
)1/m
≤ c′′
( |Dn ∩ F |
|(Kt ∩ F )o|
)1/m
≤ c′′M(Kt∩F )o
≤ 2c4c′′
√
n
m
CK log(2c
′h(
√
n/mCK)) ≤ ch(
√
n/mCK).
Simple examples (see Remark 3.3) show that one cannot compare MK and ME
even if CK is small: the only estimate one can give is that ME ≤
√
nMK , which is
a direct consequence of the fact that K ⊆ √nE by John’s theorem. However, there
exist subspaces F of Rn of proportional dimension on which we can compare MK
with ME∩F reasonably well:
Lemma 3.2. Let E be the maximal volume ellipsoid of K. For every ε ∈ (0, 1) there
exists a subspace F of Rn with dimF = m ≥ (1− ε)n such that
ME∩F ≤
ch(CK) log(
2
ε
)√
ε
MK ,
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where h(y) = y log 2y, y ≥ 1, and c > 0 is an absolute constant.
Proof: Let {w1, . . . , wn} be an orthonormal basis of Rn and λ1 ≥ . . . ≥ λn > 0 such
that
E = {x ∈ Rn :
n∑
j=1
〈x, wj〉2
λ2j
≤ 1}.
For k = 1, . . . , n, set Wk = span{wk, . . . , wn}. By Lemma 3.1 we have
(3.6)
( |K ∩Wk|
|E ∩Wk|
) 1
n−k+1
≤ c1h(
√
n
n− k + 1CK).
Note that E ∩Wk ⊆ λk(Dn ∩Wk), and hence
(3.7)
( |K ∩Wk|
|E ∩Wk|
) 1
n−k+1
≥ 1
λk
( |K ∩Wk|
|Dn ∩Wk|
) 1
n−k+1
≥ 1
λkMK∩Wk
≥ 1
c2λk
√
n
n−k+1MK
.
Combining (3.6), (3.7) we obtain
(3.8)
1
λk
≤ c1c2
√
n
n− k + 1h(
√
n
n− k + 1CK)MK , k = 1, . . . , n.
Given ε ∈ (0, 1), let m = [(1− ε)n] and set Fm = span{w1, . . . , wm}. By (3.8) we
can estimate ME∩Fm as follows:
(3.9) ME∩Fm =
(
1
m
m∑
k=1
1
λ2k
)1/2
≤ c1c2CKMK
[
m∑
k=1
n2
m(n− k + 1)2 log
2(2
√
n
n− k + 1CK)
]1/2
≤ c1c2CK log(2
√
n
n−mCK)
√
n
n−mMK ≤
ch(CK) log(
2
ε
)√
ε
MK .
Remark 3.3. The estimate (3.9) is essentially sharp, even if CK is small: to see
this, consider the class of bodies K = K(a, b; s) = {x ∈ Rn :∑j≤s |xj |a +∑j>s |xj |b ≤
1}, where a, b are positive parameters and s ∈ {0, 1, . . . , n − 1}. It is clear that
the ellipsoid of maximal volume in K is E = E(a, b; s) = {x ∈ Rn : ∑j≤s |xj |2a2 +∑
j>s
|xj |2
b2
≤ 1}. It is also clear that both the cotype-2 constant and the volume ratio
of K are uniformly bounded (independently of n, s, a and b).
Given ε ∈ (0, 1), choose b = a√ε, s = m = (1− ε)n. Then, it is easy to check that
MK ≃
√
n
√
ε/a, while ME∩Fm ≃
√
n/a.
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Also, we can have the ratioME/MK as close to
√
n as we like: choose, for example,
s = n− 1 and b = a
n−1 . Then, MK ≃ 1/
√
nb while ME ≃ 1/b.
Combining Theorem 2.3 and Lemma 3.2 we prove our M∗-estimate in terms of the
cotype-2 constant of XK :
Theorem 3.4. Let K be a symmetric convex body in Rn, and XK = (R
n, ‖.‖K).
For every θ ∈ (0, 1) there exists σ ⊆ {1, . . . , n}, |σ| ≥ (1− θ)n, such that
Pσ(K) ⊇ cθ
log2(2
θ
)h(CK)MK
Dσ,
where h(y) = y log 2y, y ≥ 1, and c > 0 is an absolute constant.
Proof: Let E be the maximal volume ellipsoid of K, and set ε = ε(θ) = θ/c2 log(
2
θ
),
where c2 > 0 is a constant to be chosen. By Lemma 3.2 we can find a subspace F of
R
n with dimF ≥ (1− ε)n such that
(3.10) ME∩F ≤
c3h(CK) log(
2
ε
)√
ε
MK .
Observe that if c2 is large enough, then θ ≥ c1ε log(2ε ) where c1 is the constant in
Theorem 2.3. Thus, we can apply Theorem 2.3 for E∩F to find σ ⊆ {1, . . . , n} with
|σ| ≥ (1− θ)n for which
(3.11) Pσ(E ∩ F ) ⊇ c
√
θ
2
√
2 log1/2(2
θ
)ME∩F
Dσ.
Combining (3.10) with (3.11) we finish the proof.
Remark 3.5. It should be noted that the estimate given by Theorem 3.4 is exact not
only when CK is small (like e.g in the ellipsoidal case), but in the whole range [1,
√
n]
of possible values of CK i.e even if CK is extremely large. This can be easily seen if
one considers the case of Bnp , p > 2, the unit ball of ℓ
n
p , and the standard coordinate
system in Rn. Fix for example θ = 1
2
. Then, the radius of the largest Euclidean ball
inscribed in any [n
2
]-dimensional coordinate projection of Bnp is 1, and the well-known
estimates for CBnp and MBnp show that Theorem 3.4 is sharp apart from logarithmic
terms. We do not know if the “almost linear” dependence on θ which our method
provides is optimal. However, the ellipsoidal case shows that
√
θ dependence is the
best one might hope for.
Remark 3.6. One can give a weaker estimate, analogous to the one obtained in
Theorem 3.4, using the isomorphic Sauer-Shelah lemma of Szarek-Talagrand [ST]
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and a factorization result of Maurey [Ma] (see also [TJ]). Starting with the body K
and the orthonormal basis {ej}j≤n, we have the inequality
Aveεj=±1 ‖
n∑
j=1
εjej‖K ≤
√
nMK ,
and therefore, by Markov’s inequality we can find A ⊆ {−1, 1}n of cardinality |A| ≥
2n−1 such that ‖∑ εjej‖K ≤ 2MK√n whenever ε = (ε1, . . . , εn) ∈ A. If we view A
as a set of points in Rn, this means that A ⊆ 2MK
√
nK. On the other hand, the
isomorphic Sauer-Shelah lemma shows that for some absolute constant c1 > 0 and for
every θ ∈ (0, 1) there exists σ ⊆ {1, . . . , n}, |σ| ≥ (1− θ
2
)n, with co(Pσ(A) ⊇ c1 θ2Qσ,
and hence
Pσ(K) ⊇ c1θ
4MK
√
n
Qσ.
It follows that if Y = (Rσ1, ‖.‖Ko), then id : ℓσ1∞ → Y ∗ has norm ‖id‖ ≤ 4MK
√
n
c1θ
, and
Maurey’s theorem shows that
π2(id) ≤ c2MK
√
n
θ
g(Y ∗),
where g(Y ∗) = CY ∗
√
1 + log(CY ∗). Then, we can apply Pietch’s factorization theo-
rem in the context of [BT, Theorem 1.2] to find σ ⊆ σ1 with |σ| ≥ (1− θ2)|σ1| ≥ (1−θ)n
for which (∑
i∈σ
t2i
)1/2
≤ c3MKg(Y
∗)
θ3/2
‖
∑
i∈σ
tiei‖Ko
is true for all (ti)i∈σ. Taking polars inRσ and using the fact that CY ∗ ≤ c4CK‖RadXK‖,
we conclude that
Pσ(K) ⊇ cθ
3/2
f(K)MK
Dσ,
where c > 0 is an absolute constant, and f(K) = CK‖RadXK‖
√
1 + log(CK‖RadXK‖).
Remark 3.7. One can modify the proof of Theorem 3.6 to give analogous estimates
in which MK is replaced by other “volumic” parameters of K or K
o.
Consider e.g the sequence of volume numbers of Ko
(3.12) vs(K
o) = max{(|PF (Ko)|/|Dn ∩ F |)1/s : dimF = s},
where s = 1, . . . , n. As a consequence of the Aleksandrov-Fenchel inequalities, one
can easily see that {vs(Ko)}s≤n is non increasing (see [P1]):
(3.13) v1(K
o) ≥ v2(Ko) ≥ . . . ≥ vn(Ko) = v.rad(Ko).
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Let K be a symmetric convex body in Rn and let E be the ellipsoid of maximal
volume in K as in Lemma 3.4. Using the inverse Santalo´ inequality in (3.6), (3.7) we
get
(3.14)
1
λk
≤
( |Dn ∩Wk|
|K ∩Wk|
) 1
n−k+1
( |K ∩Wk|
|E ∩Wk|
) 1
n−k+1
≤ c
( |PWk(Ko)|
|Dn ∩Wk|
) 1
n−k+1
c1h(
√
n
n− k + 1CK)
for k = 1, . . . , n. By the definition (3.11) of vn−k+1(Ko) this means that
(3.15)
1
λk
≤ c2h(CK)vn−k+1(Ko)
√
n
n− k + 1 log(2
√
n
n− k + 1).
Inserting this estimate in (3.9) we obtain:
(3.16) M2E∩Fm =
1
m
m∑
k=1
1
λ2k
≤ c
2
2h
2(CK) log
2( 2n
n−m+1)
m
m∑
k=1
n
n− k + 1v
2
n−k+1(K
o).
The monotonicity of volume numbers shows that vn−k+1(Ko) ≤ vn−m+1(Ko), k =
1, . . . , m, and combining with the fact that
m∑
k=1
n
n− k + 1 ≤ n log(
n
n−m)
we arrive at
(3.17) ME∩Fm ≤
cn
m
h(CK)vn−m+1(K
o) log3/2(
2n
n−m).
Set m = [(1− θ)n]. Then, (3.17) can be rewritten as
ME∩Fm ≤ c′h(CK)v[θn](Ko) log3/2(
2
θ
),
and, using Theorem 2.3 exactly as in the proof of Theorem 3.4, we can find σ ⊆
{1, . . . , n} with |σ| ≥ (1− c1θ log(2θ ))n for which
(3.18) Pσ(K) ⊇ c
√
θ
log3/2(2
θ
)v[θn](Ko)h(CK)
Dσ.
A similar argument shows that for some σ of the same cardinality we have
(3.19) Pσ(K) ⊇ c
√
θw[θn](K)
log3/2(2
θ
)h(CK)
Dσ,
where ws(K) = min{(|K ∩ F |/|Dn ∩ F |)1/s : dimF = s}, s = 1, . . . , n.
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4. General case: estimate in terms of the volume ratio
In this Section we use the volume ratio vr(K) ofK instead of the cotype-2 constant
ofXK as a parameter for our lowM
∗-estimate. Let E be the maximal volume ellipsoid
of K. We start with a lemma which estimates the covering number N(K,E) in
terms of the volume ratio vr(K) = (|K|/|E|)1/n. Our proof is based on Lemma 4.4
from [MS2], actually the argument given there leads to a stronger estimate, but we
include a simple proof of what we need here for the sake of completeness. Recall that
N(K,L) is the smallest natural number N for which there exist x1, . . . , xN ∈ Rn
with K ⊆ ⋃i≤N(xi + L):
Lemma 4.1. Let K and L be two symmetric convex bodies in Rn such that L ⊆ K.
Then,
N(K,L) ≤ cn |K||L| ,
where c > 0 is an absolute constant.
Proof: Consider a setN of points inK such that ‖x−x′‖L ≥ 1 for every x, x′ ∈ N, x 6=
x′, which has the maximal possible cardinality. Observe that the sets 2
3
x+ L
3
, x ∈ N
have disjoint interiors and, since L ⊆ K, they are all contained in K. We easily
deduce that
(4.1) |N | ≤ 3n |K||L| .
Finally, it is clear that K ⊆ ⋃x∈N(x+ L), which completes the proof.
Suppose that K is any symmetric convex body in Rn and E is the ellipsoid of
maximal volume in K. The analogue of Lemma 3.2 in the “volume ratio” formulation
is the following:
Lemma 4.2. Let E be the maximal volume ellipsoid of K. For every ε ∈ (0, 1) there
exists a subspace F of Rn with dimF = m ≥ (1− ε)n, such that
ME∩F ≤ [c vr(K)]1/εMK ,
where c > 0 is an absolute constant.
Proof: As in the proof of Lemma 3.2, let
E = {x ∈ Rn :
n∑
j=1
〈x, wj〉2
λ2j
≤ 1},
where {w1, . . . , wn} is an orthonormal basis of Rn and λ1 ≥ . . . ≥ λn > 0. Fix
k ∈ {1, . . . , n} and consider the subspace Wk = span{wk, . . . , wn}. According to
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Lemma 4.1, we can find x1, . . . , xN ∈ K such that N = N(K,E) ≤ [c1vr(K)]n and
K ⊆ ⋃(xi + E). Project all the (xi + E)’s onto Wk. Then,
(4.2) K ∩Wk ⊆ PWk(K) ⊆
⋃
j≤N
PWk(xj + E) =
⋃
j≤N
(PWk(xi) + E ∩Wk),
and hence, N(K ∩Wk, E ∩Wk) ≤ N(K,E). Thus, we can estimate the ratio of the
volumes of K ∩Wk and E ∩Wk using (4.2):
(4.3)
( |K ∩Wk|
|E ∩Wk|
) 1
n−k+1
≤ [N(K,E)] 1n−k+1 ≤ [c1vr(K)] nn−k+1 .
Combining with (3.7) we get
(4.4)
1
λk
≤ c2
√
n
n− k + 1 [c1vr(K)]
n
n−k+1MK , k = 1, . . . , n.
We continue as in Lemma 3.2: Given any ε ∈ (0, 1), we consider the first m for which
m ≥ (1 − ε)n and set Fm = span{w1, . . . , wm}. In view of (4.5) we can compare
ME∩Fm with MK as follows:
(4.5) ME∩Fm =
(
1
m
m∑
k=1
1
λ2k
) 1
2
≤ c2MK
(
m∑
k=1
n
m(n− k + 1)[c1vr(K)]
2n
n−k+1
) 1
2
≤ MK [c3vr(K)] nn−m+1
√
n
m
log1/2(
n
n−m),
and the lemma follows with the observation that log(1/ε)
1−ε → 1 as ε→ 1−.
Remark 4.3. By well-known results of S.J. Szarek and N. Tomczak-Jaegermann (see
[Sz], [STJ]) which were extending previous work of Kashin, if E is the maximal volume
ellipsoid of K, then for every k = 1, . . . , n − 1 there exist k-dimensional subspaces
F of Rn for which E ∩ F ⊆ K ∩ F ⊆ (c vr(K)) nn−kE ∩ F , and this obviously implies
that ME∩F ≤ [c vr(K)] nn−kMK∩F . This leads to the same estimate as in Lemma
4.2 above, actually if E = Dn this is true for all subspaces F in a subset A of Gn,k
with almost full measure νn,k(A) > 1 − 2−n. The argument provided by Lemmata
4.1 and 4.2 gives a concrete example of a subspace on which the weaker “ME∩F and
MK∩F” comparison is true: it can be chosen as the k-dimensional subspace which
is coordinate with respect to E and corresponds to the k largest semiaxes of E. If
E = Dn, then this weak comparison is true for all F ∈ Gn,k.
Combining Lemma 4.2 with Theorem 2.3 we prove our volume-ratio result:
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Theorem 4.4. Let K be a symmetric convex body in Rn. For every θ ∈ (0, 1) there
exists σ ⊆ {1, . . . , n}, |σ| ≥ (1− θ)n, such that
Pσ(K) ⊇ 1
[c1vr(K)]
c2 log(
2
θ
)
θ MK
Dσ,
where c1, c2 are absolute positive constants.
Proof: Let E be the maximal volume ellipsoid of K, and set ε = ε(θ) = θ
c2 log(
2
θ
)
,
where c2 > 0 is a constant to be chosen. Using Lemma 4.2 we find a subspace F of
R
n with dimF ≥ (1− ε)n such that
(4.6) ME∩F ≤ [c4vr(K)]1/εMK .
If c2 is large enough, we easily check that θ ≥ c1ε log(2ε ) where c1 is the constant in
Theorem 2.3. We can therefore apply Theorem 2.3 for E ∩ F to find σ ⊆ {1, . . . , n}
with |σ| ≥ (1− θ)n, such that
(4.7) Pσ(E ∩ F ) ⊇ c
√
θ
2
√
2 log1/2(2
θ
)ME∩F
Dσ.
Combining (4.6) with (4.7) we conclude the proof.
For classes of spaces with uniformly bounded volume ratio, Theorem 4.3 gives an
optimal answer as long as, say, θ ≥ 1
2
. The estimate obtained “explodes” if vr(K) is
large or if θ is needed to be close to 0.
5. Linear duality relations for coordinate sections of ellipsoids
Let K be a symmetric convex body in Rn. We introduce the integer valued func-
tions t, tc : R
+ → N defined by
t(r) = t(K, r) = max{k ≤ n : there exists a subspace E
with dimE = k, such that
1
r
|x| ≤ ‖x‖ for every x ∈ E}
and
tc(r) = tc(K, r) = max{k ≤ n : there exists a coordinate subspace E
with dimE = k such that
1
r
|x| ≤ ‖x‖ for every x ∈ E}.
It is easy to see that if K is an ellipsoid in Rn, then t(K, r) + t(Ko, 1
r
) ≥ n. In
[M5] it is proved that for every body K, for every r > 0, and for every τ ∈ (0, 1), one
has a similar duality relation:
(5.1) t(K, r) + t(Ko,
1
τr
) ≥ (1− τ)n− C,
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where C > 0 is a universal constant. The proof of this fact is based on the strong
form (1.2) of the low M∗-estimate and on the “distance lemma”: if 1
a
|x| ≤ ‖x‖ ≤ b|x|
for every x ∈ Rn and if (MK/b)2 + (MKo/a)2 = s > 1, then ab ≤ 1s−1 .
In this Section we establish a coordinate version of (5.1) in the ellipsoidal case.
Our estimate depends on how close the ellipsoid is to being in M-position:
Definition: For a symmetric convex body K in Rn we denote by λK its volume
radius: λK = (|K|/|D|)1/n. We also write NK for N(K, λKD) and say that K is in
Mδ-position if δ ≥ 1n logNK .
Our first lemma provides some simple estimates which show that this position is
“stable” under the operations of taking intersection or convex hull with a ball:
Lemma 5.1. Let K be a symmetric convex body in Rn, and let r, r1 > 0 be given.
Define Kr = K ∩ rD and Kr1 = co(K ∪ r1D). Then,
(i) NKr ≤ max{3nN2K , 9nNK}.
(ii) NKr1 ≤ 5nNK.
Proof: (i) From the Brunn-Minkowski inequality it easily follows that |K ∩ rD| ≥
|K ∩ (x+ rD)|, x ∈ Rn. This implies that |K| ≤ N(K, rD)|K ∩ rD| or, equivalently,
(5.2) λnK ≤ N(K, rD)λnKr .
We distinguish two cases:
(1) If λK < r, then N(K, rD) ≤ NK and, by (5.2), λnK ≤ NKλnKr . It follows that
NKr ≤ N(K, λKrD) ≤ NKN(D,
λKr
λK
D) ≤ NKN(D, 1
NK
D) ≤ 3nN2K .
(2) If λK > r, then N(K, rD) ≤ N(K, λKD)N(D, rλKD) ≤ NK3n(
λK
r
)n and hence,
by (5.2), ( r
λKr
)n ≤ 3nNK . It follows that
NKr ≤ N(rD, λKrD) ≤ 3n(
r
λKr
)n ≤ 9nNK .
(ii) We obviously have λKr1 ≥ max{λK , r1}. Also, Kr1 ⊆ K + r1D, which gives
NKr1 ≤ N(Kr1 , 2λKr1D)N(D, 1
2
D) ≤ 5nN(K + r1D, (λK + r1)D) ≤ 5nNK .
For an arbitrary symmetric convex body K, one has in general the information
λKMK ≥ 1 as a consequence of the polar coordinates formula for volume. Our
next lemma provides an “inverse” inequality in terms of the parameters NKo and
b = sup{‖x‖ : x ∈ Sn−1}:
Lemma 5.2. Let K be a symmetric convex body in Rn, and assume that ‖x‖ ≤ b|x|
for all x ∈ Rn. Then,
MK ≤ c
λK
N
t/n
Ko
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where c > 0 is an absolute constant, and t ≤ C( b
MK
)2.
Proof: Using Theorem 6 from [BLM] (to be more precise, using an argument identical
to the one given there and the observation that what is really used is the ratio b/MK),
one can find orthogonal transformations u1, . . . , ut ∈ O(n) such that
(5.4)
MK
2
D ⊆ T = 1
t
t∑
i=1
ui(K
o) ⊆ 2MKD,
with t ≤ C( b
MK
)2, where C > 0 is an absolute constant.
On observing that N(T, λKoD) ≤ [(N(Ko, λKoD)]t = N tKo, we can estimate MK
by (5.4) as follows:
(5.5) MK ≤ 2( |T ||D|)
1/n ≤ 2λKoN t/nKo .
Finally, the Blaschke-Santalo´ inequality implies that λKλKo ≤ 1, and hence the proof
of the Lemma is complete.
We can now pass to the proof of the main result of this section:
Theorem 5.3. Let E be an ellipsoid in Rn, and assume that both E and Eo are in
Mδ-position. For every r > 0 and every τ ∈ (0, 1) we have
tc(E, r) + tc(E
o,
u(τ, δ)
r
) ≥ (1− τ)n,
where u(τ, δ) =
c log( 2
τ
)√
τ
e
cδ log2( 2τ )
τ , and c > 0 is an absolute constant.
Proof: Let r > 0 and τ ∈ (0, 1) be given. Consider the body Er = E ∩ rD. Since
Er is
√
2-isomorphic to an ellipsoid, one can easily check that Theorem 2.2 holds
for Er: for every θ ∈ (0, 1) we can find σ ⊆ {1, . . . , n} with |σ| ≥ (1 − θ)n such
that Pσ(Eor ) ⊇ [g(θ)/M(Eor)]Dσ, where g(θ) = c
√
θ/2
√
log(2/θ) and c is the same
constant as in Theorem 2.2.
We distinguish three cases:
Case 1:
M(Eor )
r
∈ [g(τ), g(1)).
In this case, consider any λ ∈ (τ, 1] with 1
r
M(Eor ) < g(λ). We can find σ1 ⊆
{1, . . . , n} with |σ1| ≥ (1− λ)n such that
Pσ1(Eor ) ⊇
g(λ)
M(Eor )
Dσ1 ,
and it is easy to check that, for every x ∈ Rσ1, max{‖x‖, 1
r
|x|} = ‖x‖Er > 1r |x|, which
means that 1
r
|x| ≤ ‖x‖, i.e
(5.6) tc(E, r) ≥ (1− λ)n.
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Taking the infimum of all λ’s for which M(E
o
r )
r
< g(λ), we conclude that (5.6) also
holds for the solution in λ of the equation M(Eor ) = rg(λ).
Now, choose µ ∈ (0, 1) such that (1 − λ) + (1 − µ) = 1 − τ , and r1 > 0 satisfying
M((Er)
r1)r1 < g(µ) (this is always possible since the left hand side is decreasing in
r1 and tends to zero as r1 →∞). Since (Er)r1 is 2-isomorphic to an ellipsoid, we can
find σ2 ⊆ {1, . . . , n}, |σ2| ≥ (1− µ)n, with
Pσ2((Er)r1) ⊇
g(µ)
M((Er)r1)
Dσ2 ,
thus max{r1|x|, ‖x‖Eor} = ‖x‖[(Er)r1 ]o ≥ g(µ)M((Er)r1 ) |x| > r1|x|, i.e ‖x‖Eo ≥ ‖x‖Eor >
r1|x| on Rσ2, which means that
(5.7) tc(E
o,
1
r1
) ≥ (1− µ)n.
Again, we may take r1 to be the solution of the equation M((Er)
r1)r1 = g(µ) in r1.
Combining (5.6) with (5.7) we obtain
(5.8) tc(E, r) + tc(E
o,
1
r1
) ≥ (1− τ)n,
and it remains to compare r with r1. Let us write W for the body (Er)
r1. By the
way W has been constructed, it is easily checked that the following are satisfied:
(i) M(W )r1 = g(µ) and M(W
o) ≥M(Eor ) = rg(λ).
(ii)‖x‖W ≤ 1r1 |x| and ‖x‖W o ≤ r|x|, x ∈ Rn.
(iii) N
1/n
W ≤ c1N c2/nE and N1/nW o ≤ c1N c2/nEo , where c1, c2 > 0 are absolute constants.
This is a simple consequence of Lemma 5.1, since both W and W o are formed from
E and Eo with two successive operations of taking intersection and convex hull with
balls.
We simply write
r
r1
=
r
M(W o)
1
r1M(W )
M(W )M(W o)
and making use of (i)-(iii) and of Lemma 5.2 we arrive at
(5.9)
r
r1
≤ c
g(λ)g(µ)
N
C/ng2(µ)
Eo N
C/ng2(λ)
E .
Note that, at some point, we also used the fact that λEλEo ≃ 1. Finally, assuming
that both E and Eo are in Mδ-position, we rewrite (5.9) as follows:
(5.10)
r
r1
≤ c
g(λ)g(µ)
eCδ/g
2(λ)g2(µ).
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We have λ + µ = 1 + τ and with this condition we can easily check that 1
g(λ)g(µ)
≤
c log( 2
τ
)√
τ
, which completes the proof in this case.
Case 2:
M(Eor )
r
≥ g(1).
We choose r1 > 0 such that M((Er)
r1)r1 = g(τ) and as above we conclude that
tc(E
o, 1
r1
) ≥ (1 − τ)n. The estimate for r/r1 is done exactly in the same way, the
only difference being that now r/M(Eor ) ≤ 1/g(1).
Case 3:
M((Er)o)
r
< g(τ).
This is the simplest case since we already have tc(E, r) ≥ (1− τ)n.
6. Integer points inside an ellipsoid: some remarks
Consider an arbitrary ellipsoid E in Rn. Write E in the form (2.1), so that∑
j≤n |uj|2 = nM2E . Without loss of generality we may assume that the |uj|’s are
arranged in the increasing order, therefore a simple application of Markov’s inequal-
ity shows that
(6.1) |uj| ≤
√
n
n− j + 1ME , j = 1, . . . , n.
Recall that the j-th successive minimum λj(E) of E is defined by λj(E) = min{λ >
0 : dim(span(λE ∩ Zn)) ≥ j}. Inequality (6.1) gives an estimate on the successive
minima of E in terms of ME :
Fact I: Let E be an ellipsoid in Rn. Then, λj(E) ≤
√
n
n−j+1ME , j = 1, . . . , n. In
particular, if ME ≤ 1 then E contains an integer point different from the origin.
Note that if ME > 1 then E may contain no integer points other than the origin.
Consider for example a ball of radius r = 1
ME
.
Let us concentrate on the case ME < 1. If ME < |Dn|1/n/2, then we obviously
have |E| > 2n and Minkowski’s theorem with its relatives start giving estimates on
the cardinality of the set of integer points in E. We are interested in the range
|Dn|1/n/2 < ME < 1. From Fact I we know that E contains non-trivial integer
points, and usingME as a parameter we try to estimate the number of them. Theorem
2.4 can be useful in this direction:
Let Dm be the m-dimensional Euclidean unit ball, and define d(t,m) = |tDm∩Zm|
be the cardinality of the set of integer points in tDm. A simple lower bound for
d(t,m) can be given by counting the points with coordinates 0,±1 in tDm:
(6.2) d(t,m) ≥
[t2]∑
k=0
(
n
k
)
2k ≥
(
n
[t2]
)
2[t
2].
LOW M
∗
-ESTIMATES ON COORDINATE SUBSPACES 23
By Theorem 2.4, for every m ≤ c1
√
n we can find σ ⊆ {1, . . . , n} with |σ| = m and
E∩Rσ ⊇ c2√
mME
Dσ, where c1, c2 > 0 are absolute constants. Assuming thatME < c2
and using (6.2) we have some non-trivial information: It is clear that
(6.3) |E ∩ Zn| ≥ max
m
{|E ∩ Zσ| : |σ| = m ≤ c1
√
n}
Thus, we have:
Fact II: Let E be an ellipsoid in Rn with ME < c2 < 1. Then,
|E ∩ Zn| ≥ max
m
{d( c2√
mME
, m) : m ≤ c1
√
n}
≥ max
m
{
(
n
[c22/mM
2
E ]
)
2[c
2
2/mM
2
E
] : m ≤ c1
√
n}.
The question of computation of the number of integer points inside an ellipsoid
(or, more generally, inside a symmetric convex body) in Rn was relaxed in several
directions in [M6]. One of the questions stated asks for “almost integer” points inside
E in the following precise sense: for a given θ ∈ (0, 1), find a projection of E onto
some coordinate subspace Rσ with |σ| ≥ (1−θ)n, which contains as many as possible
integer points. Then, E itself will contain many points with [(1 − θ)n] coordinates
which are distinct [(1− θ)n]-dimensional integers.
Our low M∗-estimate for ellipsoids provides an answer to this question in terms of
ME . We know that there exists σ ⊆ {1, . . . , n}, |σ| = [(1− θ)n], such that
Pσ(E) ⊇ c
√
θ√
log(2
θ
)ME
Dσ.
This, and (6.2), lead to the following:
Fact III: Let E be an ellipsoid in Rn. For every θ ∈ (0, 1) there exists σ ⊆ {1, . . . , n}
with |σ| = [(1− θ)n] for which
|Pσ(E) ∩ Zσ| ≥ d( c
√
θ√
log(2
θ
)ME
, [(1− θ)n])
≥
(
[(1− θ)n]
[ c
2θ
log( 2
θ
)M2
E
]
)
2
[ c
2θ
log( 2
θ
)M2
E
]
.
Clearly, the results in Sections 3 and 4 give analogous estimates for an arbitrary
symmetric convex body.
24 A. A. GIANNOPOULOS AND V. D. MILMAN
References
[AM] N. Alon and V. D. Milman, Embedding of ℓk
∞
in finite dimensional Banach spaces, Israel J.
Math. 45 (1983), 365-380.
[BM] J. Bourgain and V. D. Milman, New volume ratio properties of convex symmetric bodies,
Inventiones Math. 88 (1987), 319-340.
[BT] J. Bourgain and L. Tzafriri, Invertibility of large submatrices with applications to the
geometry of Banach spaces and harmonic analysis, Israel J. Math. 57 (1987), 137-224.
[BLM] J. Bourgain, J. Lindenstrauss and V. D. Milman, Minkowski sums and symmetrizations,
Lecture Notes in Mathematics 1317 (1988), 44-66.
[DMT] W. J. Davis, V. D. Milman and N. Tomczak-Jaegermann, The distance between certain
n-dimensional spaces, Israel J. Math. 39 (1981), 1-15.
[Gi] A. A. Giannopoulos, A proportional Dvoretzky-Rogers factorization result, Proc. Amer.
Math. Soc. 124 (1996), 233-241.
[Go] Y. Gordon, On Milman’s inequality and random subspaces which escape through a mesh in
R
n, Lecture Notes in Mathematics 1317 (1988), 84-106.
[Ma] B. Maurey, The´ore`mes de factorization pour les operateurs line´aires a` valeurs dans les
espaces Lp, Aste´risque 11 (1974), 1-163.
[M1] V. D. Milman, Geometrical inequalities and mixed volumes in the local theory of Banach
spaces, Aste´risque 131 (1985), 373-400.
[M2] V. D. Milman, Random subspaces of proportional dimension of finite dimensional normed
spaces: approach through the isoperimetric inequality, Lecture Notes in Mathematics 1166
(1985), 106-115.
[M3] V. D. Milman, A note on a lowM∗ estimate, Geometry of Banach Spaces, Proceedings of the
Conference held in Strobl, Austria, 1989, edited by P.F.X. Muller and W. Schachermayer,
LMS Lecture Note Series 158, Cambridge University Press (1990), 219-229.
[M4] V. D. Milman, Some remarks on Uryshon’s inequality and volume ratio of cotype-2 spaces,
Lecture Notes in Mathematics 1267 (1987), 75-81.
[M5] V. D. Milman, Spectrum of a position of a convex body and linear duality relations, Israel
Math. Conf. Proceedings (IMCP) 3, Festschrift in Honor of Professor I. Piatetski-Shapiro
(Part II), Weizmann Science Press of Israel (1990), 151-162.
[M6] V. D. Milman, Some applications of duality relations, Lecture Notes in Mathematics 1469
(1991), 13-40.
[MP] B. Maurey and G. Pisier, Se´ries de variables aleatoires vectorielles independantes et pro-
prie´te´s geometriques des espaces de Banach, Studia Math. 58 (1976), 45-90.
[MiP] V. D. Milman and G. Pisier, Banach spaces with a weak cotype 2 property, Israel J. Math.
54 (1986), 139-158.
[MS] V. D. Milman and G. Schechtman, Asymptotic Theory of Finite-Dimensional Normed
Spaces, Lecture Notes in Mathematics 1200 (1986).
[MS2] V. D. Milman and G. Schechtman, Global vs. local asymptotic theories of finite dimensional
normed spaces, Preprint.
[P1] G. Pisier, The Volume of Convex Bodies and Banach Space Geometry, Cambridge Tracts
in Math. 94 (1989).
[P2] G. Pisier, Un the´ore`me sur les ope´rateurs line´aires entre espaces de Banach qui se factorisent
par un espace de Hilbert, Ann. Sci. Ecole Norm. Sup. 13 (1980), 23-43.
[PT] A. Pajor and N. Tomczak-Jaegermann, Subspaces of small codimension of finite dimensional
Banach spaces, Proc. Amer. Math. Soc. 97 (1986), 637-642.
LOW M
∗
-ESTIMATES ON COORDINATE SUBSPACES 25
[ST] S. J. Szarek and M. Talagrand, An isomorphic version of the Sauer-Shelah lemma and the
Banach-Mazur distance to the cube, Lecture Notes in Mathematics 1376 (1989), 105-112.
[STJ] S. J. Szarek and N. Tomczak-Jaegermann, On nearly Euclidean decompositions of some
classes of Banach spaces, Compositio Math. 40 (1980), 367-385.
[Su] V. N. Sudakov, Gaussian random processes and measures of solid angles in Hilbert spaces,
Soviet Math. Dokl. 12 (1971), 412-415.
[Sz] S. J. Szarek, On Kashin’s almost Euclidean orthogonal decomposition of ℓn
1
, Bull. Acad.
Polon. Sci. 26 (1978), 691-694.
[T] M. Talagrand, Embedding of ℓn
∞
and a theorem of Alon and Milman, Operator Theory:
Advances and applications, vol. 77 (1995), 289-293.
[TJ] N. Tomczak-Jaegermann,Banach-Mazur Distances and Finite-Dimensional Operator Ideals,
Pitman Monographs 38 (1989).
A. A. Giannopoulos, Department of Mathematics, University of Crete, Iraklion,
Crete, Greece
E-mail address : deligia@talos.cc.uch.gr
V. D. Milman, Department of Mathematics, Tel Aviv University, Tel Aviv, Israel
E-mail address : vitali@math.tau.ac.il
Current address : (both authors) Mathematical Sciences Research Institute, 1000 Centennial
Road, Berkeley, CA 94720
