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FACTORIZATION HOMOLOGY OF STRATIFIED SPACES
DAVID AYALA, JOHN FRANCIS, AND HIRO LEE TANAKA
Abstract. This work forms a foundational study of factorization homology, or topological chiral
homology, at the generality of stratified spaces with tangential structures. Examples of such
factorization homology theories include intersection homology, compactly supported stratified
mapping spaces, and Hochschild homology with coefficients. Our main theorem characterizes
factorization homology theories by a generalization of the Eilenberg–Steenrod axioms; it can also
be viewed as an analogue of the Baez–Dolan cobordism hypothesis formulated for the observables,
rather than state spaces, of a topological quantum field theory. Using these axioms, we extend
the nonabelian Poincare´ duality of Salvatore and Lurie to the setting of stratified spaces – this
is a nonabelian version of the Poincare´ duality given by intersection homology. We pay special
attention to the simple case of singular manifolds whose singularity datum is a properly embedded
submanifold and give a further simplified algebraic characterization of these homology theories.
In the case of 3-manifolds with 1-dimensional submanifolds, these structure gives rise to knot and
link homology theories.
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Introduction
The present work forms an initial step in a formalism for topological quantum field theory using
stratified spaces. This larger program proposes to understand locality in topological quantum field
theory by a fusion of the algebra of factorization homology and the geometry of stratifications. Before
delineating this step and, briefly, this future program, we first review the subject of factorization
homology.
Factorization homology is, heuristically, a procedure which takes an n-manifold M and an al-
gebraic input A, such as an En-algebra, and produces an object
∫
M
A. The manifold provides the
gluing data, the algebra provides the gluing rules, and one can think of integrating the multiplica-
tion of the algebra over the gluing data of the manifold. Viewing this object as an invariant of the
manifold, the procedure generalizes usual homology theories; viewing the object as an invariant of
the algebra, it generalizes Hochschild homology when the manifold is the circle and offers a natural
repository for traces or index-type invariants.
Such a procedure was introduced for algebraic varieties by Beilinson & Drinfeld in their work on
an algebro-geometric formalism for conformal field theory; see [BeDr] and [FG]. In §5.5 of [Lu2],
Lurie defined a topological analogue of their construction – known as factorization homology or
topological chiral homology – and this topological construction likewise generalizes the labeled
configuration spaces of Salvatore [Sa] and Segal [Se2]. The main theorem of this area, non-abelian
Poincare´ duality, naturally generalizes the James construction and configuration space models of
mapping spaces dating to the 1970s in work of McDuff [Mc] and others – see [AF1] for a more
detailed history.
Another recent catalyst for study in this area has been the approach of Costello & Gwilliam to
perturbative quantum field theory in [CG]. In mathematical approaches to topological field theory
at least since Atiyah in [At], it is common to organize the formalism around the functoriality of
the state spaces in the theory. This choice leads to cobordisms and, proceeding deeper, higher
categories of cobordisms after Baez & Dolan in [BaDo]. In contrast, Costello & Gwilliam, following
the factorization algebra structures of [BeDr], codify their theory around the structure of observables,
or operators, rather than state spaces. In their work, the earlier renormalization machinery of [Co]
is married with the factorization point of view; the intuitive factorization homology procedure
becomes a way of constructing a candidate object
∫
M A of global observables on a space-time M
from the algebra of observables A on Euclidean space. This candidate object
∫
M A is intended to
accurately capture the global observables on M if the quantum field theory is perturbative. They
prove a quantization theorem, designed as a mathematical formulation of physicists methods of
perturbative renormalization, using the Batalin–Vilkovisky formalism applied to derived symplectic
geometry. From this quantization theorem they construct a number of interesting examples of such
perturbative field theories.
The structural favoring of observables over state spaces has geometric consequences, namely a
favoring of open embeddings over cobordisms. Dual to restricting fields, observables can extend by
zero. This is unlike state spaces, where there is no procedure for extension by zero, no naturality with
respect to open embeddings, and no values for non-compact manifolds. The cobordism hypothesis
with singularities, after Baez–Dolan [BaDo] and Lurie [Lu3], gives a proposed classification for
certain topological field theories in terms of their state spaces. With this in mind, one can ask if
there is a similar classification which applies to this class of topological field theories constructed
in [CG] in terms of the Batalin–Vilkovisky formalism, in terms of their observables. Our first main
result, Theorem 2.43, can be viewed as just such a classification.
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In the present work, we lay the foundations for a general theory of factorization homology,
following the outline of [AF1] and after the originating work of Lurie in [Lu2]. We do this for
stratified spaces and, more generally, B-manifolds, where B is a collection of basic singularity
types endowed with a tangential structure, applying the theory of stratified spaces and tangential
structures developed in [AFT]. This extra level of generality is carried out for two reasons. First,
the theory without stratifications is related to observables on space-time in perturbative field theory;
adding nontrivial stratifications allows one to incorporate boundary conditions and defects in this
theory, such as Wilson line operators in Chern–Simons. The second reason concerns the extension
of our theory outside of the perturbative range in quantum field theories; our larger program in
progress (see [AFR] and the papers that follow) uses stratifications to effect this greater generality.
We now turn to a linear overview of contents of the current work, which has three parts.
In the first part, we cover the definition (Definition 2.14) of factorization homology as a Kan
extension from Disk(B)-algebras to B-manifolds, and we prove its existence. The first main result
is that the symmetric monoidal and underlying left Kan extensions are equivalent, and that there
is therefore a comprehensible formula (Theorem 2.15) which computes factorization homology; this
generalizes a formula for usual homology. To establish this existence result and this explicit formula
we prove a general result giving conditions for existence and agreement of symmetric monoidal and
underlying left Kan extensions in Lemma 2.16. To verify the conditions of this lemma requires
proving that the ∞-category Disk(B)/X of basic singularity types embedded in a manifold is sifted,
Corollary 2.28; our proof makes use of a localization result relating discrete and topological categories
of embedded disks and of Dugger–Isaksen’s work in [DI].
Together with this explicit existence, we prove in Theorem 2.25 the existence of push-forwards for
factorization homology along constructible bundles of stratified spaces. An immediate consequence is
a Fubini theorem for factorization homology, Corollary 2.29. Along with an analysis of factorization
homology in the case of a closed interval, which we identify as a relative tensor product in Proposition
2.34, these results culminate in a main structural theorem. To state it, we require some terminology:
let B be an ∞-category of basic singularity types and Mfld(B) the collection of stratified spaces
locally modeled on B; let V be a symmetric monoidal∞-category which is ⊗-sifted cocomplete (see
Definition 1.15). Below, we next define the collection of V-valued homology theories H(Mfld(B),V)
as a full ∞-subcategory of symmetric monoidal functors Fun⊗(Mfld(B),V) satisfying the following
symmetric monoidal generalization of the Eilenberg–Steenrod axioms.
Definition 0.1. [Definition 2.37] The ∞-category of homology theories (over X) is the full ∞-
subcategory
H
(
Mfld(B)/X ,V
)
⊂ Fun⊗
(
Mfld(B)/X ,V
)
consisting of those H that satisfy the following two properties:
• ⊗-Excision: Let W ∼= W−
⋃
R×W0
W+ denote a collar-gluing among B-manifolds over X .
Then the canonical morphism (2.6.3)
(0.0.1) H(W−)
⊗
H(W0)
H(W+)
≃
−−→ H(W )
is an equivalence in V.
• Continuous: Let W0 ⊂ W1 ⊂ · · · ⊂ X be a sequence of open sub-stratified spaces of X
with union denoted as
⋃
i≥0
Wi =:W . Then then the canonical morphism
(0.0.2) colim
(
H(W0)→ H(W1)→ . . .
)
≃
−−→ H(W )
is an equivalence in V.
Absolutely, the ∞-category of homology theories (for B-manifolds) is the full ∞-subcategory
H
(
Mfld(B),V
)
⊂ Fun⊗
(
Mfld(B),V
)
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consisting of those H for which, for each B-manifold X , the restriction H|Mfld(B)/X is a homology
theory for X .
The preceding definition generalizes to stratified spaces a notion introduced in [AF1]; see also the
introduction of that work for a discussion of the present concepts, such as ⊗-excision. We can now
state our main result, which generalizes the main result of loco citato from manifolds to stratified
spaces.
Theorem 0.2 (Theorem 2.43). There is an equivalence between Disk(B)-algebras in V and V-valued
homology theories for B-manifolds
AlgDisk(B)(V) ≃H(Mfld(B),V)
defined by sending a Disk(B)-algebra A to the factorization homology
∫
A.
Here the ⊗-excision property of the homology theory becomes a formulation of the locality of
the field theory. The theorem includes a relative version, for a fixed B-manifold X , which in this
interpretation is a fixed space-time. Thus, our result both generalizes the Eilenberg–Steenrod axioms
and attempts to axiomatize the structure of the observables in a perturbative topological quantum
field theory. This latter topic also lies in the domain of the cobordism hypothesis, or the cobordism
hypothesis with singularities of [Lu3]. A direct comparison between these approaches is possible,
subject to suitable construction of the functor Z, below, proposed in the cobordism hypothesis.
Namely, there should be a commutative diagram below (subject to a suitable construction of the
dashed functors, which we do not provide in the present work):
AlgDiskn(V)
∼
∫

//
(
Algn(V)
∼
)O(n)
Z
✤
✤
✤
H(Mfld(B),V)∼ //❴❴❴ Fun⊗(Bordn,Algn(V))
We briefly explain the terms in this picture: Diskn and Mfld are the ∞-categories of n-disks and
n-manifolds and embeddings; Bordn is the (∞, n)-category of bordisms of manifolds from [Lu3];
and Algn(V) is the higher Morita category, where k-morphisms are framed (n− k)-disk algebras in
bimodules; the superscript ∼ denotes that we have taken the underlying∞-groupoids, restricting to
invertible morphisms. The bottom dashed arrow from homology theories valued in V to topological
quantum field theories valued in Algn(V), assigns to a homology theory F the functor on the bordism
category sending a k-manifold M to F(M◦ × Rn−k), the value of F on a thickening of the interior
of M . There is a similar diagram replacing n with a general collection of basic singularity types B,
where on the right we substitute bordism categories with singularities.
We assert that this diagram commutes, but this assertion relies on the existence of the higher
bordism (∞, n)-categoryBordn and on the verification of the cobordism hypothesis, i.e., the existence
of the dotted arrow Z. A proof by Lurie has been outlined in [Lu3], building on earlier work with
Hopkins. We defer the commutativity of this diagram to a future work, after the full completion of
the right hand side.
We turn to a description now of the the second part of this work. There, we apply our main result,
Theorem 2.43, to give a proof of non-abelian Poincare´ duality, after [Sa], [Se2], and Section 5.5.6
of [Lu2]. Further, our Theorem 3.18 is a stratified generalization, that there is a homotopy equiva-
lence ∫
X
AE ≃ Γc(X,E)
between a factorization homology theory and a space of sections of a stratified bundle E over a
B-manifold X , subject to stratum by stratum connectivity conditions on E. The left hand side
can be thought of either as a labeled configuration space or a form of nonabelian homology with
coefficients in a higher loop space.
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In the last section of this paper, we detail the structure involved in particular choices of B-
structures. We observe that the intersection homology theories of Goresky & MacPherson fit our
axiomatics. As such, our stratified theories generalize intersection homology in the way that the
unstratified factorization homology of [Lu2] and [AF1] generalize ordinary homology. We then study
two examples: manifolds with boundary and n-manifolds with a submanifold of fixed dimension d.
Both of these have descriptions as special cases of our main theorem, and each of these descriptions
mix with the form of the higher Deligne conjecture proved by Lurie [Lu2], which asserts that the
higher Hochschild cohomology HC∗Dfrd
(B) of a framed d-disk algebra B carries a framed (d + 1)-
disk algebra structure which is characterized by a universal property. In particular, we prove the
following by combining our main theorem and this form of Deligne’s conjecture:
Corollary 0.3. There is an equivalence∫
: AlgDiskfrd⊂n(V)⇆H(Mfld
fr
d⊂n,V) : ρ
between Diskfrd⊂n-algebras in V and V-valued homology theories for framed n-manifolds with a framed
d-dimensional submanifold with trivialized normal bundle. The datum of a Diskfrd⊂n-algebra is equiv-
alent to the data of a triple (A,B, α), where A is a Diskfrn-algebra, B is a Disk
fr
d -algebra, and
α :
∫
Sn−d−1 A→ HC
∗
Dfrd
(B) is a map of Diskfrd+1-algebras.
Specializing to the case of 3-manifolds with a 1-dimensional submanifold, i.e., to links, the preced-
ing provides an algebraic structure that gives rise to a link homology theory. To a triple (A,B, α),
where A is aDiskfr3 -algebra, B is an associative algebra, and α : HC∗(A)→ HC
∗(B) is aDiskfr2 -algebra
map, one can then construct a link homology theory, via factorization homology with coefficients
in this triple. This promises to provide a new source of such knot homology theories, similar to
Khovanov homology. Khovanov homology itself does not fit into this structure, for a very simple
reason: an open embedding of a noncompact knot (U,K) ⊂ (U ′,K ′) does not define a map on
Khovanov homologies, from Kh(U,K) to Kh(U ′,K ′). (In addition, Khovanov homology still has not
been constructed for general manifolds K, other than S3 or R3.) factorization homology theories
can be constructed, however, using the same input as Chern–Simons theory, and these appear to
be closely related to Khovanov homology – these theories will be the subject of another work, one
which requires a more involved use of stratifications to capture nonperturbative phenomena.
Remark 0.4. In this work, we use Joyal’s quasi-category model of ∞-category theory [Jo]. Board-
man & Vogt first introduced these simplicial sets in [BV], as weak Kan complexes, and their and
Joyal’s theory has been developed in great depth by Lurie in [Lu1] and [Lu2], our primary references;
see the first chapter of [Lu1] for an introduction. We use this model, rather than model categories or
simplicial categories, because of the great technical advantages for constructions involving categories
of functors, which are ubiquitous in this work. More specifically, we work inside of the quasi-category
associated to this model category of Joyal’s. In particular, each map between quasi-categories is
understood to be an iso- and inner-fibration; and (co)limits among quasi-categories are equivalent
to homotopy (co)limits with respect to Joyal’s model structure.
We will also make use of Kan-enriched categories, such as Snglr of stratified spaces and conically
smooth embeddings among them. By a functor S → C to an ∞-category from a Kan-enriched
category we will always mean a functor NS→ C from the simplicial nerve of S.
The reader uncomfortable with the language of∞-categories can substitute the words “topologi-
cal category” for “∞-category” wherever they occur in this paper to obtain the correct sense of the
results, but they should then bear in mind the proviso that technical difficulties may then abound
in making the statements literally true. The reader only concerned with algebra in chain com-
plexes, rather than spectra, can likewise substitute “pre-triangulated differential graded category”
for “stable ∞-category” wherever those words appear, with the same proviso.
Acknowledgements. We are indebted to Kevin Costello for many conversations and his many
insights which have motivated and informed the greater part of this work. We also thank Jacob
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Lurie for illuminating discussions, his inspirational account of topological field theories, and his
substantial contribution to the theory of ∞-categories. JF thanks Alexei Oblomkov for helpful
conversations on knot homology.
1. Recollections
This entire work is founded on a predecessor, [AFT], which lays our foundation for structured
stratified spaces and the∞-categories organizing them. In this first subsection, we briefly recall some
of the concepts introduced there, skipping many specifics. The results mentioned in this section will
be precise, but we refer any reader who wishes to truly understand the precise definitions to [AFT].
In the second subsection we review some essentials of symmetric monoidal ∞-categories, after §2
of [Lu2].
1.1. Stratified spaces
Before defining conically smooth stratified spaces which occupy this work, we first review the baseline
topological notions. We will regard a poset P as a topological space with closed sets P≤p, for each
element p ∈ P . A stratified topological space indexed by a poset P is a paracompact Hausdorff
topological space X with a continuous map X → P . For many purposes, the indexing poset P can
be taken to be the totally ordered set [n] = {0 < 1 < . . . < n}, where n is the maximal dimension
of a neighborhood of a point in X . A stratified topological space X is a stratified topological space
indexed by a poset P (typically omitted from the notation). The stratum Xp ⊂ X is the inverse
image of the element p ∈ P . The depth of a stratified topological space is the depth of its stratifying
poset, by which we mean the maximum among lengths of strictly increasing sequences, should it
exist. A map between stratified topological spaces X → Y is a commutative diagram of topological
spaces
X //

Y

P // Q
where P and Q are the indexing posets for X and Y . Such maps are closed under composition, so
this forms a category. We say such a map is an open embedding if X → Y is an open embedding
between topological spaces.
Example 1.1. We observe an essential operation for generating new stratified topological spaces
from old ones: taking cones. First, for P is a poset, then the left-cone P ⊳ on P is the poset defined
by adding a new minimum element to P . Note an identification [n]⊳ = [n + 1]. For X a stratified
topological space indexed by P , then the open cone on X ,
C(X) := {0}
∐
{0}×X
[0,∞)×X −→ {0} ∐
{0}×P
[1]× P = P ⊳ ,
is a stratified topological space indexed by P ⊳. Note that the cone C(X) carries a natural action by
multiplication of the nonnegative reals R≥0, by scaling in the cone coordinate. Note also that the
stratifying poset P ⊳ has strictly greater depth than the poset P , provided the latter exists.
The category of C0 stratified space is the smallest full subcategory of stratified topological spaces
characterized by the following properties:
(1) The empty set ∅ is a C0 stratified space indexed by the empty poset.
(2) If X is a C0 stratified space and both X and its indexing poset P are compact, then the
open cone C(X) is a C0 stratified space.
(3) If X and Y are C0 stratified spaces, then the product stratified space X×Y is a C0 stratified
space.
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(4) If X is a C0 stratified space and (U → P|U ) → (X → P ) is an open embedding, then
(U → P|U ) is a C
0 stratified space.
(5) If X is a stratified topological space admitting an open cover by C0 stratified spaces, then
X is a C0 stratified space.
Observe these examples of C0 stratified spaces:
• a singleton, ∗ = (∗ → ∗);
• a half-open interval, [0,∞) =
(
[0,∞)→ [1]
)
, with stratification such that the 0-stratum is
precisely {0};
• Euclidean spaces, Ri = (Ri → ∗);
• any C0 manifold.
We now add a conical smoothness condition to our stratifications. The assumption of conical
smoothness will be present throughout this work. This is, unfortunately and perhaps ineluctably,
an inductive definition. The induction is on the depth of the stratifying poset.
A conically smooth stratified space, or stratified space for short, is a C0 stratified space X that is
equipped with a conically smooth atlas{
R
iα × C(Zα) →֒ X
}
α
by basics. We now explain these terms. Each Zα is a compact stratified space of depth strictly less
than that of X ; so we assume that we have already defined what it means for Zα to be equipped
with a conically smooth atlas. In general, a basic is the data of a non-negative integer i and a
compact stratified space Z; together, these data define the C0 stratified space Ri × C(Z), which
might also be referred to as a basic when the conically smooth atlas on Z is understood. Note that,
for P the stratifying poset of Z, the stratifying poset of Ri×C(Z) is P ⊳; the cone-locus of this basic
is the stratum Ri = Ri×∗, which is that indexed by the adjoined minimum. Continuing toward our
definition of a stratified space, a conically smooth atlas is a collection of basics openly embedding
as C0 stratified spaces into X . This collection satisfies three conditions:
(1) This collection of open embeddings forms a basis for the topology of X , in particular it
forms an open cover of X .
(2) The transition maps, by which we mean the inclusions of open embeddings Ri × C(W ) →֒
Rj × C(Z) over X , are conically smooth, which we explain momentarily.
(3) This collection is maximal with respect to (1) and (2).
To complete our definition of a stratified space, it remains to explain the condition for an open
embedding between basics to be conically smooth. So consider an C0 open embedding f : Ri ×
C(Y ) →֒ Rj ×C(Z) between basics. This open embedding f is conically smooth in the sense of §3.3
of [AFT] if the following conditions are satisfied.
• Away from the cone-locus: Each element of the atlas ψ : Rk ×C(W ) →֒ Y determines a
composite open embedding Ri× (0,∞)×Rk×C(W ) →֒ Ri×C(Y ) →֒ Rj×C(Z). By way of
a smooth identification (0,∞) ∼= R, we recognize the domain of this composition as a basic.
Using that f is an open embedding between stratified topological spaces, necessarily this is
the data of an open embedding fψ : Ri+1+k × C(W ) →֒ Rj × C(Z)rRj to the complement
of the cone-locus. As so, for each such ψ, the condition of conical smoothness requires this
open embedding fψ is a member of the atlas of the target, which carries meaning via the
induction in the definition of a stratified space.
• Along the cone-locus: Should the preimage of the cone-locus be empty, then the above
point entirely stipulates the conical smoothness condition on f . So suppose the preimage
of the cone-locus is not empty. Using that f is an open embedding between stratified
topological spaces, upon representing the values of f =
[
(f‖, fr, fθ)
]
as coordinates, then
fr(p, 0, y) = 0 for all (p, y) ∈ Ri × Y . For 0 < k < ∞, the condition that f is conically Ck
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(along the cone-locus) requires the assignment
(1.1.1) (p, v, s, y) 7→ lim
t→0+
[(f‖(p+ tv, ts, y)− f‖(p, 0, y)
t
,
fr(p+ tv, ts, y)
t
, fθ(p+ tv, ts, y)
)]
to be defined as a map D‖f : TR
i × C(Y ) → TRj × C(Z), required to be conically Ck−1
along the cone-locus (which carries meaning via induction on k). The condition of conical
smoothness requires that f is conically Ck for all k ≥ 0.
Outlined above is a definition of a stratified space, in the sense of [AFT]. We now, more briefly,
outline the definition of a conically smooth map between two; the assumption of conical smoothness
on maps between stratified spaces will be present throughout this work, unless otherwise stated. Like
the definition of a stratified space, a conically smooth map between two stratified spaces is offered
by induction on depth. For X and Y stratified spaces, a map f : X → Y between their underlying
stratified topological spaces is conically smooth if, for each pair of basic charts φ : Ri×C(Y ) →֒ X and
ψ : Rj×C(Z) →֒ Y for which there is a containment f(φ(Ri)) ⊂ ψ(Rj) of the images of the cone-loci,
the map ψ−1 ◦ f ◦φ : Ri×C(Y )→ Rj ×C(Z) is conically smooth. This latter use of the term means
conically smooth away from the cone-locus, which can be ensured to carry meaning via induction
on depth, and conically smooth along the cone-locus which means f abides by expression (1.1.1).
Example 1.2. Note that smooth manifolds are precisely those stratified spaces that have no strata
of positive codimension. If g : M → N is a smooth map between compact smooth manifolds, then
the map of cones C(g) : C(M)→ C(N) is conically smooth. If additionally h : Ri → Rj is a smooth
map between Euclidean spaces, then the product map h× C(g) : Ri × C(M)→ Rj × C(N) is again
conically smooth.
Let f : X → Y be a map between stratified spaces. We single out three important classes of
conically smooth maps:
• Say f is an embedding if it is an isomorphism onto its image, and that it is an open embedding
if it is an embedding and it is an open map.
• Say f is a refinement if it is a homeomorphism of underlying topological spaces, and its
restriction to each stratum of X is an embedding.
• Say f is a constructible bundle if the following is true:
Let Y → Q be the stratification of Y . Then for each q ∈ Q, the restriction to the
q-stratum f| : X|f−1Yq → Yq is a fiber bundle of stratified spaces.
Unlike in the preceding definitions, for this next notion of weak constructibility the map f does not
preserve the stratification (i.e., it does not lie over a map of posets).
• Say a continuous map f : X → Y between the underlying topological spaces of stratified
spaces is a weakly constructible bundle if there is a diagram among stratified spaces X
r
←−
X˜
f
−→ Y , with r a refinement and f a constructible bundle, for which there is an equality
between maps of underlying topological spaces: f = f ◦ r.
Conically smooth maps compose, as do those that are open embeddings, thereby yielding the pair
of categories
Strat ⊃ Snglr .
The category Strat admits finite products, and so we regard it as enriched over the Cartesian category
Fun(Stratop, Set) of set-valued presheaves on itself through the expression
MapStrat(X,Y ) : Z 7→ Strat/Z(X × Z, Y × Z)
where the subscript /Z indicates those maps that commute with projecting to Z. Restricting along
the standard cosimplicial object ∆•e : ∆ −→ Strat given by [p] 7→ {[p]
t
−→ R |
∑
i∈[p] ti = 1}, gives
a natural enrichment of Strat, and thereafter of Snglr, over simplicial sets. In [AFT] we show that
these enrichments factors as a Kan-enrichments. In a standard manner, we obtain ∞-categories
Snglr and Strat
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of stratified spaces and spaces of open embeddings among them, and respectively of conically smooth
maps among them. Manifestly, there are natural functors Snglr → Snglr and Strat → Strat. There
is a full subcategory and an ∞-subcategory,
ι : Bsc ⊂ Snglr and ι : Bsc ⊂ Snglr
consisting of the basics. A key result is that the functor [−] : Bsc→ [Bsc] to the poset of isomorphism
classes is conservative (i.e., it does not create isomorphisms), which has immense consequences that
are specific to the set-up herein. (See Theorem 4.3.1 of [AFT].)
The tangent classifier is the restricted Yoneda functor
Snglr
j
−−→ PShv(Snglr)
ι∗
−−→ PShv(Bsc) , X 7→
(
Entr(X)
τX−−→ Bsc
)
where, here, we have taken the model for presheaves on∞-categories as right fibrations. Specifically,
each stratified space X determines an ∞-category Entr(X) := Bsc/X over Bsc. (A key result
in [AFT] is that Entr(X) is identified as the enter-path category of the stratified space X , though we
do not explain this result here for we do not use it.) Imitating the notion of a tangential structure
in differential topology, we define a category of basics as a right fibration
B = (B→ Bsc)
and declare a B-manifold to be a stratified space X together with a lift of its tangent classifier:
B

Entr(X)
τX //
g
66♠♠♠♠♠♠♠♠♠♠♠♠♠♠
Bsc .
A B-manifold (X, g) will typically be denoted simply as X . More precisely, we define the pullback
∞-categories
Mfld(B) //

Mfld(B) //

PShv(Bsc)/B

Snglr // Snglr
τ // PShv(Bsc)
and refer to the upper middle as that of B-manifolds.
Remark 1.3. Via the straightening/unstraightening construction (see Section 2.2 of [Lu1] – this is
the∞-categorical analogue of the Grothendieck construction), a right fibration B→ Bsc is the same
data as a presheaf of spaces: Bscop → Spaces. Precomposing this presheaf with the tangent classifier
for X determines another presheaf of spaces: Entr(X)op
τX−−→ Bscop
B
−→ Spaces. Via Theorem A.9.3
of [Lu2], such a presheaf is the data of a sheaf of spaces on X that happens to be constructible with
respect to the given stratification of X . As so, a B-manifold is a stratified space X together with a
section g the sheaf named just above.
Definitionally, there is a fully faithful inclusion
ι : B →֒Mfld(B) .
A main result of [AFT] is that Mfld(B) is generated by B through the formations of collar-gluings
and sequential unions :
• A collar-gluing is a weakly constructible bundle X
f
−→ [−1, 1]. We typically denote such a
collar-gluing as X ∼= X−
⋃
R×X0
X+ where X− := f
−1[−1, 1) and X0 := f
−1(0) and X+ :=
f−1(−1, 1]; we regard X as the collar-gluing of X− and X+ along X0.
• A sequential union is a sequence of open subspaces X0 ⊂ X1 ⊂ · · · ⊂ X of a stratified space
for which
⋃
i≥0
Xi = X .
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It is also useful to single out this notion of a finitely-presented B-manifolds, namely one which
is generated from B only by collar-gluings. We say that an ∞-subcategory M of Mfld(B) is closed
under the formation of collar-gluings if X belongs to M whenever X0, X−, and X+ belong to M,
where X → [−1, 1] is a weakly constructible bundle with those inverse images. The ∞-category
Mfld(B)fin of finitary B-manifolds is the smallest full ∞-subcategory of Mfld(B) which contains B
and is closed under collar-gluings.
Example 1.4. Disjoint unions are instances of collar-gluings. That is, if B is a category of basics,
and X := X− ⊔ X+ is a disjoint union of B-manifolds, then the map f : X → [−1, 1], given by
f|X± ≡ ±1, is a collar-gluing.
We conclude this subsection with a remark on our use of weakly constructible bundles.
Remark 1.5. Wherever we use weakly constructible bundles in this work, we will only work with a
single map at a time. That is, we will not consider any sort of category or ∞-category of stratified
spaces whose morphisms are weakly constructible bundles. This is due to a technical issue: it is
unclear how to directly topologize the set of weakly constructible bundles (and then how to ensure
a well-defined composition on these spaces of maps). This issue is dealt with in a successor work,
[AFR], by the construction of the ∞-category cBun. This is an ∞-category of compact stratified
spaces whose morphisms are proper contructible bundles over the asymmetrically stratified interval
{0} ⊂ [0, 1]. A main result of that paper implies that such a proper constructible bundleX → [0, 1] is
equivalent to a weakly constructible bundle map X1 → X0 from the generic fiber to the special fiber.
Consequently, one could define the∞-category of compact stratified spaces and weakly constructible
bundles among them to be cBunop, but we have chosen not to incorporate this later work into the
present paper.
1.2. Symmetric monoidal ∞-categories
We review some aspects of symmetric monoidal ∞-categories, as well as ∞-operads, that we will
make use of later on. The content of this section is essentially extracted from §2 of [Lu2].
We use the notation Fin∗ for the category of based finite sets. We let Fin denote the category
of (possibly empty) finite sets, and Fininj the subcategory of only injective morphisms. There is a
functor (Fininj)op
inert
−−→ Fin∗ given on objects as I 7→ I+ (i.e., attaching a disjoint basepoint) and
on morphisms as (f : I →֒ J) 7→ (f+ : J+ → I+) where f+ is specified by requiring both that the
diagram of finite sets
I+
= //
f+

I+
J+ =
// J+
f+
OO
commutes and that f sends J r f(I), the complement of the image of f , to the basepoint +. We
denote the essential image of inert as Fininrt∗ ⊂ Fin∗ and refer to its morphisms as inert maps – these
are the maps for which the inverse image of a point (which is not the basepoint) consists of at most
a single element. The category Fininj ≃ (Fininrt∗ )
op carries the standard Grothendieck topology in
which the covers are surjective maps.
Definition 1.6 (After Definition 2.1.1.10 of [Lu2]). An ∞-operad is a functor O → Fin∗ that
satisfies the following points:
• For each inert map I+
f
−→ J+, and for each lift O ∈ O|I+ , there is a coCartesian morphism
O
f˜
−→ O′ lifting f . In particular, the restriction O| Fininrt∗ → Fin
inrt
∗ is a coCartesian fibration.
• The coCartesian fibration O| Fininrt∗ → Fin
inrt
∗
∼= (Fininj)op is a Cat∞-valued sheaf whose value
on + is terminal.
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• Let (Oi)i∈I ∈ O×I∗+ ≃
∏
i∈I
O{i}+
≃
←− O|I+ be an object, and likewise let (O
′
j)j∈J ∈ O|J+ be an
object. The canonical map of spaces
MapO
(
(Oi)i∈I , (O
′
j)j∈J
) ≃
−−→
∐
I+
f
−→J+
∏
j∈J
MapO
(
(Oi)f(i)=j , Oj
)
is an equivalence.
Let O be an ∞-operad. We say O is unital if O has an initial object. The active ∞-subcategory
Oact := O| Fin
is the restriction of O along the functor Fin
(−)+
−−−→ Fin∗ that adjoins a disjoint base point. An active
morphism in O whose target lies over ∗+ ∈ Fin∗ is called a multi-morphism.
Remark 1.7. Definition 1.6 of an ∞-operad is an ∞-categorical version of a colored operad, also
known as a multi-category. In that terminology, each object of the fiber O|∗+ is a color.
Notation 1.8. Let O→ Fin∗ be an ∞-operad. We will typically only carry the notation O for such
an ∞-operad. We will refer to its restriction to ∗+ as the underlying ∞-category, and again denote
it as O. Context should prevent confusion.
Remark 1.9. Recall that giving a coCartesian fibration O → Fininrt∗ is equivalent to giving a
functor Fininrt∗ → Cat∞ by the straightening/unstraightening construction (see Section 2.2 of [Lu1] –
this is the ∞-categorical analogue of the Grothendieck construction). Further, the sheaf condition
guarantees that the fiber over the based finite set I+ is an∞-category equivalent to an I-fold product
of the fiber over +.
Definition 1.10 (Definition 2.1.2.7 of [Lu2]). For O and P∞-operads, the∞-category of O-algebras
in P is the full ∞-subcategory
AlgO(P) ⊂ FunFin∗(O,P)
consisting of those functors over based finite sets that preserve inert-coCartesian morphisms. There
is an ∞-category Operad∞ whose objects are ∞-operads and whose space of morphisms from O to
P is the underlying ∞-groupoid of AlgO(P). (See Definition 2.1.4.1 of [Lu2].)
Definition 1.11 (Definition 2.0.0.7 of [Lu2]; see also Remark 2.1.2.19 of [Lu2].). A symmetric
monoidal ∞-category is a coCartesian fibration V → Fin∗ whose restriction V| Fininrt∗ → Fin
inrt
∗ is a
Cat∞-valued sheaf whose value on + is terminal. (In particular, a symmetric monoidal ∞-category
is an ∞-operad.) Let V be a symmetric monoidal ∞-category. A symmetric monoidal unit 1V for
V is a target of a morphism in V over +→ ∗+. For D another symmetric monoidal∞-category, the
∞-category of symmetric monoidal functors (from V to D) is the full ∞-subcategory
Fun⊗(V,D) ⊂ FunFin∗(V,D)
consisting of those functors over based finite sets that preserve coCartesian morphisms. There
is an ∞-category Cat⊗∞ whose objects are symmetric monoidal ∞-categories and whose space of
morphisms from V to D is the underlying∞-groupoid of Fun⊗(O,V). (See Variant 2.1.4.13 of [Lu2].)
Lemma 1.12. The forgetful functor
Operad∞ −→ Cat∞/ Fin∗
creates limits. The underlying ∞-category functor
Cat⊗∞ −→ Cat∞
is conservative and creates limits.
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Proof. The first statement can be verified directly. Consider a small diagram K → Operad∞,
denoted k 7→ Ok, and a limit cone K⊳ → Cat∞/ Fin∗ . Denote the value of the cone-point as O. Let
I+
f
−→ J+ be an inert map, and let O ∈ (O)|I+ be an object over I+. Consider the composite functor
K→ Operad∞ → Cat∞/ Fin∗
{O} ×
(−)|I+
FuncoCart
(
[1],(−)
)
|f
−−−−−−−−−−−−−−−−−−→ Cat∞
given by assigning to an object k the category of coCartesian lifts of Ok
f˜k−→ O′k in Ok from the
image of O. This functor takes values in terminal∞-categories, and so the limit too is terminal and
it is equipped with a functor to
lim
k∈K
(
{O} ×
(Ok)|I+
Fun
(
[1],Ok
)
|f
)
≃
←− {O} ×
O|I+
Fun
(
[1],O
)
|f
.
By design, a morphism O
f˜
−→ O′ in the essential image of this functor is coCartesian.
Now consider a functor O|I+ →
∏
i∈I
O{i}+ induced by the diagram of inert morphisms (I+
ai−→
{i}+)i∈I . That this functor is an equivalence follows because limits commute with finite products.
Likewise, for each pair of objects (Oi)i∈I ∈ O|I+ and (O
′
j)j∈J ∈ O|J+ , consider the map of spaces
MapO
(
(Oi)i∈I , (O
′
j)j∈J
)
−→
∏
j∈J
MapO
(
(Oi){f(i)=j}, Oj
)
.
That this map is an equivalence follows again because limits commute with finite products.
The second statement is easier to find the literature. By Lemma 3.2.2.6 of [Lu2], a forgetful
map from a category of algebras over an operad is both conservative and limit-creating. Symmetric
monoidal∞-categories are commutative algebra objects in the symmetric monoidal category Cat∞,
hence Lemma 3.2.2.6 of [Lu2] applies. 
Remark 1.13. Let F : O → V be a symmetric monoidal functor. Since F preserves coCartesian
morphisms, it induces a map between the sheaves on Fininj associated to O and V. Hence for every
f : I+ → J+, we obtain a diagram [1]× [1]→ Cat∞ as follows:
OI
f∗

F I // VI
f∗

OJ
FJ // VJ .
For J = ∗, one can interpret the diagram as specifying an equivalence
⊗I
V
F (Oi) ≃ F (
⊗I
O
Oi).
Remark 1.14. Let V and D be symmetric monoidal∞-categories. There is an evident full inclusion
Fun⊗(V,D) ⊂ AlgV(D) – it is typically not essentially surjective. The latter corresponds to lax
monoidal functors.
For each finite set I, there is then a canonical diagram of ∞-categories
⊗ : VI
≃
←−− VI+
V(I+→∗)
−−−−−→ V .
Definition 1.15. For K a small ∞-category, the symmetric monoidal structure of V distributes
over K-shaped colimits if for each c ∈ V, the composite functor
c⊗− : V ≃ ∗ × V
c×idV−−−−→ V× V
⊗
−→ V
commutes with colimits of K-shaped diagrams. We say V is ⊗-sifted cocomplete if its underlying∞-
category admits sifted colimits and its symmetric monoidal structure distributes over sifted colimits,
where an ∞-category K is sifted if it is nonempty and the diagonal K→ K×K is a final functor.
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Lemma 1.16 (Section 2.2.4 of [Lu2]). The forgetful functor admits a left adjoint
Env : Operad∞ ⇄ Cat
⊗
∞ ,
referred to as the symmetric monoidal envelope functor.
Observation 1.17. There is a canonical filler in the diagram among ∞-categories:
Cat⊗∞
(−)op //❴❴❴❴❴❴

Cat⊗∞

Cat∞
(−)op // Cat∞ .
In other words, the opposite of the underlying ∞-category of a symmetric monoidal ∞-category is
canonically endowed with a symmetric monoidal structure.
Example 1.18. Here are some examples of symmetric monoidal ∞-categories that are ⊗-sifted
cocomplete.
• (Chk,⊕) and (Chk,⊗): chain complexes over a ring k with equivalences given by quasi-
isomorphisms, equipped with direct sum, or with tensor product.
• (Spectra,∨) and (Spectra,∧): spectra with equivalences generated by stable homotopy equiv-
alences, equipped with wedge sum, or with smash product.
• (X,×): any cocomplete Cartesian closed ∞-category (for instance Spaces or Cat∞) with
finite product.
• Let V be any symmetric monoidal ∞-category whose underlying ∞-category admits small
colimits and whose symmetric monoidal structure distributes over small colimits. Then,
for O any ∞-operad, the ∞-category of algebras AlgO(V) inherits a standard symmetric
monoidal structure which is given pointwise, and this symmetric monoidal ∞-category is
⊗-sifted cocomplete.
An example of a symmetric monoidal ∞-category that is not ⊗-sifted cocomplete is (ChopQ ,⊗), for
⊗ does not distribute over totalizations.
We are about to define an∞-operad V/c for V a unital symmetric monoidal∞-category and c ∈ V
an object in its underlying∞-category. Recall the construction from §2.4.3 of [Lu2] of an∞-operad
D∐ from an∞-category D. Quickly, a functor K→ D∐ is the datum of a functor K ×
Fin∗
Fin∗,∗′ → D
where the second factor in the fiber product is the category of finite sets equipped with an inclusion
from the two-element set {∗, ∗′} and maps among such that preserve such inclusions. Should D be
an ordinary category, then the D∐ is an ordinary colored operad with one color for each object of
D, while a multi-morphism from (d1, . . . , dn) to d is simply a collection of morphisms di → d for
each 1 ≤ i ≤ n.
Lemma 1.19. For O = (O→ Fin∗) a unital ∞-operad, there is a preferred map of ∞-operads
O −→ (O|∗+)
∐ .
Proof. We will use the notation Fininj ⊂ Fin
(−)+
−−−→ Fin∗ for the category of finite sets and injections
among them. Consider the category Funinj
(
[1],Fin∗
)
consisting of those functors from the two-
object totally ordered set [1] = {0 < 1} which classify injective maps among based finite sets, and
natural transformations among them. Evaluation at 0 gives a functor Funinj
(
[1],Fin∗
) ev0−−→ Fin∗.
Notice the evident functor Fin∗,∗′ → Funinj
(
[1],Fin∗
)
, and notice that it factors as an equivalence
Fin∗,∗′
≃
−→ ev−10 (∗+).
The ∞-operad O being unital grants that the underlying ∞-category O|∗+ has an initial object.
It follows that the restricted projection O|Fininj → Fin
inj is a Cartesian fibration. In particular, there
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is a canonical filler in the diagram of ∞-categories
O ×
Fin∗
Funinj
(
[1],Fin∗
)
//❴❴❴❴❴❴❴❴
ev0
''❖❖
❖❖❖
❖❖❖
❖❖
O
  
  
  
  
 
Fin∗
in which the implicit functor Funinj
(
[1],Fin∗
) ev1−−→ Fin∗ is evaluation at 1. Restricting the second
factor in the above fiber product to Fin∗,∗′ gives the functor O→ (O|∗+)
∐. It is direct to verify that
this functor sends inert-coCartesian morphisms to inert-coCartesian morphisms.

Corollary 1.20. Let O be a unital ∞-operad. Let E|∗+ → O|∗+ be a right fibration over the
underlying ∞-category. We denote the pullback ∞-category
E //

(E|∗+)
∐

O // (O|∗+)
∐ .
After Lemma 1.12, the composite functor E→ O→ Fin∗ makes E into an ∞-operad, and the functor
E→ O is a map of ∞-operads.
Notation 1.21. Let D → M be a symmetric monoidal functor between symmetric monoidal ∞-
categories, each for which the symmetric monoidal unit is initial. Let X ∈ M be an object of the
underlying ∞-category. We use the notation
D/X
for the output of Corollary 1.20 applied to the right fibration D/X → D. By construction, this ∞-
operad is equipped with an ∞-operad map to D for which the functor on underlying ∞-categories
is the standard projection from the slice. Say a morphism of D/X is pre-coCartesian if its image
in D is coCartesian over Fin∗. We adopt the following notational convention: for V a symmetric
monoidal ∞-category, the ∞-category of D/X -algebras in V is the full ∞-subcategory
AlgD/X (V) ⊂ FunFin∗
(
D/X ,V
)
consisting of those functors that send pre-coCartesian morphisms to coCartesian morphisms.
2. Factorization
In this section, we define the factorization homology of B-manifolds with coefficients in Disk(B)-
algebras, and we verify some of the essential properties of this construction. It is a symmetric
monoidal functor from B-manifolds and embeddings.
For this section we fix:
• a symmetric monoidal ∞-category V that is ⊗-sifted cocomplete,
• an ∞-category of basics B = (B→ Bsc).
2.1. Disk algebras
Factorization homology will have a universal property with respect to monoidal and operadic struc-
tures on Mfld(B) and Mfld(B)/X , which we present below in Constructions 2.1 and 2.4.
Construction 2.1 (The symmetric monoidal structures on Mfld(B) and Disk(B)). Using disjoint
union, we endow Snglr, Snglr, Mfld(B), and Mfld(B) with natural symmetric monoidal structures.
The details are as follows: Disjoint union makes each of the Kan-enriched categories Snglr and
Snglr into a symmetric monoidal Kan-enriched category in the usual sense. We then realize each as
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a symmetric monoidal ∞-category (by taking the simplicial nerve, for instance – see Proposition
2.1.1.27 of [Lu2]).
To further endow Mfld(B) and Mfld(B) with symmetric monoidal structures, recall that they are
defined via limit diagrams as below
Mfld(B) //

Mfld(B) //

PShv(Bsc)/B

Snglr // Snglr
τ // PShv(Bsc)
where the functor τ is the tangent classifier, i.e., the restriction of the Yoneda embedding to basics.
In light of Lemma 1.12, to endow Mfld(B) with a symmetric monoidal structure it suffices to
lift the diagram among ∞-categories Snglr → PShv(Bsc) ← PShv(Bsc)/B to a diagram among
symmetric monoidal ∞-categories; this is easily accomplished. Both PShv(Bsc) and PShv(Bsc)/B
are cocomplete and hence carry a coCartesian monoidal structure (i.e., the monoidal structure
given by coproducts); since the forgetful functor PShv(Bsc)/B → PShv(Bsc) preserves colimits, it in
particular preserves coproducts, and is thus symmetric monoidal with respect to this coCartesian
monoidal structure. Now, because each basic U is connected, there is a canonical isomorphism of
Kan complexes ∐
i∈I
Snglr(U,Mi)
∼=
−−→ Snglr
(
U,
⊔
i∈I
Mi
)
.
So Snglr
τ
−→ PShv(Bsc) canonically extends as a symmetric monoidal functor.
Finally, since Snglr → Snglr preserves disjoint union, through the same logic Mfld(B) obtains a
symmetric monoidal structure.
Definition 2.2. The symmetric monoidal ∞-categories
Disk(B) ⊂ Mfld(B) and Disk(B) ⊂ Mfld(B)
are smallest full symmetric monoidal subcategories containing B ⊂Mfld(B) and B ×
Mfld(B)
Mfld(B) ⊂
Mfld(B), respectively.
Remark 2.3. The objects of Disk(B) are disjoint unions of elements of B.
The slice categories Disk(B)/X and Mfld(B)/X do not carry symmetric monoidal structures –
for instance, there is no natural way to take a disjoint union of two embeddings if the embeddings
overlap. Regardless, we endow these categories with the structure of an ∞-operad. As usual (see
Section 2.1 of [Lu2]), one can think of these ∞-operads as colored operads, one color for every
embedding of a finite disjoint union of basics U →֒ X .
Construction 2.4 (Disk(B)/X as an ∞-operad). The empty stratified space ∅ is a symmetric
monoidal unit for Snglr and Snglr, and it is also initial in each of the associated underlying ∞-
categories. It follows that the same is true for the symmetric monoidal structures on Mfld(B) and
Mfld(B). Let X be a B-manifold. Notation 1.21 produces the∞-operadsMfld(B)/X andMfld(B)/X
as well as Disk(B)/X and Disk(B)/X .
Example 2.5. The fiber of the ∞-operad Snglr/X over the finite set ∗+ is an ∞-category whose
objects are conically smooth open embeddings (Y →֒ X), where Y is a connected stratified space.
A morphism (Y →֒ X) → (Y ′ →֒ X) is specified by a conically smooth open embedding Y →֒ Y ′
and an isotopy from Y →֒ X to the composite Y →֒ Y ′ →֒ X . A multi-morphism from
(
(Y1 →֒
X), (Y2 →֒ X)
)
to (Y →֒ X) is a conically smooth open embedding Y1 ⊔ Y2 →֒ Y from the disjoint
union, together with a pair of isotopies γν : Yν×[0, 1]→ X from the given Yν →֒ X to the composition
Yν →֒ Y1 ⊔ Y2 →֒ X . Notice that this last composition makes use of ∅ being both initial and the
symmetric monoidal unit.
Remark 2.6. We caution the reader about a notational conflict: There are equivalences(
Disk(B)/X
)
|∗+
≃ Disk(B)/X and
(
Mfld(B)/X
)
|∗+
≃ Mfld(B)/X .
Here, the lefthand side of each equivalence is the underlying∞-category of the∞-operad defined in
Construction 2.4, while the righthand side is the ∞-category of disks/B-manifolds equipped with a
map to X . Furthermore, the maps of ∞-operads
Disk(B)/X → Disk(B) and Mfld(B)/X →Mfld(B)
restrict to the standard functors on underlying ∞-categories.
Observation 2.7. Let X = (X, g) be a B-manifold. Then the∞-operad Disk(B)/X is independent
of the B-structure on the underlying stratified space of X . More precisely, because B → Bsc is a
right fibration, then the map
Disk(B)/X
≃
−−→ Disk(Bsc)/X
is an equivalence of ∞-operads. For the same reason, for (U →֒ X) a point of Disk(B)/X , there is
a canonical identification of ∞-categories
Disk(B)/U ≃
(
Disk(B)/X
)
/(U →֒X)
.
The analogous assertions hold if replacing Disk(B) by Mfld(B).
Notation 2.8. Defined in [AFT] is the category of basics Dn, governing smooth n-manifolds, and
the various elaborations governing smooth n-manifolds with boundary, possibly equipped with a
framing. We use the shorthand notation
Diskn = Disk(Dn) , Disk
fr
n = Disk(D
fr
n) , Disk
∂
n = Disk(D
∂
n) , Disk
fr
d⊂n = Disk(D
fr
d⊂n) ,
and likewise for other elaborations on D. For example, the underlying ∞-category of Disk(Dn) is
the∞-category whose objects are diffeomorphic to a finite disjoint union of standard Rn, and whose
morphisms are given by smooth open embeddings between them. The underlying ∞-category of
Diskfrn has objects finite, disjoint unions of R
n together with a framing. The space of morphisms
between two framed manifolds has the homotopy type of the space of smooth embeddings together
with a choice of homotopy between framings. In all these cases, the symmetric monoidal structure
is disjoint union.
Notation 2.9. Prompted by the upcoming Proposition 2.12, and by Notation 1.21, we will make
the following notational conventions
AlgDisk(B)(V) := Fun
⊗
(
Disk(B),V
)
and AlgDisk(B)(V) := Fun
⊗
(
Disk(B),V
)
and refer to their objects as Disk(B)-algebras and Disk(B)-algebras, respectively.
Remark 2.10. We caution the reader concerning our non-standard notation, which is summarized
as follows.
• As Notation 1.8, we do not distinguish between the notation for a symmetric monoidal
∞-category and its underlying ∞-category.
• As Notation 1.21, we do not distinguish between the notation for certain slice ∞-categories
and their corresponding ∞-operads.
• As Notation 2.9, we use AlgDisk(B)(V) for symmetric monoidal functors, not just maps of
operads. Likewise for the other variants such as that concerning Mfld(B).
• As Notation 1.21 we use AlgX(V) for those maps of ∞-operads Disk(B)/X → V that send
pre-coCartesian edges to coCartesian edges. Likewise for the other variants such as that
concerning Mfld(B).
Example 2.11. A Diskfr1 -algebra in V is canonically identified as an A∞-algebra in V.
In what follows, we let En denote the ∞-operad of little n-disks.
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Proposition 2.12. Let V be a symmetric monoidal ∞-category. Let n be a finite cardinality. There
is a canonical equivalence of ∞-categories
AlgDiskfrn(V)
≃
−→ AlgEn(V) .
With respect to the given O(n)-action on the righthand side of the above equivalence, there is an
equivalence of ∞-categories
AlgDiskn(V)
≃
−→ AlgEn(V)
O(n)
to the O(n)-invariants.
Proof. The evident En-algebra in Disk
fr
n induces a symmetric monoidal functor Env(En) → Disk
fr
n
from the symmetric monoidal envelope. The mapping homotopy types of both sides of this functor
are in terms of the spaces ConfI(R
n) := {I →֒ Rn}, spaces of injective maps into Rn from finite
sets. Inspecting this symmetric monoidal functor reveals that it is an equivalence. This gives the
first equivalence.
There is the symmetric monoidal right fibrationDiskfrn → Diskn, which manifestly factors through
the O(n)-invariants. The fiber over Rn is canonically identified as Emb(Rn,Rn) ≃ O(n), with the
translation action of O(n). The second equivalence follows.

Example 2.13. Consider the category of basics D∂,frn . Then a D
∂,fr
n manifold is an n-manifold
possibly with boundary, equipped with a framing of the n-manifold and a splitting of the framing
on the boundary as a product framing. Disk∂,frn -algebras are equivalent to algebras over the Swiss-
cheese operad of [Vo]; an object can be regarded as a triple (A,B, α) of a Diskfrn-algebra A, a
Diskfrn−1-algebra B, and a map
α : A −→ HC∗Dfrn−1
(B) := Mod
Diskfrn−1
B (B,B)
which is a map of Diskfrn-algebras; this reformulation is the higher Deligne conjecture, proved in this
generality in [Lu2] and [Th].
2.2. Factorization homology
The following is the main definition and object of interest in the present paper, that of factorization
homology with coefficients in a disk algebra.
Recall Notation 1.21 for the ∞-category of Diskn-algebras.
Definition 2.14 (Factorization homology). Let V be a symmetric monoidal∞-category, and let B
be an ∞-category of basics. The (absolute) factorization homology functor is a left adjoint to the
restriction
∫
−
: AlgDisk(B)(V)
%%❡ ❞ ❝
❜ ❵ ❫ ❭ ❲ ❖
Fun⊗
(
Mfld(B),V
)
.oo
For X a B-manifold, the (relative) factorization homology functor is a left adjoint to the restriction
∫
− : AlgX(V)
  ❡ ❞
❝ ❜ ❵ ❫ ❬ ❱ ▼
AlgMfld(B)/X (V) .
oo
The left adjoint in the previous definition need not exist. The essential result provided in the
following is that for a large class of targets V, factorization homology both exists and has a relatively
simple expression, agreeing with the left adjoint at the level of underlying∞-categories; i.e., without
remembering the monoidal structures.
17
Theorem 2.15. Let V be a symmetric monoidal ∞-category which is ⊗-sifted cocomplete, and let
B be an ∞-category of basics. Then each of the absolute and the relative factorization homology
functors exists and each is fully faithful, and each evaluates as
(2.2.1)
∫
X
A ≃ colim
(
Disk(B)/X → Disk(B)
A
−→ V
)
≃ Disk(B)/X
⊗
Disk(B)
A
– here, all terms are as the underlying ∞-categories of the respective ∞-operads.
We give a proof of this result predicated on several results to come. In Lemma 2.16, we identify
the general formal features for symmetric monoidal and operadic left Kan extension to exist and
agree with the underlying left Kan extension. In the following sections, we show that these formal
features hold in our example of interest.
Proof of Theorem 2.15. This is an application of Lemmas 2.16 and 2.17.
To apply this result, we need these three facts:
• Let X be a B-manifold. Then the slice ∞-category Disk(B)/X is sifted. This is Corol-
lary 2.28 to come.
• The functor Disk(B)/ 1Disk(B) → Mfld(B)/ 1Mfld(B) is final. In our case, this functor is an
equivalence, manifestly.
• Let X and X ′ be B-manifolds. Then the functor Disk(B)/X ×Disk(B)/X′ → Disk(B)/X⊔X′
is final. In our case, this functor is actually an equivalence, by inspection.

Lemma 2.16. Let V be a symmetric monoidal ∞-category; let ι : B→M be a symmetric monoidal
functor with small domain and locally small codomain. Consider the commutative diagram of solid
arrows
Fun⊗(B,V)
ι⊗♮
##❢ ❡ ❞
❜ ❵ ❫ ❬ ❑

Fun⊗(M,V)
ι∗
oo

Fun(B,V)
ι♮
❢ ❡ ❞
❜ ❵ ❫ ❬ ❑
Fun(M,V)
ι∗oo
where ι∗ is restriction along ι, and the vertical arrows forget that a given functor was symmetric
monoidal. Suppose both:
(1) the underlying ∞-category of V admits sifted colimits;
(2) for each M ∈M, the slice ∞-category B/M is sifted.
Then ι∗ has a left adjoint ι♮ as indicated, which can be calculated as
(2.2.2) ι♮F : M 7→ colim
(
B/M → B
F
−→ V
)
≃ ι∗M ⊗
B
F .
The last expression is a coend, and we have identified M ∈ M with its image under the Yoneda
functor. In addition, suppose
(3) the symmetric monoidal structure for V distributes over sifted colimits;
(4) the functor between slice ∞-categories over units
B/1B → B/1M
is final; and
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(5) for each pair of objects M,M ′ ∈M, the tensor product functor⊗
: B/M ×B/M ′ −→ B/M⊗M ′
is final.
Then there is a left adjoint ι⊗♮ as indicated, and the downward right square commutes. If ι is fully
faithful then so are each of ι♮ and ι
⊗
♮ .
Proof. Conditions (1) and (2) grant that each value of the expression (2.2.2) exists. Lemma 4.3.2.13
of [Lu1] states that these expressions depict a functor as indicated. Proposition 4.3.3.7 of [Lu1]
states that this functor satisfies the universal property of being a left adjoint to ι∗.
We now argue that conditions (3) and (4) grant that, for each symmetric monoidal functor
B
F
−→ V, and for each based map among finite sets I+
f
−→ J+, the diagram of ∞-categories
MI
f∗

(ι♮F )
I
// VI
f∗

MJ
(ι♮F )
J
// VJ
commutes. Each based map f : I+ → J+ is canonically a composition of a surjective active map
f surj followed by an injective active map f inj followed by an inert map f inrt, and so it is enough to
verify commutativity for each such class of maps. The case of inert maps is obvious, because then
f∗ is projection and (ι♮F )
I is defined as the I-fold product of functors. The case of injective active
maps amounts to verifying that ι♮F sends a symmetric monoidal unit to a symmetric monoidal unit.
This follows from Condition (4) because F does so.
The case of surjective active maps follows from the case that f : I+ → ∗+ is given by i 7→ ∗,
so that f∗ =
⊗I
is the I-fold tensor product. Well, because F is symmetric monoidal, there is
a canonical arrow ι♮F ◦
⊗I −→ ⊗I ◦(ι♮F )I between functors MI → V that we will argue is an
equivalence. This arrow evaluates on (Mi)i∈I as the horizontal one in the following natural diagram
inside V:
colim
(
B/
⊗
i∈I
Mi
→ B
F
−→ V
) // ⊗
i∈I
colim
(
B/Mi → B
F
−→ V
)
colim
(∏
i∈I
B/Mi → B
I F
I
−−→ VI
⊗I
−−→ V
)
(5)
jj❚❚❚❚❚❚❚❚❚❚❚❚❚❚❚ (3)
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
.
The arrow labeled by (3) is an equivalence precisely because of condition (3). Condition (5) implies
that the functor
∏
i∈I B/Mi → B/
⊗
i∈I
Mi is final, for it is a composition of final functors. It follows
that the arrow labeled by (5) is an equivalence, after observing the following diagram among ∞-
categories: ∏
i∈I
B/Mi
⊗I
//

B/
⊗
i∈I
Mi

BI
⊗I
//
F I

B
F

VI
⊗I
// V .

Recall Notation 1.21. We now state a likewise result as Lemma 2.16 for the case of the∞-operads
of Notation 1.21. The proof of this lemma is the same as that for Lemma 2.16.
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Lemma 2.17. Let V be a symmetric monoidal ∞-category. Let ι : D→M be a symmetric monoidal
functor between symmetric monoidal ∞-categories with D small and M locally small. Suppose both
the symmetric monoidal unit for each of D and M is initial. Let X ∈ M be an object of the
underlying ∞-category, and consider the ∞-operads D/X and M/X over D and M, respectively.
Consider the solid commutative sub-diagram of restriction and forgetful functors
AlgD/X (V)
ι⊗♮
❢ ❡ ❝
❜ ❵ ❫ ❬ ▲

AlgM/X (V)ι∗
oo

Fun(D/X ,V)
ι♮
❢ ❡ ❝
❜ ❵ ❫ ❬ ▲
Fun(M/X ,V)
ι∗oo
where the superscript ∗ denotes the evident restriction and the vertical arrows restrict to active
∞-subcategories. Suppose both:
(1) the underlying ∞-category of V admits sifted colimits;
(2) for each Z = (Z → X) ∈M/X , the slice ∞-category (D/X)/Z ≃ D/Z is sifted.
Then ι∗ has a left adjoint ι♮ as indicated, which can be calculated as
(2.2.3) ι♮A : (Z → X) 7→ colim
(
D/Z → D/X
A
−→ V
)
≃ ι∗(Z → X) ⊗
D/X
A
– here in the expression of the coend we identify (Z → X) ∈ M with its image under the Yoneda
functor. In addition, suppose
(3) the symmetric monoidal structure for V distributes over sifted colimits;
(4) the functor between slice ∞-categories over units
D/1D →M/1M
is final;
(5) for each pair of objects (Z → X), (Z ′ → X) ∈M/X , the tensor product functor⊗
: D/Z ×D/Z′ −→ D/Z⊗Z′
is final.
Then there is a left adjoint ι⊗♮ as indicated, and the downward right square commutes. If ι is fully
faithful then so are each of ι♮ and ι
⊗
♮ .
2.3. Disks and finite subsets
We pause our development of factorization homology to relate the ∞-category Disk(Bsc)/X , which
appears in the Definition 2.14 of factorization homology, with the enter-path∞-category of another
stratified space associated to X : the Ran space of X .
Let i be a finite cardinality. For X a topological space, the bounded Ran space Ran≤i(X) is
the topological space consisting of subsets S ⊂ X with bounded cardinality |S| ≤ i for which the
inclusion S →֒ X is surjective on connected components; the topology on Ran≤i(X) is the coarsest
for which, for each set I with cardinality |I| = i equal to i, the map Image : XI → Ran≤i(X) is
continuous. For f : X →֒ Y an open embedding that is surjective on connected components, the
evident map Ran≤i(f) : Ran≤i(X)→ Ran≤i(Y ) is an open embedding.
In §3 of [AFT] we prove the following result, which in particular states that Ran≤i(X) inherits
the structure of a stratified space from one on X . We use the notation
(2.3.1) Snglrsurj ⊂ Snglr
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for the ∞-subcategory with the same objects and with those morphisms that induce surjections on
connected components.
Proposition 2.18 (Proposition 3.7.5 of [AFT]). Let i be a finite cardinality. There is a functor
between ∞-categories
(2.3.2) Ran≤i : Snglr
surj −→ Snglr
for which the underlying topological space of each value Ran≤i(X) is the bounded Ran space of the
underlying space of X, and whose value on a morphism X
f
−→ Y is Ran≤i(f).
The next result gives a description of the topology of Ran≤i(X) in terms of that of X .
Lemma 2.19. Let i be a finite cardinality. Let X be a stratified space. Consider the collection of
open embeddings {
Ran≤i(U)
Ran(f)
−−−−−→ Ran≤i(X)
}
{U
f
−→X}
indexed by conically smooth open embeddings from finite disjoint unions of basics which are surjective
on connected components. This collection of open embeddins forms a basis for the topology of
Ran≤i(X).
Proof. Let S ∈ Ran≤i(X) be an element, and let S ∈ O ⊂ Ran≤i(X) be an open neighborhood. We
must show that there is a disjoint union of basics U →֒ X openly embedding into X as a surjection
on components so that S belongs to the image of the map Ran≤i(U) → Ran≤i(X) and this image
lies in O.
Fix a set I of cardinality i. Choose a map I
f0
−→ X for which the image Image(f0) = S equals S.
From the definition of the topology of Ran≤i(X), the subset O ⊂ Ran≤i(X) being open implies the
subset
O˜ :=
{
I
f
−→ X | Image(f) ∈ O
}
⊂ XI
is open. From the definition of the product topology on XI , for each s ∈ S there is an open
subset s ∈ Vs ⊂ X so that the product
∏
i∈I
Vf0(i) ⊂ O˜ lies inside O˜. From the definition of a
stratified space in the sense of §3 of [AFT], the collection of conically smooth open embeddings
from basics into X forms a basis for the topology of X . Therefore, we can choose each Vs above
to be a basic s ∈ Us →֒ X . Because X is in particular Hausdorff, we can make these choices
so that the intersection Us ∩ Us′ is empty whenever s 6= s′ ∈ S. We obtain an open embedding
U :=
⊔
s∈S
Us →֒ X from a finite disjoint union of basics which is surjective on components. By
construction, this embedding has the desired properties stated at the beginning of this proof.

Through Proposition 2.18, and with the notation of (2.3.1), there is the functor between over
∞-categories
(2.3.3) Ran≤i : Snglr
surj
/X → Snglr
surj
/Ran≤i(X)
for each stratified space X . For the next result, we will denote the full ∞-subcategory
Disk(Bsc)surj,≤i/X ⊂ Snglr
surj
/X
consisting of those open embeddings U →֒ X that are surjective on components and for which U
has at most i connected components, each of which is isomorphic to a basic stratified space.
Lemma 2.20. Let i be a finite cardinality. Let X be a stratified space. The functor (2.3.3) restricts
as an equivalence of ∞-categories
Ran≤i : Disk(Bsc)
surj,≤i
/X
≃
−−→ Bsc/Ran≤i(X) .
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Proof. The factorization happens because Ran≤i(U) is a basic whenever U is an (at most) i-fold
disjoint union of basics – this statement is proved in §3 of [AFT]. We will argue that this functor
is an equivalence by showing it is an equivalence on maximal ∞-subgroupoids, then that it is an
equivalence on spaces of morphisms.
Keeping with the notation of [AFT], for each stratified space Z we will denote the over∞-category
Entr(Z) := Bsc/Z
of basic stratified spaces over Z. In §4 of [AFT] we show that, for Z a stratified space, the maximal
∞-subgroupoid of Entr(Z) is
∐
[B]
Entr[B](Z) where the coproduct is indexed by isomorphism classes
of basics, and Entr[B](Z) = BEnd(B)/Z is the ∞-subcategory of those basics over Z which are
isomorphic to B. Also in §4 of [AFT] we show that Entr[B](Z) ≃ Emb
(
B,Z
)
Aut0(B)
is the coinvariants
by the origin preserving automorphisms of B, and thereafter that this latter space evaluates at the
center of B as an equivalence with the underlying space of the [B]-stratum Z[B] ⊂ Z. In summary,
the maximal ∞-subgroupoid of Entr(Z) is canonically identified as
∐
[B]
Entr[B](Z) ≃
∐
[B]
Z[B] .
Similarly, the maximal ∞-subgroupoid of Disk(Bsc)surj,≤i/Z is canonically identified as
∐
[U ]
∏
α∈A
Disk(Bsc[Uα])
surj,=iα
/X ≃
∐
[U ]
∏
α∈A
ConfIα(W[Uα])ΣIα
which we now explain. The coproducts are indexed by isomorphism classes of finite disjoint unions
of basics U =
⊔
α∈A
(Uα)
⊔Iα , grouped here according to isomorphism type, for which
∑
α∈A
|Iα| ≤ i.
Bsc[Uα] is the full ∞-subcategory of Bsc consisting of those basics which are isomorphic to Uα; and
iα := |Iα| is the cardinality. So the left [U ]-cofactor is the largest ∞-subgroupoid of Disk(Bsc)
surj
/X
consisting of those open embeddings V →֒ X for which V is isomorphic to an iα-fold disjoint union of
the basic Uα. ForM a smooth manifold, ConfJ(M) is the underlying space of the open submanifold
MJ consisting of the injections J →֒ M . The subscript denotes the coinvariants by the evident
ΣJ -action.
Thus, the map of maximal∞-subgroupoids induced by the functorDisk(Bsc)surj,≤i/X
Ran≤i
−−−−→ Bsc/Ran≤i(X)
is canonically identified as the map of spaces
∐
[U ]
∏
α∈A
ConfIα(X[Uα])ΣIα ≃
∐
[U ]
∏
α∈A
Disk(Bsc[Uα])
surj,=iα
/X −→
∐
[B]
Entr[B]
(
Ran≤i(X)
)
≃
∐
[B]
(
Ran≤i(X)
)
[B]
in where the indexing set of the left coproduct consists of those such isomorphism classes [U ] for
which U has at most i components. Lemma 2.19 grants that this map is a bijection on the sets
indexing the coproducts. That this map of spaces is an equivalence then follows because, by detailed
inspection, there is a canonical isomorphism of stratified spaces
∏
α∈A
ConfIα(X[Uα])ΣIα
∼=
(
Ran≤i(X)
)
[Ran≤i(U)]
whose map of underlying spaces is a summand of the above composite map.
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We now consider the map of spaces of morphisms induced by the functor Disk(Bsc)surj,≤i/X
Ran≤i
−−−−→
Entr
(
Ran≤i(X)
)
. This map fits as the top horizontal arrow in the diagram of spaces
Map
(
[1],Disk(Bsc)surj,≤i/X
)
//
ev1

Map
(
[1],Entr
(
Ran≤i(X)
))
ev1
(
Disk(Bsc)surj,≤i/X
)∼ // (Entr(Ran≤i(X)))∼ .
We have already shown that the bottom horizontal map is an equivalence of spaces. To show that
the top horizontal map is an equivalence of spaces, it is enough to show that, for each point (U →֒ X)
of the bottom left space, the map of associated fibers is an equivalence.
Let (U →֒ X) ∈ Disk(Bsc)surj,≤i/X . Both Disk(Bsc)
surj,≤i
/X and Entr
(
Ran≤i(X)) being slice-∞-
categories, we canonically identify the map of fibers over (U →֒ X) as the map of maximal ∞-
subgroupoids (
Disk(Bsc)surj,≤i/U
)∼
−→
(
Entr
(
Ran≤i(U)
))∼
induced by Ran≤i. We have already shown that this map is an equivalence, and so concludes this
proof.

2.4. Localizing with respect to isotopy equivalences
Here we explain that the∞-categoryDisk(B)/X , which appears in the Definition 2.14 of factorization
homology, can be witnessed as a localization of its un-topologized versionDisk(B)/X on the collection
of those inclusions of finite disjoint unions of disks U ⊂ V in X for which this inclusion is isotopic to
an isomorphism. This comparison plays a fundamental role in recognizing certain colimit expressions
in this theory, for instance that support the pushforward formula of §2.5.
Given a topological space X and a finite set J , we let ConfJ (X) denote the topological space
of injections from J to X . There is an evident action of the symmetric group ΣJ on this space,
and we denote the coinvariants as ConfJ(X)ΣJ . Finally, given a basic U
∼= Rn × C(Z), we denote
by Aut0(U) the Kan complex of isomorphisms U → U that preserve the origin (0, ∗) ∈ U . (See
Section 4.3 of [AFT].) In the following lemma, B is the classifying space functor.
Lemma 2.21. For B a category of basics, the maximal ∞-groupoid of Disk(B) is canonically
identified as (
Disk(B)
)∼
≃
∐
[U=
⊔
i∈I
U
⊔Ji
i ]
∏
i∈I
B
(
ΣJi ≀ EndB(Ui)
)
where the coproduct is indexed by isomorphism classes of finite disjoint unions of objects of B, whose
connected components are grouped here according to isomorphism type. In particular, the symmetric
monoidal functor [−] : Disk(B)→ Fin is conservative.
For X a B-manifold, the underlying ∞-groupoid of Disk(B)/X is canonically identified as the
space (
Disk(B)/X
)∼
≃
∐
[U=
⊔
i∈I
U
⊔Ji
i ]
∏
i∈I
ConfJi(X[Ui])ΣJi
given in terms of unordered configuration spaces of various strata of X.
Proof. The statement concerning Disk(B) follows immediately from the characterization of Bsc
in [AFT].
Upon the canonical equivalence of ∞-categories Disk(B)/X ≃ Disk(Bsc)/X , we can assume B =
Bsc, so that Mfld(B) ≃ Snglr is an ∞-category associated to a Kan-enriched category. In §4.3
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of [AFT] it is shown that the inclusion of Kan-groups Aut0(U) → EndBsc(U) is an equivalence of
underlying Kan complexes. Upon these considerations, to show the first statement it is sufficient to
show that, for each finite set J , and each basic U , the ΣJ -equivariant map which is evaluation at
each center of U
ev(0)j∈J : MapSnglr
(
U⊔J , X
)
Aut0(U)J
≃
−−→ ConfJ (X[U ])
is an equivalence of ΣJ -spaces. We do this by induction on the cardinality |J |, with the base case
|J | = 1 offered by results in [AFT]. Now suppose |J | > 1, and choose a non-empty proper subset
J ′ ⊂ J . Restriction along this inclusion of subsets gives the commutative diagram
MapSnglr
(
U⊔J , X
)
Aut0(U)J
//
ev0

MapSnglr
(
U⊔J
′
, X
)
Aut0(U)J
′
ev0

ConfJ(X[U ]) // ConfJ′(X[U ])
which is evidently appropriately equivariant. In a standard manner, the map of fibers of the hori-
zontal maps is canonically identified as the map of ΣJrJ′ -spaces
MapSnglr
(
U⊔JrJ
′
, X r J ′
)
Aut0(U)JrJ
′
ev0−−−→ ConfJrJ′(X[U ] r J
′) ,
which is an equivalence by induction. The result follows.

Let B be a category of basics; let X be a B-manifold. Consider the ∞-subcategory
(2.4.1) IX ⊂ Disk(B)/X
consisting of the same objects but only those morphisms (U →֒ X) →֒ (V →֒ X) whose image in
Disk(B)/X is an equivalence. Note that in 2.4.1, we think of X as an object of Mfld(B), while when
we refer to Disk(B)/X , we think of X as an object of Mfld(B).
Proposition 2.22. The standard functor
(2.4.2) Disk(B)/X −→ Disk(B)/X
witness an equivalence between ∞-operads from the localization (among ∞-operads):(
Disk(B)/X
)
[I−1X ] ≃ Disk(B)/X .
In particular, for each symmetric monoidal ∞-category V, restriction defines a fully faithful functor
AlgDisk(B)/X (V) →֒ AlgDisk(B)/X (V)
whose image consists of those Disk(B)/X algebras that carry each isotopy equivalence to an equiva-
lence in V.
Proof. First note that the ∞-subcategory IX ⊂ Disk(B)/X lies over equivalences in Fin∗. As so, the
localization
(
Disk(B)/X
)
[I−1X ] (among ∞-categories) canonically lies over Fin∗. Therefore, should
the canonical functor
(
Disk(B)/X
)
[I−1X ]
≃
−→ Disk(B)/X from the localization (among ∞-categories)
be an equivalence between ∞-categories, then this localization among ∞-categories is in fact an
∞-operad itself; furthermore, this localization among ∞-categories also presents the ∞-operadic
localization. We are thusly reduced to showing that the functor (2.4.2) is a localization between
∞-categories.
Note that the functor (2.4.2) is essentially surjective, manifestly. We will argue that the resulting
functor from the localization is an equivalence by showing it is an equivalence on underlying ∞-
groupoids, then that it is an equivalence on spaces of morphisms. We recall that, as in Observation
2.7, since Mfld(B)→ Snglr is a right fibration there are canonical equivalences of ∞-categories
Disk(B)/X ≃ Disk(Bsc)/X =: DX and Disk(B)/X ≃ Disk(Bsc)/X =: DX
and we adopt the indicated notation for this proof. Therefore, we can assume B = Bsc.
24
The underlying ∞-groupoid of DX is the classifying space BIX . In light of the above coproduct
in Lemma 2.21, fix an isomorphism type [U =
⊔
i∈I
U⊔Jii ] of a finite disjoint union of a basic stratified
space. Consider the full subcategory I
[U ]
X ⊂ IX consisting of those (V →֒ X) for which V
∼= U . We
thus seek to show that the resulting functor I
[U ]
X →
∏
i∈I
ConfJi(X[Ui])ΣJi witnesses an equivalence
from the classifying space. We will do this by first showing that the functor
∏
i∈I
ConfJi(X[Ui]) ∩
− : I
[U ]
X →
∏
i∈I
I
[(U
⊔Ji
i )[Ui]
X[Ui]
induces an equivalence on classifying spaces, then observing a canonical
equivalence of spaces BI
[(U
⊔Ji
i )[Ui]]
X[Ui]
≃ ConfJi(X[Ui])ΣJi .
Consider the slice category (I
[U ]
X )
(Ri →֒X[Ui])i∈I/. An object is an object (U ′ →֒ X) of I
[U ]
X for
which, for each i ∈ I, there is an inclusion Ri ⊂ U
′
[Ui]
which is a bijection on components, and a
morphism is an inclusion of such. Because such (U ′[Ui] →֒ X[Ui]) form a base for the topology about
Ri →֒ X[Ui], then this category is filtered. In particular, the classifying space B(I
[U ]
X )
(Ri →֒X[Ui])i∈I/ ≃
∗ is contractible. It follows that the functor
∏
i∈I
ConfJi(X[Ui]) ∩ − : I
[U ]
X →
∏
i∈I
I
[(U
⊔Ji
i )[Ui]]
X[Ui]
induces an
equivalence on classifying spaces, as desired.
Now, let M be a smooth manifold, so that I = ∗ is a singleton. The category I
[U ]
M forms a basis
for the standard Grothendieck topology on ConfJi(M)ΣJi . It follows from Corollary 1.6 of [DI] that
the canonical map of topological spaces
colim
( ⊔
j∈Ji
Rj →֒M)∈I
[U]
M
∏
j∈Ji
Rj
≃
−−→ ConfJi(M)ΣJi
is a homotopy equivalence. Because each term Rj in this colimit is contractible, then this colimit is
identified as the classifying space
BI
[U ]
M ≃ colim
( ⊔
j∈Ji
Rj →֒M)∈I
[U]
M
∏
j∈Ji
Rj .
Applying this to the case M = X[Ui], we conclude that BI
[(U
⊔Ji
i )[Ui]
X[Ui]
≃ ConfJi(M)ΣJi . In summary,
we have verified that the map of underlying ∞-groupoids(
DX [I
−1
X ]
)∼ ≃
−−→
(
DX
)∼
is an equivalence.
We now show that the functor induces an equivalence on spaces of morphisms. Consider the
diagram of spaces (
DU [I
−1
U ]
)∼ //
(U →֒X)

D∼U
(U →֒X)
(
DX [I
−1
X ]
)(1) //
ev1

D
(1)
X
ev1
(
DX [I
−1
X ]
)∼ // D∼X
where a superscript (1) indicates a space of morphisms, and the upper vertical arrows are given as
(V →֒ U) 7→
(
(V →֒ X) →֒ (U →֒ X)
)
. Our goal is to show that the middle horizontal arrow is an
equivalence. We will accomplish this by showing that the diagram is a map of fiber sequences, for
we have already shown that the top and bottom horizontal maps are equivalences.
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The right vertical sequence is a fiber sequence because such evaluation maps are coCartesian
fibrations, in general. Then, by inspection, the fiber over (U →֒ X) is the underlying ∞-groupoid
of the slice (DX)/(U →֒X). This slice is canonically identified as DU .
Let us show that the left vertical sequence is a fiber sequence. The space of morphisms of(
DX [I
−1
X ]
)(1)
is the classifying space of the subcategory of the functor category FunIX
(
[1],DX
)
⊂
Fun
(
[1],DX
)
consisting of the same objects but only those natural transformations by I. We claim
the fiber over (U →֒ X) of the evaluation map is canonically identified as in the sequence(
DU [I
−1
U ]
)∼ (U →֒X)
−−−−−−→
(
DX [I
−1
X ]
)(1) ev1−−−→ (DX [I−1X ])∼ .
This claim is justified through Quillen’s Theorem B, for the named fiber is the classifying space of
the slice category (IX)/(U →֒X) which is canonically isomorphic to IU . To apply Quillen’s Theorem
B, we must show that each morphism (U →֒ X) →֒ (V →֒ X) in I induces an equivalence of spaces
B
(
(IX)/(U →֒X)
)
≃ B
(
(IX)/(V →֒X)
)
. This map of spaces is canonically identified as BIU → BIV .
Through the previous analysis of this proof, this map is further identified as the map of spaces∐
[B]
U[B] →
∐
[B]
V[B] induced from the inclusion U →֒ V . Because U and V are abstractly isomorphic,
then results of [AFT] give that each such inclusion is isotopic through stratified open embeddings to
an isomorphism. We conclude that Quillen’s Theorem B applies. See also Theorem 5.3 of [Ba]. 
Lemma 2.23. Let r : X˜ → X be a refinement between stratified spaces. Then there is a functor
Disk(Bsc)/X˜ −→ Disk(Bsc)/X
which is a localization.
Proof. There is an obvious functor Snglr(Bsc)/X˜ → Snglr(Bsc)/X given by assigning to (˜i : Z˜ →֒ X˜)
the object (i : Z →֒ X) where Z = i˜(Z˜) ⊂ X is the image with the inherited stratification. Observe
that this functor sends finite disjoint unions of basics conically smoothly openly embedding into X˜,
to finite disjoint unions conically smoothly openly embedding into X . Also observe that this functor
sends stratified isotopy equivalences to stratified isotopy equivalences. After these observations, the
desired functor happens through Proposition 2.22.
Notice that the map of underlying∞-groupoids
(
Disk(Bsc)/X˜
)∼
→
(
Disk(Bsc)/X
)∼
respects the
presentation of these spaces in Lemma 2.21 as a coproduct of a product. Through the same logic
as in the proof of Proposition 2.22, it is enough to show that the functor
Bsc/ Confi(M˜) −→ Bsc/Confi(M)
is a localization for each finite cardinality i and each refinement M˜
r
−→ M of a smooth manifold.
Because M˜ →M is a refinement, then so is the map of stratified spaces Confi(M˜)→ Confi(M), by
inspection. The result is an instance of Proposition 1.2.14 of [AFT].

2.5. Pushforward
For this subsection, we fix a symmetric monoidal ∞-category V that is ⊗-sifted cocomplete.
Lemma 2.24. Let X be a B-manifold and Y a B′-manifold, and let f : X → Y be a constructible
bundle of the underlying stratified spaces. Taking inverse images defines a functor of ∞-operads
f−1 : Disk(B′)/Y −→Mfld(B)/X
which on objects sends U →֒ Y to f−1U →֒ X. As a consequence, there is a natural pushforward
functor
f∗ : AlgX(V) −→ AlgY (V)
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that sends an algebra A on X to the algebra on Y taking values
f∗A(U →֒ Y ) ≃
∫
f−1U
A .
Proof. Note that taking point-wise inverse images defines a functor of discrete categoriesDisk(Bsc)/Y →
Snglr/X which, additionally, preserves the multi-category structure of Construction 2.4. We first
show that this functor can be naturally extended to the topological case, i.e., that there is a preferred
filler in the diagram of ∞-operads
Disk(Bsc)/Y
f−1 //

Snglr/X

Disk(Bsc)/Y
f−1 //❴❴❴❴❴❴ Snglr/X .
Because f is a constructible bundle, the collections I and J of isotopy equivalences in Disk(Bsc)/Y
and Snglr/X , respectively, are mapped to one another by f
−1. Further, they map to equivalences
in Disk(Bsc)/Y and Snglr/X , respectively. By the universal property of localization, we can thus
factor the previous diagram as
Disk(Bsc)/Y
f−1 //

Snglr/X

Disk(Bsc)/Y [I
−1]
f−1 //
∼

Snglr/X [J
−1]

Disk(Bsc)/Y
f−1 //❴❴❴❴❴❴❴❴ Snglr/X .
Proposition 2.22 states that the bottom left downward arrow is an equivalence, as indicated, thereby
determining the filler.
Recall from Observation 2.7 that B-manifold structure on X defines an equivalence Snglr/X ≃
Mfld(B)/X , directly from the definition of structures by right fibrations; the same is true for the
B′-manifold structures on basics in Y . Under the hypotheses of the Lemma, we consequently have a
map of∞-operadsDisk(B′)/Y →Mfld(B)/X defined by f
−1. The desired functor is the composition
f∗ : AlgX(V)
∫
− // AlgMfld(B)/X (V)
(f−1)∗ // AlgY (V) .

We have the following result about this pushed-forward algebra f∗A.
Theorem 2.25 (Pushforward). Let V be a symmetric monoidal ∞-category which is ⊗-sifted co-
complete; let X be a B-manifold with f : X → Y a weakly constructible bundle over a stratified
space Y . There is a commutative diagram:
AlgX(V)
∫
X //
f∗ %%▲▲
▲▲
▲▲
▲▲
▲▲
V
AlgY (V)
∫
Y
<<①①①①①①①①①
In particular, for any Disk(B)-algebra A, there is a canonical equivalence in V:∫
Y
f∗A ≃
∫
X
A .
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The proof of this theorem will involve an auxiliary ∞-category Xf built from the constructible
bundle f .
Definition 2.26. LetX be aB-manifold, and let Y be aB′-manifold. For f : X → Y a constructible
bundle, the ∞-category Xf is the limit of the following diagram
Disk(B)/X
t
&&◆◆
◆◆◆
◆◆◆
◆◆◆
Fun
(
[1],Mfld(B)/X
)
ev1
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗
ev0
vv♠♠♠
♠♠♠
♠♠♠
♠♠♠
♠
Disk(B′)/Y
f−1xx♣♣♣
♣♣♣
♣♣♣
♣♣
Mfld(B)/X Mfld(B)/X
where Fun
(
[1],Mfld(B)/X
)
is the ∞-category of 1-morphisms in Mfld(B)/X .
Informally, Xf consists of compatible triples (U, V, U →֒ f−1V ), where V is a finite disjoint union
of basics in Y ; U is a finite disjoint union of basics in X ; the embedding U →֒ f−1V is compatible
with the embeddings f−1V →֒ X and U →֒ X . We are able to utilize this ∞-category Xf because
of the following key finality property.
Lemma 2.27. For any constructible bundle X
f
−→ Y between stratified spaces, the functor ev0 :
Xf → Disk(B)/X is final.
Proof. The functor ev0 is a Cartesian fibration of ∞-categories. Thus, to check finality, by Lemma
4.1.3.2 of [Lu1], it suffices to show that, for each U ∈ Disk(B)/X , the fiber ev
−1
0 V has contractible
classifying space. So let V ∈ Disk(B)X . Unwinding the definition of Xf , we must show contractibility
of the classifying space of the iterated slice ∞-category
(
Disk(B)/Y
)U/
.
The projection from this slice
(
Disk(B)/Y
)U/
→ Disk(B)/Y is a left fibration, and so it is classified
by a functor, justifiably written as
MapMfld(B)/X (U, f
−1−) : Disk(B)/Y → Spaces ,
whose colimit is identified as the relevant classifying space
B
(
Disk(B)/Y
)U/
≃ colim
(V →֒Y )∈Disk(B)/Y
MapMfld(B)/X (U, f
−1V ) .
So we seek to show the righthand colimit is contractible.
Formal is that the sequence of maps
MapMfld(B)/X (U, f
−1V ) −→ MapMfld(B)(U, f
−1V ) −→ MapMfld(B)(U,X)
is a fiber sequence (here the fiber is taken over any implicit morphism U →֒ X , thereby giving
meaning to the lefthand space). So we seek to show the map from the colimit
colim
(V →֒Y )∈Disk(B)/Y
MapMfld(B)(U, f
−1V ) −→ MapMfld(B)(U,X)
is an equivalence of spaces. We recognize this map of spaces as the map of fibers over U ∈ Disk(B)
of the map of right fibrations over Disk(B):
colim
(V →֒Y )∈Disk(B)/Y
Disk(B)/f−1V −→ Disk(B)/X .
Being right fibrations, it is enough to show that this functor is an equivalence on underlying ∞-
groupoids.
Through Lemma 2.21 this is the problem of showing, for each finite set J and each basic U , that
the map of spaces
colim
(V →֒Y )∈Disk(B)/Y
ConfJ
(
(f−1V )[U ]
)
ΣJ
−→ ConfJ(X[U ])ΣJ
is an equivalence. So we can assume that the underlying stratified space of X = M is an ordinary
smooth manifold.
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Lemma 2.22 grants that the forgetful map
colim
(V →֒Y )∈Disk(Bsc)/Y
ConfJ
(
f−1V
)
ΣJ
≃
−−→ colim
(V →֒Y )∈Disk(B)/Y
ConfJ
(
f−1V
)
ΣJ
is an equivalence of spaces. Now notice that, for each (V →֒ Y ) ∈ Disk(Bsc)/Y , the map ConfJ(f
−1V )→
ConfJ(M) an open embedding. Also, for each point c : J →֒ M the image f
(
c(J)
)
⊂ Y has cardi-
nality at most J . So there is an object (V →֒ Y ) of Disk(Bsc)/Y whose image contains the subset
f
(
c(J)
)
. We see then that the collection of open embeddings{
ConfJ (f
−1V )ΣJ →֒ ConfJ (M)ΣI | (V →֒ Y ) ∈ Disk(Bsc)/Y
}
form an open cover.
Proved in [AFT] is that open embeddings of basics into Y form a basis for the topology of Y .
It follows that the collection of (at most) |J |-tuples of disjoint basics in Y form an open cover of
Y in such a way that any finite intersection of such is again covered by such. It follows that the
collection of open embeddings above is an open cover for which any finite intersection of its terms
is again covered by terms of the collection. In particular, this collection of open embeddings forms
a hypercover of ConfJ(M)ΣJ . Corollary 1.6 of [DI] gives that the map
colim
(V →֒Y )∈Disk(Bsc)/Y
ConfJ
(
f−1V
)
ΣJ
≃
−−→ ConfJ (M)ΣJ
is an equivalence of spaces. This completes the proof.

This has the following important corollary, which completes the proof of Theorem 2.15.
Corollary 2.28. For X a B-manifold, the ∞-category Disk(B)/X is sifted.
Proof. The ∞-category Disk(B)/X is evidently nonempty, as it contains the object (∅ →֒ X). We
must then prove that the diagonal functor Disk(B)/X → Disk(B)/X × Disk(B)/X is final. This
diagonal functor fits into a diagram among ∞-categories
Disk∇
ev0 //
ev1

Disk(B)/X⊔X
Disk(B)/X
diag // Disk(B)/X ×Disk(B)/X
≃ ⊔
OO
that we now explain. The upper left ∞-category is that of Definition 2.26 applied to the fold map
∇ : M ⊔M → M ; as so, it is equipped with the indicated projection functors. The right vertical
arrow is induced by the symmetric monoidal structure on Mfld(B), which is disjoint union. This
right vertical arrow is an equivalence; an inverse is given by declaring its projection to each factor to
be given by intersecting with the corresponding cofactor of the disjoint union. Therefore, to prove
that the diagonal functor is final it is sufficient to prove that both of the projection functors ev1
and ev0 are final. The finality of ev0 is Lemma 2.27.
We explain that ev1 is final. Note that the functor ∇−1 : Disk(B)/X → Mfld(B)/X⊔X factors
through the full ∞-subcategory Disk(B)/X⊔X . As so, there is a canonical identification between
∞-categories
Disk∇ ≃ Disk(B)/X ×
Disk(B)/X⊔X
Ar(Disk(B)/X⊔X)
over Disk(B)/X . Through this identification, the composite functor
Disk(B)/X
∇
−−→ Disk(B)/X⊔X
const
−−−−→ Ar(Disk(B)/X⊔X)
determines a right adjoint to the functor ev1. Finality of ev1 follows.

Using Lemma 2.27, we can now prove our push-forward formula for factorization homology.
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Proof of Theorem 2.25. After Lemma 2.23, we can assume that the weakly constructible bundle f
is actually constructible.
The functor
f∗A : Disk(Bsc)/Y
f−1 // Disk(B)/X
∫
A // V
is the left Kan extension of A : Xf → V along the functor ev1 : Xf → Disk(Bsc)/Y . Therefore there
is a natural equivalence
colim
Xf
A ≃ colim
U∈Disk(Bsc)/Y
∫
f−1U
A ≃
∫
N
f∗A .
By Lemma 2.27, the functor ev0 : Xf → Disk(B)/X is final, which implies the equivalence colimXf A ≃∫
M
A, and the result follows. 
In the case of the projection map X × Y → Y off of a product, this result has the following
consequence.
Corollary 2.29 (Fubini). Let B− and B+ and B be ∞-categories of basics with a functor B− ×
B+ → B over the product functor Bsc×Bsc
×
−→ Bsc. Let A be a Disk(B)-algebra in V. Let X be a
B−-manifold, and Y be a B+-manifold; so X × Y is canonically equipped as a B-manifold. There
is a canonical equivalence in V: ∫
X×Y
A ≃
∫
Y
∫
X
A .
2.6. Algebras over a closed interval
Definition 2.30 (AssRL). Let AssRL denote an∞-operad corepresenting triples (A;Q,P ) consisting
of an associative algebra together with a unital left and a unital right module. Specifically, it is a
unital multi-category whose space of colors is the three-element set {M,R,L}, and with spaces of
multi-morphisms given as follows. Let I
σ
−→ {M,R,L} be a map from a finite set.
• AssRL(σ,M) is the set of linear orders on I for which no element is related to an element
of σ−1({R,L}). In other words, should σ−1({R,L}) be empty, then there is one multi-
morphism from σ to M for each linear order on σ−1(M); should σ−1({R,L}) not be empty,
then there are no multi-morphisms from σ to M .
• AssRL(σ, L) is the set of linear orders on I for which each element of σ−1(L) is a minimum,
and no element is related to an element of σ−1(R). In other words, should σ−1({R}) be
empty and σ−1({L}) have cardinality at most 1, then there is one multi-morphism from σ
to M for each linear order on σ−1(M); should σ−1({R}) not be empty or σ−1({L}) have
cardinality greater than 1, then there are no multi-morphisms from σ to M .
• AssRL(σ,R) is the set of linear orders on I for which each element of σ−1(R) is a maximum,
and no element is related to an element of σ−1(L). In other words, should σ−1({L}) be
empty and σ−1({R}) have cardinality at most 1, then there is one multi-morphism from σ
to M for each linear order on σ−1(M); should σ−1({L}) not be empty or σ−1({R}) have
cardinality greater than 1, then there are no multi-morphisms from σ to M .
Composition of multi-morphisms is given by concatenating linear orders.
Consider the oriented 1-manifold with boundary [−1, 1], which is the closed interval, that we
regard as a structured stratified space in the sense of [AFT]. Taking connected components depicts
a map of symmetric monoidal ∞-categories
[−] : Diskor1 −→ Env
(
AssRL
)
to the symmetric monoidal envelope, where [R] =M , [R≥0] = L, and [R≤0] = R.
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Observation 2.31. The symmetric monoidal functor Disk∂,or1
[−]
−−→ Env
(
AssRL
)
factors as an equiv-
alence of symmetric monoidal ∞-categories:
(2.6.1) Disk∂,or1
≃
−−→ Env
(
AssRL
)
– this follows by inspecting the morphism spaces of the ∞-category Disk∂,or1 , which are discrete.
Observation 2.32. Consider the ordinary category ORL for which an object is a linearly ordered
finite set (I,≤) together with a pair of disjoint subsets R ⊂ I ⊃ L for which each element of R
is a minimum and each element of L is a maximum, and for which a morphism (I,≤, R, L) →
(I ′,≤′, R′, L′) is an order preserving map I
f
−→ I ′ for which f(R ⊔ L) ⊂ R′ ⊔ L′. (Note that the
cardinality of each of L and of R is at most one.) Concatenating linear orders makes ORL into a
multi-category, and it is equipped with a canonical maps of operads to Env
(
AssRL
)
. By inspection,
the equivalence (2.6.1) of Observation 2.31 lifts to an equivalence of ∞-operads,
(2.6.2) [−] : Disk∂,or1/[−1,1]
≃
−→ ORL .
After these observations, there is this immediate consequence.
Corollary 2.33. There is a canonical equivalence of ∞-categories:∫
−
: AlgAssRL(V)
≃
−−→ Alg[−1,1](V) .
Proof. So the remaining point to check is that restriction along the map of∞-operadsDisk∂,or1/[−1,1] →
Disk
∂,or
1 implements an equivalence of symmetric monoidal∞-categories Env
(
Disk
∂,or
1/[−1,1]
) ≃
−→ Disk∂,or1
from the symmetric monoidal envelope. Well, for each object U ∈ D∂,or1 it is standard that the space
of morphismsMfld∂,or1
(
U, [−1, 1]
)
≃ ∗ is contractible; and it follows that this functor gives an equiva-
lence on spaces of objects of underlying∞-categories. That this functor gives an equivalence on the
space of morphisms follows because the functor on the active∞-subcategoriesDisk∂,or1/[−1,1] → Disk
∂,or
1
is a right fibration.

Proposition 2.34. Let (A;P,Q) be an AssRL-algebra in V; which is to say an associative algebra A
together with a unital left and a unital right A-module. Applying Observation 2.31, regard (A;P,Q)
as a Disk∂,or1 -algebra in V. There is a canonical equivalence in V:
Q ⊗
A
P
≃
−−→
∫
[−1,1]
(A;P,Q) .
Proof. There is the standard fully faithful functor∆op ⊂ ORL whose essential image consists of those
objects (I,≤, R, L) for which R 6= ∅ 6= L. Adjoining minima and maxima gives a left adjoint to this
functor, and so it is final. Through Observation 2.32, there is a final functor ∆op → Disk∂,or1/[−1,1];
and the resulting simplicial object
Bar•
(
Q,A, P
)
: ∆op → Disk∂,or1/[−1,1] → Disk
∂,or
1
[−]
−−→ Env
(
AssRL
) (A;P,Q)
−−−−−→ V
is identified as the two-sided bar construction, as indicated. We conclude the equivalence in V:
Q⊗
A
P ≃ colim
(
∆op
Bar•
(
Q,A,P
)
−−−−−−−−→ V
) ≃
−→
∫
[−1,1]
(A;P,Q) .

Lemma 2.24 and Proposition 2.34 assemble as the next result.
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Corollary 2.35. Let F : Mfld(B) −→ V be a symmetric monoidal functor. Let X ∼= X−
⋃
R×X0
X+
be a collar-gluing among B-manifolds. Then there is a canonical arrow in V:
(2.6.3) F (X−)
⊗
F (X0)
F (X+) −→ F (X) .
Proof. The collar-gluing is prescribed by a constructible bundle X˜
f
−→ [−1, 1] from a refinement of
X . From Lemma 2.24, there is the composite map of ∞-operads
f−1 : Disk∂,or1/[−1,1]
f−1
−−→Mfld(B)/X˜ →Mfld(B)
F
−→ V .
The universal property of factorization homology as a left adjoint gives the canonical arrow:
F (X−)
⊗
F (X0)
F (X+) ≃
Prop 2.34
∫
[−1,1]
Ff −→ F
(
f−1([−1, 1])
)
= F (X) ;
namely, this arrow is the counit of the adjunction
∫
: AlgDisk(B)(V)⇄ Fun
⊗
(
Mfld(B),V
)
, evaluated
on F .

2.7. Homology theories
One an formulate an ∞-categorical analogue of the Eilenberg–Steenrod axioms for a functor from
spaces or manifolds to the ∞-category of chain complexes or spectra: the functor should take
certain gluing diagrams to pushout squares, and it should preserve sequential colimits. From these
conditions, one recovers usual generalized homology theories. These axioms admit a generalization
when one replaces chain complexes or spectra with a symmetric monoidal ∞-category V. The
formulation is complicated slightly by the fact that the monoidal structure on V is not required to
be coCartesian. Nevertheless, we make the following definitions, which generalize those of [AF1].
A main result of [AFT] gives a precise articulation of the heuristic statement that the∞-category
Mfld(B) is generated by B through the formation of collar-gluings and sequential unions. After
Example 1.4, this result of [AFT] has an immediate symmetric monoidal reformulation.
Corollary 2.36 (After [AFT]). Let Disk(B) ⊂ S ⊂ Mfld(B) be a full sub-symmetric monoidal
∞-category that is closed under the following two formations:
• Let X ∼= X− ∪
R×X0
X+ be a collar-gluing among B-manifolds. If each of X+, X−, and R×X0
is an object of S, then X too is an object of S.
• Consider a sequence X0 ⊂ X1 ⊂ · · · ⊂ X of open subspaces whose union
⋃
i≥0
Xi = X is
entire. If each Xi is an object of S, then X too is an object of S.
Then the inclusion S ⊂Mfld(B) is an equality.
Definition 2.37. The ∞-category of homology theories (over X) is the full ∞-subcategory
H
(
Mfld(B)/X ,V
)
⊂ Fun⊗
(
Mfld(B)/X ,V
)
consisting of those H that satisfy the following two properties:
• ⊗-Excision: Let W ∼= W−
⋃
R×W0
W+ denote a collar-gluing among B-manifolds over X .
Then the canonical morphism (2.6.3)
(2.7.1) H(W−)
⊗
H(W0)
H(W+)
≃
−−→ H(W )
is an equivalence in V.
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• Continuous: Let W0 ⊂ W1 ⊂ · · · ⊂ X be a sequence of open sub-stratified spaces of X
with union denoted as
⋃
i≥0
Wi =:W . Then then the canonical morphism in V
(2.7.2) colim
(
H(W0)→ H(W1)→ . . .
)
≃
−−→ H(W )
is an equivalence.
Absolutely, the ∞-category of homology theories (for B-manifolds) is the full ∞-subcategory
H
(
Mfld(B),V
)
⊂ Fun⊗
(
Mfld(B),V
)
consisting of those H for which, for each B-manifold X , the restriction H|Mfld(B)/X is a homology
theory for X .
In the coming sections we will see a variety of examples of homology theories, for various categories
of basics B.
In the next result we make use of Day convolution; we give a brief synopsis, taken from §4.8.1
of [Lu2]. ForD a symmetric monoidal∞-category, Day convolution endows the∞-category PShv(D)
of presheaves (on the underlying ∞-category of D) with a symmetric monoidal structure. Further-
more, with this symmetric monoidal structure, the Yoneda functor D → PShv(D) is symmetric
monoidal, and in fact presents the free symmetric monoidal cocompletion of D. In particular, each
symmetric monoidal functor D → M to another symmetric monoidal ∞-category determines a
restricted symmetric monoidal Yoneda functor M→ PShv(D).
Corollary 2.38 (Universal homology theory). The symmetric monoidal restricted Yoneda functor
Disk(B)/− : Mfld(B)→ PShv
(
Disk(B)
)
is a homology theory.
Proof. From its universal property, in the symmetric monoidal ∞-category PShv
(
Disk(B)
)
is the
tautologicalDisk(B)-algebra which is the symmetric monoidal Yoneda functorDisk(B)→ PShv
(
Disk(B)
)
.
Note that the Day convolution symmetric monoidal structure distributes over all colimits, and there-
fore PShv
(
Disk(B)
)
is ⊗-sifted cocomplete. We can therefore apply Theorem 2.25. Namely, let
f : X → [−1, 1] be a collar-gluing, written as X ∼= X−
⋃
R×X0
X+. We must show the canonical arrow
of (2.6.3),
Disk(B)/X−
⊗
Disk(B)/R×X0
Disk(B)/X+
≃
−→ Disk(B)/X ,
is an equivalence between right fibrations over Disk(B). Theorem 2.25, applied to the weakly
constructible map f : X → [−1, 1] gives just this.

Remark 2.39. Inside of Corollary 2.38 are a number of interesting geometric statements; we will
indicate one such now. Let M be an ordinary smooth n-manifold. Let I be a finite set. There is
the restricted right fibration
(
Disk(B)/M
)
|BΣI
→ BΣI , which is just the data of a map of spaces.
The fiber of this map over I is equivalent to the space ConfI(M) of injections I →֒ M . The fact
that Diskn/− satisfies ⊗-excision yields the following relationship among such configuration spaces.
Let M =M−
⋃
R×M0
M+ be a collar-gluing. Then there is a weak homotopy equivalence of spaces
Conf•(M−)
⊗
Conf•(R×M0)
Conf•(M+) ≃ ConfI(M)
where the lefthand side is a two-sided bar construction; specifically, it is the geometric realization
of a simplicial space whose space of p-simplices is weakly equivalent to∐
J−⊔J1⊔···⊔Jp⊔J+∼=I
ConfJ−(M−)×
( ∏
1≤k≤p
ConfJk(R×M0)
)
× ConfJ+(M+)
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and whose face maps are given by ordered embeddings by the R-coordinate. For I = ∗ a singleton,
this simply recovers the underlying homotopy type of M as the pushout M−
∐
M0
M+.
The following result justifies some of our terminology.
Corollary 2.40 (Factorization homology satisfies ⊗-excision and is continuous). Let V be a sym-
metric monoidal ∞-category that is ⊗-sifted cocomplete. Then the each of the absolute and, for X
a B-manifold, the relative factorization homology functors factor∫
−
: AlgDisk(B)(V) −→ H
(
Mfld(B),V
)
and
∫
−
: AlgX(V) −→ H
(
Mfld(B)/X ,V
)
through homology theories.
Proof. That
∫
−
satisfies the ⊗-excision axiom follows by applying Theorem 2.25 to a collar-gluing
X → [−1, 1], which, by definition, is a weakly constructible bundle.
Now, consider a sequential union X0 ⊂ X1 ⊂ · · · ⊂ X . This open cover of X has the following
property.
Let S ⊂ X be a finite subset. Then there is an i for which S ⊂ Xi. It follows that, for each
finite set J , the collection of open subsets{
ConfJ (Xi)ΣJ ⊂ ConfJ(X)ΣJ | i ≥ 0
}
is a hypercover.
It follows from Corollary 1.6 of [DI] that, for each finite set J , the map from the colimit
colim
i≥0
ConfJ (Xi)ΣJ
≃
−−→ ConfJ(X)ΣJ
is an equivalence of spaces. It follows from Lemma 2.21 that the functor
colim
i
Disk(B)/Xi → Disk(B)/X
is an equivalence of ∞-categories. In particular, for each Disk(B)-algebra A, the canonical arrow
from colimits in V (which exist, because V admits filtered colimits)
colim
i≥0
∫
Xi
A ≃ colim
i≥0
colim
(U →֒Xi)∈Disk(B)/Xi
A(U)
≃
−−→ colim
(U →֒X)∈Disk(B)/X
A(U) ≃
∫
X
A
is an equivalence.

Corollary 2.41. The restricted Yoneda functor Disk(B)/− : Mfld(B) → PShv
(
Disk(B)
)
factors
through PShvΣ
(
Disk(B)
)
, the free sifted cocompletion of Disk(B).
Proof. This is immediate from Corollary 2.36, after Corollary 2.40.

Remark 2.42 (Factorization homology is not a homotopy invariant). We follow up on Remark 2.39.
It is known that ConfI(M) is not a homotopy invariant of the argument M ([LS]). We conclude
formally that the functor Mfld(B)→ PShv
(
Disk(B)
)
does not factor through the essential image of
the underlying space functor Mfld(B) → Spaces. In other words, factorization homology is not a
homotopy invariant of manifolds, in general.
Theorem 2.43 (Characterization of factorization homology). Let X be a B-manifold. The factor-
ization homology functors each implement an equivalence of ∞-categories∫
−
: AlgDisk(B)(V)
≃
−−→H
(
Mfld(B),V
)
and
∫
−
: AlgX(V)
≃
−−→H
(
Mfld(B)/X ,V
)
.
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Proof. The proofs of the two equivalences are identical, so we only give that of the first. Imme-
diately from Corollary 2.36 we have that the forgetful functor H
(
Mfld(B),V
)
→ AlgDisk(B)(V) is
conservative.
Now, let H : Mfld(B) → V be a symmetric monoidal functor. There is a canonical arrow∫
−
(H|Disk(B))→ H between symmetric monoidal functors. Corollary 2.40 gives that the domain of
this arrow is a homology theory. So H is a homology theory if this arrow is an equivalence. Con-
versely, because
∫
−
is fully faithful (Proposition 2.15) the above paragraph gives that this canonical
arrow is an equivalence whenever H is a homology theory.

3. Homotopy invariant homology theories
In this section we give two classes of examples of homology theories. The first class is quite formal,
and depends only on the homotopy type of the tangent classifier, Entr(X)
τX−−→ B, of a B-manifold.
The second class is not homotopy invariant in general, yet we identify an understood subclass for
when these examples only depend on the proper homotopy type of the tangent classifier – this is
the statement of non-abelian Poincare´ duality for structured stratified spaces.
Fix an ∞-category of basics B.
3.1. Classical homology theories
Recall from §1 the tangent classifier functor Mfld(B)
τ
−→ PShv(B), which is symmetric monoidal
with respect to coproduct of presheaves (see Construction 2.1).
To state the next result, for C an∞-category we denote the full∞-subcategory C ⊂ PShvInd-fin(C) ⊂
PShv(C) which is the smallest that is closed under the formation of finite colimits and filtered col-
imits.
Proposition 3.1 (§3.3 of [AFT]). The symmetric monoidal functor Mfld(B)
τ
−→ PShv(B) is a
homology theory, and it factors through PShvInd-fin(B).
Corollary 3.2. Let V be an ∞-category that admits pushouts and filtered colimits, which we regard
as a symmetric monoidal ∞-category whose symmetric monoidal structure is given by coproduct.
Let F : PShvInd-fin(B) → V be a symmetric monoidal functor that preserves pushouts and filtered
colimits (so F is the left Kan extension of its restriction F|B). Then the composition
Fτ : Mfld(B)
τ
−→ PShvInd-fin(B)
F
−→ V
is a homology theory.
Example 3.3.
• The underlying space functor Mfld(B)→ Spaces is a homology theory – here, we are equip-
ping the target with the symmetric monoidal structure given by coproduct. The restriction
of this functor to Mfld(B)fin (see §1.1) factors through Spacesfin.
• The underlying space of the ‘frame bundle’ functor Mfld(B) →
(
Spaces/|B|
)
is a homol-
ogy theory – here, we are equipping the target with the symmetric monoidal product
given by coproduct. Note that the restriction of this functor to Mfld(B)fin factors through(
Spaces/|B|
)fin
.
• Let V be a presentable ∞-category. Consider a functor E : B → V. Use the same notation
E : PShv(B)→ V for the left Kan extension. This left Kan extension preserves coproducts,
and therefore defines a symmetric monoidal functor, which we again give the same notation,
between their coCartesian symmetric monoidal strutures: E : PShv(B)∐ −→ V∐.We obtain
a composite symmetric monoidal functor
Mfld(B)
τ
−→ PShv(B)∐
E
−→ V∐ .
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In §3.3 of [AFT] we show that τ carries collar-gluings to pushouts and sequential open covers
to sequential colimits. Using this, and because this left Kan extension E preserves sifted
colimits, this symmetric monoidal functor Eτ is a homology theory.
Should V be equipped with an auxiliary symmetric monoidal structure that distributes over
colimits, and should the original functor E : B → V factor through the full ∞-subcategory
Vdual ⊂ V consisting of the dualizable objects, then the restriction of this homology theory
Eτ to Mfld(B)fin factors through Vdual.
– Let E be a spectrum. The assignment X 7→ E ∧ X+ depicts a homology theory
Mfld(B) → Spectra, where the latter is equipped with wedge sum as its symmetric
monoidal structure. Should E be dualizable with respect to smash product, then
the restriction of this homology theory to Mfld(B)fin factors through Spectradual. In
particular, the suspension spectrum Σ∞+X of the underlying space of a finitary stratified
space X is dualizable.
– Let V be a chain complex over a commutative ring k. The assignment X 7→ C∗(X ;V )
depicts a homology theoryMfld(B)→ Chk, where the latter is equipped with direct sum
as its symmetric monoidal structure. Should V be dualizable with respect to tensor
products over k, then the restriction of this homology theory to Mfld(B)fin factors
through Chdualk .
3.2. 1-point compactifications
We will make use of the concept of a zero-pointed embedding from [AF2]. There is a Kan-enriched
functor
ZEmb : Snglrop× Snglrop −→ Kan∗
to pointed Kan complexes, given as follows. Its value on (X,Y ) is the simplicial set, written as
ZEmb(X+, Y
+), for which a p-simplex is a diagram of conically smooth open embeddings among
submersions over ∆pe
X ×∆pe
fX
−−−→W
fY
←−−− Y ×∆pe
witnessing an open cover of W – the simplicial structure maps are evident, and the distinguished
point is the case whereW is the disjoint union. That this simplicial set is a Kan complex as claimed
follows from a similar argument for why the simplicial set Snglr(X,Y ) is a Kan complex which is
explained in [AFT]; details for ZEmb can be found in [AF2]. The action Snglr(X,X ′)×Snglr(Y, Y ′)×
ZEmb(X ′+, Y
′+)→ ZEmb(X+, Y +) is given on p-simplices as(
g, h; (X ′ ×∆pe
fX′−−→W ′
fY ′←−− Y ′ ×∆pe)
)
7→
(
X ×∆pe
fX′g−−−→ fX′(g(X)) ∪ fY ′(h(Y ))
fY ′h←−−− Y ×∆pe
)
,
which is quickly noticed to be compatible with the simplicial structure maps. It is manifest that this
action is compatible with the composition among conically smooth open embeddings. Equipping
all stratified spaces present in the definition of the functor ZEmb with a B-structure, and each map
as one of B-manifolds, enhances ZEmb to a functor
Mfld(B)op ×Mfld(B)op → Spaces∗
to based spaces. The restricted adjoint to this functor is the 1-point compactified tangent classifier
(3.2.1) τ+ :
(
Mfld(B)fin
)op
→ PShvfin∗ (B) , X 7→
(
Entr(X)+
τX+−−−−→ B
)
,
where the target is endowed with the symmetric monoidal structure given by coproduct, written
here as right fibrations (details and context can be found in [AF2]).
Here is a relative version of the functor τ+. Let X be a B-manifold. Let us define the following
functor:
τX
+
: Mfld(B)/X −→ PShv∗(B)/Entr(X+) , (O ⊂ X) 7→
(
Entr(OX+)
τX
+
O−−−→ B
)
.
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Let O ⊂ X be an open subspace of the underlying stratified space. Consider the sub-Kan-enriched
functor ZEmb(−+, OX+) ⊂ ZEmb(−+, X
+) : Bscop → Kan whose value on U is the sub-simplicial
set of ZEmb(U,X) consisting of those U ×∆pe
fU
−−→W
fX
←−− X×∆pe for which fU ∐ (fX)|O →W is an
open cover – easy to check is that this simplicial set is indeed a Kan complex. Again, equipping each
suchW with a B-structure and each map as one of B-manifolds, there is the presheaf Bop → Spaces∗.
We will use the notation Entr(OX+)→ B for the associated right fibration, which is equipped with
a section. The assignment (O ⊂ X) 7→
(
Entr(OX+)
τX
+
O−−−→ B
)
depicts the desired functor. Notice
that this functor τX
+
canonically extends as a map of ∞-operads, where the target is equipped
with coproduct as its symmetric monoidal structure.
Lemma 3.4. Let X ∼= X−
⋃
R×X0
X+ be a collar-gluing among finitary B-manifolds. Then, in the
canonical diagram of pointed presheaves on B
Entr
(
(R×X0)X+
)
//

Entr
(
(X+)X+
)
//

Entr
(
(X+)
+
)
=

Entr
(
(X−)X+
)
//

Entr(X+)

// Entr
(
(X+)
+
)
Entr
(
(X−)
+
) = // Entr((X−)+)
the upper left square is a pushout, and the linear sequences of maps are cofibration sequences.
Proof. The appearance of B is superficial, and so the statement is equivalent to the one with
B = Bsc.
Because the collar-gluing, written as a constructible bundle X
f
−→ [−1, 1], is one among finitary
stratified spaces, it can be extended, up to non-canonical isotopy, to a collar-gluing X
f˜
−→ [−1, 1]
among stratified spaces with boundary, with X compact. By composing f˜ with the constructible
bundle [−1, 1] → [−1, 1] determined by declaring its restriction to (− 12 ,
1
2 ) to be an orientation
preserving isomorphism onto (−1, 1), we can assume that the closure of the image of R×X0 →֒ X
intersects ∂X as R× ∂X0.
Let O ⊂ X be a sub-stratified space with boundary, and choose a collar-neighborhood [0, 1) ×
∂O ⊂ O. We claim that the canonical morphism of pointed presheaves on Bsc
∗
∐
Entr(0,1)×∂O)
Entr(O)
≃
−−→ Entr(OX+)
is an equivalence. This is the case if and only if for each singularity type [U ], the likewise map of
pointed spaces
∗
∐
Entr[U]((0,1)×∂O)
Entr[U ](O)
≃
−−→ Entr[U ](OX+)
is an equivalence. Write U ∼= Ri × C(Z), and use the notation U := [0, 1) × Ri−1 × C(Z) for the
basic with boundary and ∂U := Ri−1 × C(Z) for its boundary. Developments of [AFT] give that
the lefthand space in this last expression is canonically identified as the pushout
∗
∐
((0,1)×∂O)[U]
O[U ]
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in terms the underlying spaces of the [U ]- and [∂U ]-strata. Along the same lines, the righthand
pointed space in that expression is canonically identified as the pushout
∗
∐
(∂O)∂[U]
O[U ]≤[U ]
in terms of the underlying spaces of the ([U ] ≤ [U ])- and [∂U ]-strata. That the the map of pointed
spaces in that expression is an equivalence follows by inspection: ((0, 1)× ∂O)[U ] = R× (∂O)[∂U ] ≃
(∂O)[∂U ], and the inclusion O[U ] ⊂ O[U ]≤[U ] induces a weak homotopy equivalence of underlying
topological spaces.
Developments in [AFT] give that each of the two squares of presheaves on Bsc
Entr
(
R×X0
)
//

Entr
(
X+
)

Entr
(
X−
)
// Entr(X)
and
Entr
(
R× (0, 1)× ∂X0
)
//

Entr
(
(0, 1)× ∂X+
)

Entr
(
(0, 1)× ∂X−
)
// Entr((0, 1)× ∂X)
are pushouts. The latter maps to the former upon consistent choices of collars of the respective
boundaries. By taking the levelwise mapping cones of this map of squares, the result follows then
from the first paragraph, after observing a standard strata-preserving homeomorphism (X−)
+ ∼=(
X− \ R>−1 ×X0
)
/∂, where ∂ =
(
∂X−
⋃
{−1} ×X0
)
\ R>−1 ×X0, and likewise for (X+)+.

3.3. Compactly supported cohomology
Let E be a spectrum object of PShv∗(B), a model for which is as a functor B
op → Spectra. Now,
Corollary 1.4.4.5 of [Lu2] grants that a finite limit preserving functor from a stable ∞-category to
Spaces canonically factors through Spectra
Ω∞
−−→ Spaces. In particular, for S a stable ∞-category,
the Yoneda functor Sop×S→ Spaces canonically factors through Spectra
Ω∞
−−→ Spaces. In particular,
there is a factorization of the Yoneda functor
MapPShv∗(B)(−,Ω
∞
E) : PShv∗(B)
op E
−
−−→ Spectra
Ω∞
−−→ Spaces∗ ,
the first of which is symmetric monoidal with respect to coproduct on the source and on the target,
and the second of which is symmetric monoidal with respect to coproduct on the source and product
on the target. We will denote the composite symmetric monoidal functor
(3.3.1) Ec : Mfld(B)
fin τ
+
−−→ PShvfin∗ (B)
op E
−
−−→ Spectra
where here the target is equipped with the symmetric monoidal structure given by wedge sum. We
will use the notation
AE := (Ec)|Disk(B) ∈ AlgDisk(B)(Spectra)
for the restriction. We give notation for the relative version:
EX+ : Mfld(B)/X+
τX
+
−−−→ PShv∗(B)
E
−
−−→ Spectra .
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Proposition 3.5 (Compactly supported cohomology). Let E be a spectrum object of PShv∗(B).
Then the symmetric monoidal functor Ec : Mfld(B) → Spectra satisfies ⊗-excision. In particular,
the canonical map ∫
−
AE
≃
−−→ Ec(−)
is an equivalence of symmetric monoidal functors Mfld(B)fin → Spectra.
Proof. Let X ∼= X−
⋃
R×X0
X+ be a collar-gluing among B-manifolds. After Lemma 3.4, there is the
pullback diagram among spectra
Ec(X
+) //

EX+(X+)

EX+(X−) // EX+(R×X0) .
Thereafter, using the canonical identification ΩEX+(R ×X0) ≃ Ec(R ×X0) and Lemma 3.4 again,
there is the pushout diagram of spectra
Ec(X0) //

Ec(X+)

Ec(X−) // Ec(X+) .
Because we are equipping spectra with wedge sum, which is its categorical coproduct, the forgetful
functor AlgAssRL(Spectra)
≃
−→ Fun
(
(− ← 0 → +), Spectra
)
is an equivalence; and, for (P ← A→ Q)
an object of this functor category, regarded as an AssRL-algebra in Spectra, then the canonical map
from the pushout P
∐
A
Q
≃
−→ P
⊗
A
Q is an equivalence of spectra. And so, we have verified that Ec
satisfies ⊗-excision.

Specializing Proposition 3.5 to the case that E = S : Bop → Spectra is the constant functor at the
sphere spectrum, we have the following classical consequence. For this case, we will use the special
notation
D
(
(−)+
)
:= Sc(−) , and ω := AS .
This notation is invoked because, for each B-manifold X , the spectrum D(X+) is the Spanier-
Whitehead dual of the 1-point compactification of the underlying space of X ; and the value of ω on
a basic U is D(U+), the stalk of the dualizing sheaf for the site Mfld(B) at U .
Immediate from the present definitions is the following result.
Proposition 3.6. Let B = BO(n), so that a B-manifold is an ordinary smooth n-manifold. Let
X be smooth n-manifold that is the interior of a compact manifold with boundary. Then there is a
canonical identification
X−τX ≃
∫
X
ω
from the Thom spectrum of the virtual negative of the tangent bundle of X.
Corollary 3.7 (Atiyah duality). Let X be a finitary B-manifold. Then there is a canonical iden-
tification ∫
X
ω ≃ D(X+) .
More generally, for each functor E : Bop → Spectra, there is a canonical identification∫
X
E ∧ ω ≃ Ec(X) .
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Example 3.8 (Classical Poincare´ duality). Let us consider the case B = Dorn so that a B-manifold
is an oriented smooth n-manifold; and an oriented n-manifold X that is the interior of a compact
manifold with boundary; and E = HZ : (Dorn )
op → Spectra is the constant functor at the Eilenberg-
MacLane spectrum for Z. Identify HZc(X) ≃ HZX
+
as the mapping spectrum from the 1-point
compactification. For each object U ∈ Dorn there is a canonical identification HZ∧ω(U) ≃ HZ∧S
−n ≃
ΩnHZ. And so, there is a canonical equivalence of spectra
∫
X
HZ∧ω ≃ ΩnHZ∧X+. Putting these
identification into Corollary 3.7 arrives at a canonical equivalence of spectra: ΩnHZ∧X+ ≃ HZX
+
.
Upon taking homotopy groups, indexed appropriately, we arrive at classical Poincare´ duality:
H∗(X ;Z) ∼= H
n−∗
c (X ;Z) .
3.4. Non-abelian Poincare´ duality
Definition 3.9 (Coefficient system). A coefficient system (for B-manifolds) is a pointed presheaf
on B. Let E be a coefficient system. The compactly supported sections functor is the composition
of the symmetric monoidal functors
ΓEc : Mfld(B)
fin τ
+
−−→ PShvfin∗ (B)
op
MapPShv∗(B)(−,E)−−−−−−−−−−−→ Spaces∗
where the target is equipped with the symmetric monoidal structure given by product. We denote
the resulting Disk(B)-algebra
AE :=
(
ΓEc
)
|Disk(B)
∈ AlgDisk(B)(Spaces∗) .
Example 3.10. Consider a flag of maps of based spaces Zop≥0
Z•−−→ Spaces∗. It corresponds to a right
fibration Z → Z≥0, equipped with a section. In [AFT] is constructed the functor Depth : Bsc→ Z≥0.
There results the coefficient system Depth∗Z → Bsc.
Example 3.11. Let B = Dfrn ≃ ∗. Then a coefficient system is equivalent to the datum of a based
space Z. Such a coefficient system is connective, in the sense of Definition 3.14, exactly if Z is
n-connective.
Example 3.12. A coefficient system on D∂n is map of fibrations
En−1 //

En

BO(n− 1) // BO(n)
together with a pair of (compatible) sections of each.
Consider the more elaborate example D〈n〉 codifying smooth n-manifolds with corners. A coeffi-
cient system on D〈n〉 is the data of a fibration ES → BO(R
S) for each subset S ⊂ {1, . . . , n}, and for
each inclusion S ⊂ T a map ES → ET over the inclusion BO(RS)
−⊕RTrS
−−−−−−→ BO(RT ), which respect
composition; together with a compatible section of each of these fibrations.
We now concern ourselves with the question of when ΓEc is a homology theory. We will only
consider this question in the case that there is an integer n ≥ 0 such that each basic U ∈ B has
pure dimension n – that is to say, the local topological dimension at each point in the underlying
stratified space equals n. To address the problem, it is convenient to extend ΓEc to stratified spaces
X equipped with a B-structure on Rn−k×X for some k. Here are the relevant temporary definitions.
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Definition 3.13 (Mfld(Bk)). Let k be an integer. Denote the∞-categories which are the pullbacks
Bk //

Mfld(Bk)
Rn−r×− //

Mfld(B)

Bsc
ι // Snglr
Rn−k×− // Snglr .
Denote the composite functor
ΓEc : Mfld(Bk)
(
(−1,1)n−k⊂Rn−k
)
×−
−−−−−−−−−−−−−−−→ Fun
(
[1],Mfld(B)
) Entr(ev0(−)ev1(−)+)−−−−−−−−−−−−−→ Spaces∗ .
Explicitly, this functor evaluates as
ΓEc : X 7→ Entr
((
(−1, 1)n−k ×X
)
(Rn−k×X)+
)
which we think of as “sections of E|Rn−k×X that are compactly supported in the X-direction”.
Definition 3.14. Let B be a category of basics each of pure dimension n. Say the coefficient system
E is connective if the based space ΓEc (V ) is connected for every V ∈ Bk with k < n.
Example 3.15. Consider the case B = Dfrn ≃ ∗. Here, a connective coefficient system is the datum
of an n-connective based space Z, and the associated Diskfrn-algebra is Ω
nZ. This Diskfrn-algebra is
group-like. Through May’s recognition principle there is an equivalence of ∞-categories between
connective coefficient systems for framed n-manifolds, and that of group-like En-spaces. Accordingly,
one can think of the data of a connective coefficient system as a generalization of the notion of a
group-like algebra, for the structured stratified setting.
Example 3.16. Let us return to Example 3.12 for the case of D∂n. For simplicity, let us assume the
two fibrations are trivialized with (based) fibers Zn and Zn−1 respectively. This coefficient system is
connective exactly if Zn is n-connective and the map Zn−1 → Zn is n-connective; the last condition
being equivalent to saying the homotopy fiber F of the map Zn−1 → Zn is (n − 1)-connective.
Indeed, for this coefficient system to be connective, then both ΓEc (R
k) ≃ ΩkZn and ΓEc (H
k) ≃ ΩkF
must be connected for each k < n. Now, recall from Example 2.13 a consolidation of the data of
a Disk∂n-algebra. The associated Disk
∂
n-algebra AE is the data (Ω
nZn,Ω
n−1F, α) where α is the
action of ΩnZn on Ω
n−1F from the Ω-Puppe sequence of the fibration F → Zn−1 → Zn.
Remark 3.17. The previous example can be generalized to the case of D〈n〉, as we indicate here.
For simplicity, let us assume each of the said fibrations is trivial with respective fibers ZS . Denote
by FT = hofib(ZT → holimS(T ZS) the total homotopy fiber of the T -subcube. This coefficient
system is connective exactly if each FT is (n− |T |)-connective. The associated Disk〈n〉-algebra AE
is the data
(
(ΩnrSFS
)
S⊂{1,...,n}
;
(
aS⊂T )
)
where aS⊂T is the action of Ω
nrSFS on Ω
nrTFT from an
elaboration of the Ω-Puppe sequence.
Theorem 3.18. (Non-abelian Poincare´ duality) Let B be an ∞-category of basics each of pure
dimension n. Let E be a connective coefficient system for B-manifolds. Then the canonical arrow∫
−
AE
≃
−−→ ΓEc (−)
is an equivalence of functors Mfld(B)fin → Spaces∗.
Proof. From Theorem 2.43, we must show ΓEc : Mfld(B) → Spaces satisfies excision. Consider a
collar-gluing X ∼= X−
⋃
R×X0
X+ among Bk-manifolds where −1 ≤ k ≤ n. We will show that the
canonical map
ΓEc (X−)
⊗
ΓEc (R×V )
ΓEc (X+) −→ Γ
E
c (X) ,
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is an equivalence; the desired case is k = n. There is the sequence of maps of pointed spaces
(3.4.1) ΓEc (X−)× Γ
E
c (X+)→ Γ
E
c (X)→ Γ
E
c (X0) ,
which is a fiber sequence because of Lemma 3.4 applied to the modified collar-gluing X ∼= (X− ⊔
X+)
⋃
R×(X0⊔X0)
R×X0. It is sufficient to show that the base of this fiber sequence is connected. We
will do this by induction on k.
Let Y be a finitary Bk manifold. If k = −1, then ΓEc (Y ) ≃ ∗ is terminal. In particular it is
connected. So suppose ΓEc (W ) is connected for each Bj manifold W for j < k. From Theorem 1,
Y can be witnessed as a finite iteration of collar-gluings of basics. We prove ΓEc (Y ) is connected by
induction on the minimal number r of iterated collar-gluings to obtain Y . If r = 0 the statement
is vacuously true. If Y is a basic then ΓEc (Y ) is connected, by the connectivity assumption. If
r ≥ 2, write Y = Y−
⋃
R×W
Y+ with each of the Bk-manifolds Y± witnessed through strictly fewer
than r collar-gluings, and with W a Bk−1-manifold. By induction on r, each of the spaces Γ
E
c (Y±)
is connected. As in (3.4.1), there is the fiber sequence of pointed spaces
ΓEc (Y−)× Γ
E
c (Y+)→ Γ
E
c (Y )→ Γ
E
c (W ) ;
now the base is connected, by induction on k. It follows that ΓEc (Y ) is connected. 
Remark 3.19. We elaborate on Example 3.15. The space of stratified continuous maps is a
homotopy invariant of the underlying stratified space X . In this sense, Theorem 3.18 tells us that
connective coefficient systems (think, ‘Disk(B)-spaces that are group-like’) cannot detect more than
the stratified proper homotopy type of B-manifolds.
4. Examples of factorization homology theories
In this section we give examples of factorization homology over stratified spaces. To illustrate
the relevance to low-dimensional topology, we show that the free Diskfr3,1-algebra can distinguish the
homotopy type of link complements, and in particular defines a non-trivial link invariant.
4.1. Factorization homology of stratified 1-manifolds
When the target symmetric monoidal ∞-category V is Mod⊗k , the category of k-modules for some
commutative algebra k, then factorization homology of closed 1-manifolds gives variants of Hochschild
homology.
The simplest and most fundamental example is factorization homology for framed 1-manifolds,
Mfldfr1 . In this case, there is an equivalence between framed 1-disk algebras and associative algebras
in V, AlgDiskfr1(V) ≃ Alg(V), and we have the following immediate consequence of the excision
property of factorization homology (Theorem 2.40).
Proposition 4.1. For an associative algebra A in Modd, there is an equivalence∫
S1
A ≃ HC∗(A)
between the factorization homology of the circle with coefficients in A and the Hochschild homology
of A relative k.
Proof. We have the equivalences∫
S1
A ≃
∫
R1
A ⊗∫
S0×R1
A
∫
R1
A ≃ A ⊗
A⊗Aop
A ≃ HC∗(A)
using excision and a decomposition of the circle by two slightly overlapping hemispheres. 
Remark 4.2. Lurie in §5.5.3 of [Lu2] shows further that the obvious circle action by rotations on∫
S1
A agrees with the usual simplicial circle action on the cyclic bar construction.
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It is interesting to probe this example slightly further and see the algebraic structure that results
when one introduces marked points and singularities into the 1-manifolds. Recall the ∞-category
Mfldfr1,0 of framed 1-manifolds with marked points, and the ∞-subcategory D
fr
1,0 of framed 1-disks
with at most one marked point – its set of objects is the two-element set {U1∅−1 , U
1
S0} whose elements
we justifiably denote as R1 := U1∅−1 and (R
1, {0}) := U1S0 . So AlgDiskfr1,0(V) is equivalent to the ∞-
category whose objects are pairs (A1, Ab) consisting of an algebra A1 and a unital A1-bimodule Ab,
i.e., a bimodule with an invariant map from the unit. Specifically, A1 ≃ A(R1) and Ab ≃ A(R1, {0}).
The proof of the Proposition 4.1 extends mutatis mutandis to the following.
Proposition 4.3. There is an equivalence∫
(S1,∗)
A ≃ HC∗(A1, Ab)
between the factorization homology of the pointed circle (S1, ∗) with coefficients in A = (A1, Ab) and
the Hochschild homology of A1 with coefficients in the bimodule Ab.
Finally, we mention the example of factorization homology for Snglrfr1 , the category of 1-dimensional,
framed, stratified spaces. In this case, the ∞-category of basic opens Bscfr1 has as its set of objects
{R}
∐
{(C(J), σ)} where the latter set is indexed by finite sets J together with an orientation σ of
the ordinary 1-manifold
⊔
J R>0 = C(J)r ∗.
An object A in AlgDisk(Bscfr1)(V) is then equivalent, by evaluating on directed graphs with a single
vertex, to the data of an associative algebra A(R) in V and for each pair i, j ≥ 0 an object A(i, j) ∈ V
equipped with i intercommuting left A(R)-module structures and j intercommuting right compatible
A(R)-module structures. One can see, for instance, that the factorization homology of a wedge of
two circles with a marked point on each circle, (S1 ∪{0} S
1, {1,−1}), can be calculated as∫
(S1∪{0}S1,{1,−1})
A ≃ A(1, 1) ⊗
A1⊗A
op
1
A(2, 2) ⊗
A1⊗A
op
1
A(1, 1) .
4.2. Intersection homology
Recall from [AFT] that the underlying space of a n-dimensional stratified space X ∈ Snglrn has a
canonical filtration by the union of its strata X0 ⊂ X1 ⊂ . . . ⊂ Xn = X where each Xi rXi−1 is
a smooth i-dimensional manifold. As such, the definition of Goresky & MacPherson’s intersection
homology [GM1] applies verbatim. Namely, we restrict to stratified spaces X have no codimension-1
strata, Xn−1 = Xn−2 and for which the n-dimensional open stratum Xn rXn−1 is nonempty.
For the definition below we use jth-stratum functor (−)j : Snglrn → Snglr≤j which assigns to
stratified space X the maximal substratified space Xj whose strata are of dimension less than j+1.
Definition 4.4. Denote the left ideal Bscpsn → Bscn spanned by those basics U for which Un−1 =
Un−2. Define the category of pseudomanifolds as Snglr
ps
n = Mfld(Bsc
ps
n ) – its objects are those
n-dimensional stratified spaces for which Xn−1 = Xn−2.
Continuing, choose a perversity function p, i.e., a mapping p : {2, 3, . . . , n} → Z≥0 such that
p(2) = 0 and for each i > 2 either p(i) = p(i − 1) or p(i) = p(i − 1) + 1. Recall the following
definition.
Definition 4.5 ([GM1]). A j-simplex g : ∆j → X is p-allowable if, for every i the following bound
on the dimensions of intersections holds:
dim
(
g(∆j) ∩Xi
)
≤ i+ j − n+ p(n− i) .
A singular chain φ ∈ Cj(X) is p-allowable if both |φ| is p-allowable and |∂φ| is p-allowable.
This gives the following definition of Goresky–MacPherson, of intersection homology with per-
versity p.
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Definition 4.6 ([GM1]). The intersection homology IpC∗(X) of X ∈ Snglr
ps
n is the complex of all
p-allowable singular chains.
The condition of a simplex being p-allowable is clearly preserved by embeddings of stratified
spaces: if f : X → Y is a morphism in Snglrpsn and g : ∆
j → X is p-allowable, then f ◦ g : ∆j → Y
is p-allowable. Further, being p-allowable varies continuously in families of embeddings. That is,
there is a natural commutative diagram:
Snglrn(X,Y ) //

Map(X,Y )

Map
(
IpC∗(X), IpC∗(Y )
)
// Map
(
C∗(X),C∗(Y )
)
Consequently, intersection homology is defined on the ∞-category Snglrpsn of n-dimensional pseudo-
manifolds. Obviously IpC∗(X ⊔ Y ) ∼= IpC∗(X)⊕ IpC∗(Y ). We have the following:
Proposition 4.7. The intersection homology functor
IpC∗ : Snglr
ps
n −→ Ch
defines a homology theory in H(Snglrpsn ,Ch
⊕).
The proof is exactly that intersection homology satisfies excision, or has a version of the Mayer-
Vietoris sequence for certain gluings.
Proof. Let X ∼= X− ∪R×V X+ be a collar-gluing. Then
IpC∗(R× V )

// IpC∗(X+)

IpC∗(X−) // IpC∗(X)
is a pushout diagram in the ∞-category of chain complexes. I.e., the natural map
IpC∗(X−)⊕IpC∗(R×V ) IpC∗(X+)→ IpC∗(X) is a quasi-isomorphism. 
4.3. Link homology theories and Diskfrd⊂n-algebras
We now consider one of the simplest, but more interesting, classes of n-dimensional stratified spaces
– that of n-manifolds together with a distinguished properly embedded d-dimensional submanifold.
While we specialize to this class of stratified spaces, the techniques for their analysis are typical of
techniques that can be used for far more general classes.
Recall from [AFT] the ∞-category Mfldfrd⊂n whose objects are framed n-manifolds M with a
properly embedded d-dimensional submanifold L ⊂ M together with a splitting of the framing
along this submanifold, and the full ∞-subcategory Diskfrd⊂n ⊂ Mfld
fr
d⊂n generated under disjoint
union by the two objects Rn := Un∅−1 and (R
d ⊂ Rn) := UnSn−d−1 with their standard framings.
4.3.1. Explicating Diskfrd⊂n-algebras
Fix a symmetric monoidal ∞-category V which is ⊗-sifted cocomplete. Recall from the discussion
of the push-forward and Corollary 2.29 the map of ∞-categories
∫
Y : AlgDiskfrn(V) → AlgDiskfrd+1(V)
defined for any framed (n− d− 1)-manifold Y .
Proposition 4.8. There is a pullback diagram:
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AlgDiskfrd⊂n
(V)

AlgDiskfrd+1
(∫
Sn−d−1
A , HC∗Dfrd
(B)
)
oo

AlgDiskfrn(V)× AlgDiskfrd(V) {(A,B)}
oo
That is, the space of compatible Diskfrd⊂n-algebra structures on the pair (A,B) is equivalent to the
space of Diskfrd+1-algebra maps from
∫
Sn−d−1
A to the Hochschild cohomology HC∗Dfrd
(B); the datum
of a Diskfrd⊂n-algebra is equivalent to that of a triple (A,B, α), where A is a Disk
fr
n-algebra, B is a
Diskfrd -algebra, and α is a map of Disk
fr
d+1-algebras
α :
∫
Sn−d−1
A −→ HC∗Dfrd
(B)
– this is an Sn−d−1 parametrized family of central Diskfrd -algebra actions of A on B. In essence,
Proposition 4.8 is a parametrized version of the higher Deligne conjecture, and in the proof we will
rely on the original version of the higher Deligne conjecture (proved in §5.3 of [Lu2]).
Proof. The ∞-category Diskfrd⊂n has a natural filtration by the number of components which are
isomorphic to the stratified space (Rd ⊂ Rn):
Diskfrn = (Disk
fr
d⊂n)≤0 → (Disk
fr
d⊂n)≤1 → . . .→ colim
i
(Diskfrd⊂n)≤i ≃ Disk
fr
d⊂n
Consider the second step in this filtration, the full subcategory (Diskfrd⊂n)≤1 ofDisk
fr
d⊂n whose objects
contain at most one connected component equivalent to (Rd ⊂ Rn).
Disjoint union endows (Diskfrd⊂n)≤1 with a partially defined symmetric monoidal structure. This
partially defined symmetric monoidal structure can be articulated as follows. Consider the pullback
(Diskfr,⊔d⊂n)≤1 := (Disk
fr
d⊂n)≤1 ×Diskfrd⊂n Disk
fr,⊔
d⊂n where here we are using the map from the right
factor ⊔ : Diskfr,⊔d⊂n → Disk
fr
d⊂n. The coCartesian fibration Disk
fr,⊔
d⊂n → Fin∗ restricts to a map
(Diskfr,⊔d⊂n)≤1 → Fin∗ which is an inner fibration and for each edge f in Fin∗ with a lift J˜+ of its
source in (Diskfr,⊔d⊂n)≤1 there is either a coCartesian edge over f with source J˜+ or the simplicial set
of morphisms over f with source J˜+ is empty. In this way, by a symmetric monoidal functor from
(Diskfr,⊔d⊂n)≤1 over Fin∗ it is meant a map over Fin∗ which sends coCartesian edges to coCartesian
edges.
It is immediate that such a symmetric monoidal functor F is equivalent to the data of a Diskfrn-
algebra F (Rn) and a Diskfrn−d-F (R
n)-module given by F (Rd ⊂ Rn). Extending such a symmetric
monoidal functor F to Diskfrd⊂n is thus equivalent to giving aDisk
fr
d -algebra structure on F (R
d ⊂ Rn)
compatible with the Diskfrn−d-F (R
n)-module. That is, the following is a triple of pullback squares
of ∞-categories
AlgDiskfrd⊂n
(V)

AlgDiskfrd
(
Mod
Diskfrn−d
A (V)
)
oo

Fun⊗
(
(Diskfrd⊂n)≤1,V
)

Mod
Diskfrn−d
A (V)
oo

AlgDiskfrn(V) {A} .
oo
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Using the equivalence Mod
Diskfrn−d
A (V) ≃ Mod
∫
Sn−d−1
A(V) of [Fr], we can then apply the higher
Deligne conjecture to describe an object of the ∞-category
AlgDiskfrd
(
Mod
Diskfrn−d
A (V)
)
≃ AlgDiskfrd
(
Mod∫
Sn−d−1
A(V)
)
.
That is, to upgrade a Diskfrd -algebra B to the structure of a Disk
fr
d -algebra in
∫
Sn−d−1
A-modules
is equivalent to giving a Diskfrd+1-algebra map α :
∫
Sn−d−1
A → HC∗Dfrd
(B) to the Dfrd -Hochschild
cohomology of B. 
4.3.2. Hochschild cohomology in spaces
We now specialize our discussion of Diskfrd⊂n-algebras to the case where V = S
× is the ∞-category
of spaces with Cartesian product, but any ∞-topos would do just as well. In this case, the Dfrn-
Hochschild cohomology of an n-fold loop space has a very clear alternate description which is given
below.
Proposition 4.9. Let Z = (Z, ∗) be a based space which is n-connective. In a standard way, the
n-fold based loop space ΩnZ is a Diskfrn-algebra. There is a canonical equivalence of Disk
fr
n+1-algebras
in spaces
HC∗Dfrn(Ω
nZ) ≃ Ωn Aut(Z)
between the Dfrn-Hochschild cohomology space of Ω
nZ and the n-fold loops, based at the identity map,
of the space of homotopy automorphisms of Z.
Proof. In what follows, all mapping spaces will be regarded as based spaces, based at either the
identity map or at the constant map at the base point of the target argument – the context will
make it clear which of these choices is the appropriate one.
There are equivalences
Mod
Diskfrn
ΩnZ (S) ≃ Mod
∫
Sn−1
ΩnZ(S) ≃ ModΩZSn−1 (S) ≃ S/ZSn−1
sending the object ΩnZ with its natural Diskfrn-Ω
nZ-module self-action to the space Z with the
natural inclusion of constant maps Z → ZS
n−1
. Thus, to describe the mapping space
HC∗Dfrn(Ω
nZ) ≃ Mod
Diskfrn
ΩnZ (Ω
nZ,ΩnZ)
it suffices to calculate the equivalent mapping space Map/ZSn−1 (Z,Z). By definition, there is the
(homotopy) pullback square of spaces
Map/ZSn−1 (Z,Z)
//

∗

Map(Z,Z) // Map(Z,ZS
n−1
) .
Choose a base point p ∈ Sn−1. The restriction of the evaluation map ev∗p : Map(Z,Z) →
Map(Z,ZS
n−1
) is a map of based spaces. Thus, the pullback diagram above factorizes as the
(homotopy) pullback diagrams
Map/ZSn−1 (Z,Z)
//

∗

Map(Z,Z)S
n //

Map(Z,Z)

Map(Z,Z) // Map(Z,ZS
n−1)
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where the space of maps from the suspension Sn = ΣSn−1 to Map(Z,Z) is realized as the homotopy
pullback of the two diagonal maps Map(Z,Z) → Map(Z,Z)S
n−1
; this is a consequence of the fact
that the functor Map(−, Z) sends homotopy colimits to homotopy limits, applied to the homotopy
colimit colim(∗ ← Sn−1 → ∗) ≃ Sn.
Applying the adjunction between products and mapping spaces, we obtain that the Hochschild
cohomology space Map/ZSn−1 (Z,Z) is the homotopy fiber of the map Map
(
Sn,Map(Z,Z)
)
→
Map(Z,Z) over the identity map of Z, which recovers exactly the definition of the based map-
ping space Map∗
(
Sn,Map(Z,Z)
)
≃ Map∗
(
Sn,Aut(Z)
)
, where the last equivalence follows by virtue
of Sn being connected.

Corollary 4.10. Let Z and W be pointed spaces. Suppose Z is n-connective and W is d-connective.
A Diskfrd⊂n-algebra structure on the pair (Ω
nZ,ΩdW ) is equivalent to the data of a pointed map of
spaces
ZS
n−d−1
−→ BAut(W ) .
Proof. Proposition 4.8 informs us that giving the structure of a Diskfrd⊂n-algebra on (Ω
nZ,ΩdW ) is
equivalent to defining a Diskfrd+1-algebra map∫
Sn−d−1
ΩnZ −→ HC∗Dfrd
(ΩdW ) .
By way of nonabelian Poincare´ duality (Theorem 3.18), the factorization homology
∫
Sn−d−1 Ω
nZ is
equivalent as Diskfrd+1-algebras to the mapping space Ω
d+1ZS
n−d−1
. Proposition 4.9 gives that the
Hochschild cohomology HC∗Dfrd
(ΩdW ) is equivalent to the space of maps to Ωd Aut(W ).
Finally, a (d + 1)-fold loop map Ωd+1ZS
n−d−1
→ Ωd Aut(W ) is equivalent to a pointed map
between their (d+ 1)-fold deloopings. The (d+ 1)-fold delooping of Ωd+1ZS
n−d−1
is ZS
n−d−1
, since
Z is n-connective; the (d+1)-fold delooping of Ωd Aut(W ) is τ≥d+1BAut(W ), the d-connective cover
of BAut(W ). However, since ZS
n−d−1
is already (d + 1)-connective, the space of maps from it into
τ≥d+1BAut(W ) is homotopy equivalent to the space of maps into BAut(W ). 
4.3.3. Free Diskfrd⊂n-algebras
Fix a symmetric monoidal ∞-category V whose underlying ∞-category is presentable and whose
monoidal structure distributes over colimits in each variable. We analyze the factorization homol-
ogy theory resulting from one of the simplest classes of Diskfrd⊂n-algebras, that of freely generated
Diskfrd⊂n-algebras. That is, there is a forgetful functor
(4.3.1) AlgDiskfrd⊂n(V)→ V× V ,
given by evaluating on the objects Rn and (Rd ⊂ Rn), and this functor admits a left adjoint
Freed⊂n. To accommodate more examples, we modify (4.3.1). Consider the maximal sub-Kan
complex E ⊂ Dd⊂n. E is a coproduct EndDd⊂n(R
n)
∐
EndDd⊂n(R
d ⊂ Rn) ≃ O(n)
∐
O(d ⊂ n), here
O(d ⊂ n) := O(n−d)×O(d). There results a map of∞-categories E→ Dd⊂n → Diskd⊂n → Disk
⊔
d⊂n,
restriction along which gives the map of ∞-categories
AlgDiskd⊂n(V)→ Map(E,V) ≃ V
O(n) × VO(d⊂n)
to the ∞-category of pairs (P,Q) consisting of an O(n)-object in V and an O(d ⊂ n)-object in V.
We will denote the left adjoint to this map as FreeE. Denote the inclusion as δ : V×V→ Map(E,V)
as the pairs (P,Q) whose respective actions are trivial.
For X a Dd⊂n-manifold (not necessarily framed) define
∫
X Free
(P,Q)
d⊂n :=
∫
X Free
δ(P,Q)
E
. When X is
framed (i.e., is a Dfrd⊂n-manifold) the lefthand side of this expression has already been furnished with
meaning as the factorization homology of X with coefficients in the free Diskfrd⊂n-algebra generated
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by (P,Q). The following lemma ensures that the two meanings agree. Recall the forgetful map
Disk
fr,⊔
d⊂n → Disk
⊔
d⊂n.
Lemma 4.11. Let (P,Q) be a pair of objects of V. Then the universal arrow
Free
(P,Q)
d⊂n
≃
−→
(
Free
δ(P,Q)
E
)
|Diskfr,⊔d⊂n
is an equivalence.
Proof. Denote the pullback ∞-category Efr = E ×Dd⊂n D
fr
d⊂n. Like E, E
fr ⊂ Dfrd⊂n is the maximal
sub-Kan complex (=∞-groupoid). The projection Efr → E is a Kan fibration with fibers O(n) or
O(d ⊂ n), depending on the component of the base. As so, the inclusion of the two objects with
their standard framings {Rn}
∐
{Rd ⊂ Rn}
≃
−→ Efr is an equivalence of Kan complexes. Therefore
Map(Efr,V)
≃
−→ V× V.
Let us explain the following diagram of ∞-categories
AlgDiskd⊂n(V)
ρ //
ρ

Map(E,V)
ρ

FreeE

AlgDiskfrd⊂n
(V) ρ
//
RKan
OO
Map(Efr,V) .
RKan
OO
Freed⊂n
\\
Each leg of the square is an adjunction. All maps labeled by ρ are the evident restrictions. The
maps denoted as RKan are computed as point-wise right Kan extension. (That is, RKan(A) : U 7→
limU→U ′ A(U
′) where this limit is taking place in V and is indexed by the appropriate over category.
We emphasize that, unlike the case for left extensions, this point-wise right Kan extension agrees
with operadic right Kan extension.) As so, the straight square of right adjoints commutes. It follows
that the outer square of left adjoints also commutes.
The right downward map is equivalent to that which assigns to a pair of objects (P,Q) with
respective actions of O(n) and O(d ⊂ n), the pair (P,Q). The map δ : V× V→ VO(n) × VO(d⊂n) is
a section to this right downward map ρ. We have established the string of canonical equivalences
Freed⊂n ≃ Freed⊂n ◦
(
ρ ◦ δ
)
=
(
Freed⊂n ◦ρ
)
◦ δ ≃
(
ρ ◦ FreeE
)
◦ δ .
This completes the proof.

In order to formulate our main result, we first give the following definition.
Definition 4.12. ForM a topological space and P an object of V, the configuration object of points
in M labeled by P is
ConfP (M) =
∐
j≥0
Confj(M) ⊗
Σj
P⊗j ∈ V
where Confj(M) ⊂M×j is the configuration space of j ordered and distinct points in M .
For the remainder of the section, assume that the monoidal structure of V distributes over small
colimits.
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Proposition 4.13. Let (P,Q) be a pair of objects of V. Let (L ⊂ M) be a Dd⊂n-manifold, i.e., a
smooth n-manifold and a properly embedded d-submanifold. There is a natural equivalence∫
(L⊂M)
Free
(P,Q)
d⊂n ≃ Conf
P (M r L)⊗ ConfQ(L)
between the factorization homology of (L ⊂ M) with coefficients in the Diskd⊂n-algebra freely gen-
erated by (P,Q) and the tensor product of the configurations objects of the link complement M r L
and the link L labeled by P and Q, respectively.
We make some remarks before proceeding with the proof of this result.
Remark 4.14. We see from this result with (d ⊂ n) = (3, 1) that factorization homology in
particular distinguish knots whose knot complements have distinct homotopy types. For instance,
the unknot, whose knot group is Z, and the trefoil knot, whose knot group is presented by 〈x, y|x2 =
y3〉, give rise to different factorization homologies.
Remark 4.15. Specializing to the case where the link L is empty, we obtain the equivalence∫
M
FreePn ≃ Conf
P (M). Consequently, factorization homology is not a homotopy invariant of M , in
as much as the homotopy types of the configuration spaces Confj(M) are sensitive to the homeo-
morphism (or, at least, the simple homotopy) type of M , see [LS]. This is in contrast to the case in
which the Diskfrn-algebra A comes from an n-fold loop space on an n-connective space, in which case
nonabelian Poincare´ duality (Theorem 3.18) implies that factorization homology with such coeffi-
cients is a proper homotopy invariant. However, note that the factorization homology
∫
M Free
P
n is
independent of the framing on M ; this is a consequence of the fact that the Diskfrn-algebra structure
on FreePn can be enhanced to a Diskn-algebra.
Recall the maps of symmetric monoidal∞-categoriesDiskfr,⊔n → Disk
fr,⊔
d⊂n and Disk
fr,⊔
d → Disk
fr,⊔
d⊂n
indicated by the assignments Rn 7→ Rn and Rd 7→ (Rd ⊂ Rn), respectively. The following lemma
describes the free Diskfrd⊂n-algebras in terms of free Disk
fr
n-algebras and free Disk
fr
d -algebras.
Lemma 4.16. Let (P,Q) be a pair of objects of V. Then the universal arrows to the restrictions
FreePn
≃
−→
(
Free
(P,Q)
d⊂n
)
|Diskfr,⊔n
& FreeQd ⊗
∫
Sn−d−1×Rd+1
FreePn
≃
−→
(
Free
(P,Q)
d⊂n
)
|Diskfr,⊔d
are equivalences.
Proof. Recall from the proof of Proposition 4.8 that a Diskfrd⊂n-algebra structure A on (An, Ad),
where An is a Disk
fr
n-algebra and Ad is a Disk
fr
d -algebra, is equivalent to the structure of a Disk
fr
n−d-
An-module structure on Ad in the ∞-category AlgDiskfrd(V). The forgetful functor factors as the
forgetful functors
AlgDiskfrd⊂n
(V) −→ AlgDiskfrn(V)× AlgDiskfrd(V) −→ V× V
and thus, passing to the left adjoints, we can write the free algebra A on a pair (P,Q) as the
composite of the two left adjoints, which gives the free Diskfrn-algebra on P and the free Disk
fr
n−d-
module on the free Diskfrd -algebra on Q; the latter is calculated by tensoring with the factorization
homology
∫
Sn−d−1×Rd+1 Free
P
n , which is a special case of the equivalence between Disk
fr
j -R-modules
and left modules for
∫
Sj−1
R, see Proposition 3.16 of [Fr], applied to R = FreePn and j = n− d.

Proof of Proposition 4.13. Recall the construction of the ∞-operad E∐inert – it is the free ∞-operad
on E. That is, the map
Fun⊗(E∐inert,V)
≃
−→ Fun(E,V) ≃ VO(n) × VO(d⊂n) ,
induced by restriction along the inclusion of the underlying∞-category E→ E∐inert, is an equivalence
of Kan complexes – here we are using exponential notation for simplicial sets of maps. Explicitly,
a vertex of E∐inert is a pair of finite sets (Jn, Jd) while an edge is the data of a pair of based maps
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(Jn)+
a
−→ (J ′n)+ and (Jd)+
b
−→ (J ′d)+ which are inert, which is to say, the fibers over non-base
points a−1(j′) and b−1(j′′) are each singletons, together with a pair of elements α ∈ O(n)J
′
n and
β ∈ O(d ⊂ n)J
′
d . We will denote a typical object of E∐inert as E = (Jn, Jd).
The the standard inclusion E → Mfldd⊂n then induces the map of ∞-operads E∐inert
i
−→ Mfld⊔d⊂n
whose value on vertices is
i : (Jn, Jd) 7→
(⊔
Jn
R
n
)
⊔
(⊔
Jd
(Rd ⊂ Rd)
)
.
Likewise, let (O(n)
P˜
−→ V , O(d ⊂ n)
Q˜
−→ V) be a pair (P,Q) of objects in V each equipped with
actions of O(n) and O(d ⊂ n), respectively. These data then determine the solid diagram of ∞-
operads
E∐inert
(P•,Q•)
++❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲❲
❲❲❲
i

Mfld⊔d⊂n
Free
(P˜ ,Q˜)
E // V
in where the value of (P •, Q•) on (Jn, Jd) is canonically equivalent to P
⊗Jn ⊗Q⊗Jd as a
(
O(n)Jn ×
O(d ⊂ n)Jd
)
-objects. The filler Free(P˜ ,Q˜)ǫ is the desired free construction, and is computed as
operadic left Kan extension. Explicitly, for X ∈Mfldd⊂n, the value
(4.3.2) Free
(P˜ ,Q˜)
E
(X) = colim
E
act−−→X
(P •, Q•)(E) = colim
(Jn,Jd)
act−−→X
P⊗Jn ⊗Q⊗Jd
where the colimit is over the∞-category E∐X := E
∐
inert×Mfld⊔d⊂n
(
(Mfld⊔d⊂n)act
)
/X
of active morphisms
in Mfld⊔d⊂n from the image under i of E
∐
inert to the object X .
We will now compute the colimit in (4.3.2). By construction, the projection E∐X → E
∐
inert is a
right fibration whose fiber over E is the Kan complex Mfldd⊂n(i(E), X). Consider the subcategory
of isomorphisms E∐iso ⊂ E
∐
inert – it is isomorphic to the category of pairs of finite sets and pairs of
bijections among them. Denote G = E∐iso ×E∐inert E
∐
X . Because the inclusion E
∐
iso ⊂ E
∐
inert is final, so is
the inclusion G ⊂ E∐X . So the colimit (4.3.2) is canonically equivalent to the colimit of the composite
G ⊂ E∐X
(P•,Q•)
−−−−−→ V. Because E∐iso is a coproduct of ∞-groupoids (Kan complexes) indexed by
isomorphism classes of its objects, then G is a coproduct of ∞-groupoids indexed by isomorphism
classes of objects of E∐iso. As so, the colimit (4.3.2) breaks up as a coproduct over isomorphism
classes of objects of E∐iso.
We will now understand the [E]th summand of this colimit. Choose a representative E =
(Jn, Jd) ∈ E∐iso of this isomorphism class. We point out that the Kan complex of Aut(E) fits
into a Kan fibration sequence O(n)Jn × O(d ⊂ n)Jd → Aut(E) → ΣJn × ΣJd . Consider the right
fibration (E∐iso)/E → E
∐
iso whose fiber over E
′ is the Kan complex Iso(E′, E) which is a torsor for the
Kan complex Aut(E) is E′ if isomorphic to E and is empty otherwise. Denote the resulting right
fibration GE = (E
∐
iso)/E ×E∐iso G −→ G whose fibers are either a torsor for Aut(E) or empty. The
composite GE → G ⊂ E∐X
(P•,Q•)
−−−−−→ V is canonically equivalent to the constant map at P⊗Jn ⊗Q⊗Jd .
It follows from the definition of the tensor over spaces structure, that the colimit of this composite
is (
Mfldd⊂n
(
i(Jn, Jd), X
))
⊗
(
P⊗Jn ⊗Q⊗Jd
)
.
We conclude from this discussion that the colimit of the composite G ⊂ E∐X
(P•,Q•)
−−−−−→ V is
(4.3.3)
∐
[(Jn,Jd)]
(
Mfldd⊂n
(
i(Jn, Jd), X
))
⊗Aut(Jn,Jd)
(
P⊗Jn ⊗Q⊗Jd
)
.
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We make expression (4.3.3) more explicit for the case that (P˜ , Q˜) = δ(P,Q) is a pair of objects
with trivial group actions. As so, the map G ⊂ E∐X
(P•,Q•)
−−−−−→ V factors through the projection
G→ E∐iso → (Fin∗)iso the groupoid of finite sets and bijections – we denote this groupoid as Σ.
Recall that the Dd⊂n-manifold X = (L ⊂ M) is the data of a framed n-manifold M , a properly
embedded smooth submanifold L, and a splitting of the framing along L. Evaluation at the origins
of i(Jn, Jd) =
(⊔
Jn
Rn
)
⊔
(⊔
Jd
(Rd ⊂ Rn)
)
gives a map
Mfldd⊂n
(
(
⊔
Jn
R
n) ⊔ (
⊔
Jd
(
R
d ⊂ Rn)
)
, (L ⊂M)
)
−→ ConfJn(M r L)× ConfJd(L) .
This map is evidently natural among morphisms among the variable (Jn, Jd) ∈ G where the action
of G on the righthand side factors through the projection G→ Σ. There results a Σ-equivariant map(
Mfldd⊂n
(
i(Jn, Jd), (L ⊂M)
))
/O(n)Jn×O(d⊂n)Jd
∼
−→ ConfJn(M r L)× ConfJd(L) ;
and for standard reasons it is an equivalence of Kan complexes. We conclude that
Free
δ(P,Q)
E
(L ⊂M)
≃
−→ ConfP (M r L)⊗ ConfQ(L) .
Finally, the formula
Free
δ(P,Q)
E
(L ⊂M) =
∫
(L⊂M)
Free
δ(P,Q)
E
is a formal consequence of commuting left Kan extensions (here we are using the same notation
for Free
δ(P,Q)
E
and its restriction to Disk⊔d⊂n). With Lemma 4.11, this completes the proof of the
proposition.

Remark 4.17. The methods employed here in §4.3.3 have been intentionally presented to accom-
modate much greater generality. For instance, with appropriate modifications of the statements,
the role of Dd⊂n (or its framed version) could be replaced by any category of basics B. Likewise,
the maximal sub-Kan complex E ⊂ Dd⊂n could be replaced by any map E→ B of ∞-categories.
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