In this simulation study, we compared the performance of a hierarchical Bayesian approach for estimating salmon escapement from count data with that of separate maximum likelihood estimation of each year's escapement. We simulated several contrasting counting schedules resulting in data sets that differed in information content. In particular, we were interested in the ability of the Bayesian approach to estimate escapement and timing in years where few or no counts are made after the peak of escapement. We found that the Bayesian hierarchical approach was much better able to estimate escapement and escapement timing in these situations. Separate estimates for such years could be wildly inaccurate. However, even a single postpeak count could dramatically improve the estimability of escapement parameters.
Introduction
Estimates of escapement in many salmon stocks are calculated based on aerial or foot counts. Most often, the magnitude of escapement is estimated using an ad hoc "area-underthe-curve" methodology (Neilson and Geen 1981; Perrin and Irvine 1990; English et al. 1992) . Recently, likelihood-based methods have been developed that offer the advantage of a statistical framework (Quinn and Gates 1997; Hilborn et al. 1999) , allowing the user to calculate the uncertainty of such estimates. Additionally, these models estimate parameters defining the timing of the escapement, useful in run reconstruction techniques (Mundy et al. 1993; Templin et al. 1996; Starr and Hilborn 1988) .
Likelihood-based methods have difficulties with certain types of count data (Hilborn et al. 1999) . Counts may be sparse and in particular may cease after escapement goals have been met. This can cause positive bias in estimating the magnitude of the escapement, timing, and spread in timing (Fig. 1) . Hilborn et al. (1999) give an example (1990 counts of pink salmon (Oncorhynchus gorbuscha) in Herring Creek of Prince William Sound, Alaska) where the last count was the highest. This led to very high escapement estimates because a continued increase in abundance to a late peak could not be discounted. An area-under-the-curve approach has similar problems with such data. Usually, it is assumed that escapement declines linearly to zero over a period of one half the stream life; this may result in a large error when the biological reality differs (Hilborn et al. 1999 ).
An examination of more complete data from years where counts were continued longer suggested that late runs were implausible. Adding this historical information as a component of the likelihood (a pseudo-Bayesian approach) constrained the results to biologically plausible scenarios.
A natural way to incorporate "prior" information about run timing from years where count data span the peak of escapement to aid estimation in years without postpeak counts is to use a hierarchical model. In a companion paper (Su et al. 2001 ), we developed a hierarchical Bayesian model (HBM) and an estimation methodology that explicitly accounts for the similarity in run timing among years and applied it to estimating historical pink salmon escapement in a Southeast Alaska stream. In this paper, we use simulation to compare the theoretical performance of our hierarchical Bayesian approach with the performance of nonhierarchical likelihood-based methods for escapement estimation.
Methods

A salmon spawning abundance model
In our model (details in Su et al. 2001) , the number of salmon in the stream on a particular day (h t ) can be expressed as follows:
(1)
where F t is the proportion of the total escapement (E) in the stream on day t. The F t is the result of two processes. The first is entry of fish into the stream, which we model as proportional to a normal distribution with a mean date of M and a standard deviation in entry date of S. The second is the loss of some of the fish that are in the stream due to natural mortality. We assume that each fish entering the stream on a given date has an identical life span. This stream life is known to decline with the date of entry (Neilson and Geen 1981; Dangel and Jones 1988; Fukushima and Smoker 1997 
Separate estimation for each year
Given particular values of M, S, and E, the model equations above can be used to predict the number of fish in the stream on any date (h t ). Maximum likelihood parameter estimates (MLEs) for a particular year can thus be estimated using a nonlinear search algorithm that selects candidate values of M, S, and E to minimize SSQ, where SSQ is the following:
The bias-corrected estimate of s 2 is obtained by dividing SSQ by the number of counts minus 3.
Confidence intervals for each parameter were calculated using a bootstrap approach (Manley 1997) . A profile likelihood method (Hilborn and Mangel 1997) yielded similar results (not shown). In each bootstrap trial, residuals from the MLE fit (the differences between the square root of the counts and the square root of the predicted counts) were randomly sampled with replacement and added to the MLE predictions to create a pseudo-data set. Parameter estimates for each pseudo-data set were then calculated. This bootstrap was then repeated 1500 times. These bootstrap estimates were ordered by size, and the 15th and 85th percentiles were then taken as the lower and upper bounds of the confidence interval.
Bayesian estimation of all years simultaneously
If the behavior of the fish can be assumed to be similar in some respects from year to year (Heard 1991) , simultaneously estimating the parameters of all years of data should result in more powerful inference. A hierarchical structure can be imposed on this model by assuming that the mean date of arrival and the logarithm of the standard deviation of arrival date are random samples drawn from normal probability distributions. Thus:
This model is termed the M y -S y model. One variant that assumes that S is constant from year to year, the M y -S model, and another that assumes M is constant, the M -S y model, were used for a few trials. A Bayesian framework for generating estimates from this hierarchical model is detailed in Su et al. (2001) 2 , the sampling error in the counts (s, assumed constant for all years), and the annual escapements {E y }, we are able to make inferences about all parameters.
Point estimates and credible intervals for each parameter are obtained by drawing samples from the posterior distribution. A Metropolis-Gibbs sampling methodology (details in Su et al. 2001 ) is used to generate random draws. An initial adaptive step of 3000 iterations is used to tune the variance of the proposal distribution in order to obtain an acceptance rate of 50% for the Metropolis steps (Su et al. 2001) . Then the sampler is run to generate another 15 000 random draws, of which the last 13 000 are kept. For each parameter, the median of the 13 000 values is used as an indicator of central tendency and the 15th and 85th percentiles as an indicator of uncertainty.
Simulation studies
We generated 20 years of simulated stream count data with properties similar to those of Kadashan Creek, Alaska (Su et al. 2001 ). We used a normal distribution with 18) to 250 (September 6) at intervals of 2-10 days (Su et al. 2001) . Use a uniform distribution to generate the intervals between the surveys. (4) Produce simulated counts using c e y t y t y t , , ,
where e y,t~N (0,2200) (approximately the error variance estimated using the M y -S y model with Kadashan Creek SQRTtransformed data (Su et al. 2001) ). Negative values occasionally generated by the right side of the above equation (about 8% of simulated values, mainly the smaller counts) are set to zero. (5) HBM estimation. Using count data from all 20 years, draw samples from the posterior distribution of the parameters by running the Gibbs sampler (see the previous section). Then calculate the median and 15th and 85th percentiles of the posterior distribution of each parameter estimate. Record whether the interval between the 15th and 85th percentiles contained the true parameter value. (6) Separate maximum likelihood estimation. Generate estimates of the annual parameters for each year using only that year's counts. Calculate the MLE of each parameter and then construct a bootstrap 70% confidence interval. Record whether the interval contained the true parameter value. To prevent extremely long searches for poorly defined MLEs, the parameter estimation was judged to have failed if the search algorithm failed to converge. This was indicated functionally when the search algorithm continued exploring values of M y of greater than 300. Parameter estimates from these failures were not included in calculating RB or CV values below. (7) For each estimation method, calculate the relative bias (RB) of each parameter as the percent deviation of its posterior median (or median from the bootstrap of MLE) from its true value: 100 × (median -true)/true. Also calculate a coefficient of variation-like quantity (CV) using (85th percentile -15th percentile)/(2 × median) or (width of 70% confidence interval)/(2 × median) to quantify the precision of the parameter estimates. These two quantities are robust to outliers. (8) Repeat the seven steps 100 times.
We summarized the RBs and CVs of each parameter across these 100 simulated data sets (2000 years in total) using their medians and 15th and 85th percentiles. We calculated coverage probabilities for confidence intervals from separate estimation and for credible intervals from Bayesian estimation.
Scenarios run
We considered six simulation scenarios (Table 1) ; all except the first differed primarily in the number and timing of counts taken after the peak in escapement. Scenario D 0 examined the performance of estimation absent errors in counting; instead of using the counts (c y ), we used the actual numbers of fish in the stream on those dates (h y ).
Scenario All used all the counts from throughout the spawning season. Scenario P1wk, P2wk, and P4wk contained only one count taken after the peak in escapement. In scenario P1wk, this count was the first taken after the peak, on average 1 week later. This scenario was similar to much of the data seen in Southeast Alaska pink salmon counts. In scenario P2wk, this count was taken approximately 2 weeks postpeak in the midst of the decline, and in scenario P4wk, the count was taken around 4 weeks postpeak, when few spawners remained. By comparing scenario All with scenarios P1wk, P2wk, P4wk, and the first 5 years only of scenario 5-15 (referred to below as 1st 5), we were able to determine the importance of postpeak count data and the relative importance of particular postpeak counts.
Finally, in scenario 5-15, we did not use any postpeak counts from the first 5 years of each trial but did use counts throughout the spawning season for the other 15 years; this scenario tested the ability of the Bayesian approach to use timing information from the last 15 years to salvage escapement estimates for the first 5 years. In presentations of the results of separate estimation, we lump the outcomes from these last 15 years with those of scenario All.
Results
Importance of observation error
In the absence of observation error, both separate estimation and hierarchical Bayesian methods perfectly estimated the annual parameters M, S, and E (RB = 0%, CV = 0%). However, it was still not possible to perfectly estimate the values of the hyperparameters in the HBM (Table 2) . This is because the 20 years of data were essentially a finite random sample of size 20 from the hyperprior distribution. Only one count made after the date of peak escapement, about 1 week later P2wk
Only one count made after the date of peak escapement, about 2 weeks later P4wk
Only one count made after the date of peak escapement, about 4 weeks later 5-15
First 5 years with no counts after the peak escapement; other 15 years with complete data Table 2 . Median values of RB and CV for the hyperparameters obtained from 100 simulated data sets for the M y -S y model under six scenarios.
ble 2). When counting errors were introduced, annual parameters were also no longer perfectly estimated (see below).
Ability of Bayesian methods to salvage years with no postpeak counts
Both separate estimation and HBM methods produced fairly good estimates of M, ln(S), and SQRT(E) when postpeak data were available (e.g., scenario All, Figs. 2 and 3) . Estimates of escapement timing (M, ln(S)) and especially of escapement abundance (SQRT(E)) from years with no postpeak counts were considerably poorer (scenario 1st 5, Figs. 2 and 3 ). In part, the apparent relative precision of estimates of M is an artifact of the arbitrary scale of measurement; by assigning a value of 210 to the calendar date of the midpoint of the run, the RB and CV of M are naturally smaller than those for ln(S), whose mean is only 2.5.
With no postpeak data, both estimation methods showed positive biases (scenario 1st 5, Fig. 2 ). The median RB was only slightly displaced from zero, but the distribution was skewed upwards. Without postpeak data, separate estimation failed to converge to reasonable parameter estimates (M > 300) almost a third of the time (Table 3) . Each of these trials would have resulted in a large RB. For example, for M in each "failed" trial, we would have had an RB greater than 100% × (300-210)/210 = 43%. Figure 2 thus underestimates the positive bias from using separate estimation because these frequent estimation "failures," which would have resulted in extremely large values of RB (and CV), are not included. In a separate 500 trials where we did not stop the search for parameter estimates when the estimate of M exceeded 300, the 85th percentile of RB increased to 27, 32, and 303% for M, ln(S), and SQRT(E), respectively.
Bayesian estimates also were positively biased when postpeak data were absent. Nonetheless, the HBM approach still Table 3 . Percentage of trials in which separate estimation "failed," i.e., the MLE of the mean date M was greater than day 300.
outperformed separate estimation when postpeak data were lacking (compare the width of the CV intervals for scenario 1st 5 in Fig. 3 ; although the median RB and CV appears larger for the HBM, this is an artifact of deleting trials where separate estimation completely failed). Differences between the performance of M y -S y , M y -S, and M-S y Bayesian models were relatively minor compared with the differences between the HBMs and separate estimation (Table 3; Figs. 4 and 5), particularly in the CV of estimates for the first 5 years of scenario 5-15 (Figs. 5a-c) . Again, for separate estimation, the 85th percentile of RB and CV for the first 5 years of scenario 5-15 is underestimated due to excluding the "failures." Performance of Bayesian estimates for the last 15 years of scenario 5-15 were comparable with those from scenario All, indicating that estimates in years when postpeak counts are available are not much affected by the uncertainty in years when they are not.
Importance of particular postpeak counts
Any postpeak data resulted in greatly improved estimates compared with those obtained when postpeak counts were lacking (Figs. 2 and 3) . A single count taken 1, 2, or 4 weeks after the peak of escapement appeared to contain almost as much information about the magnitude and timing of escapement as all postpeak counts. The estimated duration of the run (ln(S)) benefitted the least from the addition of a single count taken after the peak (Figs. 2b, 2e , 3b, and 3e); using the HBM approach was less likely to result in large CVs (Fig. 3e ).
There were mostly minor differences in information content among the various postpeak counts. A count taken 1 week postpeak was least informative, possibly because the magnitude of the counting error was comparable with the expected decline in in-stream abundance, confusing interpretations. With separate estimation, a 6.6% failure rate was seen in scenario P1wk (Table 3) . These were probably instances where the counting error from the postpeak count resulted in an overestimate, with the result that the series of counts did not show a peak.
Coverage properties of intervals
The coverage of 70% confidence intervals from separate estimation was poor, less than 60% when postpeak counts were available and even lower when postpeak data were absent (Table 4 ). The coverage of 70% Bayesian credible intervals was only slightly below 70% for most trials. One exception was the first 5 years of scenario 5-15, where the actual coverage for all three parameters was less than 65% ( Table 4 ). Nonetheless, this coverage was better than that of separate estimation. Thus, bootstrap uncertainty intervals from separate estimation may underestimate the true uncertainty, while the HBM provides nearly unbiased estimates of the uncertainty intervals.
Discussion
Our hierarchical Bayesian methods can salvage escapement estimates from years lacking postpeak counts if the assumptions are met, particularly the assumption that the variation in the timing of escapement is adequately represented by the set of years for which postpeak counts exist. This assumption is biologically credible, although climatic shifts or shifts in the relative contribution of constituent substocks could affect the timing of escapement. More likely are anthropogenic perturbations of escapement timing, e.g., changes in the timing of harvests or genetic contamination of the stock.
Estimates of escapement abundance and timing based solely on the count data for that year may yield unreasonable results if postpeak data are lacking. Unfortunately, such data sets may be common, as managers are tempted to discontinue expensive stream counts when escapement goals have been met. Just as in a linear regression, where much of the information about the slope is contained in the data with the largest and smallest x values (Draper and Smith 1981) , not all postpeak counts are of equal value. Counts immediately after the peak contain the least information. A decreased count right after the peak may plausibly be interpreted as due to sampling error, with escapement possibly still increasing. Since larger escapements with later run timing are still plausible, estimates of M, S, and E are all upwardly biased. Nonetheless, any postpeak data appear to be highly valuable. Operationally, a manager will not be able to predict the date of the peak exactly. To ensure at least one postpeak count, it would be better to conduct the final count later rather than too early.
In our model, we assume that our count data are unbiased estimates of the number of fish in the watershed. In reality, count data are usually biased downwards and may have other biases as well (Dangel and Jones 1988; Bue et al. 1998; Jones et al. 1998) . Any biases are necessarily propagated through the analysis and affect our estimates of escapement. Hilborn et al. (1999) dealt with this problem by explicitly modeling the bias, incorporating variability in observer efficiency based on a comparison of aerial counts and weir counts in a representative stream. Admitting uncertainty about observer efficiency greatly increased their uncertainty about the magnitude of escapement.
Our Bayesian approach could also be modified by adding parameters representing any biases. However, it is unlikely that the escapement data themselves contain enough information to reliably estimate the magnitude of any biases. In our example Southeast Alaskan pink stock, some (but not all) of the known biases were corrected prior to our use based on a calibration of aerial counts to weir counts (Dangel and Jones 1988; Jones et al. 1998) . Without such calibration studies, most escapement numbers are a relative abundance index rather than an estimate of absolute numbers.
Stream life is also a potential source of bias. While we have improved on past practice by modeling the decline in stream life over the course of the season (Dangel and Jones 1988; Perrin and Irvine 1990; Fukushima and Smoker 1997) , we have not incorporated interannual fluctuation in the average stream life. Such fluctuations are well documented (Ellis 1969; Dangel and Jones 1988; Bue et al. 1998) , and their incorporation would undoubtedly increase uncertainty about escapement magnitude and timing. In sum, modifications to our Bayesian framework could be made to capture the additional uncertainty due to observer efficiency and stream life fluctuations. More useful, however, would be management agencies implementing prior recommendations (Quinn and Gates 1997; Bue et al. 1998; Hilborn et al. 1999 ) that representative streams be weired to allow annual estimates of these two factors.
The computation involved in generating Bayesian estimates of escapement can be discouraging. Obtaining point estimates of escapement is quicker in a maximum likelihood framework, since the required numerical function minimization is much faster than the numerical integration required for a Bayesian analysis. However, in calculating the uncertainty in the estimate, MLEs do not necessarily retain this advantage. The bootstrap and profile likelihood methodologies for calculating confidence intervals are not any less computationally intensive than a Markov chain Monte Carlo calculation of Bayesian credible intervals. Further, the rapid increase in cheap computing power and the development of simple numerical methods for generating samples from the posterior distribution (e.g., Gelman et al. 1995) have made Bayesian methods much more tractable.
