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Abstract 
-contradiction and excluded 
middle.  For empirical observations mapped onto the real domain, we find the parameters of k imprecise numbers based on 
logistic distributions by gradient descent to derive k+1 category schema.  Moreover, we recover the estimated cumulative 
(logistic) distribution in the process.  The mapping between the forward and reverse distribution of an imprecise number and its 
e 
across the full domain and also use imposition to derive imprecise categories from adjacent imprecise numbers.  We present 
sample results from actual datasets.  Results should generalize to other suitable distribution functions.  We close with questions 
directed toward future work. 
 
Membership function; complement of fuzzy set; imprecise sets; superimposition of sets; forward and reverse distribution functions; imposition, 
probability space; possibility space; category space 
1. Introduction 
This research extends the theory of imprecise sets which in turn is an extension of fuzzy sets.  Following Baruah 
who follows Dubois and Prade, we too use left and right distributions.  Our probability, possibility, and 2-category 
spaces obey laws of non-contradiction and excluded middle.  Higher category spaces are gen
and, using theory developed by Baruah, we believe they may be treated so as to also obey these two laws. 
 
Baruah forms an imprecise number on a possibility space of one left and one right reference function.  Support 
for these functions are adjacent but disjoint finite intervals.  He uses such discrete intervals in order to guarantee 
normality.  We differ by imposing forward and reverse full-domain distributions.  The result is a possibility space 
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with positive partial presence across the entire domain.  We extend this result to category space to form k+1 near-
normal imprecise categories from k imprecise numbers. 
 
We use the logistic distribution throughout because of its nice features but expect results to generalize to other 
suitable distributions.  As developed herein, an imprecise number has precisely one element of the domain with a 
membership value of 1.  Generally, imprecise categories have either 0 or 1 elements of the domain with a 
membership value of 1.  All other membership values are greater than zero and less than 1 except as some 
parameters approach infinity.  However, these exceptions are in line with standard mathematical intuition. 
 
We do not have space to present  insightful revision of fuzziness and rigorous theoretical 
underlayment of imprecise sets.  However, you will find his work generally available and easy to read given its 
seminal nature.  We particularly recommend references [1] through [5].  Below we move directly to develop 
imprecise numbers and categories.  We then present case studies before closing by looking toward future work. 
 
2. Imprecise Numbers 
Lower case denotes precise numbers.  Upper case denotes functions in probability space.  Bold upper case 
denotes functions in either possibility space or category space.  When speaking of a function, we usually denote it 
simply as an upper case letter, e.g. F instead of F(x), and pass over the formalities of explicitly placing x in the real 
domain, etc.  We also avoid subscripts where the meaning is reasonably clear in the interest of simple notation.  
 
A forward distribution, F, is an order from smallest to largest which conforms to measure theoretic conditions of 
the Glivenko-Cantelli theorem.  It is monotonically increasing.  Herein we use the logistic distribution, (1), with 
parameters a and n 
than n  
 
A reverse distribution, R, is an order from largest to smallest which conforms to measure theoretic conditions of 
the Glivenko-Cantelli theorem.  It is monotonically decreasing.  Herein we use the logistic distribution, (2), with the 
same values for a and n as the forward 
than n . 
 
F(x)=(1 + ea(n-x))-1  (1) 
R(x)=(1 + ea(x-n))-1  (2) 
 
An imprecise number has partial presence, P(x), at every point x in the real domain.  P(x) has range [0, 1] in the 
real domain.  The complement, Q(x), of partial presence equals 1-P(x). 
 
The verge of an imprecise number is the precise number, n, where F(n) = R(n).  It is the point where the 
dominance of one distribution verges on the dominance of the other.  This is easily seen for imprecise categories but 
the verge of an imprecise number is degenerate in the sense that both forward and reverse distributions are equally 
P(x) < 1 
everywhere except x=n; P(n)=1. 
 
Let N(n,F,R) denote a unique imprecise number with verge at n and forward and reverse distributions of F and R, 
respectively.  Because we construct imprecise numbers from logistic functions, F and R, as defined above while 
holding n and a constant between the two, we can succinctly denote an imprecise (logistic) number by L(n,a).  See 
Figure 1 for the graph of L(3, 1.3) which should illustrate use of the notation sufficiently. 
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Imposition, (3), defines membership values.  In possibility space, imposition uses F and R of the same imprecise 
number.  As we shall see, in category space imposition uses F and R of adjacent imprecise numbers. 
 
I(F,R) = P(F(x)) + Q  (3) 
 = Q(F(x)) + P(R(x))  
 
 
Figure 1: The graph of L(3,1.3) overlaying graphs of F(x) and R(x). 
3. Imprecise Categories 
Given k imprecise numbers we label them, left to right, from 1 to k.  Sequentially deriving imprecise categories 
from adjacent imprecise numbers, we label the categories from 1 to k+1, respectively, such that membership value 
of Category 1, C1, is defined by P(R1).  Cj is defined by I(Fj-1,Rj Ck+1 is defined by P(Fk). 
 
The verge is the point of intersection between forward and reverse distributions.  Hence, imprecise categories 
also eir verge, v.  Left-most and right-most categories have a verge at infinity as if there were an 
adjacent imprecise number at the respective infinity.  Given adjacent imprecise numbers L(n,a) and L(m,b), 
 
v=(an + bm) / (a + b).   (4) 
 
Since k imprecise numbers uniquely determine a k+1 category scheme, we find it descriptive to use C(2, L(n,a)) 
to denote an imprecise 2-category space derived from L(n,a) and, in general, C(k+1, L(n1,a1 L(nk,ak)) to denote 
an imprecise k+1 category space derived from L(nj,aj  
 
 
Figure 2: The graph of C(2,L(2,2),L(5,1)) with semantic labels Small, Medium, and Large. 
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4. Algorithm 
We take the position that once an element x is observed, it must be wholly present, either as F(x), R(x), or their 
complement.  Therefore the total empirical presence of a dataset is simply the count of observations. 
 
The scope of an imprecise number balanced at n is bound by the verges of the categories it contributes to 
forming.  The scope is where the influence of an imprecise number predominates.  In the case of imprecise numbers 
at the extreme left and right, the scope extends to either negative or positive infinity as appropriate.  The empirical 
presence, E, of an imprecise number is the count of observations within its scope. 
 
The sum of the empirical presence of all imprecise numbers must equal the total empirical presence.  In a 
balanced approach the target empirical presence equals the total empirical presence divided by the number of 
imprecise numbers being formed simultaneously from the dataset.  For an imprecise (logarithmic) number, as one 
increases the parameter a, the empirical presence decreases and vice versa.  So we seek to minimize the difference 
between the target, T, and the computed empirical presence, E, by adjusting a.  Simultaneously we attempt to 
minimize the difference between the empirical presence of the forward distribution function and the reverse 
distribution function.  We do this by adjusting n appropriately .  Thus our (batch) 
gradient descent algorithm finds appropriate n and a for each imprecise number.  Update equations (5) and (6) apply 
in the standard way to each of the k imprecise numbers being sought simultaneously for the dataset.  (Note that we 
leave off subscripts j where j k that denote each j imprecise number). 
 
at+1 = at + LearningRate*(E  T)  (5) 
nt+1 = nt + LearningRate*(EForward  EReverse)  (6) 
 
For example, Figure 2 depicts C(2,L(2,2),L(5,1)).  The scope of L(2,2) extends from 3 to negative infinity.  The 
scope of L(5,1) extends from 3 to positive infinity.  Let us assume that the supporting dataset has 1,000 
observations.  Ideally, if we use a balanced approach, 500 observations will be in the scope of L(2,2) and the other 
500 observations will be in the scope of L(5,1).  Moreover, both EForward and EReverse for each imprecise number will 
equal 250.  One may argue that the influence of a refe
count.  This may be true, but we find that heuristically using the scope and empirical presence in this way reduces 
the computational burden and stabilizes convergence without seemingly introducing large error. 
 
The cumulative distribution function is approximated by the weighted sum of all forward distribution functions.  
The weighting is simply the number of observations within scope divided by total observations; equivalently, 
empirical presence of the imprecise number in question divided by total empirical presence.  Because of the direct 
relationship between probability space and possibility space established by the construction method for imprecise 
numbers, this result just falls out as part of the process. 
5. Case Studies 
Das, et al. [6] construct imprecise numbers for stock prices from low and high prices on selected days.  Their 
method meets restrictions in that the highest low price must be less than the lowest high price for a given stock.  So 
they must construct right and left reference functions on adjacent but disjoint finite intervals.  Our work removes 
these non-overlapping interval restrictions. 
 
We construct an empirical cumulative distribution (Cum) for each dataset in accordance with Glivenko-Cantelli 
theorem.  This requires that each observation has a unique real value and is placed in sequential order by value.  To 
achieve this we have preprocessed each dataset by uniformly distributing repetitions over the interval of resolution 
centered on any repeated value.  By avoiding any further preprocessing, we preserve information of scale in the 
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results.  Sum is the weighted sum of all forward distributions.  For all except the rain dataset, the weight, E, of each 
empirical presence is 1.  Err is the square error between Cum and Sum. 
 
As a note, distributing repeated values as we have is particularly inappropriate for the rain dataset because two-
thirds of the observations are zero and negative rainfall does not seem easily justified.  However, since this treatment 
does not affect the value of the dataset for demonstration purposes since our focus is on showing imprecise numbers 
and categories rather than engineering a cumulative distribution from raw data. 
 
The flow dataset (Figures 3 and 4) is 1857 observations of total daily influent flow at a sewage treatment plant in 
Rolla, Missouri.  Values are in millions of gallons to the nearest 1,000 gallons. 
 
The temperature dataset (Figures 5 and 6) is 1857 observations each of daily low and high temperature (3714 
total observations) recorded at the NOAA weather station in Rolla, Missouri.  Values are in degrees to the nearest 
degree.  Notice how nicely a single imprecise number characterizes this dataset. 
 
The rain dataset (Figures 7 and 8) is 1857 observations of daily total precipitation recorded at the Rolla weather 
station.  Values are in inches to the nearest 100th of an inch.  1247 observations are either zero or 0.001 (the code 
This dataset is very difficult to treat unless one first excludes zero values.  We use this dataset to 
illustrate imbalanced apportionment of total empirical presence.  This brings out a deficiency in our notation in that 
we may also need information about the apportionment of total empirical presence to fully define an imprecise 
category scheme.  We leave this for future work. 
 
 
Figure 3: Solution of L(2.7707, 1.7760) for flow dataset. 
 
 
Figure 4:  Solution of C(3, L(2.1143,3.3687),L(3.6066,1.8648)) for flow dataset. 
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Figure 5: Solution of L(56.0941,0.0714) for temperature dataset. 
 
Figure 6:  Solution of C(5,L(28.7,0.180),L(48.2,0.207),L(64.3,0.279),L(82.6,0.182)) for temperature dataset. 
 
Figure 7:  Solution of L(0.0236,30.6) for rain dataset. 
 
Figure 8:  Solution of C(4,L(0.000,89.0),L(0.0674,7.16),L(0.695,1.79)) with E1=2E2=2E3 for rain dataset. 
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6. Questions and Future Work 
1. What other functions are suitable as distribution functions?  Does the logistic function possess properties 
especially pertinent? 
2. What mathematical and philosophical support do we need to justify the imposition operation? 
3. What theoretical support do we need to justify forming imprecise categories as we do? 
4. How should one apportion total empirical presence?  Must this remain an engineering decision? 
5. Since this work derives imprecise numbers and categories from an empirical cumulative distribution while 
obeying the laws of excluded middle and non-contradiction, does it establish a rigorous framework for direct 
relationship between probability and fuzziness?  If so, how might it extend to flow and belief networks? 
6. Does L(n,+ n?  How is C(2, L(n,+
with non-zero presence in C1 is smaller than the smallest element with non-zero presence in C2.  Therefore, do 
the distribution functions of L(n,a) act as increasingly sharp scissors as a  +  
7. Conclusions 
The work of Das, et al., empirically defines a fuzzy number by finding a forward and reverse cumulative 
distribution on two adjacent intervals.  We have extended this work such that the supporting intervals overlap across 
the entire real number line and thereby obviate special restrictions on data sets.  Via self-organizing methods, we 
derive k imprecise numbers that explicitly represent an empirical cumulative distribution and then derive k+1 
imprecise categories from these k imprecise numbers. 
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