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In this paper we define bilinear languages, via cutpoints and bilinear automata, and we 
obtain a necessary condition for a bilinear language to be regular. We also prove that there 
exists a bilinear language which is nonstochastic. 
1. INTRODUCTION 
Bilinear automata are a generalization of linear automata. They are called bilinear 
because they are either linear in state or linear in input, but not both at the same time. 
We have previously defined and investigated finite [lo] and infinite [9] bilinear 
automata. Finite bilinear automata satisfy many of the results for linear automata, 
but they prove to be stronger from the realization point of view; namely, bilinear 
automata realize finite automata, a condition not satisfied by linear automata. Infinite 
bilinear automata realize linear space and stochastic automata. 
In this paper we define bilinear languages via cutpoints and bilinear automata, and 
we obtain a necessary condition for a bilinear language to be regular. We also prove 
that there exists a bilinear language which is nonstochastic. 
2. BASIC DEFINITIONS AND RESULTS 
Let r be a field (not necessarily finite) and let r, be a K-dimensional vector space 
over l7 
In this paper we assume that all the vector spaces are defined over some fixed, but 
otherwise arbitrarily selected, field r. We assume familiarity with the definitions of 
linear automata [l] and vector norm [2]. For the sake of completeness we repeat here 
the definitions of tensor product, bilinear automaton, and realization. 
DEFINITION 2.1. Let x and y be elements of ri and rj , respectively. Define 
* This paper is a revised partial version of Technical Report No. 57, Technion IIT, Department 
of Computer Science, Haifa. 
+ On leave of absence from Tadiran Electronics, Tel-Aviv, Israel. 
414 
0022~0000/78/0173-0414$02.00/0 
Copyright 0 1978 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
BILINEAR AUTOMATA 415 
(rij , 0) is a tensor product for I’, and rj (see Greub [3, p. 12, problem 11). 
The following bilinear automaton definition extends the linear automaton definition 
by means of the tensor product. 
DEFINITION 2.2 [lo]. A b 1 i inear automaton (abbreviated as BA) is an automaton 
M = (Q, Z, d, 6, h) with the following properties. There exist a field r and nonnegative 
integers n, k, and I such that Q = I’,, , Z = I’, , and A = r, . Furthermore, there 
exist an n x nk matrix G and an 1 x nk matrix H such that for each (4, Q) E Q x Z 
qq, u) = Hq @ a, 
X(q, u) = Gq @ a. 
Such a BA M is sometimes denoted by (r, n, k, I, G, H), and we say that iV.7 is over 
the field I’. We use the notation x for h extended to input tapes. 
We now define a “sum” automaton (SA) which is essentially a combination of a linear 
and a bilinear automaton. Although the “sum” automata are realizable by bilinear 
automata [lo], the “sum” automata are a more obvious generalization of linear automata, 
and it is of some interest to show that several properties of the bilinear automata extend 
to the “sum” automata. 
DEFINITION 2.3 [lo]. A “sum automaton” is similar to the bilinear automaton, 
but it includes four additional matrices, A(n x n), B(n x k), C(Z x a), and D(Z x k), 
such that for each (Q, a) E Q x Z, 
a(q, 4 = 4 + Gq 0 a + Ba, 
X(q, a) = Cq + Hq @ a + Da. 
The SA are denoted by (r, n, k, 1, A, B, G, C, D, H). 
DEFINITION 2.4 (Harrison [l]). Let M and M’ be two automata. We say that M’ 
is a realization of M if and only if M is equivalent to an isomorphic image of a sub- 
machine of M’. 
3. CLOSURE PROPERTIES AND LANGUAGES DEFINED BY BILINEAR AUTOMATA 
We introduce bilinear languages via the cutpoint concept, with respect to some norm 
of the output vector. This language definition generates an equivalence relation on 
bilinear automata. 
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DEFINITION 3.1. Let M be a BA with an initial state pO . We define the set of tapes 
(Language) T(M, p), T(M, p) C Z* accepted by the automaton M as 
T(M, 1-4 = lx I x E z*> Wk, > 4) > PI> (3.1) 
where h is some fixed but otherwise arbitrarily selected vector norm, and p is a positive 
number called the cutpoint. 
Remarks. (1) The set T(M, p) depends on the selected norm h. 
(2) The above definition also holds for “sum” and linear automata. 
DEFINITION 3.2. Let Ml and M, be two bilinear automata. For the sake of simplicity 
we assume that both automata are defined over the same field and that they have identical 
state sets and initial states. We say that Ml and M, are weakly equivalent if there exists 
a positive number p such that 
hence 
Wf~ , CL) = W4 2 ~1; (3.2) 
(3.J > 0) w E z*), WGo 3 i, > P 0 4J2(!70 9 4 > I-L- (3.3) 
We now proceed to show that with proper isolation (of cutpoints) and boundedness 
the bilinear language obtained is regular. This is also true for the “sum” and linear 
languages. The above result is an extension of the linear space [5] and stochastic cases 
[7], as the bilinear automata may have an infinite input alphabet which is not allowed 
for linear space and stochastic automata. 
DEFINITION 3.3. We define an equivalence relation --M on Z* by 
DEFINITION 3.4. p is an isolated cutpoint of M if there exists a positive number 6 
such that 
(Vx E z*) 1 k&q, , x) - p 1 > 6. (3.4) 
DEFINITION 3.5. A BA is bounded if there exists a positive number W such that 
(Vx E z*>, (3.5) 
DEFINITION 3.6. For a bounded and minimal BA, SA, or LA, define a vector norm: 
(57 E rn>, P(q) = ;J..$ J&q, -4 - & 4). (3.6) 
This norm is a generalization of the usual “maximal argument value” vector norm to 
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an infinite set. The above definition could be simplified by omitting the term &O, z), 
which is zero for bilinear automata. However, we used the more general definition, 
which has the ,norm properties for bilinear, “sum,” and linear automata. 
LEMMA 3.1. The norm p as defined in Definition 3.6 satisJies all the vector norm con- 
ditions. 
Pvoqf. We first prove the lemma for the bilinear case. 
(I) p(q)=O-q=o. 
(a) Assume 4 = 0. Obviously p(q) = 0. 
(b) Assume q # 0. Since M is minimal, 
(3-4, i(q, z> # &I, 4; (3.7) 
hence p(q) 1 0. 
(2) m Y %h f($ i qa) e dd + &d, ,4, f- qJ = su~z~ h(k + qz > 4 - 
/x(0, z)) = supz&* h(& 7.4 - &O, 4 + A(qz 34 - %O, 4) < supz.,r* h&q, 7%) - 
i(O, 4 1; h&q2 ,4 - @t 4) ,< sup,,zt h&q, ,4 - A(& z)> + supz.r* h(i(qz ,4 -- 
&O> z)) == Pm + P(42)* 
(3) (‘da 6 q, fG4 < I L-d 1 f(q), f(orq) = supzer* h&q, u) - ;\(O, z)) 1 
supxr* +(fi(q, z) - fi(O, 4)) = alp(q). 
In the proofs of (2) and (3) we used the following property of bilinear automata. 
Properties (2) and (3) remain to be proved for the “sum” and linear automata. We 
prove them for the “sum” automaton only, as the linear automaton is its particular 
case, with matrices G and H equal to zero. 
a. Propert? (2). Let M be an SA: M = (I’, n, k, 1, A, G, B, C, D, H). Rewrite the 
output function definition: 
h(q,a) = Cq+Hq@a+ Da; 
then by simple substitution, 
:--Cq,+-Cq,iHq,@a+Hq,@a+Da-Da 
-:Cq,+Hq,@a+Da-Da+C~,fHq,@a 
== Wql , a) - 40, a) + +h , a) - h(O, a). 
The proof now becomes identical to that for the bilinear case. 
(3.8) 
Da - Da 
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b. Property (3). Let M be a “sum” automaton. Use the linearity property of SA. 
h(orq, u) - X(0, u) = CvCq + CuHq @ a + Da - Da = cs(X(q, u) - A(O, u)). (3.9) 
Therefore this property is preserved by the norm 
Pbd = ;fg N&q, 4 - m 4) 
(3.10) 
LEMMA 3.2. Let M be a +oluted BA, SA, or LA. Assume that x1 and x, are my 
two input tapes such that 
Then the following inequality holds. 
PN% > 4 - %o 9 Xl)) 2 2% 
Proof. Since xi and x2 are not equivalent and the cutpoint p is isolated, 
(32 E z*), @(a, , x4) < P - 6 -=z CL < I* + 6 < h(&qo , xi+)), 
or 
(32 E z*), h&o , =A) < I-L - 6 < EL -=z F + S < h&z,, , w)). 
In both cases the following inequality holds. 
I h&o 9 ~4) - h(&qo 9 w))I 2 2. 
Hence, 
= =y hG@(qc, 9 x4 - Go 9 4, 4 - &O, 4) * 
Z.-Z sup @(qo 9 ~2) - &o 3 x+r)), 
ZEE” 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
(3.19) 
In transition from (3.17) to (3.18) we used the following property of the bilinear automata. 
WI1 + 42 > 4 = Ye 9 4 + xq, 3 4 (3.20) 
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From (3.18) to (3.19) we used the norm property 
h(u - b) 3 1 h(u) - h(b)/. (3.21) 
The transition from (3.17) to (3.18) remains to be proved for LA and SA. But clearly, 
for an LA, 
4% + $2 > 4 = 4q2 ,a> + qq, , a) - A(0, a). (3.22) 
For an SA, 
Yq1 + qz 7 4 = C(q, + 4 @ a + H(q, + 42) @ a + Da 
= (Cql + HP, 0 0 + Da) + (Cqz + Hq, 0 a + Da) - Da (3.23) 
= e7, ,a) 4 442 ,a> - wt 4. 
THEOREM 3.3. Let M be a BA, an SA, or an LA with an n-dimensional state space 
and an initial state q,, . Assume M to be p-isolated and bounded; namely, there exist positive 
numbers 6 and W such that 
and 
(3.24) 
(3.25) 
Then the set T(M, t.~) is regular and there exists a $nite automaton, with the number of 
states less than or equal to N, which accepts the set T(M, p), where 
N = (W + IS)~/S~. (3.26) 
Proof. The proof is similar to that given by Inagaki et al. [5] for the case of linear 
space automata. 
Let {xi ,,.., xk} be a set of tapes in which no pair of distinct tapes satisfies the rela- 
tion zM: 
(Vki) (i f j), xi f&f xj * (3.27) 
Denote qi = S(q,, , xi). Th en from Lemma 3.2 it follows that 
(Vi, i) (i # i), (3.28) 
It was the assumption of the theorem that M is bounded: 
(3.29) 
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Define a set of pseudospheres gj with center qj and radius S by 
k?i Ii = l,..., 4 (3.30) 
(3.31) 
It follows from (3.28) that 
qi n Qj = 0. (3.32) 
Define a pseudosphere G with its center at the origin and with radius (IV + 6): 
G = (4 I &) G W + 8. (3.33) 
From (3.29) and the definition of gi we obtain 
(Vi’;), gi C G. (3.34) 
Therefore, 
0 gi C G. 
i=l 
(3.35) 
Hence, , 
\ 
(3.36) 
where it is known [S, Lemma 8.31 that if a pseudosphere of unit radius in an n-dimensional 
space has volume a, then the volume of a pseudosphere with radius b’(in the same space) 
will be arm. 
Rearranging the last inequality (3.36), we obtain 
k < (W + qnp. (3.37) 
We now prove that bilinear languages are closed under union. The first two lemmas 
allow us to use any vector norm for language definition. 
LEMMA 3.4. Let M be a BA and denote the language defined by M as T(M, p). Let 
B be any positive number (0 > 0). Then there exists a BA M’ such that 
T(M, p) = T(M’, e). (3.38) 
Proof. Denote p = a& Obviously a > 0. Define the MA B’: 
M’ = (I’, n, j, 1, G, H’ = aH). (3.39) 
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Denote x = ~,,a, ... at-rat ; x E Z*. Then it follows that 
LEMMA 3.5 (Lancaster [2, p. 2041). Let HI(u) und Ei,(u) be any two wector norms 
ewuluuted at a (a E I’,). Then there exist positive numbers Y, and r, depending only on the 
choice of norms, such that 
rl < h,(W&) G r2 . (3.41) 
THEOREM 3.5. Given two bilinear automata Ml and M2 . Assume that k, -=c k, . 
Denote the language defined by Ml and M, (f or some CL) us T(M, , t.~) and T(M, , p). 
Then there exists a BA MS such that 
TV& > I-C) = TO% 3 cl) u TW, > d (3.42) 
Proof. We use the notation TM instead of T(M, p). 
or 
Define the BA MS as the direct sum of Ml and M2 (we assume that the definition of 
“direct sum” is known (see, for example, Paz [7j): 
where 
MS = K n1 + n2 ,A1 + k2 ,4 + l2 , G , f&), 
Gsj = Glj @ G2j ; j = I,..., kl ) 
= G2j ; j = k, + l,..., k, , 
(3.45) 
(3.46) 
and 
Hsj = Hlj 0 H23 ; j = l,..., kl , 
= H2j ; j = k, + l,..., k, . 
(3.47) 
Using Lemmas 3.4 and 3.5, we can replace any given vector norm h by a particular 
vector norm h’ defined by 
h’(u) = rnzx j a, I, (3.48) 
obtaining a new cutpoint CL’ so that the appropriate language remains unchanged: 
h’&(qo ,x> = h’(&(qo , 4 0 i2(qo ,4) = m=G’(&(qo , 4, W12(q0 , 4. (3.49) 
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m&l 9 4) > P’ + m~xVGI(c70 ,x1, WU70 , $1 > P’. (3.50) 
Changing h’, t~’ back to h, t.~ we obtain 
DEFINITION 3.7 (Paz [7]). Let f be a function defined by a probabilistic automaton: 
f: z* -+ (0, 1). 
Then set T(f, p): 
T(f, p) = {x I x E z*,f (4 > 49 (3.52) 
where 0 < p < 1 is called a probabilistic cutpoint event (PCE). We now show that 
there exists a language which is not representable as PCE and which is bilinearly 
representable. 
LEMMA 3.6. Given two PCE’s MI and M,: 
MI = Vf, 3 4; M, = T(f, 9 CL). 
Then there exists a BA M3 such that 
TWs , cl) = T(f, 9 CL) ” T(fs 9 CL)- (3.53) 
Proof. Immediate generalization of Corollary 2.3.3 in [9] and Theorem 3.5. 
LEMMA 3.7 (Lapinsh [8]). The probabilistic cutpoint events are not closed under union 
and intersection. 
THEOREM 3.8. There exists a language which is not PCE and which is bilinearly 
repesentable. 
Proof. From the last lemma it follows that there exists a language which is a union 
of two PCE’s which is not PCE. However, by Lemma 3.6, this language is bilinearly 
representable. 
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