A major challenge for speech emotion recognition is that when the training and deployment conditions do not use the same speech corpus, the recognition rates will obviously drop. Transfer learning, which has successfully addressed the cross-domain classification or recognition problem, is presented for cross-corpus speech emotion recognition. First, by using the maximum mean discrepancy embedding (MMDE) optimization and dimension reduction algorithms, two close low-dimensional feature spaces are obtained for source and target speech corpora, respectively. Then, a classifier function is trained using the learned low-dimensional features in the labeled source corpus, and directly applied to the unlabeled target corpus for emotion label recognition. Experimental results demonstrate that the transfer learning method can significantly outperform the traditional automatic recognition technique for cross-corpus speech emotion recognition.
Introduction
Speech emotion recognition is an important research topic in the areas of speech signal processing. Unlike speech or speaker recognition, which considers the emotions as irrelevant noises, emotion recognition aims at recognizing the emotions of speech regardless of speaker identity or verbal content. It plays an important role in many applications, and has been successfully deployed in call center applications and mobile communications, etc.
Over the past few decades, many kinds of approaches have been presented for the task of speech emotion recognition, such as hidden Markov model (HMM), Gaussian mixture model (GMM), artificial neural network (ANN), support vector machine (SVM) and some combination methods [1] . Among these methods, the SVM is the most popular approach, and it is chosen as the classifier in this letter.
The above mentioned methods are proposed mainly for the single corpus based emotion classification, without considering the linguistic differences between speakers, and they can obtain satisfactory results to some extent. However, when training and testing corpora are different, the recognition rates will decrease significantly [2] . Meanwhile, transfer learning has successfully solved many crossdomain pattern classification and recognition problems [3] . This is our motivation for introducing the transfer learning for cross-corpus speech emotion recognition. This letter is organized as follows. In Sect. 2, the transfer learning based speech emotion recognition method is proposed. In Sect. 3, the experimental results and discussions are presented. Finally, the conclusions are drawn in Sect. 4.
Transfer Learning Based Speech Emotion Recognition
A novel transfer learning based speech emotion recognition scheme is presented, and an efficient transfer learning approach via dimension reduction [4] is adopted. The interest in using transfer learning lies in that it can efficiently address the cross-domain problem. The key idea is that, although the distributions of features between labeled source and unlabeled target corpora are different, there exists some common or close latent feature space among them, and this latent feature space is utilized to learn the classifier for the unlabeled target corpus. Figure 1 illustrates the flowchart of the proposed approach. First, the high-dimensional feature sets are extracted from the labeled source and unlabeled target corpora, respectively. Then, two close latent low-dimensional feature spaces are learned by the optimization and dimension reduction algorithms, and a SVM classifier is learned by using the low-dimensional features and labels of the source corpus. Finally, the classifier is directly applied to the target corpus to predict the unknown labels.
Let . . , y t N } be the corresponding labels, the close latent low-dimensional feature spaces will be learned for both corpora. Let ψ be the projection mapping function to the lower-dimensional feature space, and the projected data of source and target corpora, X s and X t , will be obtained as X s = ψ(X s ) and X t = ψ(X t ), respectively. Assume φ be the mapping function to the reproducing kernel Hilbert space (RKHS), the maximum mean discrepancy (MMD) algorithm is employed to describe the distance of the projected data, and the empirical estimate of MMD D X s , X t is written as follows
Where H represents a universal RKHS. By employing the maximum mean discrepancy embedding (MMDE) algorithm [4] , the D X s , X t can be further written as
Where tr is the trace, K = K ss K st K ts K tt is a composite kernel, and L = {l i j } is given as
The embedding problem will be solved as the following formulation:
Where (x i , x j ) ∈ N means that x i and x j are the nearest neighbors, I is the identity matrix, and I and 0 are the vectors of ones and zeros, respectively. It can be solved by the standard semidefinite problem (SDP) [5] . After the kernel matrix K is obtained, the dimension reduction algorithms are applied to obtain the low-dimensional features X s and X t , respectively. In the training corpus, given the low-dimensional features x s and corresponding labels y s , by employing the traditional SVM algorithm, a classification function f (x s ) will be learned. Then, the function is directly applied to the target corpus to predict the labels y t = f (x t ). Finally, x t , f (x t ) will be used to predict the unknown labels for the new data enrolling in the target corpus.
Experiments

Experimental Setup
The Berlin dataset (EMO-DB) [6] is used as the source training corpus, and 5 basic emotions (anger, fear, happiness, neutral and sadness) totally with 377 utterances are chosen for training. Another Chinese emotional dataset with the 5 emotions is collected as the target testing corpus, 6 Chinese speakers (3 male and 3 female) are employed to utter each sentence with stimulated emotion states, totally resulting in 500 utterances. To avoid the over-fitting problem, 5 independent tests are conducted repeatedly. In each test, 70% of the source corpus is randomly used for training, while 70% of the target corpus is randomly chosen for testing.
To perform the speech emotion recognition, the following 26 kinds of features are extracted by the openSMILE Toolkit [7] , i.e., 12 Mel cepstral coefficients (MFCCs), 8 line spectral pairs (LSFs), intense, loudness, zero-cross rate (ZCR), probability of voicing, F0, and F0 envelopes. Finally, in total 988 features, including 19 statistical functions of these features and their first order delta coefficients, are used for the experiments.
Three kinds of methods are compared, one is the automatic recognition method (Automatic), in which the SVM function learned from the source corpus is directly applied to the unlabeled target data, another is the baseline method (Baseline), in which a SVM based recognition is conducted on the labeled target data, and the other is the proposed transfer learning method, which is conducted on the labeled source and unlabeled target corpora. Two kinds of dimension reduction methods, principal component analysis (PCA) (Proposed1) and local preserving projections (LPP) [8] (Proposed2) are employed for the proposed method, respectively. The Gaussian kernel is selected, and the dimensions of the low-dimensional acoustic features are optimized as 80. Table 1 shows the overall recognition rates (i.e., the average recognition rates for the 5 emotions in the experiments). It can be easily found that, for each independent test, our proposed method can effectively and significantly improve the recognition rates compared to the Automatic method. It can be also seen that the LPP dimension reduction method can obtain slightly higher recognition rates than the PCA method to some extent. Taking the overall recognition rates into account, it can be stated that our proposed scheme is efficient for the cross-corpus speech emotion recognition. Figure 2 summarizes the average confusion matrix of the recognition results using the Proposed2 method. As can be seen from the figure, the neutral achieves the best recognition rate with about 0.65. Meanwhile, the fear and happi- ness obtain the lowest recognition rates, and are more easily confused with other emotions. This result is consistent with the experimental results conducted on single corpus [9] . It can be also observed that the fear and sadness obtain the highest confused value with about 0.21, this might be attributed to the fact that the valence levels of these two emotions are similar [10] .
Results and Analysis
Conclusion
In this letter, we have presented a novel speech emotion recognition approach based on transfer learning. For the labeled source and unlabeled target corpora, two close lowdimensional feature spaces are learned by using the MMDE optimization and dimension reduction algorithms, and a SVM classier function is trained by using the learned lowdimensional features and labels in the source corpus, and then the classier function is applied to predict the unknown emotion labels in the target corpus. The experimental results demonstrate that compared to the automatic recognition approach, the proposed method can significantly improve the recognition rates.
