Abstract -Convolutional Neural Networks (CNNs) are becoming a fundamental tool for machine learning. High performance and energy efficiency are of great importance for deployments of CNNs in many embedded applications. Energy consumption during CNN processing is dominated by memory access and since large networks do not fit on on-chip storage, they require expensive DRAM access. This paper introduces an universal Output Stream Manager (OSM) which can be used to compress and format data coming from a CNN accelerator and reduce external memory access. The OSM exploits the sparsity of data and implements two ZeroRun Length encoding algorithms and can be easily reconfigured to optimize usage for different CNN layers.
I. INTRODUCTION
n recent years, convolutional neural networks (CNNs) have become the dominant neural-network architecture for solving problems in various domains including image recognition, speech processing and natural language processing.
However, the inference phase in CNNs presents significant computational and memory challenges, especially with the use of deeper neural networks and larger inputs. The inference phase typically requires several billion multiply accumulate operations (MAC) per image. Furthermore, CNNs have a large number of network parameters and during layer processing, CNN uses the input feature map which is the output of the previous CNN layer or the input image, and produces an output feature map. Storage space for both the network parameters and the feature map data movement can become large, which makes it difficult to deploy CNNs in various embedded applications where the size of the memory is of high concern. For example, for VGG-16 CNN [1] , which has more than 138 million network parameters, approximately 276 MB of storage space is needed if 16-bit number representation is used.
This work is partially supported by the following grant: "Innovative electronic components and systems based on inorganic and organic technologies embedded in consumer goods and products", pr. num. Furthermore, even though sizes of input and output feature maps depend on the sizes of CNN layers, largest input feature and output feature maps in case of the VGG-16 are both more than 6 MB large. Compared to the size of the memory required to store VGG-16 parameters, size of the required feature map memory is only 2% of the required parameter memory size. However, since VGG-16 CNN is composed of 16 different layers, required feature map data movement to process one input image reaches 60 MB [2] .
The other issue is energy consumption. Running large neural networks requires a lot of memory bandwidth to fetch the weights and a lot of computation to do dot products which consumes considerable energy. Since the majority of embedded systems are battery constrained, deploying CNNs is proving to be a big challenge in these applications. Energy consumption is dominated by memory access. Under 45nm CMOS technology, a 32 bit floating point add consumes 0.9pJ, a 32bit SRAM cache access takes 5pJ, while a 32bit DRAM memory access takes 640pJ, which is 3 orders of magnitude of an add operation, as shown in [3] . Large networks do not fit in onchip storage and hence require the more costly DRAM accesses. For example, running the AlexNet CNN [4] , one of the smaller CNNs with 800 million network connections, at 30 frames per second, would require (30Hz)(0.8G)(640pJ) = 15.36 W just for making necessary DRAM accesses.
For the above mentioned resons, multi-core CPUs and GPUs are becoming inadequate for this computation in embedded systems. Due to this, many FPGA based accelerators are beeing developed to improve the performance and energy efficiency of CNNs [2] , [5] - [10] .
To further improve energy efficiency, data statistics of CNN can be explored to reduce DRAM accesses using feature map compression, which is the most energy consuming data movement per access in every CNN accelerator. Since many layers use the rectified linear unit (ReLU) as the non-linear operation, all negative-valued results become zero. The resulting feature maps are often sparse. While the number of zeros in the feature maps depends on the input data to the CNN, it tends to increase with deep layers. For example in VGG-16, almost 48% of the input feature map values of CONV1_2 layer are zeros on average, and it goes up to around 88% at CONV5_3 layer. In AlexNet, almost 40% of input feature map values of CONV2 are zeros on average, and it goes up to around 75% at CONV5 [6] . This property can be used to decrease DRAM access by using a compressed encoding for zero In this paper, we introduce an universal Output Stream Manager (OSM) which can be used to accept output feature map data from the CNN accelerator, further process it, format and stream the processed output feature map data to the external DRAM memory using standardized AXI Full protocol. The implemented IP supports two ZRL algorithms as well as various modes of operation enabling quick reconfiguration for different CNN layers. The core was implemented using SystemVerilog hardware description and verification language and it is technology independent. Data processing performance of IP core is tested using field programmable gate array (FPGA) implementation of the core.
The implemented core is universal and can be easily used with any CNN accelerator, for example [2] . In addition to the OSM, an Input Stream Manager should be used to decompress the compressed data, coming from the external DRAM, and route it to the accelerator.
The rest of the paper is organized as follows: Section 2 gives an overview of the implemented compression algorithms as well as their comparison and performance in different CNN layers. Section 3 contains description of the implementation, while the utilizaton and performance results are given in Section 4. The conclusion is given in Section 5.
II. COMPRESSION ALGORITHMS
The OSM supports two variants of the ZRL compression algorithm. The two algorithms compress runs of zeros, but use different data formats to store the compressed data. Both are based on two elements: non-zero values (NZV) and the encoding map. This map can either be a non-zero index value (NZIV) or zero-interval (ZI).
The NZV vector is of variable length and holds all the non-zero values from the input data. The NZIV or ZI vectors hold information about the positions of the nonzero values in the uncompressed data stream and are used to reconstruct the input data. The algorithms sequentially produce two vectors: NZV followed by NZIV or ZI. The compression schemes are illustrated in the following subsections.
A. Non-zero index values
The NZIV vector is based on using Nw-bit bit-vectors where each bit position indicates the presence, or absence, of a non-zero value in the uncompressed data stream. Each location set to 1 is an indication that there is a non-zero valued symbol at that location in the input data stream. In other words:
The algorithm operation is illustrated in Figure 1 . 
B. Zero interval
The ZI vector, on the other hand, is based on encoding relative positions of non-zero values, using Np-bit words. It has the same number of elements as the NZV vector. Each non-zero value has a corresponding zero-interval value.
The ZI values are determined by the number of zero values seen before the non-zero one ie. it counts the distance between the two non-zero values.
An illustration is given in Figure 2 .
Fig. 2. Illustration of the ZRL ZI algorithm

C. Criteria for choosing an algorithm
The two implemented algorithms offer different compressed data overheads, depending on the compression ratio of the input data stream. In case when compression ratio is small, NZIV offers a better solution, while ZI is superior in case when compression ratio is high. Crosspoint between using these two algorithms depends on the actual values for Np (size of the ZI word) and Sparsity (SP), where the Sparsity is defined as the ratio between the uncompressed data block size, N, and the number of nonzero values in uncompressed data block, Nnz, SP = N/Nnz. However, if the Sparsity is close to 1 the overhead will be to big and in these cases using compression gives no advantage. This also depends on the actual number of points in the uncompressed data stream, Nt. The criteria for choosing an algorithm is as follows:
For example, if we use Np = 8 bits to encode the relative position of the next non-zero value in the input data stream, then the cross-point between using two algorithms equals to sparsity value of 8, meaning that using NZIV gives a better end results until the compressed data stream size is larger than the 12.5% of the uncompressed data stream size.
Sparsity of feature maps in convolutional and pooling layers are usually smaller than 8 [10] , and in these layers NZIV algorithm should be used. In the case of fullyconnected layers, SPs are usually bigger than 8, meaning the ZI algorithm should be used to encode compressed data. the output feature map. Since these parts can be non uniform in length, a lot of storage space can be wasted by always padding the location to some predefined maximum value. The padding can be ommited if we store the length of each part so the NZV values in the next cycle can be stored starting from the previous location and thus saving space. In these cases, the Number of Non-Zero Values (NNZV) is stored and the next address is generated using this information.
Fig. 3. OSM block diagram
Block diagram of the developed architecture is shown in Figure 3 . There are four AXI4-Full interfaces -two master interfaces which are used for memory access, one for NZV and NZIV/ZI vectors and another for NNZV storage, and two slave interfaces which are used for input data and configuration. Apart from these AXI interfaces, all other interfaces are a generic Data Transfer Interface (DTI) [12] . All internal modules use this interface. DTI interface is a point-to-point interface between two modules -a master and a slave. It constists of four signals: "data" (data bus for transferring data from master to slave, whose width can be chosen arbitrarily), "valid" (a control signal generated by the master to indicate that it has placed some data on the data bus for the slave to read), "ready" (a control signal generated by the slave to acknowledge that it is ready to accept potential data sent by the master), and "eot" (end of transaction; control signal, generated by the master, to indicate that the current data transfer transaction is complete). Using this interface simlifies module connections and communications by enabling easy flow control synchronization via its handshake protocol.
The Data Compression module of the OSM is presented if Figure 4 . It can be configured to use either the NZIV or the ZI compression scheme or no compression. Zero Compare block analyses the input data. It outputs only non-zero values and gives a one bit indication wheter the data was zero or not. That indication is then used in the NZIV and ZI code blocks where the code word is generated. FIFO is used to buffer the data while the NZV vector is being sent. The length counter counts the number of NZV points which is needed for NNZV generation. Finally, a Round Robin block is used to send the NZV vector and NZIV/ZI vectors in turn.
In parallel with the data, address is also generated in the address calculation module shown in Figure 5 . The input configuration consists of: the NZV base address and the NZIV/ZI base address which represent the offset used for generating addresses, the size of the sector which is the size of the assigned memory, the number of sectors or how many addresses need to be generated and wheter or not to use NNZV. The generated NNZV is the sum of the input NNZV and the current NZV count. The NNZV values are always read and written in order, so a simple counter can be used for generating the commands. As for the address generator block, it is used to generate the NZV and NZIV/ZI addresses in turn. The addresses are generated by the following pseudocode (NNZV is used only when the corresponding configuration bit is set): IV. EXPERIMENTS Implementation of developed IP core was done using Xilinx's Vivado tool with default settings, which means balanced performance and area utilization. Target FPGA device for the implementation was Zynq-7020. The most interesting implementation results, regarding used hardware resources, are presented in Table I . The measurements were done using a 16-bit number representation and 64-bit AXI interface.
Test system for implemented IP core is shown in Figure  6 . System is based on ARM Cortex-A9 processor, present in the Zynq-7020 FPGA.
repeat (section number) nzv address = cnt + NZV base (+NNZV) nziv/zi address = cnt + NZIV/ZI base cnt += section size OSM performance is analysed on two publicily available and well-known CNNs: AlexNet and VGG-16. The Compression Ratio is defined as the ratio between the uncompressed size and compressed size. The compressed size includes both the NZV size and the NZIV/ZI overhead. Based on the analysis shown in Section 2, we found the optimal compression algorithm for different CNN layers and calculated the DRAM access reduction using Np=8. The results for AlexNet are shown in Table II,  while Table III shows the results for VGG-16. The DRAM access reduction can go up to 82% in some layers. V. CONCLUSION In this paper we presented a hardware implementation of the Output Stream Manager which can be added to any CNN accelerator core in order to compress the output data and minimize memory access.
ZRL compression compresses only the runs of zeros within the feature maps. Future improvements of the core could further reduce the size of feature maps, by using a more elaborate compression algorithms, like the Huffman encoding.
