In this paper we present details on a formulation and numerical solution of the equations of time-dependent magnetized convection. The ADISM (alternating direction implicit on staggered mesh) method of Chan & Wolff is used to solve these equations in two spatial dimensions. Our motivation stems from the need to understand the interaction between highly stratified compressible convection and magnetic fields under solar and stellar conditions. A strong challenge for theoretical models of both small-and large-scale magnetic fields in stars is provided by high-resolution observations of the solar surface and long-term photometric and spectroscopic observations of stars.
INTRODUCTION
Interpreting the observations of most detailed phenomena on the solar surface, from the material and energy flow around a pore to the origin of the sunspot cycle, requires an understanding of the interaction between convective compressible flows and magnetic fields. This paper discusses the implementation of a numerical solution method for the equations of fully compressible magnetohydrydynamics in a highly stratified medium. Besides the purely diagnostic value of the results for solar surface features, they also allow the description of convection in stars whose magnetic fields are sufficiently strong to affect the dynamics of the flow.
Even though average magnetic fields on the Sun are weak (background fields or intranetwork fields, of the order of 2-10 G), at most 10% of the field is intrinsically weak (Stenflo 1989) . There are however, many regions (e.g., sunspots, active regions, etc.) of intense magnetic fields, 1000-3000 G, distributed over most of the Sun but with a small area filling factor.
In past theoretical studies it has been customary to investigate the influence of weak and strong mean magnetic fields on convective motions as separate phenomena. In recent years, however, as a consequence of high-resolution observations and advances in theoretical models, it appears that the intermediate field strength regime may be essential in understanding the details of the convection-magnetic field interaction on the solar surface.
The most commonly observed surface feature, solar granulation, is observed to be unaffected by small-scale mean magnetic fields of 2-10 G in the quiet Sun (Livingston 1968; Stenflo 1976; Ramsey, Schoolman, & Title 1977; Muller 1983 Muller , 1989 Macris et al. 1989) . Granules also concentrate the fields at their lanes and corners (Title, Tarbell, & Topka 1987; Title et al. 1989) . Granules are observable up to the edge of active regions (large magnetic field), and even around and within sunspot umbrae (Collados et al. 1986; Title et al. 1987; Schmidt, Grossmann-Doerth, & Schröter 1988; Macris et al. 1989; Title et al. 1989 ), although they tend to have extended lifetimes (Darvann & Kusoffsky 1989) and elongated (abnormal) sizes (Title et al. 1987; Title et al. 1989) .
At the supergranular scale, the "network" magnetic fields studied extensively by Zirin and collaborators (Martin 1988; Wang 1988a, b; Wang & Zirin 1988) , clearly demonstrate correlations with the chromospheric network and the concentration of strong magnetic fields at supergranular boundaries (network bright points).
In the presence of strong magnetic fields (active regions) many complex and diverse features are observed (Moore 1981a, b) , and it is likely that convective processes play some role in the general behavior of these features. Many of the periodic phenomena in active regions are driven from within sunspots by velocity oscillations in the umbral photosphere. The photospheric oscillations are probably excited by subphotospheric oscillatory convection in the sunspot umbra. In addition, aperiodic phenomena in sunspots include umbral dots, penumbral grains, and umbral granulation.
We will not specifically address detailed observations in this paper, since we are primarily interested in qualitative properties of the interactions. However, certain observations are to be kept in mind, for example, the appearance of abnormal granulation near sunspots, which is typical of the qualitative features we examine in this paper.
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In § 2 we briefly discuss some previous work on magnetoconvection. In § 3 the relevant equations and theory of the numerical models are presented, and the method of solution is discussed. In § 4 the constraints on the problem are discussed. In § 5 the results of a number of two-dimensional test cases are presented. Finally, in § 6 we present some conclusions for this work and discuss some important aspects of modeling magnetic convection along with the implications for solar and stellar applications.
PREVIOUS RELATED WORK ON CONVECTION WITH MAGNETIC FIELDS
Although the equations governing the interaction of convection and magnetic fields, the so-called equations of magnetohydrodynamics (MHD) with accompanying constitutive equations, have been known for some time, an understanding of them, even under relatively simple laboratory conditions (including idealized boundary conditions, geometries, and symmetries), is far from complete. In this section we will give a brief summary of work related to numerical simulations of MHD, mainly related to astrophysical regimes.
Convective Instability
Early work investigated the influence of magnetic fields upon the onset of convective instability (Chandrasekhar 1961; Danielson 1961 Danielson , 1963 Danielson , 1964 Saito & Kato 1968) , particularly in the solar context. Their aim was to determine under what solar conditions (quiet Sun, plages, active regions, sunspots, etc.) various forms of instability could occur. That is, when do magnetic fields stabilize or inhibit convective flows, when are they unaffected by the flows, and when can they produce overstable oscillations? Despite the large number of assumptions required to solve these problems, e.g., incompressibility, uniform or zero transport coefficients, and so on, the results helped to develop an initial understanding of magnetoconvection in the solar context.
In recent years more realistic linear stability analyses, including the effects of stratification and compressibility (e.g., Fox 1985) have indicated that granular scale convection is not influenced by background magnetic fields (up to 50 G) but is inhibited by larger fields (above 200 G; see also Cattaneo 1984) . One of the problems with linear studies is that most of the motions in the solar convection zone are too far from marginal stability to yield any reliable conclusions about even the simplest features, such as preferred cell sizes for convection (Fox 1985) . These features must be studied using nonlinear calculations, where the convective flow and its interaction with external influences (e.g., magnetic fields) is fully developed. Such calculations will be presented in this paper.
Some recent developments in the theory of stellar turbulence (Canuto & Mazzitelli 1991) may generate renewed interest in calculations of linear growth rates for magnetized convection. In these studies, the growth rate is used to characterize the spectrum of stellar turbulence and is consequently used in formulations for mean transport quantities, such as the heat flux.
Magnetostatics and Magnetoacoustics
Many of the features in the upper solar atmosphere, i.e., those not directly influenced by convection, can be modeled by a reduced set of equations (see Priest 1982 for details) . A great deal of effort has been directed to this area, yielding many important results. Two of the most investigated phenomena, the existence of MHD waves (of many varieties) and certain magnetic field instabilities, are likely to have analogies in the solar convective envelope, although their importance in forming solar surface features or contributing to the energycarrying scales is yet to be determined. The transport of energy by oscillatory convection has long been argued to be a contributing factor in the energy balance of sunspots. In addition, recent work on the interaction between convection and oscillations using numerical simulations (Chan & Sofia 1987; Stein, Nordlund, & Kuhn 1989; Stein & Nordlund 1991) indicates a rich variety of frequencies being excited by the convective flow.
One large uncertainy in constructing models of the solar atmosphere is in the conditions at the solar surface (i.e., the region where the surrounding flow is important). Often, these models are very sensitive to crude simplifying assumptions about the surface magnetic features (for example, the generation of waves at sunspot footpoints and the influence of the convective motions). Thus, one of the goals of our detailed models is to provide improvements in the understanding of all aspects of surface magnetic fields and their evolution in this region. Specifically, this should provide details on wave generation and propagation (for atmospheric heating) and magnetic field distributions and structures (for coronal arcade and perhaps flare modeling).
Kinematic Effects
When the magnetic field strength is small, such that the magnetic pressure is much less than the surrounding gas pressure, elements of magnetic field (often referred to as flux tubes) are dominated by the convective flows, and their evolution may be followed passively. This so-called kinematic approach has been used in a number of studies (for example, Weiss 1966; Galloway & Weiss 1981; Galloway & Proctor 1983 ) and produced some of the first important results, including concentration of magnetic flux at downflow regions, magnetic flux expulsion, and magnetic reconnection. A small, initially uniform magnetic field is manipulated by convective motions to be expelled from the central regions of the cell and to concentrate it at the boundaries. For the weak fields (initially of order 1-5 G in the solar case) the concentration of flux is limited by magnetic diffusion. Since this quantity is of considerable uncertainty in the solar convection zone, it bears more detailed attention (both here and in subsequent papers).
In the solar context, the effects of magnetic fields (via the Lorentz force) are usually not negligible, and the kinematic formulation is no longer useful (see the discussion in Nordlund 1986) . Another deficiency of the kinematic treatment is that the effects of stratification and compressibility do not appear explicitly in the magnetic induction equation. Unless the velocity field is calculated incorporating these effects, the resulting magnetic fields bear little resemblance to the solar case.
Dynamical Effects
The next stage in modeling magnetic fields is to allow for dynamical evolution, i.e., the combined interaction with the flow. It is still possible in this case to apply some simplifications to the complete MHD equations, for example, the Boussinesq approximation. Even under these approximations, there is a rich array of complexity (Van der Borght, Murphy, & Spiegel 1972; Meyer et al. 1974; Galloway, Proctor, & Weiss 1978; Gallow & Moore 1979; Meyer et al. 1979; Spiegel & Weiss 1980; Galloway & Weiss 1981; Arter, Proctor, & Gallo-way 1982; Proctor & Weiss 1982; Arter 1983a, b; Galloway & Proctor 1983; Gilman 1983; Forbes & Priest 1984; Knobloch & Weiss 1984; Arter 1985; Rudraiah, Kumudini, & Unno 1985a, b; Knobloch 1986; Nagata, Proctor, & Weiss 1990 ). Many of the approximations used in previous studies, e.g., the absence of compressibility, were recognized not to be valid in the solar case even by most of the authors. As the development of hydrodynamic models of solar convection progressed, it became clear that the effects of compressibility (with or without the anelastic approximation) are an essential component for modeling solar convection (Van der Borght & Fox 1983; Nordlund 1985; Fox 1985; Van der Borght & Fox 1985; Nordlund 1986 ).
Magnetic fields have varying effects depending on the spatial scales of convection they interact with, from granular scales to the solar dynamo. It is not possible to encompass all of the important features in one simulation with present computational capabilities. It is also unlikely that doing so will increase the understanding of the details of the interaction we seek (see Schüssler 1986) . As a consequence, the role of numerical solution of the equations becomes one of numerical experimentation to identify the most significant features, using the Sun as a laboratory control. Such is the spirit of more recent simulations (including this paper; see Nordlund 1986; Hurlburt & Toomre 1988; GrossmannDoerth et al. 1989; Weiss 1989) . The simulations are difficult and produce vast amounts of information. To make adequate comparisons with observations, similar reduction techniques must be applied.
Although the present paper deals with convection in stars, the equations we solve are prevalent through many fields of research. In particular, the operating regimes of plasma devices are similar to those of the Sun. Among the many numerical simulations in this field, some have focused on the method of solution that we use in this paper-the alternating direction implicit (ADI) method (see Schnack & Killeen 1980; Finan & Killeen 1981) .
Dynamo Magnetic Fields
One problem of special significance is the solar dynamo, which represents perhaps the most demanding astrophysical application of the MHD equations. Several reviews are available on the details of this subject, which is beyond the immediate scope of this section (Cowling 1981; Stix 1981) . Unfortunately, existing dynamic models (e.g., Gilman & Miller 1981; Gilman 1983; Glatzmaier 1985a, b) of the solar dynamo (as distinct from kinematic models, which lack predictive capabilities) do not give a satisfactory explanation of even the simplest solar cycle features. There are a number of possible reasons for this, including relaxation of the numerical simulation (see Chan & Serizawa 1991) , boundary conditions, effects of transport coefficients, particularly magnetic resistivity, and the importance of the outer layers of the solar convection zone, where much of the evolution of surface features is generated.
With present computer resources it is not possible to perform a detailed calculation of the solar dynamo, taking into account all the time and spatial scales necessary and our present knowledge of the interactions of convection and magnetic fields, let alone the above-mentioned uncertainties. Using the methodology mentioned in the previous section, i.e., experimentation, we can make progress on this problem by developing suitable approximations, which are guided by our understanding of detailed simulations of individual phenomena in the Sun. In addition, we can test more global simulations using other stars with " dynamo-like " cyclic activity.
Two examples of components of the solar dynamo that can be studied observationally are the interaction between largeand small-scale magnetic fields and the decay of large-scale fields. These components can also be studied with numerical models currently under development and will allow us to gauge the effectiveness of this approach.
EQUATIONS AND METHOD

Equations
In a rotating frame of reference, the equations representing stratified compressible magnetohydrodynamical flow in three dimensions are written
together with the following constitutive relations that close the system :
T = T{p, e, p),
where p is the density, M is the mass flux vector (p V), e is the total energy density, A is the magnetic vector potential, e is the internal energy, p is the gas pressure, T is the temperature, Ji is the mean molecular weight representing the chemical composition, / represents the diffusive heat flux, Í2 is the angular frequency of the reference frame, g is the gravitational acceleration, B is the magnetic field, / is the electric current, E is the electric field, O is the scalar potential or gauge field, is the viscous stress tensor, H B is the magnetic stress tensor, s is the usual rate-of-strain tensor, p is the dynamic viscosity, q is the magnetic resistivity, and t represents time. The bulk viscosity X in equation (11) is taken to be -2/3//. To account for the effects of turbulence, the dynamic viscosity is composed of a sub-grid-scale (SGS) term (Smagorinsky 1963; Deardorff 1971) , with Deardorff coefficient c ß and a constant value p 0 No. 2, 1991 COMPRESSIBLE MAGNETIC CONVECTION 863 that may apply to laminar flow. In this paper is chosen to be much smaller than the SGS term. Traditionally, in simulations of MHD, the resistivity r\ is taken to be inversely proportional to the electric conductivity (Spitzer 1962) . When turbulence is known to be important, the resistivity is much larger (see the discussion in Priest 1982) . We chose to formulate the resistivity along the same lines as the viscosity, with a SGS term (r¡ SGS ) and a constant value (rj 0 ). The derivation of the form of the SGS resistivity, which is a new concept, and its implementation are discussed in Theobald & Fox (1991) . For the present, we use only the constant value ri 0 . Variables are scaled using combinations of a length scale (usually vertical) / and the density (p t \ pressure (p t ), and temperature (T t ) at the top of the layer; i.e., the velocity is scaled to (Pt/Pt) 112 , the magnetic field (in cgs units) is scaled to (47rp i ) 1/2 , energies (internal, kinetic, magnetic, etc.) are scaled to p t , etc.
Equation (1) and the nonmagnetic parts of equations (2) and (3) are discussed in considerable detail in Chan & Sofia (1986) and Chan & Wolff (1982) . The magnetic stress tensor used in equation (2) and defined in equation (12) is simply J x B written in conservative form. Equation (4) is the induction equation, written in terms of the vector potential A. The advantage of using A is an automatic guarantee of V • AE = 0, at the cost both of introducing a gauge potential Q> and of having to represent boundary conditions in terms of A instead ofB.
Equation (3) is derived by combining an equation for internal energy e, equations (1) and (2), and the Poynting equation for magnetic energy. Total energy e is an important quantity for checking the conservative properties of the numerical scheme, so we choose to evolve e and derive the internal energy from equation (5). The local rate of change of total energy can be described in terms of a total flux F made up of enthalpy, kinetic energy, viscous, Poynting (magnetic), and diffusive fluxes :
This form of the diffusive flux is discussed, at length, in Chan & Sofia (1986) . The conductivities K T (which is made up of uniform, SGS, and radiative parts) and K p may be written as p 4acT
where V a = d\nT/d\np \ ad is the adiabatic gradient, c p is the specific heat at constant pressure, and o = v//c is the Prandtl number (v is the kinematic viscosity and k is the thermal diffusivity). For reference, the magnetic Prandtl number is defined as ( = rj/K. Radiative transfer is treated here with the diffusion approximation (although a more detailed approach may be required when modeling solar surface features), k being the opacity and a the Boltzmann constant. K 0 is known as the bulk conductivity. (Chan & Sofia 1986) , but the distribution varies depending on the depth of the layer and what magnetic fields are present (more details are given in the results section).
Solution Method
The set of equations (l)-(4), along with the ancillary relations (6)- (14), are solved numerically using the ADISM (alternating direction implicit on staggered mesh) method of Chan & Wolff (1982) . In this section, and in the appendices, we will provide details on the implementation and discuss aspects of the numerical solution.
The general coordinate system (x, y, z) will be used, noting that z is intended to be the vertical direction (along which gravity acts) and x and y are horizontal. For a spherical polar coordinate system (x, y, z) would map to (0, </>, r). The staggered mesh used in the pure hydrodynamic case can also be adopted when magnetic fields are introduced. Spatial derivatives are approximated with a two-point difference scheme which, because of the staggered grids, is second-order accurate. Some details can be found in Appendix B.
Integration in time is performed using the ADI technique (Chan & Wolff 1982) . To advance the solution one full time step, a separate implicit integration for each spatial dimension is performed at fractional time steps. Each integration involves a matrix solution for the variations in the basic variables (A/?, AM, Ae, A^). Nonlinear terms are expanded (e.g., A(M 2 ) = 2M X AM X ), implying time-dependent coefficient matrices. Although the elements of these matrices may be timedependent, neither their structures nor the LU decompositions of those structures are. This property of the structure is exploited by the program GENTRX (Chan 1981) , which, before the calculation begins, generates the indexing of the nonzero elements of these matrices, codes the Fortran routines that load the coefficients into the matrices, and performs the symbolic LU decomposition. As a matter of convenience in coding, a small number of selected terms may be treated fully explicitly, depending on their physical significance and on the numerical sensitivity (largely a matter of experience) to such a treatment.
The time step is basically limited by accuracy considerations (Chan & Wolff 1982) appropriate for a first-order scheme.
Comparison of a fully explicit solution with an implicit solution reveals no significant differences : using the same time step, there were no differences, while a hundred-fold increase in the time step for the ADI treatment produced results in agreement within the expected decrease in temporal accuracy. In the case where magnetic fields are present, the generation and propagation of magnetoacoustic waves is fully supported and does not limit the time step, as can often be the case in fully explicit schemes. It is convenient to adopt a relative measurement (or yardstick) of the time step in these calculations. Following Sofia & Chan (1982) , the numbers
give an indication of the time step that can be taken in relation to those dictated by explicit finite-difference schemes. In these expressions Ö is the minimum grid size in any direction, c s is the sound speed, and c A is the Alfvén speed. The transport coefficients (v, K, and rj) are sampled over the whole domain, and usually the maximum is taken. The so-called CFL (CourantFriedrichs-Lewy) number, V CFL , actually is based on the sound speed at the top of the layer. In the following discussion of the qualitative features, we will mainly refer to the choice of time steps in relation to N CFL . As an example the value of N CFL for an explicit time-step version of our equations (see Appendix A) is »0.05, while the implicit scheme allows us to choose N CFL values of 1-10. The use of the ADI scheme is critical because we are ultimately interested in features of the statistically stationary (though still time-dependent) system. Furthermore, once the system has been allowed to relax thermally from its initial condition, a scheme of higher accuracy may be used to investigate the relaxed system.
SPECIFICATIONS OF THE CURRENT SIMULATION
In order to be able to make effective comparison with the work of other authors and to investigate the features of our technique, we place several constraints on the system described in § 3. First, we implement a two-dimensional representation (x, z), ignoring variation and flow in the toroidal (y) direction. This simplifies the approach, so that only one component (A y ) of the vector potential is needed to fully determine the magnetic field, makes the gauge field (O) superfluous, and reduces the coding and computational effort. Second, we consider a nonrotating, slab geometry, with a stretched grid in the vertical direction. These restrictions allow us to focus clearly on the effects of the magnetic field. Third, we implement a set of boundary and initial conditions similar to previous work. Finally, we use an ideal gas equation of state. What follows is a description of these constraints, and a discussion of the parameters used to characterize the system. By specifying the normal derivative of A y at the boundary, we fix the tangential component of the magnetic field at the boundary and let the normal component vary. Different tangential fields can be separately specified on each boundary; for example, B z = B 0 at the left and right boundaries, and = 0 at top and bottom. In addition to the conditions on V and B, we have the following: where S is the entropy. The nonmagnetic boundary conditions are discussed in detail in Chan & Sofia (1986) and Chan & Wolff (1982) . In the absence of rotation, thermal sources, and dissipation, and choosing 2? x n = 0 at the boundaries, this set of boundary conditions ensures conservation of mass and total energy, which are desirable features for a numerical scheme. Specifying nonzero tangential magnetic field on any of the boundaries allows a nonzero Poynting flux across the boundary, hence (volume-integrated) total energy is no longer necessarily conserved.
Initial Conditions of the Dynamic Quantities
Since we are most interested in the nature of the system after it has thermally relaxed, and where nonlinear interactions play a large role in the dynamics, we do not initialize the system from a configuration based on linear stability analysis. Rather, the initial configuration consists of some arbitrary number of convection cells embedded in a stratified layer permeated with a uniform vertical (or horizontal) magnetic field :
4.1. Geometry For the two-dimensional model, the domain is restricted vertically and horizontally by z l < z < z 2 , z 2 -z t = L z ,
Essentially, this is a realization of the local Cartesian nature of a thin spherical layer having large radius of curvature and small horizontal extent. The vertical coordinate z is transformed to a new variable ^ = ¿(z), and the equations of § 3 are written in terms of this transformation (see Appendix A for a discussion). A transformation based on the (initial) pressure distribution allows us to use a uniform computational grid in while simultaneously providing greater resolution in regions where there are rapid pressure variations.
Boundary Conditions
The boundary conditions on the quantities of interest in this paper are specified as
and
where e x and e z are unit vectors in the x-and z-directions ; n x and n z determine the initial number of cells in the horizontal and vertical directions, respectively; F 0 is arbitrarily set to 0.5; and B 0 can be chosen either with respect to the ratio of gas to magnetic pressure (plasma /?), the Lundquist number, or with respect to the Chandrasekhar number (g, discussed below). In § 5 we will discuss the influence of the form of these initial conditions (mainly the magnetic field) on the subsequent relaxed solution.
Initial Conditions of the Thermodynamic Quantities
In this paper we reduce the equation of state to that of an ideal gas, so that p = pT = (y -l)e, where y is the ratio of 
where c p is the specific heat at constant pressure and V a is the adiabatic gradient. One way of initializing the thermodynamic quantities is to use a polytropic model (wherein pressure is a known function of density). It is then possible to express the thermodynamic quantities in terms of a polytropic index n [which is restricted by the ratio y/(y -1)] and a depth stratification Z (in terms of the mean bottom-to-top temperature difference). Thus,
Pt
The local gravity is chosen such that the system is initially in hydrostatic equilibrium, and is therefore given by
Finally, the vertical grid distribution (in z), using an exponential scale height, is written
where Z G is a measure of the grid stratification or how grid points are distributed in pressure and N z is the number of points in the vertical direction. The horizontal grid (in x) is uniformly spaced.
Physical and Numerical Parameters
In our present simulation, a number of adjustable parameters are introduced, which can in turn be cast into different forms. What follows is a discussion of those combinations reflecting (1) the physical nature of the system and (2) its numerical treatment. Table 1 lists the common numerical and physical parameters for the cases we discuss.
Typically, when discussing forced convection, one deals with a simplified version of the equations presented in § 3 : constant transport coefficients and a linear temperature dependence with height, for example. Insight into the anticipated behavior of such a system can be gained through calculation of the Rayleigh (Ra) and Prandtl numbers. In magnetized convection, 
>l/Km a The maximal values of v and k (v m and /cj, which vary in space and time, are typically of order 10" 3 .
the Chandrasekhar and magnetic Prandtl numbers, and the ratio of gas to magnetic pressure (/?), become important as well. Also, the flow field can be described in terms of the Reynolds (Re) and Mach (Ma) numbers, and the magnetic field in terms of the Lundquist number (Lu) and the magnetic Mach and Reynolds numbers, Ma m and Re w , respectively. Table 2 lists the definitions of these numbers in terms of the adjustable parameters in use in our model, and Table 3 lists actual values for some of these numbers. In our treatment of the system, with diffusion coefficients and thermodynamic quantities that are widely variable in both time and space, the meaning of these parameters is less clear. Nevertheless, we present them for future comparison. As adjuncts to the dimensionless numbers discussed above, we can derive from the solutions various length and time scales (see Table 3 ), each indicative of certain physical processes observed in the solutions. These will be discussed in detail in §5.
Another group of parameters are those which characterize the numerical method. Some of these are set initially, such as the vertical grid stretch parameter (Z g \ the number of grid points (N x , iV z ), the time step size (Ai), etc. (Table 1) . Others are derived parameters, which are useful in checking the accuracy of the solution. These include CFL-like numbers (N v , A^, etc.), the grid Reynolds number (Re ff = V 0 <5/v), and the grid Lundquist number (Lu^ = B 0 ó/r¡), and these are listed in Table 4 for all of these cases discussed in § 5.
RESULTS
We now demonstrate the capabilities of our numerical treatment of stratified compressible MHD by presenting examples of typical behavior extracted from simulations. The solutions are primarily classified according to initial magnetic field orientation (vertical or horizontal) and strength (B 0 ), and size of the magnetic resistivity rj. Various diagnostics are used to study the solutions: time histories and spectra of domain- integrated quantities such as magnetic, kinetic, and internal energies, electric field, and output flux; contour plots of the vector potential (in effect, magnetic streamlines), magnetic energy, and vertical flow; and instantaneous vector plots of the flow field, magnetic field, and energy fluxes. In addition, insight into the dynamic behavior of the solutions (e.g., transient and wave behavior) is gained through the use of animation, only a skeletal version of which can be shown here. Comparison between different cases is made after the system has thermodynamically relaxed (as determined by the behavior of the time histories of total energy and output flux), and can involve the use of spatial correlations between quantities as well as the calculation of fluctuations about spatial or temporal means.
We also provide information on aspects of the modeling that will need to be addressed in more detail when we consider solar features. It should be stressed that the models used in this paper are not intended to be fully representative of solar conditions; in particular, the number of pressure scale heights in the initial model, the transport coefficients, and the domain size are chosen to make our calculations manageable. These restrictions are mainly a matter of convenience due to limitations in computational resources. Note that all are of order unity, indicating the numerical method's ability to correctly treat those physical processes represented by these numbers (e.g., diffusion and wave propagation).
The next two subsections deal with transient effects seen in the solutions as they evolve toward thermal relaxation. Following those are descriptions and analyses of both the static and dynamic nature of the relaxed states.
Effect of Field Strength and Orientation
on Relaxation Time Scale As mentioned in the previous section, our set of boundary conditions both specifies the input flux of thermal energy at the bottom and fixes the entropy at the top, the latter of which can be interpreted as a condition on the temperature. These conditions then allow both the mean temperature stratification in the layer, the total internal energy, and the total thermal flux to vary during the system's dynamical response to its initial conditions. The nature of that response, specifically its time scale, as a function of the initial magnetic field, is the subject of this subsection.
The magnetic field, through both the local and the global action of the Poynting flux, influences the evolution of the total energy and affects the relative distribution of the energies and their spatial dependence. Of primary concern here are the global effects. By fixing the tangential magnetic field at a boundary to a nonzero value, we allow a component of the Poynting flux to be directed across that boundary; this component of the flux can increase, decrease, or have no effect on the energy in the system, depending on the details of the electric field at the boundary. By allowing the normal component of the magnetic field to vary, we allow a tangential component of the Poynting flux, which can redistribute the energy along the boundary. Because the magnetic and internal energies are coupled, through magnetoacoustic waves and ohmic dissipation, for example, the following scenario for an initially vertical field is possible : at the bottom of the layer, a portion of the input thermal energy is propagated along the lower boundary as a magnetoacoustic wave and is then transmitted out of the system at the side boundaries by the Poynting flux. In another scenario, magnetic energy could be drawn in through the boundary, and then, through dissipation, be converted to internal energy. Through such mechanisms the magnetic field may affect the thermal relaxation of the system. The differences in the evolution for the two stronger field cases are apparent, both in the time scale for the relaxation and in the relative distribution of energies during the evolution. We obtain a quantitative measure of the thermal relaxation efolding time scale, x th , by making a least-squares fit of a test function with the evolution of the total energy. This time scale varies both with the strength of the field imposed at the boundary and with its initial orientation, but only weakly with the resistivity, as shown in Table 3 . This trend is also illustrated in Figure Id . In general, we see that T th decreases with increasing field strength, which is indicative of the effectiveness of the Poynting flux at the boundary. Additionally, the relaxation of the kinetic energy proceeds much more rapidly for the stronger field cases, as Figure la shows. We also note a marked difference in T th with orientation, for field strengths large enough to affect the relaxation. We see that vertical fields cause a faster relaxation than do horizontal fields. This difference with orientation is a reflection of the relative ease with which the heat may be advected along the field lines as opposed to across them.
Another difference seen between the weak and strong field evolution is the relative distribution of energy between the kinetic, magnetic, and internal energies for the three cases shown in Figure 1 . For the weak-field case, the kinetic energy is about 10% of the internal energy, while for the stronger field cases the kinetic energy is approximately 0.25% of the internal energy, roughly in inverse proportion to the initial field strength B 0 . The large amount of kinetic energy present in case VI indicates the existence of an energetic flow to transport the thermal energy through the layer, as would be the case for the unmagnetized system. Magnetic energy for the two strong-field cases shown in Figure 16 is about 1% of the internal energy, but that proportion is much reduced for the weak-field case. In the relaxed state the scaling for the distribution goes approximately with the initial magnetic energy (Bq/2). We also observe that for cases V5 and H2 the kinetic energy is approximately one-half the magnetic energy, a rough equipartition, but that ratio is many orders of magnitude larger for the weakfield case.
Other qualitative differences in the time evolution shown in Figure 1 are to be noted as well. First, there appears to be a very slow time dependence still present in the kinetic and internal energies in the weak-field case VI, which is not present in the evolution of the stronger field runs. We have observed this behavior in cases HI and Z1 as well. This appears to be a transient, though, and because it is primarily related to the behavior of the unmagnetized system, we have chosen not to investigate it further. One also notes in these time histories the presence of oscillations, which we will discuss in greater detail below. Early in the evolution of case VI we see an abrupt change in the track the kinetic and magnetic energies were taking (Figs, la and 16)-the kinetic energy continues to rise, while the magnetic energy quickly settles to its asymptote. The time of this transition corresponds to the merger in the domain of two counterrotating cells into a single cell.
We speculate that these differences in the evolution of the kinetic and magnetic energies are caused by two effects related to the field strength. First, an increased level of nonlinear interaction between the flow and the magnetic field enhances the spectral transfer of energy (e.g., to smaller wavelengths, where dissipation may be enhanced). This spectral transfer contributes to the division of total energy among its components, particularly to the relative distribution of kinetic and magnetic energy. Second, for the stronger fields, the Poynting flux is larger both on the boundary, which affects the system's relaxation, and in the interior, which is effective in changing the local energy distribution.
The system's memory of the initial structure of the flow field is short. Cases V5 and V7, which differ only in the initial number of cells (n x = 5 and 4, respectively), show only marginal differences in the relaxed state (see Table 3 ).
Magnetic Flux Concentration/Expulsion ;
Field-Line Reconnection
It is known that a steady, incompressible flow field, with closed streamlines and permeated by a magnetic field, will tend to expel the magnetic flux from the interior of the cell, through a combination of resistive decay (Moffatt 1978) and topological pumping (Arter et al. 1982) . For a compressible flow field, consistently evolved with the magnetic field, flux expulsion is not necessarily guaranteed, although in the weak-field limit, one would expect to recover the effect. Indeed, for an initial magnetic energy a fraction of a percent (ß = 20,000) of the initial kinetic and internal energies (cases HI and VI), we do see flux expulsion from the interior of the convection cells. What follows is a description of that process. Figures 2a-2d show initially vertical field lines being concentrated by horizontal flow converging at downflow and upflow regions. The field concentration at the top of the layer (downflow) is larger than at the bottom (upflow) in proportion to the degree of pressure stratification. As the field becomes concentrated in these small regions, dissipation is enhanced which limits the degree of further concentration. The field structure in the interior of the cell is eventually destroyed through dissipation, as Figure 2d shows. These results are in basic agreement with a number of previous authors (Meyer et al. 1974; Arter 1983a; Nordlund 1986; Hurlburt & Toomre 1988) . The cells then evolve further by collapsing to two distinct cells, then finally to one cell, with the field in each case having been expelled from the interior of the cells and concentrated at the boundaries and in the upflows and downflows.
A less resistive medium allows a greater concentration of the weak field. The work of Meyer et al. (1974) shows some dependence on resistivity in the structure of the field, but does not concentrate on these effects. The magnetic field streamlines shown in Figures 3a and 2c demonstrate this effect. The solutions are from identical runs, except for different values of resistivity, and were taken at the same time during their respective evolution. The degree of concentration is roughly inversely proportional to the resistivity used in the calculation.
The lower resistivity also permits sharper gradients in the field to form, implying the possibility of larger electric current and local enhanced ohmic dissipation. In regions where the field is being concentrated by the flow, the local dissipation is enhanced over what it would be for the larger resistivity case. For the field concentration to remain relatively steady, the local dissipation must be balanced by the rate of magnetic field compression by the flow. In regions where there is no field compression, such as the interior of a cell, the dissipation is reduced below that of a more resistive medium. The field lines in the interior of a cell are being twisted around by the flow at the edges of the cell. Thus, lower resistivity allows the development of greater curvature in the field distributed over the width of the cell. If the dissipative time scale for such structure is longer than an eddy turnover time, then it is possible for field lines to reconnect.
This process, whereby locally opposed field lines merge to alter the topology of the field, is expected (Priest 1982) in resistive regions where magnetic shear forms (implying a current sheet) as a consequence of the flow having compressed neighboring and oppositely directed field lines. Although not demanding a static flow, the magnetic field must be weak enough to allow compression, and the resistivity low enough to prevent rapid dissipation of curvature in the field. We have such a situation in Figures 3b-M (case V9) , where an initially weak vertical field is rotated in the interior of the cells by the flow, bringing what were separate ends of a particular field line into close opposition (Fig. 3h) . The concentration of the field in the upflows and downflows persists during the time the opposed field lines reconnect. This reconnection forms elements of closed field lines (Fig. 3c) , which subsequently decay (Fig. 3d) . This process has been studied in the incompressible case by Galloway & Weiss (1981) and in the context of an emerging flux region by Forbes & Priest (1984) .
A similar scenario occurs for an initially horizontal field (case HI), as Figures 4a-4c show. There the initial field is swept to being nearly vertical by the upflows and downflows. Inspection of the field-line plot shows a reversal of the vertical orientation of the field on either side of the downflow region, with the horizontal inflow into the downflow acting to increase the magnetic shear there, which increases the local resistive dissipation. The current sheet associated with the reconnection is shown in Figure Ad . Subsequently, the field lines reconnect, again forming elements of closed field lines.
For larger initial field strengths, the field lines are no longer passively advected by the flow, and the effects of the Lorentz force on the flow are no longer negligible. Whereas the results we have just described occur very early in the relaxation phase, elements of these are present in the fully relaxed solutions for higher field strengths. Magnetic energy is still concentrated in downflows and upflows, and is evacuated from the interiors of the cells, although not as completely. The balance between the compression of the field and its dissipation continues to play a fundamental role in the larger field cases. We will touch upon this in more detail in the last two parts of this section.
Magnetoacoustic Waves
We now begin to discuss features of the thermally relaxed system, some of which are time-dependent. Although wavelike behavior is present throughout the evolution of the models, we perform our analysis after the system has relaxed to a suitable mean state.
No. 2, 1991 COMPRESSIBLE MAGNETIC CONVECTION 871
In the absence of magnetic fields, the system of equations (1)- (14) is capable of supporting compressional sound waves, propagating isotropically at the local sound speed c s . Because the entropy is fixed at the top of the layer and its derivative is fixed at the sides and bottom, sound waves are reflected at the boundaries back into the interior. This is a nearly universal drawback in the numerical treatment of systems supporting wave behavior, and is a consequence of the imposition of nonphysical boundaries to truncate the domain. In the absence of dissipation, the continuous reflection of waves generated during the approach to relaxation could significantly alter the solution. In our treatment, however, thermal diffusivity eases the severity of this problem. In addition to reflecting wave energy back into the domain, the computational boundaries also introduce artificial length scales. In the context of wave motion, these length scales are manifested as peaks in the wave spectrum deduced from the spectral analysis of time series of various quantities such as volume-integrated kinetic energy. A representative sample of such time series was shown in Figure 1 .
The introduction of a magnetic field allows for similar types of waves. One of the fundamental consequences of allowing wave behavior in the system is the coupling of kinetic, internal, and magnetic energies as they are propagated. The energy in the waves, relative to the background, is a measure of the strength of this coupling. For the simple situation where the thermodynamic and magnetic quantities are slowly varying in time and space (relative to the period and wavelength of these waves), the dispersion relation gives a concise description of their properties : where 0 B is the angle between the direction of wave propagation and the magnetic field, c s is the gas sound speed as before, and c A is the Alfvén speed. Even in the simple case, uncomplicated by the presence of boundaries or spatial variation in the sound speed, we see the possibility of a complex wave spectrum. In the limit of large /?, the dispersion relation separates into two components :
oe/k = c s and co/k = c A cos 0 B , which represent simple sound waves and compressional Alfvén waves, respectively. Again, our choice of boundary conditions implies reflection of these waves at the boundaries, with similar considerations regarding dissipation of reflected waves and introduction of eigenfrequencies. The identification of the various spectral peaks we observe is quite difficult, for a number of reasons. First, the quantities from which we obtain spectra are volume-averaged, which removes any spatial information, particularly the wavenumber associated with a given frequency. A time series of the spatial spectral representation of the system could be used to get this information, but would be costly to generate. Second, the sound speed varies with depth and, during the relaxation phase, with time (as the internal energy increases), implying a depth and time dependence in the spectra. Finally, we reported above that in some cases the initial field strength has an effect on the final value of the averaged internal energy in the relaxed state, which implies that the range of sound speeds in the system varies from case to case. In the absence of magnetic effects, such differences in the range of sound speeds would be manifested in the spectra as shifts in the wave spectra. But such shifts are precisely the effect weak fields are expected to produce, making identification of either effect ambiguous.
In spite of these difficulties, we are nevertheless able to identify quantitative differences in the spectrum which demonstrate the influence of the magnetic field. The kinetic and internal energy spectra for the unmagnetized fluid are shown in Figures 5a and 5b. Note that there are two fundamental modes, and their sum and difference. The highest frequency, largest amplitude, fundamental mode represents a sound wave propagating in the direction of the flow around the edges of the single cell which fills the domain. The wave at the lower frequency has not been identified. Introduction of a small magnetic field, either vertical or horizontal (the resulting spectra are almost identical), does little to alter the spectra, as shown in Figures  6a-6d for case V1 ; thus the oscillations in the magnetic field are being driven by nonmagnetic sources. However, as the field is increased, we see both an increase in the number of excited frequencies (Figs, la-ld from case V5), indicating considerable nonlinear interaction, and a marked difference between spectra for the two different orientations (Figs. 8a-8d from case H2 ).
Short portions of the time series used to calculate the spectra are shown in Figures 9a and 9b , for cases VI and V5, respectively. Similar plots are to be found in Galloway & Moore (1979) . For the weak field, the frequencies shown in Figure 6 are readily apparent. The increase in the complexity of the time series as the field is increased is striking, demonstrating the broad-band nature of the spectrum. Additionally, these figures show the relative phasing of the oscillations in magnetic, kinetic, and internal energy. Some features are common to both cases. The oscillation in kinetic energy has an amplitude of about 7% of its mean, independent of the field strength. The relative phasing of the energies appears to be independent of the field strength as well. That ordering has the peaks in the internal energy preceding those in the kinetic energy, which in turn precede the peaks in the magnetic energy. The implication of these is that the sources of waves in the system are nonmagnetic, although the magnetic field both propagates wave energy and alters the frequencies of the waves.
Effect of Field Strength and Orientation on Cell Size
In this section we discuss the generation of small-scale flow and field structures in response to larger field strengths, and the dependence of the scale size on both the strength and orientation of the field and on the resistivity. We estimate the flow scale size by counting the number of sign changes (N c in Table  3 ) in a vertically integrated instantaneous vertical velocity profile. A good example of these cells is displayed in Figure   10a , which shows pseudo-streamlines of velocity at a particular instant from case V5. There is still a considerable amount of time dependence in the flow field, which we will not explore in this paper, except to mention that the number of cells that can be counted at a particular instant can vary by ± 1.
The average cell size is LJN C , which need not correspond to an actual cell size in the solution. We find that this measure of the convection scale size depends in a consistent manner on the initial field strength, its orientation, and the value of the magnetic resistivity. As the initial field strength is increased, the number of cells sharply increases, up to a maximum determined by the grid resolution. For field strengths up to 0.25 (cases V1-V4 and V9), the number of cells is 1 or 2, but for strengths greater than 0.3 (cases V5-V8) that number is increased by an order of magnitude. Though not showing dramatic dependence of the convection scale size on the field strength, the results of Hurlburt & Toomre (1988) do show some evidence of this effect. However, much of that work is concerned with the transition from steady to oscillatory convection as the parameter Q is varied, which we do not pursue here. For the higher field cases in our work, the number of cells in the relaxed state depends on the initial, or mean, orientation : there are fewer cells for horizontal fields than there are for 1991ApJ. . .383. .860F COMPRESSIBLE MAGNETIC CONVECTION 873 No. 2, 1991 vertical fields of the same size. This trend is documented in Table 3 . Not only are there fewer cells, but their form is quite different. This is shown by comparing the pseudo-streamlines of the velocity for case V5 (Fig. 10a) with those for case H2 (Fig. 106) . Another feature of increasing the field strength is that the effect of the magnetic boundary conditions becomes significantly greater, since the tension in the field lines extends its effect further into the domain. This effect is more pronounced in the case of vertical field than it is for horizontal field, owing to a combination of the 4:1 aspect ratio of the domain and having most of the thermodynamic variation in the direction of gravity. In addition, the number of cells increases with decreasing resistivity, which may indicate either a dependence on Poynting flux or an effect arising from nonlinear field-flow interactions.
We expand our description of this behavior in the context of the following model, which is based on the principle that magnetic fields inhibit motion across their lines of force. In the absence of a magnetic field, the behavior of the flow, in terms of the number and distribution of cells, is determined by several constraints placed on the system (e.g., temperature stratification, thermal flux, and boundary conditions). This convective process enables the flow to transport to the top some fraction of the energy being input at the bottom. As the strength of the magnetic field permeating the layer is increased, so is the resistance to the crossing of field lines by convective elements. The source of this resistance is the generation of an electric field when flow crosses field lines, acting to increase the local magnetic pressure, the gradient of which retards the flow. In response to this resistance, additional cells are generated in the flow to maintain the appropriate level of convective flux transport. Moderating this development of smaller cells is the Poynting flux, which is able to transport energy through the layer as well.
In our field-free case, the relaxed state is composed of a single box-filling cell. In simulations that address specific features, it is important not to impose either a physical size on the domain or an aspect ratio that influences the development of field or flow structures. Unfortunately, it is not always easy to know the characteristic spatial scales that must be accommodated, especially when the interaction between convection and magnetic fields changes based on their relative strengths. In the present simulations we only consider the qualitative changes that the introduction of a magnetic field produces (i.e., we compare it with the nonmagnetic case), and so we limit the depth and width of our domains appropriately.
Because the Poynting flux is always perpendicular to the field lines, a predominantly horizontal field (having a predomi- nantly vertical Poynting flux) potentially will develop fewer cells than would a vertical field of the same strength. This tendency is reflected in a comparison of cases V5 and H2, where W c = 18 and 10, respectively. An example of the instantaneous magnetic field-line structure and the Poynting flux distribution for each case is given in Figures 11a and llh . Furthermore, because smaller values of magnetic resistivity allow both a greater local concentration of magnetic field and a weakening of the Poynting flux, the resistivity plays a role in determining the number and size of cells. This effect is illustrated in cases V5 (rç = 0.01, N c = 18), and Y6 (rj = 0.0025, N c = 28). This simple intuitive model, while not providing any detailed predictions, does account for how the number of cells varies in our solutions in response to changes in field strength, orientation, and resistivity. Additionally, it highlights a number of important issues. The MHD equations are tightly coupled in this physical regime, and nonlinear interactions, either through kinetic energy, magnetic stresses, or Poynting flux, are essential to an understanding of this transitional behavior which can generate a variety of spatial and temporal scales. We intend to explore these aspects in subsequent papers.
The last column in Table 3 lists the approximate value of the mean temperature stratification, Z r , over the layer in the relaxed state. It can be compared in each case with the initial value of Z = 1. For low values of the field strength, Z r is almost constant. As the field strength increases, so does Z r , and predominantly horizontal fields have higher values for Z r (even though we only show one pair of cases here) than the corresponding vertical case. The values of the Rayleigh number we present in the same table depend on Z r and thus also increase in the same way. Part of the relaxation process is the adjustment of the initial thermodynamic state to the heat flux entering at the bottom boundary, i.e., certain configurations of flow and thermodynamic variables are reached in order to transport the emerging heat flux in the most efficient manner. The response of the system in this way confirms the notion that the process of heat transport is influenced by increasing magnetic field strength and mean orientation.
Traditionally, results of a linear stability analysis of the MHD equations (often including various approximations) could be used to determine bifurcations in the solutions and give a qualitative understanding of the dependence of the scale size on field strength, orientation, and resistivity (but not thermal forcing, which definitely plays a role in the astrophysical case). Furthermore, such an analysis would typically yield predictions for the critical Rayleigh number, modal growth rate, and spatial eigenfunctions (Chandrasekhar 1961 Fig. 9b p IG 9-Expanded scale, higher resolution, times series of (a) case VI and {b) case V5. For both figures the faint line is kinetic energy, the heavy line is internal energy and the intermediate line is magnetic energy. The signals are normalized to their respective maxima. Note that in both (a) and (b) the relative fluctuation level of the kinetic energy is about the same, as is the phasing between the energies, and that in {b) the relative fluctuation level is the same for all three energies. The frequencies illustrated in Fig. 6 are clearly present in (a) , and the complex spectra in Fig. 7 is evident in (b) .
The general trend for the critical horizontal wavenumber to increase (i.e., decreasing scale size and more cells) with increasing field strength is an old result (Chandrasekhar 1961 ). More recent calculations using compressibility and realistic solar parameters (Fox 1985) confirm this trend. However, the present results indicate a rapid transition to a large number of cells, even considering the effects of boundary conditions and domain size.
In addition to convective instability, it is possible, using similar analyses of the linearized MHD equations, to predict the existence of magnetic field instabilities (such as the kink and tearing modes) which depend upon the plasma /?, the magpie. 10u netic resistivity, magnetic Prandtl number, and other quantities. To date, the analysis of our simulations has not focused on these particular features. However, we note that there exist substantial differences that make any comparison difficult. In particular, these differences include boundary conditions, the effects of compressibility, and nonlinear interactions during the evolution. Therefore, we defer any attempt to make a detailed comparison with previous theoretical predictions of the parametric dependence of these various instabilities.
Another theoretical viewpoint on the development of smaller spatial scales in turbulent systems is that of nonlinear interaction, both field-field and field flow. A common theme in these theories is that there should be spectral transfer of both magnetic and kinetic energy to smaller spatial scales, a process that depends on the dissipation coefficients, the rate of energy injection, and the orientation of the mean field. Again, however, the existing analytical results apply to a regime far below that in which our models are operating. Whereas most numerical studies of similar systems are constrained to resolve dissipation processes, our technique uses a simple interpretation of this cascade to account for finite grid resolution (see § 3). As such, a detailed analysis of the turbulent processes that these theories predict is impossible in the context of our present method. Measures of the reliability of this technique are found in the values of the grid Reynolds and grid Lundquist numbers that are displayed in Table 4 for each of the cases. The viscosity as given by the SGS formulation ensures that Re^ is of order unity, which is borne out in our calculations. Conversely, the choice of rj is limited, for large fields, by the requirement that Lu^ also be of order unity. In the present models the resistivity is constant, but when an SGS formulation is used, Lu g will have more dynamic relevance.
Effects of Magnetic Resistivity
As previously mentioned, the system may respond to different values of the magnetic resistivity in a number of ways. The resistivity influences the extent to which the field is allowed to build up and be sustained locally. As gradients in the field increase, they tend to be smoothed out through ohmic dissipation; hence, smaller values of resistivity permit larger gradients to form, and larger concentrations of field. The scale of these concentrations, as defined by the electric current, for example, seems to be determined by the value of the resistivity and not the field strength. Specifically, cases VI and V5, which have the same resistivity but different field strengths, have almost the same horizontal scale for concentration of the magnetic field (note that in case V1 the regions of concentration are surrounded by field-free regions). The comparison of the current for these cases is shown in Figures 12a and 12c , respectively. Cases V6 and V9 have comparable scale sizes, though smaller than those in cases VI and V5. Their contours of electric current are shown in Figures 12b and 12d . Attempting to classify this behavior using the parameter Q would be fruitless. One of the consequences of having regions of large field was described in the previous section, where the larger field concentrations allowed by smaller resistivity affect the scale size of the convection, as cases V5 and V6 in Table 3 show, and is reinforced by comparing Figures 12c and 12d . These figures also reflect the larger field concentrations for smaller values of resistivity. It should be noted that with finite grid resolution available to represent these structures, the size of the resistivity to be used in the calculation is limited. This restriction is not one due to considerations of accuracy and stability of the time integration scheme (the ADISM technique), although failure to resolve such structures would surely lead to an inability to compute further solutions.
Another way in which the resistivity affects the system is through its contribution to the Poynting flux. The vertical component of the Poynting flux (larger for horizontal fields) may carry, in the form of magnetic energy, some of the thermal energy which is injected at the bottom. This then reduces the need for the flow to generate more cells to convect the heat through the layer. By either increasing the strength of the initial field or decreasing the resistivity, the scale size of the cells is decreased, down to a size limited by the grid resolution. We have found that this limiting size is approximately 5 times the minimum grid spacing. Below that size, the SGS viscosity apparently increases in response to the large viscous stress generated by such small-scale flows, and dissipates them. Such behavior is desirable, although caution must be exercised during analysis. Similarly, an analogous SGS resistivity may be useful. Its function would be to locally adjust to, and dissipate areas of, severe magnetic shear without having to apply the same large value of resistivity throughout the entire domain. Future work will be directed toward understanding the subtleties of such terms.
One mode of solution that we expect to appear as the resistivity is decreased is that of overstable oscillations. Linear theory (Chandrasekhar 1961) predicts that these oscillations will occur if C < 1. In the present simulation rj is chosen for each case, but k is determined using the SGS formulation, i.e., it is not preset. The value of Ç can be determined by taking the ratio N,j/N k from Table 4 . Only cases V3 and V6 have C < 1; however, ( varies from point to point, and the distinction among various states of instability becomes confused, since localized conditions may be more dominant than the global conditions used in a linear analysis.
Finally, the resistivity to some extent affects the nonlinear behavior of the system. The development of large gradients in the field for smaller values of the resistivity may drive instabilities and generate turbulent motion. The dissipation scale length for a turbulent magnetic field is determined in part by the resistivity. This result could have important consequences for large-scale (and perhaps intense) magnetic structures. The resistivity allows field-line reconnection and other changes in the topology of the field, which may have consequences in the relaxation of the system, especially in the intermediate field strength regime where continuous concentration and expulsion change the influence of the field on its surroundings. All of these effects occur in spite of the conservation of magnetic flux. An example of changes in the nonlinear behavior is the ohmic heating {rjJ 2 ) in the energy equation. The reduction in resistivity is matched by a proportional increase in J 2 , keeping both the local and the total ohmic heating nearly the same. We intend to consider these matters carefully in our continuing study of magnetized convection.
6. CONCLUDING REMARKS In this section we present some conclusions for this work and discuss the implications for modeling in solar and stellar environments. The emphasis of this paper has been to test our formulation and numerical solution of the relevant equations and to add to the qualitative understanding of magnetized compressible convection. This understanding is still far from complete.
Our results indicate that the time for thermal relaxation of a convective layer with magnetic fields is primarily influenced by the mean magnetic flux that permeates the layer. This result is consistent with the hydrodynamic case, in which the mean thermodynamic properties are important, and the system evolves irrespective of a random initial velocity field (recall that the magnetic pressure is part of the total pressure). A much smaller effect on the relaxation is due to the magnetic resistivity. For solar and stellar applications this is a very important result, since mean magnetic fluxes are measurable quantities, even though the structure of the field is not. In addition, since the relaxation time seems to decrease as the magnetic flux increases, the laborious task of reaching a statistically stationary configuration is eased. This may have important consequences in stars where the entire convection zone can be modeled in a single simulation, e.g., F stars, and thus the evolution of the magnetic field could be studied in detail.
A secondary effect on the relaxation, once the field strength passes a critical value (which depends on local conditions, such as the gas pressure), is the orientation of the mean field. In this situation, predominantly vertical fields provide more rapid relaxation than do predominantly horizontal fields. The details of the internal (initial) structure do not seem to be important for the cases we have considered, but as the field strength increases, the type of boundary conditions, i.e., the structure of the externally imposed magnetic field, is likely to be important. An even smaller effect on the relaxation is due to magnetic resistivity.
The presence of waves (acoustic, magnetoacoustic, and Alfvén) is an important part of all our results. Certainly the increasing broad-band features in the energy spectra with increasing field strength suggest complex combinations and interactions between the waves. The presence of the abovementioned features raises a number of important questions.
For global modeling, such as solar cycle surface features and the dynamo problem, it is important to know the role of wavelike phenomena. In particular, the observational separation between large-scale waves (e.g., the torsional oscillation pattern [Howard & Labonte 1980 ], which appears in the Doppler signal and the magnetic signal [Snodgrass 1990 ]) and small-scale waves (e.g., oscillations in sunspots; Thomas 1981) could be a difficult one. We must know how important waves are, whether we can ignore them, or whether the details of even the smallest scale features must be included. This will be one emphasis for our future studies.
When modeling specific features on small scales, the details of the waves and their contribution to observable quantities can be important. The difficulty that we encounter in simulations is always one of realism, particularly when dealing with magnetic fields and imposing boundary conditions. The generation and dissipation of waves within the domain is likely to be influenced by what happens at the boundaries. Except in the restrictive case of a perfectly conducting boundary, magnetic field lines are not necessarily confined to the domain and may cross the boundary with an arbitrary orientation. The usual boundary conditions on a velocity field, unless overshooting is incorporated, prevent flow normal to the boundaries. As a consequence, magnetic fields may be swept along the boundary by tangential flows, such as those in the present results. A combination of the flow and magnetic boundary conditions thus places constraints on the boundary-field orientation, and an understanding of boundary effects is essential when interpreting wavelike behavior. We do not fully address this issue in this paper; however, our results indicate that as the strength of the magnetic field increases, so does the influence of the boundary on the interior. This is an area of concern for numerical simulations that must be addressed. Some work that allows for transmissive (or radiation) boundaries has already commenced (see Vanajakshi, Thompson, & Black 1989; Hu 1989 ) but deals only with the wavelike nature of the equations. The complicating effects of dissipation, leading to parabolic equations, is yet to be dealt with.
A related issue for modeling specific features is the size and aspect ratio of the domain. In the previous section we presented evidence for substantial changes in spatial scales for both the convective flow and the magnetic field. Some experimentation is probably required to determine the appropriate domain size for a particular mean magnetic field strength. The aspect ratio of a domain must similarly be examined carefully, especially when studying wave phenomena, since some of the characteristic frequencies that appear in the energy spectra are altered depending on its value.
An analysis of the nature of compressible convection in the absence of magnetic fields (Chan & Sofia 1989) has provided some important insights into the mean properties of deep and efficient convection. When the effects of magnetic fields are introduced into the simulations, especially with increasing field strength, the amount of nonlinear interaction increases. The present results indicate that both mean and fluctuating quantities are influenced, and thus it seems that the general properties of convection as the primary heat transport mechanism are likely to change. Many of the results in this paper support that notion-for example, the change in the distribution of convection patterns with increasing field strength. The search for statistical relationships between mean convective and magnetic properties is a logical next step.
As the magnetic field strength is increased, there is a clear tendency to form more regular cellular structures, especially in the case of predominantly vertical fields. This is primarily due to the confining effects of the field, as mentioned in the previous section. We would expect a similar effect to occur in three dimensions; however, the form of the "cells" may be different because of the extra degree of freedom. This tendency toward cells is important, since existing simulations that do not include magnetic fields exhibit distinct, noncellular flows: the upflows are broad, and the downflows are narrow, and streamlines are not necessarily closed (Chan & Sofia 1986; the small-scale flows that are generated are quite different from their vertical counterparts, as previously discussed. We expect that in three dimensions their evolution will be even less regular and thus may enable the distinction between the general orientation of regions with stronger magnetic fields by comparison with surface layer observations. The changing nature of convective flow with mean orientation could have important consequences for understanding phenomena related to stellar convection zones-for example, helping to explain stellar dynamos and surface abundance inhomogeneities and anomalies.
Apart from the effects of increasing magnetic field strength, the magnetic resistivity influences the details of the concentration and expulsion of magnetic flux and magnetic field-line reconnection. In a simulation where the structure of the field is important, an uncertainty in the value (let alone functional form) of the resistivity could lead to an inaccurate representation of the field structure. The present qualitative models do not allow the distinction between molecular resistivity (Spitzer 1962) and an artificially increased resistivity due to the effects of turbulence, the latter usually being a crude estimate of a standard diffusion coefficient (i.e., ocW, where a ~ 0(1), F and l being typical velocity and length scales). In the case of the Sun, it has long been argued that the turbulent value is more suitable than the smaller molecular value and leads to ohmic dissipation times much longer than those observed for solar magnetic surface features.
Clearly an ignorance of the magnetic resistivity cannot be tolerated when dealing with detailed numerical simulations. One advantage of our numerical scheme is that it does not require the addition of artificial diffusion coefficients to maintain numerical stability. This means that we are able to investigate physically meaningful dissipation processes. In the case of the fluid viscosity, a primitive understanding of turbulence led to formulations (Smagorinsky 1963; Deardorff 1971) such as the SGS viscosity we use in our models. We are currently investigating an extension of this procedure to formulate an equivalent expression for the magnetic resistivity (Theobald & Fox 1991 ).
As we (and others) have already indicated, the ADISM method is very suitable for studying simulations of compressible magnetohydrodynamics. The staggered mesh formulation removes the need for artificial viscosities and allows us to use the vector potential formulation without incurring a loss of accuracy in computing second derivatives.
Although the results of this paper are restricted to two spatial dimensions, many of the comments we have made will likely also apply to the three-dimensional case. This expectation is based on the fact that, in the hydrodynamic case, while some differences exist between two and three dimensions, many of the main features are common. Another future task will be to compare the current simulations with those in three dimensions.
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APPENDIX A EQUATIONS IN TWO DIMENSIONS ON A STRETCHED GRID
In order to provide for adequate resolution in a highly stratified region, where characteristic length scales vary with depth, we make a coordinate transformation such that in the transformed system the grid points are uniformly distributed, while in the untransformed system the grid is distributed in accordance with the vertical variation of the characteristic length scale-in this case, the pressure. Let the transformation be represented by Ç(z), with Jacobian A = dz/dÇ; differentiation is then transformed according to Define the differential operator V* to be _d_ (Al)
and for an arbitrary quantity q, define its transformed correspondence to be q* = Aq. After multiplying equations (l)-(4) by A, and setting V y = B y = d/dy = 0, one obtains the following set of transformed equations governing the evolution of a two-dimensional compressible magnetofluid in a stratified layer: dp* dt -V* -M* , In the present paper, which deals with only two spatial dimensions, we adopt the staggered mesh system of Chan & Wolff (1982) , and A y is placed on the a node of the grid. Figure 13 illustrates this configuration.
A consequence of using the staggered mesh in this way is that a straightforward two-point difference applied to a variable on one grid is equivalent to a second-order-accurate centered difference on the staggered grid. For example, with A y on the a grid, (Ay +i -^J)/Ax would be a first-order-accurate approximation to B z at the a + 1 grid, but is second order on the b grid. Variables are assigned to a particular grid based on this feature. Nonetheless, there remain instances where interpolation is required (by averaging) onto another grid, and care must be taken when doing so.
Consider the term d(Bl/2)/dx from equation (A4), which is required on the b grid. One has two choices: interpolate £* onto the a grid, then difference; or difference then interpolate from d to b. Because of the grid stretching, the two forms are not equivalent. We have found through experiment that the average of the differences can generate spurious grid-scale spatial structure, while differencing the averages does not. 
