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Computer Science 112 (1993) 291-309. 
We investigate the computational power of finite-field arithmetic operations as compared to 
Boolean operations. We pursue this goal in a representation-independent fashion. We define a good 
representation of the finite fields to be essentially one in which the field arithmetic operations have 
polynomial-size Boolean circuits. We exhibit a function./; on the prime fields with two properties: 
first,,fp has a polynomial-size Boolean circuit in any good representation, i.e.&, is easy to compute 
with general operations; second, any function that has polynomial-size Boolean circuits in some 
good representation also has polynomial-size arithmetic circuits if and only if,lb has polynomial-size 
arithmetic circuits. Informally,,~p is the hardest function to compute with arithmetic that has small 
Boolean circuits. 
We reduce the function.f, to the pair of functions y,=~~~,r .?,‘k on the field [F,, and tnp on Hp2, 
Here nrp is the “modulo p” function defined in the natural way. We show that,fp has polynomial-size 
arithmetic circuits if and only if gp and rn,, have polynomial-size arithmetic circuits, the latter being 
arithmetic circuits over the ring L,+. Finally, we establish a connection of 1, and rnp with the 
Bernoulli polynomials and determine the coefficients of the unique degree p- 1 polynomial over IF, 
that computes.f,. 
1. Introduction 
In recent years, finite-field arithmetic has had a growing impact on Boolean circuit 
complexity; see e.g. [lo, 111. This research has focused on the incompatibility of 
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computations modulo different characteristics. These investigations were carried out 
on arbitrary fan-in circuits of constant depth and polynomial size. In a recent paper 
[l], it is shown that by allowing the field size to increase with the size of the input, the 
computational restrictions of a particular characteristic could be overcome, and the 
whole of TC” captured. 
However, in Cl], this result is carried through at some fixed characteristic. In this 
paper, we investigate the analogous situation where the characteristic is unbounded 
and may increase with the input size. This seems quite different because it is no longer 
clear that field arithmetic operations are anywhere near as powerful as Boolean 
operations even at polynomial size. 
We investigate the relationship between finite-field arithmetic circuit size and 
Boolean circuit size. To relate these two, we must discuss representations of finite 
fields in order that Boolean operations may be performed on field elements. We deal 
with representations quite generally, defining a good representation in such a way as 
to capture anything that might remotely be considered useful. 
Another motivation for considering this problem is provided by the discrete 
logarithm problem on finite fields. The discrete log appears to be hard to compute and 
to be a one-way function. It is the basis of many cryptographic schemes [9]. This 
function is defined on all finite fields and it would be natural to investigate its 
arithmetic complexity, should such complexity prove to be polynomially related to its 
Boolean complexity. 
The paper proceeds as follows. We define a good representation to be essentially one 
where arithmetic has polynomial-size Boolean circuits. We show that finite-field 
arithmetic is as powerful as Boolean operations at polynomial size if and only if, in 
any good representation of field elements as bit strings, there is a polynomial-size 
arithmetic circuit that computes from a field element its representation and vice versa. 
(Here we regard the zeros and ones of the representation as the field elements zero and 
one in every finite field). 
We call a representation that has this bit accessibility property a strong 
representation. 
We show that if a strong representation exists then all good representations are 
strong. Thus, the question of the efficacy of arithmetic as compared to Boolean 
operations is reduced to the question of whether a standard representation of the finite 
fields is strong. This is easily reduced to the case of the prime fields lF,for odd p, and we 
may take a standard representation to be the integers 0 to p- 1 with modulo-p 
arithmetic. 
We define the function,fP: IF,+ F, as follows: 
where the arithmetic within parentheses is integer arithmetic. Since x-x p = 0 mod p, 
the division by p is well-defined. We show that the standard representation of 5, 
is strong if and only if ,f, has polynomial-size arithmetic circuits. Clearly, f, has 
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polynomial-size Boolean circuits in the standard representation, since we may com- 
pute x--xP module p2 in binary and perform the division by p explicitly. Thus, the 
efficacy of arithmetic in finite fields has been reduced to the question of the arithmetic 
complexity off,. The functionf, is not the only one with this property, but it seems 
canonical in its form and expressive power. 
We define the function gp: FP+ F, as follows: 
g,(x) = 
( 
(x- l)P+ 1 -xp modp 
P ! 
where, just as with &, the arithmetic within parentheses is integer arithmetic. This 
function has a simple expansion as a polynomial of degree p- 1 within the field: 
g,=c,“:; xk/k. 
We define the function mp: Zp~-+Zp2 by m,(x)=xmodp in the intuitive concrete 
sense. We show that fP has a polynomial-size arithmetic circuit if and only if gP has 
a polynomial-size arithmetic circuit over IF, and mp has a polynomial-size arithmetic 
circuit over the ring Z,z. 
2. Preliminaries 
We take an arithmetic circuit over a field K to be a function and a straight-line 
program over K defining it. (We treat Boolean circuits similarly.) The size of the 
circuit is the length of the straight-line program. Thus, for example, iff: K”+ K” and 
g : K” -+ K” are arithmetic circuits, we writefo g : Kr -+ K” for the composition offand 
g both as functions and as straight-line programs in the obvious way, the size offog 
being the size off plus the size of g. 
It is implicit in the rest of this paper that the terms “function” and “circuit” are to 
denote a family of functions or a family of circuits, respectively, indexed over all finite 
fields F, (or over all prime fields F,). As usual, the complexity of a function will be 
taken to mean the size of the smallest circuit computing the function. Throughout, let 
II =r log 4 1 be the “input size”. Thus, all circuit sizes will be expressed as functions of n. 
As usual, we will use the term “polynomial-size circuit” to mean a circuit whose size is 
bounded above by some fixed polynomial in n. All references to “polynomial size” will 
be with respect to n. 
3. Good representations of F, 
A good representation is intended to be one in which an arithmetic circuit may be 
efficiently implemented as a Boolean circuit, i.e. one in which arithmetic is efficient. 
Since we use polynomial-size circuits as our definition of “efficient” here, we call 
a good representation, in this context, a polynomial representation. The following 
definition is intended to capture the widest possible class of good representations that 
are compatible with our definition of “efficient”. 
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Definition 3.1. A polynomial representation is a surjective function 4,: S, + F,, where 
S, 5 (0, l}r(q’ and t(q) is a polynomially bounded function (i.e. t(q)=nO(“), where, 
furthermore, there exist polynomial-size Boolean circuits 
r,:S,xS,+S,, 
&:s,xs,+s 4’ 
~,:S,+(O, l), 
simulating field addition, multiplication and a zero test, respectively, i.e. satisfying 
4q(%j(% J’))=4q(.x)+4&)r 
~,(~Lq(.~,~‘))=~q(x).~q(4)), 
iq(x.)= 1 if and only if 4,(x)=0, 
for all X, YES,. 
We include a zero test in the definition of a polynomial representation for the 
following reason: in a polynomial representation, a given field element may be 
represented by an exponential number of distinct bit strings. The existence of an 
efficient zero test at least makes the computation of predicates possible. Without this 
facility, it may not be possible to recognize the output of a computation at all, in which 
case such computations cannot be regarded as meaningful. 
Note that if we restrict our attention to polynomial representations that are 
polynomially-onto (i.e. for which there are at most no(‘) representatives of any field 
element), then an efficient zero test always exists, and the last part of the definition is 
unnecessary. In particular, this is the case for injective polynomial representations. 
Lemma 3.2. There e.uists a polynomial representation of the finite jields. 
Proof. A standard representation of F,, as binary numbers less than p (with modular 
arithmetic obviously having polynomial-size circuits), together with a standard rep- 
resentation of Fpk as polynomials over IF, of degree less than k (with arithmetic modulo 
a fixed irreducible polynomial obviously having polynomial-size circuits), as described 
in [7], clearly defines a polynomial representation. 7 
The proof of the following lemma is trivial from the definition of a polynomial 
representation. 
Lemma 3.3 (Implementation lemma). JfTy.k: FT + IF! is an arithmetic circuit of size 
C= C(q, m, k), and 44 is a polynomial representation with domain S, of’size t(q), then 
there exists a corresponding Boolean circuit YT.~: ({O, 1 i ‘@))* -( {O, l}t(q))k satisfying 
,/y-k(Sy) L Si qfsize (C+n)O(‘) satisfying also, jbr 1 didk, +q(yy.k(~l, . . . . X,)i)= 
ry’k($b,(Xl ), . . . . $+jq(X,))ijOr all X1, . . . ,X,ES,. 
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Informally, this lemma asserts that in a polynomial representation, a polynomial- 
size arithmetic circuit always has a corresponding polynomial-size Boolean circuit. (In 
fact, it is slightly less trivial to show that this is also true in the case when arbitrary 
fan-in arithmetic circuits are the model of arithmetic computation, where size is 
defined to be the number of C and TJ gates.) 
4. Strong representations of F, 
A strong representation is intended to be one in which, if a Boolean circuit 
computes some finite-field function, then there is an equally efficient arithmetic circuit 
computing the same function. (In our context, “equally efficient” will mean “of 
polynomially related size”.) Thus, strong is the dual concept of good. 
Just as the existence of a good representation (polynomial representation) shows 
that what may be computed efficiently with arithmetic may be computed efficiently by 
Boolean operations, so will the existence of a strong representation imply that what 
may be computed efficiently by Boolean operations may be computed efficiently by 
arithmetic operations. Thus, we will have formalized the question of the efficacy of 
finite-field arithmetic as the question of whether a strong representation exists. (Note 
that, if a strong representation does not exist, we need to show that finite-field 
arithmetic is not as effective as Boolean operations in any polynomial representation 
to complete this formalization. We do this in Theorem 7.3.) 
Just as the definition of a good representation involves the existence of certain 
efficient Boolean circuits (performing arithmetic), so does the definition of strong 
involve the existence of certain efficient arithmetic circuits. The purpose of these 
circuits will become apparent in the following definition, in which we regard (0, lj as 
a subset of F, for all q in the natural way. 
Definition 4.1. A strong polynomial representation 44: S, -+ IF,, where S, c (0, l}f(q), 
is a polynomial representation with the property that there are polynomial-size 
arithmetic circuits 
i, : F, + ff icq) and oq: lFiCq)-+ IF,, 
where the image of i, is contained in S,, satisfying 
4,(i,(z))=z and oq(.x) = 4,(.x) 
for all ZEIF, and for all XGS,, i.e. i, G $4 l and oq is an extension of 4q with respect to 
the natural embedding S, c Fi’q’. 
Intuitively, a strong polynomial representation is one in which entry to or exit from 
the representation can be accomplished efficiently with arithmetic. We now show that 
this property does indeed imply the truth of the claim at the beginning of the section 
that any Boolean circuit may be “abstracted” to a correspondingly efficient arithmetic 
circuit. 
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Lemma 4.2 (Abstraction lemma). If?:.” : (10, l}r’q’)m -+( (0, 1 ]f(q))k is a Boolean circuit 
?f size C= C(y, m, k), with ~y.~(Sr) G Si, and 4q: S, + F, is a strong polynomial 
representation byhere S, L (0, 1) r(q’ then there exists a corresponding arithmetic circuit , 
r q m.k: urn q + Ft sf size (C+n)O”’ .wtisfying,,for 1 <id k, 
4q(sy’k(-Y1> ‘.‘3 x”*)i)=f~‘k(4q(X1 )3 ...24q(x,))i 
,for all .x1, ,.x,ESq. 
Proof. We give the proof in the case where m= k= 1, as the full proof is a trivial 
generalization of this case. Then, because d4 is a strong polynomial representation, 
there exist polynomial-size circuits i, and oq for efficiently entering and exiting the 
representation. Consequently, we may take the Boolean circuit 
yq: {O, l}f@) + {O, I)“@ 
and modify it into an arithmetic circuit 
.,) 
Et@) + V4’ iq’ 4 
by replacing a negation gate 1 y by 1 -g, an and gate y1 A yz by gr .g2, etc., so that 
;I: on zero-one inputs computes the same function as yq. Now the arithmetic circuit 
r,: [F,+ IF, defined by rq(.x)=oq(sb(iq(x))) for all XEIF, obviously satisfies the state- 
ment of the lemma. 0 
5. Equivalence of representations 
Two polynomial representations 4q and 4: are effectively the same for computa- 
tional purposes if they can be translated into each other efficiently. We have not 
shown the existence of a strong polynomial representation, but we now show that, if 
one exists, then all polynomial representations are equivalent in this sense, and, thus, 
they are all strong. 
In what follows, let 4,: S, + iF, and 4;: S; + [F, be any polynomial representations 
with S, E 10, 1 jfCq’ and Sb G (0, 1 ) f’(q). 
Definition 5.1. We say that 4, p-translates into C#I; (written as 4, <P 4:) if and only if 
there exists a polynomial-size Boolean circuit 
Tq: [O, 1 )-) --+ [Cj, 1 ; “(q) 
satisfying 
for all XES,. Furthermore, we say that 4, and 4; are polynomially equivalent if and 
only if C#I~ -<,c$; and 4; ~~4~. 
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Theorem 5.2. If 4, is a strong polynomial representation and 4: is any polynomial 
representation, then 4, is polynomially equivalent to 4;. 
Proof. First we show that +4 GP#b. 
Since 44 is strong, we have the polynomial-size arithmetic circuit 0,: IF:‘@ + [F, 
satisfying oq(x)= 4,(x) for XES,. Now, implement this circuit as a polynomial-size 
Boolean circuit using the polynomial representation $b, following Lemma 3.3; call the 
resulting circuit jam: ((0, 1}1’(4))‘(q)+ 10, l}t’(q). 
By definition, the new circuit satisfies the following condition: if yq(y, , . . . , yfCqI) =z 
foranyz,yiESb,where@b(yi)=xie(O, ljfor l<i<t(q)andx=(x,,...,x,(,,)~S~,then 
4;(z) = 4q(x). (This simply asserts that yq takes a 4; representation of a field element, 
and computes a 4, representation of that field element.) Now let b,: (0, 1) -+ (0, l}r’(q) 
be a polynomial-size Boolean circuit satisfying +b(b,(k)) = k for kE (0, I}. (This is just 
a circuit computing, from a bit, a C#I~ representation of that bit.) 
Thus, &(g,(b,(x,), . . ..b.(x,,,,)))=+,(x) for x=(xl,...,xfCqI)~Sq, and yq, with t(q) 
copies of b,, gives a polynomial-size circuit Tq translating 4, into 4; (Definition 5.1). 
Now we show that 4: d c$~. 
Since 4q is strong, we have the polynomial-size arithmetic circuit i,: F, + Fbcq) 
satisfying ~#~,(i,(z))=z for ZE lF, (where the image of i, lies in {0, l}r(q)). Now implement 
this circuit as a polynomial-size Boolean circuit using the polynomial representation 
4b, following Lemma 3.3; call the resulting circuit yq: {0, l}f”q)+({O, l}f’(q))r(q). By 
definition, the new circuit satisfies the following condition: if y,(z)=(y,, . . . . yfCqJ) for 
JJi, ZEST (for 1 didt(q)) then xi=~b(yi)E{O, l}, x=(x1, . . ..x.,)ES~ and c#I~(x)= 
4:(z). (This simply asserts that yq takes a 4; representation of a field element, and 
computes 4; representations of the zeros and ones of the 4, representation of that 
field element.) 
Now let b,: (0, 1 )f’(q) + (0, I} be a polynomial-size Boolean circuit (constructed 
using ii, the zero-test circuit for 4:) such that, for kgSb with $b(k)E(O, l}, we have 
b,(k)= 4;(k). (This is just a circuit computing a bit from any C#I~ representation of that 
bit.) 
Thus, if bq(~q(z)i)=xi for 1 <i<t(q), ZEST, then x=(x,, . . ..x.(~))ES~ has 4,(x)= 
4;(z), and yq with t(q) copies of b, gives a polynomial-size circuit translating from 
4; to 44. 0 
Note that the above proof does not, in fact, assume that 4q is good, only that t(q) is 
polynomially bounded. 
Corollary 5.3. If a strong polynomial representation exists then all polynomial repres- 
entations are polynomially equivalent and strong. 
Proof. The first part follows immediately from Theorem 5.2. The second part follows 
from the first, and from the assertion that if a polynomial representation 4: is 
polynomially equivalent to a strong polynomial representation 4q, then ~$b is also 
strong, which can be seen as follows. Since 4q is strong, polynomial-size circuits i, and 
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oq exist, according to the definition. We show the existence of corresponding poly- 
nomial-size circuits for 4;, namely, ii and 0:. 
Since 4, <,,4;, we have a translation circuit T, of polynomial size following the 
definition, and we may take ib = T, ‘1 i,; the circuit 0; = oq - T, is constructed similarly, 
using 4; ~~4,. The correctness of these circuits is easily verified: they are polynomial- 
size and, so, (b; is strong. LJ 
6. Standard representations of IF, 
Corollary 5.3 shows that we may ask if a strong polynomial representation exists by 
asking if a standard representation is a strong polynomial representation. (By “a 
standard representation”, we mean one of the well-known representations described 
in the proof of Lemma 3.2.) We now investigate this question. First, we give a reduc- 
tion to the prime fields iF,,, where p is prime. 
Lemma 6.1. Any stumlurd representution is a strony polynomial representation if and 
only if’ the standard represrntution of’ the prime jields is strong. 
Proof. If the standard representation of the prime fields is not strong, then, clearly, no 
standard representation of all the fields is strong, since such includes the standard 
representation of the prime fields. Conversely, given arithmetic in [F,,, it is easy to 
simulate arithmetic in E,+, by using circuits for polynomial arithmetic over [F, in the 
obvious way, modulo an irreducible polynomial h(x) of degree k. 
If HE [F,,k is a fixed root of h(u), then a standard representation of UE [F,,k over [F, is just 
the tuple(u,,...,u,~,)E[Fk,, where u=E~<~ ui 0’. (See 17, p. 341. These expressions add 
and multiply like polynomials modulo the relation Iz(H)=O.) 
Given (uO, , uk- 1 ), there is obviously a polynomial-size arithmetic circuit to 
compute u =xicli ~~(1’. Equally, given u, there is a polynomial-size arithmetic circuit 
computing (uO, . . , uk- ,). This follows because the conjugate linear relations 
UP’=Ci<kUjHip are independent [7, p. 621 and, so, each of the ui is a fixed linear 
combination of the up’ for 0 <j 6 k. The latter may be computed efficiently by repeated 
squaring. 
Consequently, if [F,,‘s standard representation as binary numbers is strong, then we 
may efficiently find the bit representation of u with arithmetic, by first finding 
(uO, , uk 1 ) efficiently as above, and then finding the bit representations of the Ui in 
[F,,‘s standard representation. This gives the polynomial-size circuit i,r for a standard 
representation of [Fpk. The circuit c>pk is similarly constructed. 0 
7. The standard representation of the prime fields 
We now investigate whether the standard representation of the prime fields [F, is 
strong. Suppose UEIF,, and u =Ciui2’ is the binary expansion of u in the standard 
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representation; so, UiE{O, 1). Clearly, the sum CiUi2’ is also correct and meaningful 
within the field (i.e. 2 = 1 + 1 E[F~; employ field arithmetic throughout). Thus, the circuit 
op is obviously easy to construct for this representation. 
(If p = 2 then a field element is equal to its representation, we assume p > 2 through- 
out.) It remains to consider whether the polynomial-size circuit i, exists. Suppose now 
we define 1,: [Fp-+ (0, 1 }, the last bit problem for the prime fields, as follows. 
Definition 7.1. For YE[F,, let l,(y) be the least significant bit of the standard repres- 
entation of y; i.e. if we identify [F, with (0, 1, . . . , p - 11 then I, is zero on even numbers 
and one on odd numbers. 
Theorem 7.2. The following are equivalent: 
(1) Finite-field arithmetic is as eflective as Boolean operations; i.e., in any polynomial 
representation, anyfunction with a polynomial-size Boolean circuit has a polynomial-size 
arithmetic circuit. 
(2) There is a polynomial-size arithmetic circuit for 1,. 
(3) There exists a strong polynomial representation. 
(4) All polynomial representations are strong. 
Proof. (l)*(2): Using the standard representation, 1, has a trivial polynomial-size 
Boolean circuit and, so, by (1) 1, has a polynomial-size arithmetic circuit. 
(2)=(3): A standard representation of Eq is strong if 1, has a polynomial-size circuit. 
By Lemma 6.1, we only need consider the prime fields. The circuit op is easily 
constructed to compute &Ui2’ in polynomial size, and i, is constructed using about 
n copies of the circuit for 1, (peel off one bit at a time, subtract, divide by 2). 
(3)*(4): This is Corollary 5.3. 
(4)=(l): This is Lemma 4.2. 0 
Theorem 7.3. If 1, does not have a polynomial-size arithmetic circuit, then in any 
polynomial representation ~$r: S,-+ [F,, where S,s (0, I}‘(p’, arithmetic is ineflective 
compared to Boolean operations in the following sense: there exists afinite-$eld function 
with a polynomial-size Boolean circuit in the representation do,, that does not have 
a polynomial-size arithmetic circuit. 
Proof. By Theorem 7.2, 4, is not strong; therefore, any arithmetic circuit to compute 
the functions that would have been computed by one of i, and op, if 4, were strong, 
cannot be polynomial-size. On the other hand, a pair of these functions have poly- 
nomial-size Boolean circuits. The i, circuit must simply map each bit b in the 
representation of a field element into some bit string XE 4; ’ (b), and the op circuit 
must do the opposite. The latter requires a judicious use of ip, the zero-test circuit for 
bp, as in the proof of Theorem 5.2. 0 
We have now established that the efficacy of finite-field arithmetic depends upon 
whether the last bit problem 1, has polynomial-size arithmetic circuits. A number of 
other functions have just this same property, apparently because of their dependency 
on the standard representation: for example, rnin or esp defined in the obvious way, or 
the computation of arithmetic operations modulo composite numbers (suitably de- 
fined). To prove such a statement, it suffices to show two things: first, that the function 
in question has a polynomial-size Boolean circuit in the standard representation; 
second, that if the function in question has a polynomial-size arithmetic circuit, then 1, 
has a polynomial-size arithmetic circuit (i.e. a reduction of lP to the function in 
question). Consequently, such functions form a completeness class, and we will call 
such a function prime~firlrl-complete. (If a function is only known to satisfy the second 
criterion, then we suggest using the term prinwfield-hurd instead.) 
For example, let ME[F,, be a primitive element and let exp,: 1F,+ iF, be defined by 
exp,(x)=y”, where the field element in the exponent is regarded as its standard 
representation as a number less than p. Clearly, exp, has a polynomial-size Boolean 
circuit in the standard representation, since this may be computed by modular 
repeated squaring. Also, if exp, has a polynomial-size arithmetic circuit, then the 
identity I,(s)=i(l Pexp,(s)‘rm 1”2 ) gives a polynomial-size arithmetic circuit for I,. 
Consequently, exp, is prime-field-complete. 
In the next section we try to find a canonical prime-field-complete problem. and we 
investigate its arithmetic complexity. 
8. Z,z arithmetic and Witt vectors 
Let ZP2 be the ring of integers modulo p 2. We now consider representations of 
L,r over IF,,. Since L,+ has characteristic p2 which is distinct from that of 1F,, some 
prime-field-complete functions emerge when we consider implementing L,l arithmetic 
with [F,arithmetic in some representation of Z,,l. The cardinality of L,lis nice for such 
representations because it is equal to the cardinality of [F,x [F,. Thus, it is natural to 
consider, for our purposes, a representation of Z,,L to be a bijection $,,: IF,, x [FP+ZPz, 
i.e. each pair of field elements represents a distinct ring element. One familiar such 
representation is as two-digit numbers in the base p. 
In the remainder of this paper, we regard [F,, as a subset of L,J, by regarding 1F, as 
(0, 1, . ..) p - I i and Z+ as {O, I, , p2 - 11 in the natural way, and we take h,: Z,,Z + IF, 
to be the standard epimorphism. i.e. h,(.u)=\- modp in the concrete sense. 
Definition 8.1. The standard (base p) representation of Z+ over [F, is the bijection 
$,,: (F, x [F,-+ ZIP2 given by tiP(.yO, rl )=.Y” + .Y~ p (arithmetic in Z,,r); furthermore, we 
write $,(x0, .Y, ) as (.x0, .Y 1 ) to indicate that (x,,, .Y, )E F, x IF, represents (x0, .x1 ) eZpl 
in the base-p representation. Clearly, we then have h,((sO, Y, ))=sO. 
We now consider arithmetic in the standard representation of Z,,Z. Suppose that we 
have 
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then how are (zO, zl) related to (x0, x1) and (yO, y,)? We define carry functions to 
expose such relationships. 
Definition 8.2. The additive carry function (T~ and the multiplicative carry function 7cp 
are defined by 
cTP’ np: 5,x iFp’ [F,, 
(~o,x,)+(Yo~Yl)=(xo+Y,,xl+Yl+~,(xo,Yo)), 
(xo,xl)~(Yo~Y~)=(xoYo,xoYl+xlYo+~rr,(xo,Yo)), 
for all x0, x1, yO, y, E IF,. (Note that the arithmetic inside the representation is, of 
course, 5, arithmetic.) 
Theorem 8.3. The carry functions cP and 7cP are prime-jield-complete. 
Proof. It is easy to see that (T* and 7~~ have polynomial-size Boolean circuits in the 
standard representation of IF,. Furthermore, the following identities are easy to verify: 
We now introduce the Witt representation of Zp2. The theory of Witt vectors is 
described in [2-5, 121. For the present, we simply render the Witt vector representa- 
tion of Zp2 in a way that emphasizes the carryless nature of this representation, 
a property that is very attractive for our purposes. 
Definition 8.4. The Witt representation of Zzp2 is the unique bijection xp: [F, x [Fp-+ Zp2, 
denoted in this paper by xp(xO, x1 ) = [x0, x1 1, satisfying the following four conditions: 
(a) c~o,-~,1~cYo~Y,1=c~,Y,,~,Y,+~,Y,l, 
(b) c~,~~l+c~,Y,1=c~,~,+Y,1, 
(4 c~o,~1+c~~Y~1=c~~~Y~1, 
(4 co, ll=p, 
for all x~,x~,Y~,Y~~~~. 
We will verify later that Definition 8.4 does define a representation, and that it is 
unique. Note that property (a) specifies multiplication as a convolution without carry. 
Thus, (a) can determine the representation only up to an automorphism of the 
multiplicative structure of ZpZ. Addition cannot be specified without carry; otherwise, 
the resulting structure would be of characteristic p. However, Zp2 contains a unique 
additive subgroup of order p consisting of nonunits. Property (b) forces simple 
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addition for this subgroup. Property (c) specifies addition between some units and 
nonunits. Properties (at(c) show that the Witt representation offers a very simple (if 
not the simplest possible) simulation of Zp z arithmetic by IF, arithmetic. Property (d) 
ensures that the characteristic is p2. 
We show that the additive carry in the Witt representation is the function 
yp: IF,x IF,+ [F, defined for all X, ~E[F~ by 
CIp(.% 2‘) = 
C 
xp+yp-(.X+y)p 
) 
modp, 
P 
where the arithmetic in parentheses is integer arithmetic. The division by p in this 
expression is exact, because the numerator is p-integral since 
and all the binomial coefficients are divisible by p. 
We will later see that the semantics of the Witt representation can be expressed in 
terms of the function,f,: [Fp+ [F,, for all XE[F,,, by 
mod P, 
where once again the arithmetic in parentheses is integer arithmetic, and the expres- 
sion in parentheses is p-integral since p 1 (x -xp) for any integer X. This is just 
a restatement of Fermat’s “little” theorem. 
To prove the correctness of the Witt representation, we need the following lemma, 
that can easily be proved directly from the definition of yp. 
Lemma 8.5. The function gp has the.following simple properties: 
(a) gp(-‘c, 0) = 0, 
(b) gp(x, -.x)=0, 
(C) gp(x, Y) = gp(y, XL 
(d) g,,(.x, y) + gp(x + Y, z) = gp(.x, Y + z) + gp(~> z), 
(e) gp(xy, xz) = s. gp(y, z), 
for all x, y, z E F,. 
We may now prove the correctness of the Witt representation defined in Definition 
8.4. The proof of the following theorem develops many useful properties of this 
representation. 
Theorem 8.6. (a) Definition 8.4 uniquely determines a representation of the ring zp2. 
(b) C-Q, ~,1+cYo,Y,1=c~~+Yo~.~~+~~+Y,~~~,~Yo~l~ 
(4 c-~o,-u~1=.~o+P~(.~,-fp(.~o)). 
(d) Cxo, xl]“=[.dj, kx:-l x1] for all positice natural numbers k. 
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Proof. We shall begin by establishing (b) and (c), from which the uniqueness of the 
representation follows, and end by establishing existence. 
Observe that the representations of 0 and 1 are uniquely determined by 0.x = 0 and 
1.x=x for all xEZ~L. Thus, Definition 8.4(a) implies 
0 = CO, 01, (1) 
1 =[l, 01. (2) 
In addition, the nonunits of ZP2 are precisely the set {xEZ,,~ 1 x2 =O}, but, according to 
Definition 8.4(a), we have [x0, x112 = [xi, 2x,x,]; so, the nonunits have x0=0 since 
they are just the set { [x0, xi] 1 xi =O, 2x0x1 =0} and 0= [0, 01. Thus, we have 
The multiplicative subgroup of ZP2 has order p( p - 1) and is cyclic. Consequently, 
there exist unique subgroups of orders 2, p and p - 1. We may show, by induction on k, 
from Definition 8.4(a) that 
C-Q? Xi]k=[x”,, kX;-‘XI] (3’) 
for any positive natural number k and, therefore, that 
[-l,O]=p2-1 (4) 
since { [ - 1, 01, [ 1, 0] ) represents {x Ix2 = 1). Similarly, it follows that 
{[x,0]~xEF~}={xJx”~‘=1} (5) 
and 
{[1,x]~xE5p}=(x~x~=1)={1+px~x~F,). 
It follows from (4) and Definition 8.4(a) that 
(6) 
-[x(),x1]=[-x0, -x1]. (7) 
It follows directly from Definition 8.4(a) that 
[x~,X,]-l=[x~‘, -x0 2xll, (7’) 
as may be verified by multiplying out. (In fact, if x0 # 0 (i.e. [x0, xl] is a unit) then 
[x0, x1] = [ 1, xi ‘xi ] [x0, 01. This is an explicit decomposition giving the internal 
direct product of the cyclic subgroups of orders p- 1 and p.) Now we investigate the 
consequences of Definition 8.4(d). Evaluating [0, l].( [x0, 0] + [yO, 01) in two differ- 
ent ways gives 
Cx~~0l+EY,~Ol=Cxo+Yo~Y(x,,Y,)l (8) 
for some (unknown) function y : IF, x 5, + [F,, because Definition 8.4(a) implies the 
identity [0, l]~[zo,z,]=[O,zO]. 
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Using Definition 8.4(b) and (c) gives, from (8), 
c~o,~,1+cyo~y~l=c~o+Yo~~,+Y,+Y~~o~Yo~l. (9) 
Thus, by (2) and (9), we have that h,([x,, xi])=xo and that [x0,01=x: by (5). In 
addition, by Definition 8.4(b) and (d), we have [0, xi ] = px, . Thus, 
c~o,.~,1=c~o,~1+c~~.~,l by Definition 8.4(c) 
=x;+px, 
=x0 + p.(x, -fP(xo)) by simple algebraic manipulation. 
Thus, we have 
c~o~~,l=.~o+P~~~~--f,~~o~~ (10) 
and, consequently, 
c%&(xo)l =x0. (11) 
We have now established the uniqueness part of Theorem 8.6 and may confirm that 
l’=gP using the Witt representation: 
~I(~o,ro)=~(~~+~~-(~o+~o)p)mod~ 
=~~C~~,~l+CY~~~l-l~o+y~,~l~~~~u 
=)Cxo+yo, ~(-u~~y~)l-lI~o+yo~ Ol)modp 
=~~C~o+yo,O1+L~.~~~o.y~~l-C~o+y~~~l~~~~~ 
=~C~,~~(xo,~o)lmodp 
=Y(xo, Yo). 
Finally, we must check that {[x0, xi] 1 x0, x1 EIF~} as constructed is a commutative 
ring: this is checked by trivial computations using Lemma 8.5, Definition 8.4(a) and 
(l), (2) (7), (7’) and (9) above. 0 
9. The prime-field-completeness off, 
We now show that the functionfP, shown to be so intimately involved with Witt 
vectors in the previous section, has great expressive power and, indeed, is prime- 
field-complete. 
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Theorem 9.1. (a) n,(x, y) = x .,fJy) + y .,f,(.x) -.fb(xy). 
(b) dp(X, J’) =,f&) +fpty)-fp(x + Y) + Y&G Y 1. 
(4 
$x=p-1, 
,f,(x + l)-,f,(x) otherwise. 
(4 gp(x, 4‘)=y.(x.yp-2+ 1)p-‘~(,fp(xyp-2+ l)-,f;(x.JJ-2)). 
Proof. (a) Translation into the Witt representation gives 
Multiplying out according to the rules of the two representations gives 
<.~oYo, x,y +xlYo+n,(x,, y(J))= 
Finally, translation of the left-hand side into the Witt representation gives 
CXOYO, SOY1 +.~~L’o+~r,~~o,l’o~+fp~~,2’0~1. 
Thus, 7cP(xo, yo)+fP(x,yo)=yo,fP(xo)+xo,fP(yo), which gives the stated identity. 
(b) As (a), except using (xo,x,)+(yo,yl). 
(c) Follows from (a) and Theorem 8.3, i.e. I,(x)=n,(2, x/2). 
(d) Follows immediately from the definitions offP and gP. 
(e) Lemma 8.5(e) asserts that g,,(xz, yz)=z.g,(x, y). Thus, since yp-’ = 1 if y is 
nonzero,g,(x~yP-2, l)=~j~‘-~. g,(x, y) in this case. If y is zero then gP(x, y) is also zero 
and, so, the same identity holds. The result then follows from (d). 0 
Of course, ,fp has polynomial-size Boolean circuits in the standard representation 
of [F,, as described earlier. 
In contrast to f,, xp and crP, the function gp is not known to be prime-field- 
complete. On the other hand, neither is gp known to have polynomial-size arithmetic 
circuits. Furthermore, gp has an interesting form related to the integral of a geometric 
series. If we define a polynomial g,(x) of degree less than p by g,(x) = gP( - x, l), then it 
is easy to see that gJx)=C~~: .xk/k. This polynomial has the derivative g;(x) = 
1;:; xk=(l -x”-‘)/(l- ) x , which gives g;(x) a polynomial-size circuit. The status of 
gp(x) is unresolved at the time of writing. (Note that gp(x, y) easily reduces to g,(x) 
using similar techniques to the proof of Theorem 9.1(e).) 
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10. Reduction off, to gp and mr 
We now give a reduction off, to gp and mP together and vice versa. (Recall that 
m,: ZPz + ZPZ is the “concrete modulo-p” function.) We also determine the coefficients 
of the unique polynomial of degree less than p that defines the function fp. Hereafter, 
we take f, to be that polynomial, i.e. .f,(x)~E,[x], deg(f,(x))dp and V’~E[F~, 
.&(a)=((~-aVp)modp. 
As before, we regard IF, and ;Z,l concretely as the integers (0, 1, . . . , p- l} and 
{ 0, 1, . , p2 - 1 }, respectively, so that 5, c Zpz. Thus, f,(x)EL,2 [x] as well. This will be 
important in what follows. 
Theorem 10.1. In Z,,Z we have m,(x) = xp +p.f,(x), where we regard f,(x)~Z~~[x] us 
abooe. 
Proof. By definition, regarding [F,c Zp 2 and taking the Witt representation of x as 
x = [x0, x1 1, we have, following Theorem 8.6(c), 
Now, decompose this using Definition 8.4(c): 
But Theorem 8.6(d), with k=p, gives [x0, x,lp= [x0, 01, and Definition 8.4(a) gives 
that [O,f,(x,)] = [0, 11. [,fp(xo), a] for any a~lF,,. Furthermore, Definition 8.4(d) as- 
serts that [0, 1] = p. Putting all this together gives 
Now, because .fr is defined to be a polynomial, for ~~27~2 we have the following 
identity: fr(x) =fp([x,, x1]) = [ fp(xO), a] for some ac[F,. This follows from Definition 
8.4(a) and Theorem 8.6(b) and (c), sincefb([ x0, x1]) may be computed by multiplica- 
tion, addition and the use of constants, respectively. 0 
Theorem 10.2. (i) !ffr has u polyvzomial-size [Fp-arithmetic circuit then mp has a poly- 
nomial-size Z,l-arithmetic circuit, and gP has a polynomial-size if,-arithmetic circuit. 
(ii) If mp has a polynomial-size Z, l-urithmetic circuit, and gP has a polynomial-size 
If,-arithmetic circuit, then ,fp has a polynomial-size F,-arithmetic circuit. 
Proof. (i) Assume that cp is a polynomial-size IF,-arithmetic circuit forf,. Now regard 
cp as a circuit over Zp2: add one final operation to multiply the output of cp by p, and 
call the resulting circuit cb. Note that CL computes the function p.fr(x) that is 
well-defined because it is equal to p .fp(mp(x)). (The factor of p ensures that only the 
modulo p part of f,(x) affects the output, and because f, is now defined to be 
a polynomial (indeed it is computed with arithmetic), for XEZ~Z we have 
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&(x) =f,(x + a. p) mod p for any a.) Now, using Theorem (10. l), m,(x) = xp + p.f,(x) 
may be easily computed by a polynomial-size Z, 2-arithmetic circuit that uses cb. The 
other part follows from Theorem 9.1(e). 
(ii) Assume that cp is a polynomial-size Zp z-arithmetic circuit computing mp. We 
now simulate this circuit in the Witt representation, creating a new circuit CL that 
takes input (x0, x~)E(F~, with x = [x0, x1] the original input. The operations of cp are 
simulated by circuits over [F, using the identities given in Definition 8.4(a) for 
multiplication, and in Theorem 86(b) for addition. The latter requires that we use an 
F,-circuit for gp, and we may assume we have such a polynomial-size circuit. The 
output of CL is a pair (yO, yr) representing m,(x). Thus, by Theorem 86(c), 
so that y, =fp(xO), and cb can be used to computef,. 0 
11. The relationship to the Bernoulli polynomials 
We now relate mp to the Bernoulli polynomials, but first we summarize some 
properties of Bernoulli numbers and polynomials (see e.g. [6, 81). 
The Bernoulli numbers { Bk} and the Bernoulli polynomials r&(x)} are, respect- 
ively, rational numbers and polynomials over the rational numbers defined by 
t 
-= 
e’- 1 
J$ &.$ and 
k=O 
(Bl) &= 1, B1 = -4, BZk+r =O for k> 1. 
For (B2) and (B3), suppose that r is a residue class of the integers modulo p- 1. Let 
k, l~cc, and k, I> 0. 
(B2) Kummer’s congruence. If O&x then Bk and BI are p-integral and 
($)=(T)modp. 
(B3) Van Staudt’s congruence. If OEC~ then (P&)= - 1 modp. 
(B4) Bk(X)= i: ‘f 
0 
Bkeixi. 
i=O 1 
(B5) B,(x+l)-Bk(x)=k.xkml. 
(B6) Bk(X+ I)=(- l)kBk(-X). 
Property (B2) ensures that B1,. . . , BP_ 2 and BP are defined in IF, and Zp2. In fact, BP= 0 
by property (Bl). Property (B3) ensures that (p . BP_ I) is defined in IF, and Zp2. Thus, 
property (B4) ensures that Bk(x) is defined in IF, and Zp2 when k < p- 1 and when 
k=p. The key property is (BS), which, when summed from 0 to x, gives 
Bk(X+l)-Bk(0)=k.~;=lNk-l. 
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Theorem 11.1. (i) m,(x)=B,(s+ I)+(1 - p)x. 
(ii) m,,(x)= i ukxk, where 
k=1 
ij. k=p, 
f k=l, 
otherwise. 
Proof. (i) By(B5). B,(s+ l)=p.~~=, kp-’ inZ ,,L, since B,,(O) = 0 by (B4) and (B2). Let 
s = (X0. s, )EZ& then we have C;=O kP-’ = x0 -x 1 mod p since units contribute 1 to 
the sum and nonunits zero. Thus, since x~=M,,(.x), 
p~s+m,(.u)-s=(O,s,)+(s~,O)-(x,,.u,) 
=(O,.u,>+(O, -sr> 
=B,(x+ l), 
from which the result follows. 
(ii) This follows from Theorem I 1.1 (i) by substituting (B4) with Ii = p and using the 
identity(~)=q(rl:)forinotOorpandtheidentityp.(pT’)=p.(-1)’in~pL.Theuse 
of (B6), together with the observations that B,= 0, B0 = 1 and (p B,_ 1 ) is well-defined, 
is sufficient for all but the alternative form for aI which follows from Theorem 11.1(i) 
with x=1 and m,(l)= 1 and (B6) with x= 1. 0 
Theorem 11.2. ,fp(.x)= 1 h,xk, whrre 
k=l 
h,, = 
if k= 1, 
otherwise. 
Proof. Follows immediately from Theorem IO. 1, which relatesf, to nlP, and Theorem 
1 l.l(ii), which gives the coefficients of mP. Note that, by (B3), bI is well-defined. 0 
12. Conclusion and open problems 
The precise power of finite-field arithmetic as compared to Boolean operations 
depends on the arithmetic complexity of,f, and, thus, on the complexities of mP and y,,. 
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These complexities are as yet unknown. The status of gP is particularly interesting: 
should gP prove to have polynomial-size arithmetic circuits, then the Witt representa- 
tion of ZP2 can perform arithmetic with polynomial-size arithmetic circuits, and yet 
entering and leaving that representation uses& and is, therefore, prime-field-complete. 
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