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NONCOMMUTATIVE GEOMETRY AND CONFORMAL GEOMETRY. III.
VAFA-WITTEN INEQUALITY AND POINCARE´ DUALITY
RAPHAE¨L PONGE AND HANG WANG
Abstract. This paper is the third part of a series of papers whose aim is to use the frame-
work of twisted spectral triples to study conformal geometry from a noncommutative geometric
viewpoint. In this paper we reformulate the inequality of Vafa-Witten [VW] in the setting of
twisted spectral triples. This involves a notion of Poincare´ duality for twisted spectral triples.
Our main results have various consequences. In particular, we obtain a version in conformal
geometry of the original inequality of Vafa-Witten, in the sense of an explicit control of the
Vafa-Witten bound under conformal changes of metrics. This result has several noncommu-
tative manifestations for conformal deformations of ordinary spectral triples, spectral triples
associated with conformal weights on noncommutative tori, and spectral triples associated with
duals of torsion-free discrete cocompact subgroups satisfying the Baum-Connes conjecture.
1. Introduction
This paper is the third part of a series of papers initiated in [PW2, PW3]. The goal of this series
is to use the recent framework of twisted spectral triples introduced by Connes-Moscovici [CM1]
to study conformal geometry from a noncommutative geometric viewpoint. In this paper we
reformulate the inequality of Vafa-Witten [VW] in the setting of twisted spectral triples. This
has various geometric applications, including a version of Vafa-Witten’s inequality in conformal
geometry.
Given a compact spin Riemannian manifold M , the inequality of Vafa-Witten [VW] provides
us with a uniform bound C > 0 such that, for any Hermitian vector bundle E over M and any
Hermitian connection ∇E on E, we have
(1.1) |λ1 (/D∇E )| ≤ C,
where λ1 (/D∇E ) is the eigenvalue of the coupled Dirac operator /D∇E with the smallest absolute
value. It is a remarkable fact that the Vafa-Witten bound C is totally independent of the bundle
and connection data. It should also be mentioned that this inequality does not hold for the
connection Laplacian
(∇E)∗∇E (see [At]).
The arguments of Vafa-Witten combine the max-min principle with clever manipulations on the
index theorems of Atiyah-Singer [AS] and Atiyah-Patodi-Singer [APS]. An important step is the
construction of an auxiliary Hermitian vector bundles F such that the equation /D∇E⊗∇Fu = 0 has
nontrivial solutions. While Vafa and Witten constructed these vector bundles by pulling back the
Bott element from spheres, Moscovici [Mo1] observed that this aspect of Vafa-Witten’s argument
was actually a manifestation of Poincare´ duality. Elaborating on this observation, he extended
Vafa-Witten’s inequality to the framework of Connes’ noncommutative geometry. More precisely,
he proved the inequality for noncommutative spaces (a.k.a. spectral triples) that satisfy some
version of Poincare´ duality. As a result, Vafa-Witten’s inequality holds in fairly great generality.
In particular, it holds on Lipschitz manifolds, duals of (torsion free) discrete cocompact subgroups
of Sp(n, 1), SL(3,R), SL(3,C) and rank 1 real Lie groups (including SO(n, 1) and SU(n, 1)),
spectral triples over noncommutative tori [Co1], quantum complex projective lines [DL], Podles´
quantum spheres [DS, Po, Wa], and spectral triples describing the standard model of particle
physics [Co2, Co3, CCM].
R.P. was partially supported by International Faculty Research Fund of Seoul National University and Basic
Research Grant 2013R1A1A2008802 of National Research Foundation of Korea.
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The aim of this paper is to define Poincare´ duality and establish Vafa-Witten inequalities for
twisted spectral triples in the sense of [CM1], that is, in the setting of type III noncommutative
geometry. The axioms satisfied by a twisted spectral triple (A,H, D)σ are almost identical to the
usual axioms for an ordinary spectral triple up to the “twist” of replacing the boundedness of
commutators [D, a], a ∈ A, by that of twisted commutators,
[D, a]σ := Da− σ(a)D, a ∈ A,
where σ is a given automorphism of the algebraA. Examples of twisted spectral triples include con-
formal deformations of spectral triples, crossed-products of spin manifolds with arbitrary groups
of conformal diffeomorphisms, twistings by scaling automorphisms, and spectral triples over non-
commutative tori associated with conformal weights (see [CM1, CT, Mo2] and Section 2).
As explained in this paper, the conformal deformations of spectral triples and the construction
of twisted spectral triples over noncommutative tori associated with conformal weights both fit
into the framework of pseudo-inner twistings of ordinary spectral triples as defined in Section 2.2.
The class of pseudo-inner twisted spectral triples provides us with the main examples of twisted
spectral triples for which the results of this paper apply. For instance, up to unitary equivalence,
a conformal change of metric in a Dirac spectral triple amounts to a pseudo-inner twisting by the
square root of the conformal factor (see Proposition 2.14).
Similar to ordinary spectral triples, the datum of a twisted spectral triple (A,H, D)σ gives rise
to an additive index map indD,σ : K0(A)→ 12Z (see [CM1, PW1] and Section 3). Using this index
map there is no difficulty to define Poincare´ duality for twisted spectral triples (cf. Definition 8.1).
Such a duality occurs on pseudo-inner twistings of ordinary spectral triples satisfying Poincare´
duality in the sense of ordinary spectral triples (Proposition 8.3). In particular, we see that some
twisted spectral triples naturally appear as Poincare´ duals of ordinary spectral triples.
The main result of this paper is a version of Vafa-Witten inequality for twisted spectral triples
satisfying Poincare´ duality in the sense of twisted spectral triples (Theorem 10.1). This version
of Vafa-Witten inequality holds for pseudo-inner twistings of ordinary spectral triples satisfying
Poincare´ duality. Furthermore, in this case we are able to give an explicit control of the Vafa-
Witten bound in terms of the pseudo-inner twisting (Theorem 10.3).
These results have various consequences. A first of these is the extension of Moscovici’s in-
equality to ordinary spectral triples that are not necessarily Poincare´ duals of ordinary spectral
triples, but are in Poincare´ duality with twisted spectral triples (Theorem 11.1).
For Dirac operators coupled with Hermitian connections on spin manifolds, the Vafa-Witten
bound in (1.1) depends on the metric in a somewhat elusive way. We refer to [An, Ba, DM, Go, He]
for various attempts to understand this dependence on the metric. Bearing this in mind, it is
natural to look at the behavior of the Vafa-Witten bound with respect to conformal changes of
metrics. As a consequence of our results, we obtain a conformal version the original Vafa-Witten
inequality for coupled Dirac operators on spin manifolds, where the Vafa-Witten bound is simply
controlled by the maximum value of the conformal factor (Theorem 11.2).
The aforementioned conformal version of Vafa-Witten’s inequality has a noncommutative ver-
sion. More precisely, as an immediate consequence of the inequality of pseudo-inner twisted
spectral triples, we obtain an inequality for conformal deformations of spectral triples with an
explicit control of the Vafa-Witten bound in terms of the conformal factors (Theorem 11.4). This
result can be seen as a conformal version of Moscovici’s inequality for ordinary spectral triples.
Another consequences are versions of Vafa-Witten’s inequality for spectral triples over noncom-
mutative tori associated with conformal weights. We establish inequalities with an explicit control
of the Vafa-Witten bound in terms of the Weyl factor of the conformal weight (Theorem 11.5
and Theorem 11.6). We also illustrate our results by a noncompact example related to duals of
torsion-free discrete cocompact subgroups of Lie groups satisfying the Baum-Connes conjecture
and corresponding to conformal deformations by group elements (Theorem 11.7).
The global strategy of the proof of the Vafa-Witten inequality for twisted spectral triples is
similar to that for ordinary spectral triples, but the local tactics has a few twists. The most serious
of these twists concerns the notion of eigenvalues. The Vafa-Witten inequality on spin manifolds
and ordinary spectral triples is stated for coupled Dirac operators D∇E associated with Hermitian
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connections ∇E . These operators are selfadjoint operators acting between the same Hilbert space,
and so eigenvalues of these operators have a clear meaning. However, for a twisted spectral triple
(A,H, D)σ and a noncommutative vector bundle E (i.e., a finitely generated projective module
over A), the coupled Dirac operators D∇E (as defined in [PW1]) act between the Hilbert spaces
H(E) = E ⊗AH and H(Eσ) = Eσ ⊗AH, where Eσ is a “σ-translation” of E (see Definition 4.1 for
the precise meaning). These Hilbert spaces H(E) and H(Eσ) do not agree in general, and so we
cannot define eigenvalues of the operators D∇E in the usual way.
The above issue is dealt with by introducing the notion of a σ-Hermitian structure on a noncom-
mutative vector bundle E . Such a structure is given by the data of a Hermitian metric on E and an
identification s : Eσ → E satisfying some suitable compatibility condition (see Definition 5.1 for the
precise conditions). This gives rise to a duality between H(E) and H(Eσ). Thanks to this duality
we define notions of s-adjoint operators, s-selfadjointness and s-eigenvalues. They substitute for
the usual notions of adjoint operators, selfadjointness and eigenvalues. Furthermore, we establish
a max-min principle for the s-eigenvalues of an s-selfadjoint Fredholm operator (Proposition 5.12).
In [PW1] Dirac operators coupled with σ-connections were defined and used to give a geometric
description of the index map of a twisted spectral triple (see also Section 4). In order to have
coupled Dirac operators that are s-selfadjoint we use σ-Hermitian σ-connections. These are σ-
connections which are compatible with a given σ-Hermitian structure (cf. Definition 6.1). Dirac
operators coupled with σ-Hermitian σ-connections are s-selfadjoint (see Proposition 6.5). The
Vafa-Witten inequality is stated for the s-eigenvalues of those operators.
This paper is organized as follows. In Section 2, we review the main definitions and examples
regarding twisted spectral triples and introduce pseudo-inner twistings of ordinary spectral triples.
In Section 3, we review the construction of the index map of a twisted spectral triple. In Section 4,
we recall the interpretation given in [PW1] of this index map in terms of σ-connections. In Sec-
tion 5, we introduce σ-Hermitian structures and define the s-spectrum of an operator. In Section 6,
we introduce σ-Hermitian σ-connections and show that they produce s-selfadjoint coupled Dirac
operators. In Section 7, we review basic facts about Poincare´ duality for ordinary spectral triples.
In Section 8, we define Poincare´ duality for twisted spectral triples and look at various examples
of such a duality. In section 9, we give a geometric description of Poincare´ duality in terms of σ-
Hermitian σ-connections. In Section 10, we establish Vafa-Witten inequalities for twisted spectral
triples. In Section 11, we derive their various geometric consequences.
Strictly speaking, in this paper we only deal with the Vafa-Witten inequality for even twisted
spectral triples. The inequality also holds for odd twisted spectral triples. The treatment involves
spectral flow manipulations and is postponed to a forthcoming paper [PW4] dealing with odd
twisted spectral triples.
Acknowledgements. An important part of the research of this paper was carried out during
visits of the two authors to the Mathematical Sciences Institute of the Australian National Uni-
versity and the Shanghai Center of Mathematical Sciences of Fudan University, and visits of the
first named author to Kyoto University, Mathematical Sciences Center of Tsinghua University,
and University of California at Berkeley. The authors would like to thank these institutions for
their hospitality.
2. Twisted Spectral Triples. Examples
In this section, we review the main definitions and various examples regarding twisted spectral
triples. Further examples are presented in [CM1] and [Mo2].
2.1. Twisted spectral triples. Let us first recall the definition of an ordinary spectral triple.
Definition 2.1. A spectral triple (A,H, D) is given by
(1) A Z2-graded Hilbert space H = H+ ⊕H−.
(2) An involutive unital algebra A represented by even bounded operators on H.
(3) An odd selfadjoint unbounded operator D on H such that
(a) The resolvent (D + i)−1 is compact.
(b) a(domD) ⊂ domD and [D, a] is bounded for all a ∈ A.
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Remark 2.2. A linear operator T of H is called even (resp., odd) when it maps H± ∩ domT to
H± (resp., H∓).
Example 2.3. The prototype of a spectral triple is given by a Dirac spectral triple,(
C∞(M), L2g(M, /S), /Dg
)
,
where (M, g) is a closed Riemannian spin manifold of even dimension and /Dg is the Dirac operator
acting on the L2-sections of the spinor bundle /S = /S
+ ⊕ /S+.
Twisted spectral triples (a.k.a. modular spectral triples or σ-spectral triples) were introduced
by Connes-Moscovici [CM1]. The definition of a twisted spectral triple is almost identical to that
of an ordinary spectral triple, except for some “twist” given by the conditions (3) and (4)(b) below.
Definition 2.4. A twisted spectral triple (A,H, D)σ consists of the following data:
(1) A Z2-graded Hilbert space H = H+ ⊕H−.
(2) An involutive unital algebra A represented by even bounded operators on H.
(3) An automorphism σ : A → A such that σ(a)∗ = σ−1(a∗) for all a ∈ A.
(4) An odd selfadjoint unbounded operator D on H such that
(a) The resolvent (D + i)−1 is compact.
(b) a(domD) ⊂ domD and [D, a]σ := Da− σ(a)D is bounded for all a ∈ A.
Remark 2.5. The condition that σ(a)∗ = σ−1(a∗) for all a ∈ A ensures us that a → σ(a)∗ is an
involutive antilinear automorphism of A.
Remark 2.6. Throughout the paper we will further assume that the algebra A is closed under
holomorphic functional calculus. This implies that the K-theory groups of A agree with that of
its norm closure in L(H).
Remark 2.7. The boundedness of commutators naturally appear in the setting of quantum groups,
but in the attempts of constructing twisted spectral over quantum groups the compactness of the
resolvent of D seems to fail (see [DA, KS, KW]). We also refer to [KW] for relationships between
twisted spectral triples and Woronowicz’s covariant differential calculi.
2.2. Pseudo-inner twistings. As pointed out in [CM1], an important class of examples of
twisted spectral triples arises from conformal deformations (i.e., inner twistings) of ordinary spec-
tral triples defined as follows.
Let (A,H, D) be an ordinary spectral and let k be a positive invertible element of A. We note
that k acts as an even operator on H and its action preserves the domain of D. Consider the
operator,
(2.1) Dk := kDk, domDk = domD.
As it turns out, (A,H, Dk) is not a spectral triple in general, but it can be turned into a twisted
spectral triple.
Proposition 2.8. (See [CM1].) Consider the automorphism σ : A → A defined by
(2.2) σ(a) = k2ak−2 ∀a ∈ A.
Then (A,H, Dk)σ is a twisted spectral triple.
We shall now present a generalization of the above example. As D is an odd operator with
respect to the orthogonal splitting H = H+ ⊕H−, it takes the form,
(2.3) D =
(
0 D−
D+ 0
)
, D± : domD ∩H± → H∓.
Let ω ∈ L(H) be an even positive invertible operator preserving the domain of D. In particular,
with respect to the splitting H = H+ ⊕H− the operator ω takes the form,
(2.4) ω =
(
ω+ 0
0 ω−
)
, ω± ∈ L(H±).
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We further assume there is a pair of positive invertible elements k+ and k− of A such that
k+k− = k−k+,(2.5)
σ±(a) := ω±a(ω±)−1 = k±a(k±)−1 ∀a ∈ A.(2.6)
Thus (σ+, σ−) is a commuting pair of inner automorphisms of A.
Definition 2.9. An even positive invertible element ω which preserves the domain of D and
satisfies (2.5)–(2.6) is called a pseudo-inner twisting operator.
Given a pseudo-inner twisting ω as above, set k = k+k− and let σ : A → A be the automorphism
given by
(2.7) σ(a) = σ+ ◦ σ−(a) = kak−1, a ∈ A.
We also note that, for all a ∈ A,
σ(a)∗ = (kak−1)∗ = k−1a∗k = σ−1(a∗).
By assumption the domain of D is preserved by ω. Define
(2.8) Dω := ωDω =
(
0 ω+D−ω−
ω−D+ω+ 0
)
, domDω := domD.
Proposition 2.10. The triple (A,H, Dω)σ is a twisted spectral triple.
Proof. The only conditions of Definition 2.4 that need to be checked are (4)(a) and (4)(b). We
have (ωDω + i)ω−1D−1ω−1 = 1 + iω−1D−1ω−1 − ωP0ω−1, where D−1 the partial inverse of D
and P0 is the orthogonal projection onto kerD. Thus,
(ωDω + i)−1 = ω−1D−1ω−1 − (iω−1D−1ω−1 − ωP0ω−1)(ωDω + i)−1.
As all of the summands of the r.h.s. are compact operators, we deduce that (ωDω + i)−1 too is a
compact operator.
Let a ∈ A. Note that A preserves domDω = domD and σ(a) = σ−(σ+(a)) = ω−σ+(a)(ω−)−1.
Therefore [D+ω , a]σ is equal to
(ω−D+ω+)a− σ(a)(ω−D+ω+) = ω−D+σ+(a)ω+ − ω−σ+(a)(ω−)−1(ω−D+ω+)
= ω−[D+, σ+(a)]ω+ ∈ L(H+,H−).(2.9)
Similarly,
(2.10) [D−ω , a]σ = ω
+[D−, σ−(a)]ω− ∈ L(H−,H+).
This shows that, for all a ∈ A, the twisted commutator [Dω, a]σ is bounded. The proof is
complete. 
Example 2.11. An inner twisting by a positive invertible element k ∈ A is a pseudo-inner twisting,
where ω is given by the action of k on H. In this case k± = k, and so k+k− = k2.
Example 2.12. (See [CM2, Sect. 1.1].) A simple example of a non-inner pseudo-inner twisting is
obtained as follows. In the decomposition (2.4) take ω+ = k and ω− = 1, where k is a positive
invertible element of A. Then ω is a pseudo-inner twisting. In this case σ+(a) = kak−1 and
σ−(a) = a. Moreover,
Dω =
(
0 kD−
D+k 0
)
and σ(a) = kak−1 ∀a ∈ A.
Example 2.13. Let (C∞(M), L2g(M, /S), /Dg) be a Dirac spectral triple as in Example 2.3, and
consider a positive invertible even section ω ∈ C∞(M,End /S). This gives rise to a pseudo-inner
twisting with k± = 1, so that we obtain an ordinary spectral triple (C∞(M), L2g(M, /S), ω /Dgω).
We note this result continues to hold if we only require ω to be an invertible Lipschitz section of
End /S.
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We briefly explain some relationship between the above example and conformal geometry.
Consider a conformal change of metric gˆ := k−2g, where k ∈ C∞(M) and k > 0. Let us
take ω to be the multiplication operator by
√
k. We then obtain the ordinary spectral triple
(C∞(M), L2g(M, /S),
√
k/Dg
√
k).
The inner product of L2g(M, /S) is given by
〈ξ, η〉g :=
∫
M
(ξ(x), η(x))
√
g(x)dnx, ξ, η ∈ L2g(M, /S),
where (·, ·) is the Hermitian metric of /S (and n = dimM). Consider the linear isomorphism
U : L2g(M, /S)→ L2gˆ(M, /S) given by
Uξ = k
n
2 ξ ∀ξ ∈ L2gˆ(M, /S).
We note that U is a unitary operator since, for all ξ ∈ L2g(M, /S), we have
〈Uξ, Uξ〉gˆ =
∫
M
(
k(x)
n
2 ξ(x), k(x)
n
2 ξ(x)
)√
k(x)−2g(x)dnx = 〈ξ, ξ〉g .
Moreover, the conformal invariance of the Dirac operator (see, e.g., [Hit]) means that
/Dgˆ = k
n+1
2 /Dgk
−n+1
2 .
Thus,
U∗/DgˆU = k
−n
2
(
k
n+1
2 /Dgk
−n+1
2
)
k
n
2 =
√
k /Dg
√
k.
Therefore, we obtain the following result.
Proposition 2.14. The Dirac spectral triple (C∞(M), L2gˆ(M, /S), /Dgˆ) is unitarily equivalent to the
pseudo-inner twisted spectral triple (C∞(M), L2g(M, /S),
√
k /Dg
√
k).
Remark 2.15. Whereas the definition of (C∞(M), L2gˆ(M, /S), /Dgˆ) requires k to be smooth, in the
definition of (C∞(M), L2g(M, /S),
√
k /Dg
√
k) it is enough to assume that k is a positive Lipschitz
function.
Remark 2.16. We refer to [CM1] for the construction of a twisted spectral triple of the crossed-
product of the Dirac spectral triple with conformal diffeomorphisms.
2.3. Twisted spectral triples over noncommutative tori. As shown by Connes-Tretkoff [CT]
(see also [CM2]) the datum of a conformal weight on the noncommutative torus naturally gives
rise to a twisted spectral triple. As we shall now explain, this construction fits nicely into the
framework of pseudo-inner twisted spectral triples.
The noncommutative torus Aθ, θ ∈ R, is the algebra,
Aθ =
{∑
am,nU
mV n; (am,n) ∈ S(Z2)
}
,
where U and V are unitaries of L2(S1) such that V U = e2ipiθUV and S(Z2) is the space of
rapid decay sequences (am,n)m,n∈Z with complex entries. We denote by ϕ0 : Aθ → C the unique
normalized trace of Aθ, i.e.,
ϕ0
(∑
am,nU
mV n
)
= a00.
Let H0 the Hilbert space obtained as the completion of Aθ with respect to the inner product,
〈a, b〉 = ϕ0(b∗a), a, b ∈ Aθ.
The holomorphic structures on Aθ are parametrized by numbers τ ∈ C, Im τ > 0. Fixing such
a number, consider the derivation of Aθ given by
δ := δ1 + τδ2,
where δj : Aθ → Aθ, j = 1, 2, are the canonical derivations of Aθ such that
δ1(U) = U, δ2(V ) = V, δ1(V ) = δ2(U) = 0.
The derivation δ plays the role of the operator 1i
(
∂
∂x − i ∂∂y
)
on the ordinary torus.
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Let A1,0θ be the subspace of Aθ spanned by the “(1,0)-forms” aδb, where a and b range over
Aθ. We denote by H1,0 the Hilbert space obtained as the completion of A1,0θ with respect to the
inner product,
〈a1δb1, a2δb2〉 = ϕ0 (a∗2a1(δb1)(δb2)∗) , aj , bj ∈ Aθ.
In addition, let ∂ be the closure of the operator δ seen as an operator from Aθ to H1,0. On the
Hilbert space H := H0 ⊕H1,0 consider the following selfadjoint unbounded operator,
(2.11) D =
(
0 ∂∗
∂ 0
)
, domD = dom∂ ⊕ dom ∂∗.
Then (Aθ,H, D) is an ordinary spectral triple (see [Co1, VI.4.β]).
Let us denote by Aoθ the opposite algebra of Aθ, i.e., the same vector space with the opposite
product (a, b)→ ba. The right regular representation of Aθ extends to a representation a→ ao of
Aoθ in H and it can be shown that (Aoθ,H, D) is an ordinary spectral triple (see [Co1, VI.4.β]).
Let k be a positive invertible element of Aθ, and consider the weight ϕ : Aθ → C defined by
(2.12) ϕ(a) := ϕ0
(
ak−2
) ∀a ∈ Aθ.
In the terminology of [CM2] ϕ is called a conformal weight with the Weyl factor k.
LetH0ϕ be the Hilbert space obtained as the completion of Aθ with respect to the inner product,
〈a, b〉ϕ := ϕ(b∗a) = ϕ0
(
b∗ak−2
)
, a, b ∈ Aθ.
Let ∂ϕ be the closed extension with respect to the above inner product of the operator δ seen
as an operator from Aθ to H1,0. On the Hilbert space Hϕ := H0ϕ ⊕H1,0 consider the selfadjoint
unbounded operator,
(2.13) Dϕ :=
(
0 ∂∗ϕ
∂ϕ 0
)
, domDϕ = dom∂ϕ ⊕ dom∂∗ϕ.
The left regular representation of Aθ extends to a unitary representation of Aθ in H0ϕ. The
right regular representation too extends to a representation a→ ao of Aoθ, but this representation
is not unitary. Indeed, for all (a, ξ, η) ∈ A3θ,
〈aoξ, η〉ϕ = ϕ0
(
η∗ξak−2
)
= ϕ0
(
(ηk−2a∗k2)∗ξk−2
)
=
〈
ξ, (k−2a∗k2)oη
〉
ϕ
,
which shows that the adjoint ao with respect to 〈·, ·〉ϕ is
(
k−2a∗k2
)o
. A unitary representation of
Aoθ in H0ϕ is given by
(2.14) Aoθ ∋ a −→ aoϕ :=
(
k−1ak
)o ∈ L (H0ϕ) .
We also note that a → k−1a∗k is the Tomita antilinear involution of the GNS representation
associated with ϕ.
In what follows we denote by Rk the right-multiplication operator by k on Aθ.
Lemma 2.17. (See [CM2, CT].) The operator Rk uniquely extends to a unitary operator W0 :
H0 → H0ϕ such that, for all a ∈ Aθ and ξ ∈ H0,
(2.15) W0(aξ) = aW0ξ and W0(a
oξ) = aoϕW0ξ.
That is, W0 intertwines the representations of Aθ (resp., Aoθ) in H and Hϕ.
We represent Aoθ in Hϕ = H0ϕ ⊕H1,0 by means of the unitary representation,
(2.16) Aoθ ∋ a −→ aoϕ :=
((
k−1ak
)o
0
0 ao
)
∈ L (Hϕ) ,
where by an abuse of notation we denote by aoϕ both the representation of a as an operator on Hϕ
and its restriction to H0ϕ. Let W be the unitary operator from H = H0⊕H1,0 to Hϕ = H0ϕ⊕H1,0
defined by
(2.17) W =
(
W0 0
0 1
)
.
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It follows from Lemma 2.17 that W intertwines the respective representations of Aθ and Aoθ in H
and Hϕ. Moreover, if we regard Aθ as a dense subspace of H0, then, for all ξ ∈ Aθ,
(2.18) W−1DϕWξ = δ(Rkξ) = ∂koξ.
Consider the bounded operator on H = H0 ⊕H1,0 defined by
(2.19) ω =
(
ko 0
0 1
)
.
It follows from (2.18) that
(2.20) W−1DϕW =
(
0 ko∂∗
∂ko 0
)
= ωDω.
We note that ω is a positive invertible even operator of Hϕ. Moreover, as ko commutes with
the action of Aθ we see that ω is a pseudo-inner twisting for the spectral triple (Aθ,H, D) with
trivial associated automorphisms. Thus (Aθ,H, ωDω) is an ordinary spectral triple. In addition,
for a ∈ Aoθ, the operator ωaoω−1 is equal to ao on H1,0 and is equal to koao (ko)−1 =
(
k−1ak
)o
on H0ϕ. Therefore, we see that ω is a pseudo-inner twisting of the spectral triple (Aoθ,H, D) with
k+ = k−1 and k− = 1, so that the associated automorphism σ is given by
(2.21) σ(a) = k−1ak ∀a ∈ Aoθ.
It then follows from Proposition 2.10 that (Aoθ,H, ωDω)σ is a twisted spectral triple.
As is shown in (2.15) and (2.20), the unitary operator W intertwines the ordinary spectral
triple (Aθ,H, ωDω) with (Aθ,Hϕ, Dϕ). We also note that
W−1σ(a)oW = σ(a)oϕ ∀a ∈ Aoθ.
Therefore, we see thatW also intertwines the twisted spectral (Aoθ,H, ωDω)σ with (Aoθ,Hϕ, Dϕ)σ.
As the axioms for a twisted spectral triple are preserved by unitary intertwinings we eventually
arrive at the following result.
Proposition 2.18. (See [CM2, CT].) Let ϕ be a conformal weight on Aθ with the Weyl factor
k ∈ Aθ, k > 0. In addition, let W be the unitary operator (2.17) and ω the pseudo-inner twisting
operator (2.19). Then
(1) (Aθ,Hϕ, Dϕ) is an ordinary spectral triple.
(2) (Aoθ,Hϕ, Dϕ)σ is a twisted spectral triple, where Aoθ is represented in Hϕ by (2.16).
(3) The unitary operatorW intertwines (Aθ,Hϕ, Dϕ) (resp., (Aoθ,Hϕ, Dϕ)σ) with (Aθ,H, ωDω)
(resp., (Aoθ,H, ωDω)σ).
3. The Index Map of a Twisted Spectral Triple
In this section, we recall the construction of the index map of a twisted spectral triple. The
exposition follows closely that of [PW1]. We refer to [GGK] for basic facts about unbounded
Fredholm operators.
Let us first briefly recall how the datum of an ordinary spectral (A,H, D) gives rise to an
additive index map indD : K0(A)→ Z. Let e be an idempotent in Mq(A), q ∈ Z. We regard eHq
as a closed subspace of the Hilbert space and we equip it with the induced inner product. As e
acts as an even operator on Hq = (H+)q ⊕ (H−)q we see that eHq ∩ (H±)q = e(H±)q, and so we
have an orthogonal splitting eHq = e(H+)q ⊕ e(H−)q. In addition, as the action of A preserves
the domain of D we see that e(domD)q = (domD)q∩eHq. We then form the unbounded operator
De on eHq defined by
De := e(D ⊗ 1q), domDe = e(domD)q.
With respect to the orthogonal splitting eHq = e(H+)q ⊕ e(H−)q the operator De takes the form,
De =
(
0 D−e
D+e 0
)
, D±e = e(D
± ⊗ 1q),
where D± is defined as in (2.3).
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Lemma 3.1. (See [PW1, Lemma 4.3].) The operator De is closed and Fredholm, and we have
(3.1) indD±e = dimkerD
±
e − dimkerD∓e∗ .
Remark 3.2. When e∗ = e the operator De is selfadjoint, i.e., (D±e )
∗ = D∓e . Therefore, in this
case cokerD±e ≃ kerD∓e , and so get
indD+e = dimkerD
+
e − dimkerD−e = − indD−e .
When e 6= e∗, the operator De∗ is not the adjoint of De in the usual sense, but De∗ can be
identified with De with respect to a suitable duality (cf. [PW1, Lemma 4.2]).
We define the index of De by
indDe =
1
2
(
indD+e − indD−e
)
(3.2)
=
1
2
(
dimkerD+e + dimkerD
+
e∗ − dimkerD−e − dimkerD−e∗
)
.
In particular, when e∗ = e we obtain
(3.3) indDe = dimkerD
+
e − dimkerD−e = indD+e ∈ Z,
which is the usual definition of the index of De when e is selfadjoint (see, e.g., [Hi]).
Moreover, if g ∈ Glq(A) and f ∈Mq′(A) is another idempotent, then it can be shown that
(3.4) indDg−1eg = indDe and indDe⊕f = indDe + indDf .
This shows that indDe depends only on the K-theory class of e and it depends on it additively.
Moreover, as e is similar to the orthogonal projection onto its range (see, e.g., [Bl, Prop. 4.6.2]),
we see that indDe can always be put in the form (3.3) without changing the K-theory class of e.
In particular, indDe is always an integer. Therefore, we arrive at the following statement.
Proposition 3.3. There is a unique additive map indD : K0(A)→ Z such that
indD[e] = indDe ∀e ∈Mq(A), e2 = e.
As observed by Connes-Moscovici [CM1], the datum of a twisted spectral triple (A,H, D)σ also
gives rise to an additive index map. This index map is constructed as follows.
Given an idempotent e ∈Mq(A), q ∈ N, we denote by De,σ the unbounded operator from eHq
to σ(e)Hq defined by
(3.5) De,σ := σ(e)(D ⊗ 1q), domDe,σ = e(domD)q.
With respect to the orthogonal splittings eHq = e(H+)q ⊕ e(H−)q and σ(e)Hq = σ(e)(H+)q ⊕
σ(e)(H−)q the operator De,σ takes the form,
De,σ =
(
0 D−e,σ
D+e,σ 0
)
, D±e,σ = σ(e)(D
± ⊗ 1q).
Lemma 3.4. (See [PW1, Lemma 4.3].) The operator De,σ is closed and Fredholm, and we have
(3.6) indD±e,σ = dimkerD
±
e,σ − dim kerD∓σ(e)∗,σ.
Remark 3.5. As in Remark 3.2, with respect to a suitable duality the adjoint of D±e,σ is naturally
identified with D∓σ(e)∗,σ (cf. [PW1, Lemma 4.2]). This implies that cokerD
±
e,σ ≃ kerD∓σ(e)∗,σ,
which yields the equality (3.6).
We define the index of De,σ by
(3.7) indDe,σ :=
1
2
(
indD+e,σ − indD−e,σ
)
.
In particular, thanks to (3.6) we have
(3.8) indDe,σ =
1
2
(
dimkerD+e,σ + dimkerD
+
σ(e)∗,σ − dimkerD−e,σ − dimkerD−σ(e)∗,σ
)
.
9
Moreover, if g ∈ Glq(A) and f ∈Mq′(A) is another idempotent, then
(3.9) indDg−1eg,σ = indDe,σ and indDe⊕f,σ = indDe,σ + indDf,σ.
Therefore, we arrive at the following result.
Proposition 3.6. (See [CM1, PW1].) There is a unique additive map indD,σ : K0(A)→ 12Z such
that
indD,σ[e] = indDe,σ ∀e ∈Mq(A), e2 = e.
As pointed out in Remark 2.5, the fact that σ(a)∗ = σ−1(a∗) for all a ∈ A means that the
map a → σ(a)∗ is an involutive antilinear automorphism of A. An element a ∈ A is selfadjoint
with respect to this involution if and only if σ(a)∗ = a. We shall say that such an element is
σ-selfadjoint. We observe that if σ(e)∗ = e, then (3.8) shows that
(3.10) indDe,σ = dimkerD
+
e,σ − dimkerD−e,σ = indD+e,σ ∈ Z.
While an idempotent in Mq(A) is always conjugate to a selfadjoint idempotent. We need a
further technical assumption on the algebraA to have a similar result for σ-selfadjoint idempotents.
Definition 3.7. The automorphism σ is called ribbon, when it admits a square root in the sense
that there is an automorphism τ : A → A such that
(3.11) σ(a) = τ(τ(a)) and τ(a)∗ = τ−1(a∗) for all a ∈ A.
Lemma 3.8. (See [PW1].) Assume that the automorphism σ is ribbon. Then
(i) Any idempotent e ∈Mq(e), q ∈ N, is similar to a σ-selfadjoint idempotent.
(ii) The index map indD,σ is integer-valued.
As the following shows, the ribbon condition (3.11) is satisfied in all the examples of twisted
spectral triples described in Section 2.
Example 3.9. Assume that σ(a) = kak−1 where k is a positive invertible element of A. Then σ is
ribbon with τ(a) = k
1
2 ak−
1
2 . Note that k
1
2 is an element of A since A is closed under holomorphic
functional calculus. More generally, suppose that σ agrees with the value at t = −i of the analytic
extension of a strongly continuous one-parameter group of isometric ∗-isomorphisms (σt)t∈R. Then
the condition (3.11) is satisfied by taking τ := σ|t=−i/2 . We note that by a result of Bost [Bo],
the analytic extension of a strongly continuous one-parameter group of isometric isomorphisms
on an involutive Banach algebra always exists on a subalgebra which is closed under holomorphic
functional calculus.
Let us now give a closer look at the index map of pseudo-inner twisted spectral triples. Let
(A,H, D) be an ordinary spectral triple and let ω ∈ L(H) be a pseudo-inner twisting as in
Definition 2.9. Thanks to Proposition 2.10 we know that (A,H, Dω)σ is a twisted spectral triple,
where Dω = ωDω and σ is given by (2.7).
Lemma 3.10. The following holds.
(1) Let e be an idempotent in Mq(A), q ∈ N. Then
ind(Dω)e,σ = indDe.
(2) The index maps indDω ,σ and indD agree. In particular, indD,σ is integer-valued.
Proof. As the second part is an immediate consequence of the first part, we only need to prove
the latter. Thus, let e be an idempotent in Mq(A), q ∈ N. As (ω+ ⊗ 1q)e = σ+(e)(ω+ ⊗ 1q), we
see that ω+ ⊗ 1q ∈ L ((H+)q) induces a continuous operator from e(H+)q to σ+(e)(H+)q. Let us
denote by W+ this operator. Note that W+ is invertible and its inverse is the operator induced
by (ω+)−1 ⊗ 1q. In addition, W+ maps e(domD+)q to σ+(e)(domD+)q.
Observe that (ω− ⊗ 1q)σ+(e) = σ−(σ+(e))(ω− ⊗ 1q) = σ(e)(ω− ⊗ 1q). Therefore, by arguing
as above, we see that ω− ⊗ 1q ∈ L ((H−)q) induces an invertible continuous operator W− :
σ+(e)(H−)q → σ(e)(H−)q. Moreover, on (H−)q we have σ(e)(ω− ⊗ 1q) = W−σ+(e). Then on
e(H+)q we have
(D+ω )e,σ = σ(e)
(
(ω−D+ω+)⊗ 1q
)
=W−σ+(e)(D+ ⊗ 1q)W+ =W−D+σ+(e)W+.
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As W+ and W− are invertible operators, using (3.4) we deduce that
ind(D+ω )e,σ = indD
+
σ+(e) = indD
+
k+e(k+)−1 = indD
+
e .
It can be similarly shown that ind(D−ω )e,σ = indD
−
k−e(k−)−1 = indD
−
e . Thus,
indDe,σ =
1
2
(
indD+e,σ − indD−e,σ
)
=
1
2
(
indD+e − indD−e
)
= indDe.
The proof is complete. 
Remark 3.11. For ordinary spectral triples the index map is computed by the pairing of K0(A)
with the Connes-Chern character in cyclic cohomology [Co3, Co1]. We refer to [CM1] for the
construction of the Connes-Chern character for twisted spectral triples in (ordinary) cyclic coho-
mology.
4. Index Map and σ-Connections
In this section, we recall the description in [PW1] of the index map of a twisted spectral triple
in terms of couplings by σ-connections. We refer to [Mo1] for a similar description in the case of
ordinary spectral triples.
Throughout this section and the next two sections we let (A,H, D)σ be a twisted spectral
triple. In addition, let E be a finitely generated projective right module over A, i.e., E is a direct
summand of a finite rank free module. In order to define σ-connections we need the following
notion of “σ-translation”.
Definition 4.1. (See [PW1].) A σ-translation of E is given by a pair (Eσ, σE), where
(i) Eσ is finitely generated projective right module over A.
(ii) σE : E → Eσ is a C-linear isomorphism such that
(4.1) σE(ξa) = σE(ξ)σ(a) for all ξ ∈ E and a ∈ A.
Remark 4.2. The condition (4.1) means that σE is a right module isomorphism from E onto
E(σ), where E(σ) is Eσ equipped with the action (ξ, a) → ξσ(a). In particular, when σ = id a
σ-translation of E is simply given by a right-module isomorphism σE : E → Eσ. Therefore, a
canonical choice of σ-translation is to take (E , id). This will always the choice we shall make when
σ = id.
Remark 4.3. . Suppose that E = eAq, for some idempotent e ∈Mq(A), q ≥ 1. The automorphism
σ lifts to Aq by
σ(ξ) = (σ(ξj)) ∀ξ = (ξj) ∈ Aq.
Note that σ is a C-linear isomorphism of Aq onto itself and maps eAq onto σ(e)Aq, and so it
induces a C-linear isomorphism σe : eAq → σ(e)Aq . Moreover, it can checked that σe further
satisfies (4.1) (see [PW1, Remark 5.3]). Therefore, the pair (σ(e)Aq , σe) is a σ-translation of eAq.
This will be our canonical choice of σ-translation when E is of the form eAq, with e2 = e ∈Mq(A),
q ≥ 1.
Remark 4.4. In general, any σ-translation is obtained as follows. By definition E is a direct-
summand of a free module E0 ≃ Aq. Let φ : E0 → Aq be a right module isomorphism. The image of
E by φ is a right module of the form eAq for some idempotent e ∈Mq(A). Set Eσ := φ−1 (σ(e)Aq);
this is a direct summand of E0. The isomorphism φ induces isomorphisms of right modules,
φe : E −→ eAq and φσ(e) : Eσ −→ σ(e)Aq .
Set σE =
(
φσ(e)
)−1 ◦ σe ◦ φe, where σe : eAq → σ(e)Aq is the σ-lift introduced in Remark 4.3.
Then σE is a C-linear isomorphism from E onto Eσ satisfying (4.1) (see [PW1, Remark 5.4]), and
so (Eσ, σE) is a σ-translation of E .
Conversely, given a σ-translation (E , σE ) and a right-module isomorphism φ : E → eAq, the
map φσ = σe ◦ φ ◦
(
σE
)−1
is a right-module isomorphism from Eσ onto σ(e)Aq such that σE =
(φσ)
−1 ◦ σe ◦ φ (see [PW1, Remark 5.4]). We also note that when σ is ribbon Lemma 3.8 enables
us to choose an idempotent e so that σ(e) = e∗.
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Following [CM1] we consider the space of twisted 1-forms,
Ω1D,σ(A) =
{
Σai[D, bi]σ : a
i, bi ∈ A} .
Note that Ω1D,σ(A) is a subspace of L(H). Moreover, this is naturally an (A,A)-bimodule, since
a2(a1[D, b1]σ)b
2 = a2a1[D, b1b2]σ − a2a1σ(b1)[D, b2]σ ∀aj , bj ∈ A.
We also have a “twisted” differential dσ : A → Ω1D,σ(A) defined by
(4.2) dσa := [D, a]σ ∀a ∈ A.
This is a σ-derivation, in the sense that
(4.3) dσ(ab) = (dσa)b + σ(a)dσb ∀a, b ∈ A.
Throughout the rest of the section we let (Eσ, σE) be a σ-translation of E .
Definition 4.5. A σ-connection on E is a C-linear map ∇E : E → Eσ ⊗A Ω1D,σ(A) such that
(4.4) ∇E(ξa) = (∇Eξ)a+ σE(ξ)⊗ dσa ∀ξ ∈ E ∀a ∈ A.
Example 4.6. Suppose that E = eAq with e = e2 ∈ Mq(A). Then a natural σ-connection on E is
the Grassmannian σ-connection ∇E0 defined by
(4.5) ∇E0 ξ = σ(e)(dσξj) for all ξ = (ξj) in E .
Lemma 4.7. (See [PW1].) The set of σ-connections on E is an affine space modeled on HomA(E , Eσ⊗
Ω1D,σ(A)).
In what follows we denote by E ′ the dual A-module HomA(E ,A).
Definition 4.8. A Hermitian metric on E is a map (·, ·) : E × E → A such that
(1) (·, ·) is A-sesquilinear, i.e., it is A-antilinear with respect to the first variable and A-linear
with respect to the second variable.
(2) (·, ·) is positive, i.e., (ξ, ξ) ≥ 0 for all ξ ∈ E.
(3) (·, ·) is nondegenerate, i.e., ξ → (ξ, ·) is an A-antilinear isomorphism from E onto E ′.
Remark 4.9. Using (2) and a polarization argument it can be shown that (ξ1, ξ2) = (ξ2, ξ1)
∗ for
all ξj ∈ A.
Example 4.10. The canonical Hermitian structure on the free module Aq is given by
(4.6) (ξ, η)0 = ξ
∗
1η1 + · · ·+ ξ∗q ηq for all ξ = (ξj) and η = (ηj) in Aq.
Lemma 4.11. (See [PW1].) Suppose that E = eAq with e = e2 ∈ Mq(A). Then the canonical
Hermitian metric of Aq induces a Hermitian metric on E.
Remark 4.12. Let φ : E → F be an isomorphism of finitely generated projective modules and
assume F carries a Hermitian metric (·, ·)F . Then using φ we can pullback the Hermitian metric
of F to the Hermitian metric on E given by
(ξ1, ξ2)E := (φ(ξ1), φ(ξ2))F ∀ξj ∈ E .
In particular, if we take F to be of the form eAq with e = e2 ∈Mq(A), then we can pullback the
canonical Hermitian metric (·, ·)0 to a Hermitian metric on E .
From now on we assume that E and Eσ carry Hermitian metrics. We denote by H(E) the
pre-Hilbert space consisting of E ⊗A H equipped with the Hermitian inner product,
(4.7) 〈ξ1 ⊗ ζ1, ξ2 ⊗ ζ2〉 := 〈ζ1, (ξ1, ξ2)ζ2〉 , ξj ∈ E , ζj ∈ H,
where (·, ·) is the Hermitian metric of E .
Lemma 4.13. (See [PW1].) H(E) is a Hilbert space whose topology is independent of the choice
of the Hermitian inner product of E.
Remark 4.14. In [Mo1] the Hilbert space H(E) is defined as the completion of E ⊗AH with respect
to the inner product (4.7), as the above lemma shows this pre-Hilbert space is actually complete.
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We note there is a natural Z2-grading on H(E) given by
(4.8) H(E) = H+(E) ⊕H−(E), H±(E) := E ⊗A H±.
We also form the Z2-graded Hilbert space H(Eσ) as above. In addition, we let ∇E be a σ-
connection on E . Regarding Ω1D,σ(A) as a subalgebra of L(H), we have a natural left action
c : Ω1D,σ(A)⊗A H → H given by
c(ω ⊗ ζ) = ω(ζ) for all ω ∈ Ω1D,σ(A) and ζ ∈ H.
We denote by c
(∇E) the composition (1Eσ ⊗ c) ◦ (∇E ⊗ 1H) : E ⊗ H → Eσ ⊗H. Thus, for ξ ∈ E
and ζ ∈ H, and upon writing ∇Eξ =∑ ξα ⊗ ωα with ξα ∈ Eσ and ωα ∈ Ω1D,σ(A), we have
(4.9) c
(∇E) (ξ ⊗ ζ) =∑ ξα ⊗ ωα(ζ).
In what follows we regard the domain of D as a left A-module, which is possible since the action
of A on H preserves domD.
Definition 4.15. (See [PW1].) The coupled operator D∇E : E ⊗A domD → H(Eσ) is defined by
(4.10) D∇E (ξ ⊗ ζ) := σE(ξ)⊗Dζ + c(∇E )(ξ ⊗ ζ) for all ξ ∈ E and ζ ∈ domD.
Remark 4.16. With respect to the Z2-gradings (4.8) for H(E) and H(Eσ) the operator D∇E takes
the form,
D∇E =
(
0 D−∇E
D+∇E 0
)
, D±∇E : E ⊗A domD± −→ H∓(Eσ).
That is, D∇E is an odd operator.
Example 4.17 (See [PW1]). Suppose that E = eAq with e = e2 ∈Mq(A). Then there is a canonical
isomorphism Ue from H(E) to eHq given by
Ue(ξ ⊗ ζ) = (ξjζ)1≤j≤q for all ξ = (ξj) ∈ E and ζ ∈ H,
where E = eAq is regarded as a submodule of Aq. The inverse of Ue is given by
U−1e ((ζj)) =
∑
ej ⊗ ζj for all (ζj) ∈ eHq,
where eHq is regarded as a subspace of Hq and e1, . . . , eq are the column vectors of e. Let ∇E0 be
the Grassmannian σ-connection of E . Then by [PW1, Lemma 5.18] we have
(4.11) Uσ(e)D∇E
0
U−1e = De,σ,
where De,σ is defined as in (3.5).
We are now in a position to state the main result of this section.
Proposition 4.18. (See [PW1].) Let E be a Hermitian finitely generated projective module. Then,
for any σ-connection ∇E on E, the operator D∇E is Fredholm, and we have
indD,σ[E ] = 1
2
(
indD+∇E − indD−∇E
)
.
Remark 4.19. The above result provides us with a more transparent analogy with the index map
defined by coupled Dirac operators on spin manifolds. It is also an important ingredient in the
proof of the Vafa-Witten inequality for twisted spectral triples (cf. Section 10).
5. σ-Hermitian Structures and s-Spectrum
The coupled operators D∇E defined in the previous section are operators from H(E) to H(Eσ),
but in general the Hilbert spaces H(E) and H(Eσ) do not agree. Therefore, eigenvalues of the
coupled operators D∇E do not make sense in the usual way. In this section, we shall remedy this
by introducing the notion of a σ-Hermitian structure on a finitely generated projective module.
Throughout this section we let E be a finitely generated projective right-module over A and
(Eσ, σE) a σ-translation of E .
Definition 5.1. A σ-Hermitian structure on E is given by
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(i) A Hermitian metric (·, ·) on E.
(ii) A right-module isomorphism s : Eσ → E such that
(5.1)
(
ξ1, s
(
σE(ξ2)
))
= σ
[(
s
(
σE (ξ1)
)
, ξ2
)] ∀ξj ∈ E .
Example 5.2. The free module Aq has a canonical σ-Hermitian structure defined as follows. Note
that (Aq)σ = Aq. Furthermore, for all ξ = (ξj) and η = (ηj) in Aq, we have
(5.2) σ ((σ(ξ), η)0) =
∑
σ (σ(ξj)
∗ηj) =
∑
σ (σ(ξj)
∗)σ(ηj) =
∑
ξ∗j σ(ηj) = (ξ, σ(η))0 .
This is the condition (5.1) for s = 1Aq , and so the pair {(·, ·)0 , 1Aq} defines a σ-Hermitian structure
on Aq.
As the following lemma shows, when σ is inner the datum of a Hermitian structure canonically
defines a σ-Hermitian structure.
Lemma 5.3. Assume that σ(a) = kak−1 for some positive invertible element k ∈ A. Let (·, ·) be
a Hermitian metric on E. Define s : Eσ → E by
(5.3) s(ξ) =
[(
σE
)−1
(ξ)
]
k−1, ξ ∈ Eσ.
Then s is a right-module isomorphism and {(·, ·) , s} defines a σ-Hermitian structure on E.
Proof. The map s is a linear isomorphism. Let ξ ∈ Eσ and a ∈ A. As σ(a) = kak−1 we have
s(ξa) =
[(
σE
)−1
(ξa)
]
k−1 =
[(
σE
)−1
(ξ)
]
σ−1(a)k−1 =
[(
σE
)−1
(ξ)
]
k−1a = s(ξ)a.
Thus s is a right-module isomorphism from Eσ onto E .
In addition, for ξ1 and ξ2 in Eσ, we have(
ξ1, s ◦ σE(ξ2)
)
=
(
ξ1, ξ2k
−1) = (ξ1, ξ2) k−1 = σ [k−1 (ξ1, ξ2)] = σ [(s ◦ σE (ξ1), ξ2)] .
This proves that the pair {(·, ·) , s} defines a σ-Hermitian structure on E . The proof is complete. 
Remark 5.4. When σ is inner we shall use the σ-Hermitian structure defined by a given Hermitian
metric and the map s given by (5.3). We note this implies that s ◦ σE is the right action of k−1.
Example 5.5. Suppose that σ is as above and E = eAq with e = e2 ∈ Mq(A). Then, for all ξ in
Eσ = σ(e)Aq, we have
s(ξ) =
[(
σE
)−1
(ξ)
]
k−1 = σ−1(ξ)k−1 = (k−1ξk)k−1 = k−1ξ.
That is, the map s is the left-multiplication by k−1.
More generally, when σ is ribbon we have the following existence result.
Lemma 5.6. Suppose that σ is ribbon in the sense of (3.11) and let (·, ·) be a Hermitian metric
on a finitely generated projective module E. Then there is an A-linear isomorphism s : Eσ → E
such that the pair {(·, ·) , s} defines a σ-Hermitian structure on E.
Proof. Let us first assume that E = eAq with e = e2 ∈ Mq(A) such that σ(e) = e∗, and let (·, ·)E
be a Hermitian metric on E . The canonical Hermitian metric (·, ·)0 of Aq induces a nondegenerate
A-sesquilinear pairing on e∗Aq × eAq (see, e.g., [PW1, Lemma A.1]). Therefore, there is a unique
A-linear isomorphism s from e∗Aq = σ(e)Aq = Eσ onto E such that
(5.4) (sη, ξ)E = (η, ξ)0 ∀(η, ξ) ∈ E∗ × E .
Moreover, using (5.2) we see that, for all ξj ∈ E ,
(5.5) σ
[(
s
(
σE (ξ1)
)
, ξ2
)
E
]
= σ
[((
σE (ξ1)
)
, ξ2
)
0
]
=
(
ξ1, σ
E (ξ2)
)
0
=
(
ξ1, s
(
σE(ξ2)
))
E .
This shows that the pair {(·, ·)E , s} defines a σ-Hermitian structure on E .
Suppose now that E is an arbitrary Hermitian finitely generated projective module. By Re-
mark 4.4 there exist an idempotent e ∈Mq(A) such that σ(e)∗ = e and right-module isomorphisms
φ : E → eAq and φσ : Eσ → σ(e)Aq such that φσ ◦ σE = σ ◦ φ. We equip eAq with the Hermitian
metric (ξ, η)e =
(
φ−1(ξ), φ−1(η)
)
where ξ, η ∈ eAq. We let se : σ(e)Aq → eAq be the right-module
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isomorphism defined as in (5.4) by using the Hermitian metric (·, ·)e. Using φ and φσ we pull it
back to the right-module isomorphism s : Eσ → E defined by
s = φ−1 ◦ se ◦ φσ.
Let ξ1 and ξ2 be in E . Using (5.5) we see that
(
ξ1, s ◦ σE (ξ2)
)
is equal to(
φ(ξ1), φ ◦ s ◦ φ−1σ ◦ σ ◦ φ(ξ2)
)
e
= (φ(ξ1), se ◦ σ(φ(ξ2)))e = σ [(se ◦ σ(φ(ξ1)), φ(ξ2))e]
= σ
[(
s ◦ σE (ξ1), (ξ2)
)]
.
Therefore the pair {(·, ·) , s} defines a σ-Hermitian structure on E . The proof is complete. 
From now one we assume that E carries a σ-Hermitian structure given by a Hermitian metric
(·, ·) and a right-module isomorphism s : Eσ → E . We then endow Eσ with the Hermitian metric
defined by
(5.6) σ(η1, η2)σ := (sη1, sη2) ∀ηj ∈ Eσ.
In addition, we define a nondegenerate A-sesquilinear pairing σ(·, ·) : Eσ × E → A by
(5.7) σ(η, ξ) := (sη, ξ) ∀(η, ξ) ∈ Eσ × E .
Similarly, we a have a non-degenerate A-sesquilinear pairing (·, ·)σ : E × Eσ → A given by
(5.8) (ξ, η)σ := (ξ, sη) ∀(ξ, η) ∈ E × Eσ.
We observe that (5.1) implies that
(5.9) (ξ, η)σ = σ
[
σ
(
σE(ξ), (σE )−1(η)
)] ∀(ξ, η) ∈ E × Eσ.
Example 5.7. Suppose that E = eAq with e = e2 ∈ Mq(A) such that σ(e) = e∗. Let us equip E
with a σ-Hermitian structure as in the proof of Lemma 5.6. In this case (5.4) and (5.7) show that
the pairing σ(·, ·) agrees with the nondegenerate pairing between Eσ = E∗ and E induced by the
canonical Hermitian metric of Aq. Furthermore, using (5.2) and (5.9) we also see that (·, ·)σ as
well agrees with that pairing.
Using the Hermitian metric (·, ·) we form the Hilbert space H(E) as E ⊗AH equipped with the
inner product defined by (4.7). We similarly form the Hilbert space H(Eσ) by using the Hermitian
metric σ(·, ·)σ on Eσ. We shall denote by σ〈·, ·〉σ the associated inner product on H(Eσ).
We observe that (5.6) implies that s⊗1H is a unitary operator fromH(Eσ) ontoH(E). Therefore,
in the same as way as in (5.7) and (5.8), we define (continuous) nondegenerate sesquilinear maps
σ〈·, ·〉 : H(Eσ) × H(E) → C and 〈·, ·〉σ : H(E) × H(Eσ) → C by letting, for all ζ ∈ H(E) and
ζσ ∈ H(Eσ),
(5.10) σ〈ζσ, ζ〉 := 〈(s⊗ 1H)ζσ , ζ〉 and 〈ζ, ζσ〉σ := 〈ζ, (s⊗ 1H)ζσ〉 .
We note that, for (ξ, η) ∈ E × Eσ and ζj ∈ H, j = 1, 2, we have
(5.11) σ〈η ⊗ ζ1, ξ ⊗ ζ2〉 = 〈ζ1, σ(η, ξ) ζ2〉 and 〈ξ ⊗ ζ1, η ⊗ ζ2〉σ = 〈ζ1, (ξ, η)σ ζ2〉 .
These duality pairings betweenH(E) andH(Eσ) provide us with a corresponding notion of adjoint.
Definition 5.8. Let T be a densely defined operator from H(E) to H(Eσ).
(1) The s-adjoint of T , denoted T †, is operator from H(E) to H(Eσ) with graph,
(5.12) G(T †) := {(ξ, η) ∈ H(E)×H(Eσ); 〈ξ, T ζ〉σ = σ〈η, ζ〉 ∀ζ ∈ domT } .
(2) The operator T is called s-selfadjoint when T = T †.
The following lemma relates the s-adjoint T † to the usual adjoint T ∗.
Lemma 5.9. Let T be a densely defined operator from H(E) to H(Eσ). Then
(1) T ∗ = (s⊗ 1H)T †(s⊗ 1H).
(2) T is s-selfadjoint if and only if (s⊗ 1H)T is selfadjoint.
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Proof. Set S = s ⊗ 1H. The very definitions (5.10) of the pairing 〈·, ·〉σ and σ〈·, ·〉 show that
(ξ, η) ∈ H(Eσ)×H(E) belongs to the graph of T † if and only if
〈ξ, ST ζ〉 = 〈Sη, ζ〉 for all ζ ∈ domT .
As domST = domT this shows that (ξ, η) ∈ G(T †) if and only if (ξ, Sη) ∈ G ((ST )∗), i.e.,
ST † = (ST )∗. We note that S is a unitary operator since this is an isometric isomorphism. Thus,
ST † = (ST )∗ = T ∗S∗ = T ∗S−1.
Furthermore, as S is an isomorphism, we further see that T = T † if and only if ST = ST † = (ST )∗.
Thus T is s-selfadjoint if and only if (s⊗ 1H)T is selfadjoint. The proof is complete. 
Definition 5.10. Let T be a closed densely defined operator T from H(E) to H(Eσ).
(1) The spectrum of (s⊗ 1H)T is called the s-spectrum of T .
(2) An eigenvalue of (s⊗ 1H)T is called an s-eigenvalue of T
From now on, we let T be a densely defined operator from H(E) to H(Eσ) which is Fredholm
and s-selfadjoint. Then (s ⊗ 1H)T is a Fredholm operator, which is selfadjoint by Lemma 5.9.
Therefore, we obtain the following result.
Proposition 5.11. The s-spectrum of T consists of a discrete set of real s-eigenvalues with finite
multiplicity.
It follows from this that the s-eigenvalues of T can be arranged in a sequence (λj(T ))j≥1 in
such a way that each s-eigenvalue is repeated according to multiplicity and
(5.13) |λ1(T )| ≤ |λ2(T )| ≤ · · · .
We shall now proceed to establish a max-min principle for s-eigenvalues. To this end we
need to recall the definition of the characteristic values of T . The operator T ∗T is a selfadjoint
densely defined operator of H(E) which is Fredholm and has nonnegative spectrum. Thus its
spectrum consists of an unbounded sequence of nonnegative eigenvalues with finite multiplicity.
Let |T | := √T ∗T be the absolute value of T . This is a selfadjoint operator of H(E) with same
domain as T and its spectrum consists of an unbounded sequence of nonnegative eigenvalues with
finite multiplicity. For j = 1, 2, . . . we denote by µj(T ) the j-th characteristic value of T , i.e., the
j-th eigenvalue of |T | counting with multiplicity.
Proposition 5.12. For j = 1, 2, . . ., we have
(5.14) |λj(T )| = µj(T ) = sup
E⊂H
dimE=j−1
inf
{‖Tζ‖ ; ζ ∈ E⊥ ∩ domT, ‖ζ‖ = 1} .
Proof. The second equality is the classical max-min principle, so we only need to show the first
equality. Set S = (s⊗ 1H). As S is a unitary operator, we have
T ∗T = T ∗S∗ST = (ST )∗ST = |ST |2,
and hence |T | =
√
T ∗T = |ST |. Moreover, the selfadjointness of ST implies that |λj(T )| is the
j-th eigenvalue of |ST |. Thus |λj(T )| = µj(ST ) = µj(T ). The proof is complete. 
6. σ-Hermitian σ-Connections
In this section, we construct a class of σ-connections such that the associated coupled operators
D∇E are s-selfadjoint in the sense of the previous section. We shall continue using the notations
of the previous section. In particular, E is a finitely generated projective right-module over A
together with a σ-translation (Eσ, σE) and a σ-Hermitian structure {(·, ·) , s}.
Definition 6.1. A σ-connection ∇E : E → Eσ ⊗ Ω1D,σ on E is σ-Hermitian when
(6.1)
(
ξ,∇Eη)
σ
− σ
(∇Eξ, η) = dσ (σ(σE (ξ), η)) for all ξ, η ∈ E .
Remark 6.2. In case σ is trivial and s = 1E , the above definition reduces to the usual definition
of a Hermitian connection (see [Co1]).
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Lemma 6.3. Suppose that E = eAq where e ∈Mq(A) is an idempotent such that σ(e) = e∗. We
endow E with the σ-Hermitian structure as defined in the proof of Lemma 5.6, so that the s-map
is given by (5.4). Then the Grassmannian σ-connection ∇E0 is a σ-Hermitian σ-connection.
Proof. As mentioned in Example 5.7 the pairings σ(·, ·) and (·, ·)σ agree with the canonical Her-
mitian metric (·, ·)0 of Aq on their domains. Let ξ = (ξj) and η = (ηj) be elements of E . As
σ(e) = e∗ we have
(6.2)
(
ξ,∇E0η
)
σ
= (ξ, e∗dσξ)0 = (eξ, dση)0 = (ξ, dση)0 =
∑
ξ∗j dσηj .
Similarly, we have
(6.3) σ
(∇E0 ξ, η) = (e∗dσξ, η)0 = (dσξ, η)0 =∑(dσξj)∗ηj .
Let a and b be elements of A. Using (4.3) we see that
dσ(σ(a)
∗b) = dσ(σ−1(a∗)b) = dσ(σ−1(a∗))b+ a∗dσb,
dσ(σ
−1(a∗)) = Dσ−1(a∗)− a∗D = Dσ(a)∗ − a∗D = −(dσa)∗.
Thus,
(6.4) dσ(σ(a)
∗b) = a∗dσb− (dσa)∗b.
Combining (6.2)–(6.3) with (6.4) we see that
(
ξ,∇E0η
)
σ
− σ
(∇E0 ξ, η) is equal to∑(
ξ∗j dσηj − (dσξj)∗ηj
)
=
∑
dσ(σ(ξj)
∗ηj) = dσ
(
σE(ξ), η
)
0
= dσ
(
σ
(
σE(ξ), η
))
This shows that ∇E0 is a σ-Hermitian σ-connection. The proof is complete. 
Remark 6.4. Let us denote by Hom†A(E , Eσ) the real vector space of right-module morphisms
A ∈ HomA(E , Eσ) such that
σ(Aξ1, ξ2) = (ξ1, Aξ2)σ ∀ξj ∈ E .
Then the set of σ-Hermitian σ-connections is a real affine space modeled on Hom†A(E , Eσ). More-
over, if ∇E is a σ-connection, then there is a unique A ∈ Hom†A(E , Eσ) such that ∇E + iA is
σ-Hermitian. Namely, A is defined by
(Aξ, η) =
1
2i
{(
ξ,∇Eη)
σ
− σ
(∇Eξ, η)− dσ (σ(σE (ξ), η))} for all ξ, η ∈ E .
Proposition 6.5. Let ∇E be a σ-Hermitian σ-connection on E. Then the operator D∇E is s-
selfadjoint and there is a Z2-graded isomorphism cokerD
±
∇E ≃ kerD∓∇E .
Proof. Let us first show that D†∇E is an extension of D∇E . For j = 1, 2 let ξj ∈ E and ζj ∈ domD.
Using (5.11) and (6.1) we get〈
ξ1 ⊗ ζ1, (∇Eξ2)ζ2
〉
σ
− σ
〈
(∇Eξ1)ζ1, ξ2 ⊗ ζ2
〉
=
〈
ζ1,
((
ξ1,∇Eξ2
)
σ
− σ
(∇Eξ1, ξ2)) ζ2〉
=
〈
ζ1, dσ
(
σ
(
σE (ξ1), ξ2
))
ζ2
〉
.
Thanks to (5.9) we see that dσ
(
σ
(
σE(ξ1), ξ2
))
is equal to
D
[
σ
(
σE(ξ1), ξ2
)]− σ [σ(σE (ξ1), ξ2)]D = D [σ(σE(ξ1), ξ2)]− [(ξ1, σE(ξ2))σ]D.
Thus
〈
ξ1 ⊗ ζ1, (∇Eξ2)ζ2
〉
σ
− σ
〈
(∇Eξ1)ζ1, ξ2 ⊗ ζ2
〉
is equal to
〈
ζ1, Dσ
(
σE (ξ1), ξ2
)
ζ2
〉− 〈ζ1, (ξ1, σE(ξ2))σDζ2〉
=
〈
Dζ1, σ
(
σE(ξ1), ξ2
)
ζ2
〉− 〈ζ1, (ξ1, σE(ξ2))σDζ2〉
= σ
〈
σE(ξ1)⊗ (Dζ1), ξ2 ⊗ ζ2
〉− 〈ξ1 ⊗ ζ1, σE(ξ2)⊗ (Dζ2)〉σ .
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As D∇E (ξj ⊗ ζj) = σE(ξj)⊗ (Dζj) + c(∇E)(ξj ⊗ ζj) we deduce that
〈ξ1 ⊗ ζ1, D∇E (ξ2 ⊗ ζ2)〉σ =
〈
ξ1 ⊗ ζ1, σE(ξ2)⊗ (Dζ2)
〉
σ
+
〈
ξ1 ⊗ ζ1, c(∇E )(ξ2 ⊗ ζ2)
〉
σ
= σ
〈
σE (ξ1)⊗ (Dζ1), ξ2 ⊗ ζ2
〉
+ σ
〈
c(∇E)(ξ1 ⊗ ζ1), ξ2 ⊗ ζ2
〉
= σ〈D∇E (ξ1 ⊗ ζ1), ξ2 ⊗ ζ2〉 .
This shows that the graph of D∇E is contained in that of D
†
∇E , i.e., D
†
∇E is an extension of D∇E .
In order to show that the operators D∇E and D
†
∇E agree it remains to show that they have the
same domain. We note that by Lemma 5.9 we have
(6.5) D†∇E = (s
−1 ⊗ 1H)D∗∇E (s−1 ⊗ 1H),
where D∗∇E is the adjoint of D∇E . Therefore, it is enough to look at the domain of D
∗
∇E .
Claim. For any Hermitian metrics on E and Eσ and any σ-connection ∇E on E , the domain of
D∗∇E is Eσ ⊗A domD.
Proof of the claim. Let us first assume that E = eAq with e = e2 ∈ Mq(A). We note that the
domain of D∗∇E is independent of the choice of the Hermitian metrics on eAq and σ(e)Aq . Indeed,
a change of Hermitian metrics amounts to replacing D∗∇E by (a ⊗ 1H)D∗∇E (b ⊗ 1H) for suitable
elements a and b of GLq(A). However, this does not affect the domain of D∗∇E .
We also note that the domain of D∗∇E is actually independent of the choice of the σ-connection
∇E . Indeed, if ∇˜E is another σ-connection on E = eAq, then it differs from ∇E by an element
of HomA
(E , E ⊗A Ω1D,σ(A)). Incidentally, the operators D∇E and D∇˜E agree up to a bounded
operator, and so do their adjoints. Thus D∗∇E and D
∗
∇˜E have same domain.
It follows from these observations that we may assume that ∇E is the Grassmannian σ-
connection ∇E0 and the Hermitian metrics of E = eAq and Eσ = σ(e)Aq are the Hermitian metrics
induced by the canonical Hermitian metric of Aq. In this case, Eq. (4.11) shows there are unitary
operators Ue : H(E)→ eHq and Uσ(e) : H(Eσ)→ σ(e)Hq such that D∇E
0
= U−1σ(e)De,σUe. Thus,
(6.6) D∗∇E
0
=
(
U−1σ(e)De,σUe
)∗
= U−1e D
∗
e,σUσ(e).
In addition, as shown in the proof of [PW1, Lemma 4.2], we have
(6.7) D∗e,σ = S
−1
e∗ Dσ(e)∗,σSσ(e)∗ ,
where the isomorphism Se∗ : eHq → e∗Hq (resp., Sσ(e)∗ : eHq → e∗Hq) is given by the restric-
tion of e∗ (resp., σ(e)∗) to eHq (resp., σ(e)∗Hq). Noting that Uσ(e) maps σ(e)Aq ⊗A domD to
σ(e)(domD)q and Sσ(e)∗ maps σ(e)(domD)
q to σ(e)∗(domD)q, from (6.6) and (6.7) we deduce
that domD∗∇E
0
is equal to
U−1σ(e)
(
S−1σ(e)∗
(
domDσ(e)∗,σ
))
= U−1σ(e)
(
S−1σ(e)∗ (σ(e)
∗(domD)q)
)
= σ(e)Aq ⊗A domD.
This proves the claim when E = eAq for some idempotent e ∈Mq(A), q ≥ 1.
When E is a general finitely generated projective module, by Remark 4.4 there always are an
idempotent e ∈Mq(A), q ≥ 1, and right module isomorphisms φ : E → eAq and φσ : Eσ → σ(e)Aq
such that φσ ◦σE = σe ◦φ. Using φ and φσ we pushforward the Hermitian metrics of E and Eσ to
Hermitian metrics on F := eAq and Fσ = σ(e)Aq , respectively. We also pushforward ∇E to the
σ-connection on F defined by
∇F :=
(
φσ ⊗ 1Ω1D,σ(A)
)
◦ ∇E ◦ φ−1.
Set Uφ = φ ⊗ 1E ∈ L (H(E),H(F)) and Uφσ = φσ ⊗ 1E ∈ L (H(Eσ),H(Fσ)). Both Uφ and Uφσ
are unitary operators. Moreover, it can be shown (see [PW1, Eq. (5.17)]) that
(6.8) D∇E = U
−1
φσ
D∇FUφ.
It then follows that D∗∇E = U
−1
φ D
∗
∇FUφσ . In particular, the domain of D
∗
∇E is equal to
U−1φσ (domD∇F ) = (φ
−1
σ ⊗ 1H)(Fσ ⊗A domD) = Eσ ⊗A domD.
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The claim is thus proved. 
Combining the above claim with (6.5) we obtain
domD†∇E = (s⊗ 1H) (domD∗∇E ) = (s⊗ 1H) (Eσ ⊗A domD) = E ⊗A domD = domD∇E .
This shows that the operators D†∇E and D∇E agree, i.e., D∇E is s-selfadjoint. Moreover, by
Lemma 5.9 the s-selfadjointness of D∇E implies the selfadjointness of (s⊗ 1H)D∇E . Thus,
cokerD∇E ≃ coker(s⊗ 1H)D∇E ≃ ker ((s⊗ 1H)D∇E )∗ = ker(s⊗ 1H)D∇E = kerD∇E .
We note thatD∇E is an odd operator and s⊗1H is an even operator, so we get graded isomorphisms
by using the Z2-gradings kerD∇E = kerD
+
∇E ⊕ kerD−∇E and cokerD∇E = cokerD−∇E ⊕ cokerD+∇E .
That is, cokerD±∇E ≃ kerD∓∇E . The proof is complete. 
Remark 6.6. In the special case where σ = idA and we take Eσ = E and s = idE , we recover
from Proposition 6.5 the property that the coupled operator D∇E associated with a Hermitian
connection is selfadjoint.
The isomorphisms cokerD±∇E ≃ kerD∓∇E imply that
indD+∇E = dim kerD
+
∇E − dim kerD−∇E = − indD−∇E .
Combining this with Proposition 4.18 we arrive at the following index formula.
Proposition 6.7. Let E be a σ-Hermitian finitely generated projective right module over A. Then,
for any σ-Hermitian σ-connection ∇E on E, we have
indD,σ[E ] = dim kerD+∇E − dimkerD−∇E .
Using the obvious inequality,
dim kerD∇E = dimkerD
+
∇E + dimkerD
−
∇E ≥
∣∣dimkerD+∇E − dimkerD−∇E ∣∣ ,
we obtain the following corollary.
Corollary 6.8. Let E be a σ-Hermitian finitely generated projective right module over A. If
indD,σ[E ] 6= 0, then, for any σ-Hermitian σ-connection ∇E on E, the equation D∇Eu = 0 has
nontrivial solutions.
7. Poincare´ Duality for Ordinary Spectral Triples
There are various versions of Poincare´ duality in noncommutative geometry. We refer to [BMRS]
and the references therein for a survey and comparison of these various notions. In its strongest
form Poincare´ duality is formulated in terms of Kasparov’s bivariant K-theory [Ka2]. However,
for our purpose we only need to use a rational version of Poincare´ duality in the sense of [Co1,
Co2, Mo1].
Let (A1,H, D) and (A2,H, D) be ordinary spectral triples such that
The algebras A1 and A2 commute in L(H),(7.1)
[[D, a1], a2] = 0 ∀aj ∈ Aj .(7.2)
The first condition ensures us that the algebra A1 ⊗ A2 is represented in H by a1 ⊗ a2 → a1a2.
The second condition implies that, for all aj ∈ Aj ,
[D, a1 ⊗ a2] = [D, a1a2] = [D, a1]a2 + a1[D, a2] ∈ L(H).
It then follows that (A1 ⊗ A2,H, D) is a spectral triple, and hence there is a well-defined index
map indD : K0(A1 ⊗ A2) → Z. Composing this index map with the natural bi-additive map
K0(A1)×K0(A2)→ K0(A1 ⊗A2) and taking tensor products with Q we get a bilinear pairing,
(7.3) (·, ·)D : (K0(A1)⊗Q)× (K0(A2)⊗Q) −→ Q.
Definition 7.1. (See [Mo1].) (A1,H, D) is in Poincare´ duality with (A2,H, D) when the condi-
tions (7.1)–(7.2) hold and the pairing (·, ·)D is nondegenerate.
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Remark 7.2. For a1 ∈ A1 and a2 ∈ A2, Jacobi’s identity gives [[D, a2], a1] = [[D, a1], a2] +
[[a1, a2], D]. Therefore, the conditions (7.1)–(7.2) are symmetric with respect to the algebras A1
and A2. Thus, if (A1,H, D) is in Poincare´ duality with (A2,H, D), then (A2,H, D) is in Poincare´
duality with (A1,H, D).
Example 7.3. (See [Co1, VI.4.β].) Given a closed Riemannian spin manifoldM of even dimension,
the Dirac spectral triple (C∞(M), L2g(M, /S), /Dg) is in Poincare´ duality with itself.
Example 7.4. (See [Co1, VI.4.β].) Let (M, g) be a closed Riemannian oriented manifold of even
dimension. Consider the signature spectral triple,(
C∞(M), L2(M,Λ∗CT
∗M), d+ d∗
)
,
where d is the de Rham differential and Λ∗
C
T ∗M has the Z2-grading given by the Hodge ⋆-operator.
This spectral triple is in Poincare´ duality with(
C∞ (M,ClC(T ∗M)) , L2(M,Λ∗CT
∗M), d+ d∗
)
,
where ClC(T
∗M) is the Clifford bundle of M . This duality continues to hold if we only assume
M to be a Lipschitz manifold and replace the algebras C∞(M) and C∞ (M,ClC(T ∗M)) by their
Lipschitz versions (see [Hil]).
Example 7.5. (See [Co1, VI.4.β].) Over a noncommutative torus Aθ, θ ∈ R, the spectral triples
(Aθ,H, D) and (Aoθ,H, D) described in Section 2.3 are in Poincare´ duality.
Example 7.6. (See [Co1, IV.9.α], [Mo1, Section 5].) Let Γ be a torsion-free cocompact discrete
subgroup of a connected semisimple Lie group G. Consider the symmetric space X = G/K,
where K is a maximal compact subgroup of G. We endow X with its canonical G-invariant metric
and denote by H = L2(X,Λ∗
C
T ∗X) the Hilbert space of L2-forms on X . We equip H with the
Z2-grading given by the parity of the degrees of forms.
The group Γ acts isometrically on H by left translations preserving this Z2-grading. This action
thus gives rise to an even unitary representation of the reduced C∗-algebra C∗r (Γ) in H. We then
let AΓ be the closure of CΓ in C∗r (Γ) under holomorphic functional calculus.
We also note that the action of Γ on X is free and proper, so that the quotient Γ\X is a
manifold over which the canonical projection π : X → Γ\X is a smooth fibration. Let C∞(X)Γ be
the space of smooth Γ-periodic functions on X . Any function a ∈ C∞(Γ\X) lifts to the Γ-periodic
function a˜ = a ◦ π ∈ C∞(X)Γ. Conversely, any smooth Γ-periodic function a˜ on X descends to a
function a ∈ C∞(Γ\X) such that a˜ = a ◦ π. It then follows that C∞(Γ\X) acts on H by
(7.4) (aζ)(x) := a˜(x)ζ(x), a ∈ C∞(Γ\X), ζ ∈ H.
We note that this action commutes with the action of AΓ.
In addition, let ϕ(x) be the Morse function given by the square of the geodesic distance from
x to the base point o = {K} ∈ X . Following Witten [Wi] we define
(7.5) Dτ := dτ + d
∗
τ , dτ := e
−τϕd eτϕ, τ 6= 0.
As it turns out, (AΓ,H, Dτ ) and (C∞(Γ\X),H, Dτ) are spectral triples satisfying the condi-
tion (7.2) (see [Co1, IV.9.α]). In addition, the Poincare´ duality pairing (7.3) can be expressed in
terms of the Baum-Connes assembly map,
(7.6) µΓr : K0(BΓ)→ K0(C∗r (Γ)),
which was conjectured by Baum-Connes [BC1, BC2] to be an isomorphism. More precisely,
by [Co1, Theorem IV.9.4] it holds that, for any K-homology class x ∈ K0(BΓ) and K-theory
class y ∈ K0 (C∞(Γ\X)) = K0(Γ\X), we have
(µΓr (x), y)Dτ = 〈Ch∗(x),Ch∗(y)〉 ,
where Ch∗(x) is the Chern character in H∗(BΓ) = H∗(Γ\X) and Ch∗(y) is the Chern character
in H∗(Γ\X). As the Chern character maps are rational isomorphisms, it then follows that the
pairing (·, ·)Dτ is nondegenerate whenever the Baum-Connes assembly map is an isomorphism.
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The Baum-Connes conjecture holds for discrete cocompact subgroups of SO(n, 1) (Kasparov [Ka1])
and SU(n, 1) (Julg-Kasparov [JK]). More generally, thanks to the results of V. Lafforgue [La] it
holds when Γ is a hyperbolic group or a discrete subgroup with the rapid decay property. In
particular, it holds for discrete cocompact subgroups of Sp(n, 1), SL(3,R), SL(3,C) and rank 1
real Lie groups.
Remark 7.7. Poincare´ duality is also satisfied by spectral triples over Podles´ quantum spheres [DS,
Wa] and quantum projective lines [DL], and by spectral triples describing the standard model of
particle physics [Co2, Co3, CCM].
8. Poincare´ Duality for Twisted Spectral Triples
In this section, we define a notion of Poincare´ duality for twisted spectral triples and present
various examples. In the next section we will give a geometric interpretation of this duality in
terms of σ-Hermitian σ-connections.
Let (A1,H, D)σ1 and (A2,H, D)σ2 be twisted spectral triples such that
The algebras A1 and A2 commute in L(H),(8.1)
[[D, a1]σ1 , a2]σ2 = 0 ∀aj ∈ Aj , j = 1, 2.(8.2)
The algebra A1 ⊗A2 is represented in H by a1 ⊗ a2 → a1a2. The tensor product σ := σ1 ⊗ σ2
is an automorphism of A1 ⊗A2. Moreover, for all aj ∈ Aj ,
(8.3) [D, a1 ⊗ a2]σ = [D, a1a2]σ = [D, a1]σ1a2 + σ1(a1)[D, a2]σ2 ∈ L(H).
It then follows that (A1 ⊗ A2,H, D)σ is a twisted spectral triple. Composing its index map
indD,σ : K0(A1 ⊗A2)→ 12Z with the natural bi-additive map K0(A1)×K0(A2)→ K0(A1 ⊗A2)
we get a bilinear pairing,
(8.4) (·, ·)D,σ : (K0(A1)⊗Q)× (K0(A2)⊗Q) −→ Q.
Definition 8.1. (A1,H, D)σ1 is in Poincare´ duality with (A2,H, D)σ2 when the conditions (8.1)–
(8.2) hold and the pairing (·, ·)D,σ is nondegenerate.
Remark 8.2. Let aj ∈ Aj , j = 1, 2. Then
[[D, a2]σ2 , a1]σ1 = [[D, a1]σ1 , a2]σ2 +D[a1, a2]− [σ1(a1), σ2(a2)]D.
Therefore, in the same way as in Remark 7.2, we see that the conditions (8.1)–(8.2) are symmetric
with respect to A1 and A2 and Poincare´ duality for twisted spectral triples is reflexive.
As we shall now see, pseudo-inner twistings of ordinary Poincare´ dual pairs provide us with a
wealth of examples of Poincare´ duality between twisted spectral triples.
Let (A1,H, D) and (A2,H, D) be ordinary spectral triples that are in Poincare´ duality. It is
convenient to regard A1 and A2 as subalgebras of A := A1 ⊗A2. As mentioned above (A,H, D)
is an ordinary spectral triple. Let ω =
(
ω+ 0
0 ω−
)
∈ L(H) be a pseudo-inner twisting operator
for both spectral triples (A1,H, D) and (A2,H, D). Thus, there are positive invertible elements
k±j ∈ Aj , j = 1, 2, such that k+j k−j = k−j k+j and ω±a(ω±)−1 = σ±j (a) for all a ∈ Aj , where
σ±j (a) := k
±
j a
(
k±j
)−1
. Denote by σj the automorphism of Aj given by σj(a) = kjak−1j , a ∈ Aj ,
where kj := k
+
j k
−
j . SettingDω = ωDω, both (A1,H, Dω)σ1 and (A2,H, Dω)σ2 are twisted spectral
triples by Proposition 2.10.
Proposition 8.3. (A1,H, Dω)σ1 and (A2,H, Dω)σ2 are in Poincare´ duality.
Proof. We already know that the algebras A1 and A2 commute with each other. Moreover, as
(A1,H, D) and (A2,H, D) are in Poincare´ duality [[D, a1], a2] = 0 for all aj ∈ Aj .
Let aj ∈ Aj , j = 1, 2. By (2.9) and (2.10) we have
[D+ω , a1]σ1 = ω
(
0 [D−, σ−1 (a1)]
[D+, σ+1 (a1)] 0
)
ω.
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In fact, by arguing as (2.9) and (2.10) we further see that
[[D+ω , a1]σ1 , a2]σ2 = ω
(
0 [[D−, σ−1 (a1)], σ
−
2 (a2)]
[[D+, σ+1 (a1)], σ
+
1 (a1)] 0
)
ω = 0.
Thus the condition (8.2) is satisfied. Incidentally, if we set σ = σ1 ⊗ σ2, then (A,H, Dω)σ is a
twisted spectral triple.
Set k± = k±1 ⊗ k±2 = k±1 k±2 . These are positive invertible elements of A and are commuting
with each other. Set k = k+k− = k1k2. Then, for all aj ∈ Aj ,
σ(a1 ⊗ a2) = σ1(a1)σ2(a2) = k1a1k−11 k2a2k−12 = ka1a2k−1,
ω±a1 ⊗ a2(ω±)−1 = ω±a1(ω±)−1ω±a2(ω±)−1 = k±1 a1(k±1 )−1k±2 a2(k±2 )−1 = k±(a1 ⊗ a2)(k±)−1.
Thus (A,H, Dω)σ is the pseudo-inner twisting by ω of the ordinary spectral triple (A,H, D).
For j = 1, 2 let ej ∈ Mqj (Aj) where e2j = ej . Then e1 ⊗ e2 is an idempotent in Mq1q2(A). As
(A,H, Dω)σ is the pseudo-inner twisting of (A,H, D), using Lemma 3.10 we see that
([e1], [e2])Dω ,σ = ind(Dω)e1⊗e2,σ = indDe1⊗e2 = ([e1], [e2])D .
Thus the Poincare´ duality pairings (·, ·)Dω ,σ and (·, ·)D agree. As the latter is nondegenerate, so
is the former. The proof is complete. 
Let us now look at more specific examples of Poincare´ dualities between twisted spectral triples.
8.1. Conformal Deformations of Spectral Triples. The case of conformal deformations of
spectral triples is a special case of Proposition 8.3. Thus let (A1,H, D) and (A2,H, D) be ordinary
spectral triples that are in Poincare´ duality. In addition, for j = 1, 2 let us pick a positive invertible
element kj ∈ Aj and let σj be the inner automorphism of Aj given by σj(a) = k2jak−2j , a ∈ Aj .
Applying Proposition 8.3 to ω = k, where k = k1k2, we then arrive at the following result.
Proposition 8.4. Under the above assumptions, (A1,H, kDk)σ1 and (A2,H, kDk)σ2 are in Poincare´
duality.
If we specialize this to the case where k2 = 1, then σ2 is trivial, and so (A2,H, kDk) is an
ordinary spectral triple. Therefore, we obtain the following corollary.
Corollary 8.5. Under the above assumptions, the twisted spectral (A1,H, k1Dk1)σ1 and the or-
dinary spectral triple (A2,H, k1Dk1) are in Poincare´ duality.
Remark 8.6. As we see in the above example, twisted spectral triples may naturally appear as
Poincare´ duals of some ordinary spectral triples. Another instances of such duality occur in
Proposition 8.8 and Proposition 8.9 below.
8.2. Dirac spectral triples. Let (M, g) be an even dimensional closed Riemannian spin manifold.
As mentioned in Example 7.3 the associated Dirac spectral triple (C∞(M), L2(M, /S), /D) is in
Poincare´ duality with itself. Furthermore, it was mentioned in Example 2.13 that a pseudo-inner
twisting is given by any smooth positive invertible even section ω of End /S. In this case the
associated automorphisms σ± are trivial. Therefore, from Proposition 8.3 we immediately obtain
the following statement.
Proposition 8.7. Let ω be a smooth positive invertible even section of End /S. Then the Dirac
spectral triple (C∞(M), L2(M, /S), ω/Dω) is in Poincare´ duality with itself.
8.3. Noncommutative tori and conformal weights. Consider a conformal weight ϕ(a) =
ϕ0(ak
−2) on a noncommutative torus Aθ, θ ∈ R, where k is a positive element of Aθ. Recall
that the inverse of the unitary operator W : H → Hϕ defined by (2.17) implements a unitary
equivalence between (Aoθ,Hϕ, Dϕ)σ and the pseudo-inner twisted spectral triple (Aoθ,H, ωDω)σ,
where ω is given by (2.19).
As the left-regular action of Aθ commutes with the right-multiplication operator Rk, we see
that Aθ commutes with the operators ω and W . It then follows that ω is a pseudo-inner twisting
operator for Aθ with trivial associated automorphisms σ±, so that (Aθ,H, ωDω) is an ordinary
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spectral triple. Furthermore, the unitary operator W implements a unitary equivalence between
the ordinary spectral triples (Aθ,H, ωDω) and (Aθ,Hϕ, Dϕ).
As mentioned in Example 7.5 (Aoθ,H, D) and (Aθ,H, D) are in Poincare´ duality, so it follows
from Proposition 8.3 that (Aoθ,H, ωDω) and (Aθ,H, ωDω) are in Poincare´ duality. As Poincare´
duality is preserved by unitary equivalence we arrive at the following statement.
Proposition 8.8. Let ϕ be a conformal weight on the noncommutative torus Aθ, θ ∈ R. Then the
associated twisted spectral triple (Aoθ,Hϕ, Dϕ)σ is in Poincare´ duality with the ordinary spectral
triple (Aθ,Hϕ, Dϕ).
8.4. Duals of discrete cocompact subgroups of Lie groups. Let Γ be a torsion-free discrete
cocompact subgroup of a connected semisimple Lie group G. We shall keep using the notation of
Example 7.6. Thus, the spectral triples
(AΓ, L2(X,Λ∗CT ∗X), Dτ) and (C∞(Γ\X), L2(X,Λ∗CT ∗X), Dτ)
are in Poincare´ duality whenever Γ satisfies the Baum-Connes conjecture. Recall that AΓ is the
closure under the closure under holomorphic functional calculus of the group algebra CΓ. There-
fore, if h is any selfadjoint element of CΓ, then k = eh is a positive invertible element of AΓ.
Combining this with Corollary 8.5 we obtain the following result.
Proposition 8.9. Suppose that Γ satisfies the Baum-Connes conjecture. Let h be a selfadjoint
element of CΓ. Set k = eh ∈ AΓ and let σ be the inner automorphism of AΓ given by σ(a) =
k2ak−2, a ∈ Γ. Then the twisted spectral triple (AΓ, L2(X,Λ∗CT ∗X), kDτk)σ is in Poincare´ duality
with the ordinary spectral triple
(
C∞(Γ\X), L2(X,Λ∗
C
T ∗X), kDτk
)
.
9. Poincare´ Duality and σ-Hermitian σ-Connections
In this section, we explain how to interpret Poincare´ duality for twisted spectral triples in terms
of σ-Hermitian σ-connections. To this end we need to discuss the tensor product of σ-connections.
Let (A1,H, D)σ1 and (A2,H, D)σ2 be twisted spectral triples satisfying the commutativity
conditions (8.1)–(8.2). In what follows we regard A1 and A2 as subalgebras of A := A1 ⊗A2, so
that each automorphism σj , j = 1, 2, can be seen as the restriction to Aj of σ := σ1 ⊗ σ2. We
observe that the properties (8.1)–(8.2) imply that, for all aj ∈ Aj and ωj ∈ Ω1D,σj (Aj), j = 1, 2,
we have
(9.1) ω1a2 = σ2(a2)ω1 and ω2a1 = σ1(a1)ω2.
In particular, we can regard Ω1D,σ1(A1) and Ω1D,σ2(A2) as subspaces of Ω1D,σ(A).
Let E be a finitely generated projective right module over A1 equipped with a σ1-connection
∇E and F a finitely generated projective right module over A2 equipped with a σ2-connection
∇F . We observe that (9.1) implies that, for all a1 ∈ A1 and a2 ∈ A2, we have
(9.2) c
(∇E) a2 = σ2(a2)c (∇E) and c (∇F) a1 = σ1(a1)c (∇F) .
We define the tensor product σ-connection ∇E⊗F = ∇E ⊗ ∇F as follows. There is a natural
linear map ι1 : Eσ1 ⊗
(Fσ2 ⊗A2 Ω1D,σ2(A2))→ (E ⊗ F)σ ⊗A Ω1D,σ(A) defined by
ι1 (ξ ⊗ (η ⊗A2 ψ)) = (ξ ⊗ η)⊗A ψ ∀(ξ, η, ψ) ∈ Eσ1 ×Fσ2 × Ω1D,σ2(A2).
We also have a linear map ι2 :
(Eσ1 ⊗A1 Ω1D,σ1(A1))⊗Fσ2 → (E ⊗ F)σ ⊗A Ω1D,σ(A) given by
ι2 ((ξ ⊗A1 ω)⊗ η) = (ξ ⊗ η)⊗A ω ∀(ξ, η, ω) ∈ Eσ1 ×Fσ2 × Ω1D,σ1(A1).
We define ∇E ⊗∇F as the C-linear map from E ⊗ F to (Eσ1 ⊗Fσ2)⊗A Ω1D,σ(A) = (E ⊗ F)σ ⊗A
Ω1D,σ(A) given by
∇E ⊗∇F = ι2 ◦
(∇E ⊗ σF2 )+ ι1 ◦ (σE1 ⊗∇F) .
Alternatively, let ξ ∈ E and η ∈ F , and let us write ∇Eξ = ∑ ξα ⊗ ωα and ∇Fη = ∑ ηβ ⊗ ψβ ,
where (ξα, ωα) ∈ Eσ1 × Ω1D,σ1(A1) and (ηβ , ψβ) ∈ Fσ2 × Ω1D,σ2(A2). Then we have
(9.3) ∇E⊗F(ξ ⊗ η) =
∑(
ξα ⊗ σF2 (η)
)⊗A ωα +∑(σE1 (ξ)⊗ ηβ)⊗A ψβ .
Lemma 9.1. The map ∇E⊗F is a σ-connection on E ⊗ F .
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Proof. Let ξ ∈ Eσ1 and η ∈ Fσ2 . For j = 1, 2 let aj ∈ A1 and ωj ∈ Ω1D,σj (Aj). We note that in
(Eσ1 ⊗Fσ2)⊗A Ω1D,σ(A) we have
(ξσ1(a1))⊗ η ⊗ (ω2a2) = ((ξ ⊗ η)(σ1(a1)⊗ 1))⊗ (ω2a2) = ξ ⊗ η ⊗A (σ1(a1)ω2a2) .
Combining this with (9.1) we then get
(9.4) (ξσ1(a1))⊗ η ⊗ (ω2a2) = ξ ⊗ η ⊗ (ω2a1a2) = (ξ ⊗ η ⊗ ω2) (a1 ⊗ a2).
Similarly, we have
(9.5) ξ ⊗ (ησ2(a2))⊗ (ω1a1) = (ξ ⊗ η ⊗ ω1) (a1 ⊗ a2).
We also observe that (9.1) and (4.3) imply that
σ2(a2)dσ1a1 + σ1(a1)dσ2a2 = (dσa1)a2 + σ(a1)dσa2 = dσ(a1a2) = dσ(a1 ⊗ a2).
Let ξ ∈ E and η ∈ F , and let us write ∇Eξ = ∑ ξα ⊗ ωα and ∇Fη = ∑ ηβ ⊗ ψβ with
(ξα, ωα) and (ηη, ψβ) as above. For aj ∈ Aj , j = 1, 2, the σ-connection property (4.4) shows
that ∇E(ξa1) =
∑
ξα ⊗ (ωαa1) + σE1 (ξ)⊗ dσ1a1 and ∇F (ηa2) =
∑
ηβ ⊗ (ψβa2) + σF2 (η)⊗ dσ2a2.
Therefore (9.3) gives
∇E⊗F ((ξa1)⊗ (ηa2)) =
∑
ξα ⊗ σF2 (η)σ2(a2)⊗ (ωαa1) +
∑
σE1 (ξ)σ1(a1)⊗ ηβ ⊗ (ψβa2)
+ σE1 (ξ)⊗ σF2 (η)σ2(a2)⊗ dσ1 (a1) + σE1 (ξ)σ1(a1)⊗ σF2 (η)⊗ dσ2(a2).
Combining this with (9.4)–(9.5) we deduce that
∇E⊗F ((ξa1)⊗ (ηa2)) =
(∇E⊗F(ξ ⊗ η)) (a1 ⊗ a2) + σE⊗F (ξ ⊗ η)⊗ dσ(a1 ⊗ a2).
This proves the lemma. 
Let us further assume that E carries a σ1-Hermitian structure and F carries a σ2-Hermitian
structure. Taking tensor products of the respective Hermitian metrics and s-maps of E and F
defines a natural σ-Hermitian structure on E ⊗F . We note that all pairings (5.6), (5.7) and (5.8)
are the tensor products of the corresponding pairings associated with E and F .
Lemma 9.2. Suppose that ∇E is a σ1-Hermitian connection and ∇F is a σ2-Hermitian connec-
tion. Then ∇E⊗F is a σ-Hermitian σ-connection.
Proof. For j = 1, 2 let ξj ∈ E and ηj ∈ F . Let us write ∇Eξ2 =
∑
ξα ⊗ ωα with ξα ∈ Eσ1 and
ωα ∈ Ω1D,σ1(A1). Then (9.3) gives(
ξ1 ⊗ η1,∇E⊗F(ξ2 ⊗ η2)
)
σ
=
∑
(ξ1, ξα)σ1
(
η1, σ
F
2 (η2)
)
σ2
ωα +
(
ξ1, σ
E
1 (ξ2)
)
σ1
(
η1,∇Fη2
)
σ2
.
Moreover (9.1) and (5.9) imply that∑
(ξ1, ξα)σ1
(
η1, σ
F
2 (η2)
)
σ2
ωα =
∑
(ξ1, ξα)σ1 ωασ
−1
2
((
η1, σ
F
2 (η2)
)
σ2
)
=
(
ξ1,∇Eξ2
)
σ1 σ2
(
σF2 (η1), η2
)
.
(9.6)
Let us write ∇Fη1 =
∑
ηβ ⊗ ψβ with ηβ ∈ Fσ2 and ψβ ∈ Ω1D,σ2(A2). Then
σ
(∇E⊗F(ξ1 ⊗ η1), (ξ2 ⊗ η2)) = σ1(∇Eξ1, ξ2) σ2(σF2 (η1), η2)+∑ψβ (σ1(σE1 (ξ1), ξ2)) σ2(ηβ , η2) .
Furthermore, as in (9.6) we have∑
ψβ
(
σ1
(
σE1 (ξ1), ξ2
))
σ2(ηβ , η2) =
∑
σ1
(
σ1
(
σE1 (ξ1), ξ2
))
ψβσ2(ηβ , η2)
=
(
ξ1, σ
E
1 (ξ2)
)
σ1
σ2
(∇Fη1, η2) .
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It follows from all this that
(
ξ1 ⊗ η1,∇E⊗F(ξ2 ⊗ η2)
)
σ
− σ
(∇E⊗F(ξ1 ⊗ η1), (ξ2 ⊗ η2)) is equal
to ((
ξ1,∇Eξ2
)
σ1
− σ1
(∇Eξ1, ξ2)) [σ2(σF2 (η1), η2)]+
[(
ξ1, σ
E
1 (ξ2)
)
σ1
] ((
η1,∇Fη2
)
σ2
− σ2
(∇Fη1, η2))
= dσ1
(
σ1
(
σE1 (ξ1), ξ2
)) [
σ2
(
σF2 (η1), η2
)]
+ σ1
(
σ1
(
σE1 (ξ1), ξ2
))
dσ2
(
σ2
(
σF2 (η1), η2
))
= dσ
(
σ
(
σE⊗F(ξ1 ⊗ η1), ξ2 ⊗ η2
))
,
The lemma is proved. 
In what follows we shall denote by D∇E ,∇F the operator D∇E⊗F associated with the tensor
product σ-connection ∇E⊗F = ∇E ⊗ ∇F . By definition of the Poincare´ duality pairing (8.4) we
have
([E ], [F ])D,σ = indD,σ[E ⊗ F ].
As∇E⊗F is a σ-Hermitian σ-connection, using Proposition 6.7 we arrive at the following statement.
Proposition 9.3. Let E be a σ1-Hermitian finitely generated projective right module over A1
and let F be a σ2-Hermitian finitely generated projective right module over A2. Then, for any
σ1-Hermitian σ1-connection over E and any σ2-Hermitian σ2-connection over F , we have
([E ], [F ])D,σ = dimkerD+∇E ,∇F − dimkerD−∇E ,∇F .
In the same way that we deduced Corollary 6.8 from Proposition 6.7, we obtain the following
corollary.
Corollary 9.4. Let E be a σ1-Hermitian finitely generated projective right module over A1 and let
F be a σ2-Hermitian finitely generated projective right module over A2. If ([E ], [F ])D,σ 6= 0, then,
for any σ1-Hermitian σ1-connection ∇E over E and any σ2-Hermitian σ2-connection ∇F over F ,
the equation D∇E ,∇Fu = 0 has nontrivial solutions.
10. Inequalities of s-Eigenvalues. Main Results
In this section, we prove versions of the inequality of Vafa-Witten [VW] for twisted spectral
triples. In what follows we shall say that a (twisted or ordinary) spectral triple over an algebra A
has finite topological type when dimK0(A) ⊗Q <∞.
Theorem 10.1. Let (A1,H, D)σ1 be a twisted spectral triple such that
(i) (A1,H, D)σ1 has finite topological type.
(ii) The automorphism σ1 is inner in the sense that σ1(a) = kak
−1 for some positive invertible
element k ∈ A1.
(iii) (A1,H, D)σ1 is in Poincare´ duality with a twisted spectral triple (A2,H, D)σ2 , where σ2 is
a ribbon automorphism in the sense of (3.11).
Then there is a constant C > 0 such that, for any Hermitian finitely generated projective module
E over A1 equipped with a σ1-Hermitian σ1-connection ∇E , we have
(10.1) |λ1(D∇E )| ≤ C‖k−1‖
where λ1(D∇E ) is the s-eigenvalue of D∇E having the smallest absolute value.
Proof. Let E be a Hermitian finitely generated projective module over A1 equipped with a σ1-
Hermitian σ1-connection ∇E . We note that, as σ1 is inner, by Lemma 5.3 the Hermitian metric
of E canonically defines a σ1-Hermitian structure with s-map given by (5.3). In addition, let F
be a σ2-Hermitian finitely generated projective module over A2 equipped with a σ2-connection
∇F . We endow E ⊗ F with the tensor product σ-Hermitian structure and the tensor product
σ-Hermitian σ-connection ∇E⊗F = ∇E ⊗∇F defined by (9.3).
We observe that if ∇F1 and ∇F2 are two σ2-connections on F and we denote by ∇E⊗F1 and ∇E⊗F2
the respective σ-connections on E ⊗ F , then
∇E⊗F1 −∇E⊗F2 = σE1 ⊗
(∇F1 −∇F2 ) .
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Therefore, using (4.10) we see that
(10.2)
(
D∇E ,∇F
1
−D∇E ,∇F
2
)
= σE1 (ξ)⊗
(
c
(∇F1 )− c (∇F2 )) .
Let F ′ be a finitely generated projective right module over A2 such that F⊕F ′ is a free module.
As σ is ribbon, Lemma 5.6 ensures us that F ′ carries a σ2-Hermitian structure. Let ∇F ′ be a
σ2-Hermitian σ2-connection on F ′. We endow F ⊕ F ′ with the σ2-Hermitian structure given by
the direct sum of the σ2-Hermitian structures of F and F ′. Then ∇F ⊕ ∇F ′ is a σ2-Hermitian
σ2-connection on F ⊕ F ′.
Let q be the rank of F ⊕ F ′ and denote by F0 the free module Aq2. We endow F0 with the
σ2-Hermitian structure defined by the canonical Hermitian metric of Aq and the identity map from
Fσ20 = F0 to F0 as in Example 5.2. Then by Lemma 6.3 the trivial Grassmannian σ2-connection
∇0 = dσ2 is a σ2-Hermitian σ2-connection on F0. Let φ : F0 → F ⊕ F ′ be a right-module
isomorphism. Consider the right-module isomorphism φσ2 : F0 → Fσ2 ⊕ (F ′)σ2 defined by
(10.3) φσ2 :=
(
σF ⊕ σF ′
)−1
◦ φ ◦ σ−1,
where σ is the canonical lift of σ to F0 = Aq2. Using φ and φσ2 we pullback ∇F ⊕ ∇F
′
to the
σ2-connection on F0 given by
∇1 :=
(
φ−1σ2 ⊗ 1
) ◦ (∇F ⊕∇F ′) ◦ φ.
We point out that ∇1 need not to be σ2-Hermitian. Nevertheless, by Lemma 4.7, the σ2-
connections ∇0 and ∇1 differ by an element of HomA2
(F0,F0 ⊗ Ω1D,σ2(A2)). Set
(10.4) TF := c (∇0)− c (∇1) ∈ L (H(F0)) .
Then (10.2) shows that
D∇E ,∇0 −D∇E ,∇1 = σE1 ⊗ TF .
Using the max-min principle (5.14) we then obtain
(10.5)
∣∣λ1 (D∇E ,∇0)∣∣ = µ1 (D∇E ,∇0) ≤ ∣∣µ1 (D∇E ,∇1)∣∣+ ‖σE1 ⊗ TF‖.
Claim 1. It holds that λ1
(
D∇E ,∇0
)
= λ1 (D∇E ).
Proof of Claim 1. As F0 = Aq2 and the algebras A1 and A2 commute with each other, there is
a canonical isomorphism U : (E ⊗ F0) ⊗A H → (E⊗A1H)q such that, for all (ξ, ζ) ∈ E × H and
η = (ηj) ∈ Aq2,
(10.6) U(ξ ⊗ η ⊗ ζ) = (ξ ⊗ (η1ζ) , . . . , ξ ⊗ (ηqζ)) .
This gives rise to an isometric isomorphism from H(E ⊗ F0) onto H(E)q with inverse,
U−1 (ξ1 ⊗ ζ1, . . . , ξq ⊗ ζq) = ξ1 ⊗ ε1 ⊗ ζ1 + · · ·+ ξq ⊗ εq ⊗ ζq, ξj ∈ E , ζj ∈ H,
where ε1, . . . , εq is the canonical basis of Aq2.
Let us denote by Uσ1 the isomorphism (10.6) corresponding to Eσ1 . We observe that if we set
S = s⊗ 1F0, then it follows from (4.7) that S⊗ 1H is an isometric isomorphism from H(Eσ1 ⊗F0)
onto H(E ⊗ F0) and Uσ1 agrees with (S ⊗ 1F0)∗U(S ⊗ 1F0).
Set ∇E⊗F0 = ∇E⊗∇F0 . Let (ξ, ζ) ∈ E×H and η = (ηj) ∈ F0, and let us write∇Eξ =
∑
ξα⊗ωα
with ξα ∈ Eσ1 and ωα ∈ Ω1D,σ1(A1). As ∇0η = dσ2η, we have
∇E⊗F0(ξ ⊗ η) =
∑
ξα ⊗ σ2(η)⊗ ωα + σE1 (ξ)⊗ dσ2η.
Using (4.10) we then get
D∇E ,∇0(ξ ⊗ η ⊗ ζ) = σE1 (ξ)⊗ σ2(η) ⊗Dζ +
∑
ξα ⊗ σ2(η)⊗ ωα(ζ) + σE1 (ξ)⊗ ((dσ2η) ζ) .
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Combining this with (10.6) we see that, for j = 0, . . . , q, we have
Uσ1D∇E ,∇0(ξ ⊗ η ⊗ ζ)j = σE1 (ξ)⊗ ((σ2(ηj)D + dσ2ηj) ζ) +
∑
ξα ⊗ (σ2(ηj)ωα(ζ))
= σE1 (ξ)⊗D(ηjζ) +
∑
ξα ⊗ ωα(ηjζ)
= D∇E (U(ξ ⊗ η ⊗ ζ)j) .
As Uσ1 = (s⊗ 1F0 ⊗ 1H)−1U(s⊗ 1F0 ⊗ 1H) we deduce that
U(S ⊗ 1F0)D∇E ,∇0U−1 =
q copies︷ ︸︸ ︷
SD∇E ⊕ · · · ⊕ SD∇E .
Thus the spectrum of (s ⊗ 1F0 ⊗ 1H)D∇E ,∇0 is q copies of that of (s ⊗ 1H)D∇E . That is, the
s⊗ 1F0-eigenvalue set of D∇E ,∇0 is q-copies of the s-eigenvalue set of D∇E . Hence the claim. 
Claim 2. It holds that ‖σE1 ⊗ TF‖ ≤ ‖k−1‖‖TF‖.
Proof of Claim 2. Let Hˆ = H(F0) ≃ Hq, which we equip with an orthonormal basis {ζα}. The
algebra A1 is represented in Hˆ by a1 → 1F0 ⊗ a1. This is a unitary representation since A1
commutes with A2. We also note that TF is a bounded operator of Hˆ. Moreover, as s⊗ 1Hˆ is a
unitary operator of H(E ⊗ F0) = Hˆ(E), using (5.3) we have
(10.7) ‖σE ⊗ TF‖ = ‖s ◦ σE ⊗ TF‖ = ‖k−1 ⊗ TF‖ = ‖1E ⊗ Tˆ‖,
where we have set Tˆ := k−1TF .
By the construction of the σ-translation in Section 4, there is a free right module E0 ≃ Aq
′
1 such
that E and Eσ are direct summands of E0. Moreover, we can choose σE0 so that it agrees with
σE on E . We further equip E0 with a σ1-Hermitian structure
{
(·, ·) , sE0} such that sE0 is given
by (5.2) and the Hermitian metric (·, ·) agrees with that of E on E . This implies that the inclusion
of H(E ⊗ F0) = Hˆ(E) into Hˆ(E0) is isometric.
Let a1 ∈ A1. It follows from (9.2) that c (∇i) a1 = σ1(a1)c (∇i), i = 0, 1. As TF = c(∇0)−c(∇1),
we see that
Tˆ a1 = k
−1TFa1 = k−1σ1(a1)TF = a1k−1TF = a1Tˆ .
Thus Tˆ commutes with the algebra A1. Therefore, for all ξ ∈ E0 and ζ ∈ Hˆ,
‖(1E0 ⊗ Tˆ )(ξ ⊗ ζ)‖2 =
〈
Tˆ ζ, Tˆ (ξ, ξ) ζ
〉
=
〈
Tˆ (ξ, ξ)
1
2 ζ, Tˆ (ξ, ξ)
1
2 ζ
〉
≤ ‖Tˆ‖2
∥∥∥(ξ, ξ) 12 ζ∥∥∥2
≤ ‖Tˆ‖2‖ξ ⊗ ζ‖2.
(10.8)
The Gram-Schmidt process enables us to produce out of any given A1-basis of E0 an orthogonal
basis. In fact, as A1 is closed under holomorphic functional calculus we can push through the
process to get an orthonormal basis ε1, . . . , εq′ (where q
′ is the rank of E0). Alternatively, the
Hermitian structure of E0 is isomorphic to the canonical Hermitian structure of Aq
′
1 . In any case
{εi ⊗ ζα} is an orthonormal basis of Hˆ(E0). Therefore, using (10.8), we get
‖1E0 ⊗ Tˆ‖ ≤ maxi,α ‖(1E0 ⊗ Tˆ )(εi ⊗ ζα)‖ ≤ ‖Tˆ‖ = ‖k−1TF‖ ≤ ‖k−1‖‖TF‖.
Combining this with (10.7) and the isometricness of the inclusion of H(E) into H(E0), we get
‖σE ⊗ TF‖ = ‖1E ⊗ Tˆ‖ ≤ ‖1E0 ⊗ Tˆ‖ ≤ ‖k−1‖‖TF‖.
The claim is proved. 
Combining (10.5) with Claim 1 and Claim 2 we obtain
(10.9) |λ1 (D∇E )| ≤
∣∣µ1 (D∇E ,∇1)∣∣+ ‖k−1‖‖TF‖.
Observe that ∇E ⊗∇1 =
(
σE1 ⊗ (φσ2 )−1 ⊗ 1Ω1D,σ(A)
)
◦
(
∇E⊗F ⊕∇E⊗F ′
)
◦ (1E ⊗ φ). Therefore,
D∇E ,∇1 =
(
σE1 ⊗ (φσ2 )−1 ⊗ 1H
)
◦
(
D∇E ,∇F ⊕D∇E′ ,∇F′
)
◦ (1E ⊗ φ⊗ 1H).
27
It then follows that
(10.10) kerD∇E ,∇1 ≃ kerD∇E ,∇F ⊕ kerD∇E′ ,∇F′ .
Suppose that kerD∇E ,∇F is nontrivial. Using (10.10) we see that kerD∇E ,∇1 too is nontrivial. It
then follows from the max-min principle (5.14) (or from the fact that D∇E ,∇1 and
∣∣D∇E ,∇1 ∣∣ have
same kernel) that µ1
(
D∇E ,∇1
)
= 0. Combining this with (10.9) we then deduce that
(10.11) kerD∇E ,∇F 6= {0} =⇒ |λ1 (D∇E )| ≤ ‖k−1‖‖TF‖.
Therefore, to complete the proof it is enough show that the condition kerD∇E ,∇F 6= {0} can
always be realized by taking (F ,∇F) among a fixed given finite family of such pairs.
By assumptionK0(A1)⊗Q has finite dimension and is in duality withK0(A2)⊗Q, soK0(A2)⊗Q
too has finite dimension. Therefore, K0(A2) ⊗ Q has a finite spanning set B = {β0, . . . , βN}
consisting of equivalence classes of finitely generated projective modules over A2. In fact, we can
take β0 to be the class of the rank 1 free module A2 and choose β1, . . . , βN in such a way that
β1 −m1β0, . . . , βN −mNβ0 form a basis of K0(A2)⊗Q for some integers m1, . . . ,mN .
As σ2 is ribbon, by Lemma 6.3 we may represent each class βj , j = 0, . . . , N , by a σ2-Hermitian
finitely generated projective module Fj over A2 equipped with a σ2-Hermitian σ2-connection. We
then set
C := max {‖TF0‖ , . . . , ‖TFN‖} .
The nondegeneracy of the pairing (·, ·)D,σ and the fact that B is a spanning set imply the existence
of some j ∈ {0, . . . , N} such that
0 6= ([E ], βj)D,σ = ([E ], [Fj ])D,σ .
Thanks to Corollary 9.4 this implies that the kernel of D∇E ,∇Fj is nontrivial. Therefore, us-
ing (10.11) we obtain
|λ1 (D∇E )| ≤ ‖k−1‖‖TFj‖ ≤ C‖k−1‖.
As C is independent of the pair (E ,∇E), the result is proved. 
Remark 10.2. The assumption that σ1 is inner is used in the proof of Claim 2 above. It is also
a crucial assumption to have a bound in (10.7) that is independent of E . Indeed, when σ1 is not
inner we also can get a bound for |λ1(D∇E )|, but we need to replace ‖k−1‖ by some function of
s ◦ σE1 . Thus in this case we obtain a bound which a priori depends on E . Note that, in all the
examples of twisted spectral triples in this paper, the automorphism σ1 is always inner.
The Vafa-Witten bound C in (10.1) depends on the Poincare´ dual of (A1,H, D)σ1 , namely, the
twisted spectral triple (A2,H, D)σ2 . To better understand its dependence we look at the special
case of pseudo-inner twistings of ordinary Poincare´ dual pairs.
Let (A1,H, D) be an ordinary spectral triple which has finite topological type and is in Poincare´
duality with an ordinary spectral triple (A2,H, D). Let ω =
(
ω+ 0
0 ω−
)
∈ L(H) be a pseudo-
inner twisting operator. Thus, there are positive invertible elements k±j ∈ Aj , j = 1, 2, such that
k+j k
−
j = k
−
j k
+
j and ω
±a(ω±)−1 = σ±j (a) for all a ∈ Aj , where σ±j (a) := k±j a
(
k±j
)−1
.
Denote by σj the automorphism of Aj given by σj(a) = kjak−1j , a ∈ Aj , where kj = k+j k−j .
Setting Dω = ωDω, we know from Proposition 2.10 and Proposition 8.3 that (A1,H, Dω)σ1 and
(A2,H, Dω)σ2 are twisted spectral triples which are in Poincare´ duality.
Theorem 10.3. Under the above assumptions, there is a constant C > 0, which is independent
of ω and k±j , such that, for any Hermitian finitely generated projective module E over A1 and any
σ1-Hermitian σ1-connection ∇E on E, we have∣∣λ1(Dω,∇E )∣∣ ≤ C‖k−11 ‖‖ω+‖‖ω−‖‖h2‖‖h−12 ‖ (1 + ‖h−12 [D+, h2]‖) ,
where λ1(Dω,∇E ) is the first s-eigenvalue of Dω,∇E and we have set h2 =
(
k+2
) 1
2
(
k−2
)− 1
2 .
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Proof. Let f ∈Mq(A2) be an idempotent and denote by F = fAq2 the associated finitely projective
module. Set F ′ = (1 − f)Aq. We equip F and F ′ with their respective σ2-Hermitian structures
given by the Hermitian metrics induced by the canonical Hermitian metric of F0 = Aq2 and the
left-multiplication by k−12 (See Example 5.5 and Lemma 5.6). Their respective σ2-Grassmannian
connections∇F0 and∇F
′
0 then are σ2-Hermitian σ2-connections by Lemma 6.3. There is a canonical
right-module isomorphism φ : F0 → F ⊕F ′ given by
φ(ξ) = (fξ, (1− f)ξ) ∀ξ ∈ F0.
Its inverse is given by
φ−1(ξ, ξ′) = ξ + ξ′ for all ξ ∈ F and ξ′ ∈ F ′.
The corresponding right-module isomorphism φσ2 in (10.3) is given by the same formula upon
replacing f in φ by σ(f). We then denote by TF the bounded operator of L(H(F0)) defined
by (10.4) with ∇1 =
(
(φσ2 )−1 ⊗ 1
)
◦
(
∇F0 ⊕∇F
′
0
)
◦ φ.
Let ξ ∈ Aq2. We note that by (4.5) ∇F0 = σ2(f)∇0 on F and ∇F
′
0 = σ2(1− f)∇0 on F ′, where
∇0 = dσ2 is the trivial σ2-connection on Aq2. Therefore, we see that (∇0 −∇1) ξ is equal to
∇0ξ −∇F0 (fξ)−∇F
′
0 ((1 − f)ξ) = ∇0ξ − σ2(f)∇0(fξ)− σ2(1 − f)∇0 ((1− f)ξ) .
Using (4.4) we get
σ2(f)∇0(fξ) = σ2(f) ((∇0f)ξ + σ2(f)∇0ξ) = σ2(f)(dσ2f)ξ + σ2(f)∇0ξ.
Similarly, we have
σ2(1− f)∇0 ((1− f)ξ) = (σ2(f)− 1) (dσ2f)ξ + (1− σ2(f))∇0ξ,
where we have used the fact that dσ2(1− f) = −dσ2f . Thus,
(∇0 −∇1) ξ = (1− 2σ2(f)) (dσ2f)ξ.
Let ζ ∈ H. Then
TF(ξ ⊗ ζ) = c (∇0) (ξ ⊗ ζ) − c (∇1) (ξ ⊗ ζ) = (1− 2σ2(f)) (dσ2f)(ξ ⊗ ζ).
Combining this with (2.9)–(2.10) we see that TF is equal to
(10.12) (1− 2σ2(f))
(
0 ω+[D−, σ−2 (f)]ω
−
ω−[D+, σ+2 (f)]ω
+ 0
)
=
(
0 ω+T˜−F ω
−
ω−T˜+F ω
+ 0
)
,
where we have set T˜±F = (ω
∓)−1 (1− 2σ2(f))ω∓[D±, σ±2 (f)]. As σ2(f) = σ+2 ◦σ−2 (f) = σ−2 ◦σ+2 (f),
we have (
ω∓
)−1
σ2(f)ω
∓ =
(
σ∓2
)−1 ◦ σ+2 ◦ σ−2 (f) = σ±2 (f),
and hence T˜±F =
(
1− 2σ±2 (f)
)
[D±, σ±2 (f)]. We also note that
(10.13) ‖TF‖ = max
{‖T+F ‖, ‖T−F ‖} ≤ ‖ω+‖‖ω−‖max
{
‖T˜+F ‖, ‖T˜−F ‖
}
.
Thus,
‖TF‖ ≤ ‖ω+‖‖ω−‖max
{∥∥(1− 2σ+2 (f)) [D+, σ+2 (f)]∥∥ , ∥∥(1− 2σ−2 (f)) [D−, σ−2 (f)]∥∥} .
Consider the projective module Fˆ = fˆAq, where fˆ = k− 122 fk
1
2
2 . We note that if f
∗ = f , then
σ2(fˆ) = k
1
2
2 fk
− 1
2
2 = fˆ
∗. We also observe that
σ±2 (fˆ) = k
±
2
(
k+2 k
−
2
)− 1
2 f
(
k+2 k
−
2
) 1
2
(
k±2
)−1
= h±12 fh
∓1
2 , where h2 :=
(
k+2
) 1
2
(
k−2
)− 1
2 .
Therefore, we see that
T˜+Fˆ = h2(1− 2f)h
−1
2 [D
+, h2fh
−1
2 ]
= h2(1− 2f)
(
h−12 [D
+, h2]f + [D
+, f ] + f [D+, h−12 ]h2
)
h−12
= h2(1− 2f)
(
h−12 [D
+, h2]f + [D
+, f ]− fh−12 [D+, h2]
)
h−12 .
(10.14)
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Likewise,
T˜−Fˆ = h
−1
2 (1− 2f)h2[D−, h2−1fh2]
= h−12 (1− 2f)
(
h2[D
−, h−12 ]f + [D
−, f ] + f [D−, h−12 ]h
−1
2
)
h2
= h−12 (1− 2f)
(−[D+, h2]h−12 f + [D+, f ]− f [D−, h−12 ]h−12 )h2.
Noting that ‖f‖ ≥ 1 and [D−, h2]h−12 =
(
h−12 [D
+, h2]
)∗
we deduce that
‖T˜±Fˆ ‖ ≤ ‖1− 2f‖‖f‖‖h2‖‖h
−1
2 ‖
(‖[D±, f ]‖+ 2‖h−12 [D+, h2]‖) .
Combining this with (10.13) we see there is a constant C = C(f) depending only on f such that
(10.15) ‖TFˆ‖ ≤ C(f)‖ω+‖‖ω−‖‖h2‖‖h−12 ‖
(
1 + ‖h−12 [D+, h2]‖
)
.
Let B = {β0, . . . , βN} be a spanning set of K0(A2) ⊗ Q consisting of equivalence classes of
finitely generated projective modules over A2. For j = 0, . . . , N we represent βj by a projective
module Fj = fjAqj2 with fj = f∗j = f2j ∈ Mqj (A2). Consider also the module Fˆj = fˆjAqj2 , where
fˆ = k
− 1
2
2 fk
1
2
2 . As σ2(fˆj) = fˆ
∗
j we may endow Fˆj and Fˆ ′j = (1 − fˆj)Aq2 with the σ2-Hermitian
structures given by Lemma 6.3. Moreover, by Lemma 6.3 the Grassmannian σ2-connections on
Fˆj and Fˆ ′j are σ2-Hermitian σ2-connections. It then follows from the proof of Theorem 10.1 that
if we set C0 := max
{
‖TFˆ1‖, . . . , ‖TFˆN‖
}
, then, for any finitely generated Hermitian projective
module E over A1 and any σ1-Hermitian σ1-connection ∇E on E , we have
(10.16)
∣∣λ1(Dω,∇E )∣∣ ≤ C0‖k−11 ‖.
In view of (10.15) there is a constant C = C(f1, . . . , fN ) depending only on f0, . . . , fN such that
C0 ≤ C‖ω+‖‖ω−‖‖h2‖‖h−12 ‖
(
1 + ‖h−12 [D+, h2]‖
)
. Thus,∣∣λ1(Dω,∇E )∣∣ ≤ C‖k−11 ‖‖ω+‖‖ω−‖‖h2‖‖h−12 ‖ (1 + ‖h−12 [D+, h2]‖) .
This proves the result. 
11. Inequalities of s-Eigenvalues. Geometric Applications
In this section, we derive various applications of the s-eigenvalue inequalities from the previous
section. These applications concern ordinary spectral triples, a conformal version of the original
Vafa-Witten inequality for Dirac operators, conformal deformations of spectral triples, spectral
triples over noncommutative tori and duals of discrete cocompact subgroups of Lie groups.
11.1. Ordinary spectral triples. The version of Vafa-Witten inequality for ordinary spectral
triples of Moscovici [Mo1] holds for ordinary spectral triples satisfying Poincare´ duality. However,
as we saw in Section 8, there are various examples of ordinary spectral triples that are in Poincare´
duality with twisted spectral triples. We have the following extension of Moscovici’s result to this
setting.
Theorem 11.1. Let (A1,H, D) be an ordinary spectral triple which has finite topological type and
is in Poincare´ duality with a twisted spectral triple (A2,H, D)σ2 , where σ2 is ribbon. Then there
is a constant C > 0 such that, for any Hermitian finitely generated projective module E over A1
and any Hermitian connection ∇E on E, we have
|λ1(D∇E )| ≤ C,
where λ1(D∇E ) is the eigenvalue of D∇E with the smallest absolute value.
Proof. This is an immediate consequence of Theorem 10.1. For ordinary spectral triples σ-
Hermitian structures on finitely generated projective modules are just usual Hermitian structures
by taking s to be the identity map, and so s-eigenvalues are just ordinary eigenvalues. 
30
11.2. Dirac spectral triples. For Dirac operators coupled with Hermitian connections on spin
manifolds, the Vafa-Witten bound in (1.1) depends on the metric on a somewhat elusive way. We
refer to [An, Ba, DM, Go, He] for various attempts to understand this dependence on the metric.
As a consequence of the results of the previous section, we shall establish a control of this bound
under conformal changes of metric. This result can be seen as a version in conformal geometry
of the Vafa-Witten inequality. We also note that this result is stated without any reference to
noncommutative geometry whatsoever.
Theorem 11.2. Let (Mn, g) be an even dimensional compact Riemannian spin manifold. Then,
there is a constant C > 0 such that, for any conformal factor k ∈ C∞(M), k > 0, and any
Hermitian vector bundle E equipped with a Hermitian connection ∇E , we have
(11.1)
∣∣λ1(Dgˆ,∇E )∣∣ ≤ C‖k‖∞, gˆ := k−2g,
where ‖k‖∞ is the maximum value of k.
Proof. Set A = C∞(M). As A is a commutative algebra we can identify left and right modules
over A. It would be more convenient to work with left modules instead of right modules as we have
been doing so far. In addition, this also provides us with a natural identification of A-modules
E1 ⊗A E2 ≃ E2 ⊗A E1 for the tensor products of two modules E1 and E2; the isomorphism being
given by the flip map ξ1 ⊗ ξ2 → ξ2 ⊗ ξ1.
Let k ∈ C∞(M), k > 0, and set gˆ = k−2g. We denote by Hg (resp., Hgˆ) the Hilbert space
L2g(M, /S) (resp., L
2
gˆ(M, /S)). Let U : Hgˆ → Hg be the multiplication operator k
n
2 . Then U is
a unitary operator and by Proposition 2.14 it intertwines the spectral triple
(
A,Hgˆ, /Dgˆ
)
with
the pseudo-inner twisted spectral triple
(A,Hg, /D√k), where /D√k = √k /Dg√k. In particular,
/D√k = U
−1/DgˆU . Let c : Λ
∗
C
T ∗M → End /S be the Clifford representation with respect to the
metric g and set ck = kc. For a and b in A we have
(11.2) a[/D√k, b] = a
[√
k /Dg
√
k, b
]
= ka[/Dg, a] = kc(adb) = ck(adb).
Therefore, we see that
Ω1/D√
k
(A) = Span {ck(ω); ω ∈ C∞(M,T ∗CM)} .
Let E be a Hermitian vector bundle and ∇E : C∞(M,E) → C∞(M,T ∗M ⊗ E) a Hermitian
connection on E. Set E = C∞(M,E). This is a finitely generated projective module over A and
the Hermitian metric of E defines a Hermitian metric on E in the sense of Definition 4.8. Note
that ∇E is a linear map from E to C∞(M,T ∗M ⊗E) = C∞(M,T ∗
C
M)⊗A E . Consider the linear
map ∇E from E to Ω1/D√
k
(A)⊗A E ≃ E ⊗A Ω1/D√
k
(A) defined by
∇E := (ck ⊗ 1E) ◦ ∇E .
Let ξ ∈ E and a ∈ A. Using (11.2) we get
∇E(aξ) = (ck ⊗ 1E)
(
da⊗ ξ + a∇Eξ) = ck(da) + a∇Eξ = [/D√k, a]ξ + a∇Eξ.
Therefore, ∇E is a connection on the finitely generated projective module E .
Let ξ and η be in E . We write ∇Eξ =∑ωα ⊗ ξα, with ωα ∈ C∞(M,T ∗CM) and ξα ∈ E . Then
∇Eξ =
∑
α
ck(ωα)⊗ ξα.
As ck(ωα)
∗ = kc(ωα)∗ = −kc(ωα), we have(∇Eξ, η) =∑ ck(ωα)∗ (ξα, η) =∑−ck(ωα) (ξα, η) = −ck ((∇Eξ, η)) .
Thus, (
ξ,∇Eη)− (∇Eξ, η) = ck ((ξ,∇Eη))+ ck ((∇Eξ, η)) = ck {(ξ,∇Eη)+ (∇Eξ, η)} .
As ∇E preserves the Hermitian metric of E we have (ξ,∇Eη) + (∇Eξ, η) = d (ξ, η). Therefore,
using (11.2) we get (
ξ,∇Eη)− (∇Eξ, η) = ck (d (ξ, η)) = [/D√k, (ξ, η)].
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This shows that the connection ∇E is Hermitian.
As ∇E is a connection on E we can form the operator /D√k,∇E := (/D√k)∇E . In what follows
we identify Hg(E) = E ⊗A Hg with Hg ⊗A E ≃ L2(M, /S ⊗ E), so that we regard /D√k,∇E as an
unbounded operator of L2(M, /S⊗E). Let ζ ∈ C∞(M, /S) and ξ ∈ E . We write ∇Eξ =∑ωα⊗ ξα,
where ωα ∈ C∞(M,T ∗CM) and ξα ∈ E . Then
(11.3) /D√k,∇E (ζ ⊗ ξ) = /D√kζ ⊗ ξ +
∑
ck(ωα)ζ ⊗ ξα.
Bearing this in mind, let /Dgˆ,∇E be the coupling of the Dirac operator /Dgˆ with the Hermitian
connection ∇E . This operator acts on the sections of /S⊗E. If we let cˆ : Λ∗
C
T ∗M → End /S be the
Clifford representation with respect to the metric gˆ, then we have
(11.4) /Dgˆ,∇E (ζ ⊗ ξ) = /Dgˆζ ⊗ ξ +
∑
cˆ(ωα)ζ ⊗ ξα.
Let a and b be smooth functions on M . Using (11.2) and the fact that /D√k = U
−1/DgˆU we see
that ck(adb) = a[/D√k, b] = U
∗a[/Dgˆ, b]U = U
∗cˆ(adb)U . Thus,
ck(ω) = U
∗cˆ(ω)U ∀ω ∈ C∞(M,T ∗CM).
Combining this with (11.3) and (11.4) we then obtain
/D√k,∇E (ζ ⊗ ξ) = U∗DgˆUζ ⊗ ξ +
∑
U∗cˆ(ωα)Uζ ⊗ ξ = (U∗ ⊗ 1E)/Dgˆ,∇E (U ⊗ 1E)(ζ ⊗ ξ).
This shows that
/D√k,∇E = (U
∗ ⊗ 1E)/Dgˆ,∇E (U ⊗ 1E).
It then follows that the operators /Dgˆ,∇E and /D√k,∇E have the same spectrum.
We may apply Theorem 10.3 to the Dirac spectral triple
(
A,Hg, /Dg
)
and the pseudo-inner
twisting ω =
√
k. In this case ω± =
√
k and k1 = k2 = h2 = 1. Therefore, there is a constant
C > 0, which is independent of k and of the pair
(
E,∇E), such that
∣∣∣λ1(/Dgˆ,∇E )
∣∣∣ = ∣∣∣λ1(/D√k,∇E )
∣∣∣ ≤ C‖√k‖‖√k‖ = C‖k‖∞.
This completes the proof. 
Remark 11.3. As it follows from Remark 2.15, Theorem 11.2 continues to hold if we only require
the conformal factor k to be Lipschitz.
11.3. Conformal deformations of ordinary spectral triples. We shall now use Theorem 10.3
to obtain a noncommutative version of Theorem 11.2, that is, a conformal version of Moscovici’s
inequality for ordinary spectral triples.
Theorem 11.4. Let (A1,H, D) be an ordinary spectral triple which has finite topological type
and admits an ordinary Poincare´ dual (A2,H, D). In addition, for j = 1, 2 let kj be a positive
invertible element of Aj . Set k = k1k2 and denote by σ1 the inner automorphism of A1 given by
σ1(a) = k
2
1ak
−2
1 , a ∈ A1. Then, there is a constant C > 0 independent of k1 and k2, such that
for any Hermitian finitely generated projective module E over A1 equipped with a σ1-Hermitian
connection ∇E , we have ∣∣λ1 (Dk,∇E )∣∣ ≤ C‖k−11 ‖‖k1k2‖2,
where λ1
(
Dk,∇E
)
is the first s-eigenvalue of the operator Dk,∇E := (kDk)∇E .
Proof. This follows from Theorem 10.3 by taking ω = k1k2, noting that in this case ω
± = k1k2
and h2 = 1. 
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11.4. Noncommutative tori and conformal weights. Let θ ∈ R. Given a conformal weight
ϕ in the sense of (2.12) on the noncommutative torus Aθ, we denote by (Aoθ,Hϕ, Dϕ)σ and
(Aθ,Hϕ, Dϕ) the associated (twisted) spectral triples as described in Section 2.3. By Proposi-
tion 8.8 the twisted spectral triple (Aoθ,Hϕ, Dϕ)σ and the ordinary spectral triple (Aθ,Hϕ, Dϕ) are
in Poincare´ duality. Moreover, these spectral triples have finite topological type since K0(Aθ) ≃ Z2
thanks to a result of Pimsner-Voiculescu [PV]. Therefore, the s-eigenvalue inequality of Theo-
rem 10.1 holds for (Aoθ,Hϕ, Dϕ)σ. As we shall now refine this inequality to include a control of
the dependence of the bound on the conformal weight.
Theorem 11.5. Let θ ∈ R. Then there is a constant Cθ > 0 such that for any conformal weight
ϕ with the Weyl factor k ∈ Aθ, k > 0, and any Hermitian finitely generated projective module E
over Aoθ equipped with a σ-Hermitian σ-connection ∇E , we have∣∣λ1(Dϕ,∇E )∣∣ ≤ Cθ‖k‖2,
where λ1(Dϕ,∇E ) is the first s-eigenvalue of Dϕ,∇E := (Dϕ)∇E .
Proof. Let E be a Hermitian finitely generated projective module over Aoθ equipped with a σ-
Hermitian σ-connection ∇E on E . As mentioned in Section 2.3, the unitary operatorW : H → Hϕ
given by (2.17) intertwines the twisted spectral triple (Aoθ,Hϕ, Dϕ)σ with the pseudo-inner twisted
spectral triple (Aoθ,H, ωDω)σ with ω =
(
Rk 0
0 1
)
, where Rk is the right multiplication by k. The
operator W gives rise to an algebra isomorphism AdW : L(Hϕ)→ L(H) given by
AdW T =W
−1TW ∀T ∈ L(Hϕ).
As W is an intertwiner, AdW
(
aoϕ[Dϕ, b
o
ϕ]σ
)
= ao[Dω, b
o]σ for all a and b in Aoθ. Here aoϕ is given
by (2.14). Thus AdW induces an isomorphism AdW : Ω
1
Dϕ,σ
(Aoθ)→ Ω1Dω ,σ(Aoθ).
Let ∇˜E : E → Eσ ⊗Ao
θ
Ω1Dω,σ(Aoθ) be the linear map defined by
∇˜Eξ = [1E ⊗AdW ]
(∇Eξ) ∀ξ ∈ E .
Let ξ and η be in E and a ∈ Aoθ. Then ∇˜E(ξa) is equal to
σE(ξ)⊗AdW
(
[Dϕ, a
o
ϕ]σ
)
+ [1E ⊗AdW ]
((∇Eξ) aoϕ) = σE(ξ) ⊗ [Dω, ao]σ +
(
∇˜Eξ
)
ao.
Moreover, as ∇E is a σ-Hermitian σ-connection, the difference
(
ξ, ∇˜Eη
)
σ
− σ
(
∇˜Eξ, η
)
is equal to
AdW
(
ξ,∇Eη)
σ
−AdW σ
(∇Eξ, η) = AdW ([Dϕ, σ(σE(ξ), η)oϕ
])
=
[
Dω, σ
(
σE(ξ), η
)o]
.
All this shows that ∇˜E is a σ-Hermitian σ-connection on E .
Let us denote by 〈·, ·〉 and 〈·, ·〉ϕ the respective inner products of H(E) and Hϕ(E). Let ξ ∈ E
and ζ ∈ H. Then
〈ξ ⊗Wζ, ξ ⊗Wζ〉ϕ =
〈
Wζ, (ξ, ξ)
o
ϕWζ
〉
= 〈Wζ,W (ξ, ξ)o ζ〉 = 〈ζ, (ξ, ξ)o ζ〉 = 〈ξ ⊗ ζ, ξ ⊗ ζ〉 .
This shows that 1E ⊗W is a unitary operator from H(E) onto Hϕ(E). Moreover,
c
(
∇˜E
)
= c
(
(1E ⊗AdW ) ◦ ∇˜E
)
=
(
1E ⊗W−1
) ◦ c (∇E) ◦ (1E ⊗W ) .
Thus,
Dω,∇˜E = σ
E ⊗Dω + cDω ,σ
(
∇˜E
)
= σE ⊗W−1DϕW +
(
1E ⊗W−1
) ◦ cDϕ,ω(∇E ) ◦ (1E ⊗W )
= (1E ⊗W )−1Dϕ,∇E (1E ⊗W )−1 .
We then deduce that (s⊗ 1Hϕ)Dω,∇˜E is equal to
(s⊗ 1Hϕ) (1E ⊗W )−1Dϕ,∇E (1E ⊗W )−1 = (1E ⊗W )−1 (s⊗ 1Hϕ)Dϕ,∇E (1E ⊗W )−1 .
Therefore, the operators (s ⊗ 1Hϕ)Dω,∇˜E and (s ⊗ 1Hϕ)Dϕ,∇E have same eigenvalues, that is,
Dω,∇˜E and Dϕ,∇E have same s-eigenvalues.
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Bearing this in mind, we may apply Theorem 10.3 to the spectral triple (Aoθ,H, D) and the
pseudo-inner twisting ω. In this case ω+ = Rk and ω
− = 1, so that ‖ω+‖ = ‖k‖ and ‖ω−‖ = 1.
Moreover, k1 = k
−1 and k±2 = h2 = 1. Therefore, there is a constant Cθ > 0, which is independent
of the conformal weight ϕ and of the pair (E ,∇E), such that∣∣λ1(Dϕ,∇E )∣∣ =
∣∣∣λ1(Dω,∇˜E )
∣∣∣ ≤ Cθ‖k‖2.
The proof is complete. 
Finally, we deal with the ordinary spectral triple (Aθ ,Hϕ, Dϕ).
Theorem 11.6. Let θ ∈ R. Then, there is a constant Cθ > 0 such that, for any conformal
weight ϕ with the Weyl factor k and any Hermitian finitely generated projective module E over Aθ
equipped with a Hermitian connection ∇E , we have
λ1(Dϕ,∇E ) ≤ Cθ
∥∥∥k− 12∥∥∥ ∥∥∥k 32 ∥∥∥(1 + ∥∥∥k 12 ∂ (k− 12)∥∥∥) ,
where λ1(Dϕ,∇E ) is the first eigenvalue of the operator Dϕ,∇E = (Dϕ)∇E and ∂ is the holomorphic
derivation (2.11).
Proof. Let E be a Hermitian finitely generated projective module over Aθ and ∇E a Hermitian
connection on E . The unitary operator W given by (2.17) also intertwines (Aθ,Hϕ, Dϕ) with
the pseudo-inner twisted spectral triple (Aθ,Hϕ, ωDω), where ω is given by (2.19). By arguing
as in the proof of Theorem 11.5 we can construct a Hermitian connection ∇˜E on E so that the
operator Dω,∇˜E := (ωDω)∇˜E has the same eigenvalues as Dϕ,∇E . We are thus reduced to apply
Theorem 10.3 to (Aθ,Hϕ, ωDω). In this case ω+ = Rk = ko and ω− = 1, so that k1 = 1, while
k+2 = k
−1 and k−2 = 1, and hence h2 = (k
+
2 )
1
2 (k−2 )
− 1
2 = k−
1
2 .
Having said this, an observation of the proof of Theorem 10.3 shows that, in the current setting,
we can slightly improve the inequality (10.15). Using the notation of the proof of Theorem 10.3,
we observe that (10.12) gives
TF =
(
0 koT˜−F
T˜+F k
o 0
)
.
Set h = h2 = k
− 1
2 . Using (10.14) we get
T˜+Fˆ k
o = ho(1 − 2fo) ((h−1)o[D+, ho]fo + [D+, fo]− fo(h−1)o[D+, ho]) (h−3)o.
There is a similar formula for koT˜−F . We also note that [D
+, ho] = [∂, ho] = ∂h, since ∂ is a
derivation. It then follows we can replace the estimate (10.15) by
‖TFˆ‖ ≤ C(f)‖h‖‖h−3‖
(
1 + ‖h−1∂h‖) ,
where C(f) depends only on f . Therefore, by arguing as in the proof of Theorem 10.3, we deduce
there is a constant Cθ, which is independent of ϕ and of the pair (E ,∇E ), such that∣∣λ1(Dϕ,∇E )∣∣ =
∣∣∣λ1(Dω,∇˜E )
∣∣∣ ≤ Cθ‖h‖‖h−3‖ (1 + ‖h−1∂h‖) .
This proves the result. 
11.5. Duals of discrete cocompact subgroups of Lie groups. We end this section with a
noncompact example related to duals of discrete cocompact subgroups of Lie groups.
Let Γ be a torsion free discrete cocompact subgroup of a connected semisimple Lie group G.
Set X = G/K, where K is a maximal compact subgroup. As mentioned in Example 7.6, we have a
pair of ordinary spectral triples (AΓ,H, Dτ ) and (C∞(Γ\X),H, Dτ), where AΓ is the holomorphic
functional calculus closure of the group algebra CΓ, the Hilbert space H = L2(X,Λ∗
C
T ∗X) is
defined by means of the canonical G-invariant Riemannian metric of X and Dτ = dτ + d
∗
τ with
dτ = e
−τϕdeτϕ, τ 6= 0, where ϕ is the square of the geodesic distance to the base point o = K.
Let E be a Γ-equivariant vector bundle over X equipped with a Γ-invariant Hermitian metric
and a Γ-equivariant Hermitian connection∇E . The connection∇E uniquely extends to a covariant
derivative,
∇E : C∞(X,Λ∗CT ∗X ⊗ E)→ C∞(X,Λ∗CT ∗X ⊗ E),
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such that, for all ζ ∈ C∞(X,Λ∗
C
T ∗X) and ξ ∈ C∞(X,E),
(11.5) ∇E(ζ ⊗ ξ) = dζ ⊗ ξ + (−1)∂ζζ ∧ ∇Eξ.
Following Connes [Co1, IV.9.α] we define ∇Eτ : C∞(X,Λ∗CT ∗X ⊗ E)→ C∞(X,Λ∗CT ∗X ⊗ E) by
∇Eτ := e−τϕ∇Eeτϕ = ∇Eτ + τε(dϕ) ⊗ 1E ,
where ε(dϕ) is the exterior multiplication by dϕ. The operator ∇Eτ +
(∇Eτ )∗ is a Dirac-type
operator on the noncompact manifold X (see below). As it turns out, its closure in L2(X,Λ∗T ∗
C
X)
is selfadjoint and has compact resolvent (see [Co1, IV.9.α]). Therefore, its spectrum consists of
isolated real eigenvalues with finite multiplicity. The same properties hold for the conformal
perturbation k
(
∇Eτ +
(∇Eτ )∗
)
k, where k = eh and h is a selfadjoint element of CΓ.
As a consequence of his Vafa-Witten inequality for ordinary spectral triples, Moscovici [Mo1,
Corollary 1] obtained a version of Vafa-Witten’s inequality for the operator ∇Eτ +
(∇Eτ )∗. The
following is a “CΓ-conformal” version of Moscovici’s result.
Theorem 11.7. Assume that Γ satisfies the Baum-Connes conjecture. Let h be a selfadjoint
element of CΓ and set k = eh ∈ AΓ. Then, there exists a constant C > 0 independent of k such
that, for any Γ-equivariant Hermitian vector bundle E equipped with a Γ-invariant Hermitian
connection ∇E, we have ∣∣∣λ1 (k (∇Eτ + (∇Eτ )∗
)
k
)∣∣∣ ≤ C ‖k‖2 ,
where λ1
(
k
(
∇Eτ +
(∇Eτ )∗
)
k
)
is the first eigenvalue of the operator k
(
∇Eτ +
(∇Eτ )∗
)
k.
Proof. Let k = eh, where h is a selfadjoint element of CΓ. Set B = C∞(Γ\X). As B is a
commutative algebra, in the same way as in the proof of Theorem 11.2, we may identify left
and right modules over B, which allows us to work with left modules instead of right modules.
Moreover, we let C∞(X)Γ the space of smooth Γ-periodic functions on X and denote by π the
canonical fibration of X onto Γ\X . For any function b ∈ C∞(Γ\X) we let b˜ = b ◦ π be the
unique lift of b to a smooth Γ-periodic function on X . This defines a representation of B in H
as in (7.4). We then form the pseudo-inner twisted (ordinary) spectral triple (B,H, Dτ,k), where
Dτ,k := kDτk.
In what follows, given any 1-form ω ∈ C∞(X,T ∗
C
X), we denote by ε(ω) (resp., ι(ω)) the exterior
(resp., interior) product on differential forms over X . We then set
ck(ω) = k(ε(ω) + ι(ω))k ∈ L(H).
In addition, we denote by C∞(X,T ∗
C
M)Γ the space of Γ-invariant smooth 1-forms on X . Any
1-form ω ∈ C∞(Γ\X,T ∗(Γ\X)) lifts to the Γ-invariant form ω˜ ∈ C∞(X,T ∗
C
M)Γ given by
(11.6) ω˜ = (dπ)t ◦ ω ◦ π,
where (dπ)t : T ∗(Γ\X)→ T ∗X is the transpose of the differential dπ : TX → T (Γ\X). Conversely,
as the action of Γ on X is free, any Γ-invariant form ω˜ ∈ C∞(X,T ∗
C
X)Γ descends to a unique
1-form ω ∈ C∞(Γ\X,T ∗(Γ\X)) obeying (11.6). In the special case ω = b1db2 with bj ∈ C∞(Γ\X)
we find that ω˜ = b˜1db˜2. Therefore, we deduce that
(11.7) C∞(X,T ∗CX)
Γ = Span
{
b˜1db˜2; bj ∈ C∞(Γ\X)
}
.
Bearing this in mind, for functions a and b in C∞(Γ\X), we have
a˜[Dτ,k, b˜] = k
(
e−τϕa˜[d, b˜]eτϕ + eτϕa˜[d∗, b˜]e−τϕ
)
k.
We observe that [d, b˜] = ε(db˜) and [d∗, b˜] = −[d, b˜]∗ = −ε
(
db˜
)∗
= ι(db˜). Thus,
a˜[Dτ,k, b˜] = k
(
a˜ε(db˜) + a˜ι(db˜)
)
k = ck(a˜db˜).
Combining this with (11.7) we then see that
(11.8) Ω1Dτ,k(B) = Span
{
b˜1db˜2; bj ∈ C∞(Γ\X)
}
=
{
ck(ω); ω ∈ C∞(X,T ∗CX)Γ
}
.
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Let E be a Γ-equivariant vector bundle equipped with a Γ-invariant Hermitian metric. The
action of Γ on the space of smooth sections C∞(X,E) is given by
(γξ)(x) := γ
(
ξ(γ−1x)
)
, γ ∈ Γ, ξ ∈ C∞(X,E), x ∈ X,
We let E = C∞(X,E)Γ be the space of smooth Γ-invariant sections of E. This is a module over
B = C∞(Γ\X). As the action of Γ on E is free and equivariant, the vector bundle fibration
p˜ : E → X descends to smooth vector bundle fibration p : Γ\E → Γ\X in such way that the
canonical projection πE : E → Γ\E is a smooth fibration obeying π ◦ p˜ = p ◦ πE . It then follows
that any section ξ ∈ C∞(Γ\X,Γ\E) uniquely lifts to a Γ-invariant section ξ˜ ∈ C∞(X,E)Γ such
that πE ◦ ξ˜ = ξ ◦ π. Conversely, any Γ-invariant section ξ˜ ∈ C∞(X,E)Γ uniquely descends to a
section ξ ∈ C∞(Γ\X,Γ\E) obeying ξ ◦ π = πE ◦ ξ˜. This gives rise to a B-module isomorphism,
E = C∞(X,E)Γ ≃ C∞(Γ\X,Γ\E).
Incidentally, E is a finitely generated projective module over B. We also note that the Γ-invariance
of the Hermitian metric of E implies that it descends to a B-valued Hermitian metric on E in the
sense of Definition 4.8.
Let ∇E be a Γ-equivariant Hermitian connection on E. As ∇E is Γ-equivariant it maps E to the
Γ-invariant section space C∞(X,T ∗
C
X ⊗E)Γ = C∞(X,T ∗
C
X)Γ⊗B E . Let ∇E : E → Ω1Dτ,k(B)⊗B E
be the linear map given by
∇E := (ck ⊗ 1E) ◦ ∇E .
Note that ∇E is well defined since (11.8) shows that ck maps C∞(X,T ∗CX)Γ onto Ω1Dτ,k(B).
Moreover, by arguing as in the proof of Theorem 11.2, it can be checked that ∇E is a connection on
the finitely generated projective module E . We also observe that, for any 1-form ω ∈ C∞(X,T ∗
C
X),
ck(ω)
∗ = k(ε(ω)∗ + ι(ω)∗)k = −k(ι(ω) + ε(ω))k = −ck(ω).
Therefore, along similar lines as that of the proof of Theorem 11.2, it can be shown that ∇E is a
Hermitian connection on E .
As ∇E is a Hermitian connection on E we can form the operator Dτ,k,∇E = (kDτk)∇E , which
we shall regard as an unbounded operator on L2(X,Λ∗T ∗
C
X)⊗B E ≃ H(E). We also observe that
its definition (4.10) continues to make sense on C∞(X,Λ∗T ∗
C
X)⊗BE . Let ζ ∈ domDτ,k and ξ ∈ E .
We write ∇Eξ =∑ωα ⊗ ξα with ωα ∈ C∞(X,T ∗CX)Γ and ξα ∈ E . Then
Dτ,k,∇E (ζ ⊗ ξ) = kDτkζ ⊗ ξ +
∑
ck(ωα)ζ ⊗ ξα
= ke−τϕ
(
dζ′ ⊗ ξ +
∑
ε(ωα)ζ
′ ⊗ ξα
)
+ keτϕ
(
d∗ζ′′ ⊗ ξ +
∑
ι(ωα)ζ
′′ ⊗ ξα
)
,(11.9)
where we have set ζ′ = eτϕkζ and ζ′′ = eτϕkζ.
Bearing this in mind, the connection ∇E uniquely extends to a covariant derivative ∇E from
C∞(X,Λ∗T ∗
C
X ⊗ E) to itself obeying (11.5). Thus ∇E(ζ ⊗ ξ) is equal to
(11.10) dζ ⊗ ξ + (−1)∂ζ ∧ ∇Eξ = dζ ⊗ ξ +
∑
(−1)∂ζζ ∧ ωα ⊗ ξα = dζ ⊗ ξ +
∑
ε(ωα)ζ ⊗ ξα.
We also see that
〈
(∇E)∗(ζ ⊗ ξ), ζ ⊗ ξ〉 = 〈ζ ⊗ ξ,∇E(ζ ⊗ ξ)〉 is equal to
〈ζ ⊗ ξ, dζ ⊗ ξ〉+
∑
〈ζ ⊗ ξ, ε(ωα)ζ ⊗ ξα〉 = 〈ζ, (ξ, ξ) dζ〉+
〈
ζ, ε
((
ξ,∇Eξ))〉
= 〈ζ, d ((ξ, ξ))〉+ 〈ζ, ε(ν)ζ〉 ,
where we have set ν = −d (ξ, ξ) + (ξ,∇Eξ).
As the connection ∇E is Hermitian we have ν = − (∇Eξ, ξ) = −∑ωα (ξα, ξ). Thus,
〈ζ, ε(ν)ζ〉 = −〈ι(ν)ζ, ζ〉 =
∑〈
ι(ωα)ζ〈ξα, ξ〉, ζ
〉
=
∑
〈ι(ωα)ζ ⊗ ξα, ζ ⊗ ξ〉 .
Note that 〈ζ, d ((ξ, ξ))〉 = 〈d∗ζ, (ξ, ξ) ζ〉 = 〈d∗ζ ⊗ ξ, ζ ⊗ ξ〉. Therefore, we get〈
(∇E)∗(ζ ⊗ ξ), ζ ⊗ ξ〉 = 〈d∗ζ ⊗ ξ, ζ ⊗ ξ〉+∑ 〈ι(ωα)ζ ⊗ ξα, ζ ⊗ ξ〉 .
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This shows that
(11.11) (∇E)∗ζ = d∗ζ ⊗ ξ +
∑
ι(ωα)ζ ⊗ ξα.
Combining (11.9) with (11.10) and (11.11) we deduce that
Dτ,k,∇E (ζ ⊗ ξ) = ke−τϕ∇E(ζ′ ⊗ ξ) + keτϕ(∇E)∗(ζ′′ ⊗ ξ) = k
(∇E + (∇E)∗) k(ζ ⊗ ξ).
Therefore, the operator Dτ,k,∇E agrees with the restriction of k
(∇E + (∇E)∗) k to domDτ,k,∇E =
domDτ,k ⊗B C∞(X,E)Γ. It then follows that any eigenvector of Dτ,k,∇E is an eigenvector of
k
(∇E + (∇E)∗) k for the same eigenvalue. Thus,∣∣∣λ1 (k (∇Eτ + (∇Eτ )∗
)
k
)∣∣∣ ≤ ∣∣λ1(Dτ,k,∇E )∣∣ .
We may apply Theorem 11.4 to the spectral triple (B,H, Dτ ) with Poincare´ dual (AΓ,H, Dτ )
by taking k1 = 1 and k2 = k. We then obtain a constant C > 0, independent of k and of the pair
(E,∇E), such that ∣∣∣λ1 (k (∇Eτ + (∇Eτ )∗
)
k
)∣∣∣ ≤ ∣∣λ1(Dτ,k,∇E )∣∣ ≤ C‖k‖2.
This proves the result. 
Remark 11.8. A Vafa-Witten inequality for the operator ∇E + (∇E)∗ is given in [Mo1]. It is
mentioned as a corollary of the Vafa-Witten inequality for ordinary spectral triples established in
that paper, but no details are given on the reduction to the latter. Such details are obtained by
specializing the above proof to the case k = 1.
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