We study universal compression for sequences generated by monotonic distributions. We show that for a monotonic distribution over an alphabet of size k, each probability parameter costs essentially 0.5 log(n/ k3) bits, where n is the coded sequence length, as long as k = o(n1/3). Otherwise, for k = 0(n), the total average sequence redundancy is 0(n1/3+ ) bits overall. We then show that there exists a sub-class of monotonic distributions over infinite alphabets for which redundancy of 0(n /3+ ) bits overall is still achievable. This class contains fast decaying distributions, including distributions over the integers and geometric distributions. For some slower decays, redundancy of o(n) bits overall is achievable.
I. INTRODUCTION
The classical setting of the universal lossless compression problem [1] assumes that a sequence xn of length n that was generated by a source 0 is to be compressed without knowledge of the particular 0 that generated xn but with knowledge of the class A of all possible sources 0. The average performance of any given code, that assigns a length function L(.), is judged on the basis of the redundancy function Rn (L, 0), which is defined as the difference between the expected code length of L (.) with respect to (w.r.t.) the given source probability mass function Po and the nth-order entropy of Po normalized by the length n of the uncoded sequence.
A class of sources is said to be universally compressible in some worst sense if the redundancy function diminishes for this worst setting. Another approach to universal coding [19] considers the individual sequence redundancy Rn (L, xn), defined as the normalized difference between the code length obtained by L(.) for xn and the negative logarithm of the maximum likelihood (ML) probability of the sequence xn.
Classical literature on universal compression [1] , [12] , [19] considered compression of sequences generated by sources over finite alphabets. In fact, it was shown in [7] (see also [6] ) that there are no universal codes (with diminishing redundancy) over infinite alphabets. Later work [10] , [14] bounded the achievable redundancies for independent and identically distributed (i.i.d.) sequences generated by sources over large and infinite alphabets. While the redundancy does not decay if the alphabet size is of the same order of magnitude as the sequence length n or greater, it was shown that the redundancy does decay for alphabets of size o(n). 1 1The author is with ECE Department, University of Utah, Salt Lake City, UT 84112, U.S.A., e-mail: gshamir@ece.utah.edu. The work was partially supported by NSF Grant CCF-0347969. ' For two functions f (n) and g(n), f (n) = o(g(n)) if Vc, -no, such that, Vn > nro, f (n) < cg(n); f (n) = O (g(n)) if Ec, nro, such that, Vn > nro, 0 < f (n) < cg(n); f (n) = 8(g(n)) if 3C1, C2, no, such that, Vrn > no, clg(rn) < f(n) < C2g(in).
While there is no universal code for infinite alphabets, recent work [9] demonstrated that if one considers the pattern of a sequence instead of the sequence itself, universal codes do exist in the sense of diminishing redundancy. A pattern of a sequence is a sequence of indices, where the index Oi at time i represents the order of first occurrence of letter xi in x'.
Further study of universal compression of patterns [9] , [10] , [15] , [17] provided various lower and upper bounds to various forms of redundancy in universal compression of patterns.
Unlike compression of patterns, it was shown in [4] that there are no universal codes in the standard sense for the complete class of monotonic distributions. The main reason is that there exist such distributions, for which much of the statistical weight lies in symbols that have very low probability, and most of which will not occur in a given sequence. Thus, the prior knowledge of the monotonicity of the distribution is not helpful since this monotonicity is not retained in an observed sequence. Despite that, Foster, Stine, and Wyner demonstrated in [4] codes that obtained universal per-symbol redundancy of o(l) as long as the source entropy is fixed.
However, instead of considering redundancy in the standard sense, the study of monotonic distributions resorted to studying relative redundancy, which bounds the ratio between assigned code length and the source entropy. This approach dates back to work in [3] , [11] , [13] , where the distributions that minimize this ratio for coding single symbols were optimized.
In this paper, we consider smaller subsets of the complete class of monotonic distributions. First, we consider monotonic distributions over alphabets of size k, where k is either small w.r.t. n, or of 0(n). Then, we show that under minimal restrictions of the monotonic distribution class, there exist universal codes in the standard sense, i.e., with diminishing per-symbol redundancy. In fact, not only do universal codes exist, but they achieve the same redundancy as obtained for alphabets of size 0(n). The restrictions on this subclass imply that some types of fast decaying monotonic distributions are included in it, and therefore, sequences generated by these distributions can still be compressed universally.
Monotonic distributions are common for distributions over the integers, including the geometric distribution and others. A specific application one can consider for the results in this paper is compression of the list of last or first names in a phone book of a given city of a given population. One can usually find some monotonicity for such a distribution in the given population, which both encoder and decoder may be aware of a-priori. For example, the last name "Smith" can be expected to be much more common than the last name "Shannon".
The main contributions of this paper are the development of codes and derivation of their upper bounds on the redundancies for coding i.i.d. sequences generated by various types of monotonic distributions. Specifically, the paper gives complete characterization of the redundancy in coding with monotonic distributions over "small" alphabets (k = o(n1/3)) and "large" alphabets (k = 0(n)). Then, it shows that these redundancy bounds carry over to fast decaying distributions. Lower bounds, that result from those obtained for patterns, are also presented to complete the characterization, and are shown to meet the upper bounds in the three cases (small alphabets, large alphabets, and fast decaying distributions).
The outline of this paper is as follows. Section II describes the notation. Then, in section III, lower bounds on the redundancy of monotonic distributions are presented. Next, in Section IV, we propose codes and upper bound their redundancy for coding monotonic distributions over small and large alphabets. These bounds are then extended to fast decaying monotonic distributions in Section V.
II. NOTATION AND DEFINITIONS Let
= (X1X2, ... , Xn) denote a sequence of n symbols over the alphabet E of size k, where k can go to infinity. Without loss of generality, we assume that E = {1, 2, ... , k}. The sequence Xn is generated by an i.i.d. distribution of some source, determined by the parameter vector 0 (0, 02, ... , Ok), where Hi is the probability of X taking value i. The components of 0 are non-negative and sum to 1. The distributions we consider are monotonic. Therefore, 01 > 02 > ... > Ok. The class of all monotonic distributions will be denoted by M. The class of monotonic distributions over an alphabet of size k is denoted by M k. It is assumed that prior to coding Xn both encoder and decoder know that 0 C M or 0 C Mk, and also know the order of the probabilities in 0. In the more restrictive setting, k is known in advance and it is known that 0 C M. k We do not restrict ourselves to this setting. In general, boldface letters will denote vectors, whose components will be denoted by their indices in the vector. Capital letters will denote random variables.
The probability of xC generated by 0 is given by Po (xC) Pr (XCn ) = 0). The average nth-order redundancy2 obtained by a code that assigns length function L(.) for 0
, where E denotes expectation w.r.t. 0, and Ho [X] is the entropy of the source.
We will usually ignore negligible integer length constraints, and consider the negative logarithm to the base of 2 of an estimated probability as the code description length of Xn.
The individual sequence redundancy (see, e.g., [19] ) of a code with length function L (.) per sequence Xn iS Rn (L,) A -{L(n) + og PML (xn)}, where the logarithm function is taken to the base of 2, here and elsewhere, and PML (Xn) is the probability of Xn given by the ML 21n this paper, redundancy is defined per-symbol (normalized by the sequence length n). However, when we refer to redundancy in overall bits, we address the block redundancy cost for a sequence. Similarly, the individual minimax redundancy is that of the best code L (.) for the worst sequence Xn,
The average minimax and maximin redundancies were shown to be essentially equal [2] , [5] , [13] .
III. LOWER BOUNDS
Lower bounds on various forms of the redundancy for the class of monotonic distributions can be obtained with slight modifications of the proofs for the lower bounds on the redundancy for patterns in [9] , [10] and [15] . The bounds are presented in the following theorems. Proofs and details for the bounds can be found in the full version of the paper [18] .
Theorem 1: Fix an arbitrarily small E > 0, and let n --oc. Then, the nth-order average maximin and minimax universal coding redundancies for i.i.d. sequences generated by a monotonic distribution with alphabet size k are lower bounded by Mk1 log 1 a for k = o (n3) (1) n~( n1 ), otherwise.
Theorem 2: Fix an arbitrarily small E > 0, and let n --oc. Then, the nth-order average universal coding redundancy for coding i.i.d. sequences generated by monotonic distributions with alphabet size k is lower bounded by rk1( fork oe(n13 Rn(L 0 > E)n13-otherwise (2) for every L(.) and almost every 0 C M k, except for a set A, (n) whose relative volume in Mk goes to 0 as n --> oc.
Theorems 1 and 2 give lower bounds on redundancies of coding over monotonic distributions for the class M k. However, the second region applies to the whole class M, as well as to its subclass of fast decaying distributions. The bounds in (1)- (2) show that each parameter costs at least 0.5 log(n/k3) bits for small alphabets, and the total universality cost is at least 0 (n 1/3-) bits overall for larger alphabets. Unlike currently known results on patterns, however, it is shown in Section IV that these bounds are achievable for k = O(n). 
IV. UPPER BOUNDS FOR SMALL AND LARGE ALPHABETS
In this section, we demonstrate codes that achieve the lower bounds for 0 C Mk k for k = 0 (n). We begin with a theorem that shows the achievable redundancies, and devote the remainder of the section to describing the codes and deriving upper bounds on their redundancies. For lack of space, the reader is referred to the full version of the paper [18] for complete proofs. The theorem is stated assuming no initial knowledge of k. The proof first considers the setting where k is known, and then shows how the same bounds are achieved even when k is unknown in advance, but as long as it satisfies the conditions. Another key step in the proof here is the fact that since both encoder and decoder know the order of the probabilities apriori, this order need not be coded. It is sufficient to encode the quantized probabilities of the monotonic distribution, and the decoder can identify which probability is associated with which symbol using the monotonicity of the distribution.
Proof: We first consider the case where k = o(n1/3), and k is known. Let 3 = 1/(log n) be a parameter. Partition the probability space into J = [1/3] intervals,
Note that '1 = [l/n, 2/n), 12 = [2/n, 4/n) ... Ij = [2j-1/n, 2j/n). Let kj = eHi C I l denote the number of probabilities in 0 that are in interval Ij. In interval j, take a grid of points with spacing AX (1) -v/ kn j nl.
Note that to complete all points in an interval, the spacing between two points at an edge of an interval may be smaller. n n n n n n (5) (10) be a vector that takes all the points from all intervals, with cardinality (6) for n1/3 < k = 0(n), for any source 0 C Mk.
The code designed to code a sequence X n is a two part code [12] that quantizes a distribution that minimizes the cost, and uses it to code Xn. The total redundancy cost consists of the cost of describing the quantized distribution and the quantization cost. The second is bounded through the quantized true distribution of the sequence, which cannot result in a lower cost than that of the chosen distribution (which minimizes the cost). In order to achieve the low costs of the lower bound, the probability parameters are quantized non-uniformly, where the smaller the probability the finer the quantization. This approach was used in [14] and [15] to obtain upper bounds on the redundancy for coding over large alphabets and for coding patterns. The method used in [14] and [15] , however, is insufficient here, because it still results in too many quantization points due to the polynomial growth in quantization spacing. Here, we use an exponential growth as the parameters increase. This general idea was used in [17] to improve an upper bound on the redundancy of coding patterns. Here, however, we improve on the method presented in [17] . ( 1 1) Now, let p = (Soi, P2 ,...., Sk) be a monotonic probability vector, such that i = 1, p >-P2 > .>-90k > 0, and also the smaller k -1 components of (o are either 0 or from -r, i.e., (pi C (-U {0}), i = 2,3,..., k. One can code x' using a two part code, assuming the distribution governing Xn is given by the parameter p. The code length required (up to integer length constraints) is (12) where log k bits are needed to describe how many letter probabilities are greater than 0 in p, and LR(p) is the number of bits required to describe the quantized points of y'. The vector p can be described as follows. Let k,, be the number of nonzero letter probabilities hypothesized by p. Let bi denote the index of fp in -r, i.e., fp = Tb,. Then, we will use the following differential code. For k' , we need at most case the two parameters share the same index. Summing up all components of (p, applying Jensen's inequality bounding k;, by k, using (11), and absorbing low order terms in E, LR()k< ( +£ 2 n (log n (13) The sequence Xn is coded by L*(n) minL(xnp)_ L (xncp) (14) The pointwise redundancy for Xn is given by nRn (L*, Xn) L* (Xn) + log po (Xn) logk + LR (o) + log P°(x) (15) To bound the third term of (15), let 0' be a quantized onto -r, still monotonic, version of 0, i.e., 0$ C (r U {0}), 2, 3, ...,k, where Hi > 0 X 0$ > 0. Define 5i = 0i-$.
The quantization is performed from the smallest parameter Ok to the largest, where monotonicity is retained, as well as minimal absolute quantization error. This implies that 0i will be quantized to one of the two nearest grid points (one smaller and one greater than it). It also guarantees that the 1i1 < AK (1) where j2 is the index of the interval in which 02 is contained, i.e., 02 C 'j2. Since 0' is included in the minimization of (14) ,
Equality (a) is since the argument in the logarithm is fixed, expectation is performed only on the number of occurrences of letter i for each letter. We use ln(l + x) < x to obtain (b). Equality (c) is obtained since all the quantization displacements must sum to 0. The first term of inequality (d)
is obtained under a worst case assumption that Hi A< 1/n for i > 2. Thus it is quantized to 0$ = 1/n, and the bound 56fl < 1/n is used. The second term is obtained by separating the terms into their intervals. In interval j, the bounds 0$ > n(j-1)3/n, and 56jl < Vk/inj/n1 5 are used, and also n = 2. Inequality (e) is obtained since J1 S kjni8 j=l J1 5k 2i <2n. j=l (20)
The last inequality is obtained since k, < n, k2 < (nki)/2, k3 < (n -kl)/4 -k2/2, and so on, until kil 2J<jn Z2J1 e =kj2i <2n.
f=1 j=l (21)
The reason for these relations are the lower limits of the J1 intervals that restrict the number of parameters inside an interval. The restriction is done in order of intervals, so that the used probabilities are subtracted, leading to the series of equations.
Plugging the bounds of (13) and (19) into (18) , we obtain, for every x', and also from (12), nRn (L*, Xn) < log k + LR (0') + log po (Xn) (17) Averaging over all possible Xn, nRn (L*, 0) = log k + E0L* ( p) + Eo log p (Xn) < logk+ELR (')+Eolog po (Xn) (18) po, (Xn)'
The second term of (18) is bounded with the bound of (13) . We proceed with the third term. where we absorb low order terms in E'. Replacing E' by E normalizing the redundancy per symbol by n, the bound of the first region in (4) is proved. The proof for the other two regions uses similar ideas. The main difference, however, is that instead of coding the difference in number of grid points between one quantized parameter and another, the number of parameters per grid point is coded. The reason is that in the upper regions there are asymptotically more parameters than grid points, whereas for the lower region, the opposite is true. Due to lack of space, the proof for the upper regions, which can be found in [18] , is omitted here.
The proof up to now assumes that k is known in advance.
If k is unknown, the optimization that chooses L* (x n) iS done over all possible values of k. For every k in the first region, a different construction is done, using the appropriate k to determine the spacing in each interval. Then, O(logn) additional bits are used at the prefix of the code to inform the decoder which k is used, and the analysis continues as before. This does not change the redundancy to first order, giving all regions of the bounds in (4)-(6), even if k is unknown in advance. This concludes the proof of Theorem 4.
U V. UPPER BOUNDS FOR FAST DECAYING DISTRIBUTIONS
Upper bounds are now extended to fast decaying distributions. Proofs and some additional bounds can be found in [18] . We begin with some notation. Fix an arbitrary small E > 0, and 
Theorem 5 implies that if a monotonic distribution decays fast enough, its effective alphabet size does not exceed 0(nP), and, as long as p is fixed, bounds of the same order as those obtained for finite alphabets are achievable. Specifically, very fast decaying distributions, although over infinite alphabets, may even behave like monotonic distributions with o (n1/3) symbols. The condition in (24) merely means that the cost that a code would incur in order to code very rare symbols, that are larger than the effective alphabet size, is negligible w.r.t. the total cost obtained from other, more likely, symbols. Note that for m = n, the bound is tighter than that of the third region of Theorem 4, and a constant of 5/9 replaces 2/3. The second part of the theorem states that if the decay is slow, but the cost of coding rare symbols is still diminishing per symbol, a universal code still exists for such distributions. However, in this case the redundancy will be dominated by coding the rare (out of order) symbols.
Condition (24) is true in many cases. Specifically, in the phone book example, there may be many rare names, but only a few of them may occur in a certain city. The more common names constitute most of the sequence. Part I of Theorem 5 can be used for fast decaying distributions over the integers. These include the geometric distribution, Oi = p (1 p)i-1 ; = 1, 2 .. where 0 < p < 1, and the distribution, Oi a i = 1, 2, ... where 'y > 0, and a is a normalization coefficient.
For the first, redundancy of 0 [(log n)2/1n] is achievable. For the second, redundancy of 0 [n21/3 (gn)2/n] is achievable, where the rate is even smaller for y > 2. Part II of Theorem 5 can be used for the slowly decaying distribution over the integers Oi = i(log)2+, i = 2,3 ... where y > O and a is a normalizing factor. (For smaller 'y, this distribution has infinite entropy.) A stronger theorem [18] can be used to bound the convergence rate of the redundancy for this distribution. Unlike the two fast decaying distributions, the rate here is greater than the rates for finite alphabets.
VI. SUMMARY AND CONCLUSIONS
We bounded the universal coding redundancy for coding monotonic distributions over limited alphabets. We demonstrated that for small alphabet, the a-priori knowledge of the monotonicity reduces the universal coding redundancy from 0.5 log(n/k) bits per each unknown probability parameter to 0.5 log(n/k3) bits for each unknown probability parameter. If the alphabet is larger, redundancy of 0(nl/3+±) bits overall can be obtained. This redundancy carries over also to fast decaying monotonic distributions.
