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Zusammenfassung
Im ersten Teil dieser Arbeit erweitern wir die bekannte Spektraltheorie des Zakharov-Shabat Opera-
tors L(ϕ) =
(
i 0
0 −i
)
∂x+
(
0 ϕ−
ϕ+ 0
)
, definiert auf dem Intervall [0,1], für komplexwertige, 1-periodische
Potentiale ϕ = (ϕ−,ϕ+), die als Elemente des Fourier Lebesgue Raums FLp , 1 à p < ∞, gegeben
sind, und beweisen asymptotische Abschätzung der periodischen und Dirichlet Eigenwerte in Ab-
hängigkeit der Fourierkoeffizienten vonϕ. Mit Hilfe dieser Spektraltheorie dehnen wir anschliessend
die Definition der Wirkungsvariablen (In)n∈Z sowie der dazu kanonisch konjugierten Winkelvari-
ablen (θn)n∈Z von L2 auf FLp , p > 2 aus. Diesen Variablen dienen im Anschluss als Grundlage für
die Konstruktion reell analytischer Birkhoff Koordinaten auf FLp .
Im zweiten Teil dieser Arbeit leiten wir, unter Verwendung der Birkhoff Koordinaten, eine neue
Formel für die dNLS Frequenzen her, welche es erlaubt die Frequenzen analytisch auf FLp , p > 2,
fortzusetzen und ihr asymptotisches Verhalten präzise zu beschreiben. Ebenfalls leiten wir eine
neue Formel für den dNLS Hamiltonian her, die im Anschluss dazu verwendet wird, den Hamilto-
nian nach geeigneter Renormalisierung reell analytisch auf FL4r zu erweitern. Wird der renormal-
isierte Hamiltonian in Wirkungsvariablen I = (In)n∈Z ausgedrückt, so definiert er eine Funktion,
die reell analytisch und strikt konkav in einer Umgebung von 0 im positiven Quadranten `2+(Z)
von `2(Z) ist. Abschliessend verwenden wir unsere Ergebnisse zu den Frequenzen, um das An-
fangswertproblem von dNLS in Birkhoff Koordinaten zu studieren.
Im letzten Teil dieser Arbeit untersuchen wir die Birkhoff Abbildung in Sobolev Räumen hoher
Regularität. Wir beweisen gleichmässige “tame” Abschätzungen aller ganzzahliger Sobolev Normen
‖ϕ‖m, m á 1, in Bezug auf gewichtete `2-Normen der Birkhoff Koordinaten und umgekehrt.
Abstract
In the first part of this thesis we extend the well-known spectral theory of the Zakharov-Shabat
operator L(ϕ) =
(
i 0
0 −i
)
∂x +
(
0 ϕ−
ϕ+ 0
)
, acting on the interval [0,1], to the case where the potential
ϕ = (ϕ−,ϕ+) is a complex, 1-periodic element of the Fourier Lebesgue space FLp , 1 à p < ∞,
and prove asymptotic estimates for its periodic and Dirichlet eigenvalues in terms of the Fourier
coefficients of ϕ. The spectral theory is then used to extend the definition of the actions (In)n∈Z
and the canonically conjugated angles (θn)n∈Z from L2 to FLp , p > 2, which, in turn, are used to
construct real analytic Birkhoff coordinates on FLp .
In the second part of this thesis we derive, using the Birkhoff coordinates, a novel formula for
the dNLS frequencies which allows to extend them analytically to FLp , p > 2, and to characterize
their asymptotic behavior. Similarly, we derive a formula for the dNLS Hamiltonian which is used
to extend this Hamiltonian, after appropriate renormalization, real analytically to FL4r . When ex-
pressed in action variables I = (In)n∈Z, this renormalized Hamiltonian defines a function which is
real analytic and strictly concave in a neighborhood of 0 in the positive quadrant `2+(Z) of `2(Z).
Finally, we use our previously obtained results on the frequencies to study the initial value problem
of dNLS in Birkhoff coordinates.
In the final part of this thesis we investigate the Birkhoff map in Sobolev spaces of high regularity.
We prove uniform tame estimates of all integer Sobolev norms ‖ϕ‖m,m á 1, in terms of weighted
`2-norms of the Birkhoff coordinates and vice versa.
Contents
Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1. Spectral theory 17
1. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2. Fourier Lebesgue spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3. Periodic spectrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4. Dirichlet and Neumann spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
5. Auxiliary D and N spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6. Asymptotic behavior of the eigenvalues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2. Liouville coordinates 45
7. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
8. Discriminant . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
9. Characteristic functions for the Dirichlet and Neumann spectra . . . . . . . . . . . . . . . 52
10. Potentials of almost real type . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
11. Actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
12. Psi-Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
13. Angles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3. Birkhoff coordinates 73
14. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
15. Analyticity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
16. Jacobian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
17. Diffeomorphism property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4. Frequencies, Convexity, and Wellposedness 83
18. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
19. The abelian integral F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
20. NLS frequencies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
21. NLS Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
22. NLS wellposedness . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5. Two sided estimates for the Birkhoff map in Sobolev spaces 103
23. Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
24. Actions on level k and trace formulae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
25. Uniform localization of the Zakharov-Shabat Spectrum . . . . . . . . . . . . . . . . . . . . 107
26. Estimating the Actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
27. Estimating the Sobolev Norms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
28. Actions, Weighted Sobolev Spaces, and Gap Lengths . . . . . . . . . . . . . . . . . . . . . . 117
Appendices 121
A. Periodic Distributions and Fourier Lebesgue Spaces . . . . . . . . . . . . . . . . . . . . . . . 121
B. Inequalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
C. Discrete Hilbert Transform on `p . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
D. Infinite products . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126
E. Miscellaneous lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
F. Analyticity of F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
G. A priori estimates of the Fundamental Solution . . . . . . . . . . . . . . . . . . . . . . . . . 135
H. Properties of the NLS hierarchy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
I. A diffeomorphism property . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
Bibliography 141
Notations 145

Contents
Introduction
The defocusing nonlinear Schrödinger equation (dNLS)
i∂tu = −∂2xu+ 2|u|2u, (0.1)
is a cubic perturbation of the linear Schrödinger equation for the wave function u : R×R → C of a
free particle evolving in one-space dimension. It turns out that this nonlinear dispersive evolution
equation is a universal model describing slowly varying wave envelopes in dispersive media and
arises in various physical systems such as water waves, plasma physics, solid-state physics, and
nonlinear optics. A central feature of the dNLS equation in one space dimension is that the linear
dispersion, which tends to spread the wave packet, is balanced by the cubic nonlinearity describing
the self interaction of the wave with itself. It led to far reaching applications of the dNLS equation
to optical telecommunications [61].
In this thesis we consider the dNLS equation (0.1) with periodic boundary conditions u(t,1) =
u(t,0). It is well known that in this set up, it can be written as a Hamiltonian system
i∂tu = ∂uH ,
with Hamiltonian
H (u) =
∫ 1
0
(|∂xu|2 + |u|4) dx.
Instigated by the work of Gardner et al. [19] and Lax [52] for the KdV equation, Zakharov & Shabat
[66] discovered that the dNLS flow defines an isospectral deformation of the Zakharov-Shabat oper-
ator, with u playing the role of a potential, and showed in this way that dNLS admits infinitely many
integrals in involution. Starting from those integrals, Kappeler and collaborators have constructed,
in a series of works culminating in [23], a globally defined nonlinear normal form transformation
u , (xn, yn)n∈Z, known as Birkhoff map. When expressed in these new coordinates, the NLS
Hamiltonian is a real analytic function of the actions In = (x2n + y2n)/2, n ∈ Z, alone and, in turn,
the dNLS flow is transformed into an infinite chain of nonlinearily coupled oscillators
∂txn = −ωnyn, ∂tyn =ωnxn, n ∈ Z.
The action variables are preserved along the flow lines and so are the frequencies ωn, n ∈ Z, which
are given byωn = ∂InH . In these coordinates, it becomes evident that every x-periodic solution of
dNLS is periodic, quasi-periodic, or almost-periodic in time. The principal purpose for constructing
such coordinates is the study of perturbations of the dNLS equation. In view of the nonlinearity of
the Birkhoff map a drawback is that when perturbed equations are expressed in these coordinates,
many of their features, which persist under linear transformations such as the Fourier transform,
are not readily available in these coordinates. To be useful for applications it is therefore important
to describe the Birkhoff map as well as the Hamiltonian, when expressed in these coordinates, as
detailed as possible. The purpose of this thesis is to contribute to the analysis of the Birkhoff map
for completely integrable PDEs. In order to make this thesis not too long, we restrict here to the
case of the dNLS equation. We have obtained corresponding results for the KdV equation, and we
believe that our methods apply to other integrable PDEs as well.
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The Birkhoff map appears as a nonlinear perturbation of the Fourier transform, and one may
view the coordinates xn, yn, n ∈ Z, as nonlinear Fourier coefficients depending real analytically on
u. In fact, the derivative of the Birkhoff map at the origin is the Fourier transform, and, as for the
Fourier transform, it admits Parseval’s identity [55, 23] asserting that the `2-norm of the nonlinear
Fourier coefficients equals the L2-norm of u. The first main result of this thesis provides uniform
tame estimates of all integer Sobolev norms ‖u‖Hm , m á 1, in terms of weighted `2 norms of the
nonlinear Fourier coefficients and vice versa.
The second main result of this thesis concerns convexity properties of the dNLS Hamiltonian.
For finite dimensional Hamiltonian systems with convex Hamiltonians, the Nekhoroshev theory
allows to infer long time stability of the system under perturbations. It is expected that convexity
properties of the Hamiltonian will also play an important role for developing a corresponding
theory for perturbations of infinite dimensional integrable systems. The dNLS Hamiltonian, viewed
as a function of the actions, is real analytic on a certain weighted `1 space. We prove that, after
an appropriate renormalization, this Hamiltonian extends to a function which is real analytic and
strictly concave in a neighborhood of the origin in `2.
The third main result of this thesis concerns the diffeomorphism property of the actions to
frequencies map – or frequency map for short – for dNLS. In perturbation theory, having precise
control over the frequencies is crucial to handle resonances. We prove that after an appropriate
renormalization, the frequency map (In)n∈Z , (ω?n(I))n∈Z extends for any 2 < p < ∞ to a real
analytic local diffeomorphism of a neighborhood of the origin in `p/2. This allows one to use in
perturbation theory the actions as internal parameters to adjust the frequencies.
To obtain the third main result, we have to extend the Birkhoff map to phase spaces with corre-
sponding actions in `p/2 for 2 < p < ∞. Since, at first order, the actions are proportional to the
squared modulus of the Fourier coefficients, these phase spaces are the Fourier Lebesgue spaces
FLp , i.e. the spaces of periodic distributions whose Fourier coefficients are in `p . To prove the
second result we then use that the Birkhoff map extends analytically to FL4. Note that FL2 = L2,
while for any p > 2, the space FLp contains elements, which are periodic distributions, but not
more singular than those in H−1/2 since FLp ↩ H−1/2 for any 2 < p < ∞. Here, s = −1/2 is the
critical regularity for the dilation symmetry of the dNLS equation on Hs(R), u(t,x), λu(λ2t, λx).
Further, the Fourier Lebesgue spaces FLp(R) are invariant under the Galilean symmetry of the dNLS
equation u(t,x), eiνx−iν2tu(t,x − 2νt).
Statement of main results
To state our main results, we write the dNLS equation (0.1) as an infinite dimensional Hamiltonian
system on the phase space Hsc Í Hs(T,C) ×Hs(T,C), where s á 0 and T Í R/Z. The elements of
this phase space are denoted by ϕ = (ϕ−,ϕ+) and we endow this space with the Poisson bracket
{F,G} Í −i
∫
T
(∂ϕ−F ∂ϕ+G − ∂ϕ+F ∂ϕ−G) dx.
Here ∂ϕ±F and ∂ϕ±G denote the components of the L2-gradients ∂ϕF and ∂ϕG of C1-functionals F
and G with respect to the bilinear inner product
〈ϕ,ψ〉r Í
∫
T
(ϕ+ψ+ +ϕ−ψ−) dx.
10
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On Hsc , s á 1, the NLS Hamiltonian system with Hamiltonian
H (ϕ−,ϕ+) Í
∫
T
(∂xϕ−∂xϕ+ +ϕ2−ϕ2+) dx
is then given by
i∂t(ϕ−,ϕ+) = (∂ϕ+H ,−∂ϕ−H ).
The dNLS equation is obtained by restricting the NLS system to the invariant subspace of real type
states
Hsr Í {ϕ ∈ Hsc : ϕ∗ =ϕ}, ϕ∗ = (ϕ+,ϕ−).
Indeed, with ϕ = (u,u) we get
i∂tu = i{u,H} = ∂uH (u,u) = −∂2xu+ 2|u|2u.
Written in this form, the dNLS equation is known to be completely integrable by the inverse
scattering method [66]. Actually, according to [23], it is integrable in the strongest possible sense
meaning that it admits global Birkhoff coordinates (xn, yn)n∈Z. To give a precise statement, let
us introduce the model space hsr Í `s,2R × `s,2R where `s,pR Í `s,p(R,Z). This space is endowed
with the canonical Poisson bracket {xn, ym} = −δn,m while all other brackets vanish. The Birkhoff
map ϕ , (xn, yn)n∈Z is a bi-analytic, canonical diffeomorphism Ω : H0r → h0r , whose restriction
Ω
∣∣
Hmr : H
m
r → hmr is also bi-analytic for any integer m á 1, and which has the property that the
transformed NLS Hamiltonian H ◦Ω−1 is a real analytic function of the actions In = (x2n + y2n)/2,
n ∈ Z, alone. More precisely, since the NLS Hamiltonian H is defined on H1r , the function H ≡
H ◦Ω−1 is real analytic on the positive cone `2,1+ of `2,1R , where for any s á 0 and 1 à q à∞,
`s,q+ Í {I ∈ `s,q : Im á 0 for all m ∈ Z}.
As a consequence, the equations of motion in Birkhoff coordinates in h1r are given by
∂txn = −ωnyn, ∂tyn =ωnxn, ωn Í ∂InH. (0.2)
One may thus think of the Birkhoff mapΩ as a nonlinear Fourier transform for the dNLS equation.
Indeed, the derivative d0Ω of Ω at the origin is a version of the Fourier transform and on L2r ≡ H0r ,
as for the Fourier transform, we have Parseval’s identity
‖Ω(ϕ)‖`2r = ‖ϕ‖L2r ,
– see [55, 23]. Our first main result says that for higher order Sobolev norms, the following version
of Parseval’s identity holds for the nonlinear map Ω.
Theorem 0.1 For any integer m á 1, there exist absolute constants cm, dm > 0 such that the
restriction of Ω to Hmr satisfies the two sided estimates
(i) ‖Ω(ϕ)‖hmr à cm
(‖ϕ‖Hmr + (1+ ‖ϕ‖H1r )2m‖ϕ‖H0r ),
and
(ii) ‖ϕ‖Hmr à dm
(‖Ω(ϕ)‖hmr + (1+ ‖Ω(ϕ)‖h1r )4m−3‖Ω(ϕ)‖h0r ). Ï
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The main features of Theorem 0.1 are that the constants cm and dm can be chosen independently
of ϕ and that the estimate (i) is linear in the highest Sobolev norm ‖ϕ‖Hmr for m á 2, whereas the
estimate (ii) is linear in the highest hmr -norm ‖Ω(ϕ)‖hmr of Ω(ϕ). Note that, the remainders in
estimates (i) and (ii) involve only H1r and h1r -norms respectively.
Our second main result is concerned with the convexity properties of the NLS Hamiltonian
H : `2,1+ → R. According to [51], H admits an expansion at I = 0 of the form
H =
∑
m∈Z
(2mpi)2Im + 2H21 −
∑
m∈Z
I2m + · · · , H1 =
∑
m∈Z
Im,
where the dots stand for higher order terms in I. In particular, at I = 0,
∂InH
∣∣
I=0 = (2npi)2, ∂In∂ImH
∣∣
I=0 = −2δnm, n,m ∈ Z.
Consequently, the frequencies ωn = ∂InH have an expansion at I = 0 of the form – see also [22,
Corollary 3.2]
ωn = (2npi)2 + 4H1 − 2In + · · · . (0.3)
The Hamiltonian H1 =
∑
m∈Z Im, which appears as a first order term in the expansion of the fre-
quencies, clearly cannot be extended to `p/2+ with p > 2. To this end, we introduce the frequencies
ω?n where we remove from ωn the part which is constant on level sets of H1,
ω?n =ωn − (2npi)2 − 4H1.
These frequencies have an expansion at I = 0 of the formω?n = −2In +· · · , and correspond to the
Hamiltonian
H? = H − 2H21 −
∑
m∈Z
(2mpi)2Im,
which has an expansion at I = 0 of the form H? = −∑m∈Z I2m + · · · .
Motivated by the perturbation theory of the dNLS equation, Korotyaev [47] conjectured – see also
Korotyaev & Kuksin [49] – that the Hamiltonian H? admits a real analytic extension to `2+ and is
strictly concave there. We prove this conjecture in a neighborhood of the origin.
Theorem 0.2 The HamiltonianH? is real analytic and nonpositive on `1+, and vanishes only at I = 0.
Moreover, H? extends real analytically to a neighborhood of 0 in `2+ and is strictly concave there in
the sense that for all I of that neighborhood,
d2IH
?(J, J) à −
∑
m∈Z
J2m, ∀ J = (Jm)m∈Z ∈ `2R. Ï
Remark. Actually, we prove that H? extends real analytically to an open subset V2 of `2C which
contains `1+. In particular, V2 ∩ `2+ is an open and dense subset of `2+. It is an open question
whether V2 contains all of `2+ and whether H? is strictly convex on all of `2+. Ç
The frequency map ω? = ∂H? = (ω?n)n∈Z, a priori a real analytic function ω? : `2,1+ → `−2,∞R ,
admits in view of Theorem 0.2 a real analytic extensionω? : V2 → `2C and is a local diffeomorphism
around I = 0. As a consequence, the Hamiltonian H? does not admit a C1-extension to any neigh-
borhood Uq of the origin in `q+ for any q > 2 since this would imply that ω?(I) = ∂H?(I) ∈ `q
′
R for
all I in Uq where 1/q+1/q′ = 1. This, however, is impossible due to the diffeomorphism property.
On the other hand, it is left open whether the frequency map can be extended further. Our third
main result says that this is indeed the case.
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Theorem 0.3 The map ω? is defined on `1+, takes values in
⋂
r>1 `rR, and ω? : `1+ → `rR is real
analytic for any r > 1. Moreover, for any p > 2, there exists an open neighborhood Vp/2 of 0 in
`p/2C so that ω? admits a real analytic extension ω? : Vp/2 → `p/2C which is a diffeomorphism onto
its image and satisfies the asymptotic estimates
ω?n + 2In =

`1+n , 2 < p à 3
`p/3n , p > 3. Ï
Remark. We actually prove that the domain of analyticity Vp/2 of ω? can be chosen to contain
`1+, that ω? is a local diffeomorphism generically on Vp/2, and that the asymptotic estimates hold
locally uniformly on Vp/2. Note that Vp/2 ∩ `p/2+ is an open and dense subset of `p/2+ . It is an open
question whether Vp/2 contains all of `p/2+ for any p > 2. Ç
The proof of Theorem 0.3 is based on an extension of the Birkhoff map to the Fourier Lebesgue
spaces FLpr Í {ϕ ∈ FLpC×FLpC : ϕ∗ =ϕ} with 2 < p <∞, and the one of Theorem 0.2 on an exten-
sion to FL4r . Here, FL
p
C = FLpC(T,C) denotes the space of 1-periodic complex-valued distributions
whose Fourier coefficients are in `p .
The fact that the Hamiltonian H1 appears as a first order term in the expansion of the dNLS
frequencies (0.3) indicates that the dNLS solution map cannot be continuously extended to FLpr for
p > 2. Instead, one considers the renormalized NLS frequencies
ωrn Íωn − 4H1 = (2npi)2 +ω?n
corresponding to the Hamiltonian system
i∂t(ϕ−,ϕ+) = (∂ϕ+H r ,−∂ϕ−H r ), H r =H − 2H 21 .
When restricted to real type states ϕ = (v,v), this Hamiltonian system admits the form of the
renormalized dNLS equation (dNLS)r also called Wick-ordered NLS
i∂tv = ∂vH r = −∂2xv + 2|v|2v − 4
(∫
T
|v|2 dx
)
v. (0.4)
Since the dNLS flow preserves the L2-norm of any initial datum on Hsr , s á 0, we have for any dNLS
solution u(t) with initial datum u0 that v(t) = ei‖u0‖2tu(t) is a solution of (dNLS)r with the same
initial datum. On Hsr , s á 0, we thus can freely convert solutions of (0.1) into ones of (0.4) and
vice versa. Theorem 0.3 applies to the study of the solution map of the (dNLS)r equation in FL
p
r ,
2 < p <∞, constructed by Christ [11] and Grünrock & Herr [25] – see Section 22.
`p-Notation. The following notation is used throughout this work. A sequence of complex num-
bers (an)n∈A is denoted an = `pn + `qn if it can be decomposed as an = xn +yn with (xn) ∈ `p(A)
and (yn) ∈ `q(A). Moreover, an = `1+n means that (an) ∈ `r (A) for any r > 1.
Method of proof. Theorem 0.1 is obtained from corresponding estimates of the action variables
‖I(ϕ)‖`2m,1 à c2m
(‖ϕ‖2Hmr + (1+ ‖ϕ‖H1r )4m‖ϕ‖2H0r ),
and
‖ϕ‖2Hmr à d2m
(‖I(ϕ)‖`2m,1 + (1+ ‖I(ϕ)‖`2,1)4m−3‖I(ϕ)‖`1).
13
Contents
To prove the latter, we consider the action variables Jn,k on levels k á 1, introduced for different
purposes by McKean & Vaninsky [55]. They can be defined entirely in terms of the periodic spectrum
of the associated Zakharov-Shabat operator L(ϕ) which appears in the Lax-pair formulation of the
NLS equation,
L(ϕ) =
(
i 0
0 −i
)
d
dx
+
( 0 ϕ−
ϕ+ 0
)
.
If ϕ ∈ H0r , then periodic spectrum of L(ϕ) is well known to be real and discrete. The periodic
eigenvalues are preserved by the dNLS flow, and can be ordered, when listed with multiplicities, as
a bi-infinite sequence (λ±n)n∈Z so that
· · · à λ+n−1 < λ−n à λ+n < λ−n+1 à · · · , λ±n = npi + `2n.
The asymptotic behavior of the actions on odd levels k = 2m+ 1 turns out to be
Jn,2m+1 ∼ (λ±n)2mIn ∼ (npi)2mIn, |n| → ∞.
Moreover, they satisfy the trace formula
∑
ná1
Jn,2m+1 = 14mH2m+1, m á 1,
whereH2m+1 denotes the (2m+ 1)th Hamiltonian in the NLS hierarchy,
H1 =
∫
T
|ψ|2 dx, H =H3 =
∫
T
(|ψ′|2 + |ψ|4) dx, . . . .
In general, on Hmr , for m á 1,
H2m+1 =
∫
T
(
|ψ(m)|2 + pm(ψ, . . . ,ψ(m−1))
)
dx,
where pm is a polynomial expression inψ and its firstm−1 derivatives. ViewingH2m+1 as a lower
order perturbation of the Hmr -norm, we obtain at first order∑
n∈Z
(npi)2mIn ∼
∑
n∈Z
Jn,2m+1 ∼ ‖ϕ‖2m.
The essential ingredient to make this approach work is a sufficiently accurate localization of the
periodic eigenvalues λ±n of ϕ in H1c for all n ∈ Z with |n| above a certain threshold depending
only on ‖ϕ‖H1 . Above this threshold we can directly compare the weighted action norms and the
polynomial expressions in ϕ as described above, while the remainder for |n| below the threshold
can be regarded as an H1-error term. In this way, we obtain the claimed estimate of the action
variables which imply Theorem 0.1. Note that our method of proof completely avoids the use of
auxiliary spectral quantities such as spectral heights or conformal mapping theory.
The discriminant ∆(λ,ϕ), which for ϕ sufficiently regular is defined as the trace of the funda-
mental solution of the operator L(ϕ), admits an asymptotic expansion at λ = +∞ involving all the
Hamiltonians of the NLS hierarchy. Inspired from the work in [48, 27], we derive a novel formula for
the Hamiltonian H? from this expansion using the residue calculus. This renders H? as the infinite
sum 43
∑
k∈ZR(3)k , where the functionals R(3)k are defined only in terms of ∆(λ,ϕ). Since the latter
is real analytic on FLpr for any 1 < p < ∞, so are the functionals R(3)k . Moreover, their asymptotic
behavior turns out to be R(3)k = O(|λ+k − λ−k |4), hence their sum is absolutely and locally uniformly
14
Contents
convergent to a real analytic function on FL4r . Since the actions of FL4r are an open subset of `2+
which contains `1+, Theorem 0.2 follows.
In a similar fashion, we derive a novel formula for the frequencies ω?n from the expansion of
∆(λ,ϕ) at infinity and the residue calculus, renderingω?n as the infinite sum − 42pi
∑
k∈ZΩ
(2)
nk . Again,
the functionals Ω(2)nk are defined only in terms of ∆(λ,ϕ) and hence are real analytic on FL
p
r for
any 1 < p < ∞. This time one deduces from the asymptotic behavior of the periodic eigenvalues
that the sum is convergent to a real analytic function on FLpr for any 1 < p < ∞ and satisfies the
asymptotic estimates as claimed in Theorem 0.3.
Related results. Theorem 0.1 for the case m = 1 was proved by Korotyaev [45] using conformal
mapping theory, see also [48]. However, his method does not seem applicable for the case m á 2.
In fact, it is stated as an open problem in [48]. The case m á 2 was first considered by the author
in [59]. Theorem 0.1 improves on the estimates obtained there by showing that the remainders
of the bounds in (i) and (ii) involve only H1- respectively h1-norms instead of Hm−1- respectively
hm−1-norms. For the case of the KdV equation, Korotyaev [44, 46] obtained polynomial bounds
of the Sobolev norms ‖u‖Hm in terms of the action variables where the order of the polynomials
grows factorially in m. Note that the bound in (ii) of Theorem 0.1 is of order one in the Sobolev
norm ‖ϕ‖Hmr and that the exponent of the remainder grows linearly in m and only involves the
H1 norm of ϕ. It turns out that our method can also be applied to the KdV equation. In [60] we
improve on the bounds obtained by Korotyaev in [44, 46].
One can view the action In as an (actually 1-smoothing) perturbation of the squared modulus
of the nth Fourier coefficient. Our method of comparing the weighted action norms with the
Hamiltonians of the NLS hierarchy amounts to a separate analysis of Fourier modes of low and
high frequencies. This idea has a long history in the analysis of nonlinear PDEs. Most recently,
it led Colliander, Keel, Staffilani, Takaoka & Tao [65, 14, 15, 16] to invent the I-Method, which al-
lows to obtain global wellposedness of subcritical equations in low regularity regimes where the
Hamiltonian (or other integrals) of the equation cease to be well defined. Their idea is to damp all
sufficiently high Fourier modes of a local solution such that the Hamiltonian can be controlled by
weaker norms while still being an »almost conserved« quantity. In order to achieve this, one has
to choose the damping subtle enough such that the nonlinearity of the equation does not create a
significant interaction of low and high frequencies. Our situation for the proof of Theorem 0.1 is
so to say reversed to that of the I-Method: Since we aim for quantitative global estimates, control-
ling the modes of low frequencies is the most delicate part. Here the localization of the periodic
eigenvalues of the Zakharov-Shabat operator associated with the NLS equation plays a crucial role.
The Hamiltonian H? has been shown by Korotyaev [47] to extend continuously to a nonpositive
function on `1+ satisfying two sided estimates in the `2-norm, leaving the question of analytic exten-
sion and strict convexity open. For the case of the KdV Hamiltonian we refer to [49] where a similar
result is obtained. Moreover, in [27] the strict convexity of the renormalized KdV Hamiltonian has
been proved in a neighborhood of the origin of `2+.
The asymptotic behavior of the dNLS frequencies has been considered by Grébert & Kappeler
[22] on H1r where it is shown that ωn = (2npi)2 + O(1), and by Korotyaev [47] who shows that
the frequencies ω?n extend to continuous functions on L2r with asymptotic behavior ω?n = `2n
leaving the question of analytic extension open. Note that we prove the more detailed asymptotics
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ω?n = `p/2n + `1+n on FLpr and establish the analyticity as well as the diffeomorphism property of
the frequency map ω? near I = 0. The frequency map of KdV has been studied intensely for finite
gap potentials – see [5, 6, 50, 33]. In [27], the renormalized KdV frequency map has been proved
to be a local diffeomorphism at the origin of `2+ by extending the renormalized KdV Hamiltonian
to this space and taking into account the expansion of the frequencies near I = 0. Subsequently,
we show in [32] in analogy to Theorem 0.3 that the diffeomorphism property of the renormalized
KdV frequencies holds generically and on a larger scale of spaces by extending the frequency map
directly.
Organization of this work. In Chapter 1 we extend the definition of the Zakharov-Shabat operator
L(ϕ) and its spectral theory to the Fourier Lebesgue spaces FLpc , p > 2, and prove asymptotic
estimates of the periodic and Dirichlet eigenvalues in terms of the Fourier coefficients of ϕ.
The spectral theory is then used in Chapter 2 to extend the definition of action and canonically
conjugated angle variables from L2 to FLp with p > 2. In Chapter 3, these action angle variables
are used to construct real analytic Birkhoff coordinates on FLpr .
In Chapter 4 we derive a novel formula for the NLS frequencies which allows to extend them
analytically and to prove the asymptotic behavior claimed in Theorem 0.3. Similarly, we derive a
formula for the NLS Hamiltonian which is used to extend H? real analytically to FL4r . The convexity
properties claimed in Theorem 0.2 then follow from the diffeomorphism properties of the frequen-
cies. Finally, we use our previously obtained results on the frequencies to study the initial value
problem of (dNLS)r in Birkhoff coordinates.
In the final Chapter 5, we investigate the Birkhoff map in Sobolev spaces of high regularity. We
first establish a localization of the Zakharov-Shabat spectrum which is uniform on bounded subsets
of H1c . Subsequently, this localization together with some technical results obtained in Chapter 4 is
used to obtain a quantitative version of the first order estimate
∑
n∈Z(npi)2mIn ∼
∑
n∈Z Jn,2m+1 ∼
‖ϕ‖2m. This proves Theorem 0.1.
For the convenience of the reader we added several appendices providing auxiliary results which
might be of independent interest. There is also a list of frequently used notations at the very end.
Acknowledgments. First, I wish to express my sincere gratitude to my advisor Thomas Kappeler
for ongoing support, frequent discussions, and valuable comments on preliminary versions of this
text. Second, I am very grateful to the anonymous referees for reading the thesis and for providing
much valued feedback. Third, I want to thank Camillo De Lellis and Benjamin Schlein for serving
as my committee members. Fourth, I want to thank my family, my friends, and especially my
girlfriend Jeanine for their unconditional support, their sacrifices, and their patience while I was
writing this thesis.
This work was supported in parts by the Swiss National Science Foundation.
16
Chapter 1
Spectral theory
1. Overview
Let L2C Í L2(T,C) denote the space of 1-periodic complex-valued L2-functions and define L2c Í
L2C × L2C. Consider for a potential ϕ = (ϕ−,ϕ+) taken from L2c the Zakharov-Shabat operator
L(ϕ) =
(
i
−i
)
d
dx
+
( ϕ−
ϕ+
)
, (1.1)
acting as an unbounded operator on L2c with domain
Dper = {f ∈ L2c : f ∈ H1loc and f(1) = ±f(0)}.
The spectrum of L(ϕ) is well known to consist of a double infinite sequence of eigenvalues (λ±n)n∈Z
which can be ordered lexicographically – first by their real and second by their imaginary part – so
that when listed with multiplicities
· · · ä λ+n−1 ä λ−n ä λ+n ä λ−n+1 ä · · · , λ±n = npi + `2n.
Here, `2n denotes a generic `2-sequence. By a slight abuse of notation we call the spectrum of L(ϕ)
the periodic spectrum of ϕ.
When the potentialϕ is of real type, that isϕ− =ϕ+, then L(ϕ) is self-adjoint hence the periodic
spectrum is real, the lexicographical ordering reduces to the real ordering, and
· · · à λ+n−1 < λ−n à λ+n < λ−n+1 à · · · .
Moreover, every eigenfunction of λ±2n is 1-periodic while every eigenfunction of λ
±
2n+1 is 1-antiperiodic.
By Floquet theory, the periodic eigenvalues characterize the spectrum of L(ϕ) when considered as
an operator on the real line with ϕ being periodically extended. In this case the spectrum is abso-
lutely continuous and given by
specR(L(ϕ)) = R \
⋃
n∈Z
(λ−n, λ+n)
The complementary and possibly empty intervals (λ−n, λ+n) precisely describe the gaps in the con-
tinuous spectrum, hence one speaks of spectral gaps. One defines gap lengths γn and mid points
τn by
γn = λ+n − λ−n = `2n, τn =
λ−n + λ+n
2
.
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When some gap length vanishes, the corresponding gap is called collapsed, and otherwise open.
For a potential ϕ not of real type, the operator L(ϕ) is not self-adjoint hence the periodic spec-
trum is complex in general. The gap lengths and mid points are defined as before but may be
complex numbers. They are also no longer characterized by Floquet theory. Nevertheless, we
speak of open and collapsed gaps.
λ−n−1
λ+n−1 λ
−
n
λ+nτn
λ−n+1
λ+n+1
(n− 1)pi npi (n+ 1)pi
Figure 1.1.: Lexicographical ordering of the periodic eigenvalues.
The goal of this chapter is to extend the definition of the operator L(ϕ) and its spectral theory
to the case where ϕ is an element of the Fourier Lebesgue space FLpc , 1 à p < ∞, motivated in
the introduction. Even tough for any p > 2 there exists elements of FLpc which are not measures
but more singular periodic distributions, the most important qualitative features of the spectrum
persist under the transition to Fourier Lebesgue spaces.
To avoid distinguishing between periodic and anti-periodic functions we note that the periodic
spectrum of ϕ ∈ L2c coincides with the spectrum of the operator (1.1) considered on the interval
[0,2] with periodic boundary conditions, that is L(ϕ) acting as an unbounded operator on L2c(T2)
with domain H1c (T2). This motivates to define the periodic spectrum of ϕ ∈ FLpc as the spectrum
of the operator (1.1) acting as an unbounded operator on FLpc (T2) with domain FL
1,p
c (T2). Here ϕ
is extended periodically to [0,2] and viewed as an element of FLpc (T2). In this setting, the operator
L(ϕ) is closed and its spectral theory appears as a natural extension of the case where ϕ is in L2c .
Theorem 1.1 The periodic spectrum of any potential in FLpc , 1 < p < ∞, is discrete and there exists
a neighborhood U of the potential in FLpc and an integer N > 0 such that
(i) For any |n| > N , each potential in U has precisely two periodic eigenvalues in the disc
Dn = {λ ∈ C : |λ−npi| < pi/4}.
The eigenvalues are 1-periodic for n even and 1-antiperiodic for n odd.
(ii) Every potential ϕ in U has exactly 4N + 2 periodic eigenvalues in the box
BN = {λ ∈ C : |Rλ| < Npi +pi/2, |Iλ| à (1+ 8‖ϕ‖p)p},
For N even, 2N + 2 of them are 1-periodic and 2N of them are 1-antiperiodic while for N odd,
2N of them are 1-periodic and 2N + 2 are 1-antiperiodic.
(iii) There are no other periodic eigenvalues.
(iv) If the potential is of real type, then all the eigenvalues are real. Ï
In particular, the periodic spectrum of any ϕ ∈ FLpc can be ordered lexicographically so that
· · · ä λ+n−1 ä λ−n ä λ+n ä λ−n+1 ä · · · , λ±n = npi +O(1),
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BN
DN DN+1D−ND−N−1
· · · · · ·
Figure 1.2.: Distribution of the periodic eigenvalues
Recall that λ±n = npi + `2n for ϕ ∈ L2c . We obtain an analogous result for the case that ϕ is an
element of the Fourier Lebesgue space FLpc .
Theorem 1.2 For any potential ϕ in FLpc , 1 < p <∞, we have
λ±n = npi + `pn
locally uniformly in ϕ. In more detail, there exists an absolute constant C > 0 so that
∑
n∈Z
(|λ+n −npi|p + |λ−n −npi|p) à C,
and this constant C can be chosen locally uniformly in ϕ. Ï
Due to the lexicographical ordering also the mid-points τn and the gap lengths γn are well de-
fined.
Corollary 1.3 For any potential ϕ in FLpc , 1 < p <∞, we have
τn = npi + `pn, γn = `pn,
locally uniformly in ϕ. Ï
We now turn to the Dirichlet and Neumann spectra of ϕ. Let us first recall their definition for
the case that ϕ ∈ L2c . The Dirichlet and Neumann spectra are then most transparently defined in
AKNS coordinates [2]. To this end, write ϕ = (q + ip,q − ip) to obtain the AKNS representation of
L(ϕ),
LAKNS(q,p) =
( −1
1
)
d
dx
+
(q p
p −q
)
.
The operators L(ϕ) and L(q,p) are unitarily equivalent,
LAKNS(q,p) = T∗L(ϕ)T , T = 1√2
(1 i
1 −i
)
.
When ϕ is of real type, then q and p can be chosen as real functions and LAKNS(q,p) is a real
valued operator. Therefore, L(ϕ) may be viewed as the complexification of LAKNS(q,p) when q
and p are allowed to be complex valued. In AKNS coordinates, the Dirichlet and Neumann spectra
of are defined with respect to the dense domains
Adir = {f = (f−, f+) ∈ H1c [0,1] : f+(0) = 0 = f+(1)},
Aneu = {g = (g−, g+) ∈ H1c [0,1] : g−(0) = 0 = f−(1)}.
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The transformation T maps those domains of LAKNS(q,p) to the following ones for L(ϕ)
Ddir = {f = (f−, f+) ∈ H1c [0,1] : (f+ − f−)
∣∣
0 = 0 = (f+ − f−)
∣∣
1},
Dneu = {g = (g−, g+) ∈ H1c [0,1] : (g+ + g−)
∣∣
0 = 0 = (g+ + g−)
∣∣
1}.
As is well known, the Dirichlet and Neumann eigenvalues are given as bi-infinite sequences (µn)n∈Z
and (νn)n∈Z which can be ordered lexicographically so that
· · · ä µn−1 ä µn ä µn+1 ä · · · , µn = npi + `2n,
· · · ä νn−1 ä νn ä νn+1 ä · · · , νn = npi + `2n.
When ϕ is of real type, the Dirichlet and Neumann spectra are real and one has the relation
λ−n à µn, νn à λ+n.
The extension of the Dirichlet and Neumann domains of the operator L(ϕ) to the case where ϕ
is an element of the Fourier Lebesgue space FLpc is technically more involved than the extension
of domain for the periodic spectrum. Note that the elements of the domains Ddir and Dneu are
in H1[0,1] but in general not periodic, whereas every element in FL1,pc is periodic. To avoid the
introduction of a different notion of the Fourier Lebesgue spaces which allows to make sense of
the Fourier Lebesgue regularity locally without enforcing periodic boundary conditions, we instead
consider ϕ as a distribution defined on [0,1] and construct an appropriate extension ϕ˜ to the
interval [0,2], which is 2-periodic, so that the periodic spectrum of the operator L(ϕ˜) coincides
with the Dirichlet- and Neumann spectra for ϕ ∈ L2c . In this way, we define the Dirichlet and
Neumann spectra for the case where ϕ is an element of FLpc – see Section 4 for details.
Theorem 1.4 The Dirichlet and Neumann spectra of any potential in FLpc , 1 < p < ∞, are discrete
and there exists a neighborhood U of the potential in FLpc and an integer N > 0 such that
(i) For any |n| > N , each ϕ ∈ U has a simple Dirichlet respectively Neumann eigenvalue in the
disc
Dn = {λ ∈ C : |λ−npi| < pi/4},
(ii) Each ϕ ∈ U has exactly 2N + 1 Dirichlet respectively Neumann eigenvalues in the box
BN = {λ ∈ C : |Rλ| < Npi +pi/2, |Iλ| à (1+ 8‖ϕ‖p)p},
(iii) There are no other Dirichlet or Neumann eigenvalues.
(iv) If the potential is of real type, then all Dirichlet and Neumann eigenvalues are real valued. Ï
In particular, the Dirichlet and Neumann eigenvalues of anyϕ ∈ FLpc can be ordered lexicograph-
ically so that
· · · ä µn−1 ä µn ä µn+1 ä · · · , µn = npi +O(1),
· · · ä νn−1 ä νn ä νn+1 ä · · · , νn = npi +O(1).
As in the case of the periodic spectrum, the asymptotic behavior of the Dirichlet and Neumann
spectra actually reflects the asymptotic behavior of the Fourier coefficients of the potential.
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Theorem 1.5 For any potential ϕ in FLpc , 1 < p <∞,
µn(ϕ) = npi + `pn, νn(ϕ) = npi + `pn,
locally uniformly in ϕ. Ï
Finally, we introduce the notion of a finite gap potential, which is a potential ϕ with finitely
many open gaps. That is, there exists an integer N á 1 so that γn(ϕ) = 0 for all |n| > N . Finite
gap potentials are smooth, in fact real analytic, functions and the finite gap potentials of real type
are known [37, 18] to be dense in any Sobolev space Hmr , m á 0. The following is an immediate
consequence.
Corollary 1.6 For any 1 < p <∞, the finite gap potentials of real type are dense in FLpr . Ï
Related results. There exists a vast amount of literature on the spectral theory of the operator
L(ϕ) as well as the closely related Schrödinger operator L(q) = −∂2x + q which appears in the Lax
pair formulation of the Korteweg de Vries (KdV) equation
∂tu = −∂3xu+ 6u∂xu, x ∈ T.
See e.g. the survey article of Djakov & Mityagin [18] for an overview. We only mention the results
which are most closely related to this work. To the best of our knowledge there exists no record
for the spectral theory of the operator L(ϕ) in the Banach spaces FLpc . We therefore adapt the
Hilbert space methods developed by Kappeler and collaborators [29, 30, 37] to the case p ≠ 2 – see
also Pöschel [63] for the case of the operator Schrödinger operator L(q) with a potential q taken
from the Fourier Lebesgue space. We note that from a spectral theoretical point of view, the case
q ∈ H−1 corresponds to the case ϕ ∈ L2c – see e.g. Chodos [9] and Molnar & Widmer [58].
2. Fourier Lebesgue spaces
We define for a > 0, s ∈ R, and 1 à p à∞ the Fourier Lebesgue space
FLs,p(Ta) = {u ∈ S′(Ta,C) : (um) ∈ `s,p(Z), um = [u, e−i2mpix/a]Ta},
where Ta = R/aZ and [u, f ]Ta denotes the linear action of the distribution u on a test function
f ∈ S(Ta,C) = {φ ∈ C∞(R) : φ(x + a) = φ(x) ∀ x ∈ R}. For u ∈ L1loc the action is given by
[u, f ]Ta =
1
a
∫
Ta
u(x)f(x) dx,
– see also Appendix A for a brief introduction into the theory of periodic distributions. The norm
‖u‖FLs,p Í ‖(um)m∈Z‖`s,p makes FLs,p into a Banach space for any s ∈ R and any 1 à p à∞, which
is reflexive for 1 < p <∞. Any element of u ∈ FLs,p(Ta) can be represented by its Fourier Series
u =
∑
m∈Z
ume2m/a, eα = eiαpix ,
which converges to u in the ‖·‖FLs,p -norm. For 1 à p < ∞ the dual (FLs,p(Ta))∗ can be identified
with FL−s,p′(Ta) where p′ denotes the exponent conjugated to p. For u ∈ FLs,p(Ta) and v ∈
FL−s,p′(Ta) one can define the sesquilinear dual product
〈u,v〉FLs,p(Ta)×FL−s,p′ (Ta) Í
∑
m∈Z
umvm,
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which is a natural extension of the L2(Ta) inner product
〈u,v〉L2(Ta)×L2(Ta) =
1
a
∫
Ta
u(x)v(x) dx.
We also define the real dual product without complex conjugation
[u,v]FLs,p(Ta)×FL−s,p′ (Ta) Í
∑
m∈Z
umvm,
which is a natural extension of the linear action of u on test functions v ∈ S(Ta,C). Clearly,
〈u,v〉FLs,p(Ta)×FL−s,p′ (Ta) = [u,v]FLs,p(Ta)×FL−s,p′ (Ta).
Further, we introduce the space FLs,pc (Ta) Í FLs,p(Ta) × FLs,p(Ta) with elements f = (f−, f+).
The Fourier series of any element f can be written by
f =
∑
m∈Z
(f−me−2m/a + f+me+2m/a), e−α Í (e−α,0), e+α Í (0, eα), (1.2)
and with 〈x〉 Í 1+ |x| the norm on FLs,pc (Ta) is
‖f‖s,p Í
 ∑
m∈Z
〈m〉sp(|f−m|p + |f+m|p)
1/p, 1 à p <∞,
‖f‖s,∞ Í sup
m∈Z
〈m〉s(|f−m| + |f+m|).
The sesquilinear dual product for elements f ∈ FLs,pc (Ta) and g ∈ FL−s,p
′
c (Ta) is given by
〈f , g〉 ≡ 〈f , g〉FLs,pc ×FL−s,p′c Í 〈f−, g−〉FLs,p×FL−s,p′ + 〈f+, g+〉FLs,p×FL−s,p′ ,
and we also define the real dual product
〈f , g〉r Í 〈f ,g〉.
Suppose F is an analytic functional on some neighborhood U ⊂ FLs,pc . Its differential is at any
point ϕ ∈ U a bounded linear functional dϕF : FLs,pc → C. By the Riesz Representation Theorem,
it admits a uniquely determined L2-gradient, which is an element of FL−s,p
′
c and will be denoted by
∂ϕF , so that for any h ∈ FLs,pc
dϕFh = 〈∂ϕF,h〉r .
With this notion of the gradient, we endow the space FLs,pc (Ta) with the Poisson bracket
{F,G} Í −i〈∂F, J∂G〉r , J =
(
1
−1
)
,
which is defined whenever the L2 gradients ∂F and ∂G are sufficiently regular to make sense of
the dual product. If F is analytic on FL−s,p
′
c (Ta) and G is analytic on FL
s,p
c (Ta), then the regularity
assumption is automatically satisfied.
To simplify notation we denote FLpc (Ta) ≡ FL0,pc (Ta) and write ‖f‖p ≡ ‖f‖0,p . Moreover, the
space of 1-periodic functions simply denoted by FLpc ≡ FLpc (T1).
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3. Periodic spectrum
In this section we investigate, given a potential ϕ ∈ FLpc , 1 à p < ∞, the spectral theory of the
operator
L(ϕ) =
(
i
−i
)
d
dx
+
( ϕ−
ϕ+
)
.
More to the point, we consider for any ϕ ∈ FLpc (T2) the operator L(ϕ) acting as an unbounded
operator on FLpc (T2) with domain FL
1,p
c (T2). In this setting the operator L(ϕ) is clearly densely
defined and closed. Indeed, by decomposing ϕ = ϕ˜ +ϕε where ϕ˜ is real analytic and ‖ϕε‖p à ε
one shows that the operator Φ =
(
ϕ−
ϕ+
)
is ddx -bounded with
d
dx -bound ε. Therefore, L(ϕ) is a
relatively bounded perturbation of the closed operator ddx and hence closed – see [40, Chapter IV,
§ 1]. We proceed by showing that L(ϕ) has a compact resolvent whence its spectrum is discrete
and further obtain certain resolvent estimates allowing us to state a first rough localization of the
periodic eigenvalues.
Proposition 3.1 The periodic spectrum of any potential in FLpc (T2), 1 à p <∞, is discrete and there
exists a neighborhood U of the potential in FLpc (T2) and an integer N > 0 such that
(i) For any |n| > N each potential in U has precisely two periodic eigenvalues in the disc
Dn = {λ ∈ C : |λ−npi| < pi/4}.
If, in addition,ϕ is 1-periodic, then the eigenvalues are 1-periodic for n even and 1-antiperiodic
for n odd.
(ii) Every potential ϕ in U has exactly 4N + 2 periodic eigenvalues in the box
BN = {λ ∈ C : |Rλ| < Npi +pi/2, |Iλ| à (1+ 8‖ϕ‖p)p},
If, in addition, ϕ is 1-periodic, then for N even, 2N + 2 of them are 1-periodic and 2N of them
are 1-antiperiodic while for N odd, 2N of them are 1-periodic and 2N + 2 are 1-antiperiodic.
(iii) There are no other periodic eigenvalues.
(iv) If the potential is of real type, then all the eigenvalues are real. Ï
To obtain first bounds on the periodic spectrum of ϕ we analyze the resolvent Rϕ(λ) Í (λ −
L(ϕ))−1 of L(ϕ). Note that by the resolvent identity
Rϕ(λ)(I −ΦR0(λ)) = R0(λ).
Our goal is to invert (I−ΦR0(λ)) using a Neumann series to obtain bounds on the periodic spectrum
of ϕ. By Young’s inequality – see Lemma A.7
‖ΦR0(λ)f‖p à ‖ϕ‖p‖R0(λ)f‖1. (1.3)
We momentarily show that ‖R0(λ)f‖1 < 1/‖ϕ‖p if the imaginary part of λ is large enough, giving
a first rough localization of the spectrum. To give a precise statement, we introduce for any n ∈ Z
and any r > 0 the vertical strips with a hole of radius r
Vertn(r) Í {λ ∈ C : |Rλ−npi| à pi/2, |λ−npi| á r}.
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Lemma 3.2 (i) R0(λ) : FL1c(T2)→ FL1c(T2) is compact for any λ ∉ piZ.
(ii) For any λ ∈ C and any 1 à p <∞
‖R0(λ)‖FLpc (T2)→FL1c(T2) à
4p
|Iλ|1/p +
1
|Iλ| .
(iii) If λ ∈ Vertn(r) and 0 < r à pi/4 then for any 1 à p <∞
‖R0(λ)‖FLpc (T2)→FL1c(T2) à
8p
r
. Ï
Proof. (i) For λ ∉ piZ the operator R0 is a well defined multiplication operator
R0(λ)f =
∑
m∈Z
1
λ−mpi (f
−
me−m + f+me+m).
Since 1|λ−mpi| → 0 for m → ±∞, it is contained in the closure of finite rank operators on FL1c(T2)
and hence compact.
To proceed, write R0(λ)f = g, then for 1 < p <∞
‖g±‖1 =
∑
m∈Z
|f±m|
|λ−mpi| à
 ∑
m∈Z
1
|λ−mpi|p′
1/p′‖f±‖p,
with the usual modifications in the case p = 1. So it is to estimate the first factor in the cases (ii)
and (iii).
(ii) Choose n ∈ Z such that |Rλ−npi| à pi/2, then for any m ∈ Z
|λ−mpi| á 1√
2
(|Rλ−mpi| + |Iλ|) á |n−m| + |Iλ|√
2
.
By Lemma B.1 from the appendix
∑
m≠n
1
(α+|m−n|)p′ à 2p/α
p′−1 for any α > 0. Therefore,
 ∑
m∈Z
1
|λ−mpi|p′
1/p′ à ( 2p|Iλ/√2|p′−1 + 1|Iλ|p′
)1/p′
à
4p
|Iλ|1/p +
1
|Iλ| .
On the other hand, in case p = 1 one checks supm∈Z 1|λ−mpi| á
√
2/|Iλ|.
(ii) Given λ ∈ Vertn(r) with 0 < r à pi/4 we have for any m ∈ Z
|λ−mpi| á r/
√
2+ |n−m|.
Similar to (i) one obtains for 1 < p <∞
 ∑
m∈Z
1
|λ−mpi|p′
1/p′ à 4p
r
,
and for p = 1 one checks supm∈Z 1|λ−mpi| á 1/r . v
Corollary 3.3 The resolvent of ϕ ∈ FLpc (T2), 1 à p < ∞, is compact and depends analytically on λ
on {
λ ∈ C :
(
1
|Iλ| +
4p
|Iλ|1/p
)
‖ϕ‖p < 1
}
.
In particular, the periodic spectrum of ϕ is discrete. Ï
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Proof. In view of the previous lemma ‖ΦR0(λ)‖p à
(
1
|Iλ| + 4p|Iλ|1/p
)
‖ϕ‖p < 1 provided that |Iλ| is
sufficiently large. In this case Rϕ can be written as a Neumann Series
Rϕ(λ) = R0(λ)(I −ΦR0(λ))−1,
and hence is analytic on {λ ∈ C :
(
1
|Iλ| + 4p|Iλ|1/p
)
‖ϕ‖p < 1}. The compactness follows from the
compactness of R0. v
As a next step we show that ‖R0ΦR0‖FLpc (T2)→FL1c(T2) is small for |λ| sufficiently large which in
view of the identity
(I −ΦR0(λ))−1 = (I +ΦR0)(I −ΦR0(λ)ΦR0(λ))−1
allows us to determine the domain of analyticity of Rϕ more accurately.
Lemma 3.4 If ϕ ∈ FLpc (T2) with 1 à p <∞, then for any 0 < r à pi/4 and any λ ∈ Vertn(r)
‖R0(λ)ΦR0(λ)‖FLpc (T2)→FL1c(T2) à
cp
r 2
( ‖ϕ‖p
|n|1/p + ‖Rnϕ‖p
)
,
where cp is an absolute constant depending only on p. Ï
Proof. Write g = R0ΦR0f . One checks by a straightforward computation that
g =
∑
l,m∈Z
(
ϕ−l+mf
+
m
(λ− lpi)(λ−mpi)e
−
l +
ϕ+l+mf
−
m
(λ− lpi)(λ−mpi)e
+
l
)
= (g−, g+).
Since λ ∈ Vertn(r), we find by a computation analogous to the previous lemma that for anym ∈ Z
|λ−mpi| á r/
√
2+ |n−m|.
Therefore,
‖g−‖1 à 2
∑
l,m∈Z
|ϕ−l+m| |f+m|
(r + |n− l|)(r + |n−m|) .
We split this sum up into two parts Σ[ + Σ] defined by the index sets
I[ = {m, l ∈ Z : |m−n| > |n|/2 or |l−n| > |n|/2},
I] = {m, l ∈ Z : |m−n| à |n|/2 and |l−n| à |n|/2}.
For Σ[ we apply Hölder’s inequality (1/p + 1/p′ = 1) and Lemma B.1 to obtain
Σ[ à
∑
I[
1
(r + |n− l|)p′(r + |n−m|)p′
1/p′∑
I[
|ϕ−l+m|p |f+m|p
1/p
à
cp
(r + |n|)1/p ‖ϕ−‖p‖f+‖p.
For (m, l) ∈ I] we conclude |m+ l| á 2|n| − |m−n| − |l−n| á |n| so that
Σ] à
∑
I]
1
(r + |n− l|)p′(r + |n−m|)p′
1/p′∑
I]
|ϕ−l+m|p |f+m|p
1/p
à
cp
r 2/p
‖Rnϕ−‖p‖f+‖p.
With obvious modifications in the case p = 1. A similar estimate is obtained for ‖g+‖1 which
completes the proof. v
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Corollary 3.5 For any potential ϕ in FLpc (T2), 1 à p < ∞, there exists a neighborhood Uϕ and
an integer Nϕ á 0 such that the resolvent of any potential in Uϕ is compact and analytic in λ on
C \
(
BNϕ ∪
⋃
|n|>Nϕ Dn
)
, where
BN = {λ ∈ C : |Rλ| < Npi +pi/2, |Iλ| à N},
Dn = {λ ∈ C : |λ−npi| < pi/4}. Ï
Proof. First, choose Nϕ according to Lemma 3.4 such that
‖ΦR0(λ)ΦR0(λ)‖FLpc (T2)→FLpc (T2) à ‖ϕ‖p‖R0(λ)ΦR0(λ)‖FLpc (T2)→FL1c(T2) à 1/4
for all λ ∈ Vertn(pi/4) and |n| > Nϕ. Furthermore, Lemma 3.4 clearly shows that one can choose
a neighborhood Uϕ of ϕ such that ‖ΦR0(λ)ΦR0(λ)‖FLpc (T2)→FLpc (T2) à 1/2 holds for any potential
in Uϕ and for all λ ∈ Vertn(pi/4) with |n| > Nϕ. Then Rψ is compact and analytic in λ on⋃
|n|>Nϕ Vertn(pi/4) for all ψ ∈ Uϕ and we conclude after possibly increasing Nϕ according to
Corollary 3.3. v
Since the straight line [0,ϕ] is compact in FLpc (T2), we may always assume that Uϕ is connected
and contains the zero potential. We proceed by defining the Cauchy-Riesz projectors
PN(ψ) = 12pi i
∫
∂BNϕ
Rψ(λ) dλ, Pn(ψ) = 12pi i
∫
∂Dn
Rψ(λ) dλ, |n| > Nϕ, (1.4)
which are analytic on Uϕ.
To distinguish between 1-periodic and 1-antiperiodic eigenfunctions, we introduce the closed
subspaces of FLpc
FLpper+(T2) Í {f ∈ FLpc (T2) : f+2m+1 = f−2m+1 = 0 for all m ∈ Z},
FLpper−(T2) Í {f ∈ FLpc (T2) : f+2m = f−2m = 0 for all m ∈ Z},
and note that FLpper+(T2)⊕FLpper−(T2) = FLpc (T2). Moreover, FLpc (T1) can be canonically identified
with FLpper+(T2).
Lemma 3.6 Suppose ϕ ∈ FLpc , then L(ϕ) leaves the spaces FLpper+(T2) and FLpper−(T2) invari-
ant. Ï
Proof. Write L(ϕ) = R∂x + Φ with R =
(
i
−i
)
. The operator R∂x is a Fourier multiplier and thus
leaves FLpper±(T2) invariant. Since ϕ is 1-periodic by assumption, ϕ ∈ FLpper+(T2) and one easily
verifies that Φf ∈ FLpper± given f ∈ FL1,pc ∩ FLpper±. v
Consequently, for ϕ is 1-periodic, the projectors
P±N (ϕ) Í PN(ϕ)
∣∣
FLpper± : FL
p
per± → FLpper±,
P±n (ϕ) Í Pn(ϕ)
∣∣
FLpper± : FL
p
per± → FLpper±, |n| > Nϕ,
(1.5)
are analytic on an open neighborhood of ϕ within FLpc (T1).
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Proof of Proposition 1.1. (i): Since Pn for |n| > Nϕ is analytic on Uϕ, the dimension of its range Pn
is constant on Uϕ. In particular,
dimPn(ψ) = dimPn(0) = 2, ψ ∈ Uϕ,
which proves that Dn for |n| > Nϕ contains precisely two periodic eigenvalues. Moreover, if ϕ
is actually 1-periodic, then applying the same deformation argument to the projectors P±n defined
in (1.5) shows that the two eigenvalues of ϕ are 1-periodic if n is even or 1-antiperiodic if n is odd.
(ii): The same reasoning applied to PN with N ≡ Nϕ shows
dimPN(ψ) = dimPN(0) = 4N + 2, ψ ∈ Uϕ.
Therefore, BN contains precisely 4N + 2 periodic eigenvalues. If, in addition ϕ is 1-periodic, then
applying the deformation argument to the projectors P±N shows that for N even, 2N + 2 are 1-
periodic and 2N are 1-antiperiodic, while for N odd, 2N are 1-periodic and 2N+2 are 1-antiperiodic.
(iii): Outside of the set BN∪
⋃
|n|>Nϕ Dn the resolvent is analytic, hence there are no other periodic
eigenvalues.
(iv): Suppose ϕ is of real type, that is ϕ± = ϕ∓ then for any f ∈ Dper ⊂ FL1,pc (T2) ↩ FLp
′
c (T2)
by Lemma A.8
〈Φf , f 〉T2 = 〈ϕ−f+, f−〉T2 + 〈ϕ+f−, f+〉T2 = 〈f ,Φf 〉T2 .
Consequently, any periodic eigenvalue of ϕ is real. v
Lemma 3.7 Suppose ϕ ∈ FLpc , 1 à p <∞, then for each |n| > Nϕ the functions
Uϕ → C, ϕ , τn, Uϕ → C, ϕ , γ
2
n
2
,
are analytic. Ï
Proof. The Cauchy-Riesz Pn, |n| > Nϕ, projectors defined in (1.4) are analytic on Uϕ and their range
Pn has dimension two. More to the point, Pn is spanned by the two (generalized) eigenfunctions
corresponding to the eigenvalues λ−n and λ+n, hence one has for any ψ ∈ Uϕ,
τn(ψ) = 12Tr
(
L(ψ)
∣∣Pn(ψ)), γ2n(ψ)2 = Tr
(
(L(ψ)− τn(ψ)IdPn(ψ))2
∣∣Pn(ψ)).
After possibly shrinking Uϕ, the ranges Pn(ϕ) and Pn(ψ) are isomorphic for all ψ ∈ Uϕ and
the isomorphism Tψ : Pn(ϕ) → Pn(ψ) depends analytically on ψ – see [40, Remark 4.4]. Let
A(ψ) = T−1ψ L(ψ)Tψ then
τn(ψ) = 12Tr
(
A(ψ)
∣∣Pn(ϕ)), γ2n(ψ)2 = Tr
(
(A(ψ)− τn(ψ)IdPn(ϕ))2
∣∣Pn(ϕ)),
and the analyticity follows immediately. v
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4. Dirichlet and Neumann spectra
In the classical setting whereϕ is an element of L2c , the Dirichlet- and Neumann spectra are defined
as the spectra of the operator (1.1)
L(ϕ) =
(
i
−i
)
d
dx
+
( ϕ−
ϕ+
)
acting as an unbounded operator on L2[0,1] with domains
Ddir = {f ∈ H1c [0,1] : (f− − f+)
∣∣
0 = 0 = (f− − f+)
∣∣
1},
Dneu = {g ∈ H1c [0,1] : (g− + g+)
∣∣
0 = 0 = (g− + g+)
∣∣
1},
(1.6)
respectively. In this section we derive an equivalent definition of the spectrum which has a natural
extension to the case where ϕ is in the Fourier-Lebesgue space FLp , 1 < p < ∞. The main issue
with the classical definition is that one has to be able to make sense of the regularity of a function
f locally without implying any boundary conditions – here in the sense that f ∈ L2c∩H1loc. However,
the condition that f is an element of the space FL1,pc (Ta) is a nonlocal property forcing f to be
a-periodic. Recall that in the case of the periodic spectrum one considers instead of L(ϕ) acting
on L2c[0,1] with domain
Dper = {f ∈ L2c[0,1] : f ∈ H1loc and f(0) = ±f(1)},
the operator L(ϕ) acting on L2c(T2) with domain
D˜per = H1c (T2).
The spectra of the two operators coincide but the latter definition does not require to make sense
of the regularity of f locally and has a natural extension to the Fourier-Lebesgue space.
To derive a similar procedure for the Dirichlet- and Neumann spectra we first reconsider the
AKNS representation of L(ϕ) given by
LAKNS(q,p) =
( −1
1
)
d
dx
+
(q p
p −q
)
,
with dense domains
Adir = {g ∈ H1c [0,1] : g2(0) = 0 = g2(1)},
Aneu = {g ∈ H1c [0,1] : g1(0) = 0 = g1(1)}.
The condition that g ∈Adir solves LAKNS(q,p)g = λg is equivalent to the system(−g′2
g′1
)
=
(λg1 − qg1 − pg2
λg2 − pg1 + qg2
)
. (1.7)
Since g2 vanishes on ∂[0,1] by assumation, it admits an odd extension to [0,2]
godd2 (x) =

g2(x), 0 à x à 1,
−g2(2− x), 1 à x à 2,
which is an element of H1(T2,C). Equation (1.7) further suggests to consider the even extension of
g1 to [0,2]
geven1 (x) =

g1(x), 0 à x à 1,
g1(2− x), 1 à x à 2,
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which always exists as an element of H1(T2,C). Similarly, the extension of p to [0,2] has to be
odd and the extension of q to [0,2] has to be even – both extensions are in L2c(T2). One then easily
checks that given g ∈ Adir solving LAKNS(q,p)g = λg its extension (geven1 , godd2 ) is an element of
H1c (T2) which solves
LAKNS(qeven, podd)(geven1 , g
odd
2 ) = λ(geven1 , godd2 ).
A similar consideration for an element h ∈Aneu solving LAKNS(q,p)h = λh shows that (hodd1 , heven2 )
is an element of H1c (T2) which solves
LAKNS(qeven, podd)(hodd1 , h
even
2 ) = λ(hodd1 , heven2 ).
Recall that L(ϕ) and LAKNS(q,p) are unitarily equivalent,
LAKNS(q,p) = T−1L(ϕ)T , ϕ = T(q,p), T = 1√2
(
1 i
1 −i
)
, T∗ = T∗ = 1√
2
(
1 1
−i i
)
.
Suppose (g1, g2) = T−1f = 1√2(f+ + f−, if+ − if−), then
T(geven1 , g
odd
2 ) =
1
2
(
(f− + f+)even + (f− − f+)odd
(f− + f+)even − (f− − f+)odd
)
=

f(x), 0 à x à 1,
fˇ (2− x), 1 à x à 2,
, fˇ = (f+, f−),
Î fdir .
Similarly for (h1, h2) = T−1f = 1√2(f+ + f−, if+ − if−), we find
T(hodd1 , h
even
2 ) =
1
2
(
(f− + f+)odd + (f− − f+)even
(f− + f+)odd − (f− − f+)even
)
=

f(x), 0 à x à 1,
−fˇ (2− x), 1 à x à 2,
, fˇ = (f+, f−),
Î fneu.
We thus arrive at the following conclusion.
Lemma 4.1 (i) Suppose f ∈ Ddir solves L(ϕ)f = λf for some λ ∈ C, then fdir is an element of
H1c (T2) which solves L(ϕdir )fdir = λfdir .
(ii) Suppose f ∈ Dneu solves L(ϕ)f = λf for some λ ∈ C, then fneu is an element of H1c (T2)
which solves L(ϕdir )fneu = λfneu. Ï
Consequently, every Dirichlet eigenvalue µn of ϕ ∈ L2 is actually a periodic eigenvalue of the
potentialϕdir . The same is true for any Neumann eigenvalue νn. It follows from a simple counting
argument that these are all the periodic eigenvalues of ϕdir . Therefore, the spectral problem of
the Dirichlet and Neumann eigenvalues of ϕ is reduced to the spectral problem of the periodic
eigenvalues of ϕdir . In the sequel we use this reduction to extend the definition of Dirichlet and
Neumann eigenvalues to the case where ϕ is in the Fourier Lebesgue space FLpc .
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We begin by deriving a Fourier representation of the extensions fdir and fneu for elements f of
H1[0,1]. A straightforward computation gives
〈fdir , e+m〉T2 =
1
2
∫ 1
0
f+(x)em(x) dx + 12
∫ 2
1
f−(2− x)em(x) dx
= 1
2
∫ 1
0
f+(x)em(x) dx + 12
∫ 1
0
f−(y)e−m(y) dx,
and similarly
〈fdir , e−m〉T2 =
1
2
∫ 1
0
f−(x)e−m(x) dx + 12
∫ 2
1
f+(2− x)e−m(x) dx
= 1
2
∫ 1
0
f−(x)e−m(x) dx + 12
∫ 1
0
f+(y)em(y) dx,
so that we arrive at
fdir =
∑
m∈Z
1
2
(〈f+, em〉T1 + 〈f−, e−m〉T1)e+m + 12(〈f−, e−m〉T1 + 〈f+, em〉T1)e−m
=
∑
m∈Z
1
2
〈f , Edirm 〉T1Edirm , Edirm Í e+m + e−m. (1.8)
And in analogous fashion
fneu =
∑
m∈Z
1
2
〈f , Eneum 〉T1Eneum , Eneum Í e+m − e−m. (1.9)
Therefore, we introduce the following subspaces of FLs,pc (T2)
FLs,pdir (T2) =
{
f =
∑
m∈Z
amEdirm : (am) ∈ `s,p
}
,
FLs,pneu(T2) =
{
f =
∑
m∈Z
bmEneum : (bm) ∈ `s,p
}
.
Both are closed subspaces of FLs,pc (T2). Furthermore, their sum is direct and equals the whole
space
FLs,pc (T2) = FLs,pdir (T2)⊕ FLs,pneu(T2).
We now show that they are natural extensions of the domains Ddir and Dneu.
Lemma 4.2 The mappings
Ddir → FL1,2dir (T2), f , fdir , Dneu → FL1,2neu(T2), f , fneu,
are isomorphisms. Ï
Proof. Recall that Ddir = T(Adir ) whereAdir = H1[0,1]×H10[0,1]. Let
H1sin(T2) Í {f =
∑
m∈Z
am sin(mpix) : am + a−m = 0},
H1cos(T2) Í {f =
∑
m∈Z
bm cos(mpix) : bm − b−m = 0},
and note that the restriction maps
Rsin : H1sin(T2)→ H10[0,1], f , f
∣∣
[0,1],
Rcos : H1cos(T2)→ H1[0,1], f , f
∣∣
[0,1],
30
4. Dirichlet and Neumann spectra
are isomorphisms – see e.g. [54] –, hence
H1cos(T2)×H1sin = (Rcos × Rsin)−1T−1(Ddir ).
Finally, note that FL1,2dir (T2) is isomorphic to T(H
1
cos(T2)×H1sin). Indeed, for any element
g = 1
2
∑
m∈Z
(bm(em + e−m),−iam(em − e−m)) ∈ H1cos(T2)×H1sin
we find
Tg = 1√
8
∑
m∈Z
((bm − am)e−m + (bm + am)em, (bm − am)em + (bm + am)e−m)
= 1√
2
∑
m∈Z
(bm − am)Edirm ,
using that am + a−m = 0 and bm − b−m = 0. Conversely, if f =
∑
m∈Z fdirm Edirm , then
T−1f = 1√
2
∑
m∈Z
(
(fdirm + fdir−m ) cos(mpix), (−fdirm + fdir−m ) sin(mpix)
)
.
This establishes the isomorphism property. The proof for Dneu is analogous. v
We also have to make sure that given ϕ ∈ FLpc the extension ϕdir is actually an element of
FLpc (T2) to use the spectral theory of the periodic case. Indeed, ifϕ is a smooth 1-periodic function
then, in contrast to the case of elements ofDdir orDneu, one cannot expect ϕdir to be an element
of FL1,pc (T2) since the extension may destroy regularity. It turns out, however, that ϕdir will be at
least an element of FLpc (T2) which is enough for our purposes.
Lemma 4.3 For any 1 < p <∞ the mappings
FLpc (T1)→ FLpdir (T2), f , fdir , FLpc (T1)→ FLpneu(T2), f , fneu,
are bounded and hence analytic. Ï
Proof. Any f ∈ FLpc (T1) has the form f =
∑
m∈Z
(
f−2me
−
2m + f+2me+2m
)
with
‖f‖FLpc (T1) =
 ∑
m∈Z
(|f−2m|p + |f+2m|p)
1/p <∞.
Write fdirm = 12
(〈f+, em〉T1 + 〈f−, e−m〉T1) so that fdir = ∑m∈Z fdirm Edirm . It is to show that the
`p-norm of the sequence (fdirm ) can be bounded by ‖f‖FL1c(T1). Clearly, one has fdir2l = f+2l + f−2l
while
fdir2l+1 =
∑
k∈Z
(f+2k〈e2k, e2l+1〉 + f−2k〈e−2k, e−2l−1〉)
=
∑
k∈Z
2i
2k− 2l− 1(f
+
2k − f−2k).
Consequently, the map (f+2m)m∈Z , (fdirm )m∈Z is the sum of a projection and a Hilbert transform
and thus bounded as a map from `p → `p for any 1 < p <∞ – see Lemma C.1. v
For anyϕ ∈ FLpc , 1 < p <∞, we may thus consider the operator L(ϕdir ) acting as an unbounded
operator on FLpc (T2) with domain FL
1,p
c (T2). For this operator Proposition 3.1 applies showing that
its spectrum is discrete and can be localized locally uniformly in ϕ. Moreover, in the classical
case p = 2 it follows from the preceding discussion that each eigenvalue of L(ϕdir ) is either a
Dirichlet- or a Neumann-eigenvalue of ϕ. The following result extends this point of view to the
Fourier Lebesgue spaces.
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Lemma 4.4 For any 1 < p < ∞ the operator L(ϕdir ) leaves the subspaces FLpdir and FLpneu invari-
ant. In more detail,
L(ϕdir ) : FL1,pdir → FLpdir , L(ϕdir ) : FL1,pneu → FLpneu,
are bounded operators. Ï
Proof. Write L = R∂x +Φ. Clearly, for any m ∈ Z,
R∂xEdirm = (mpi)Edirm , R∂xEneum = (mpi)Eneum ,
while for ϕdir we easily check that
ΦEdirm =
∑
k
ϕdirk (e−kem, eke−m) =
∑
k
ϕdirk E
dir
k−m
ΦEneum =
∑
k
ϕdirk (−e−kem, eke−m) = −
∑
k
ϕdirk E
neu
k−m.
The claimed invariance now follows with Young’s inequality – see Lemma A.8. v
We define the Dirichlet spectrum of ϕ ∈ FLpc to be the spectrum of the operator L(ϕdir )
∣∣
FL1,pdir
,
and we define the Neumann spectrum ofϕ ∈ FLpc to be the spectrum of the operator L(ϕdir )
∣∣
FL1,pneu
.
We now prove Theorem 1.4 with this definition.
Proof of Theorem 1.4. Consider the operator L(ϕdir ) acting on FLpc (T2) with domain FL
1,p
c (T2). By
the analysis of Section 3 and Lemma 4.3 the spectrum of this operator is discrete and one can
choose an neighborhood Uϕ of ϕ in FL
p
c and an integer Nϕ á 0 so that the resolvent is analytic in
λ on C \ (BNϕ ∪
⋃
|n|>Nϕ Dn) for any ψ ∈ Uϕ. Without loss one may assume that Uϕ is connected
and contains the origin. Moreover, the Cauchy-Riesz projectors PNϕ(ψ) and Pn(ψ) for |n| > Nϕ
defined in (1.4) are analytic on Uϕ. In particular, the dimension of their range is constant on Uϕ.
Moreover, by Lemma 4.4 they leave the spaces FLpdir and FL
p
neu invariant. We thus define
PdirN (ϕ) Í PN(ϕ)
∣∣
FL1,pdir
, Pdirn (ϕ) Í Pn(ϕ)
∣∣
FL1,pdir
, |n| > Nϕ,
PneuN (ϕ) Í PN(ϕ)
∣∣
FL1,pneu
, Pneun (ϕ) Í Pn(ϕ)
∣∣
FL1,pneu
, |n| > Nϕ.
One easily checks that for the zero potential
dimPdirN (0) = 2N + 1, dimPdirn (0) = 1, |n| > Nϕ,
dimPneuN (0) = 2N + 1, dimPneun (0) = 1, |n| > Nϕ,
which shows that Dn for |n| > Nϕ contains precisely one Dirichlet- and one Neumann-eigenvalue,
while BN contains precisely 2N + 1 Dirichlet- and 2N + 1 Neumann-eigenvalues when counted with
multiplicities. This completes the proof. v
As an immediate consequence of Theorem 1.4 we may order the Dirichlet eigenvalues lexico-
graphically so that
· · ·µn−1 ä µn ä µn+1 ä · · · ,
and µn is a simple eigenvalue if |n| > Nϕ. Similarly, one can order the Neumann eigenvalues
lexicographically
· · ·νn−1 ä νn ä νn+1 ä · · · ,
and νn is simple if |n| > Nϕ.
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Lemma 4.5 Suppose ϕ ∈ FLpc , 1 à p <∞, then for each |n| > Nϕ the functions
Uϕ → C, ϕ , µn, Uϕ → C, ϕ , νn,
are analytic. Ï
Proof. The projector Pdirn , |n| > Nϕ, is analytic on Uϕ and its range Pdirn is one dimensional and
spanned by the eigenfunction corresponding to µn. Consequently,
µn(ψ) = Tr
(
L(ψdir )
∣∣Pdirn (ψ)), ψ ∈ Uϕ,
and one argues as in the proof of Lemma 3.7 to obtain analyticity. The argument for νn is the
same. v
5. Auxiliary D and N spectra
The auxiliary D and N spectra are defined as the spectra of the operator (1.1)
L(ϕ) =
(
i
−i
)
d
dx
+
( ϕ−
ϕ+
)
acting as an unbounded operator on L2[0,1] with domains
Dd? = {f ∈ H1c [0,1] : (f− + if+)
∣∣
0 = 0 = (f− + if+)
∣∣
1},
Dn? = {g ∈ H1c [0,1] : (g− − ig+)
∣∣
0 = 0 = (g− − ig+)
∣∣
1}.
(1.10)
We follow a similar procedure as in the previous section to extend this definition to the case where
ϕ is an element of the Fourier Lebesgue space FLpc . To this end we define for any f ∈ FLpc (T1) the
extensions
fd?(x) =

f(x), 0 à x à 1,
f˘ (2− x), 1 à x à 2,
f˘ = (−if+, if−)
fn?(x) =

f(x), 0 à x à 1,
−f˘ (2− x), 1 à x à 2,
and obtain the following result by a straightforward computation.
Lemma 5.1 (i) Suppose f ∈ Dd? solves L(ϕ)f = λf for some λ ∈ C, then fd? is an element of
H1c (T2) which solves L(ϕneu)fd? = λfd?.
(ii) Suppose f ∈ Dn? solves L(ϕ)f = λf for some λ ∈ C, then fn? is an element of H1c (T2) which
solves L(ϕneu)fn? = λfn?. Ï
The Fourier coefficients of these extensions are given by
fd? =
∑
m∈Z
1
2
(〈f+, em〉T1 + i〈f−, e−m〉T1)e+m + 12(〈f−, e−m〉T1 − i〈f+, em〉T1)e−m
=
∑
m∈Z
1
2
〈f , Ed?m 〉T1Edirm , Ed?m Í ie+m + e−m, (1.11)
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and
fn? =
∑
m∈Z
1
2
〈f , En?m 〉T1En?m , En?m Í ie+m − e−m. (1.12)
Therefore, we introduce the spaces
FLs,pd?(T2) =
{
f =
∑
m∈Z
amEd?m : (am) ∈ `s,p
}
,
FLs,pn?(T2) =
{
f =
∑
m∈Z
bmEn?m : (bm) ∈ `s,p
}
,
which have similar properties as the spaces FLs,pdir (T2) and FL
s,p
neu(T2). Indeed, they are closed
subspaces of FLs,pc (T2) and FL
s,p
c (T2) = FLs,pd?(T2)⊕ FLs,pd?(T2). Moreover, the mappings
Dd? → FL1,2d?(T2), f , fd?, Dn? → FL1,2n?(T2), f , fn?,
are isomorphisms, and both extensions
FLpc (T1)→ FLpd?(T2), f , fd?, FLpc (T1)→ FLpn?(T2), f , fn?,
are bounded maps for 1 < p <∞. Finally, we note that L(ϕneu) leaves them invariant – the proofs
of these properties are completely analogous to the proofs found in Section 4.
We are now in a position to define the auxiliary spectra for the case where ϕ is in the Fourier
Lebesgue space. The auxiliary D spectrum of ϕ ∈ FLpc is defined as the spectrum of the operator
L(ϕneu)
∣∣
FLpd?
. The auxiliary N spectrum of ϕ ∈ FLpc (T1) is defined as the spectrum of the operator
L(ϕneu)
∣∣
FLpn? .
Proposition 5.2 The auxiliary D and N spectra of any potential in FLpc , 1 < p < ∞, are discrete and
there exists a neighborhood U of the potential in FLpc and an integer N > 0 such that
(i) for any |n| > N , each ϕ ∈ U has a simple auxiliary D resp. N eigenvalue in the disc
Dn = {λ ∈ C : |λ−npi| < pi/4},
(ii) each ϕ ∈ U has exactly 2N + 1 auxiliary D resp. N eigenvalues in the box
BN = {λ ∈ C : |Rλ| < Npi +pi/2, |Iλ| à (1+ 8‖ϕ‖p)p},
(iii) there are no other auxiliary D or N eigenvalues.
(iv) If ϕ is of real type, then all the eigenvalues are real valued. Ï
Proof. The proof is completely analogous the the proof of Theorem 1.4. Consider the operator
L(ϕneu) acting on FLpc (T2) with domain FL
1,p
c (T2). By the analysis of Section 3 the spectrum of
this operator is discrete and one can choose an neighborhood Uϕ of ϕ and an integer Nϕ á 0 so
that the resolvent is analytic in λ on C \ (BNϕ ∪
⋃
|n|>Nϕ Dn) for any ψ ∈ Uϕ. Without loss one
may assume that Uϕ is connected and contains the origin. Moreover, the Cauchy-Riesz projectors
PNϕ(ψ) and Pn(ψ) for |n| > Nϕ defined in (1.4) are analytic on Uϕ. In particular, the dimension
of their range is constant on Uϕ. Moreover, they leave the spaces FL
p
d? and FL
p
n? invariant. One
easily checks that for the zero potential
dimPN(0)
∣∣
FL1,pd?
= 2N + 1, dimPn(0)
∣∣
FL1,pd?
= 1, |n| > Nϕ,
dimPN(0)
∣∣
FL1,pn?
= 2N + 1, dimPn(0)
∣∣
FL1,pn?
= 1, |n| > Nϕ,
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which shows thatDn for |n| > Nϕ contains precisely one auxiliary D- and one auxiliary N-eigenvalue,
while BN contains precisely 2N + 1 auxiliary D- and 2N − 1 auxiliary N-eigenvalues when counted
with multiplicities. v
6. Asymptotic behavior of the eigenvalues
We have seen in Section 3 that the periodic spectrum of ϕ ∈ FLpc (T2) is discrete an consists of
an bi-infinite sequence (λ±n)n∈Z with asymptotic behavior λ±n = npi + O(1) as |n| → ∞. The goal
for this section is to obtain a refined estimate of the asymptotic behavior reflecting the asymptotic
behavior of the Fourier coefficients.
Proposition 6.1 Locally uniformly on FLpc (T2), 1 < p <∞,
λ±n = npi + `pn.
More to the point, for any potential ϕ in FLpc (T2), 1 < p < ∞, there exists an integer N0 á 1 so that
for all N á N0
∑
náN
(|λ+n −npi|p + |λ−n −npi|p) à cp
( ‖ϕ‖pp
N1∧(p−1)
+ ‖RN/2ϕ‖pp
)
(1+ ‖ϕ‖pp)‖ϕ‖pp,
where 1∧ (p−1) Ímin(1, p−1), the constant cp is absolute and depends only on p, and N0 can be
chosen locally uniformly in ϕ. Ï
Ifϕ is actually 1-periodic, then by the procedure laid out in Section 4, the Dirichlet and Neumann
eigenvalues can be realized as the periodic eigenvalues of an appropriate 2-periodic extension ofϕ
to FLpc (T2). Proposition 6.1 applies to the latter yielding the following estimate of the asymptotic
behavior of the Dirichlet and Neumann eigenvalues.
Corollary 6.2 Locally uniformly on FLpc (T2), 1 < p <∞,
µn = npi + `pn, νn = npi + `pn,
as well as
µ?n = npi + `pn, ν?n = npi + `pn. Ï
Another immediate consequence of Proposition 6.1 is the following locally uniform estimate of
the mid-points τn and the gap lengths γn of ϕ ∈ FLpc , 1 < p <∞,
τn = npi + `pn, γn = `pn.
Since it does not create any additional effort, we prove that the asymptotic behavior of the gap
lengths reflects the asymptotic behavior of the Fourier coefficients not only in FLpc but also for a
larger family of spaces referred to weighted Sobolev spaces – see [28, 29] for an introduction. A
normalized, submultiplicative, and monotone weight is a symmetric function w : Z→ R with
wn á 1, wn = w−n, wn+m à wnwm, w|n| à w|n|+1,
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for all n,m ∈ Z. The class of all such weights is denoted by M and FLw,pc (T2) denotes the space
of FLpc (T2) functions ϕ with finite w-norm
‖ϕ‖w,p Í
 ∑
m∈Z
wpm(|ϕ−m|p + |ϕ+m|p)
1/p.
For example for any s á 0, the Sobolev weight 〈npi〉s gives rise to the usual Fourier Lebesgue space
FLs,pc (T2).
Proposition 6.3 For any potential ϕ in FLw,pc (T2) with w ∈ M and 1 < p < ∞, there exists an
integer N0 á 1 so that for all N á N0
∑
náN
wp2n|γn|p à cp
( ‖ϕ‖pw,p
N1∧(p−1)
+ ‖RN/2ϕ‖pw,p
)
(1+ ‖ϕ‖pw,p)‖ϕ‖pw,p
where cp is an absolute constant depending only on p, and N0 can be chosen locally uniformly in
ϕ. Ï
The proof of Propositions 6.1 and 6.3 is based on a Lyapunov-Schmidt decomposition introduced
by Kappeler & Mityagin [28] – see also [24, 21]: For the free Zakharov-Shabat operator each npi ,
n ∈ Z, is a double eigenvalue with eigenfunctions e+n = (0, einpix) and e−n = (e−inpix ,0). Thus,
for a nonzero potential ϕ ∈ FLpc (T2), provided |n| is sufficiently large, we expect exactly two
eigenvalues which are close to npi and whose eigenfunctions are close to the linear span of e+n and
e−n . This suggest to separate these modes from the others.
To this end, we introduce the complex strips
Un Í {λ : |Rλ−npi| à pi/2},
and consider the splitting
FLw,pc (T2) = Pn ⊕Qn, Pn Í sp{e+n, e−n}, Qn Í sp{e+k , e−k : k ≠ n}. (1.13)
The projections onto Pn and Qn are denoted by Pn and Qn, respectively.
It turns out to be convenient to write the eigenvalue equation L(ϕ)f = λf in the form
Aλf = Φf ,
where Aλ Í λ − L(0) and Φ Í
(
ϕ−
ϕ+
)
. Clearly, Aλ is the Fourier multiplier Aλe±m = (λ −mpi)e±m,
and hence leaves Qn and Pn invariant. Therefore, by writing f = u + v = Pnf + Qnf , we can
decompose the equation Aλf = Φf into the two equations
Aλu = PnΦ(u+ v), Aλv = QnΦ(u+ v),
called the P - and the Q-equation, respectively.
For λ ∈ Un and m ≠ n one has
min
λ∈Un
|λ−mpi| á |n−m| á 1,
hence the restriction of Aλ to Qn is boundedly invertible with a uniform bound in λ ∈ Un. We also
note that, R0(λ) = A−1λ for λ ∉ piZ. Multiplying the Q-equation from the left by ΦA−1λ then gives
Φv = TnΦ(u+ v),
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with Tn Í ΦA−1λ Qn. The latter identity may be written as
(Id− Tn)Φv = TnΦu,
hence solving the Q equation amounts to inverting (Id− Tn).
To obtain the invertibility of (Id− Tn), we consider operator norms induced by shifted weighted
norms – see e.g. [63]. For any u ∈ FLw,p(T2) with Fourier series u =
∑
m∈Zumem, the i-shifted
FLw,p-norm is given by
‖u‖pw,p;i Í ‖uei‖pw,p =
∑
m∈Z
wpm+i|um|p.
Furthermore, for f an element of the space FLw,pc (T2) with Fourier series
f = (f−, f+) =
∑
n∈Z
(f−n e−n + f+n e+n) =
∑
n∈Z
(f−n e−−n, f+n en),
the i-shifted norm is defined by
‖f‖pw,p;i Í ‖f−‖pw,p;−i + ‖f+‖pw,p;i =
∑
m∈Z
wpm+i
(|f−m|p + |f+m|p).
Lemma 6.4 If ϕ ∈ FLw,pc (T2) with w ∈M and 1 à p <∞, then for any n ∈ Z and any λ ∈ Un,
Tn = ΦA−1λ Qn : FLw,pc (T2)→ FLw,pc (T2)
is bounded and satisfies for any i ∈ Z the estimate
‖Tnf‖w,p;i à cp‖ϕ‖w,p‖f‖w,p;−i,
where cp is an absolute constant depending only on p. For p = 2 we can choose cp = 2. Ï
Proof. Write Tnf = Φg with g = A−1λ Qnf . Since the restriction of Aλ to Qn is boundedly invertible,
the function
g = A−1λ Qnf =
∑
m≠n
( f−m
λ−mpi e
−
m +
f+m
λ−mpi e
+
m
)
= (g−, g+)
is well defined. By Hölder’s inequality and Lemma B.1, we obtain for the weighted `1-norm with p′
conjugated to p, p > 1,
‖g+e−i‖`1w =
∑
m≠n
wm−i|f+m|
|λ−mpi| à
( ∑
m≠n
1
|n−m|p′
)1/p′
‖f+‖w,p;−i à cp‖f+‖w,p;−i,
uniformly for λ ∈ Un – with obvious modifications for the case p = 1. Similarly, one shows that
‖g−ei‖`1w à cp‖f−‖w,p;i. Since
‖Tnf‖pw,p;i = ‖Φg‖pw,p;i = ‖ϕ−g+e−i‖pw,p + ‖ϕ+g−ei‖pw,p,
we can apply Young’s inequality (A.3) to estimate the product of ϕ− with g+e−i, giving
‖Tnf‖pw,p;i à ‖ϕ‖pw,p
(
‖g+e−i‖p`1w + ‖g−ei‖
p
`1w
)
à cpp‖ϕ‖pw,p‖f‖pw,p;−i. v
Note that Tnf is estimated with a shifted FL
w,p
c -norm where the sign of the shift is opposite to
the sign of the shifted FLw,pc -norm of f . This fact will be crucial in the following. In particular, T 2n
is bounded with respect to the shifted norm and it turns out that ‖T 2n‖w,p;n = o(1) as |n| → ∞.
Using a Neumann series, we then obtain the bounded invertibility of (Id − Tn) for |n| sufficiently
large, which solves the Q-equation.
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Lemma 6.5 If ϕ ∈ FLw,pc (T2) with w ∈M and 1 à p <∞, then for any n ∈ Z and any λ ∈ Un
‖T 2n‖w,p;n à cp‖ϕ‖w,p
(‖ϕ‖w,p
〈n〉1/p +
‖Rnϕ‖w,p
wn
)
,
where Rnϕ denotes the nth remainder of ϕ
Rnϕ Í
∑
|k|á|n|
(ϕ−k e
−
k +ϕ+k e+k ). Ï
Proof. As in the preceding lemma, write T 2nf = Φg with
g Í A−1λ QnΦA−1λ Qnf .
A straightforward computation yields
g =
∑
k,l≠n
(
ϕ−k+l
λ− kpi
f+l
λ− lpi e
−
k +
ϕ+k+l
λ− kpi
f−l
λ− lpi e
+
k
)
= (g−, g+),
and our aim is to estimate the weighted `1-norm
‖g+e−n‖1,w à
∑
k,l≠n
wk−n
|ϕ+k+l|
|n− k|
|f−l |
|n− l| .
To proceed, we split up the latter sum into two parts Σ[ + Σ\ defined by the index sets
I[ Í {k, l ≠ n : |n− k| > |n|/2 or |n− l| > |n|/2},
I\ Í {k, l ≠ n : |n− l| à |n|/2 and |n− k| à |n|/2} = Ic[.
Using Hölder’s inequality together with the submultiplicity and the symmetry of the weight w,
we obtain for the first term
Σ[ =
∑
I[
wk−n
|ϕ+k+l|
|n− k|
|f−l |
|n− l| à
∥∥∥∥∥
(
1
|n− k|
1
|n− l|
)
(k,l)∈I[
∥∥∥∥∥
`p′×`p′
(∑
k,l
wpk+l|ϕ+k+l|pwp−l−n|f−l |p
) 1
p
à
c2p
〈n/2〉1/p ‖ϕ+‖w,p‖f−‖w,p;−n,
where we used Lemma 2.25 and Young’s inequality (B.1) in the second step.
Conversely, for (k, l) taken from I\ we have 1 à |n− k|, |n− l| à |n|/2 and hence
|k+ l| á 2|n| − |n− k| − |n− l| á |n| á |n− k|, |n+ l| á |n|.
By the monotonicity of the weightwk−nwn à wk+lw−l−n, thus we obtain with Hölder’s and Young’s
inequality
Σ\ =
∑
I\
wk−n
|ϕ+k+l|
|n− k|
|f−l |
|n− l|
à
1
wn
∥∥∥∥∥
(
1
|n− k|
1
|n− l|
)
(k,l)∈I\
∥∥∥∥∥
`p′×`p′
(∑
I\
wpk+l|ϕ+k+l|pwp−l−n|f−l |p
) 1
p
à
c2p
wn
‖Rnϕ+‖w,p‖f−‖w,p;−n.
Both estimates together yield
‖g+e−n‖1,w à 21/pc2p
(‖ϕ+‖w,p
〈n〉1/p +
‖Rnϕ+‖w,p
wn
)
‖f−‖w,p;−n,
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and, in a similar fashion,
‖g−en‖1,w à 21/pc2p
(‖ϕ−‖w,p
〈n〉1/p +
‖Rnϕ−‖w,p
wn
)
‖f+‖w,p;n.
Since ‖T 2nf‖w,p;n = ‖Φg‖w,p;n, we obtain by the Young inequality (Lemma A.7)
‖T 2nf‖pw,p;n à ‖ϕ‖pw,p
(‖g+e−n‖p1,w + ‖g−en‖p1,w)
= 2c2pp ‖ϕ‖pw,p
(‖ϕ‖w,p
〈n〉1/p +
‖Rnϕ‖w,p
wn
)p
‖f‖pw,p;n. v
Consequently, T 2n is a contraction on FL
w,p
c (T2) for all |n| sufficiently large. The threshold of |n|
can be chosen locally uniformly in ϕ on FLw,pc due to the Rnϕ term. We choose a neighborhood
Uϕ in FL
w,p
c and an integer Nw,ϕ,p á 1 such that for |n| á Nw,ϕ,p and on all of Uϕ
‖T 2n‖p, ‖T 2n‖w,p;n à
1
2
.
To simplify notation, write Nϕ,p in the case wn ≡ 1. In view of
Tˆn Í (Id− Tn)−1 = (Id+ Tn)(Id− T 2n)−1,
one then finds for every |n| á Nw,ϕ,p a unique solution
Φv = TˆnTnΦu
of the Q-equation. In turn, as I + TˆnTn = Tˆn, the P -equation yields
Aλu = Pn(Id+ TˆnTn)Φu = PnTˆnΦu.
Writing the latter as
Snu = 0, Sn : Pn → Pn, u, (Aλ − PnTˆnΦ)u,
we immediately conclude that there exists the following relationship.
Lemma 6.6 For ϕ ∈ FLpc (T2) with 1 à p < ∞ and |n| á Nϕ,p , a complex number λ ∈ Un is a
periodic eigenvalue of ϕ if and only if the determinant of Sn vanishes. Ï
Proof. Suppose f ∈ FL1,pc and Lf = λf , then by the preceding discussion Snu = 0. Conversely,
define for u ∈ Pn,
v = A−1λ QnTˆnΦu,
then v is an element of FL1,pc ∩Qn since A−1λ is 1-smoothing and leaves Qn invariant. In particular,
Φv = TnTˆnΦu is well defined, and it follows with Tˆn = I + TnTˆn that
Aλv = QnTˆnΦu = QnΦu+QnTnTˆnΦu = QnΦ(u+ v),
so the Q-equation is automatically satisfied. Moreover, if Snu = 0, then
Aλu = PnTˆnΦu = Pn(I + TnTˆn)Φu = PnΦ(u+ v).
Hence also the P -equation is satisfied, and λ is an eigenvalue of L with eigenfunction f = u+v . v
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Recall that Pn is the projection onto the two-dimensional space Pn. The matrix representation of
an operator B on Pn is given by(〈Be±n, e±n〉)±,±.
Therefore, we find for Sn the representation
Aλ =
(λ−npi
λ−npi
)
, PnTˆnΦ =
(a+n b+n
b−n a−n
)
,
with the coefficients of the latter matrix given by
a+n Í 〈TˆnΦe+n, e+n〉, b+n Í 〈TˆnΦe−n, e+n〉,
b−n Í 〈TˆnΦe+n, e−n〉, a−n Í 〈TˆnΦe−n, e−n〉.
We point out that these coefficients depend on λ and ϕ. It has been observed in [37, 18] that
these coefficients reflect certain symmetries of the Fourier coefficients of the potential ϕ.
Lemma 6.7 Suppose ϕ ∈ FLpc (T2), 1 à p <∞, and |n| á Nϕ,p . Then for any λ ∈ Un,
(i) a+n = a−n ≡ an,
(ii) an(λ) = an(λ) and, if ϕ∗ = ±ϕ, then b+n(λ) = ±b−n(λ). Ï
Proof. (a): Recall that Tn = ΦA−1λ Qn, and denote the complex conjugation of operators by Bu Í
Bu. From evaluating the bounded diagonal operators A−1λ and Qn at e
±
m, and using the identity
e±m = Pe∓m, we conclude
(A−1λ )
∗ = PA−1λ P = A−1λ , Q∗n = PQnP = Qn, P Í
(
1
1
)
.
Since A−1λ leavesQn invariant, and P2 = I, we find (A−1λ Qn)∗ = PA−1λ QnP . Together with Φ∗ = PΦP
this gives
(TnΦ)∗ = Φ∗(A−1λ Qn)∗Φ∗ = PTnΦP.
Inspecting the Neumann expansion of TˆnΦ yields (TˆnΦ)∗ = PTˆnΦP , thus
a+n = 〈TˆnΦe+n, e+n〉 = 〈e+n, (TˆnΦ)∗e+n〉
= 〈Pe+n, TˆnΦPe+n〉 = 〈TˆnΦe−n, e−n〉 = a−n.
b): Suppose ϕ∗ = ±ϕ. Then we have Φ∗ = ±Φ,
Tn(λ) = ΦA−1λ Qn = ±PΦA−1λ QnP = ±PTn(λ)P,
and using the identity Tˆn = (Id+ Tn)(Id− T 2n)−1 we find
(Tˆn(λ)Φ)∗ = ±P(Id+ Tn(λ))(Id− Tn(λ)2)−1PΦ = ±(Id± Tn(λ))(Id− Tn(λ)2)−1Φ.
Since Φ = ( ϕ−ϕ+ ) is anti-diagonal while Aλ and Qn are diagonal, we conclude that Tn is anti-
diagonal. Hence T 2n is diagonal and we obtain
a+n(λ) = 〈Tˆn(λ)Φe+n, e+n〉
= ±〈e+n, (Id± Tn(λ))(Id− T 2n(λ))−1Φe+n〉
= 〈e+n, Tn(λ)(Id− T 2n(λ))−1Φe+n〉
= 〈e+n, Tˆn(λ)Φe+n〉 = a+n(λ).
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For the case of b+n we get on the other hand,
b+n(λ) = 〈Tˆn(λ)Φe−n, e+n〉
= ±〈e−n, (Id± Tn(λ))(Id− T 2n(λ))−1Φe+n〉
= ±〈e−n, (Id− T 2n(λ))−1Φe+n〉
= ±b−n(λ). v
It follows that Sn may be written as
Sn(λ) =
(λ−npi − an −b+n
−b−n λ−npi − an
)
.
Since Tn and Φ are anti-diagonal while Id and T 2n are diagonal, all even terms 〈T 2kn Φe+n, e+n〉 in the
expansion of an vanish. Using Tˆn = (Id+ Tn)(Id− T 2n)−1, we thus conclude
an = 〈TˆnΦe+n, e+n〉 = 〈Tn(Id− T 2n)−1Φe+n, e+n〉. (1.14)
On the other hand, all odd terms in the expansion of bn vanish, such that
b±n −ϕ±2n = 〈(Tˆn − I)Φe∓n, e±n〉 = 〈T 2n(Id− T 2n)−1Φe∓n, e±n〉. (1.15)
We introduce the following notion for the sup-norm of a complex valued function on a domain
U ⊂ C,
|f |U Í sup
λ∈U
|f(λ)|.
Lemma 6.8 Suppose ϕ ∈ FLw,pc (Tn) with w ∈ M and 1 < p < ∞. Then for any |n| á Nϕ,w,p the
coefficients an and b±n are analytic functions on Un with bounds
(i)
∑
|n|áN
|an|pUn à cp
( ‖ϕ‖pp
N1∧(p−1)
+ ‖RN/2ϕ‖pp
)
‖ϕ‖pp.
(ii)
∑
|n|áN
w2n|b±n −ϕ±2n|Un à cp
 ‖ϕ+‖2pw,p
N1∧(p−1)
+ ‖RN/2ϕ‖2pw,p
‖ϕ±‖pw,p.
Here 1∧ (p − 1) Ímin(1, p − 1). Ï
Proof. Each term in the series expansions (1.14) of an and (1.15) of b±n is an analytic function in
λ on Un. Since ‖T 2n‖w,p;n à 1/2, the series expansions converge uniformly on Un, hence an and
b±n are analytic functions on Un. To obtain the estimates (i) and (ii), we introduce the sequence
un = (Id− T 2n)−1Φe+n . This sequence uniformly bounded in n, namely
‖un‖w,p;n à ‖(Id− T 2n)−1‖w,p;n‖Φe+n‖w,p;n à 2‖ϕ−en‖w,p;−n = 2‖ϕ−‖w,p.
The Fourier series expansion of un is denoted by
∑
m∈Z(u−m;ne−m +u+m;ne+m).
(i) A straightforward computation shows that
an = 〈Tnun, e+n〉 =
∑
m≠n
ϕ+n+m
λ−mpiu
−
m;n.
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To estimate the `p-norm of the sequence (an), we use Hölder’s inequality together with the esti-
mate ‖un‖p à ‖un‖w,p;n à 2‖ϕ−‖w,p ,
∑
|n|áN
|an|pUn à
∑
|n|áN
( ∑
m≠n
|ϕ+n+m|p
′
|m−n|p′
)p/p′ ∑
m∈Z
|u−m;n|p
p/p
à 2p‖ϕ−‖pp
∑
|n|áN
( ∑
m≠n
|ϕ+n+m|p
′
|m−n|p′
)p/p′
.
To proceed, we split up the inner sum and treat the cases where |m−n| > |n|/2 and the remainder
separately. If p á 2, then p/p′ á 1, hence we can apply Young’s inequality (B.1) and subsequently
Lemma B.1 to obtain
∑
|n|áN
 ∑
|m−n|á|n|/2
|ϕ+n+m|p
′
|m−n|p′
p/p′ à
 ∑
|l|áN/2
1
|l|p′
p/p′ ∑
m∈Z
|ϕ+m|p
 à cp ‖ϕ+‖ppN .
On the other hand, p/p′ < 1 for 1 < p < 2 and since (|a| + |b|)p/p′ à |a|p/p′ + |b|p/p′ for all
a,b ∈ C, we get
∑
|n|áN
 ∑
|m−n|á|n|/2
|ϕ+n+m|p
′
|m−n|p′
p/p′ à ∑
|n|áN
 ∑
|m−n|á|n|/2
|ϕ+n+m|p
|m−n|p
 à cp ‖ϕ+‖ppNp−1 .
To estimate the remainder in the case p á 2, that is p/p′ á 1, we use Young’s inequality together
with the fact that 0 < |m−n| < |n|/2 implies |m+n| á |n| to obtain
∑
|n|áN
 ∑
|m−n|<|n|/2
m≠n
|ϕ+n+m|p
′
|m−n|p′

p/p′
à
 ∑
|l|≠0
1
|l|p′
p/p′ ∑
|m|áN
|ϕ+m|p
 à cp‖RNϕ+‖pp.
If 1 < p à 2, then we use the simple inequality to get
∑
|n|áN
 ∑
|m−n|<|n|/2
m≠n
|ϕ+n+m|p
′
|m−n|p′

p/p′
à
∑
|n|áN
 ∑
|m−n|<|n|/2
m≠n
|ϕ+n+m|p
|m−n|p
 à cp‖RNϕ+‖pp.
This proves the estimate of the coefficients an.
(ii) Since the case of estimating b+n and b−n is similar, we concentrate on b−n . We first note that
b−n −ϕ−2n = 〈T 2nun, e−n〉 =
∑
k,l≠n
w2n
ϕ−n+l
λ− lpi
ϕ+l+k
λ− kpi u
−
k;n.
By the submultiplicity and the symmetry of the weight we thus find
w2n|〈T 2nun, e−n〉| à
∑
k,l≠n
wn+l|ϕ−n+l|
|n− l|
wl+k|ϕ+l+k|
|n− k| wk+n|u
−
k;n|.
The latter sum is split up into three parts defined by the index sets
Ink Í {k, l ≠ n : |n− k| > |n|/2},
Inl Í {k, l ≠ n : |n− l| > |n|/2},
In\ Í {k, l ≠ n : 1 à |n− k|, |n− l| à |n|/2}.
Let In denote any of these index sets, then by Hölder’s inequality with 1/p + 1/p′ = 1
∑
In
wn+l|ϕ−n+l|
|n− l|
wl+k|ϕ+l+k|
|n− k| wk+n|u
−
k;n| à ΣIn‖ϕ−‖w,p‖un‖w,p;n, (1.16)
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where
ΣIn =
∑
In
wp
′
l+k|ϕ+l+k|p
′
|n− l|p′|n− k|p′
1/p′ .
Note that if In = In] , then the second factor in (1.16) is actually ‖Rn/2ϕ−‖w,p instead of ‖ϕ−‖w,p .
We first consider the case where p á 2. For Ink by Young’s inequality B.3 with parameters γ,p2 = p
and β,α,p2, p3 = p′ we obtain
∑
|n|áN
|ΣInk |p à
 ∑
|k|>N/2
1
|k|p′
p/p′∑
l≠0
1
|l|p′
p/p′ ∑
m∈Z
wpm|ϕ+m|p
 à cp
N
‖ϕ+‖pw,p.
By analogous arguments, one obtains for Inl
∑
|n|áN
|ΣInl |p à
∑
k≠0
1
|k|p′
p/p′ ∑
|l|>N/2
1
|l|p′
p/p′ ∑
m∈Z
wpm|ϕ+m|p
 à cp
N
‖ϕ+‖pw,p.
Finally, note that |l+ k| á 2|n| − |n− k| − |n− l| á |n| for (k, l) ∈ In] and hence
∑
|n|áN
|ΣIn\ |p à
∑
k≠0
1
|k|p′
p/p′∑
l≠0
1
|l|p′
p/p′ ∑
|m|áN
wpm|ϕ+m|p
 à cp‖RNϕ+‖pw,p.
Altogether we thus have if p á 2
∑
|n|áN
wp2n|b−n −ϕ−2n|p à cp
‖ϕ‖2pw,p
N
+ ‖RNϕ‖2pw,p
‖ϕ−‖pw,p.
On the other hand, if 1 < p < 2, then the simple inequality (|a|+|b|)p/p′ à |a|p/p′ +|b|p/p′ gives
∑
|n|áN
ΣpIn =
∑
|n|áN
∑
In
wp
′
l+k|ϕ+l+k|p
′
|n− l|p′|n− k|p′
p/p′ à ∑
|n|áN
∑
In
wpl+k|ϕ+l+k|p
|n− l|p|n− k|p ,
and hence∑
|n|áN
|ΣInk |p +
∑
|n|áN
|ΣInl |p à
cp
Np−1
‖ϕ+‖pw,p,
∑
|n|áN
|ΣIn\ |p à cp‖RNϕ+‖pw,p.
This proves the claimed estimate for b−n . v
In consequence, the determinant of Sn
detSn = (λ−npi − an)2 − b+nb−n
is analytic on Un and close to (λ − npi)2 provided |n| is sufficiently large, so Rouche’s Theorem
can be used to estimate its roots.
Lemma 6.9 Let ϕ ∈ FLpc (T2), 1 < p < ∞, then there exists N? á Nϕ,p so that for any |n| á N?, the
determinant of Sn has exactly two complex roots ξ+n , ξ−n in Un, which are contained in the disc
Dn Í
{
|λ−npi| < pi
4
}
,
and satisfy |ξ+n − ξ−n |2 à 6|b+nb−n|Un as well as for any N á N?∑
náN
(|ξ+n −npi|p + |ξ+n −npi|p) à cp
( ‖ϕ‖pp
N1∧(p−1)
+ ‖RN/2ϕ‖pp
)
(1+ ‖ϕ‖pp)‖ϕ‖pp.
Here N? can be chosen locally uniformly in ϕ. Ï
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Proof. By the the estimates of the preceding lemma we can choose N? á Nϕ,p locally uniformly in
ϕ so that
|an|Un à pi/32, |b±n|Un à pi/16,
where we used that |b±n| à ‖R2nϕ‖p + |b±n −ϕ±2n|. Consequently,
|an|Un + |b+nb−n|1/2Un < infλ∈Un\Dn|λ−npi| =
pi
4
.
It follows from Rouche’s Theorem that the function h = λ− npi − an has a single root in Dn, just
as λ − npi . Furthermore, h2 and detSn have the same number of roots in Dn, namely two when
counted with multiplicity, while detSn clearly has no root in Un \Dn.
To estimate the roots, we write detSn = g+g− with
g± = λ−pin− an ∓ σn, σn =
√
b+nb−n ,
where the branch of the root is immaterial. Each root ξn of detSn is either a root of g+ or g−,
respectively, and thus satisfies ξn = pin+an(ξn)±σn(ξn), hence the estimate of
∑
náN |ξn−npi|p
follows from the preceding Lemma. Moreover,
|ξ+n − ξ+n | à |an(ξ+n)− an(ξ−n)| + |σn(ξ+)± σn(ξ−)|
à |∂λan|Dn|ξ+n − ξ−n | + 2|σn|Un .
Since dist(Dn, ∂Un) á pi/2−pi/4, we obtain from Cauchy’s estimate
|∂λan|Dn à
|an|Un
dist(Dn, ∂Un)
à
pi/32
pi/2−pi/4 à
1
8
,
which implies |ξ+n − ξ−n |2 à 6|b+nb−n|Un . v
We are now in a position to prove Propositions 6.1 and 6.3 which imply Theorem 1.2 and 1.5.
Proof of Propositions 6.1 & 6.3. Given ϕ ∈ FLpc (T2), we can choose according to Lemma 6.9 an
integer N? á Nϕ,p locally uniformly in ϕ so that for every |n| á N? the function detSn has
precisely two roots ξ+n and ξ−n in Un which are contained in Dn ⊂ Un. In view of Theorem 1.1,
{ξ+n , ξ−n} = {λ+n, λ−n}, and the estimate of the periodic eigenvalues follows. To obtain the refined
estimate of the gap lengths γn stated in Proposition 6.3 note that
|γn(ϕ)|p = |ξ+n − ξ−n |p à 6p/2|b+nb−n|p/2Un à 3p/2
(|b+n|pUn + |b−n|pUn).
Taking into account that |b±n| à |ϕ±n| + |b±n −ϕ±n|, it follows from the preceding line that
1
2p
∑
|n|áN
wp2n|γn|p à
∑
|n|áN
wp2n(|ϕ−2n|p + |ϕ+2n|p)+
∑
|n|áN
wp2n(|b−n −ϕ−2n|p + |b+n −ϕ+2n|p).
The claimed estimate of the gap lengths now follows from Lemma 6.8. v
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7. Overview
Let us briefly recall from [23] the construction of actions and angles for a potential ϕ ∈ L2r . It fol-
lows from the Lax-pair formulation of the NLS equation, that the periodic spectrum ofϕ, defined as
the spectrum of the Zakharov-Shabat operator L(ϕ) endowed with periodic boundary conditions,
is conserved by the NLS flow. The whole phase space L2r thus decomposes into isospectral sets
Iso(ϕ) Í {ψ ∈ L2r : specper (ϕ) = specper (ψ)},
which are invariant under the NLS flow. Moreover, the isospectral sets can be parametrized by the
Dirichlet eigenvalues (µn)n∈Z ofϕ (which are not conserved) plus the signs (σn)n∈Z, where, roughly
speaking, σn indicates the direction in which the Dirichlet eigenvalue µn is moving within the gap
Gn = [λ−n, λ+n] according to the NLS flow. It turns out that the isospectral set Iso(ϕ) is indeed
a compact connected torus whose dimension equals the number of noncollapsed gaps Gn of ϕ
– this number is infinite generically. The periodic spectrum is furthermore uniquely determined
by the sequence of squared gap-lengths γ2n(ϕ). These observations can be developed into the
construction of action-angle variables (In, θn)n∈Z, where the actions In are essentially given by γ2n
and play the role of squared radii of the torus Iso(ϕ), while the angles θn are defined in terms of
the Dirichlet spectrum.
To give a more precise definition of the action-angle variables, we introduce another charac-
terization of the periodic spectrum. Denote by M(x,λ,ϕ) the standard fundamental solution of
the ordinary differential equation L(ϕ)M = λM with M(x = 0) = Id, and denote by ∆(λ,ϕ) the
discriminant
∆(λ,ϕ) Í trM(1, λ,ϕ).
To simplify matters, we may drop some or all of its arguments from the notation whenever there is
no danger of confusion. The periodic spectrum of ϕ is precisely the zero set of the entire function
∆2(λ)− 4, which has the product representation
∆2(λ)− 4 = −4
∏
n∈Z
(λ+n − λ)(λ−n − λ)
pi2n
, pin Í

npi, n ≠ 0,
1, n = 0.
(2.1)
The action variables of ϕ ∈ L2r are now given by Arnold’s formula
In = 1pi
∫
Γn
λ∆•(λ)
c
√
∆2(λ)− 4 dλ, n ∈ Z. (2.2)
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Here Γn denotes a counterclockwise oriented circuit, which is circling sufficiently close around
Gn, and c
√
∆2(λ)− 4 denotes the canonical root, which is defined on C \⋃n∈ZGn, and has its sign
determined by
i c
√
∆2(λ)− 4 > 0, λ+0 < λ < λ−1 .
Proceeding from this definition, one can show that the action variables extend analytically to a
common complex neighborhood of L2r within L2c .
To define the angle variables, we also introduce the anti-discriminant δ as the anti-trace of the
fundamental solution
δ(λ,ϕ) Í anti tr M(1, λ,ϕ).
The angle variable θn of ϕ ∈ L2r is defined, provided γn ≠ 0, by
θn =
(∫ µn
λ−n
ψn(λ)
∗√∆2(λ)− 4 dλ mod 2pi
)
+
∑
m≠n
∫ µm
λ−m
ψn(λ)
∗√∆2(λ)− 4 dλ, (2.3)
where each path of integration is chosen to not intersect the gap Gn except at its end points,
and the sign of the root is chosen so that at the end point of the path ∗
√
∆2(λ)− 4∣∣λ=µn = δ(µn).
Furthermore, the functions ψn are entire functions of the form
ψn(λ) = − 2pin
∏
m≠n
σnm − λ
pin
, σnm =mpi + `2m,
which are characterized by the conditions
1
2pi
∫
Γm
ψn(λ)
c
√
∆2(λ)− 4 dλ = δmn, m,n ∈ Z.
The angle variable θn is only well-defined mod 2pi , and can be shown to be real analytic mod pi on
L2r \ Zn where Zn = {ψ ∈ L2r : γ2n(ψ) = 0} is a real analytic submanifold of L2r of codimension one.
These angles are canonically conjugated to the actions In in the sense that
{In, Im} = 0 on L2r , {θn, Im} = δnm on L2r \ Zn, {θn, θm} = 0 on L2r \ (Zn ∪ Zm).
The purpose of this chapter is to extend the definition of the action-angle variables to the case
where ϕ is in the Fourier Lebesgue space FLpr , 1 < p <∞. The main issue here is that for p > 2 the
notion of the fundamental solution is not available. The standard existence and uniqueness theory
for ordinary differential equations of the form ∂xM = A(x,ϕ)M is applicable for coefficients ϕ
in L1c , while for any p > 2 the space FL
p
r contains elements which are not measures. To avoid
these technical difficulties, we directly define the discriminant, for any ϕ in FLpc , in terms of an
appropriate infinite product representation involving the periodic eigenvalues. The estimates of
these eigenvalues obtained in the previous chapter ensure that this infinite product converges to an
entire function on C×FLpc which coincides, when restricted to C×L2c , with the classical discriminant.
Extending the canonical root in a similar fashion then allows to define the actions by the well known
formula (2.2). From this point, the construction of the functions ψn is straightforward and follows
by the procedure laid out in [23] for the case of ϕ ∈ L2c . Defining also the anti-discriminant in
terms of an infinite product ultimately allows to define the angle variables by formula (2.3). After
establishing the analyticity of the action-angle coordinates, it follows by a density argument from
the case p = 2 that they are canonically conjugated for any 1 < p <∞.
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The main results of this chapter can be summarized as follows.
Theorem 7.1 For any 1 < p <∞ there exists a neighborhood Wp of FLpr within FLpc so that
(i) each action-variable In, n ∈ Z, admits a real analytic extension to Wp ,
(ii) each angle-variable θn, n ∈ Z, defined modulo 2pi , is a real valued function on FLpr \ Zn and
extends to a real analytic function on Wp \ Zn when taken modulo pi .
(iii) The action-angle variables are canonically conjugated in the sense that
{In, Im} = 0 on FLpr ,
{θn, θm} = 0 on FLpr \ (Zn ∪ Zm),
{θn, Im} = δnm on FLpr \ Zn. Ï
8. Discriminant
In this section we extend the definition of the discriminant ∆(λ,ϕ) to the case where ϕ is an ele-
ment of the Fourier Lebesgue space FLpc by using an appropriate representation of ∆ as an infinite
product involving the periodic spectrum investigated in the previous chapter. We proceed by de-
riving several estimates of this extension, and also prove the continuity of the periodic spectrum
on FLpr .
For any ϕ ∈ L2c according to [23] the entire function ∆2(λ,ϕ) − 4 admits the infinite product
representation given in (2.1). Moreover, this function factors into (∆(λ,ϕ)− 2)(∆(λ,ϕ)+ 2) where
∆(λ,ϕ)−2 vanishes if and only if λ is a 1-periodic eigenvalue, while ∆(λ,ϕ)+2 vanishes if and only
if λ is a 1-antiperiodic eigenvalue. The factors ∆(λ,ϕ)− 2 and ∆(λ,ϕ)+ 2 can be shown to admit
an analogous representation as an infinite product involving only the 1-periodic and 1-antiperiodic
eigenvalues, respectively. Ifϕ is of real type, then λ±2n is 1-periodic while λ
±
2n+1 is anti-periodic. For
a general potential ϕ ∈ L2c not of real type, due to the lexicographical ordering of the eigenvalues,
it is no longer true that λ±2n (λ
±
2n+1) is 1-periodic (1-antiperiodic). However, one can choose N á 1
locally uniformly on L2c so that the circle of radius (2N+1/2)pi contains precisely 4N+2 1-periodic
and 4N 1-antiperiodic eigenvalues while for any |n| > N we have that λ±2n is 1-periodic while λ±2n+1
is 1-antiperiodic. Consequently, the sequence of 1-periodic eigenvalues, counted with multiplicities
and denoted by (λpk )k∈Z, can be ordered lexicographically so that
· · · ä λp2n−1 ä λp2n ä λp2n+1 ä λp2n+2 ä · · · , λp2n, λp2n+1 = 2npi + `2n.
Clearly, λp2n = λ−2n and λp2n+1 = λ+2n for all |n| sufficiently large. Similarly, the sequence of 1-
antiperiodic eigenvalues, counted with multiplicities and denoted by (λak)k∈Z, can be ordered lexi-
cographically so that
· · · ä λa2n−1 ä λa2n ä λa2n+1 ä λa2n+2 ä · · · , λa2n, λa2n+1 = (2n+ 1)pi + `2n,
where λa2n = λ−2n+1 and λa2n+1 = λ+2n+1 for all |n| sufficiently large. The product representation of
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the discriminant is now given by – c.f. [20]
∆(λ,ϕ)− 2 = −2
∏
m∈Z
(λp2m − λ)(λp2m+1 − λ)
pi22m
,
∆(λ,ϕ)+ 2 = 2
∏
m∈Z
(λa2m − λ)(λa2m+1 − λ)
pi22m+1
.
(2.4)
By Theorem 1.1 any potential ϕ ∈ FLpc , 1 < p < ∞ admits bi-infinite sequences of 1-periodic and
1-antiperiodic eigenvalues which can be ordered lexicographically so that
· · · ä λp2n−1 ä λp2n ä λp2n+1 ä λp2n+2 ä · · · , λp2n, λp2n+1 = 2npi + `pn,
· · · ä λa2n−1 ä λa2n ä λa2n+1 ä λa2n+2 ä · · · , λa2n, λa2n+1 = (2n+ 1)pi + `pn.
We use the formulas (2.4) to extend the definition of the discriminant to the case where ϕ ∈ FLpc .
Lemma 8.1 For any 1 < p <∞,
(i) the functions
f(λ,ϕ) = −2
∏
m∈Z
(λp2m − λ)(λp2m+1 − λ)
pi22m
,
g(λ,ϕ) = 2
∏
m∈Z
(λa2m − λ)(λa2m+1 − λ)
pi22m+1
,
are analytic on on C× FLpc .
(ii) ∆(λ,ϕ) = f(λ,ϕ) + 2 = g(λ,ϕ) − 2 is the unique analytic extension of the discriminant to
C× FLpc .
(iii) locally uniformly on FLpc and uniformly in λ ∉ Π Í
⋃
n∈ZDn as |λ| → ∞
∆(λ,ϕ) = (2 cosλ)(1+ o(1)),
∆•(λ,ϕ) = (−2 sinλ)(1+ o(1)).
In more detail, for every ε > 0 and ϕ ∈ FLpc there exists a neighborhood V of ϕ and Λ > 0 so
that
sup
λ∉Π
|λ|>Λ
∣∣∣∣∆(λ,ψ)2 cosλ − 1
∣∣∣∣ à ε, ψ ∈ V.
(iv) the periodic spectrum of ϕ ∈ FLpc is precisely the zero set of the entire function ∆2(λ) − 4
which admits the product representation
∆2(λ,ϕ)− 4 = f(λ,ϕ)g(λ,ϕ) = −4
∏
m∈Z
(λ+m − λ)(λ−m − λ)
pi2m
. Ï
Proof. (i) By Lemma D.5 and Theorem 1.2
fn(λ,ϕ) = −
∏
|m|àn
(λp2m − λ)(λp2m+1 − λ)
pi22m
converges locally uniformly to f on C× FLpc and f satisfies on C \Π
f(λ,ϕ) = −4 sin2(λ/2)(1+ o(1))
= (2 cosλ− 2)(1+ o(1)) = (2 cosλ)(1+ o(1))− 2.
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To prove analyticity in ϕ, choose an integer Nϕ á 1 and an open neighborhood Uϕ of ϕ within
FLpc according to Theorem 3.1. For each fixed n á Nϕ, the projector
Π+n (ψ) =
1
2pi i
∫
Cn
(λ− L(ψ))−1 dλ
∣∣∣∣
FLpper+
,
with Cn = {λ ∈ C : |λ| = (n + 1/2)pi}, is analytic on Uϕ. Its range P+n(ψ) Í Π+n (ψ)(FLpper+) is
finite dimensional, and we have for fn the identity
fn(λ,ψ) =
 ∏
|m|àn
1
pi22m
det
L(ψ)∣∣∣∣P+n (ψ) − λId
∣∣∣∣∣P+n (ψ)
.
After possibly shrinking Uϕ, the ranges of P+n(ϕ) and P+n(ψ) are isomorphic for allψ ∈ Uϕ and the
isomorphism Tψ : Pn(ϕ)→ Pn(ψ) depends analytically onψ – see [40, Remark 4.4]. Consequently,
fn(λ,ψ) =
 ∏
|m|àn
1
pi22m
det
T−1ψ L(ψ)Tψ∣∣∣∣P+n (ϕ) − λId
∣∣∣∣∣P+n (ϕ)
.
This shows the analyticity of fn on C × Uϕ. Since f is the locally uniform limit of fn the claimed
analyticity of f follows. The proof for g is similar.
(ii) The identity ∆ = f + 2 = g − 2 holds on L2c and extends by continuity to FLpc .
(iii) The estimate of ∆ follows from the one of f . The estimate of ∆• follows from Cauchy’s
estimate and the fact that | cosλsinλ | à e
|Iλ|
|sinλ| à 4 for λ ∉ Π – c.f. [23, Lemma 6.2].
(iv) In view of Lemma D.5 the zero set of the product f(λ,ϕ)g(λ,ϕ) is precisely the periodic
spectrum of ϕ counted with multiplicities. The product representation follows from the ones of f
and g. v
We are now in a position to prove the continuity of the periodic eigenvalues on FLpr . Note that for
a general potential in FLpc the periodic eigenvalues are not continuous due to the lexicographical
ordering.
λ+n
λ−n
λ+n
λ−n λ
−
n
λ+n
Figure 2.1.: Discontinuity of the periodic eigenvalues for a general potential.
Lemma 8.2 Suppose 1 < p <∞.
(i) At each point ϕ ∈ FLpr the functions ψ , λ±n(ψ), n ∈ Z, are continuous.
(ii) On FLpr
· · · à λ+n−1 < λ−n à λ+n < λ−n+1 à · · · . Ï
Proof. (i) Fix ϕ ∈ FLpr and any n > Nϕ. For each eigenvalue λ±m, |m| à n, let U±m denote a closed
disc of radius ε centered at λ±m. If we choose ε > 0 small enough, then any two discs are either
disjoint or identical (in case the corresponding eigenvalues are have the same position). The set
D = ⋃|m|ànU−m ∪U+m is compact and ∆2(λ,ϕ)− 4 does not vanish on ∂D. It follows from Rouche’s
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theorem, provided ‖ϕ−ψ‖p is sufficiently small, that ∆2(λ,ϕ)−4 and ∆2(λ,ψ)−4 have the same
number of roots, counted with multiplicity in each disc U±m, |m| à n. Moreover, it follows from the
lexicographical ordering that λ±m(ψ) is contained in U±m, that is |λ±m(ϕ)− λ±m(ψ)| < ε which gives
the claim.
(ii) Ifϕ is of real type, then the periodic spectrum is real and the lexicographical ordering reduces
to the ordering of real numbers
· · · à λ+n−1 à λ−n à λ+n à λ−n+1 à · · · .
Hence it is to show that distinct gaps are disjoint, that is λ+n−1 ≠ λ−n. For any ϕ ∈ L2r we have
(−1)n∆(λ±n) = 2, n ∈ Z, (2.5)
and by the continuity of the periodic spectrum this identity extends to FLpr . In particular, λ+n−1 ≠ λ−n
for all n ∈ Z. v
So for ϕ ∈ FLpr all periodic eigenvalues come in well separated pairs, forming the gaps
Gn = [λ−n, λ+n], n ∈ Z.
Moreover, for any λ ∈ Gn, one has
(−1)n∆(λ) á 2.
There can be no other points on the real line where this condition is true, since this would imply
the existence of additional periodic eigenvalues in view of the mean value theorem. Therefore, we
obtain the following characterization of the gaps, as subsets of the real line,
|∆(λ)| á 2a λ ∈
⋃
n∈Z
Gn.
We proceed by investigating the λ-derivative ∆• of the discriminant and its roots.
Lemma 8.3 For ϕ ∈ FLpc , 1 < p < ∞, and N > 0 sufficiently large, the function ∆• has one root λ•n
in each disc Dn, |n| > N , and 2N + 1 roots in the disc BN ; there are no other roots. Here, N can be
chosen locally uniformly in ϕ. If ϕ is of real type, then the roots are real. Ï
Proof. Since ∆•(λ) = (−2 sinλ)(1+o(1)) as |λ| → ∞ on C\Π locally uniformly inϕ by Lemma 8.1, it
follows from Rouche’s Theorem that each disc Dn for |n| > N sufficiently large contains precisely
one root, while CN = {λ ∈ C : |λ| à (N + 1/2)pi} contains 2N + 1 roots when counted with
multiplicity. Applying Rouche’s Theorem on CN+k, k á 1, shows that there are no other roots.
Suppose ϕ is of real type, then (−1)n∆(λ) á 2 on Gn and (−1)n∆(λ) < 2 on (λ+n, λ−n−1). Conse-
quently, ∆ has an extremum in each gap Gn, and it follows by a simple counting argument that all
roots of ∆• are such extrema. v
The previous lemma shows λ•n = npi +O(1) locally uniformly in ϕ. To improve the asymptotics
of the roots of ∆• we need the following estimate.
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Lemma 8.4 For any potential in FLpc , 1 < p <∞ and any sequence λn with λn ∈ Dn,
∆(λn) = 2 cosλn + `pn, ∆•(λn) = −2 sinλn + `pn,
locally uniformly on FLpc . Ï
Proof. The claim for ∆ follows from Lemma D.9 and the claim for ∆• follows from Cauchy’s esti-
mate. v
Lemma 8.5 At each potential in FLpc , 1 < p < ∞, the roots of the function ∆• form a bi-infinite
sequence · · · ä λ•n−1 ä λ•n ä λ•n+1 ä · · · so that
λ•n = npi + `pn, ∆•(λ,ϕ) = 2
∏
m∈Z
λ•m − λ
pim
, (2.6)
where the estimate is locally uniform in ϕ. Moreover, each function ψ , λ•n(ψ) is continuous at any
point ϕ ∈ FLpr . Ï
Proof. By the estimate of Lemma 8.4
0 = ∆•(λ•n) = sinλ•n + `pn,
hence sinλ•n = `pn. By Lemma 8.3, there exists N á 1 such that |λ•n − npi| à pi/4 for |n| > N
thus λ•n = npi + `pn. Since N can be chosen locally uniformly in ϕ and
∑
|n|àN |λ•n −npi|p is locally
uniformly bounded, we conclude the estimate of λ•n is locally uniform in ϕ.
As a consequence, by Lemma D.5 the infinite product
φ(λ) = 2
∏
m∈Z
λ•m − λ
pim
is a well defined entire function with roots λ•m, m ∈ Z. The quotient of φ and ∆• is therefore
an entire function as well. Moreover, by Lemma D.5 the asymptotic behavior of φ is φ(λ) =
(−2 sinλ)(1 + o(1)) uniformly on C \ Π as |λ| → ∞, hence in view of Lemma 8.1 the quotient
converges uniformly to 1 as |λ| → ∞ which proves that φ = ∆•.
The continuity of the roots λ•n on FL
p
r is proved using Rouche’s Theorem in analogous fashion to
the proof of Lemma 8.2. v
It follows by continuity that λ−n à λ•n à λ+n for any ϕ ∈ FLpr . This shows that for real type
potentials ∆ attains a single strict extremum within each gap Gn and has no other critical points
on the real line.
The following result is an adaption of [23, Lemma 6.9] and improves on the asymptotics of λ•n
stated in Lemma 8.5.
Lemma 8.6 Locally uniformly on FLpc , 1 < p <∞, for |n| sufficiently large
λ•n − τn = γ2n`pn. Ï
Proof. Write ∆2(λ)− 4 = 4((τn − λ)2 − γ2n/4)∆n(λ) where
∆n(λ) = 1pi2n
∏
m≠n
(λ+m − λ)(λ−m − λ)
pi2m
.
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By Lemma D.8 and the fact that sin(λ−npi)λ−npi = 1+O(λ−npi) uniformly on Dn
sup
λ∈Dn
∣∣∣∣∣∆n(λ)−
(
sin(λ−npi)
λ−npi
)2∣∣∣∣∣ = `pn.
Hence from λ•n = npi + `pn we conclude ∆n(λ•n) = 1+ `pn. Moreover, by Cauchy’s estimate
∂λ
(
∆n(λ)−
(
sin(λ−npi)
λ−npi
)2)∣∣∣∣
λ•n
= `pn
Since sin(λ−npi)λ−npi =
∫ 1
0 cos(s(λ − npi)) ds, we conclude ∂λ
(
sin(λ−npi)
λ−npi
)2 = O(λ − npi) and thus get
∆•n(λ•n) = `pn. Consequently,
0 = 1
4
(∆2(λ)− 4)
∣∣∣∣
λ•n
= 2(λ•n − τn)∆n(λ•n)+
(
(λ•n − τn)2 − γ2n/4
)
∆•n(λ•n),
and hence, since λ•n − τn = O(1),
(1+ `pn)(λ•n − τn) = γ2n`pn.
For all |n| sufficiently large, the prefactor on the left hand side is uniformly bounded away from
zero so that λ•n − τn = γ2n`pn. v
9. Characteristic functions for the Dirichlet and Neumann spectra
In this section we extend the definition of the characteristic functions of the Dirichlet and Neumann
spectra as well as the anti-discriminant to the case where ϕ ∈ FLpc .
Denote by M =
(
m1 m2
m3 m4
)
the fundamental solution of ϕ ∈ L2c . The Dirichlet spectrum (µn)n∈Z is
precisely the zero set of the entire function
χD = m`4 + m`3 − m`2 − m`12i
– see [23, Section 5]. Moreover, χD admits the following product representation
χD(λ,ϕ) = −
∏
m∈Z
µm − λ
pim
.
Similarly, the Neumann spectrum (νn)n∈Z is the zero set of the entire function
χN(λ,ϕ) = m`4 − m`3 + m`2 − m`12i ,
which admits the product representation
χN(λ,ϕ) = −
∏
m∈Z
νm − λ
pim
.
We use these product representations and the asymptotic behavior of the Dirichlet and Neumann
spectra obtained in the previous chapter to extend the functions χD and χN to the case where
ϕ ∈ FLpc .
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Lemma 9.1 Suppose 1 < p <∞.
(i) The functions
hD(λ,ϕ) = −
∏
m∈Z
µm − λ
pim
hN(λ,ϕ) = −
∏
m∈Z
νm − λ
pim
are analytic functions on C × FLpc whose zero sets are precisely the Dirichlet and Neumann
spectra, respectively.
(ii) At each point ϕ ∈ FLpr the functions
ψ , µn(ψ), ψ , νn(ψ), n ∈ Z,
are continuous.
(iii) On FLpr
· · · à λ+n−1 < λ−n à µn, νn à λ+n < λ−n+1 à · · · . Ï
Proof. The proof of claim (i) is completely analogous to the proof of Lemma 8.1 and is therefore
omitted. The continuity stated in item (ii) follows from Rouche’s Theorem analogously to the proof
of Lemma 8.2. Finally, we note that on L2r one has (−1)n∆(µn) á 2 for any n ∈ Z and by continuity
this identity extends to FLpr , which shows that µn ∈ Gn as claimed in (iii). The proof for νn is
similar. v
Mutantis mutandis one obtains the same results for the auxiliary D and N spectra, whose charac-
teristic functions on L2c are given by
χ∗D(λ,ϕ) =
m`4 + im`3 + im`2 − m`1
2i
= −
∏
m∈Z
µ∗m − λ
pim
,
χ∗N(λ,ϕ) =
m`4 − im`3 − im`2 − m`1
2i
= −
∏
m∈Z
ν∗m − λ
pim
.
In particular, the anti-discriminant may be written as
δ = m`2 + m`3 = χ∗D − χ∗N .
Lemma 9.2 Suppose 1 < p <∞.
(i) The anti-discriminant δ(λ,ϕ) admits an analytic extension to C× FLpc .
(ii) At any simple Dirichlet eigenvalue µn one has
∆2(µn)− 4 = δ(µn)2.
(iii) Locally uniformly on FLpc
δ(µn) = `pn, δ˙(µn) = `pn.
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Proof. (i) Since χ∗D and χ
∗
N admit an analytic extension to C× FLpc in terms of their product repre-
sentation, the analytic extension of the anti-discriminant is given by δ = χ∗D − χ∗N .
(ii) The identity ∆2(µn) − 4 = δ(µn)2 holds on L2c for any Dirichlet eigenvalue. If the Dirichlet
eigenvalue is simple at ϕ, it is a simple root of χD and hence by the implicit function theorem
defines an analytic function locally around ϕ. The claimed identity thus follows by density and
continuity.
(iii) By Lemma D.9 we have χ∗D(λ,ϕ) − sinλ = `pn and χ∗N(λ,ϕ) − sinλ = `pn uniformly on Dn
hence
δ(λ) = χ∗D(λ,ϕ)− χ∗N(λ,ϕ) = `pn
uniformly on Dn. The second estimate follows by Cauchy’s estimate. v
10. Potentials of almost real type
To obtain several analyticity results we need to consider potentials in some small complex neigh-
borhood of FLpr . In this section we choose this neighborhood in such a way that the spectra
of potentials of that neighborhood are isolated in the following sense: We say that a sequence
(Un)n∈Z of complex discs forms a set of isolating neighborhoods for a potential ϕ in FL
p
c if it has
the following properties
(i) Gn ⊂ Un and µn, νn, λ•n ∈ Un for any n ∈ Z.
(ii) There exists a constant c á 1 such that for all m ≠ n
c−1|m−n| à dist(Um, Un) à c|m−n|. (2.7)
(iii) For |n| sufficiently large, Un = Dn.
Lemma 10.1 For any 1 < p < ∞ there exists an open an connected neighborhood Wˆp of FLpc with
the property that each potentialϕ ∈ Wˆp admits an open and connected neighborhood Vϕ, such that
there exists a common sequence (Un)n∈Z of isolating neighborhoods centered on the real line for all
potentials in Vϕ. Ï
Throughout this text we denote by Vϕ an open neighborhood of ϕ ∈ Wˆp so that a common set
of isolating neighborhoods (Un)n∈Z exists.
Proof. By Theorem 1.2, Theorem 1.5, and Lemma 8.5 for each potential ϕ ∈ FLpr there exists an
integer Nϕ á 0 and an open neighborhood Vϕ such that for all |n| > Nϕ
Gn(ψ) ⊂ Un, µn(ψ), νn(ψ), λ•n(ψ) ∈ Un, ψ ∈ Vϕ, (2.8)
with Un = Dn for |n| > Nϕ. Since λ±n, λ•n, µn, and νn are continuous at ϕ, and
. . . λ+n−1 < λ
−
n à λ•n, µn, νn à λ+n < λ−n+1 à . . . ,
after possibly shrinking Vϕ, there exist mutually disjoint discs Un, |n| à N , centered at the real
line, such that (2.8) also holds for |n| à Nϕ. Finally, we set Wˆp =
⋃
ϕ∈FLpr Vϕ. v
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Un
Un−1 Un+1
λ−n
λ+n
λ•n
µn
νn
Gn
Figure 2.2.: Isolating neighborhoods Un.
As an immediate consequence of this lemma, all Dirichlet and Neumann eigenvalues are simple
and all λ•n, n ∈ Z, are simple roots of ∆• on Wˆp . By the implicit function theorem, they are therefore
real analytic functions on Wˆp . The periodic eigenvalues, in contrast, are not even continuous on
Wˆp due to the lexicographical ordering. However, certain symmetric expressions involving the
periodic eigenvalues are indeed continuos and even real analytic on Wˆp .
Lemma 10.2 Suppose 1 < p <∞.
(i) For each k á 1 the functions
(λ+n)k + (λ−n)k, n ∈ Z,
are real analytic on Wˆp .
(ii) Consequently, the functions
τn = (λ+n + λ−n)/2, γ2n = (λ+n − λ−n)2, n ∈ Z,
are real analytic on Wˆp with asymptotics
τn = npi + `pn, γ2n = `p/2n ,
locally uniformly on Wˆp .
(iii) Moreover,
(λ+n − λ)(λ−n − λ) = (τn − λ)2 − γ2n/4
is a real analytic function on C× Wˆp . Ï
Proof. (i): The proof of the analyticity is analogous to the proof of [23, Lemma 12.3]. For anyψ ∈ Vϕ
the only roots of ∆2(λ) − 4 which are contained in Un are λ+n and λ−n. Therefore, by the argument
principle for any k á 1
(λ+n)k + (λ−n)k =
1
2pi i
∫
∂Un
2∆(λ)∆•(λ)
∆2(λ)− 4 λ
k dλ.
Since ∆2(λ)− 4 does not vanish on ∂Un × Vϕ, the right hand side is analytic on Vϕ.
(ii): By writing τn = (λ+n + λ−n)/2 and γ2n = 2(λ+n)2 + 2(λ−n)2 − (λ+n + λ−n)2, the analyticity follows
from item (i). The asymptotic behavior has been proved in Theorem 1.2.
(iii): The identity (λ+n−λ)(λ−n−λ) = (τn−λ)2−γ2n/4 follows from a straightforward computation
and the right hand side is real analytic on C× Wˆp . v
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It is convenient to denote by +
√
the principal branch of the square root which is analytic on the
complex plane minus the ray (−∞,0]. Moreover, we define the standard roots
wn(λ,ϕ) = s
√
(λ+n − λ)(λ−n − λ), λ ∉ Gn, n ∈ Z,
by the condition
wn(λ,ϕ) Í (τn − λ) +
√
1− γ2n/4(τn − λ)2, λ ∉ Gn. (2.9)
Lemma 10.3 For any ϕ ∈ Wˆp , 1 < p < ∞, and n ∈ Z, the standard root wn is analytic in λ on
C \Gn and analytic in both variables on (C \Un)× Vϕ. Moreover, there exists a constant c á 1 such
that for any m ≠ n
c−1|m−n| à |wn(λ,ψ)| à c|m−n|, (λ,ψ) ∈ Um × Vϕ. (2.10)
Finally,
1
2pi i
∫
Γm
dλ
wn(λ)
= −δm,n, m ∈ Z,
for any counterclockwise oriented contour Γm around Gm inside Um. Ï
Proof. The claimed analyticity of wn follows from the analyticity of τn and γ2n on Vϕ and the fact
that 1−γ2n/4(τn−λ)2 ∈ C\(−∞,0] for all λ ∉ Gn. The estimate (2.10) is obtained from estimate (2.7)
of the isolating neighborhoods and the representation |wn(λ)| = +
√|λ+n − λ||λ−n − λ|. Finally, the
integral identity follows by continuity from the case p = 2 considered in [23, Lemma 12.6]. v
If γn = 0, then wn(λ) = (τn − λ) is analytic on Un. On the other hand, if γn ≠ 0, the standard
root wn extends continuously to the sides G±n of Gn defined by
G±n Í {λ±t ∈ C : −1 à t à 1}, λ±t Í τn + (t ± i0)γn/2, (2.11)
and admits opposite signs on opposite sides of G±n . Indeed
wn(λ±t ) = ∓i
γn
2
+√1− t2, −1 à t à 1. (2.12)
λ−n λ+n
+1 −1
+i
−i
Figure 2.3.: Signs of wn(λ) around Gn.
Lemma 10.4 Suppose γn ≠ 0 and f is continuous on Gn, then
sup
λ∈G+n∪G−n
∣∣∣∣∣ 1pi
∫ λ
λ−n
f(z)
wm(z)
dz
∣∣∣∣∣ à maxλ∈Gn|f(λ)|. Ï
Proof. We choose the parametrization λ±t of G±n to obtain for −1 à t à 1,∫ λ±t
λ−n
f(z)
wm(z)
dz = ±i
∫ t
−1
f(λ±r )
+√1− r 2 dr .
Since
∫ 1
−1
1
+√1−r2 dr = pi , the claim follows immediately. v
A significant part of this work is concerned with infinite products involving the standard roots.
Our first result is the following adaption of [23, Lemma 12.7].
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Lemma 10.5 For any ϕ in Wˆp , 1 < p <∞, and n ∈ Z,
fn(λ) = 1pin
∏
m≠n
wm(λ)
pim
defines a function which is analytic in λ on C \ ⋃m≠nGm and analytic in both variables on (C \⋃
m≠nUm)× Vϕ. Moreover, fn does not vanish on these domains. Ï
Proof. For the sake of brevity we only consider the case n = 0. The proof can be adapted easily to
the case of any n ≠ 0. Let
ak = wk(λ)pik − 1 =
wk(λ)−pik
pik
, k ≠ 0.
Then each ak is bounded in λ on compact subsets of C \
⋃
m≠nGm, and one has
ak = τk −pik − λpik +
τk − λ
pik
(
+
√
1− γ2k/4(τk − λ)2 − 1
)
.
Fix any compact subset Λ of C \⋃m≠nGm, then there exists an KΛ á 1 such that for all |k| á KΛ∣∣∣∣τk − λpik
(
+
√
1− γ2k/4(τk − λ)2 − 1
)∣∣∣∣ à ∣∣∣∣τk − λpik
∣∣∣∣
∣∣∣∣∣ γ2k4(τk − λ)2
∣∣∣∣∣ à
∣∣∣∣γkk
∣∣∣∣∣∣∣∣ γkτk − λ
∣∣∣∣,
uniformly on Λ. In particular,
ak + a−k = (τk −pik)− (τ−k −pi−k)pik +
`p/2k
k2
= `
p
k
k
,
and
aka−m = O(1)k2 +
`p/2k
k3
+ `
p/4
k
k4
.
This implies ak + a−k = `1k and aka−k = `1k, hence the infinite product∏
k≠0
wk(λ)
pik
=
∏
ká1
(1+ ak + a−k + aka−k)
converges absolutely and locally uniformly to a function which is analytic in λ on C\⋃m≠nGm and
analytic in both variables on (C \⋃m≠nUm)× Vϕ – see [23, Theorem A.4]. v
An immediate consequence is a result about the analyticity of quotients of infinite products of
the form discussed in Appendix D and fn.
Corollary 10.6 For any ϕ ∈ Wˆp , σ − σ 0 ∈ `p , and n ∈ Z,∏
m≠n
σm − λ
wm(λ)
is analytic on (C \⋃m≠nUm)× `p × Vϕ. Ï
We are now in a position to extend the canonical root. By the definitions of wn and fn, and
Lemma 8.1 (iv),
∆2(λ)− 4 = −4w2n(λ)f 2n(λ).
This allows us to define the canonical root for any ϕ ∈ Wˆp by
c
√
∆2(λ)− 4 Í 2iwn(λ)fn(λ) = 2i
∏
m∈Z
wm(λ)
pim
. (2.13)
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Lemma 10.7 For any ϕ ∈ Wˆp the canonical root is analytic in λ on C \ ⋃m∈ZGm and analytic in
both variables on (C \⋃m∈ZUm)× Vϕ. Ï
In particular, if γn = 0, then c
√
∆2(λ)− 4 = 2i(τn − λ)fn(λ) is analytic on Un, while for γn ≠ 0
the canonical root extends continuously to each side of Gn and admits opposite signs on opposite
sides of Gn,
c
√
∆2(λ)− 4
∣∣∣∣
G+n
= − c
√
∆2(λ)− 4
∣∣∣∣
G−n
. (2.14)
λ−n λ+n
+i(−1)n −i(−1)n
−(−1)n
+(−1)n
Figure 2.4.: Signs of c
√
∆2(λ)− 4 around Gn.
Our next result is an adaption of [23, Lemma 12.10] providing an asymptotic estimate of functions
of the form considered in Corollary 10.6 which will be used in numerous places of this work.
Lemma 10.8 For any ϕ ∈ Wˆp , 1 < p <∞, and σ − σ 0 ∈ `p with σ − τ ∈ `q, q á 1,
sup
λ∈Un
∣∣∣∣∣ ∏
m≠n
σm − λ
wm(λ)
− 1
∣∣∣∣∣ = `qn + `p/2n + `1+n ,
locally uniformly on `p × Vϕ. As a consequence,
sinλ
λ−npi
(
1
pin
∏
m≠n
wm(λ)
pim
)−1
= 1+ `qn + `p/2n + `1+n , λ ∈ Un
locally uniformly on Vϕ. Ï
Proof. By (2.7) there exists c > 0 so that for all m ≠ n and λ ∈ Un
|γm|2
4|τm − λ|2
à
c2
4
|γm|2
|m−n|2 .
Since γm = `pm, we can choose N á 0 so that for all m ∈ Z and all |n| á N
c2
4
|γm|2
|m−n|2 à

c2‖γ‖2p/2/|n|2 à 1/2, |m−n| á |n|/2,
c2‖R|n|/2γ‖2p/2 à 1/2, 1 à |m−n| < |n|/2.
Furthermore, for any m ≠ n and λ ∈ Un
σm − λ
wm(λ)
= σm − λ
τm − λ
(
1− γ
2
m
4(τm − λ)2
)−1/2
,
hence the product
∏
m≠n
σm−λ
wm(λ) can be written in the form( ∏
m≠n
σm − λ
τm − λ
) ∏
m≠n
(
1− γ
2
m
4(τm − λ)2
)−1/2.
To estimate the first term one can argue as in the proof of Lemma D.6 to obtain
∏
m≠n
σm − λ
τm − λ − 1
∣∣∣∣
Un
= `qn + `1+n .
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To estimate the second term we use the estimate |(1− x)−1/2 − 1| à |x| for |x| à 1/2 which gives
for |n| á N∣∣∣∣∣∣
(
1− γ
2
m
4(τm − λ)2
)−1/2
− 1
∣∣∣∣∣∣ à
∣∣∣∣∣ γ2m4(τm − λ)2
∣∣∣∣∣ à c24 |γm|
2
|m−n|2 à
1
2
.
Let Sn =
∑
m≠n
|γm|2
|m−n|2 . If p á 2, we can apply Young’s inequality (B.1) to find Sn = `
p/2
n , while for
1 < p < 2 the basic inequality (|a| + |b|)p/2 à |a|p/2 + |b|p/2 gives Sn = `p/2n . Hence by Lemma D.1
we get
sup
λ∈Un
∣∣∣∣∣∣ ∏m≠n
(
1− γ
2
m
4(τm − λ)2
)−1/2
− 1
∣∣∣∣∣∣ = `p/2n .
Going through the arguments of the proof one verifies that the estimate of each factor holds locally
uniformly on `p × Vϕ. v
Remark 10.9. This estimate is optimal with respect to p if p > 2 in the following sense: Suppose
σm = τm for all m then in view of Remark D.7 of Appendix D
sup
λ∈Un
∣∣∣∣∣ ∏
m≠n
σm − λ
wm(λ)
− 1−
∑
m≠n
γ2m
(m−n)2
∣∣∣∣∣ = `p/4n + `1+n ,
while the term
∑
m≠n
γ2m
(m−n)2 is `
p/2
n but not better. Ç
The next results improves the estimate of λ•n − τn given in Lemma 8.6 so that it is also valid for
|n| small.
Lemma 10.10 Locally uniformly on Wˆp , 1 < p <∞,
λ•n = τn + γ2n`pn.
In more detail, for any potential in Wˆp there exists C > 0 and a neighborhood V in Wˆp such that
for any ϕ in V there is a sequence (an)n∈Z with
∑
n∈Z|an|p < ∞ and |λ•n − τn| à |γ2nan| for any
n ∈ Z. Ï
Proof. By Lemma 8.6 for any potential in Wˆp there exists C > 0, N á 0, and a neighborhood V such
that λ•n − τn = γ2nan for |n| á N and∑
|n|áN
|an|p à C, ϕ ∈ V.
By the same arguments as in [23, Lemma 12.11], after possibly shrinking V ,
λ•n − τn = O(γ2n)
uniformly on V . This completes the proof. v
We conclude this section by investigating the quotient of ∆• and the canonical root - c.f. [59,
Lemma 2.2]. In view of (2.6) and (2.13) this quotient admits the product representation
∆•(λ,ψ)
c
√
∆2(λ,ψ)− 4
= −i
∏
m∈Z
λ•m(ψ)− λ
wm(λ,ψ)
. (2.15)
By Corollary 10.6, for any ϕ ∈ Wˆp , the quotient is analytic in λ on C\⋃n∈ZGn and analytic in both
variables on (C \ ⋃n∈ZUn) × Vϕ. We call a path in the complex plane admissible for ϕ ∈ FLpc if,
except possibly at its endpoints, it does not intersect any gap Gm(ϕ).
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λ−n
λ+n
Figure 2.5.: Two admissible paths from λ−n to λ+n.
Lemma 10.11 For each ϕ ∈ Wˆp , 1 < p <∞,
(i) the function ∆
•(λ,ψ)
c√∆2(λ,ψ)−4 extends analytically to C \
⋃
γm≠0Gm,
(ii) for any admissible path from λ−n to λ+n in Un,∫ λ+n
λ−n
∆•(λ,ψ)
c
√
∆2(λ,ψ)− 4
dλ = 0.
In particular, for any closed circuit Γn in Un around Gn,∫
Γn
∆•(λ,ψ)
c
√
∆2(λ,ψ)− 4
dλ = 0. Ï
Proof. (i) Clearly, ∆
•(λ,ψ)
c√∆2(λ,ψ)−4 is analytic on C \
⋃
m∈ZGm. Furthermore, if γn = 0, then λ•n = τn by
Lemma 10.10. Hence the nth term in the product representation equals one,
∆•(λ,ψ)
c
√
∆2(λ,ψ)− 4
= −i
∏
m≠n
λ•m − λ
wm(λ)
,
and by Corollary 10.6 the quotient extends analytically to all of Un.
(ii) We first consider the case ofϕ being of real type. Clearly, the functionalψ ,
∫
∂Un
∆•(λ)
c√∆2(λ)−4 dλ
is analytic on Vϕ. Further, for any ψ ∈ Vϕ of real type, one has (−1)n∆(λ) á 2 on Gn. After
deforming the contour of integration to Gn, we therefore get according to the definition of the
canonical root – see Figure 2.4 –∫
∂Un
∆•(λ)
c
√
∆2(λ)− 4 dλ = 2
∫ λ+n
λ−n
(−1)n+1∆•(λ)
+√∆2(λ)− 4 dλ = −2 cosh−1 (−1)
n∆(λ)
2
∣∣∣∣λ+n
λ−n
= 0.
Thus
∫
∂Un
∆•(λ)
c√∆2(λ)−4 dλ vanishes on Vϕ ∩ FL
p
r and hence on all of Vϕ by Lemma E.2. It follows from
the Cauchy Theorem that
∫
Γn
∆•(λ)
c√∆2(λ)−4 dλ = 0 for any closed circuit Γn in Un around Gn. In fact,
since Wˆp = ⋃ϕ∈FLpr Vϕ, the claim holds true on all of Wˆp .
Now fix ϕ ∈ Wˆp arbitrary. The identity ∫ λ+nλ−n ∆•(λ)c√∆2(λ)−4 = 0 clearly holds in the case λ+n = λ−n. If
λ+n ≠ λ−n, then the canonical root admits opposite signs on the opposite sides G±n of Gn
c
√
∆2(λ)− 4
∣∣∣∣
G−n
= − c
√
∆2(λ)− 4
∣∣∣∣
G+n
.
Defining the contour Γn by going from λ−n to λ+n along the right hand side G−n of Gn and then going
back from λ+n to λ−n along the left hand side G+n of Gn gives
0 =
∫
Γn
∆•(λ)
c
√
∆2(λ)− 4 = 2
∫ λ+n
λ−n
∆•(λ)
c
√
∆2(λ)− 4∣∣G−n dλ = −2
∫ λ+n
λ−n
∆•(λ)
c
√
∆2(λ)− 4∣∣G+n dλ.
By contour deformation it then follows that
∫ λ+n
λ−n
∆•(λ)
c√∆2(λ)−4 = 0 along any admissible path in Un. v
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For any ϕ ∈ Wˆp we have a set of isolating neighborhoods (Um)m∈Z which work for a whole
neighborhood Vϕ of ϕ. Moreover, by the locally uniform asymptotic behavior of the periodic
eigenvalues, we can choose a common set of counterclockwise oriented circuits Γn, n ∈ Z, which
are contained in Un, and a common set of open neighborhoods U ′n of Γn so that Γn circles around
Gn and U ′n ⊂ Un \Gn for any potential in Vϕ. The action variables of ϕ are now defined by
In Í 1pi
∫
Γn
λ∆•(λ)
c
√
∆2(λ)− 4 , n ∈ Z. (2.16)
In view of Lemma 10.11, the integrand is analytic on U ′n × Vϕ for each n ∈ Z, hence by the Cauchy
Theorem the definition of the actions is independent of the chosen circuit Γn and the particular
choice of the isolating neighborhoods.
Lemma 11.1 Each action In is analytic on Wˆp , 1 < p <∞, with gradient
∂In = − 1pi
∫
Γn
∂∆(λ)
c
√
∆2(λ)− 4 dλ. (2.17)
On FLpr each In is real, nonnegative, and vanishes if and only if γn vanishes. Ï
Proof. The analyticity of In follows immediately from Lemma 10.11. According to [23, Theorem 13.1]
the identity (2.17) holds on Wˆ2 and hence extends to Wˆp , p > 2, since both hand sides are analytic
in ϕ. If γn = 0, then the integrand of the action In is analytic on Un by Lemma 10.11, so In = 0.
Suppose ϕ is of real type, and γn ≠ 0, then using Lemma 10.11 we may write the actions in the
form
In = 1pi
∫
Γn
(λ− λ•n)∆•(λ)
c
√
∆2(λ)− 4 dλ =
2
pi
∫ λ+n
λ−n
(−1)n+1(λ− λ•n)∆•(λ)
+√∆2(λ)− 4 dλ,
where in the second step we deformed the contour of integration to the interval Gn and took into
account the signs of the canonical root – see Figure 2.4. Since (−1)n+1(λ − λ•n)∆•(λ) á 0 on Gn,
the integrand is strictly positive on the interior of the gap Gn. Therefore, In is real and strictly
positive. v
We introduce the set
Zn = {ϕ ∈ Wˆp : γ2n(ϕ) = 0},
Gn
Un
U ′n
Γn
Figure 2.6.: The circuits Γn.
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of potentials with a collapsed nth gap. By Lemma 10.2 the function γ2n is analytic on Wˆp , hence Zn
is an analytic subvariety of Wˆp . The next result shows that there exists a common neighborhood
of FLpr so that each quotient In/γ2n, n ∈ Z, defined a-priori only on Wˆp \ Zn, admits a real analytic
extension to that neighborhood.
Theorem 11.2 For any 1 < p < ∞ there exists a complex neighborhood Wp ⊂ Wˆp of FLpr , on which
each quotient In/γ2n is analytic and locally uniformly of the form
4In
γ2n
= 1+ `p/2n + `1+n .
The real part of In/γ2n is positive and locally uniformly bounded away from zero so that
ξn Í +
√
4In/γ2n
is a well defined real analytic nonvanishing function on Wp satisfying ξn = 1 + `p/2n + `1+n locally
uniformly. At the zero potential ξn = 1 for all n ∈ Z. v
Proof. In view of (2.15) we may write for any n ∈ Z
∆•(λ)
c
√
∆2(λ)− 4 = −i
λ•n − λ
wn(λ)
χn(λ), χn(λ) Í
∏
m≠n
λ•m − λ
wm(λ)
, (2.18)
where in view of Corollary 10.6 the function χn is analytic on (C \
⋃
m≠nUn) × Vϕ. For the action
In one hence finds
In = ipi
∫
Γn
(λ•n − λ)2
wn(λ)
χn(λ) dλ.
On Vϕ \Zn we may shrink the contour of integration to the interval Gn and use the parametrization
λt = τn + tγn/2 of Gn together with wn
∣∣
G±n(λt) = ∓iγn2
+√1− t2 from (2.12) to obtain
In = 2pi
∫ 1
−1
(λ•n − τn − tγn/2)2
+√1− t2 χn(λt) dt.
Consequently,
4In
γ2n
= 2
pi
∫ 1
−1
(tn − t)2
+√1− t2 χn(λt) dt, tn =
λ•n − τn
γn/2
. (2.19)
Since tn = γn`pn = O(γn) by Lemma 10.10, we conclude that for γn → 0,
4In
γ2n
→ 2
pi
∫ 1
−1
t2
+√1− t2χn(τn) dt = χn(τn).
Therefore, In/γ2n extends continuously to all of Vϕ. Since τn is analytic on Vϕ and χn is analytic
on Un × Vϕ, also χn(τn) is analytic on Vϕ. We conclude with [23, Theorem A.6] that In/γ2n extends
analytically to all of Vϕ.
Since λ•m − τm = γ2m`pm = `p/2m locally uniformly on Wˆp , we conclude with Lemma 10.8 that
sup
λ∈Gn
|χn(λ)− 1| = `p/2n + `1+n
locally uniformly on Wˆp . Therefore, since tn = `p/2n ,
4In
γ2n
= 2
pi
∫ 1
−1
(tn − t)2
+√1− t2 dt + `
p/2
n + `1+n = 1+ `p/2n + `1+n ,
locally uniformly on Wˆp . Finally, on FLpr we have locally uniformly as |n| → ∞
0 <
4In
γ2n
→ 1,
which, together with the fact that ξ2n = χn(τn) for γn = 0, gives the remaining claims. v
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The goal for this section is to show that there exists a common neighborhoodWp ⊂ Wˆp of FLpr so
that for any potential ϕ ∈Wp there exists a family of entire functions of the form
ψn(λ) = − 2pin
∏
k≠n
σnk − λ
pik
, σnk = kpi + `pk , (2.20)
satisfying for all m,n ∈ Z
1
2pi
∫
Γm
ψn(λ)
c
√
∆2(λ)− 4 dλ = δnm.
We essentially follow the construction laid out in [23, Section 14], adapting each step to the situation
where ϕ ∈ Wˆp carefully analyzing the decay properties of the involved quantities.
As in the introduction of the previous section, given ϕ ∈ Wˆp , we choose circuits Γm,m ∈ Z, and
open neighborhoods U ′m of Γm such that Γm circles around Gm and U ′m ⊂ Um \Gm for any potential
in Vϕ. Then wm is analytic on U ′m × Vϕ for any m ∈ Z.
Theorem 12.1 For any 1 < p < ∞ there exists an open neighborhood Wp ⊂ Wˆp of FLpr such that
each potential in Wp admits a family of entire functions ψn, n ∈ Z, of the form (2.20) such that
1
2pi
∫
Γm
ψn(λ)
c
√
∆2(λ)− 4 dλ = δnm, m,n ∈ Z. (2.21)
The possibly complex roots σnk , k ≠ n, of ψn depend real analytically on ϕ such that
σnk = τk + γ2k`pk
uniformly in n and locally uniformly on Wp . If ϕ is of real type, then λ−k à σ
n
k à λ
+
k for all k ≠ n.
In particular, σnk = kpi for ϕ = 0. Ï
We formulate this goal as a functional statement and apply the implicit function theorem. Given
ϕ ∈ Wˆp and n ∈ Z, we are looking for a solution s = (sk)k≠n in `pnˆ,C Í `p(Z \ {n},C) to the
equation
Fn(ϕ, s) = 0
where Fn = (Fnm)m≠n is defined by
Fnm(ϕ, s) = Anm(ϕ)fn(s) Í (n−m)
∫
Γm
fn(s, λ)
c
√
∆2(λ)− 4 dλ (2.22)
with fn(λ) ≡ fn(s, λ) given by
fn(s, λ) = − 2pin
∏
k≠n
σk − λ
pik
, σk Í pik+ sk. (2.23)
We note the following simple observation whose prove is identical to the one of Lemma [23,
Lemma 14.2].
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Lemma 12.2 Let m ≠ n. Suppose ϕ is in FLpr , 1 < p < ∞, and f is real analytic in a neighborhood
of the interval Gm. If Anmf = 0, then f has a root in Gm.
A crucial ingredient into the construction is the following estimate, which follows from the mean-
value theorem – c.f. Lemma [23, Lemma 14.3].
Lemma 12.3 If ϕ is in Wˆp , 1 < p < ∞, and f is analytic in a neighborhood of Gm containing Γm,
then
1
2pi
∣∣∣∣∣
∫
Γm
f(λ)
wm(λ)
dλ
∣∣∣∣∣ à maxλ∈Gm|f(λ)|.
Moreover, if Gm is a real interval and f is real analytic, then for some µ ∈ Gm
1
2pi i
∫
Γm
f(λ)
wm(λ)
dλ = −f(µ). Ï
In a first step we establish the analyticity of the maps Fn, n ∈ Z.
Lemma 12.4 For each 1 < p <∞ and n ∈ Z, formula (2.22) defines a real analytic map
Fn : Wˆp × `pnˆ,C → `pnˆ,C, Fn(ϕ, s) = (Fnm(ϕ, s))m≠n.
The maps Fn, n ∈ Z, are locally uniformly bounded on Wˆp × `pnˆ,C and uniformly in n. More to
the point,
∑
m≠n|Fnm(ϕ, s)|p < C where C > 0 can be chosen locally uniformly on Wˆp × `pnˆ,C and
uniformly in n. Ï
To simplify notation we write
fn(λ)
c
√
∆2(λ)− 4 =
σm − λ
wm(λ)
ζnm(λ), (2.24)
where by the product representations (2.23) and (2.13)
ζnm =
i
wn(λ)
∏
k≠m,n
σk − λ
wk(λ)
, σk = kpi + sk ∈ Uk.
Sometimes it is more convenient to write ζnm(λ) = 1i 1σn−λζm(λ) with
ζm(λ) = −
∏
k≠m
σk − λ
wk(λ)
, (2.25)
where we have set σn = npi + sn so that σn ∈ Un. Since sk = `pk by assumption, Lemma 10.8 yields
ζm(λ)
∣∣
Um = −1+ `
p
m
locally uniformly on Vϕ × `pC . Since for m ≠ n
σn − λ
n−m
∣∣∣∣
Um
= pi +O
(
1
n−m
)
,
locally uniformly on `pC and uniformly in n. We conclude that
(n−m)ζnm
∣∣
Um =
i
pi
+O
(
1
n−m
)
+ `pm, (2.26)
locally uniformly on Vϕ × `pC and uniformly in n.
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Proof. Fix an arbitrary n ∈ Z then in view of (2.22) and (2.24)
Fnm = (n−m)
∫
Γm
σm − λ
wm(λ)
ζnm(λ) dλ. (2.27)
After possibly shrinking Vϕ we can choose an open neighborhood U ′m of Γm such that U ′m ⊂ Um\Gm
for any potential in Vϕ. In particular,wm is analytic on U ′m×Vϕ by Lemma 10.3 and does not vanish
there. By Corollary 10.6, ζnm is analytic on U ′m × Vϕ × `pC,nˆ. Consequently, the integrand is analytic
on U ′m×Vϕ×`pC,nˆ for anym ≠ n, hence Fnm is analytic on Wˆp×`pC,nˆ. Moreover, by Lemma 12.3 and
estimate (2.26),
Fnm = O
(
max
λ∈Gm
|σm − λ|
)
locally uniformly on Wˆp × `pC,nˆ and uniformly in n. Since σm = τm + `pm and maxλ∈Gm |τm − λ| =
|γm/2|, we conclude
sup
n≠m
|Fnm| = `pm.
The map Fn : Wˆp × `pC,nˆ → `pC,nˆ is thus locally bounded and hence analytic on Wˆp × `pC,nˆ. The
uniform boundedness with respect to n follows immediately.
It remains to show that Fnm is real valued on FL
p
r × `pnˆ. Note that if ϕ is of real type, then wm(λ)
is real valued for λ ∈ R \Gm. Consequently, ζm is real analytic on Um, hence
Fnm =
(n−m)
i
∫
Γm
1
wm(λ)
σm − λ
σn − λ ζm(λ) dλ
is real valued in view of Lemma 12.3. v
We proceed by investigating the Jacobian of Fn. For our purposes it suffices to restrict ourselves
to the open domain Ωp ⊂ FLpr × `pR of points (ϕ, s) with
σm =mpi + sm ∈ Um, m ∈ Z.
By analyticity the Jacobian of Fn is a bounded linear operator Qn on `pnˆ which may be represented
by an infinite matrix (Qnmr ) with elements
Qnmr =
∂Fnm
∂sr
, m, r ≠ n.
Lemma 12.5 On Ωp , 1 < p <∞, the matrix elements Qnmr of Qn are real and satisfy for m,r ≠ n
0 ≠ Qnmm = 2+O
(
1
m−n
)
+ `pm, Qnmr =
`pm
m− r , m ≠ r ,
locally uniformly on Ωp and uniformly in n. Ï
Proof. By Lemma 12.4 the elements Qnmr are real on Ωp . Moreover, for all m,r ≠ n with m ≠ r
∂ζnm
∂sr
= ζ
n
m
σr − λ
so that
Qnmr = (n−m)
∫
Γm
σm − λ
σr − λ
ζnm(λ)
wm(λ)
dλ.
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By Lemma 12.3 and (2.26), supn≠m|Qnmr | is of the order of
max
λ∈Gm
∣∣∣∣σm − λσr − λ
∣∣∣∣ = `pm|m− r |
locally uniformly on Ωp . For m = r the same arguments lead to
Qnmm = (n−m)
∫
Γm
ζnm(λ)
wm(λ)
dλ.
In this case, Lemma 12.3 and (2.26) leads with some µ ∈ Gm to
Qnmm = −2pi i(n−m)ζnm(µ) = 2+O
(
1
m−n
)
+ `pm,
locally uniformly on Ωp and uniformly in n. The roots of ζnm are precisely the σk with k ≠ m,n.
Thus ζnm does not vanish on Gn since σk ∈ Uk by assumption. So Qnmm ≠ 0 for all m ≠ n. v
Lemma 12.6 At any point in Ωp , 1 < p <∞, the Jacobian Qn of Fn is of the form
Qn = Dn +Kn : `pnˆ → `pnˆ
where Dn is a linear isomorphism in diagonal form and Kn is a compact operator. Ï
Proof. Let Dn be the diagonal of Qn then by Lemma 12.5
0 ≠ Qnmm → 2, |m| → ∞,
so Dn has a bounded inverse on `pnˆ. Moreover, K
n = Qn −Dn is a bounded linear operator on `pnˆ
with vanishing diagonal elements and
Knmr = Qnmr =
`pm
m− r , m ≠ r .
Since
∑
m
(∑
r
|Knmr |p
′
)p/p′
=
∑
m
`1m
( ∑
r≠m
1
|r −m|p′
)p/p′
<∞,
the operator Kn can be uniformly approximated by finite rank operators and is hence compact. v
Lemma 12.7 At each point in Ωp , 1 < p <∞, each Jacobian Qn is one-to-one on `pnˆ. Ï
Proof. Suppose that Qnh = 0 for some h ∈ `pnˆ. By Lemma D.4, fn, defined in (2.23) is an analytic
function on C× `pnˆ,C. In particular, φn(λ) Í ∂ε
∣∣
ε=0 fn(λ, s + εh) is an entire function and for each
m ≠ n
0 =
∑
r≠n
Qnmrhr = (n−m)
∫
Γm
φn(λ)
c
√
∆2(λ)− 4 dλ.
Since φn(λ) is real analytic, it follows from Lemma 12.2 that φn(λ) has a root ρm in each Gm with
m ≠ n. The circle Cν = {|λ| = νpi +pi/2} is contained in C \
⋃
k∈ZUk provided ν ∈ N is sufficiently
large. Thus σr − λ ≠ 0 for any r ∈ Z and λ ∈ Cν such that
φn(λ) =
∑
r≠n
(∂sr fn(λ))hr = fn(λ)
∑
r≠n
hr
σr − λ.
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Using the product representation of the sine we obtain
fn(λ)
σn − λ
2 sinλ
=
∏
m∈Z
σm − λ
mpi − λ,
hence for λ ∈ Cν the quotient of φ(λ) = φn(λ)(σn − λ)/2 and sinλ can be written as
φ(λ)
sinλ
= φn(λ)σn − λ2 sinλ =
∑
r≠n
hr
σr − λ
∏
m∈Z
σm − λ
mpi − λ.
The infinite product on the right hand side is of the order 1 + o(1) for λ ∈ Cν as ν → ∞ by
Lemma D.5. Moreover, supλ∈Cν
1
|σr−λ| = O
(
1
r−ν
)
, hence by Hölder’s inequality
sup
λ∈Cν
∣∣∣∣∣∑
r≠n
hr
σr − λ
∣∣∣∣∣ à Cp
 ∑
|r |>ν/2
|hr |p
1/p + ‖h‖p
 ∑
|r |àν/2
1
|σr − νpi|p′
1/p′ → 0,
as ν →∞. Consequently, φ(λ)sinλ = o(1) on the circles Cν as ν →∞. Sinceφ vanishes at ρm =mpi+`
p
m
for m ≠ n as well as at σn it follows from the Interpolation Lemma E.1 that φ and hence φn
vanishes identically, which implies h = 0. v
The preceding two lemmas together with the Fredholm alternative prove the following.
Corollary 12.8 At each point in Ωp , 1 < p < ∞, each Jacobian Qn, n ∈ Z, is a linear isomorphism
of `pnˆ. Ï
We are now in a position to invoke the implicit function theorem to construct the solutions sn of
the equation Fn(ϕ, sn) = 0.
Proposition 12.9 For 1 < p <∞ and any n ∈ Z there exists a unique real analytic map
sn : FLpr → `pnˆ
with graph in Ωpnˆ such that F
n(ϕ, sn(ϕ)) ≡ 0 everywhere. Moreover, for any ϕ ∈ FLpr we have
σnm(ϕ) ∈ Gm for all m ≠ n. Ï
Proof. Suppose (ϕ, s) ∈ Ωpnˆ is a solution of F(ϕ, s) = 0. It follows from Lemma 12.2 that fn has a
root ρm in each Gm, m ≠ n. Since the Gm are pairwise disjoint and λ±m =mpi + `pm it follows that
these are the only roots of fn hence σm = ρm ∈ Gm.
By Lemma 12.4, Corollary 12.8, and the implicit function theorem, any solution (ϕ0, s0) of the
equation F(ϕ, s) = 0 can be locally extended so that s is a real analytic function ofϕ in a neighbor-
hood of ϕ0. We claim that by the continuation method this map can be extended to any ϕ ∈ FLpr .
To this end, suppose (ϕk, sk) is a sequence in Ωp with F(ϕk, sk) = 0 so that ϕk → ϕ in FLpr .
Clearly, the endpoints of Gm(ϕk) converge to the end points of Gm(ϕ) by Lemma 8.2. Moreover,
since for any m ∈ Z the interval Gm(ϕk), k á 1, is compact, after possibly passing to a subse-
quence, also σm(ϕk) is convergent as k → ∞. Let σm(ϕ) denote the limit, then σm(ϕ) ∈ Gm(ϕ)
and Fnm(ϕ, s(ϕ)) = 0 with s(ϕ) = (σm(ϕ)−mpi)m≠n. Hence (ϕ, s(ϕ)) ∈ Ωp and we can apply the
implicit function theorem at (ϕ, s(ϕ)). This shows that the continuation method applies. Since
FLpr is simply connected, any particular solution (ϕ0, s0) of Fn(ϕ, s) = 0 thus extends uniquely
and globally to a real analytic map sn : FLpr → `pnˆ with graph in Ωpnˆ satisfying Fn(ϕ, sn(ϕ)) = 0
everywhere.
At ϕ = 0 one solution is given by s(0) = 0 as one can verify straightfowardly using Cauchy’s
formula. This solution is also unique, because Gm(0) = {mpi} for any m ∈ Z. Hence there is
exactly one such analytic map. v
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Lemma 12.10 All real analytic maps sn : FLpr → `pnˆ, 1 < p < ∞, of Proposition 12.9 extend to a
complex neighborhoodWp ⊂ Wˆp of FLpr which is independent of n so that for any potentialϕ ∈ FLpr
and any n ∈ Z, the restriction of the solution sn to Wp ∩ Vϕ satisfies σnm ∈ Um for any m ≠ n. Ï
Proof. In a first step we show that for each (ϕ, s) ∈ Ωp the inverse of the JacobianQn at (ϕ, (sk)k≠n)
is uniformly bounded with respect to n ∈ Z. First recall that for m,r ≠ n
Qnmr =
1
ipi
∫
Γm
σm − λ
σr − λ
npi −mpi
σn − λ
ζm(λ)
wm(λ)
dλ,
where we have chosen sn so that σn = npi + sn ∈ Un. Then we have uniformly for λ in Um
npi −mpi
σn − λ = 1+
(npi − σn)+ (λ−mpi)
σn − λ = 1+O
(
1
n−m
)
. (2.28)
In particular,
lim
n→∞Q
n
mr = Q∗mr =
1
ipi
∫
Γm
σm − λ
σr − λ
ζm(λ)
wm(λ)
dλ.
Note that the right hand side is well defined for all m,r ∈ Z including the case where m,r = n. By
the same arguments as in the proof of Lemma 12.5 one concludes
0 ≠ Q∗mm = 2+ `pm, Q∗mr =
`pm
m− r , m ≠ r , (2.29)
hence these elements define a bounded linear operator on `pR which we denote by Q∗. We now
also view Qn as an operator on `pR by setting Qnnn = 2 and Qnmn = Qnnm = 0 for m ≠ n. We claim
Qn → Q∗ in the `p-operator norm.
For any h ∈ `pR
‖(D∗ −Dn)h‖pp =|(Q∗nn − 2)hn|p +
∑
m≠n
∣∣∣∣∣ 1ipi
∫
Γm
(
npi −mpi
σn − λ − 1
)
ζm(λ)
wm(λ)
dλhm
∣∣∣∣∣
p
.
First note that
|(Q∗nn − 2)hn|p = `1n‖h‖pp.
Furthermore, npi−mpiσn−λ − 1 =
npi−σn
σn−λ +
λ−mpi
σn−λ and one has by Lemma 12.3∫
Γm
npi − σn
σn − λ
ζm(λ)
wm(λ)
dλ = O(sn),
∫
Γm
λ−mpi
σn − λ
ζm(λ)
wm(λ)
dλ = O
( |γm| + |τm −mpi|
|n−m|
)
,
locally uniformly on Ωp , hence
∑
m≠n
∣∣∣∣∣ 1ipi
∫
Γm
(
npi −mpi
σn − λ − 1
)
ζm(λ)
wm(λ)
dλhm
∣∣∣∣∣
p
= ‖h‖ppO
(
`1n + sup
m≠n
|γm|p + |τm −mpi|p
|m−n|p
)
= ‖h‖ppO
`1n + 1|n|p + ∑|m−n|á|n|/2(|γm|p + |τm −mpi|p)
.
So we conclude ‖D∗ −Dn‖p → 0 as n → ∞. In the sequel, we show by similar arguments that also
‖K∗ −Kn‖p → 0 as n→∞. For any h ∈ `pR
‖(K∗ −Kn)h‖pp =
∣∣∣∣∣∑
r≠n
(Q∗nr −Qnnr )hr
∣∣∣∣∣
p
+
∑
m≠n
∣∣∣∣∣ ∑
r≠m
(Q∗mr −Qnmr )hr
∣∣∣∣∣
p
.
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For the first summand, using Qnnr = 0 and (2.29), we obtain with Hölder’s inequality∣∣∣∣∣∑
r≠n
(Q∗nr −Qnnr )hr
∣∣∣∣∣
p
= `1n
∣∣∣∣∣∑
r≠n
hr
n− r
∣∣∣∣∣
p
à `1n‖h‖pp.
The second summand is decomposed as
∑
m≠n
∣∣∣∣∣ ∑
r≠m
(Q∗mr −Qnmr )hr
∣∣∣∣∣
p
à I + II,
where
I =
∑
m≠n
∣∣∣∣∣∣ ∑r≠m,n 1pi
∫
Γm
σm − λ
σr − λ
(
npi −mpi
σn − λ − 1
)
ζm(λ)
wm(λ)
dλhr
∣∣∣∣∣∣
p
,
II =
∑
m≠n
∣∣∣∣∣ 1ipi
∫
Γm
σm − λ
σn − λ
ζm(λ)
wm(λ)
dλhn
∣∣∣∣∣
p
.
For the second term we obtain
II = ‖h‖ppO
(
sup
m≠n
|γm|p + |τm − σm|p
|m−n|p
)
= ‖h‖ppO
 1
|n|p +
∑
|m−n|á|n|/2
(|γm|p + |τm − σm|p)
,
while for the first term∣∣∣∣∣ 1pi
∫
Γm
σm − λ
σr − λ
(
npi −mpi
σn − λ − 1
)
ζm(λ)
wm(λ)
dλ
∣∣∣∣∣
à sup
λ∈Gm
∣∣∣∣σm − λσr − λ
∣∣∣∣ |σn −npi| + |λ−mpi||σn − λ| = `
p
m
|r −m|
`pn + `pm
|n−m| =
`pm
|n−m|
1
|r −m| ,
and hence
I =
∑
m≠n
`1m
|n−m|p
∣∣∣∣∣∣ ∑r≠m,n hrr −m
∣∣∣∣∣∣
p
à O
 1
|n|p +
∑
|m|á|n|/2
`1m
‖h‖pp.
Thus we conclude ‖K∗ − Kn‖p → 0 as n → ∞. By going through the arguments of the proof one
checks that the convergence of Qn = Dn +Kn to Q∗ = D∗ +K∗ is locally uniform on Ωp . For each
n ∈ Z, Qn is a continuous map on Ωp with values in the space of linear operators on `pR. By the
locally uniform convergence Q∗ is continuous on Ωp as well. Moreover, by the same arguments as
in the proof of Lemma 12.7, it follows that Q∗ is boundedly invertible at each point in Ωp . Since
the set
Π(ϕ) =
∏
m∈Z
(
Gm(ϕ)−mpi
)
is compact in `pR, the operatorQ∗(ϕ, s) is indeed uniformly boundedly invertible for s = (sm)m∈Z ∈
Π(ϕ). By continuity also Qn(ϕ, s) is uniformly boundedly invertible for all sufficiently large n and
all s ∈ Π(ϕ) and hence for all n by Corollary 12.8. This concludes the first step of the proof.
By Lemma 12.4 the map Fn is locally uniformly bounded on Wˆp×`pnˆ,C and uniformly with respect
to n. It follows from Cauchy’s estimate that for everyϕ there exists a neighborhood V ofϕ×Π(ϕ)
such that
‖Qn(ψ, t)−Qn(ϕ, s)‖ à O(‖ψ−ϕ‖), (ψ, t) ∈ V,
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where the implicit constant can be chosen uniformly on V and uniformly in n. After possibly
shrinking V , we may apply the standard estimate
‖(Q+ δQ)−1‖ à 2‖Q−1‖ for all δQ with ‖Q−1δQ‖ à 1
2
to Q = Qn(ϕ, s) to obtain a bound of the inverse of the Jacobian Qn which is uniform with respect
to n and locally uniform on an open simply connected neighborhood of Ωp which is contained in
⋃
ϕ∈FLpr
Vϕ × {s ∈ `pC : σm ∈ Um(ϕ) for all m ∈ Z},
where (Um)m∈Z is a sequence of isolating neighborhoods ofϕ. The solutions sn obtained in Propo-
sition 12.9 can thus be extended using the implicit function theorem to an n independent open
simply connected neighborhood Wp ⊂ Wˆp of FLpr such that for every ψ ∈ Vϕ ∩W with ϕ ∈ FLpr
σnm(ψ) =mpi + snm(ψ) ∈ Um(ϕ), m ≠ n. v
We have thus shown that each potential in Wp admits a family of entire functions ψn = fn(sn)
whose roots σnk , k ≠ n, depend real analytically on ϕ and are contained in Uk. Moreover, the
functions ψn satisfy the integral equations (2.21) for m ≠ n. Next we check this condition also for
m = n.
Lemma 12.11 For any ϕ ∈Wp , 1 < p <∞, and any n ∈ Z∫
Γn
fn(sn, λ)
c
√
∆2(λ)− 4 dλ = 2pi. Ï
Proof. Fix ϕ ∈Wp and n ∈ Z. The integrals over the cycles Γm, m ≠ n, vanish by the construction
of the solution sn. Hence,∫
Γn
fn(sn, λ)
c
√
∆2(λ)− 4 dλ =
∫
Cν
fn(sn, λ)
c
√
∆2(λ)− 4 dλ
for the circles Cν = {|λ| = νpi + pi/2} provided ν > |n| is sufficiently large. Recall that σnm =
mpi + snm(ϕ) for m ≠ n, hence by setting σnn = τn we obtain from (2.23)
fn(sn, λ)
c
√
∆2(λ)− 4 =
i
σn − λ
∏
m∈Z
σm − λ
wm(λ)
.
Since σnm =mpi + `pm by the construction of the solution sn, Lemma D.5 shows∏
m∈Z
σnm − λ
pim
∣∣
Cν = (1+ o(1)) sinλ
∣∣
Cν , as ν →∞.
Similarly, one concludes
∏
m∈Z
wm(λ)
pim
∣∣
Cν = (1+ o(1)) sinλ
∣∣
Cν as ν →∞, implying that∏
m∈Z
σnm − λ
wm(λ)
∣∣∣∣
Cν
= 1+ o(1), ν →∞.
Consequently,
lim
ν→∞
∫
Cν
fn(sn, λ)
c
√
∆2(λ)− 4 dλ = limν→∞
∫
Cν
i
σn − λ dλ = 2pi. v
To complete the proof of Theorem 12.1 it remains to establish the asymptotics of the roots σnm
of ψn.
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Lemma 12.12 On the complex neighborhood Wp ⊂ Wˆp , 1 < p <∞, of FLpr of Lemma 12.10
σnm = τm + γ2m`pm[n]
uniformly in n and locally uniformly on Wp . In more detail, there exists a sequence αnm so that
σnm = τm + γ2mαnm where∑
m∈Z
|αnm|p à C,
and C > 0 can be chosen uniformly in n and locally uniformly on Wp . Ï
Proof. Let ϕ ∈ Wp and let (Um)m∈Z be a sequence of isolating neighborhoods which work for a
neighborhood Vϕ ⊂Wp of ϕ. Given a solution sn of Fn(ϕ, sn) we obtain from rewriting (2.27)
0 =
∫
Γm
σnm − λ
wm(λ)
χnm(λ) dλ, m ≠ n. (2.30)
Here χnm is the analytic function on Um, m ≠ n, given by
χnm(λ) =
pi
i
n−m
σnn − λζm(λ), (2.31)
with ζm defined as in (2.25) and we set σnn = τn. It follows from (2.26) that
χnm(λ)
∣∣
Um = i+O
(
1
n−m
)
+ `pm[n] = i+ `pm[n], m ≠ n, (2.32)
meaning that |χnm− i|Um = αnm where
∑
m≠n|αnm|p à C and the constant C can be chosen uniformly
in n. Expanding χnm at λ = τm up to first order gives
χnm(λ) = χnm(τm)+ (λ− τm)bnm(λ).
The sequence of circuits Γm can be chosen so that infm∈Z dist(Γm, ∂Um) > 0. Consequently, by
Cauchy’s estimate
sup
λ∈Γm
|bnm(λ)| = `pm[n]
locally uniformly on Vϕ where the implicit constant is uniform in n. Arguing as in the proof of
Lemma 10.3 shows that
1
2pi i
∫
Γm
σnm − λ
wm(λ)
dλ = 1
2pi i
∫
Γm
σnm − τm
wm(λ)
dλ+ 1
2pi i
∫
Γm
τm − λ
wm(λ)
dλ = τm − σnm.
Inserting the expansion of χnm and the above expression into (2.30) gives
χnm(τm)(σnm − τm) =
1
2pi i
∫
Γm
(σnm − λ)(λ− τm)
wm(λ)
bnm(λ) dλ. (2.33)
In view of (2.31) there exists c > 0 so that
|χnm(τm)| á c|ζm(τm)|, n ≠m.
Since ζm(τm) = −1+ `pm and ζm does not vanish on Gm we conclude infn∈Z,m≠n|χnm(τm)| > 0. As
a consequence, for all n ∈ Z and m ≠ n by (2.33)
|σnm − τm| à max
λ∈Gm
|σnm − λ||γm|`pm[n]
à (|σnm − τm| + |γm|/2)|γm|`pm[n].
(2.34)
Since σnm ∈ Um we have σnm − τm = O(1) uniformly in m ≠ n. Substituting this estimate into the
right hand side of (2.34) gives σnm − τm = γm`pm[n] locally uniformly on Wp and uniformly in n.
Reinserting this estimate into (2.34) then yields σnm − τm = γ2m`pm[n] locally uniformly on Wp and
uniformly in n. v
71
Chapter 2. Liouville coordinates
13. Angles
LetWp denote the common complex neighborhood of FLpr on which the functions ψn, n ∈ Z, exist
according to Theorem 12.1. Following [23, Section 15], one can define the angular coordinate θn for
potentials ϕ in Wp \ Zn by the formula
θn(ϕ) = ηn(ϕ)+
∑
m≠n
βnm(ϕ)
where
ηn(ϕ) =
∫ µn
λ−n
ψn(λ)
∗√∆2(λ)− 4 dλ mod 2pi
and for m ≠ n and actually all ϕ ∈Wp
βnm(ϕ) =
∫ µm
λ−m
ψn(λ)
∗√∆2(λ)− 4 dλ.
The integrals are taken along any admissible path from λ−m to µm inside the isolating neighborhood
Um, that is the paths contain besides their starting point λ−m and possibly their endpoint µm no
point of Gm. For µm ≠ λ±m the sign of the square root is chosen such that
∗
√
∆2(µm)− 4 = δ(µm)
while in case µm = λ±m the sign does not matter as in view of (2.21) for m = n the integral is only
affected by a multiple of 2pi and for m ≠ n the integral is zero.
By the same arguments as in [23, Section 15], one proves the following.
Theorem 13.1 Suppose 1 < p <∞.
(i) For any m ≠ n the functions βnm are real analytic functions satisfying
βnm = O
( |γm| + |µm − τm|
|m−n|
)
locally uniformly on Wp .
(ii) The functions ηn are real analytic on Wp \ Zn when taken modulo pi .
(iii) The series βn =
∑
m≠n βnm converges locally uniformly to a real analytic function on Wp such
that βn = o(1).
(iv) The angle function
θn = ηn + βn = ηn +
∑
m≠n
βnm
defined modulo 2pi , is a real valued function on FLpr and extends to a real analytic function
on Wp \ Zn when taken modulo pi . Ï
This completes the construction of Liouville coordinates in a complex neighborhood of FLpr for
any 1 < p <∞. These coordinates are canonical in the following sense.
Corollary 13.2 For any 1 < p <∞ one has
{In, Im} = 0 on FLpr ,
{θn, θm} = 0 on FLpr \ (Zn ∪ Zm),
{θn, Im} = δnm on FLpr \ Zn. Ï
Proof. According to [23, Section 18] these identities hold for p = 2 and hence extend to p > 2 by
continuity. v
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14. Overview
The main result of the previous chapter is that there exists a complex neighborhood Wp of FLpr ,
1 < p <∞, on which (1) each action variable In, n ∈ Z, is analytic and satisfies the identity
4In = ξ2nγ2n,
and (2) each angular coordinate θn = ηn + βn is analytic on Wp \ Zn when considered modulo pi
where Zn = {ϕ ∈Wp : γ2n(ϕ) = 0} is an analytic subvariety of Wp .
Consequently, on Wp \ Zn the rectangular coordinates
xn = ξnγn√2 cosθn, yn =
ξnγn√
2
sinθn, (3.1)
are well defined. In this section we extend these rectangular coordinates real analytically to all of
Wp and show that they constitute to a map
Ωp : ϕ , (xn(ϕ),yn(ϕ))n∈Z,
which has the following properties.
Theorem 14.1 For any 1 < p <∞,
(i) Ωp : Wp → `pc Í `pC × `pC is real analytic,
(ii) for any 1 < q < p the restriction Ωp
∣∣
Wq coincides with Ωq on W
p ∩Wq,
(iii) Ωp is canonical,
(iv) the map Ωp : FL
p
r → `pr Í `pR × `pR is one-to-one, a local diffeomorphism at every point of FLpr ,
and the image of this map is open and dense in `pr .
(v) for 1 < p à 2 the map Ωp : FL
p
r → `pr is also onto and hence is a bi-real analytic diffeomor-
phism. Ï
Remark 14.2. (i) For p = 2, the map Ω2 coincides with the map Ω constructed in [23].
(ii) At this point, the surjectivity of the Birkhoff map Ωp for 2 < p <∞ is an open question.
(iii) With some efforts, Theorem 14.1 can be extended to FLs,pr with s > 0 and 1 < p <∞.
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(iv) A crucial ingredient into the construction of the Birkhoff coordinates is that the eigenvalues
of the associated spectral problem asymptotically come in isolated pairs. Due to the asymp-
totic behavior of the eigenvalues, which involves the Fourier coefficients of the potentials,
having at least some decay in the Fourier coefficients seems to be the minimal requirement
for this construction to work. Ç
Method of proof. Using arguments from [23, Section 16], we show that the rectangular coordinates
defined in (3.1) extend real analytically to a common neighborhood of FLpr , 1 < p < ∞. The
asymptotic behavior of the periodic and the Dirichlet spectra obtained in Chapter 1 then implies
that the coordinates are locally uniformly `p-summable and hence constitute to a real analytic map
Ωp : FL
p
r → `pr , ϕ , (xn, yn)n∈Z. The canonical relations as well as the injectivity follow by a
density argument from the case p = 2. Further, we conclude from the asymptotic behavior of the
spectral quantities used to define the Birkhoff map that its differential, at every point, is a Fredholm
operator of index zero. As a consequence of the canonical relations, the differential is one-to-one
and hence an isomorphism, proving that Ω is a local diffeomorphism everywhere. Finally, the
surjectivity in the case 1 < p < 2 follows by an argument of [36] using the flows generated by
the coordinate functions to reduce the surjectivity to a neighborhood of the origin where it clearly
holds since Ωp is a local diffeomorphism.
Related results. The construction of the Birkhoff coordinates for dNLS in the case p = 2 is
described in great detail in [23] – cf. also [3, 4, 55]. Birkhoff coordinates have been constructed also
for other equations such as KdV [33, 31, 36], modified KdV [35], and the Toda chain [26]. In [27] the
Birkhoff coordinates of KdV were extended to the Fourier Lebesgue spaces FL−1/2,p , 2 < p < ∞,
using the global Birkhoff coordinates of KdV on the Hilbert space H−1 which contains all the spaces
FL−1/2,p .
15. Analyticity
As the starting point for obtaining the analyticity of the Birkhoff coordinates we write (3.1) in the
more convenient form
xn = ξnγn√8 (e
iηn+iβn + e−iηn−iβn), yn = ξnγn√8i (e
iηn+iβn + e−iηn−iβn).
By Theorem 11.2 each function ξn is analytic on Wp , while by Theorem 13.1 each function βn is
analytic on Wp . Hence it suffices to consider the functions
z+n = γneiηn , z−n = γne−iηn .
Both γn and ηn mod 2pi have discontinuities. Nevertheless, using that locally around every point
in Wp \ Zn there exist analytic functions ρ+n and ρ−n so that the set equality {ρ−n , ρ+n} = {λ−n, λ+n}
holds, one shows that z±n is actually analytic on Wp \ Zn – see [23, Lemma 16.1] for further details.
One then proceeds to compute z±n along a sequence of potentials ϕ(k) ∈Wp \ Zn which converge
to some ϕ ∈ Zn. This limit is different from zero, when ϕ is in the set
Fn = {ψ ∈Wp : µn ∉ Gn},
which is an open subset disjoint from FLpr . Proving that z±n = O(|γn| + |µn − τn|) holds locally
uniformly on Wp , one then shows that z±n extends continuously to all of Wp . Finally, one verifies
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using the previously obtained values of z±n on Zn that the restriction of z±n to Zn is weakly analytic.
The analyticity of z±n on Wp then follows from [23, Lemma A.6] so that we conclude with the
following result – see [23, Section 16] for more details.
Lemma 15.1 For any n ∈ Z the functions z±n are analytic on Wp , 1 < p <∞, and the estimate
z±n = O(|γn| + |µn − τn|)
holds locally uniformly on Wp and uniformly in n. Ï
For any ϕ ∈Wp , 1 < p <∞, we now define the Birkhoff coordinates by
xn = ξn√8(z
+
ne
iβn + z−ne−iβn), yn =
ξn√
8i
(z+neiβn − z−ne−iβn), n ∈ Z, (3.2)
where each function is analytic on Wp . Since we have locally uniformly on Wp the estimates
ξn = 1 + `pn by Theorem 11.2, βn = o(1) by Theorem 13.1, and z+n = `pn in view of the previous
lemma and Theorems 1.2 and 1.5, we conclude xn = `pn and yn = `pn locally uniformly onWp . With
[23, Theorem A.4] we thus obtain the following.
Theorem 15.2 For any 1 < p <∞, the map
Ωp : FL
p
r → `pr , ϕ , (xn(ϕ),yn(ϕ))n∈Z,
is real analytic and extends to an analytic map Wp → `pc . v
A first corollary is that the map Ωp is canonical in the following sense.
Lemma 15.3 On all of FLpr , 1 < p <∞,
{xn, xm} = 0, {xn, ym} = −δnm, {yn, ym} = 0,
for all n,m ∈ Z. Ï
Proof. All these brackets are real analytic on FLpr , and the identities hold for p = 2 according to
[23, Theorem 18.8]. Hence the identities also hold for the case 1 < p < 2 by restriction and for the
case p > 2 by continuity. v
16. Jacobian
Since the Birkhoff map Ωp : Wp → `pc is analytic, its Jacobian is an analytic map
dΩp : Wp → L(FLpc , `pc ), ϕ , dϕΩp,
where for any h ∈ FLpc
dϕΩph =
(〈b+n , h〉r , 〈b−n , h〉r )n∈Z.
Here, b+n = ∂ϕxn and b−n = ∂ϕyn denote the L2-gradients of the functionals xn and yn, respectively.
It follows from the analyticity that these gradients are elements of FLp
′
c with 1/p+1/p′ = 1. Recall
from (1.2) that
e+m =
(
0
eimpix
)
, e−m =
(
e−impix
0
)
.
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At the zero potential one has in view of [23, Theorem 17.2] that b±n = d±n where
d+n = −
1√
2
(e+−2n + e−−2n), d−n = −
1√
2i
(e+−2n − e−−2n),
hence d0Ωp coincides with the Fourier transform. We proceed by estimating the deviation of the
gradients of the Birkhoff coordinates for real valued finite gap potentials from the case of the zero
potential. In a first step consider the gradients of the function z±n = γne±iηn .
Lemma 16.1 At any finite gap potential in FLpr , 1 < p <∞,
‖∂z±n + 2e±−2n‖p′ = `pn. Ï
Proof. One obtains by the same arguments as in [23, Lemma 17.1] for potential in FLpr ∩ Zn the
identity
∂z±n = 2(∂τn − ∂µn)±
(
i2δ(µn)∂φn + 2φn
(
i∂δ
∣∣
λ=µn + iδ˙(µn)∂µn)
))
, (3.3)
where
φn = ζn(µn)ψn(µn) , ζn(λ) = −
∏
m≠n
σnm − λ
wm(λ)
.
Suppose ϕ is a finite gap potential of real type, then F = {n ∈ Z : γn(ϕ) > 0} is a finite set and
ϕ ∈ H1r . The gradient ∂z±n is an element of FLp
′
c since z±n is real analytic on FL
p
r . By Lemma G.7
from the appendix we have on H1r
‖∂τn‖p′ = `pn, ‖∂µn − 12(e
+
−2n + e−−2n)‖p′ = `pn.
Furthermore, µn = npi + `pn, hence by Lemma 9.2
δ(µn) = `pn, δ˙(µn) = `pn.
In particular, ‖δ˙(µn)∂µn‖p′ = `pn. Moreover, by Lemma G.6
‖i∂δ∣∣λ=µn − (−1)n(e+−2n − e−−2n)‖p′ = `pn.
Since ζn(µn) = 1+`pn by Lemma 10.8 and ψn(µn) = −2(−1)n+`pn by Lemma D.8, we conclude that
2φn = (−1)n−1 + `pn. Further, φn is real analytic on Wp and the estimate of 2φn − (−1)n−1 holds
locally uniformly on Wp , hence it follows from Cauchy’s estimate that ‖∂φn‖p′ = O(1). Therefore
‖δ(µn)∂φn‖p′ = `pn,
as well as∥∥∥φn(i∂δ∣∣λ=µn − (−1)n(e+−2n − e−−2n)+ iδ˙(µn)∂µn)∥∥∥p′ = `pn.
Altogether we thus find for each n ∈ Z \ F in view of (3.3)
∂z±n = −(e+−2n + e−−2n)± (−1)n−1(−1)n(e+−2n − e−−2n)+ r±n = −2e±−2n + r±n ,
where ‖r±n ‖p′ = `pn. v
As a consequence, we obtain the following estimate of the gradients of the Birkhoff coordinates
at real valued finite gap potentials.
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Lemma 16.2 At any finite gap potential in FLpr , 1 < p <∞,
‖b+n − d+n‖p′ = `pn, ‖b−n − d−n‖p′ = `pn. Ï
Proof. Recall from (3.2) that
xn = ξn√8(z
+
ne
iβn + z−ne−iβn), yn =
ξn√
8i
(z+neiβn − z−ne−iβn).
By Theorem 11.2 we have ξn = 1 + `pn. If ϕ is a finite gap potential, then βn = O(1/n) by Theo-
rem 13.1 and z±n = 0 for |n| sufficiently large, where we used that |µm −τm| à |γm|/2 for ϕ of real
type. Moreover, by Cauchy’s estimate ‖∂ξn‖p′ , ‖∂z±n‖p′ , ‖∂βn‖p′ = O(1). Therefore,∥∥∥∥∂xn − 1√8(∂z+n + ∂z−n)
∥∥∥∥
p′
= `pn,
∥∥∥∥∂zn − 1√8i(∂z+n − ∂z−n)
∥∥∥∥
p′
= `pn,
and the claim follows with Lemma 16.1. v
In the sequel we use the fact that the gradients b±n are close to the ones of the zero potential to
prove that the Jacobian dϕΩp is a compact perturbation of the Fourier transform d0Ωp . It turns
out to simplify matters, if one introduces the map
Aϕ = (d0Ωp)−1dϕΩp,
and shows that Aϕ is a compact perturbation of the identity, instead. Note that for any w =
(w+n ,w−n )n∈Z one has
(d0Ωp)−1w =
∑
n∈Z
(w+−nd+n +w−−nd−n),
and hence for any h ∈ FLpc
Aϕh =
∑
n∈Z
(〈b+−n, h〉rd+n + 〈b−−n, h〉rd−n). (3.4)
Lemma 16.3 The operator dϕΩp is an isomorphism if and only if the operator Aϕ is an isomor-
phism. Moreover, Aϕ is a compact perturbation of the identity which depends real analytically on
ϕ ∈ FLpr , 1 < p <∞. Ï
Proof. In view of (3.4) we have
(Aϕ − Id)h =
∑
n∈Z
(〈b+−n − d+−n, h〉rd+n + 〈b−−n − d−−n, h〉rd−n).
Next we show that Sϕ Í Aϕ− I : FLpc → FLpc is the limit of finite rank operators and hence compact.
To this end, define for any N á 0 the finite rank approximation,
SNϕ =
∑
|n|àN
(〈b+−n − d+−n, h〉rd+n + 〈b−−n − d−−n, h〉rd−n),
and note that by Hölder’s inequality
‖(Sϕ − SNϕ)h‖pp =
∑
|n|>N
(|〈b+−n − d+−n, h〉r |p + |〈b−−n − d−−n, h〉r |p)
à
∑
|n|>N
(
‖b+−n − d+−n‖pp′ + ‖b−−n − d−−n‖pp′
)
‖h‖pp.
Suppose ϕ is a finite gap potential of real type, then Lemma 16.2 shows that ‖Sϕ−SNϕ‖FLpc→FLpc → 0
as N → ∞, hence Sϕ is compact. Since the map Sϕ depends real analytically on ϕ, it follows that
Sϕ is compact at every ϕ ∈ FLpr and hence Aϕ is a compact perturbation of the identity. v
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17. Diffeomorphism property
We are now in a position to prove the remaining properties claimed in Theorem 14.1.
Proposition 17.1 For any 1 < p <∞ the map
Ωp : FL
p
r → `pr
is a local diffeomorphism. v
Proof. By Lemma 16.3 the differential dϕΩp is an isomorphism if and only if Aϕ is an isomorphism.
Moreover, Aϕ is a Fredholm operator of index zero, and so is its adjoint A∗ϕ. Let K = −iJ with
J =
(
1
−1
)
, then AϕKb±m = −d±−m in view of the canonical relations of Lemma 15.3. Suppose
0 = A∗ϕh, then
0 = 〈A∗ϕh,Kb∓m〉r = 〈h,AϕKb∓m〉r = −〈h,d∓−m〉r .
Since the vectors d±m, m ∈ Z, form a basis of FLpr , it follows that h = 0. Consequently, A∗ϕ is a
linear isomorphism and so is Aϕ. v
Proposition 17.2 For any 1 < p <∞ the map
Ωp : FL
p
r → `pr
is one-to-one. v
Proof. It has been shown in [23, Theorem 19.3] that Ωp : FL2r → `2r is one-to-one, hence we only have
to deal with the case p > 2. Suppose Ωp is not one-to-one, then there existϕ1 ≠ϕ2 ∈ FLpr with z =
Ωp(ϕ1) = Ωp(ϕ2). Since Ωp is a local diffeomorphism, there exist disjoint open neighborhoods
U1, U2 of ϕ1 and ϕ2 in FL
p
c , and an open neighborhood V of z in `
p
c so that Ωp : U1 → V and
Ωp : U2 → V are both diffeomorphisms. Moreover, U1 ∩ L2r and U2 ∩ L2r are open in L2r and V ∩ `2r
is open in `2r so that Ωp
∣∣
L2r : U1 ∩ L2r → V ∩ `2r and Ωp
∣∣
L2r : U2 ∩ L2r → V ∩ `2r are diffeomorphisms.
Since Ωp
∣∣
L2r is one-to-one it follows that U1 = U2 which gives a contradiction. v
Proposition 17.3 For any 1 < p à 2 the map
Ωp : FL
p
r → `pr
is onto. v
Proof. The case p = 2 is the content of [23, Theorem 19.3]. We proceed by adapting the method
presented in [36] to derive the ontoness for 1 < p < 2 we from the case p = 2. Fix any 1 < p < 2
and any element z0 ∈ `pr . Since Ω2 : FL2r → `2r is onto, there exists a preimage ϕ0 ∈ FL2r so that
Ω2(ϕ0) = z0. We assume that
ϕ0 ∈ FL2r \ FLpr (3.5)
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and attribute this to a contradiction. Since Ωp(0) = 0 and by Proposition 17.1 the differential of Ωp
at 0 is a linear isomorphism, there exists by the inverse function theorem an open neighborhood U
of 0 in FLpc and an open neighborhood V of 0 in `
p
c so that
Ωp
∣∣
U : U → V
is a diffeomorphism. Without loss we can assume that V is a ball of radius 4ε, centered at the
origin,
V = B4ε(0) ⊂ `pc . (3.6)
To obtain the desired contradiction, we construct a finite sequence ϕ1, . . . ,ϕN with the property
that ϕN ∈ U and ϕn − ϕn−1 ∈ FLpr for any 1 à n à N . To this end we consider the action
angle variables (Ik, θk), k ∈ Z, constructed in Chapter 2 on FLp
′
r where 1/p + 1/p′ = 1 and 1 <
p < 2 < p′ < ∞. More to the point, for any k ∈ Z, the action Ik is defined on FLp
′
r and satisfies
Ik = (x2k + y2k)/2 whereas the angle θk is defined on FLp
′
r \ Zk with values in R/2piZ and is real
analytic when considered modulo pi . The L2-gradient ∂ϕθk is a real analytic map on FL
p′
r \ Zk with
values in FLpr . The Hamiltonian vector field Yk = −iJ∂ϕθk, when restricted to FL2r , is a real analytic
map Yk : FL2r \ Zk → FLpr and defines a dynamical system
ϕ˙ = Yk(ϕ), ϕ(0) =ϕ0 ∈ FL2r \Dk. (3.7)
We now use the flows of these vector fields to construct the sequence ϕ1, . . . ,ϕN recursively as
follows. Let (mn)ná1 be the sequence of integers 0,−1,1,−2,2, · · · . The potential ϕ0 is given by
(3.5). For any n á 1 assume that ϕn−1 has already been constructed. If Imn(ϕn−1) < ε2/22n/p ,
then set ϕn ≡ ϕn−1. If Imn(ϕn−1) á ε2/22n/p , then ϕn−1 ∈ FL2r \ Zn and hence the vector field
Yn is well defined in a neighborhood of ϕn−1. The element ϕn is then chosen to be an element on
the solution curve of the vector field Ymn passing through ϕn−1 so that Imn(ϕn) < ε2/22n/p . The
existence of such a potential ϕn follows from Lemma 17.4 (i) below. Moreover, by the commutator
relations given in Corollary 13.2,
Yn(Ik) = {Ik, θn} = −δnk,
hence the vector field Yn preserves the value of the action variable Imk with k ≠ n. In particular,
we have
Imk(ϕn) < ε
2 1
22k/p
, 1 à k à n,
and
Imk(ϕn) = Ik(ϕ(0)), k > n.
One then obtains
‖Ω2(ϕn)‖pp =
∑
m∈Z
(|xm(ϕn)|p + |ym(ϕn)|p) à 2p/2 ∑
m∈Z
|Im(ϕn)|p/2
à 2p/2εp
∑
1àkàn
1
2k
+ 2p/2
∑
k>n
|Imk(ϕ0)|p/2.
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Since Ω2(ϕ0) ∈ `pr , one has
∑
m∈Z|Im(ϕ0)|p/2 <∞. Choose N á 1 so that∑
|m|>N
|Im(ϕ0)|p/2 < εp,
then ‖Ω2(ϕN)‖pp à 2p/2+1εp à (4ε)p. Since Ωp
∣∣
U : U → V = B4ε(0) is a diffeomorphism, Ω2
∣∣
Wp =
Ωp , and Ω2(ϕ(N)) ∈ V it then follows that
ϕN ∈ U ⊂ FLpr . (3.8)
On the other hand, assumption (3.5) implies that ϕ0 ∈ FL2r \ FLpr , hence ϕN ∈ FL2r \ FLpr by
Lemma 17.4 (ii) which contradicts (3.8). Consequently, ϕ0 ∈ FLpr and the ontoness is proved. v
The following lemma, which is used in the proof of the previous result, is an adaption of [36,
Lemma 1].
Lemma 17.4 For any ϕ0 ∈ L2r \ Zk with k ∈ Z the initial value problem ϕ˙ = Yk(ϕ), ϕ(0) = ϕ0,
has a unique solution t , ϕ(t) in C1((−∞, Ik(ϕ0)), L2r ). The solution has the following additional
properties
(i) lim
t↗Ik(ϕ0)
Ik(ϕ(t)) = 0,
(ii) t ,ϕ(t)−ϕ0 is in C0((−∞, Ik(ϕ0)), FLpr ) for any 1 < p <∞. Ï
Proof. The Birkhoff map Ω2 : L2r → `2r , ϕ , Ω(ϕ) = (xn, yn)n∈Z, is a bianalaytic diffeomorphism
which transforms the Poisson structure on L2r into the canonical Poisson structure {xn, ym} =
−δnm on `2r . Moreover, the angle θk is the argument of the complex number xk+iyk. Consequently,
one has for any ϕ ∈ L2r \Dk
dΩ(Yk) = xkx2k +y2k
∂xk − ykx2k +y2k
∂yk. (3.9)
The dynamical system corresponding to the vector field (3.9) in `2r has a unique solution for any
initial datum (x0n, y0n)n∈Z which is defined on the time interval (−∞, ((x0k)2 + (y0k)2)/2). Since
Ω : L2r → `2r is a diffeomorphism, the dynamical system (3.7) has a unique solution ϕ(t) on L2r \Dk
defined on (−∞, Ik(ϕ0)). Moreover, one gets from (3.9) and 2In = x2n +y2n that
lim
t↗Ik(ϕ0)
Ik(ϕ(t)) = 0,
which proves (i). To prove (ii) we integrate both sides of (3.7) and get for any t ∈ (−∞, Ik(ϕ0))
ϕ(t) =ϕ0 +
∫ t
0
Yk(ϕ(s)) ds.
Since Yk : L2r \Dk → FLpr is real analytic for any 1 < p < ∞ and the solution ϕ(t) is continuous on
L2r , the integrand is in C0((−∞, Ik(ϕ0)), FLpr ). In particular, the integral converges in the FLpr -norm
which proves (ii). v
We conclude this section with a brief discussion of the image of the isospectral set of ϕ ∈ FLpr
Iso(ϕ) = {ψ ∈ FLpr : specper (ψ) = specper (ϕ)},
under the transformation Ωp : FL
p
r → `pr – c.f. [23, Theorem 20.1]. To this end, we introduce the
tori
Tor(I) Í
{
(x,y) ∈ `pr : (x2n +y2n)/2 = In for all n ∈ Z
}
,
where I = I(ϕ) is the sequence of actions associated withϕ. Note that Tor(ϕ) is a compact subset
of `pr for any ϕ ∈ FLpr , 1 < p <∞.
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Lemma 17.5 (i) For any 1 < p à 2,
Ωp(Iso(ϕ)) = Tor(I(ϕ)).
In particular, Iso(ϕ) is a compact subset of FLpr .
(ii) For any p > 2
Ωp(Iso(ϕ)) ⊂ Tor(I(ϕ)). Ï
Proof. Suppose ϕ ∈ FLpr . Since any potential ψ ∈ Iso(ϕ) has the same periodic spectrum as ϕ, it
also has the same discriminant by Lemma 8.1 and hence the same actions in view of formula (2.16).
Consequently, I(ψ) = I(ϕ) so that Ωp(ψ) ∈ Tor(I) which proves Ωp(Iso(ϕ)) ⊂ Tor(I(ϕ)).
The converse inclusion has been established in [23, Theorem 20.1] for the case p = 2 using
the flows generated by the vector fields associated to the actions and the fact that Ω2 is a global
diffeomorphism. In particular, if ϕ ∈ FLpr with 1 < p < 2, then Ω−12 (Tor(I(ϕ))) = Iso(ϕ) where
ϕ is viewed as an element of L2r . Since Ω2
∣∣
FLpr = Ωp , I(ϕ) ∈ `
p
r , and Ωp : FL
p
r → `pr is a global
diffeomorphism as well, the claim follows. v
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Chapter 4
Frequencies, Convexity, and
Wellposedness
18. Overview
Let us briefly recall the central notations from the introduction to state the results of this chapter.
The NLS Hamiltonian System with Hamiltonian
H =
∫
T
(ϕ′−ϕ′+ +ϕ2−ϕ2+) dx,
is given by
i∂tϕ = J∂H , J =
(
1
−1
)
. (4.1)
When this system is restricted to the invariant subspace L2r of real type states ϕ = (u,u), one
obtains the defocusing NLS equation (dNLS)
i∂tu = ∂uH (u,u) = −∂2xu+ 2|u|2u. (4.2)
The Birkhoff map Ω : ϕ , (xn, yn)n∈Z constructed in the prequel introduces Birkhoff coordi-
nates for the NLS Hamiltonian. More to the point, by [23] the restriction of the Birkhoff map to
Hmr , m á 0 integer, is a canonical real analytic diffeomorphism onto hmr = `m,2(Z,R)× `m,2(Z,R)
and the actions I = (In)n∈Z, when restricted to Hmr , take values on the positive quadrant `2m,1+ of
`2m,1R Í `2m,1(Z,R). The NLS Hamiltonian H is a real analytic map on H1r and, when expressed in
Birkhoff coordinates on h1r , renders as a function of the actions alone. This function, denoted by
H, is a real analytic map H : `2,1+ → R and according to [51] admits an expansion at I = 0 of the form
H =
∑
m∈Z
(2mpi)2Im + 2H21 −
∑
m∈Z
I2m + · · · , H1 =
∑
m∈Z
Im,
where the dots stand for higher order terms in I. In particular, at I = 0,
∂InH
∣∣
I=0 = (2npi)2, ∂In∂ImH
∣∣
I=0 = −2δnm, n,m ∈ Z.
The NLS frequencies, defined as ωn = ∂InH, thus have an expansion at I = 0 of the form
ωn = (2npi)2 + 4H1 − 2In + · · · . (4.3)
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The equations of motion for dNLS in Birkhoff coordinates then take the particularly simple form
x˙n = −ωnyn, y˙n =ωnxn.
To state our first result, we introduce the frequencies ω?n where we remove from ωn the part
which is constant on level sets of H1,
ω?n =ωn − (2npi)2 − 4H1.
The frequencies ω?n correspond to the Hamiltonian
H? = H − 2H21 −
∑
m∈Z
(2mpi)2Im.
The expansion (4.3) implies that ω?n has an expansion at I = 0 of the form
ω?n = −2In + · · · .
We also introduce the frequency mapω? = (ω?n)n∈Z. A priori this frequency map is a real analytic
map ω? : `2,1+ → `−2,∞R . To extend the domain of analyticity of this map, let Vp/2, p á 2, denote the
image of Wp through the map Wp → `p/2C , ϕ , (In(ϕ))n∈Z. In view of Theorem 14.1, this image is
an open subset of `p/2C which contains `1+.
Theorem 18.1 The map ω? is defined on `1+, takes values in
⋂
r>1 `r , and ω? : `1+ → `r is real
analytic for any r > 1. Moreover, for any p > 2 the map ω? admits a real analytic extension
ω? : Vp/2 → `p/2C with asymptotics
ω?n + 2In = `p/3n + `1+n ,
which hold locally uniformly on Vp/2. Ï
The asymptotics of ω?n obtained in Theorem 18.1 together with the expansion of ω?n at I = 0
lead to the following result on the frequency map which has possible applications to the analysis
of perturbations of the dNLS equation.
Corollary 18.2 For any p > 2,
(i) ω? : Vp/2 → `p/2 is a local diffeomorphism near I = 0.
(ii) For any I ∈ Vp/2, the map ΛI = dIω? + 2Id is compact.
(iii) ω? : Vp/2 → `p/2 is a Fredholm map of index zero everywhere.
(iv) ω? : Vp/2 → `p/2 is a local diffeomorphism generically. Ï
Our next result shows that the HamiltonianH? =H−2H 21 , defined a priori on H1r , admits a real
analytic extension to FL4r . On this space, the actions take values in the Hilbert space `2+. Motivated
by the perturbation theory of the NLS equation Korotyaev [47] conjectured – see also Korotyaev &
Kuksin [49] – that the Hamiltonian H? admits a real analytic extension to `2+ and is strictly concave
there. We prove this conjecture in a neighborhood of the origin in `2+.
84
18. Overview
Theorem 18.3 (i) The HamiltonianH? admits a real analytic extension to FL4r , which is nonpos-
itive and vanishes only at ϕ = 0.
(ii) The Hamiltonian H? admits a real analytic extension to the open neighborhood V2 contained
in `2C, which is nonpositive on `2+ ∩V2 and vanishes on `2+ ∩V2 only at I = 0. Moreover, it is
strictly concave near I = 0 in the sense that for all I in a (sufficiently small) neighborhood of 0
in `2+
d2IH
?(J, J) à −
∑
m∈Z
J2m, ∀ J = (Jm)m∈Z ∈ `2. Ï
Remark 18.4. In contrast to the frequency map ω?, the Hamiltonian H? does not admit a C1-
extension to any neighborhood Uq of the origin in `q+ with q > 2. Indeed, this would imply that
ω?(I) = ∂H?(I) ∈ `q′ for all I in Uq with 1/q + 1/q′ = 1. This, however, is impossible due to the
diffeomorphism property of the frequencies established in Corollary 18.2. Ç
Theorem 18.1 applies to study the solution map of the dNLS equation. To state this applica-
tion, we first we need to introduce some more notation. According to [7] for any initial datum
ϕ ∈ Hsr , s á 0, there exists a unique, global in time solution ψ(t,x) = ψ(t,x,ϕ) of (4.2),
ψ(·, ·,ϕ) ∈ C(R,Hsr ). In particular, for any time t ∈ R, we have a nonlinear evolution operator
St = S(t, ·) : Hsr → Hsr and, for any T > 0, a uniquely defined solution map
S : Hsr → C([−T , T],Hsr ), ϕ , ψ(·, ·,ϕ), (4.4)
which is analytic.
The appearance of the Hamiltonian H1 =
∑
m∈Z Im as a first order term in the expansion of the
NLS frequencies (4.3) indicates that the dNLS solution map cannot be continuously extended to FLpr
for p > 2. Instead, one consider the renormalized NLS frequencies
ωrn =ωn − 4S1 = (2npi)2 +ω?n
corresponding to the Hamiltonian system
i∂tϕ = J∂H r , H r =H − 2H 21 .
When restricted to real type states ϕ = (v,v), this Hamiltonian system admits the form of the
renormalized NLS equation (dNLS)r also called Wick-ordered NLS
i∂tv = ∂vH r = −∂2xv + 2|v|2v − 4
(∫
T
|v|2 dx
)
v. (4.5)
Since the dNLS flow preserves the L2-norm of any initial datum on Hsr , s á 0, we have for any dNLS
solution u(t) with initial datum u0 that v(t) = ei‖u0‖2tu(t) is a solution of (dNLS)r with the same
initial datum. On Hsr , s á 0, we thus can freely convert solutions of (4.2) into ones of (4.5) and vice
versa, and for any s á 0 and T > 0 the (dNLS)r solution operator
Sr : Hsr → C([−T , T],Hsr ),
is analytic and equivalent to the solution operator of the dNLS equation S. In contrast to S, however,
the solution operator Sr can be extended continuously, indeed analytically, to FLpr for any 2 < p <
∞. To give a precise statement of our results we introduce the following.
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Definition A continuous curve γ : (a, b) → X, γ(0) = ϕ, is called a solution of the (dNLS)r equa-
tion (4.5) in FLpr with initial datum ϕ, if and only if for any sequence of C∞-potentials (ϕk)ká1,
converging to ϕ in FLpr , the corresponding sequence (Sr (t,ϕk))ká1 of solutions of (4.5) with initial
datum ϕk converges to γ(t) in FL
p
r for any t ∈ (a, b). Ï
Note that any solution according to this definition is necessarily unique. If it exists it will be
denoted by Sr (·,ϕ).
Definition The (dNLS)r equation (4.5) is said to be locally in time Cω-wellposed in FL
p
r if and only if
(a) for any initial datum ϕ ∈ FLpr there exists a neighborhood U and a time T > 0 so that
the initial value problem (4.5) for any initial value ψ ∈ U admits a solution S(·,ψ) in the
aforementioned sense which is defined on the time interval [−T , T], and
(b) the solution map S : U → C([−T , T], FLpr ) is real analytic.
For any open subset U of FLpr (dNLS)r is said to be globally in time Cω-wellposed in U if and only
if
(a’) for any initial datum ϕ ∈ U the initial value problem (4.5) admits a solution Sr (·,ϕ) in the
aforementioned sense which is defined globally in time, and
(b’) the solution map S : U → C([−T , T], FLpr ) is real analytic for any T > 0. Ï
We are now in a position to state our applications of Theorem 0.3 to the wellposedness of the
dNLS and (dNLS)r equations in the Fourier Lebesgue spaces.
Theorem 18.5 (i) (dNLS)r is globally in time Cω-wellposed in FL
p
r , 1 < p à 2.
(ii) (dNLS)r is locally in time Cω-wellposed in FL
p
r , 2 < p <∞.
(iii) (dNLS)r is globally in time Cω-wellposed in a sufficiently small neighborhood of the origin in
FLpr , 2 < p <∞.
(iv) dNLS is illposed in FLpr , 2 < p <∞, in the sense that for any T > 0 and any q á p the solution
map cannot be extended to a map S : FLpr → C([−T , T], FLqr ) which is continuous at any point
of FLpr \ L2r . Ï
Related wellposedness results. Questions of wellposedness of nonlinear dispersive PDEs, such
as dNLS, in spaces of low regularity have drawn a lot of interest recently – see for example the
Dispersive Wiki [1] created by Tao. We just give a brief account on the results for dNLS which
are close to Theorem 18.5. Molinet [57] showed that dNLS is ill-posed in Hs , s < 0, in the sense
that the solution map St : L2r → L2r is weakly discontinuous for any t ≠ 0 at a carefully chosen
point u0 ∈ L2r . On the other hand, it was shown by Oh & Sulem [62] that the solution map of
(dNLS)r , Sr : L2r → C([−T , T], L2r ), is weakly continuous for any T > 0. Still, according to Burq
et al. [8] the solution map Sr of (dNLS)r is not uniformly continuous on bounded subsets below
L2r – see also Christ et al. [12] and Kenig et al. [42]. When considered on the real line, the map
St : Hs(R) → Hs(R) is unbounded for any t ≠ 0 and any s < −1/2 – see [12]. Christ, Holmer &
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Tataru announced similar results on the circle. On the other hand, according to Koch & Tataru [43]
the map St : Hs(R) → Hs(R) is bounded for −1/6 à s < 0 and there exist weak solutions for any
initial value u0 ∈ Hs(R) in this range of s which are not known to be unique. It is an open question
whether (dNLS)r is wellposed in Hsr , −1/2 à s < 0, on the torus T. A first positive result into this
direction is due to Colliander & Oh [13], who established almost sure local wellposedness in Hsr for
s > −1/3 and almost sure global wellposedness in Hsr for s > −1/12.
The Fourier Lebesgue spaces FLpr , p > 2, are another class of spaces in which the wellposedness
theory of (dNLS)r is considered. Christ [11] constructed local in time solutions of (dNLS)r in FL
p
r for
any 2 < p < ∞ by the power series method using a »new method of solution«. More to the point,
he shows that for any 2 < p < ∞ and R > 0 there exists τ > 0 so that the solution map admits a
uniformly continuous extension Sr : BR(0) ⊂ FLpr → C([0, τ], FLpr ). However, it is noted in [10] that
this method of solution fails to provide uniqueness. Grünrock & Herr [25] obtained the same result
by a fixed-point argument in Bourgain spaces, which provides uniqueness in the corresponding
restriction norm spaces. It is also stated in [11], without proof, that the solutions for small initial
data exist globally in time.
We contribute to the results of [11] and [25] in three ways. First, the solutions constructed in
Theorem 18.5 depend analytically on the initial datum. We also prove that they exist globally in
time for small initial values. Second, integrating the NLS flow in Birkhoff coordinates by quadrature
is straightforward and shows that there is one, and only one, solution in the class C([−T , T], FLpr )
– see also Remark 22.3 at the end of Section 22. Finally, we show that dNLS is illposed in FLpr by
failure of continuity of the solution map at any point of FLpr \ L2r .
19. The abelian integral F
In this section, we reconsider the quotient
∆•(λ)
c
√
∆2(λ)− 4 = −i
∏
m∈Z
λm − λ
wm(λ)
, (4.6)
introduced at the end of Section 10, and prove that it admits a globally defined analytic primitive
F . For finite gap potentials this primitive turns out to be meromorphic and to admit a Laurent
expansion whose coefficients are precisely the Hamiltonians of the NLS hierarchy. In following
sections we derive from this expansion the novel formulas for the NLS frequencies as well as the
NLS Hamiltonian.
By Lemma 10.11, for any ϕ ∈ Wp , 1 < p < ∞, the quotient (4.6) is analytic in both variables
(λ,ψ) on (C \⋃m∈ZUn) × Vϕ and analytic in λ on C \⋃γm≠0Gm. We proceed by defining on the
same domain for any n ∈ Z the primitive
Fn(λ,ψ) Í 12
∫ λ
λ−n(ψ)
∆•(µ,ψ)
c
√
∆2(µ,ψ)− 4
dµ +
∫ λ
λ+n(ψ)
∆•(µ,ψ)
c
√
∆2(µ,ψ)− 4
dµ
,
where the paths of integration are chosen to be admissible. These improper integrals exist, since for
γn = 0 the integrand is analytic on Un, while for γn ≠ 0 it is of the form 1/
√
λ±n − λ locally around
λ±n. Moreover,
∫ λ+n
λ−n
∆•(λ)
c√∆2(λ)−4 dλ = 0 by Lemma 10.11, hence the definition of Fn is independent of
the chosen admissible path and one has
Fn(λ) =
∫ λ
λ−n(ψ)
∆•(µ)
c
√
∆2(µ)− 4
dµ =
∫ λ
λ+n(ψ)
∆•(µ)
c
√
∆2(µ)− 4
dµ.
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Even though the eigenvalues λ±n are, due to their lexicographical ordering, not even continuous on
Wp , the mappings Fn turn out to be analytic.
Lemma 19.1 For every ϕ ∈Wp , 1 < p <∞, we have that
(i) Fn is analytic in both variables (λ,ψ) on (C \
⋃
m∈ZUm)× Vϕ with gradient
∂Fn(λ) = ∂∆(λ)c√∆2(λ)− 4 ,
and Fn(λ) ≡ Fn(λ,ϕ) is analytic in λ on C \
⋃
γm≠0Gm.
(ii) F0(λ) = Fn(λ)− inpi on C \
⋃
γm≠0Gm. In particular, F0 extends continuously to all points λ
±
m,
m ∈ Z, and one has
F0(λ+m) = F0(λ−m) = −impi, m ∈ Z.
(iii) locally uniformly in ϕ and uniformly as |n| → ∞,
sup
λ∈G+n∪G−n
|Fn(λ)| = O(γn).
(iv) F2n(λ) is analytic on C \
⋃
m∈ZGm for every n ∈ Z.
(v) If ϕ is of real type, then for any λ ∈ Gn
Fn(λ± i0) = ± cosh−1 (−1)
n∆(λ)
2
.
(vi) At the zero potential one has Fn(λ,0) = −iλ+ inpi . Ï
Proof. (i) The proof of the analyticity of Fn on (C \
⋃
m∈ZUm) × Vϕ is standard but a bit technical
and can be found in appendix F. The analyticity of Fn(λ) = Fn(λ,ϕ) on C \
⋃
γm≠0Gm follows
immediately from the properties of ∆
•(λ)
c√∆2(λ)−4 obtained in Lemma 10.11.
To obtain the formula for the gradient, we first consider the case of ϕ being of real type, Then
(−1)n∆(λ,ϕ) á 2 on Gn and hence
min
λ−nàλàλ+n
(−1)n∆(λ,ϕ)− +
√
∆2(λ,ϕ)− 4 > 0.
Thus, after possibly shrinking Vϕ, we can choose a circuit Γn, which is contained in Un, and an
open neighborhood U ′n of Γn so that Γn circles around Gn, U ′n ⊂ Um \ Gm for any potential in Vϕ,
and the real part of (−1)n
(
∆(λ,ψ)+ c
√
∆2(λ,ψ)− 4
)
is strictly positive on U ′n. In consequence, the
principal branch of the logarithm
ln(λ,ψ) = log (−1)
n
2
(
∆(λ,ψ)+ c
√
∆2(λ,ψ)− 4
)
is analytic on U ′n×Vϕ. Clearly, ∂λln = ∆
•(λ)
c√∆2(λ)−4 and ln(λ
±
n) ≡ 0, hence Fn = ln. Taking the gradient
of the above identitiy yields on U ′n × Vϕ
∂Fn = ∂ln(λ) = ∂∆(λ)c√∆2(λ)− 4 .
Since both hand sides of this identity are analytic in both variables on (C \ ⋃m∈ZUm) × Vϕ and
analytic in λ on C\⋃γm≠0Gm, the formula for the gradient extends to these domains by the identity
theorem.
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(ii) Note that F0(λ) = Fn(λ) +
∫ λ+n
λ+0
∆•(λ)
c√∆2(λ)−4 dλ. Clearly,
∫ λ+n
λ−n
∆•(λ)
c√∆2(λ)−4 dλ = 0 for any n ∈ Z by
Lemma 10.11, hence Fn(λ+n) = Fn(λ−n) = 0. Moreover,∫ λ+n
λ+0
∆•(λ)
c
√
∆2(λ)− 4 dλ =
n−1∑
k=0
∫ λ−k+1
λ+k
∆•(λ)
c
√
∆2(λ)− 4 dλ, n á 1,
while for n à −1∫ λ+n
λ+0
∆•(λ)
c
√
∆2(λ)− 4 dλ = −
−1∑
k=n
∫ λ−k+1
λ+k
∆•(λ)
c
√
∆2(λ)− 4 dλ, n à −1.
Therefore, it is to compute
∫ λ−k+1
λ+k
∆•(λ)
c√∆2(λ)−4 dλ for k ∈ Z. To do this, first consider the case where ϕ
is of real type. In this case i(−1)k c√∆2(λ)− 4 > 0 for λ+k < λ < λ−k+1 – c.f. [23, Section 5] – so∫ λ−k+1
λ+k
∆•(λ)
c
√
∆2(λ)− 4 dλ = i(−1)
k
∫ λ−k+1
λ+k
∆•(λ)
+√4−∆2(λ) dλ = i(−1)k sin−1 ∆(λ)2
∣∣∣∣λ−k+1
λ+k
= −ipi,
and hence
∫ λ+n
λ+0
∆•(λ)
+√4−∆2(λ) dλ = −inpi for any n ∈ Z. The function
∫ λ+n
λ+0
∆•(λ)
+√4−∆2(λ) dλ = F0(λ) − Fn(λ)
is analytic on Vϕ by item (i), therefore,
∫ λ+n
λ+0
∆•(λ)
+√4−∆2(λ) dλ = −inpi holds true on all of Vϕ in view of
Lemma E.2.
(iv) In view of item (i) it remains to show that F2n admits also for γn ≠ 0 an analytic extension
from Un \Gn to all of Un. Write (2.15) in the form
∆•(λ)
c
√
∆2(λ)− 4 = −i
λ•n − λ
wn(λ)
χn(λ), χn(λ) =
∏
m≠n
λ•m − λ
wm(λ)
. (4.7)
The functionals χn, n ∈ Z, are analytic on Un by Corollary 10.6. Moreover, the roots wn(λ),
n ∈ Z, admit opposite signs on opposite sides of Gn – see (2.12). Therefore, in view of Fn(λ) =∫ λ
λ+n
∆•(µ)
c√∆2(µ)−4 dµ, for any λ ∈ Gn,
Fn
∣∣
G+n(λ) = −Fn
∣∣
G−n(λ).
Consequently, F2n is continuous and hence analytic on all of Un.
(iii) If γn = 0, then Gn = {λ±n} and F(λ±n) = 0 so there is nothing to show. Thus suppose γn ≠ 0.
We have λ•n = τn+γ2n`pn and supλ∈Un|χn(λ)−1| = `pn locally uniformly on Vϕ by Lemma 10.10 and
Lemma 10.6. In view of (4.7) it follows with Lemma 10.4 that
sup
λ∈G−n∪G+n
|Fn(λ)| à O
(
sup
λ∈Gn
|λ•n − λ|
)
= O(γn),
uniformly on V and for all n ∈ Z.
(v) If ϕ is of real type, then for any λ ∈ Gn
Fn(λ± i0) = ±
∫ λ
λ−n
(−1)n∆•(µ)
+
√
∆2(µ)− 4
dµ = ± cosh−1 (−1)
n∆(λ)
2
.
(vi) At the zero potential, ∆
•(λ)
c√∆2(λ)−4
∣∣∣∣
ϕ=0
= −i, which follows directly from the product represen-
tation (2.15). Integration thus yields Fn(λ,0) = −i(λ−npi). v
To simplify notation we write F(λ) ≡ F0(λ) and note that F(λ) = Fn(λ)− inpi for any n ∈ Z.
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λ−n λ+n
+i −i
−1
+1
Figure 4.1.: Signs of Fn(λ) around Gn.
Lemma 19.2 Supposeϕ is a finite gap potential of real type, then F is analytic outside a disc of finite
radius centered at the origin and admits the Laurent expansion
F(λ) = −iλ+ i
∑
ná1
Hn
(2λ)n
, (4.8)
whereHn denotes the nth Hamiltonian of the NLS hierarchy. Ï
Proof. By the preceding lemma F(λ) is analytic on C\⋃γm≠0Gm. Supposeϕ is a finite gap potential,
then F(λ) is analytic outside a disc of finite radius. Moreover, the product expansion (2.15) of
∆•(λ)
c√∆2(λ)−4 is finite, whence one verifies directly that F(λ) = O(λ) uniformly as |λ| → ∞. Therefore,
F is meromorphic with a pole at infinity of order at most one, and it suffices to determine the
Laurent expansion of F along an arbitrary sequence νn with |νn| → ∞.
Since ϕ is assumed to be of real type, the function (−1)n+1∆(λ), for any n ∈ Z, is strictly
increasing from −2 to 2 on [λ+n, λ−n+1] and the canonical root for λ+n < λ < λ−n+1 is given by
c
√
∆2(λ)− 4 = (−1)n+1i +
√
4−∆2(λ).
Furthermore, one computes for λ+n < λ < λ−n+1 that
∂λ
(
−i sin−1
(
(−1)n+1∆(λ)
2
))
= i (−1)
n∆•(λ)/2
+√1−∆2(λ)/4 = ∆
•(λ)
c
√
∆2(λ)− 4 .
Hence for any λ+n à λ à λ−n+1,
F(λ) = F(λ+n)+
∫ λ
λ+n
∆•(µ)
c
√
∆2(µ)− 4
dµ
= −inpi +
[
−i sin−1
(
(−1)n+1∆(µ)
2
)]λ
λ+n
= −i(n+ 1/2)pi − i sin−1
(
(−1)n+1∆(λ)
2
)
.
Let νn = (n+ 1/2)pi , then by [23, Theorem 4.8]1 for any N á 1
∆(νn) = 2 cos iσN(νn)+O(ν−Nn ), σN(λ) = −iλ+ i
N∑
n=1
Hn
(2λ)n
,
as |n| → ∞. Using that ∂z sin−1(z) = 1/ +
√
1− z2 one gets by the mean value theorem∣∣∣∣sin−1((−1)n+1∆(νn)2
)
− sin−1
(
(−1)n+1 cos iσN(νn)
)∣∣∣∣ = O(ν−Nn ),
and hence
F(νn) = −iνn − i sin−1
(
(−1)n+1 cos iσN(νn)
)
+O(ν−Nn ), n→∞.
1Note that in in comparison to [23] we multiplied for n á 2 the nth Hamiltonian with the factor (−i)n+1.
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Finally, writing (−1)n+1 = − sinνn one gets by the addition theorem for the sine
(−1)n+1 cos iσN(νn) = sin(iσN(νn)− νn),
and hence
−i sin−1
(
(−1)n+1 cos iσN(νn)
)
= σN(νn)+ iνn.
This gives F(νn) = σN(νn)+O(ν−Nn ), hence the Laurent coefficients of F can be determined from
σN . v
The following expansion will be of use later.
Corollary 19.3 Suppose ϕ is a finite gap potential of real type, then F3 is analytic outside a disc of
finite radius and admits the Laurent expansion
F3(λ) = iλ3 − i3
2
H1λ− i34H2 − i
3
8
H − 2H 21
λ
+O(λ−2). Ï
We conclude this section by refining the asymptotics supλ∈G+n∪G−n |Fn(λ)| = O(γn) of Lemma 19.1.
Lemma 19.4 For any 1 < p <∞, locally uniformly Wp
sup
λ∈G+n∪G−n
|Fn(λ)− iwn(λ)| = γn(`p/2n + `1+n ).
At the zero potential Fn(λ) = iwn(λ) = −iλ+ inpi holds without the error term. Ï
Proof. With (4.7) write Fn in the form
Fn(λ) =
∫ λ
λ−n
∆•(µ)
c
√
∆2(µ)− 4
dµ = −i
∫ λ
λ−n
λ•n − µ
wn(µ)
χn(µ) dµ, χn(λ) =
∏
m≠n
λ•m − λ
wm(λ)
.
By Lemma 10.10, λ•n − τn = γ2n`pn, hence Lemma 10.8 gives supλ∈Un|χn(λ)− 1| = `p/2n + `1+n . As an
immediate consequence we obtain from Lemma 10.4 that
sup
λ∈G+n∪G−n
∣∣∣∣∣Fn(λ)− (−i)
∫ λ
λ−n
λ•n − µ
wn(µ)
dµ
∣∣∣∣∣ à maxλ∈G+n∪G−n∣∣(λ•n − λ)(χn(λ)− 1)∣∣ = γn(`p/2n + `1+n ).
One further checks that ∂λwk(λ) = − τk−λwk(λ) for λ ∉ Gn, hence
−i
∫ λ
λ−k
λ•k − ξ
wk(ξ)
dξ = iwk(λ)+ i(τk − λ•k)
∫ λ
λ−k
1
wk(ξ)
dξ.
If γk = 0, then τk = λ•k and the claim is evident. On the other hand, if γk ≠ 0, then Lemma 10.4
gives supλ∈G−k∪G+k
∣∣∣∫ λλ−k 1wk(ξ) dξ∣∣∣ à pi and the claim follows with the estimate τk − λ•k = γ2k`pk . v
20. NLS frequencies
In this section we derive a novel formula for the NLS frequencies which we then use to study their
decay properties. The frequencies can be viewed either as analytic functionals of the potential ϕ
on Wp or as analytic functionals of the actions I = (Im)m∈Z on the complex neighborhood Vp/2 of
`p/2+ introduced in Section 18. Which case is at hand should be always clear from the context, hence
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we do not introduce different notations for them. Our starting point is the following identity for
the nth NLS frequency
ωn = {θn,H},
which a priori holds on H1c ∩ (W2 \ Zn), where Zn = {ϕ ∈ W2 : γ2n(ϕ) = 0} is the analytic
subvariety of W2 introduced in Chapter 2.
It turns out to be convenient to introduce for any integers n,k ∈ Z and m á 0 the moments
Ω(m)nk Í
∫
Γk
Fmk (λ)ψn(λ)
c
√
∆2(λ)− 4 dλ,
with the canonical root introduced in Section 10, the functions ψn constructed in Section 12, and
the Abelian integral Fk defined in Section 19. We recall from Section 12 the product representation
of the quotient ψn(λ)/ c
√
∆2(λ)− 4, obtained from (2.20), (2.13), and (2.25),
ψn(λ)
c
√
∆2(λ)− 4 =
−i
wn(λ)
ζn(λ) =
σnk − λ
wk(λ)
ζnk (λ). (4.9)
Here we have set σnn = τn and for any k ∈ Z the functions ζk and ζnk are analytic on Uk,
ζnk (λ) =
−i
τn − λζk(λ), ζk(λ) = −
∏
m≠k
σnm − λ
wm(λ)
. (4.10)
Lemma 20.1 (i) Ω(0)nk = 2piδnk, for all n,k ∈ Z. Ï
(ii) Each moment Ω(m)nk , n,k ∈ Z, m á 1, is analytic on Wp , 1 < p <∞.
(iii) Ω(2l+1)nk = 0, for all n,k ∈ Z and l á 0.
(iv) If γk = 0, then Ω(m)nk = 0, for all n ∈ Z and m á 1.
Proof. (i): The identity follows from the characterization (2.21) of the functions ψn.
(ii): Let ϕ ∈Wp . As in Section 10, we choose circuits Γk, k ∈ Z, and open neighborhoods U ′k of
Γk such that Γk circles around Gk and U ′k ⊂ Uk \Gk for any potential in Vϕ. In view of Lemma 10.7,
Theorem 12.1, and Lemma 19.1, the integrand
Fmk (λ)ψn(λ)
c√∆2(λ)−4 is analytic on U
′
k × Vϕ for any k ∈ Z.
Consequently, Ω(m)nk is analytic on Vϕ.
(iii): By Lemma 19.1 and (2.14), the function Fk and the canonical root both extend continuously
to the opposite sides G±k of the gap Gk and take opposite signs there. Consequently, for any l á 0
the quotient F2l+1k (λ)/
c
√
∆2(λ)− 4 extends continuously from Uk \ Gk to Uk and hence is analytic
on all of Uk. Together with the fact that ψn is an entire function, we conclude Ω
(2l+1)
nk = 0 for all
n,k ∈ Z.
(iv): In view of item (iii) it remains to consider the case m = 2l, l á 1, and n,k ∈ Z with γk = 0.
Suppose k ≠ n. Since σnk = τk by Theorem 12.1, and wk(λ) = τk − λ in view of (2.9), by (4.9) the
quotientψn(λ)/ c
√
∆2(λ)− 4 equals ζnk (λ) and hence is analytic on Uk. Since by Lemma 19.1 also F2lk
is analytic on Uk, we conclude Ω
(2l)
nk = 0. Now suppose k = n. Since ζn and F2l are analytic on Un
and wn(λ) = τn − λ, we have in view of (4.9) and Cauchy’s Theorem that Ω(2)nn = 2piF2ln (τn)ζn(τn).
Since γn = 0 we find by Lemma 19.1 that Fn(τn) = Fn(λ±n) = 0 proving the claim. v
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Lemma 20.2 For any finite gap potential of real type and any n ∈ Z
ω?n =ωn − 4H1 − (2npi)2 = −
4
2pi
∑
k∈Z
Ω(2)nk . Ï (4.11)
Proof. Suppose ϕ is a finite gap potential, meaning the set A = {k ∈ Z : γk(ϕ) ≠ 0} is finite. By
Corollary 19.3, the function F3(λ) is analytic outside a sufficiently large circle Cr enclosing all open
gaps Gk, k ∈ A, and admits the Laurent expansion
F3(λ) = iλ3 − i3
2
H1λ+ 34H2 − i
3
8
H − 2H 21
λ
+O(λ−2).
Therefore, by Cauchy’s Theorem
H − 2H 21 =
8
6pi
∫
Cr
F3(λ) dλ.
Consider any n ∈ Z with γn(ϕ) ≠ 0. Then θn mod pi is analytic near ϕ by Theorem 13.1 and one
has
ωn − 4H1 = {θn,H − 2H 21 } = −
8
6pi
∫
Cr
{F3(λ), θn} dλ = − 82pi
∫
Cr
F2(λ){∆(λ), θn}
c
√
∆2(λ)− 4 dλ.
Using 2{∆(λ), θn} = ψn(λ) – c.f. [33, Lemma 18.2] – we thus obtain
ωn − 4H1 = − 42pi
∫
Cr
F2(λ)ψn(λ)
c
√
∆2(λ)− 4 dλ.
First, F2(λ) is analytic on C\⋃k∈AGk. Second, for any k ∈ Z\S one has by the same arguments as in
the proof of Lemma 20.1 (iii) that the quotient ψn(λ)/ c
√
∆2(λ)− 4 is analytic on Uk. Consequently,
the integrand is analytic on C \⋃k∈AGk and one obtains by contour deformation
ωn − 4H1 = − 42pi
∑
k∈A
∫
Γk
F2(λ)ψn(λ)
c
√
∆2(λ)− 4 dλ.
Proceeding by expanding F(λ)2 = (Fk(λ) − ikpi)2 = F2k (λ) − 2i(kpi)Fk(λ) − (kpi)2 and using that
Ω(1)nk ≡ 0 by Lemma 20.1, we thus get
ωn − 4H1 = − 42pi
∑
k∈A
(
Ω(2)nk − (kpi)2Ω(0)nk
)
=
∑
k∈Z
(
− 4
2pi
Ω(2)nk + (2kpi)2δkn
)
.
Here, we used in the second statement that Ω(2)nk = 0 for all k ∈ Z \ S. This shows that (4.11) holds
for all n with γn(ϕ) ≠ 0.
Now consider any n ∈ Z with γn(ϕ) = 0. We can choose a sequence of finite gap potentials ϕl in
H1r with γk(ϕl) = γk(ϕ) for k ≠ n, γn(ϕl) ≠ 0, and ϕl → ϕ in H1r . In particular, A(l) ≡ A(ϕ(l)) Í
{j ∈ Z : γj(ϕl) ≠ 0} is given by A ∪ {n} for any l á 1. Since by Lemma 20.1 each Ω(2)nk , k ∈ Z, is
continuous, indeed analytic, on Wp , and A is finite and independent of l, it follows that
∑
k∈Z
Ω(2)nk (ϕl) =
∑
k∈A∪{n}
Ω(2)nk (ϕl)→
∑
k∈A∪{n}
Ω(2)nk (ϕ) =
∑
k∈Z
Ω(2)nk (ϕ).
On the other hand, ωn is continuous at ϕ ∈ H1r which shows that (4.11) holds for all n ∈ Z. v
We proceed by deriving decay estimates for Ω(2)nk .
93
Chapter 4. Frequencies, Convexity, and Wellposedness
Lemma 20.3 Locally uniformly on Wp , 1 < p <∞, and uniformly in n
Ω(2)nk =
γ3k(`
p/2
k [n]+ `1+k [n])
n− k , k ≠ n, Ω
(2)
nn =
γ2n
4
(
pi + `p/2n + `1+n
)
.
In more detail, there exists a sequence αnk so that Ω
(2)
nk =
γ3k
n−kα
n
k so that for any r > 1 with r á p/2∑
k≠n
|αnk |r à Cr ,
and Cr > 0 can be chosen uniformly in n and locally uniformly on Wp . Ï
Proof. If γk = 0, then Ω(2)nk = 0 by Lemma 20.1, hence it remains to consider the case where
γk ≠ 0. We begin with the the case k ≠ n. Using the representation (4.9), shrinking the contour of
integration Γk to G−k ∪G+k , and using (2.12) gives
Ω(2)nk = 2
∫
G−k
F2k (λ)(σ
n
k − λ)ζnk (λ)
wk(λ)
dλ.
Since σnk = τk + γ2k`pk [n] by Theorem 12.1, it follows from Lemma 10.8 and (2.26) that
(n− k)ζnk (λ)
∣∣∣
Uk
= i
pi
+ `p/2k [n]+ `1+k [n].
Moreover, by Lemma 19.4 uniformly on G±k ,
Fk(λ)2 = −w2k(λ)+ γ2k(`p/2k + `1+k ).
Combining both expansions, then yields
(n− k)Ω(2)nk = 2
∫
G−k
(
−w2k(λ)+ γ2k(`p/2k + `1+k )
)(
σnk − λ
)(
i/pi2 + `p/2k [n]+ `1+k [n]
)
wk(λ)
dλ.
Since maxλ∈Gn|σnk − λ| = O(γk) and maxλ∈G+n∪G−n |wk(λ)| = |γk|/2, Lemma 10.4 further shows
(n− k)Ω(2)nk = −i
2
pi2
∫
G−k
wk(λ)(σnk − λ) dλ+ γ3k(`p/2k [n]+ `1+k [n]).
Using (2.12) one also computes that∫
G−k
wk(λ) dλ = i
γ2k
4
∫ 1
−1
+√1− t2 dt = ipi γ2k
8
,
∫
G−k
(τk − λ)wk(λ) dλ = −i
γ3k
8
∫ 1
−1
t +
√
1− t2 dt = 0,
hence, together with σnk − τk = γ2k`pk [n], we conclude∫
G−k
wk(λ)(σnk − λ) dλ = ipi
γ2k
8
(σnk − τk) = γ4k`pk [n].
Altogether we thus find for k ≠ n
Ω(2)nk =
γ3k(`
p/2
k [n]+ `1+k [n])
n− k .
If k = n, then (4.9) has the form
ψn(λ)
c
√
∆2(λ)− 4 = −
i
wn(λ)
ζn(λ),
where ζn(λ) = −1+ `p/2n + `1+n , λ ∈ Un. Consequently, by the same arguments as above
Ω(2)nn = −i2
∫
G−n
(−w2n(λ)+ γ2n(`p/2n + `1+n ))(−1+ `p/2n + `1+n )
wn(λ)
dλ
= −i2
∫
G−n
wn(λ) dλ+ γ2n(`p/2n + `1+n )
= pi
4
γ2n + γ2n(`p/2n + `1+n ) =
γ2n
4
(
pi + `p/2n + `1+n
)
. v
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The decay estimates of the moments Ω(2)nk together with formula (4.11) for finite gap potentials of
real type allow us to establish the analytic extension of the frequencies ω?n.
Theorem 20.4 For any n ∈ Z, the sum − 42pi
∑
k∈ZΩ
(2)
nk converges absolutely and locally uniformly
on Wp , 1 < p <∞, to the real analytic function ω?n,
ω?n = −
4
2pi
∑
k∈Z
Ω(2)nk . Ï
Proof. Each moment Ω(2)nk is real analytic on W
p by Lemma 20.1. Further, in view of Lemma 20.3
for any k ≠ n
Ω(2)nk =
γ3k
n− k(`
p/2
k [n]+ `1+k [n]),
locally uniformly on Wp . Thus the sum Ω(2)n = − 42pi
∑
k∈ZΩ
(2)
nk is absolutely and locally uniformly
convergent to an analytic function on Wp . Moreover, the identity ω?n = Ω2n, n ∈ Z, holds for any
real valued finite gap potential by Lemma 20.2. Consequently, Ω(2)n is the unique analytic extension
of ω?n from the set of finite gap potentials to Wp . v
Our second main result for the frequencies ω?n concerns their asymptotic behavior. To this end,
we introduce frequency map ω? = (ω?n)n∈Z.
Theorem 20.5 (i) The map ω? : W2 → `rC is real-analytic for any r > 1.
(ii) For any p > 2 the map ω? admits an analytic extension ω? : Wp → `p/2C which satisfies
ω?n + 2
γ2n
4
= `p/3n + `1+n
locally uniformly on Wp . Ï
Proof. By Lemma 20.3 we have Ω(2)nk =
γ3k
n−ka
n
k for k ≠ n, with∑
k≠n
|ank |r
1/r à C,

r = p/2, if p > 2,
∀ r > 1, if p = 2,
and the constant C can be chosen uniformly in n. Choose r ′ so that 1/r +1/r ′ = 1. Then applying
Hölder’s and subsequently Young’s inequality gives for any s á r ′
∑
n∈Z
∣∣∣∣∣∣∑k≠nΩ(2)nk
∣∣∣∣∣∣
s
à Cs
∑
n∈Z
∣∣∣∣∣∣∑k≠n
|γk|3r ′
|n− k|r ′
∣∣∣∣∣∣
s/r ′
à Cs
 ∑
m≠0
1
|m|r ′
s/r ′∑
k∈Z
|γk|3s
,
and we need s á p/3 for the right hand side to be finite. On the other hand, for s < r ′ we apply
the basic inequality (|a| + |b|)s/r ′ à |a|s/r ′ + |b|s/r ′ to get
∑
n∈Z
∣∣∣∣∣∣∑k≠nΩ(2)nk
∣∣∣∣∣∣
s
à Cs
∑
n∈Z
∣∣∣∣∣∣∑k≠n
|γk|3r ′
|n− k|r ′
∣∣∣∣∣∣
s/r ′
à Cs
 ∑
m≠0
1
|m|s
∑
k∈Z
|γk|3s
,
and one needs s > 1 and s á p/3 for the right hand side to be finite. We thus conclude that∑
k≠n
Ω(2)nk = `p/3n + `1+n .
On the other hand, Ω(2)nn = γ
2
n
4 (pi + `
p/2
n ) = `p/2n . Consequently, for any p á 2
ω?n = −2
γ2n
4
+ `p/3n + `1+n ,
from which all the claims follow. v
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Proof of Theorem 18.1. By the same arguments as in the proof of Theorem 20.3 in [23], one con-
cludes from item (i) of Theorem 20.5 that ω?, viewed as a function of the actions, is a real analytic
functionω? : `1+ → `r for any r > 1, and from item (ii) that for any p > 2,ω? extends to a real ana-
lytic functionω? : Vp/2 → `p/2. Here Vp/2 denotes the image of the mapWp → `p/2C , ϕ , (Im)m∈Z,
and is an open subset of `p/2C which contains `1+. Since locally uniformly on Wp by Theorem 11.2
γ2n
4
= In + `p/4n + `1+n ,
item (ii) of Theorem 20.5 implies that
ω?n + 2In = `p/3n + `1+n . v (4.12)
Proof of Corollary 18.2. (i): Near I = 0 the frequency ω?n admits by (4.3) the Taylor expansion
ω?n = −2In + · · · .
In particular, for any p > 2, ω? : Vp/2 → `p/2C is analytic in a neighborhood of I = 0 and
d0ω? = −2Id`p/2C .
It follows from the inverse function theorem that ω? is a local diffeomorphism near I = 0.
(ii): We show that for any I ∈ Vp/2 the map ΛI = dIω? + 2Id`p/2C is a compact operator on `
p/2
C .
Since ω?n + 2In = `p/3n + `1+n , there exists 1 < r < p/2 so that ω? + 2 id : Vp/2 → `rC is analytic. By
Cauchy’s estimate it follows that ΛI : `
p/2
C → `rC is bounded and hence compact by Pitt’s Theorem –
see [17] for a short proof.
(iii): As an immediate consequence of item (i), ω? is a Fredholm map of index zero everywhere
on Vp/2, p > 2.
(iv): Since ω? : Vp/2 → `p/2C , p > 2, is real analytic, a diffeomorphism at the origin, and its
differential is a compact perturbation of −2Id`p/2C , it follows from Proposition I.4 that ω
? is a local
diffeomorphism generically on Vp/2. v
21. NLS Hamiltonian
In this section, we derive, inspired by the work of Korotyaev [45], a novel formula for the Hamilto-
nian
H? =H − 2H 21 −
∑
m∈Z
(2npi)2In,
which allows us to extend the functionH?, a priori real analytic on H1r , real analytically to W4.
For convenience we introduce for any integers n ∈ Z and m á 0 the moments
R(m)n = −
1
pi
∫
Γn
Fmn (λ) dλ,
and collect some basic facts about them.
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Lemma 21.1 For any 1 < p <∞
(i) R(m)n is analytic on Wp for all n ∈ Z, m á 0,
(ii) R(2m)n = 0 for all n ∈ Z, m á 0.
(iii) R(m)n = O(γm+1n ) locally uniformly on Wp and uniformly as |n| → ∞. In particular, R(m)n
vanishes if γn vanishes.
(iv) R(m)n á 0 on FLpr . Indeed, R(2m+1)n vanishes if and only if γn vanishes.
(v) R(1)n = In for all n ∈ Z. Ï
Proof. The analyticity claimed in item (i) follows immediately from the analyticity of Fn established
in Lemma 19.1 on (C \⋃m∈ZUm) × Vϕ for any ϕ ∈Wp . By the same lemma, every even power of
Fn is analytic on Un, which proves item (ii), and supλ∈G+n∪G−n |Fn(λ)| = O(γn) which proves item (iii).
Moreover, if ϕ is of real type, then Fn(λ)
∣∣
G±n = ± cosh−1((−1)n∆(λ)/2), which proves (iv). Finally,
integrating by parts in the definition of the actions (2.16), and using the fact that F(λ) = Fn(λ)−inpi ,
yields
In = 1pi
∫
Γn
λ∆•(λ)
c
√
∆2(λ)− 4 dλ = −
1
pi
∫
Γn
F(λ) dλ = − 1
pi
∫
Γn
Fn(λ) dλ. v
We are now in a position to derive the novel formula for the HamiltonianH?.
Lemma 21.2 For any finite gap potential of real type
H − 2H 21 −
∑
n∈Z
(2npi)2In = 43
∑
n∈Z
R(3)n . Ï (4.13)
Proof. Suppose ϕ is a finite gap potential of real type, then A = {n ∈ Z : γn ≠ 0} is finite and by
Corollary 19.3 F3(λ) is analytic on C \⋃n∈AGn with residue
1
2pi i
∫
Cr
F3(λ) = 3
8i
(H − 2H 21 ),
where Cr denotes a counter clockwise oriented circle around the origin enclosing all open gaps. On
the other hand, by expanding F3(λ) into
F3(λ) = (Fn(λ)− inpi)3 = F3n(λ)− 3iF2n(λ)(npi)− 3Fn(λ)(npi)2 + (npi)3,
one obtains by contour deformation and the previous lemma
1
pi
∫
Cr
F3 dλ =
∑
n∈A
1
pi
∫
Γn
F3 dλ =
∑
n∈A
(
3(npi)2R(1)n −R(3)n
)
.
Combining both identities for the residue of F3(λ) yields
H − 2H 21 =
∑
n∈A
(2npi)2In − 43
∑
n∈A
R(3)n . v
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Proposition 21.3 The series − 43
∑
n∈ZR(3)n converges absolutely and locally uniformly on W4 to the
analytic functionH?,
H? =H − 2H 21 −
∑
n∈Z
(2npi)2In = −43
∑
n∈Z
R(3)n .
On FL4r the right hand side is nonpositive and vanishes if and only if ϕ = 0. Ï
Proof. By Lemma 21.1 each R(3)n , n ∈ Z, is analytic on W4 and we have the locally uniform esti-
mate R(3)n = O(γ4n) = `1n. Consequently, the series − 43
∑
n∈ZR(3)n converges absolutely and locally
uniformly to an analytic function H? on W4. When restricted to FL4r , every functional R(3)n is
nonnegative and vanishes if and only if γn = 0. Thus, H? is nonnegative on FL4r and vanishes if
and only if ϕ = 0. v
Proof of Theorem 18.3. (i): This is the content of Proposition 21.3. (ii): Using item (i) one shows,
by the same arguments as in the proof of Theorem 20.3 in [23], that the Hamiltonian H?, when
viewed as a function of the actions, defines a real analytic function H? : V2 → C. Moreover, H? is
nonnegative on `2+∩V2, and vanishes on `2+∩V2 if and only if I = 0. Recall thatω?n = ∂InH?, hence
d2IH? = dIω? for all I ∈ V2. Therefore, in view of the proof of Corollary 18.2, at I = 0
d20H
? = d0ω? = −2Id`2C .
The strict concavity of H? in a neighborhood of I = 0 thus follows by continuity. Ï
22. NLS wellposedness
The frequencies of the renormalized NLS equation are given by
ωrn =ωn − 4H1 = (2npi)2 +ω?n.
The frequencies ω?n extend to real analytic functions on FL
p
r for any 1 < p < ∞ by Theorem 20.5
from the previous section. Consequently, the frequencies ωrn give rise to a flow in Birkhoff coordi-
nates on `pr , 1 < p <∞, defined globally in time for all initial values Ωp(ϕ), ϕ ∈ FLpr .
It turns out to be convenient to consider the complex Birkhoff coordinates
zn = xn − iyn√2 , wn =
xn + iyn√
2
, n ∈ Z,
where for real type states we have wn = zn. By a slight abuse of notation, we also denote the space
of complex Birkhoff coordinates (z,w) by `pc and the subspace of real type states by `
p
r . Moreover,
also the complex Birkhoff map ϕ , (z,w) is denoted by the symbol Ωp . This notation is local to
this section and should not lead to any confusion.
The flow map of the frequenciesωrn in complex Birkhoff coordinates is then given by S
r
Ω : (t, (z,w)),
(Zrn(t, (z,w)),W rn(t, (z,w))) with coordinate functions
Zrn(t, (z,w)) = eitω
r
n(z,w)zn, W rn(t, (z,w)) = e−itω
r
n(z,w)wn, (4.14)
which are real analytic functions on R×Ωp(FLpr ).
The (dNLS)r solution map on FL
p
r is then given by
Sr (t,ϕ) = Ω−1p (SrΩ(t,Ωp(ϕ))), (4.15)
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and well defined for all t such that SrΩ(t,Ωp(ϕ)) is in the image of Ωp .
Similarly, the dNLS frequencies
ωn = (2npi)2 + 4S1 +ω?n
give rise to a flow SΩ on `
p
r for all 1 < p à 2. The corresponding dNLS solution map on FL
p
r is
given by
S(t,ϕ) = Ω−1p (SΩ(t,Ωp(ϕ))), (4.16)
and well defined for all t ∈ R since Ωp : FLpr → `pr is onto if 1 < p à 2.
We first consider properties of the map SΩ corresponding to the ones of SΩ claimed in Theo-
rem 18.5.
Theorem 22.1 (i) Suppose 1 < p <∞. For any (z,w) ∈ Ωp(FLpr ) ⊂ `pr , the curve
R→ `pr , t , SrΩ(t, (z,w)),
is continuous. Moreover, for any T > 0 the map SrΩ : Ωp(FL
p
r ) → C([−T , T], `pr ) is real ana-
lytic. If 1 < p à 2, this map has the group property and SrΩ(t, ·) : `pr → `pr for any t ∈ R is a
diffeomorphism.
(ii) Suppose 1 < p à 2. For any (z,w) ∈ `pr , the curve R → `pr , t , SΩ(t, (z,w)) is continuous.
Moreover, for any T > 0 the map SΩ : `
p
r → C([−T , T], `pr ) is real analytic, has the group
property, and SΩ(t, ·) : `pr → `pr is a diffeomorphism for any t ∈ R.
(iii) For each 2 < p <∞, n ∈ Z, and T > 0, the NLS coordinate functions
Zn,Wn : Ωp(FL
p
r ) ⊂ `pr → C([−T , T],C)
cannot be extended continuously to points (z,w) ∈ Ωp(FLpr ) \ `2r with zn ≠ 0 and wn ≠ 0,
respectively. Ï
Proof. (i): The proof is analogous to the one for KdV found in [38, Section 4]. Clearly, in view
of (4.14) each coordinate function is defined globally in time, and we have for any t, s ∈ R and any
n ∈ Z
|Zrn(t, (z,w))− Zrn(s, (z,w))| à |eitω
r
n(z,w) − eitωrn(z,w)||zn|
à |ei(t−s)ωrn(z,w) − 1||zn|,
and similarly for |W rn(t, (z,w))−W rn(s, (z,w))|. Consequently, for any N á 1
‖SrΩ(t, (z,w))− SrΩ(s, (z,w))‖pp à
∑
|n|àN
|ei(t−s)ωrn(z,w) − 1|p(|zn|p + |wn|p)
+ 2p
∑
|n|>N
(|zn|p + |wn|p).
Given ε > 0, we first choose N á 1 so that 2p
∑
|n|>N(|zn|p + |wn|p) à εp , and second δ > 0, so
that for all t, s ∈ R with |t − s| < δ we have
sup
|n|àN
|ei(t−s)ωrn(z,w) − 1|‖(z,w)‖p à ε.
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Then ‖SrΩ(t, (z,w)) − SrΩ(s, (z,w))‖p à 2ε, which shows that the curve t , SrΩ(t, (z,w)) is a
continuous curve in `pr and the group property follows immediately.
Next, we show that the map SrΩ : Ωp(FL
p
r ) ⊂ `pr → C([−T , T], `pr ) is real analytic for any T > 0.
Indeed, each coordinate function is a real analytic map Zrn : Ωp(FL
p
r )→ C([−T , T],R) for any T > 0.
Moreover, for any (z,w) ∈ Ωp(FLpr ) there exists a neighborhood V in `pc so that ωrn = (2npi)2 +
`p/2n + `1+n uniformly on V , hence
Zrn(t, (z,w)) = eitω
r
n(z,w)zn = eit(2npi)2
(
1+ `p/2n + `1+n
)
zn = `pn
uniformly on [−T , T]× V for any T > 0. Consequently, SrΩ : V → C([−T , T], FLpc ) is analytic.
(ii): the proof is the same as the one for item (i) with the sole difference that the dNLS frequencies
are defined on all of `pr provided 1 < p à 2.
(ii): Take any initial datum (z,w) ∈ Ωp(FLpr ) \ `2r . Denote by (z(m),w(m)) any sequence in `2r
which converges to (z,w) in `pr . Each functional ωrn is real analytic on Ωp(FL
p
r ) for any p > 2
whereas S1(z,w) =
∑
m∈Z zmwm = 12
∑
m∈Z(|zm|2 + |wm|2) is infinite on `pr . We conclude that
ωn(z(m),w(m)) → +∞. Choose n á 1 so that ε = |zn| > 0 and fix T > 0. After possibly passing to
a subsequence of (z(m),w(m)), we can choose a sequence of real numbers −T à tm à T so that
|ei(ωn(z(m+1),w(m+1))−ωn(z(m),w(m)))tm − 1| á 1, m á 1.
Consequently,
|Zn(tm, (z(m+1),w(m+1)))− Zn(tm, (z(m),w(m)))| á |z(m)n | − ‖z(m+1) − z(m)‖p
á ε/2
for all m sufficiently large. v
Theorem 18.5 is implied by the following result.
Corollary 22.2 (i) For any 1 < p à 2, dNLS and (dNLS)r are globally in time Cω-wellposed in
FLpr .
(ii) For any 2 < p <∞, (dNLS)r is locally in time Cω-wellposed in FLpr and there exists a neighbor-
hood Up of the origin on which (dNLS)r is globally in time Cω-wellposed.
(iii) For any 2 < p < ∞, dNLS is illposed in FLpr in the sense that for any T > 0 and any q á p
the solution map cannot be extended to a map S : FLpr → C([0, T ], FLqr ) which is continuous at
any point of FLpr \ L2r . Ï
Proof. (i) For 1 < p à 2 the Birkhoff map Ωp : FL
p
r → `pr is a bi real analytic diffeomorphism, hence
the Solution maps (4.15) and (4.16) extend globally in view of Theorem 22.1.
(ii) Suppose p > 2. For any point ϕ ∈ FLpr there exists a neighborhood U of ϕ in FLpr and a
neighborhood V of Ωp(ϕ) in `
p
r so that Ωp
∣∣
U : U → V is a diffeomorphism. Since SrΩ : R× U → `pr
is continuous by Theorem 22.1, there exists T > 0 and a neighborhood V ′ ⊂ V of Ωp(ϕ) so that
SrΩ([−T , T], V ′) ⊂ V . Let U ′ = Ω−1p (V ′), then
Sr (·,ψ) = Ω−1p (SrΩ(·,Ωp(ψ))), (4.17)
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is well defined on [−T , T] for anyψ ∈ U ′ and defines a real analytic map Sr : U ′ → C([−T , T], FLpr ).
This proves the local-in-time Cω-wellposedness in FLpr .
Suppose V = Br (0) is a ball of radius r > 0 centered at the origin of FLpr . In view of (4.14), we
have ‖SrΩ(t, (z,w))‖p = ‖(z,w)‖p for all t ∈ R, hence
SrΩ(t, V) ⊂ V, t ∈ R.
Therefore, (4.17) is well defined on R for any ψ ∈ U = Ω−1p (V). In consequence, the map Sr : U ′ →
C([−T , T], FLpr ) is real analytic for any T > 0. This proves the global-in-time Cω-wellposedness in
U .
(iii) Suppose there exists ϕ ∈ FLpr \ L2r , p > 2, so that S : FLpr , C([0, T ], FLqr ) is continuous at ϕ
for any T > 0 and any p à q <∞. Then also
SΩ = Ωq ◦ S ◦Ω−1p : Ωp(FLpr ) ⊂ `pr → C([0, T ], `qr )
is continuous at Ωp(ϕ) which contradicts Theorem 22.1 (iii). v
Remark 22.3. A continuous curve γ : [−T , T]→ FLpr , 1 < p <∞, is a solution of (dNLS)r if and only
if its coordinate functions (zn(t),wn(t))n∈Z = Ω◦γ(t) satisfy (dNLS)r in Birkhoff coordinates, that
is
zn(t) = eitωrn(z(0),w(0))zn(0), wn(t) = e−itωrn(z(0),w(0))wn(0).
Consequently, the uniqueness of the solutions constructed in this chapter holds in the whole class
C([−T , T], FLpr ), slightly improving on the results of Grünrock & Herr [25] where the uniqueness
was obtained in certain restriction norm spaces of Bourgain spaces embedding continuously into
C([−T , T], FLpr ). Ç
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Chapter 5
Two sided estimates for the Birkhoff map
in Sobolev spaces
23. Overview
In the preceding chapters we investigated the Birkhoff coordinates for the dNLS equation in spaces
of low regularity. However, these coordinates are also well suited to investigate the dNLS equation
in spaces of high regularity. Recall that the Birkhoff map ϕ , (xn, yn)n∈Z constructed in the pre-
quel, when restricted to the Sobolev spaces Hmr , m á 0, is a bi-analytic, canonical diffeomorphism
Ω : Hmr → hmr , and on h1r the transformed NLS Hamiltonian is a real analytic function of the actions
In = (x2n + y2n)/2 alone – see also [23]. The transformed dNLS flows then takes the particularly
simple form
x˙n = −ωnyn, y˙n =ωnxn, ωn Í ∂InH.
One may thus think of Ω as a nonlinear Fourier transform for the dNLS equation. Indeed, the
derivative d0Ω of Ω at the origin is the Fourier transform, and on L2r , as for the Fourier transform,
‖Ω(ϕ)‖`2r = ‖ϕ‖L2r ,
which we also refer to as Parseval’s identity – cf. e.g. [55, 23]. The main result of this chapter says
that also for higher order Sobolev norms there exist analogs of Parseval’s identity for the nonlinear
map Ω. To give a precise statement, let
∑
n∈Z(ϕ−2ne−i2npix ,ϕ
+
2ne
i2npix) denote the Fourier series of
ϕ = (ϕ−,ϕ+) ∈ Hsc , s á 0, and endow the Sobolev space Hsc with the norm ‖ϕ‖s given by
‖ϕ‖2Hs Í
∑
n∈Z
〈2npi〉2s(|ϕ−2n|2 + |ϕ+2n|2), 〈x〉 Í 1+ |x|.
Furthermore, the norm on the model space
hsr Í {(x,y) = (xn, yn)n∈Z : ‖(x,y)‖s Í (‖x‖2s + ‖y‖2s )1/2 <∞},
is given by
‖x‖2hs Í
∑
n∈Z
〈2npi〉2s|xn|2.
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Theorem 23.1 For any integer m á 1 there exist absolute constants cm, dm > 0 such that the
restriction of Ω to Hmr satisfies the two sided estimates
(i) ‖Ω(ϕ)‖hmr à cm
(‖ϕ‖Hmr + (1+ ‖ϕ‖H1r )2m‖ϕ‖H0r ),
and
(ii) ‖ϕ‖Hmr à dm
(‖Ω(ϕ)‖hmr + (1+ ‖Ω(ϕ)‖h1r )4m−3‖Ω(ϕ)‖h0r ). Ï
The main feature of Theorem 23.1 is that the constants cm and bm can be chosen independently of
ϕ.
Note that the estimate (i) is linear in the highest Sobolev norm ‖ϕ‖Hmr for m á 2, and that the
estimate (ii) is linear in the highest weighted hmr -norm ‖Ω(ϕ)‖hmr of Ω(ϕ). Hence Theorem 23.1
shows that the 1-smoothing property of the Birkhoff map Ω established in [39] holds in a uniform
fashion.
The proof of Theorem 23.1 relies on estimates of the action variables I = (In)n∈Z of ϕ, where
In = (x2n +y2n)/2, n ∈ Z. The decay properties of the actions In are known to be closely related to
the regularity properties of ϕ – c.f. [34, 18, 37]. We need to quantify this relationship by providing
two sided estimates of the Sobolev norms of ϕ in terms of weighted `1-norms of I(ϕ).
Theorem 23.2 For any integer m á 1, there exist absolute constants cm and dm, such that for all
ϕ ∈ Hmr
(i) ‖I(ϕ)‖`2m,1 à c2m
(‖ϕ‖2Hmr + (1+ ‖ϕ‖H1r )4m‖ϕ‖2H0r ),
(ii) ‖ϕ‖2Hmr à d2m
(‖I(ϕ)‖`2m,1 + (1+ ‖I(ϕ)‖`2,1)4m−3‖I(ϕ)‖`1). Ï
Remark 23.3. The same constants cm, dm of Theorem 23.1 can be used in Theorem 23.2. Ç
It turns out that versions of the estimate (i) of Theorems 23.1 & 23.2 hold for a larger family
of spaces known as weighted Sobolev spaces – see Section 6 and [28, 29] for an introduction. A
normalized, submultiplicative, and monotone weight is a symmetric function w : Z→ R with
wn á 1, wn = w−n, wn+m à wnwm, w|n| à w|n|+1, (5.1)
for all n,m ∈ Z. The class of all such weights is denoted by M and Hwc denotes the space of L2c
functions ϕ with finite w-norm
‖ϕ‖w Í
 ∑
m∈Z
w2m(|ϕ−m|2 + |ϕ+m|2)
1/2.
The space Hwr is defined analogously. Further, we denote by hwr the subspace of `2r with elements
(x,y) so that ‖x‖2w + ‖y‖2w <∞,
‖x‖2w Í
∑
n∈Z
w22n|xn|2.
For any s á 0, the Sobolev weight 〈npi〉s Í (1+ |npi|)s gives rise to the usual Sobolev space Hsc .
For s á 0 and a > 0, the Abel weight 〈npi〉sea|n| gives rise to the space Hs,ac of L2c -functions, which
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can be analytically extended to the open strip {z : |Iz| < a/2pi} of the complex plane with traces
in Hsc on the boundary lines. In between are, among others, the Gevrey weights
〈n〉sea|n|σ , 0 < σ < 1, s á 0, a > 0,
which give rise to the Gevrey spaces Hs,a,σc , as well as weights of the form
〈n〉s exp
(
a|n|
1+ logσ 〈n〉
)
, 0 < σ < 1, s á 0, a > 0,
that are lighter than Abel weights but heavier than Gevrey weights.
To avoid certain technicalities in our estimates, we restrict ourselves to weights incorporating a
factor which grows at a linear rate. We thus introduce the subclass
M1 Í {w ∈M : wn = 〈n〉vn for all n ∈ Z with some v ∈M}.
Finally, we assume all weights w ∈ M to be piecewise linearly extended to functions on the real
line w : R→ R>0, t , w[t].
Theorem 23.4 For any weight w ∈M1 there exists a complex neighborhood Ww of Hwr within Hwc
and a constant cw , such that∑
n∈Z
w22n|In| à c2ww[16‖ϕ‖2w]2‖ϕ‖2w .
Moreover, the restriction of the Birkhoff map Ω to Hwr takes values in hwr and satisfies
‖Ω(ϕ)‖w à cww[16‖ϕ‖2w]‖ϕ‖w . Ï
In this more general set up the bounds of Theorem 23.4 are of the same type as the weight,
and are valid for all submultiplicative weights including those growing exponentially fast. Note
that in view of (5.1) one has wm à w
|m|
0 , hence a submultiplicative weight cannot grow faster
then exponentially. The following version of Theorem 23.4 for Sobolev spaces of real exponent
complements the results of Theorems 23.2-23.4.
Corollary 23.5 For any real s á 1 there exist a complex neighborhood Ws of Hsr and a constant cs
such that
‖I(ϕ)‖`2s,1C à c
2
s (1+ ‖ϕ‖Hsc )4s‖ϕ‖2Hsc .
Moreover, the restriction of the Birkhoff map Ω to Hsr takes values in hsr and satisfies
‖Ω(ϕ)‖hsr à cs(1+ ‖ϕ‖Hsr )2s‖ϕ‖Hsr . Ï
Outline of this chapter. We consider the action variables Jn,k on levels k á 1 introduced by
McKean & Vaninsky [55]. For k = 1 they coincide with the ordinary actions In, while their asymptotic
behavior on odd levels k = 2m+ 1, m á 0, turns out to be
Jn,2m+1 ∼ (λ±n)2mIn ∼ (npi)2mIn, |n| → ∞.
Moreover, they satisfy the trace formula
∑
ná1
Jn,2m+1 = (−1)
m+1
4m
H2m+1, m á 1,
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whereH2m+1 denotes the 2m+ 1th Hamiltonian in the NLS-hierarchy. On Hmr with ϕ = (ψ,ψ),
H1 =
∫
T
|ψ|2 dx, H =H3 =
∫
T
(|ψ′|2 + |ψ|4) dx, . . . ,
and more generally for any m á 1,
H2m+1 =
∫
T
(
|ψ(m)|2 + pm(ψ, . . . ,ψ(m−1))
)
dx,
where pm is a polynomial expression inψ and its firstm−1 derivatives. ViewingH2m+1 as a lower
order perturbation of the Hmr -norm we obtain at first order∑
n∈Z
(npi)2mIn ∼
∑
n∈Z
Jn,2m+1 ∼ ‖ϕ‖2Hmr .
The essential ingredient to make this formal statement explicit is a sufficiently accurate local-
ization of the periodic eigenvalues λ±n of ϕ in H1c which is valid for all n ∈ Z with |n| above a
certain threshold depending only on ‖ϕ‖H1 . Above this threshold we can directly compare the
weighted action norms and the polynomial expressions in ϕ as described above, while the finitely
many terms below the threshold can be regard as a H1-error term. Thereof we obtain Theorem 23.2,
which directly implies Theorem 23.1. Note that our method of proof completely avoids the use of
auxiliary spectral quantities such as spectral heights or conformal mapping theory.
To prove Theorem 23.4, we take a slightly different approach by quantitatively estimating the
action variables in terms of the gap lengths of the associated Zakharov-Shabat operator. For the
latter we obtain estimates in any weighted norm, which allows us to obtain Theorem 23.4.
24. Actions on level k and trace formulae
In this section we recall from [23, 55] the definition of the actions on level k á 1 as well as the trace
formulae. In Section 11, the action variables of ϕ ∈W ≡W2 have been defined by
In = 1pi
∫
Γn
λ∆•(λ)
c
√
∆2(λ)− 4 dλ,
where Γn denotes any counter clockwise oriented circuit which is circling sufficiently close around
Gn. The nth action on level k á 1 is now given by
Jn,k Í 1kpi
∫
Γn
λk∆•(λ)
c
√
∆2(λ)− 4 dλ.
Clearly, on level one we get back the ordinary actions. For k á 2, by the same arguments as in
Section 11, each action variable Jn,k is analytic on W and vanishes if and only if γn is zero – see
also [23, Theorem 13.5]. Moreover, we can integrate by parts in the definition of the action variable
to obtain the representation
Jn,k = − 1pi
∫
Γn
λk−1F(λ) dλ, (5.2)
where F(λ) denotes the primitive of ∆
•(λ)
c√∆2(λ)−4 introduced in Section 19.
The actions on level one are well known to satisfy the trace formula,
∑
n∈Z
In(ϕ) =H1(ϕ) = 12‖ϕ‖
2
L2 =
1
2
∫
T
(|ϕ−|2 + |ϕ+|2) dx. (5.3)
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Similar trace formulae have been derived by McKean & Vaninsky [55] expressing the actions on any
level k á 1 in terms of Hamiltonians of the NLS-hierarchy. The first three Hamiltonians of this
hierarchy1 are
H1(ϕ) =
∫
T
ϕ−ϕ+ dx,
H2(ϕ) = i2
∫
T
(ϕ′−ϕ+ −ϕ−ϕ′+) dx,
H3(ϕ) =
∫
T
(ϕ′−ϕ′+ +ϕ2+ϕ2−) dx,
and in general, for any sufficiently regular ϕ ∈ L2c ,
Hk+1(ϕ) = (−i)k
∫
T
(ϕ−ϕ
(k)
+ + qk(ϕ, . . . ,ϕ(k−1))) dx, k á 1,
with qk being a canonically determined polynomial in ϕ and its first k − 1 derivatives – see Ap-
pendix H. The following version of the trace formula was proved in [23, Theorem 13.6].
Theorem 24.1 (Trace Formula) For any k á 1 and any ϕ ∈ Hk−1c ∩W,∑
n∈Z
Jn,k(ϕ) = 12k−1Hk(ϕ). Ï (5.4)
In particular, for every sufficiently regular real type potential∑
n∈Z
Jn,2m+1(ϕ) = 14m
∫
T
(|ϕ(m)|2 + · · · ) dx, m á 0.
This identity is used in Sections 26 and 27 to estimate the actions on level 2m + 1 in terms of
‖ϕ‖Hmr .
For ϕ of real type, we may shrink in formula (5.2) the contour of integration Γn to the interval
[λ−n, λ+n], and use the properties of F noted in Lemma 19.1 to the effect that
Jn,k = 2pi
∫ λ+n
λ−n
λk−1fn(λ) dλ, fn(λ) = cosh−1 (−1)
n∆(λ)
2
. (5.5)
Thus on L2r all actions are real and those on odd levels are nonnegative. Moreover, by the mean
value theorem,
Jn,2m+1 = ζ2mn,mIn, (5.6)
for some ζn,m ∈ [λ−n, λ+n]. Since λ±n = npi + `2n, we conclude for any m á 0 that ζ2mn,m ∼ (npi)2m as
|n| → ∞. To obtain a quantitative estimate of the high level actions Jn,2m+1 in terms of the actions
In, we need a quantitative estimate of the periodic eigenvalues which will be obtained in the next
section.
25. Uniform localization of the Zakharov-Shabat Spectrum
The goal for this section is to provide a sufficiently accurate localization of the spectrum of the
Zakharov-Shabat operator
L(ϕ) =
(
i
−i
)
d
dx
+
( ϕ−
ϕ+
)
,
allowing to quantify the asymptotic relation Jn,2m+1 ∼ (npi)2mIn. Since one can translate the spec-
trum of ϕ without changing the L2-norm, one can not obtain a uniform localization on bounded
subsets of L2c . Instead, we have to impose some regularity on ϕ.
1In comparison to [23] we multiplied for k á 2 the HamiltonianHk with the factor (−i)k+1.
107
Chapter 5. Two sided estimates for the Birkhoff map in Sobolev spaces
Theorem 25.1 ([59]) Suppose ϕ ∈ H1c , then for each 〈n〉 á 8‖ϕ‖21,
|λ±n −npi| à
‖ϕ‖2H1
〈n〉 +
√
2‖ϕ‖H1
〈2n〉 à pi/5,
while the remaining eigenvalues are contained in the box
{
λ ∈ C : |Rλ| à (8‖ϕ‖2H1 − 1/2)pi, |Iλ| à ‖ϕ‖H1
}
. Ï
Remark. In [53] Li & McLaughlin obtained a localization for ϕ in H1c where the bound on the
threshold of 〈n〉 is exponential in the norm of ϕ. With a focus on lowering the regularity assump-
tions on ϕ rather than improving the threshold for ϕ smooth, this result was gradually improved
by several authors – see e.g. Mityagin [56] and the references therein. The key point of Theorem 25.1
consists in providing a threshold for 〈n〉 which is quadratic in the norm of ϕ.
The proof of Theorem 25.1 is based on the Lyapunov-Schmidt decomposition of the operator
L(ϕ) introduced by Kappeler & Mityagin [28] and explained in detail in Section 6 with the difference
that the weights considered here contain at least a linearly growing factor, that is ϕ ∈ H1c . Let us
briefly recall the main ideas and notations. Since for the zero potential each npi , n ∈ Z, is a double
eigenvalue of L with eigenfunctions e±n , the first step is to separate these modes from the others to
simplify the analysis of the eigenvalue equation L(ϕ)f = λf for λ close to npi and |n| sufficiently
large. To this end, we introduce the closed strips
Un = {λ : |Rλ−npi| à pi/2},
and consider the splitting
Hwc (T2) = Pn ⊕Qn = sp{e+n, e−n} ⊕ sp{e+k , e−k : k ≠ n},
where the orthogonal projections onto Pn and Qn are denoted by Pn and Qn, respectively. The
eigenvalue equation L(ϕ)f = λf can then be written in the form
Aλf = Φf ,
where Aλ = λ− L(0) and Φ =
( ϕ−
ϕ+
)
. The operator Aλ is a Fourier multiplier and hence leaves
the spaces Pn and Qn invariant. By writing
f = u+ v = Pnf +Qnf ,
we can decompose the equation Aλf = Φf into the two equations
Aλu = PnΦ(u+ v), Aλv = QnΦ(u+ v),
called the P - and the Q-equation, respectively. For all λ ∈ Un the restriction of Aλ to Qn is
boundedly invertible, hence , multiplying the Q-equation from the left by ΦA−1λ , gives
Φv = TnΦ(u+ v), Tn = ΦA−1λ Qn.
The latter identity may be written as
(I − Tn)Φv = TnΦu,
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so that solving the Q equation amounts to inverting (I − Tn). By Lemma 6.4 the operator Tn is
bounded on Hwc uniformly in λ ∈ Un for any ϕ ∈ Hwc with w ∈M. More to the point, for any i ∈ Z
we have the following estimate in the shifted norm uniformly in λ ∈ Un
‖Tnf‖w;i à 2‖ϕ‖w‖f‖w;−i.
The fact that the weight w contains a factor growing linearly in n comes into play when estimat-
ing the operator norm of T 2n. Recall from Lemma 6.5 that ‖T 2n‖w;n à 1/2 uniformly in λ ∈ Un for
all |n| á N where the threshold N can be chosen locally uniformly in ϕ. If the weight contains a
factor 〈n〉, then the threshold N can be chosen uniformly on bounded subsets of Hwc – see also
[18, 21] for weights with factors 〈n〉δ, 0 < δ < 1/2. We provide a refinement of Lemma 6.5 for the
case w ∈M1 which allows us to obtain a quadratic localization of the Zakharov-Shabat spectrum.
Lemma 25.2 ([59]) If ϕ ∈ Hwc with w ∈M1, then for any n ∈ Z and any λ ∈ Un,
‖T 2n‖w;n à
4
〈n〉‖ϕ‖
2
w . Ï
Proof. As in the proof of Lemma 6.5, write T 2nf = Φg with
g Í A−1λ QnΦA−1λ Qnf .
A straightforward computation yields
g =
∑
k,l≠n
(
ϕ−k+l
λ− kpi
f+l
λ− lpi e
−
k +
ϕ+k+l
λ− kpi
f−l
λ− lpi e
+
k
)
= (g−, g+),
and our aim is to estimate the weighted `1-norms ‖g+e−n‖`w,1 and ‖g−en‖`w,1 . By assumption
w = 〈n〉 · v with some submultiplicative weight v , hence
wk−n à
〈k−n〉
〈k+ l〉〈l+n〉wk+lw−l−n, k, l ∈ Z.
Consequently, for any λ ∈ Un
‖g+e−n‖`w,1 à
∑
k,l≠n
〈k−n〉
〈k+ l〉|n− k|〈l+n〉|n− l|wk+l|ϕ
+
k+l|w−l−n|f−l |,
and with Cauchy-Schwarz and Young’s inequality for convolutions (B.1),
à
( ∑
k,l≠n
〈k−n〉2
〈k+ l〉2|n− k|2〈l+n〉2|n− l|2
)1/2
‖ϕ‖w‖f−‖w;−n.
One further checks that
sup
l≠n
∑
k≠n
〈k−n〉2
〈k+ l〉2|n− k|2 à 32/5,
∑
l≠n
1
〈l+n〉2|n− l|2 à
5/2
〈n〉2 .
Hence, we obtain for ‖g+e−n‖`w,1 and similarly for ‖g−en‖`w,1 ,
‖g+e−n‖`w,1 à 4〈n〉‖ϕ‖w‖f−‖w;−n, ‖g−en‖`w,1 à
4
〈n〉‖ϕ‖w‖f+‖w;n.
Finally, with ‖T 2nf‖w;n = ‖Φg‖w;n, this gives
‖T 2nf‖2w;n à ‖ϕ‖2w
(
‖g+e−n‖2`w,1 + ‖g−en‖2`w,1
)
à
16
〈n〉2 ‖ϕ‖
4
w‖f‖2w;n. v
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Consequently, if w ∈M1, then T 2n is a 1/2-contraction for 〈n〉 á 8‖ϕ‖2w . We can now proceed as
in Section 6 and find a unique solution
Φv = TˆnTnΦu
of the Q-equation, which, when inserted into the P -equation, yields
Aλu = Pn(I + TˆnTn)Φu = PnTˆnΦu.
The P -equation is thus equivalent to
Snu = 0, Sn : Pn → Pn, u, (Aλ − PnTˆnΦ)u,
where for Sn we have the representation
Aλ =
(λ−npi
λ−npi
)
, PnTˆnΦ =
(an b+n
b−n an
)
.
The the coefficients of the latter matrix are given by
an = 〈Tn(Id− T 2n)−1Φe+n, e+n〉 = 〈Tn(Id− T 2n)−1Φe−n, e−n〉,
b±n =ϕ±2n + 〈T 2n(Id− T 2n)−1Φe∓n, e±n〉,
(5.7)
depend analytically on λ and ϕ, and reflect certain symmetries of the Fourier coefficients of ϕ –
see Lemma 6.7 and Lemma 6.8. Making use of the fact that the weight w contains a factor growing
linearly in n, we obtain the following improved version of Lemma 6.8
Lemma 25.3 ([59]) If ϕ ∈ Hwc with w ∈ M1, then for any 〈n〉 á 8‖ϕ‖2w the coefficients an and b±n
are analytic functions on Un with bounds
|an|Un à
1
〈n〉‖ϕ‖
2
w , w2n|b±n −ϕ±2n|Un à
8
〈n〉‖ϕ‖
2
w‖ϕ±‖w . Ï
Proof. Since ‖T 2n‖w;n à 1/2, the series expansions of an and b±n converge uniformly on Un to
analytic functions. Let u = (I − T 2n)−1Φe+n , then
‖u‖w;n à ‖(I − T 2n)−1‖w;n‖Φe+n‖w;n à 2‖ϕ−en‖w;−n = 2‖ϕ−‖w .
With the series expansion u =∑m∈Zume−m we may write
an = 〈Tnu, e+n〉 =
∑
m≠n
ϕ−n+m
λ−mpium.
Since |n−m| à |n| implies |n+m| á 2|n| − |n−m| á |n|, this gives
|an|Un à
∑
m≠n
1
〈n+m〉2|n−m|wn+m|ϕ
−
n+m| ·wn+m|um|
à
1
〈n〉‖ϕ−‖w‖u‖w;n à
2
〈n〉‖ϕ−‖
2
w .
Similarly, using the representation an = 〈Tn(I − T 2n)Φe−n, e−n〉 instead of an = 〈Tn(I − T 2n)Φe+n, e+n〉
gives
|an|Un à
2
〈n〉‖ϕ+‖
2
w .
Summing both estimates up gives the first bound. To obtain the second bound, note that one has
b−n − ϕ−2n = 〈T 2nu, e−n〉 in view of (5.7). Since 〈f , e−n〉 = 〈fe−n, e−2n〉 for any function f ∈ L2c , we
conclude
w2n|〈T 2nu, e−n〉| à ‖T 2nu‖w;n à
8
〈n〉‖ϕ‖
2
w‖ϕ−‖w .
The proof for b+n is analogous. v
In consequence, we obtain the following refinement of Lemma 6.9 describing the roots of detSn.
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Lemma 25.4 ([59]) Let ϕ ∈ H1c , then for any 〈n〉 á 8‖ϕ‖2H1 , the determinant of Sn has exactly two
complex roots in Un which coincide with the periodic eigenvalues λ−n, λ+n, are contained in the disc
D?n(ϕ) =
{
λ ∈ C : |λ−pin| à ‖ϕ‖
2
H1
〈n〉 +
√
2‖ϕ‖H1
〈2n〉
}
⊂
{
λ ∈ C : |λ−npi| à pi
5
}
,
and satisfy
|λ+n − λ−n|2 à 6|b+nb−n|Un . Ï
Proof. The estimates of the preceding lemma give for 〈n〉 á 8‖ϕ‖2H1 ,
|an|Un à
‖ϕ‖2H1
〈n〉 , 〈2n〉
2|b+nb−n|Un à
1
2
(
1+ 8〈n〉‖ϕ‖
2
H1
)2(
‖ϕ+‖2H1 + ‖ϕ−‖2H1
)
,
where we used 〈2n〉|b±n| à ‖ϕ±‖H1 + 〈2n〉|b±n −ϕ±2n|. Therefore,
|an|Un + |b+nb−n|1/2Un à infλ∈Un\Dn|λ−npi| =
‖ϕ‖2H1
〈n〉 +
√
2
‖ϕ‖H1
〈2n〉 à pi/5.
It follows from Rouche’s Theorem that the function h = λ − npi − an has a single root in D?n(ϕ),
just as λ−npi . Furthermore, h2 and detSn have the same number of roots in D?n(ϕ), namely two
when counted with multiplicity, while detSn clearly has no root in Un \ D?n(ϕ). As observed in
Lemma 6.6, a complex number λ ∈ Un is a periodic eigenvalue of ϕ if and only if it is a root of
detSn. Moreover, the strips Un cover the complex plane and λ±n = npi + `2n, hence it follows from
a simple counting argument that the roots of detSn are precisely the eigenvalues λ±n. The estimate
of |λ+n − λ−n| follows in the same way as in Lemma 6.9. v
Proof of Theorem 25.1. For each 〈n〉 á 8‖ϕ‖2H1 , Lemma 6.9 applies giving λ±n ∈ D?n(ϕ). In turn, the
remaining eigenvalues have to be contained in the strip
C \
 ⋃
〈n〉á8‖ϕ‖2H1
Un
 ⊂ {λ ∈ C : |Rλ| à (8‖ϕ‖2H1 − 1/2)pi}.
To obtain the estimate for the imaginary part, suppose f is a L2c normalized eigenfunction for λ,
then
2Iλ = λ− λ = 〈Lf , f 〉 − 〈f , Lf 〉 = 〈(L− L∗)f , f 〉.
Further, using the L∞-estimate ‖g‖L∞ à
√
2‖g‖H1 for g ∈ H1, we find
‖(L− L∗)f‖L2 à
√
2‖ϕ+ −ϕ−‖H1‖f‖L2 à 2‖ϕ‖H1 .
This completes the proof of the theorem. v
Incidentally, we obtain the following estimate for the gap lengths, which will be used in Sec-
tion 28.
Proposition 25.5 ([59]) Suppose ϕ ∈ Hwc with w ∈M1, then for any 〈N〉 á 8‖ϕ‖2w ,∑
|n|áN
w22n|γn(ϕ)|2 à 6‖RNϕ‖2w +
1152
〈N〉 ‖ϕ‖
6
w ,
where RNϕ =
∑
|n|áN(ϕ−2ne−2n,ϕ
+
2ne2n). If, in addition, ϕ is in the complex neighborhood W of L2r ,
then ∑
n∈Z
w22n|γn(ϕ)|2 à 265pi2w2[16‖ϕ‖2w](1+ ‖ϕ‖2w)‖ϕ‖2w . Ï
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Proof. By Lemma 6.9 we have for any 〈n〉 á 8‖ϕ‖2w the estimate
|γn(ϕ)|2 = |λ+n − λ−n|2 à 6|b+nb−n|Un à 3(|b+n|2Un + |b−n|2Un).
Using |b±n|Un à |ϕ±2n| + |b±n −ϕ±2n|Un we thus find for any 〈N〉 á 8‖ϕ‖2w ,
1
6
∑
|n|áN
w22n|γn(ϕ)|2 à
∑
|n|áN
w22n(|ϕ+2n|2 + |ϕ−2n|2 + |b+n −ϕ+2n|2Un + |b−n −ϕ−2n|2Un).
Further by Lemma 6.8, w2n|ϕ±2n − b±n|Un à 8〈n〉−1‖ϕ‖2w‖ϕ±‖w , hence
1
6
∑
|n|áN
w22n|γn(ϕ)|2 à ‖R2Nϕ‖2w + 64‖ϕ‖6w
∑
|n|áN
1
〈n〉2 ,
and the first claim follows with
∑
|n|áN 1/〈n〉2 à 3/〈N〉.
If additionally ϕ ∈ W, then each gap is contained in its isolating neighborhood Un. Those are
disjoint complex discs centered on the real line, whose diameters for |n| < N sum up to at most
(2N − 1)pi by Theorem 25.1. Therefore,
∑
|n|<N
w22n|γn(ϕ)|2 à w22N−2
( ∑
|n|<N
|γn(ϕ)|
)2
à w22N−2(2N − 1)2pi2,
and choosing N + 1 á 8‖ϕ‖2w > N gives the second claim. v
If, for 〈n〉 á 8‖ϕ‖2w , we use
w2n|b±n| à ‖ϕ±‖w +
8
〈n〉‖ϕ‖
2
w‖ϕ±‖ à 2‖ϕ±‖w ,
then we obtain the individual gap estimate
w2n|γn(ϕ)| à
√
12‖ϕ‖w . (5.8)
26. Estimating the Actions
As an immediate corollary to the localization obtained in the previous section, we obtain the fol-
lowing quantitative estimate of the high-level actions.
Proposition 26.1 ([59]) If ϕ ∈ H1r , then for 〈n〉 á 8‖ϕ‖2H1 and m á 0,
Jn,2m+1 = ζ2mn,mIn, |ζn,m −npi| à
‖ϕ‖2H1
〈n〉 +
√
2‖ϕ‖H1
〈2n〉 .
In particular, if n ≠ 0 and 〈n〉 á 8‖ϕ‖2H1 , then
2−m〈2npi〉2mIn à 4mJn,2m+1 à 〈2npi〉2mIn,
while the remaining actions for all 〈n〉 < 8‖ϕ‖2H1 satisfy
4m|Jn,2m+1| à (16pi)2m‖ϕ‖4mH1 In. Ï
Proof. Recall from (5.6) that Jn,2m+1 = ζ2mn,mIn with ζn,m ∈ Gn. Provided 〈n〉 á 8‖ϕ‖2H1 , the
estimate of |ζn,m −npi| follows from Theorem 25.1. If additionally n ≠ 0, then 〈2n〉 á 3〈n〉/2 and
hence |ζn,m −npi| à 1/2. In consequence,
1√
2
〈2npi〉 à 2|ζn,m| à 〈2npi〉, n ≠ 0.
Conversely, if 〈n〉 < 8‖ϕ‖2H1 , then |ζn,m| à 8pi‖ϕ‖2H1 . v
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In the sequel we use Proposition 26.1 to obtain an estimate of
‖I(ϕ)‖`2m,1 =
∑
n∈Z
〈2npi〉2m|In|
in terms of
∑
n∈Z Jn,2m+1 and a remainder depending solely on ‖ϕ‖H1 . The trace formula and the
polynomial structure of the Hamiltonians then allows us to obtain the first part of Theorem 23.2.
Lemma 26.2 ([59]) For every m á 1,
‖I(ϕ)‖`2m,1 à 〈16pi〉2m(1+ ‖ϕ‖H1)4m‖ϕ‖2L2 + (−1)m+12mH2m+1(ϕ),
uniformly for all ϕ ∈ Hmr . Ï
Proof. Choose N + 1 á 8‖ϕ‖2H1 > N , then by Proposition 26.1, the trace formula (5.4), and the
positivity of the actions∑
|n|>N
〈2npi〉2mIn à 8m
∑
n∈Z
Jn,2m+1 = (−1)m+12mH2m+1.
On the other hand, by our choice of N and the trace formula (5.3)∑
|n|àN
〈2npi〉2mIn à 〈2Npi〉2m
∑
n∈Z
In à 〈16pi〉2m(1+ ‖ϕ‖H1)4m‖ϕ‖2L2 . v
We denote the two components of ϕ ∈ L2r by ϕ = (ψ,ψ), and write ψ(m) = ∂mx ψ to simplify
notation such that∫
T
|ψ(m)|2 dx = 12‖ϕ(m)‖
2
L2 .
We further note that on Hmr ,
H2m+1(ϕ) =
∫
T
(
|ψ(m)|2 + p2m(ψ,ψ, . . . ,ψ(m−1),ψ(m−1))
)
dx,
with p2m being a homogenous polynomial of degree 2m+ 2 when ψ, ψ, and ∂x each count as one
degree. Further, the degree of each monomial of p2m with respect to ψ equals the degree with
respect to ψ – see Corollary H.2 from the appendix. Consequently, each monomial q of p2m may
be estimated by
|q| à cq|ψ|µ0|ψx|µ1 · · · |ψ(m−1)|µm−1 ,
with some positive constant cq and integers µ0, . . . , µm−1. Since q has degree 2m+ 2, we have∑
0àiàm−1
(1+ i)µi = 2m+ 2,
and as the degree with respect to ψ and ψ is the same,
∑
0àiàm−1 µi is an even integer. Denote by
I2m+2 ⊂ (Zá0/2)m the set of all multi-indices µ = (µi)0àiàm−1 satisfying the constraints∑
0àiàm−1
(1+ i)µi = 2m+ 2, |µ| Í
∑
0àiàm−1
µi ∈ 2Z. (5.9)
Then, we obtain the estimate
|p2m| à
∑
µ∈I2m+2
cµ|qµ|, |qµ| = |ψ|µ0|ψx|µ1 · · · |ψ(m−1)|µm−1 , (5.10)
with positive constants cµ . This representation of p2m allows us to obtain detailed estimates of the
HamiltoniansH2m+1, which improves on the ones obtained in [59] in the sense that the remainders
involve only L2-norms instead of Hm−1-norms.
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Lemma 26.3 For any m á 1 and any ε > 0 there exists Cε,m so that∫
T
|p2m| dx à ε‖∂mx ψ‖2L2 + Cε,m(1+ ‖ψ‖4mL2 )‖ψ‖2L2 .
In particular,
|H2m+1| à (1+ ε)‖∂mx ψ‖2L2 + Cε,m(1+ ‖ψ‖4mL2 )‖ψ‖2L2 . Ï
Proof. First note that |µ| á 4 for any µ ∈ I2m+2. Indeed, under the constraint |µ| = k for some
fixed k á 0, the expression
∑
0àiàm−1(1+ i)µi attains its maximum when µm−1 = |µ| while all other
coefficients vanish. In this case,
∑
0àiàm−1
(1+ i)µi =m|µ|,
and the right hand side is strictly less than 2m + 2 if |µ| à 2. Therefore, |µ| is an even integer
strictly larger than 2.
As a consequence, for any µ ∈ I2m+2, there either exist two distinct nonzero coefficients µk, µl
with 0 à k, l à m− 1 or µk = |µ| á 4 for some 0 à k à m− 1 while all other coefficients vanish. In
the first case, using Cauchy-Schwarz and the L∞-estimate, we obtain
∫
T
|qµ| dx à
∫ m−1∏
0ài≠k,l
|ψ(i)|µi
|ψ(k)|µk−1|ψ(l)|µl−1|ψ(k)||ψ(l)| dx
à
 m−1∏
0ài≠k,l
‖ψ(i)‖µiL∞
‖ψ(k)‖µk−1L∞ ‖ψ(l)‖µl−1L∞ ‖ψ(k)‖L2‖ψ(l)‖L2 .
It follows from the generalized Gagliardo-Nierenberg inequality that for any integers 0 à i à m
‖ψ(i)‖L∞ Ü ‖ψ‖
i+1/2
m
Hm ‖ψ‖
1− i+1/2m
L2 , ‖ψ(i)‖L2 Ü ‖ψ‖
i
m
Hm‖ψ‖
1− im
L2 , (5.11)
where a Ü b means a à c · b with c being a multiplicative constant which is independent of ψ and
only depends on the parameters i and m. We thus obtain∫
T
|qµ| dx Ü ‖ψ‖
(∑m−1
i=0
i+1/2
m µi
)
− 1m
Hm ‖ψ‖
(∑m−1
i=0
(
1− i+1/2m
)
µi
)
+ 1m
L2 . (5.12)
In the second case where µk = |µ| á 4 while all other coefficients of µ vanish, we get
∫
T
|qµ| dx à
∫ m−1∏
0ài≠k,l
|ψ(i)|µi
|ψ(k)|µk−2|ψ(k)|2 dx
à
 m−1∏
0ài≠k,l
‖ψ(i)‖µiL∞
‖ψ(k)‖µk−2L∞ ‖ψ(k)‖2L2 .
The interpolation inequality (5.11) then yields estimate (5.12) also in this case.
Recall from (5.9) that
∑m−1
i=0 (i+ 1/2)µi = 2m+ 2− |µ|/2, hence
m−1∑
i=0
i+ 1/2
m
µi − 1m =
2m+ 2− |µ|/2
m
− 1
m
= 2− |µ| − 2
2m
< 2,
where in the last line we used that 4 à |µ| à 2m+ 2. Similarly,
m−1∑
i=0
(
1− i+ 1/2
m
)
µi + 1m = |µ| − 2+
|µ| − 4
2m
=
(
1+ 1
2m
)
(|µ| − 2).
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Both identities together yield in view of (5.12)∫
|qµ| dx Ü ‖ψ‖2−
|µ|−2
2m
Hm ‖ψ‖
(
1+ 12m
)
(|µ|−2)
L2 .
Applying Young’s inequality to the latter with
p = 2
2− |µ|−22m
, p′ = 4m|µ| − 2 ,
then finally gives for any ε > 0∫
T
|qµ| dx à ε‖ψ‖
(
2− |µ|−22m
)
p
Hm + Cε,m‖ψ‖
(
1+ 12m
)
(|µ|−2)p′
L2
= ε‖ψ‖2Hm + Cε‖ψ‖4m+2L2 ,
where Cε,m is an absolute constant independent of ψ. Since this estimate holds for any monomial
of p2m, the final claim follows with the fact that
‖ψ‖2Hm à 2m−1‖∂mx ψ‖2L2 + 2m−1‖ψ‖2L2 . v
Proof of Theorem 23.2 (i) Recall from Lemma 26.2, that
‖I(ϕ)‖`2m,1 à 〈16pi〉2m(1+ ‖ϕ‖H1)4m‖ϕ‖2L2 + (−1)m+12mH2m+1(ϕ),
which together with the estimate of the Hamiltonian from Lemma 26.3 with ε = 1 yields
‖I(ϕ)‖`12m à 2m‖ϕ‖
2
Hm + c2m(1+ ‖ϕ‖H1)4m‖ϕ‖2L2 , m á 1,
where cm is an absolute constant depending only on m. v
27. Estimating the Sobolev Norms
We now turn to the converse problem of estimating the Sobolev norms of the potential in terms of
weighted norms of its actions on level one. Our starting point is the identity
1
2
‖ϕ(m)‖20 = 4m
∑
n∈Z
Jn,2m+1 −
∫
T
p2m dx, m á 1, (5.13)
which is obtained by combining Corollary H.2 and the trace formula (5.4). The key step is esti-
mating the actions Jn,2m+1 in terms of In. Subsequently, p2m is estimated by Lemma 26.3. The
main difficulty is to estimate the actions Jn,2m+1 below the threshold of 〈n〉 provided by Propo-
sition 26.1. Even though there are only finitely many of them, they cannot be controlled by the
L2-norm ‖ϕ‖L2 as one can translate the spectrum of ϕ without changing ‖ϕ‖L2 . Instead, we use
the H1-norm ‖ϕ‖H1 , and provide estimates of ‖ϕ‖H1 in terms of In by separate arguments – see
also Korotyaev [45, 48].
Lemma 27.1 ([59]) Uniformly for all ϕ ∈ H1r ,
H3(ϕ)− 2H 21 (ϕ) à
∑
n∈Z
(2npi)2In(ϕ).
In particular,H3(ϕ) à ‖I(ϕ)‖`2,1 + 2‖I(ϕ)‖2`1 and
1
3
‖ϕ‖2H1 à ‖I(ϕ)‖`2,1 + ‖I(ϕ)‖2`1 . Ï
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Proof. By Proposition 21.3 and by Lemma 21.1
H3 − 2H 21 −
∑
n∈Z
(2npi)2In = −43
∑
n∈Z
R(3)n à 0,
since all moments R(3)n , n ∈ Z, are nonnegative. This proves the first claim. Note that 〈2npi〉2 à
3
2(1+ (2npi)2) for n ∈ Z, so
1
3
‖ϕ‖2H1 à
1
2
(‖ϕx‖2L2 + ‖ϕ‖2L2) =H3 −
∫
T
|ψ|4 dx +H1.
Since
∫
T|ψ|4 dx áH 21 , the second claim follows with
1
3
‖ϕ‖2H1 àH3 − 2H 21 +H 21 +H1 à ‖I(ϕ)‖`2,1 + ‖I(ϕ)‖2`1 . v
Proof of Theorem 23.2 (ii). The case m = 1 is an immediate corollary of the lemma above. For the
case m á 2 we find with (5.13)
1
2
‖ϕ(m)‖2L2 =
∑
n∈Z
4mJn,2m+1 −
∫
T
p2m dx.
Choosing ε = 1/4 in Lemma 26.3 then gives
1
4
‖ϕ(m)‖2L2 Ü
∑
n∈Z
4mJn,2m+1 + ‖ϕ‖4m+2L2 Ü
∑
n∈Z
4mJn,2m+1 + ‖I(ϕ)‖2m+1`1 ,
where we applied the trace formula (5.3) in the last step. Finally, in view of Lemma 27.2 below
1
4
‖ϕ(m)‖2L2 à ‖I‖`2m,1 + cm(1+ ‖I(ϕ)‖`2,1)4m−3‖I(ϕ)‖`1(ϕ) . v
It remains to prove the following lemma used in the proof of Theorem 23.2 (ii).
Lemma 27.2 For each m á 1,
H2m+1 =
∑
n∈Z
4mJn,2m+1 à ‖I(ϕ)‖`2m,1 + (64pi)2m−2(1+ ‖I(ϕ)‖`2,1)4m−3‖I(ϕ)‖`2,1 ,
uniformly for all ϕ ∈ Hmr . Ï
Proof. Let N + 1 á 8‖ϕ‖21 > N , then by Proposition 26.1
∑
|n|>N
4mJn,2m+1 à
∑
|n|>N
〈2npi〉2mIn,
while for the remaining actions Jn,2m+1 = ζ˜2m−2n,m Jn,3 and hence
∑
|n|àN
4mJn,2m+1 à (16pi)2m−2(1+ ‖ϕ‖2H1)2m−2
∑
|n|àN
4Jn,3
à (64pi)2m−2(1+ ‖I(ϕ)‖`2,1)4m−4
∑
|n|àN
4Jn,3.
By the trace formula (5.4) and Lemma 27.1 we finally obtain
∑
n∈Z
4Jn,3 =H3 à ‖I(ϕ)‖`2,1 + 2‖I(ϕ)‖2`1 . v
116
28. Actions, Weighted Sobolev Spaces, and Gap Lengths
28. Actions, Weighted Sobolev Spaces, and Gap Lengths
The case of estimating the action variables ofϕ in standard Sobolev spacesHmr with integersm á 1
is somewhat special due to the presence of the trace formula (5.4). When arbitrary weighted Sobolev
spaces Hwr are considered, there is no identity known to exist relating ‖ϕ‖w to Hamiltonians of
the NLS-hierarchy. Albeit, even in the case of weighted Sobolev spaces, the regularity properties of
ϕ are well known to be closely related to the decay properties of the gap lengths γn(ϕ) – see e.g.
[18, 37] and section 25. Moreover,
4In
γ2n
= 1+ `2n (5.14)
holds locally uniformly on L2r and hence uniformly on bounded subsets of H1r – see Theorem 11.2.
In this section we prove a quantitative version of (5.14) which is quadratic in ‖ϕ‖H1 on all of H1r .
From this and the estimates of the gap lengths given in Section 25 we then obtain Theorem 23.4.
To set the stage, let ϕ ∈W and recall from the definition of the actions (2.16) and the product
representation of the action integrand (2.15) – see also (2.18)
In = − 1pi
∫
Γn
(λ•n − λ)∆•(λ)
c
√
∆2(λ)− 4 dλ =
i
pi
∫
Γn
(λ•n − λ)2
wn(λ)
χn(λ) dλ, χn(λ) =
∏
n≠m
λ•m − λ
wm(λ)
.
In the case In ≠ 0, or equivalently γn ≠ 0, we shrink the contour Γn to the straight lineGn = [λ−n, λ+n]
and use the parametrization λt = τn + tγn/2 of Gn together with wn
∣∣
G±n(λt) = ∓iγn2
+√1− t2
from (2.12) to obtain
4In
γ2n
= 2
pi
∫ 1
−1
(t − tn)2
+√1− t2 χn(τn + tγn/2) dt, tn = 2(λ
•
n − τn)/γn.
By Lemma F.1 there exists an open connected neighborhood W˜ ⊂W of L2r so that |λ•m−τm| à |γm|
for all m ∈ Z, hence |tn| à 2, and thus∣∣∣∣∣4Inγ2n
∣∣∣∣∣ à 9 supλ∈Gn|χn(λ)|. (5.15)
To get a quantitative version of (5.14) we thus need a uniform estimate of χn .
Lemma 28.1 ([59]) On H1c ∩ W˜ for any 〈n〉 á 〈N〉 á 8‖ϕ‖2H1 ,
|χn|[λ−n ,λ+n] à 128
n+N + 2/5
n−N + 3/10 à 2048(1+ ‖ϕ‖
2
H1). Ï
Proof. Suppose ϕ ∈ H1c ∩ W˜ and choose 〈N〉 á 8‖ϕ‖2H1 > N and |n| á N . We split the product χn
into two parts,
χn(λ) =
 ∏
|m|<N
λ•m − λ
wm(λ)

 ∏
n≠m
|m|áN
λ•m − λ
wm(λ)
,
and first consider the latter factor. Therefore, suppose |m| á N , then |λ±m −mpi| à pi/5 by
Theorem 25.1, and for any λ ∈ Gn,
|τm − λ| á |mpi −npi| − |τm −mpi| − |λ−npi| á 35pi|n−m|.
Further, |γm| à
√
12‖ϕ‖H1/〈2m〉 by the individual gap estimate (5.8), so that∣∣∣∣ γm/2τm − λ
∣∣∣∣ à ‖ϕ‖H1〈2m〉|n−m| à 1√8 .
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In particular, |wm(λ)| á |τm − λ| − |γm/2|. Moreover, |λ•m − τm| à |γm| by Lemma F.1. Thus, with
(1+ 2r)/(1− r) à 1+ 5r for 0 à r à 1/√8, we conclude∣∣∣∣λ•m − λwm(λ)
∣∣∣∣ à |τm − λ| + |γm||τm − λ| − |γm|/2 à 1+ 52 |γm||τm − λ| à 1+ 43 |γm||m−n| .
It follows with Cauchy-Schwarz that
∑
m≠n
|m|áN
|γm|
|n−m| à
 ∑
m≠n
|m|áN
1
〈2m〉2|n−m|2

1/2 ∑
|m|áN
〈2m〉2|γm|2
1/2
à
2
〈2N〉
 ∑
|m|áN
〈2m〉2|γm|2
1/2 ,
and by Proposition 25.5
∑
|m|áN
〈2m〉2|γm|2 à 6‖RNϕ‖2H1 + 144‖ϕ‖4H1 à 3〈N〉2.
Therefore, by the infinite product estimate provided in Lemma D.1,
∏
|m|áN
m≠n
∣∣∣∣λ•m − λwm(λ)
∣∣∣∣ à exp
4
3
∑
m≠n
|m|áN
|γm|
|n−m|
 à exp( 8√
3
〈N〉
〈2N〉
)
à 128.
It remains to estimate the part of the product
∏
|m|<N
m≠n
∣∣∣ λ•m−λwm(λ)∣∣∣. By assumption |n| á N and the
cases n á N and n à −N are treated similarly, thus we concentrate on n á N . We note that λ•m
and λ±m are contained in the isolating neighborhood Um, which is a complex disc centered on the
real line. Therefore, for any λ ∈ Gn,
|λ±m−1 − λ| > |λ•m − λ|, m < N. (5.16)
Consequently,
∏
|m|<N
∣∣∣∣λ•m − λwm(λ)
∣∣∣∣ = ∏
|m|<N
∣∣∣∣ λ•m − λwm−1(λ)
∣∣∣∣∣∣∣∣ w−N(λ)wN−1(λ)
∣∣∣∣ à ∣∣∣∣ w−N(λ)wN−1(λ)
∣∣∣∣.
Since |λ−npi| à pi/5, |λ±N −Npi| à pi/, and |RλN−1| à (N − 1/2)pi , we conclude∣∣∣∣ w−N(λ)wN−1(λ)
∣∣∣∣ à (N + 1/5)pi + (n+ 1/5)pi(n− 1/5)pi − (N − 1/2)pi = n+N + 2/5n−N + 3/10 ,
and one checks that
n+N + 2/5
n−N + 3/10 = 1+
2N + 2/5− 3/10
n−N + 3/10 à
4
3
+ 2N à 2〈N〉.
Altogether we thus have for any n á N ,
sup
λ∈Gn
|χn(λ)| à 128 n+N + 2/5n−N + 3/10 à 256〈N〉 à 2048(1+ ‖ϕ‖
2
H1). v
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Um−1 Um Dn
λ
λ+m−1
λ−m−1 λ
•
m
Rλ = (N − 1/2)pi
Figure 5.1.: Isolating neighborhoods with m < N and n á N as in (5.16).
Proposition 28.2 ([59]) Suppose ϕ ∈ H1c ∩ W˜, then for any |n| á 8‖ϕ‖2H1 ,
|In| à 4608(1+ ‖ϕ‖2H1)|γn|2. Ï
Proof. If γn = 0, then In = 0 and the estimate clearly holds. If γn ≠ 0, then by (5.15) and the
preceding lemma,∣∣∣4In/γ2n∣∣∣ à 9 sup
λ∈Gn
|χn(λ)| à 4608(1+ ‖ϕ‖2H1). v
Proof of Theorem 23.4. Suppose ϕ ∈ Hwc ∩ W˜ and choose 〈N〉 á 8‖ϕ‖2w > N . Then by the preced-
ing proposition∑
|n|áN
w22n|In| à 4608‖ϕ‖2H1
∑
|n|>N
w22n|γn|2,
and the gap lengths may be estimated by Proposition 25.5∑
|n|áN
w22n|γn|2 à 6‖RNϕ‖2w + 144‖ϕ‖4w à 144(1+ ‖ϕ‖2w)‖ϕ‖2w .
In particular, the mapping
Hwc ∩ W˜→ [0,∞), ϕ ,
∑
n∈Z
w22n|In|,
is continuous. Suppose ϕ is of real type, then the remaining actions for |n| < N may be estimated
by ∑
|n|<N
w22n|In| à w22N−2
∑
n∈Z
In à w[16‖ϕ‖2w]2‖ϕ‖2L2 .
Since w ∈M1 is growing with at least linear speed, we thus find on Hwr∑
n∈Z
w22n|In| à 220w[16‖ϕ‖2w]2‖ϕ‖2w .
For any nonzero potential ϕ this estimate extends by continuity to a complex neighborhood of ϕ
within Hwc with just the absolute constant doubled. On the other hand, sufficiently close to the
zero potential we have ‖ϕ‖2w < 1/8. In this case we may choose N = 0 such that∑
n∈Z
w22n|In| à 220(1+ ‖ϕ‖w)4‖ϕ‖2H1 .
Consequently, on some sufficiently small open neighborhood of Hwr in Hwc ,
‖I(ϕ)‖`w,1 à 221w[16‖ϕ‖2w]2‖ϕ‖2w . v
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Appendices
A. Periodic Distributions and Fourier Lebesgue Spaces
In this appendix we collect some basic facts about periodic distributions – see e.g. [41, 64] for
further details.
We denote by S(Ta) the vector space of all smooth complex-valued functions of positive period
a,
S(Ta) Í {f ∈ C∞(R) : f(x + a) = f(x) ∀ x ∈ R},
which is endowed with the topology generated by the sequence of norms
‖f‖CN =
∑
0ànàN
‖Dnxf‖L∞ , N á 0.
Here Dnxf denotes the classical nth derivative of f with respect to x. This vector space is a Fréchet
space which is dense in the Banach space C(Ta) consisting of all continuous functions f : R→ C of
period a endowed with the sup-norm. Indeed, the functions e2m/a(x) Í ei2mpix/a, m ∈ Z, generate
an algebra which is dense in C(Ta).
A periodic distribution u of period a is a continuous linear functional on the Fréchet space S(Ta).
We denote the action of u on any element f ∈ S(Ta) by [u, f ]. In this context, the elements of
S(Ta) are also called test functions. Note that any linear map u on S(Ta) is continuous and hence
a distribution if and only if there exists an integer N á 0 and a constant CN > 0 so that
|[u, f ]| à CN‖f‖CN , f ∈ S(Ta). (A.1)
The space of all periodic distributions of period a is denoted by S′(Ta). The order of the distribu-
tion u is the least possible integer N á 0 so that (A.1) holds.
An element u ∈ S′(Ta) admits a continuous extension u0 to the Banach space C(Ta) if and only
if u has order zero. In this case, the extension is unique and by the Riesz representation theorem
there exists a uniquely determined finite complex valued Radon measure µ so that
[u0, f ] = 1a
∫ a
0
f(x)dµ(x). (A.2)
On the other hand, any finite complex Borel measure on Ta is inner regular and hence a Radon mea-
sure defining a periodic distribution in view of (A.2). Therefore, we may identify the space C′(Ta)
of periodic distributions of order zero with the space M(Ta) of finite complex Borel measures on
Ta. In particular, any element u ∈ L1(Ta) defines a periodic distribution of order zero by
[u, f ] Í 〈u,f 〉Ta Í
1
a
∫ a
0
u(x)f(x) dx.
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To any periodic distributionu ∈ S′(Ta)we associate its sequence of Fourier coefficients (um)m∈Z,
um Í [u, e−2m/a], m ∈ Z,
which is a natural extension of the Fourier coefficients of any L1(Ta) function. As it turns out, any
distribution u ∈ S′(Ta) is uniquely determined by its Fourier coefficients.
Theorem A.1 (i) If u is a periodic distribution of order N , then
|um| = O(|m|N), |m| → ∞.
(ii) Conversely, for any sequence (αm) ⊂ C with the property that αm = O(|m|N) for some N á 0
there exists a uniquely determined periodic distribution u ∈ S′(Ta) so that
um = αm. Ï
Proof. See e.g. [64, Exercise 7.22]. v
The derivative ∂xu of a periodic distribution u is defined by [∂xu,f] Í −[u,Dxf]. In particular,
the Fourier coefficients of the derivative ∂xu satisfy
(∂xu)m = i(2mpi/a)um, m ∈ Z.
This motivates to introduce for any s á 0 and any 1 à p à∞ the Fourier Lebesgue space
FLs,p(Ta) Í {u ∈ S′(Ta) : (um)m∈Z ∈ `s,pC }.
This space is a Banach space when endowed with the norm
‖u‖FLs,p(Ta) Í ‖(um)m∈Z‖`s,p ,
which is reflexive for 1 < p <∞. To simplify notation we denote FLp(Ta) ≡ FL0,p(Ta).
For any element u ∈ FLs,p(Ta), the Fourier series∑
m∈Z
ume2m/a
converges in the FLs,p norm to a periodic distribution with Fourier coefficients um and hence in
view of Theorem A.1 to the element u.
For p = 2 we obtain the well-known Sobolev spaces Hs(Ta) = FLs,2(Ta). In particular, we have
FL2(Ta) = L2(Ta) and by Parseval’s identity for any u ∈ FL2(Ta)
‖u‖FL2(Ta) = ‖u‖L2(Ta).
However, for any other p ≠ 2 the Fourier Lebesgue space FLp(Ta) is quite different from any
Lq(Ta) as we will see momentarily. First note that for u ∈ L1(Ta) we have the estimate
|um| à ‖u‖L1(Ta),
hence ‖u‖FL∞(Ta) à ‖u‖L1(Ta). By the Riesz-Thorin Interpolation Theorem we obtain the following
result.
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Lemma A.2 For any 2 à p à∞ the embedding Lp′(Ta) ⊂ FLp(Ta), with 1/p + 1/p′ = 1, is continu-
ous. Ï
The space FLp(Ta) turns out to be much bigger than Lp
′(Ta) if 2 < p à ∞. Indeed, we have the
following result – see [41, Section IV, Remark 2.4].
Lemma A.3 There exists an element in
⋂
p>2 FLp(Ta) which is not a measure. Ï
Conversely, if one assumes that u is a periodic distribution with Fourier coefficients (um)m∈Z ∈
`1C, then its Fourier series converges absolutely to a uniformly continuous function u, and one has
the estimate
‖u‖C0(Ta) à ‖u‖FL1(Ta).
The space FL1(Ta) turns out to be an algebra – the so called Wiener algebra A(Ta) – however,
we will not make use of this fact. The dual FL∞(Ta) of the space FL1(Ta) is the space of pseudo
measures.
Using interpolation one obtains the following embedding converse to Lemma A.2.
Lemma A.4 For any 1 à p à 2 the embedding FLp(Ta) ⊂ Lp′(Ta) is continuous. Ï
This time, the space Lp′(Ta) turns out to be much larger than FLp(Ta).
Lemma A.5 There exists a continuous functionu ∈ C0(Ta)which is not contained in
⋃
1àp<2 FLp(Ta). Ï
Proof. One checks that u(x) = ∑ná2 ein lognn1/2(logn)2 einpix is such an element – see e.g. [41, Section IV,
Remark 2.3] and the references therein for further details. v
Remark A.6. By the Riemann-Lebesgue Lemma, the Fourier coefficients of any function u ∈ L1(Ta)
converge to zero. However, it is an immediate consequence of the open mapping theorem that the
Fourier transform
F : L1(Ta)→ c0
is not onto. In fact, a useful characterization of L1(Ta) functions in terms of their Fourier coeffi-
cients still eludes our knowledge. Ç
The product of two periodic distributions u and v is in view of Theorem A.1 well defined if and
only if
wm =
∑
l∈Z
um−lvl
is convergent for any m ∈ Z and wm grows at most polynomially in m. By Young’s inequality for
the convolution of sequences – see Lemma B.2 – we obtain the following estimate for products of
elements of the Fourier Lebesgue spaces.
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Lemma A.7 (Young-inequality) Suppose 1 à r,p, q à ∞ with 1 + 1r = 1p + 1q , and u ∈ FLp(Ta),
v ∈ FLq(Ta). Then uv is an element of FLr (Ta) satisfying the estimate
‖uv‖FLr (Ta) à ‖u‖FLp(Ta)‖v‖FLq(Ta). Ï (A.3)
We conclude this section by noting the following two Sobolev embedding results. The first results
shows in particular, that any element of FL1,p(Ta), 1 à p <∞, is actually a continuous function.
Lemma A.8 For any 1 à p < ∞, the embedding FL1,p(Ta) ↩ FL1(Ta) is continuous. In particular,
for u ∈ FL1,p(Ta) and v ∈ FLp(Ta), the product uv is an element of FLp(Ta) and we have the
estimate
‖uv‖FLp(Ta) à ‖u‖FL1,p(Ta)‖v‖FLp(Ta). Ï (A.4)
Proof. For any u ∈ FL1,p(Ta) we have by Hölder’s inequality
‖u‖FL1(Ta) = ‖(um)‖`1 à
∥∥∥∥( 1〈2m/a〉
)∥∥∥∥
`p′
‖(〈2m/a〉um)‖`p ,
and
∥∥∥( 1〈2m/a〉)∥∥∥`p′ is finite if p′ > 1. v
Finally, we note that an arbitrary element of Hs[0, a], s á 0, is not a continuous 1-periodic
function and thus cannot be in FL1(Ta). However, it is an element of FLq(Ta) with q sufficiently
large.
Lemma A.9 For any 0 à s < 1/2
Hs[0, a]↩ FLq(Ta), ∀ q > 1s + 1/2 .
In particular, H1/2[0, a]↩ FLq(Ta) for any q > 1. Ï
Proof. For any 0 à s < 1/2, we have Hs[0, a] = Hs(Ta) hence by Hölder’s inequality for any
u ∈ Hs[0, a] ∑
m∈Z
|um|q
1/q à
 ∑
m∈Z
1
〈2m/a〉sr
1/r ∑
m∈Z
〈2m/a〉2s|um|2
1/2
where 1/q = 1/r + 1/2. The right hand side is finite if
sr > 1a q >
1
s + 1/2 . v
B. Inequalities
In this appendix we collect three inequalities which are frequently used in this text. Throughout
we denote by p′ the Lebesgue exponent conjugated to p with 1 à p à∞.
Lemma B.1 For any 1 < p <∞ and α á 0∑
má1
1
(α+m)p′ à
p′ +α
p′ − 1
1
(1+α)p′ à
p
(1+α)p′−1 . Ï
Proof. The claim follows immediately from the integral estimate of the sum. v
The Young inequality for the convolution of sequences can be stated in the following way.
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Lemma B.2 (Young’s inequality I) Suppose 1 à r,p1, p2 à∞ with 1+ 1r = 1p1 +
1
p2 , and a ∈ `
p1
C and
b ∈ `p2C , then the convolution a∗ b is an element of `rC satisfying the estimate
‖a∗ b‖`r à ‖a‖`p1‖b‖`p2 . Ï (B.1)
We also note the following version of Young’s inequality (B.2) for the convolution of three se-
quences.
Lemma B.3 (Young’s inequality II) Suppose
1
α
+ 1
β
+ 1
γ
= 1
p1
+ 1
p2
+ 1
p3
, γ á p1 á β á 0, p2, p3 á α á 0,
and a ∈ `p1C , b ∈ `p2C , and c ∈ `p3C . Then the convolution a∗ b ∗ c satisfies the estimate∑
k
∑
l
(∑
m
|ak−lbl−mcm|α
)β/αγ/β

1/γ
à ‖a‖p1‖b‖p2‖c‖p3 . Ï
Proof. Let dl =
(∑
m|bl−mcm|α
)1/α then the left hand side equals
∑
k
∑
l
|ak−l|β|dl|β
γ/β = ‖aβ ∗ dβ‖γ/βγ/β à ‖aβ‖γ/βp1/β‖dβ‖γ/βq1/β = ‖a‖γp1‖d‖γq1
provided that p1, q1, γ á β and
1
β
+ 1
γ
= 1
p1
+ 1
q1
. (B.2)
Note that given p1 á β and (B.2) the condition q1 á β is equivalent to γ á p1. Furthermore,
‖d‖γq1 = ‖bα ∗ cα‖
γ/α
q1/α à ‖bα‖
γ/α
p2/α‖cα‖
γ/α
p3/α = ‖b‖γp2‖c‖γp3 ,
provided that q1, p2, p3 á α and
1
α
+ 1
q1
= 1
p2
+ 1
p3
. (B.3)
Note that (B.3) together with p2, p3 á α already implies that q1 á α. Moreover, (B.2) and (B.3)
together yield
1
α
+ 1
β
+ 1
γ
= 1
p1
+ 1
p2
+ 1
p3
. v
C. Discrete Hilbert Transform on `p
In this appendix we recall some well known facts on the discrete Hilbert Transform on `pC – see
e.g. [67].
Lemma C.1 For any 1 < p <∞, the discrete Hilbert transform
H : `pC → `pC, (Hx)n =
∑
m≠n
xm
m−n,
defines an isomorphism on `pC . Ï
To simplify notation we define σ 0 = (npi)n∈Z. The following bound of the modified Hilbert
transform is used in the next section.
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Lemma C.2 Suppose σ = σ 0+ σ˜ and ρ = σ 0+ ρ˜ are sequences of complex numbers with σ˜ , ρ˜ ∈ `∞C
such that for some c > 0
|ρm − σn| á c−1|m−n|, m ≠ n.
Then for any 1 < p <∞,
(Ax)n = pi
∑
m≠n
xm
ρm − σn
defines a bounded linear operator A on `pC whose bound depends only on ‖σ˜‖∞, ‖ρ˜‖∞, c, and p. Ï
Proof. To apply Lemma C.1, we write A in the form
(Ax)n =
∑
m≠n
xm
m−n
(
1+ σn −npi
ρm − σn −
ρm −mpi
ρm − σn
)
= (Hx)n + (Fρx)n − (Gσx)n,
where the operators Fρ and Gσ are given by
(Fσx)n =
∑
m≠n
xm
m−n
σ˜n
ρm − σn , (G
ρx)n =
∑
m≠n
xm
m−n
ρ˜m
ρm − σn .
By assumption |ρm − σn| á c−1|m−n| for m ≠ n so that
∑
n∈Z
|(Fσx)n|p à cp‖σ˜‖p∞
∑
n∈Z
∣∣∣∣∣ ∑
m≠n
|xm|
|m−n|2
∣∣∣∣∣
p
à Cp‖σ˜‖p∞‖x‖pp,
where the second estimate follows from Young’s inequality (B.1). A similar bound can be obtained
for
∑
n∈Z|(Gρx)n|p which proves the claim. v
D. Infinite products
Let us first recall some definitions and facts on infinite products form [23]. Let a Í (an)ná1
be a sequence of complex numbers. We say that the infinite product
∏
ná1(1 + an) converges if
the limit limN→∞
∏
1ànàN(1 + an) exists, and
∏
ná1(1 + an) is said to be absolutely convergent if∏
ná1(1+|an|) converges. One verifies that absolute convergence implies convergence. A sufficient
condition for absolute convergence is that ‖a‖`1 Í
∑
ná1|an| < ∞. The following inequality can be
found in [23, Lemma C1].
Lemma D.1 For any `1-sequence of complex numbers am with |am| à 1/2,∣∣∣∣∣∣ ∏m∈Z(1+ am)− 1
∣∣∣∣∣∣ à AeS + BeS+S2
with A = ∣∣∑m∈Z am∣∣, B =∑m∈Z|am|2, and S =∑m∈Z|am|. Ï
Remark D.2. We also have the following weaker bound just in terms of S,∣∣∣∣∣∣ ∏m∈Z(1+ am)− 1
∣∣∣∣∣∣ à eS − 1 à SeS ,
however we need the more detailed estimate of Lemma D.1 in the sequel. Ç
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Remark D.3. By the same arguments as in the proof of [23, Lemma C1] one obtains the slightly
refined estimate∣∣∣∣∣∣ ∏m∈Z(1+ am)− 1−A
∣∣∣∣∣∣ à |A|
2
2
eS + BeS+S2 . Ç
We are mainly concerned with infinite products related to perturbations of the sine function
sinλ = −
∏
m∈Z
mpi − λ
pim
,
where we replace the sequence (mpi)m∈Z by σ = (σm)m∈Z with σ = σ 0+ σ˜ and σ˜ is an element of
`pC for some 1 à p <∞. Such a sequence σ is called simple if all its elements are mutually distinct.
In this case one has
inf
m≠n
|σm − σn| > 0.
In the sequel, we adapt the presentation of [23, Appendix C] where the case p = 2 is considered.
Lemma D.4 For σ = σ o + σ˜ with σ˜ ∈ `pC , 1 à p <∞ and n ∈ Z,
fn(λ) = −
∏
m≠n
σm − λ
pim
defines an analytic function on C × `pC with roots σm, m ≠ n, listed with their multiplicities. In
particular, if σ is simple, then fn has simple roots σm, m ≠ n, and
f−1n (λ) = −
∏
m≠n
pim
σm − λ
is meromorphic with simple poles σm, m ≠ n. Ï
Proof. To simplify matter we only consider the case n = 0. Define
am = σm − λpim − 1 =
σ˜m − λ
pim
, m ≠ 0,
then
am + a−m = σ˜m − σ˜−mpim =
`pm
m
= `1m,
for 1 à p <∞ and
ama−m = (σ˜m − λ)(λ− σ˜−m)pi2m =
`∞m
m2
= `1m.
Therefore, the product fn(λ) = −
∏
m≠n(1 + am) is locally uniformly convergent on C × `pc . Since
every finite product is a polynomial in λ and σm, the analyticity of fn follows from the locally
uniform convergence and [23, Theorem A.4]. v
We recall the definition of the complex discs
Dn = {λ ∈ C : |λ−npi| < pi/4}.
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Lemma D.5 For σ = σ o + σ˜ with σ˜ ∈ `pC , 1 à p <∞,
f(λ) = −
∏
m∈Z
σm − λ
pim
defines an analytic function on C× `pC with roots σm, m ∈ Z, which satisfies
f(λ) = (1+ o(1)) sinλ
locally uniformly in σ and uniformly on Π = C \⋃n∈ZDn as |λ| → ∞. In more detail, for every ε > 0
there exists Λ0 > 0 such that
sup
λ∈Π, |λ|>Λ0
∣∣∣∣f(λ)sinλ − 1
∣∣∣∣ < ε.
Here, Λ0 can be chosen locally uniformly in σ . Ï
Proof. By Lemma D.4, f is an entire function with roots σm, m ∈ Z. Moreover, the quotient
f(λ)
sinλ
=
∏
m∈Z
σm − λ
mpi − λ,
is well defined and analytic on Π. Fix any λ ∈ Π, then there exists n ∈ Z such that |Rλ−npi| à pi/2
and |λ−npi| > pi/4. Consequently,∣∣∣∣ σm − λmpi − λ − 1
∣∣∣∣ = ∣∣∣∣ σ˜mmpi − λ
∣∣∣∣ à 4|σ˜m|1+ |n−m| + |Iλ| .
Let Sn =
∑
m∈Z
|σ˜m|
1+|n−m|+|Iλ| , then in view of Lemma B.1 there exists an absolute constant cp > 0 so
that
Sn à
∑
|m−n|á|n|/2
|σ˜m|
1+ |n−m| + |Iλ| +
∑
|m−n|<|n|/2
|σ˜m|
1+ |n−m| + |Iλ|
à cp
(
‖σ˜‖`p
1+ |n|1/p + |Iλ|1/p +
‖Rnσ˜‖`p
1+ |Iλ|1/p
)
.
The right hand side tends to zero locally uniformly in σ and uniformly on Π as |λ| → ∞, so the
claim follows with Lemma D.1. v
Lemma D.6 Suppose σ = σ 0 + σ˜ and ρ = ρ0 + ρ˜ with ρ simple and ρ˜, σ˜ ∈ `∞C . If ρ˜ − σ˜ ∈ `pC ,
1 < p <∞, and there exists c > 0 and N á 0 such that
min
λ∈Dn
|ρm − λ| á c−1|m−n|, m ≠ n, |n| á N,
then
∏
m≠n
σm − λ
ρm − λ
∣∣∣∣∣
Dn
= 1+ `pn,
uniformly in ‖ρ˜‖∞ and ‖σ − ρ‖p . In more detail, choose N1 á N so that 2cN1 ‖σ − ρ‖p + ‖RN1/2(σ −
ρ)‖p à 1/2, then
∑
|n|áN1
sup
λ∈Dn
∣∣∣∣∣ ∏
m≠n
σm − λ
ρm − λ − 1
∣∣∣∣∣
p
à Cc,p,‖ρ˜‖∞,‖ρ−σ‖p‖ρ − σ‖p. Ï
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Proof. Let αm = σm − ρm and put
am,n =
∣∣∣∣∣σm − λρm − λ − 1
∣∣∣∣∣
Dn
=
∣∣∣∣∣ αmρm − λ
∣∣∣∣∣
Dn
.
Since αm = `pm and minλ∈Dn|ρm − λ| á c−1|m−n| for m ≠ n and |n| á N , there exists N1 á N so
that for all m ∈ Z and |n| á N1
|am,n| à

2c
n ‖α‖p à 1/2, |m−n| á |n|/2,
c‖Rn/2α‖p à 1/2, 1 à |m−n| à |n|/2.
Therefore, Lemma D.1 applies yielding
sup
λ∈Dn
∣∣∣∣∣ ∏
m≠n
σm − λ
ρm − λ − 1
∣∣∣∣∣ = AneSn + BneSn+S2n ,
where Sn =
∑
m≠n
∣∣∣ αmρm−λ∣∣∣Dn , An =
∣∣∣∑m≠n αmρm−λ∣∣∣Dn , and Bn =∑m≠n
∣∣∣ αmρm−λ∣∣∣2Dn . By Hölder’s inequal-
ity for any p <∞
Sn à c
( ∑
m≠n
1
|m−n|p′
)1/p′
‖α‖p à Cp‖α‖p.
Since ρ is simple, after possibly modifying finitely many Dn, |n| < N , we have
|ρm − λ| á c˜−1|m−n|, m ≠ n,
for all n ∈ Z, hence ∑n∈Z|An|p à Cp,‖σ˜‖∞,‖ρ˜‖∞‖α‖pp by Lemma C.2. Finally, if p á 2, then by Young’s
inequality
∑
|n|áN1
Bp/2n à cp
 ∑
m≠0
1
|m|2
p/2‖α‖pp à Cq‖α‖pp
while if 1 < p à 2 one can apply the inequality (|a| + |b|)p/2 à |a|p/2 + |b|p/2 to obtain,
∑
|n|áN1
Bp/2n à c2
 ∑
m≠0
1
|m|p
‖α‖pq à Cq‖α‖pp.
Altogether we thus have
∑
|n|áN1
sup
λ∈Dn
∣∣∣∣∣ ∏
m≠n
σm − λ
ρm − λ − 1
∣∣∣∣∣
p
à Cp,‖ρ˜‖∞,‖α‖p‖α‖pp. v
Remark D.7. In view of Remark D.3 one obtains under the same assumptions as in Lemma D.6 that
sup
λ∈Dn
∣∣∣∣∣ ∏
m≠n
σm − λ
ρm − λ − 1−
∑
m≠n
σm − ρm
ρm − λ
∣∣∣∣∣ = `p/2n + `1+n . Ç
As an immediate consequence of Lemma D.6 and the product representation of the sine, we
obtain the following result.
Lemma D.8 Let σ = σ 0 + σ˜ with σ˜ ∈ `pC , 1 < p <∞, and n ∈ Z,
1
pin
∏
m≠n
σm − λ
pim
= sinλ
λ−npi (1+ `
p
n) = sinλλ−npi + `
p
n, λ ∈ Dn,
locally uniformly in σ˜ . Ï
We conclude this appendix with the following estimate.
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Lemma D.9 Let σ = σ 0 + σ˜ with σ˜ ∈ `pC , 1 < p <∞,
f(λ) = −
∏
m∈Z
σm − λ
pim
.
Then for any sequence (λn) with λn ∈ Dn,
f(λn) = sin(λn)+ `pn,
locally uniformly in σ . Ï
Proof. Let
fn(λ) = −
∏
m≠n
σm − λ
pim
, sn(λ) = −
∏
m≠n
mpi − λ
pim
,
and note that for any sequence λn with λn ∈ Dn by Lemma D.6
fn(λn)
sn(λn)
= 1+ `pn.
Therefore,
f(λn)− sin(λn) = σn − λnpin fn(λn)−
npi − λn
pin
sn(λn)
= sn(λn)
pin
[
(σn − λn)(1+ `pn)− (npi − λn)
]
= sn(λn)
pin
[
σ˜n + (σn − λn)`pn
]
= `pn,
where we used that |σn − λn| = O(1) and sn(λn)pin = O(1). v
E. Miscellaneous lemmas
The following is an extension of [23, Lemma F.4] to the case p ≠ 2.
Lemma E.1 (Interpolation Lemma) Suppose φ is an entire function with
sup
λ∈Cn
∣∣∣∣φ(λ)sinλ
∣∣∣∣→ 0,
as n → ∞ for the circles Cn = {|λ| = npi + pi/2}. Then for any simple sequence σn = npi + `pn,
1 à p <∞, and any z ∈ C with z ≠ σm, m ∈ Z,
φ(z) =
∑
n∈Z
φ(σn)
∏
m∈Z
σm − z
σm − σn . Ï
Proof. By Lemma D.5
ψ(λ) = −
∏
m∈Z
σm − λ
pim
defines an entire function whose roots are precisely the σm, m ∈ Z, and which is of the form
(sinλ)(1+ o(1)) on the circles Cn. For any fixed z ∈ C, the function
g(λ) = 1
λ− z
φ(λ)
ψ(λ)
is thus a meromorphic with simple poles at z and all the σn, and satisfies
sup
λ∈Cn
|(λ− z)g(λ)| = sup
λ∈Cn
∣∣∣∣φ(λ)sinλ
∣∣∣∣(1+ o(1))→ 0.
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Applying the residue theorem to each circle Cn and letting n → ∞ shows that the sum of all the
residues of g is zero. Provided z ≠ σm for all m ∈ Z we thus obtain
0 = Resz g +
∑
n∈Z
Resσn g
= φ(z)
ψ(z)
+
∑
n∈Z
φ(σn)
pin
σn − z
∏
m≠n
pim
σm − σn .
Solving for φ(z) gives the claim. v
Lemma E.2 (Identity Theorem for real subspaces) Let XR be a real Banach space and denote by X
its complexification. Suppose U ⊂ X is an open connected neighborhood and f : U → C is an analytic.
If f vanishes on UR = U ∩XR, then f ≡ 0. Ï
Proof. Near any u ∈ UR the map f is represented by its Taylor series,
f(u+ h) =
∑
ná0
1
n!
dnuf(h, . . . , h),
where the series converges absolutely and uniformly (cf. e.g. [23, Theorem A.3]). Since f |UR = 0, it
follows that for any h ∈ Xr and any n á 0, dnuf(h, . . . , h) = 0. As f is analytic, dnuf is symmetric
and C-multilinear, hence it follows from the polarization identity that dnuf(h, . . . , h) = 0 holds also
for any h in the complexification X of XR. This implies f ≡ 0 in a neighborhood Vu of u with
Vu ⊂ U . Since U is connected it follows that f ≡ 0 on all of U by the ordinary identity theorem. v
Lemma E.3 Suppose |νn −npi| à pi/4 for |n| sufficiently large, then
‖eiνnx‖FLq(T1) = O(1), ∀ q > 1. Ï
Proof. Since
〈eiνnx − einpix , e2impix〉 = O
(
1
1+ |n− 2m|
)
,
uniformly in n and m we find ‖eνn‖FLq(T1) = O(1) for any q > 1. v
F. Analyticity of F
In this appendix we prove the analyticity of the primitive
Fn(µ,ψ) = 12
(∫ µ
λ−n(ψ)
ω(λ,ψ) dλ+
∫ µ
λ+n(ψ)
ω(λ,ψ) dλ
)
, ω = ∆
•
c√∆2 − 4 ,
introduced in Section 19. The proof is similar as in [59] with minor adaptions for the case n ≠ 0
and p ≠ 2. We first note the following observation on which the proof relies.
Lemma F.1 (i) Suppose ϕ ∈Wp , 1 < p < ∞, and γn(ϕ) = 0 for some n ∈ Z, then there exists
an open neighborhood Vn of ϕ such that
|λ•n − τn| à |γn|/2, ψ ∈ Vn.
(ii) For each ϕ ∈ FLpr , 1 < p <∞, there exists an open neighborhood V ⊂ FLpc such that
|λ•m − τm| à |γm|, m ∈ Z, ψ ∈ V. Ï
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Proof. (i) For any potential in Vn = Vϕ we have
0 = 1
4
(∆2 − 4)•
∣∣∣∣
λ•n
=
(
2(τn − λ)∆n −
(
(τn − λ)2 − γ2n/4
)
∆•n
)∣∣∣∣
λ•n
,
where the function ∆n is analytic on C×Wp and given by
∆n(λ) Í 1pi2n
∏
m≠n
(λ+m − λ)(λ−m − λ)
pi2m
.
The zeroes of ∆n are precisely the eigenvalues λ±m for m ≠ n, thus ∆n does not vanish on Un × Vn
and we have |∆n| á s > 0 and |∆•n| à r uniformly on Un × Vn. Since γn(ϕ) = 0, we may shrink Vn,
if necessary, to the effect that
|γn(ψ)|r à s, ψ ∈ Vn.
To simplify notation put f = 2(τn − λ)∆n and g = (∆2 − 4)•/4. By Lemma 10.11 γn(ψ) = 0 implies
λ•n(ψ) = τn(ψ), hence we may assume γn(ψ) ≠ 0. In this case, we find on the boundary of the disc
Dψ = {|λ− τn(ψ)| à |γn(ψ)|/2},
|f − g|∂Dψ à |γn(ψ)|2r/2 < s|γn(ψ)| à |f |∂Dψ .
Thus, by Rouché’s Theorem, f and g have the same number of roots in Dψ, and since λ•n is the
only root of g contained in Un, the claim (i) follows.
(ii) Recall from Lemma 10.10 that for each ϕ ∈Wp there exists a neighborhood V and an M á 0
such that
∑
|m|áM
|λ•m − τm|2/|γm|4 à 1, ψ ∈ V.
After possibly increasing M we have |λ•m − τm| à |γm| on V for all |m| á M . Suppose that, in
addition, ϕ ∈ FLpr . If γm(ϕ) = 0 for some |m| < M , then we may shrink V according to (i) to
obtain the desired inequality. On the other hand, if γm(ϕ) ≠ 0, then
|λ•m(ϕ)− τm(ϕ)| à |γm(ϕ)|/2,
and since λ•m, τm, and |γm| are continuous on Wp , the desired inequality follows after possibly
shrinking V . v
Lemma F.2 Let ϕ ∈Wp , 1 < p <∞, and n ∈ Z. Then for any ν ∈ ∂Un,
Fn(ν) = 12
(∫ ν
λ−n
ω dλ+
∫ ν
λ+n
ω dλ
)
,
is analytic on Vϕ. Ï
Proof. We want to apply [23, Theorem A.6]. First note that for any µ, ν ∈ ∂Un,
∫ µ
ν ω is analytic on
Vϕ by Lemma 10.11. Hence at each step of the proof we might change ν at our convenience.
In a first step we prove that Fn is analytic on Vϕ \ Zn, where Zn = {ψ ∈Wp : γ2n(ψ) = 0}. Note
that γ2n is analytic onWp thus Zn is an analytic subvariety ofWp . Fixϕ0 ∈ Vϕ \Zn. Recall that λ−n,
λ+n are lexicographically ordered and might therefore not even be continuous near ϕ0. However,
since the eigenvalues λ+n(ϕ0), λ−n(ϕ0) are both simple, there exist a neighborhood V ⊂ Vϕ \ Zn of
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ϕ0 and two analytic functions ρ1, ρ2 : V → C satisfying the set inequality {ρ1, ρ2} = {λ−n, λ+n} on V
and in addition
|ρ1 − λ−n(p0)| <
1
4
min
[
dist
(
λ−n(p0
)
, ∂Un), |γn(p0)|
]
,
|ρ2 − λ+n(p0)| <
1
4
min
[
dist
(
λ+n(p0
)
, ∂Un), |γn(p0)|
]
.
In particular, ρ1(ϕ0) = λ−n(ϕ0) and ρ2(ϕ0) = λ+n(ϕ0). Let ν1, ν2 ∈ ∂Un be elements of the form
ν1 = λ−n(ϕ0)− σ1γn(ϕ0), ν2 = λ+n(ϕ0)+ σ2γn(ϕ0) with σ1, σ2 > 0. Then for each ψ ∈ V , the line
segments [ρ1, ν1] and [ρ2, ν2] are admissible paths and
2Fn(ν) =
∫ ν1
ρ1
ω+
∫ ν
ν1
ω+
∫ ν2
ρ2
ω+
∫ ν
ν2
ω.
As already noted above,
∫ ν
ν1ω and
∫ ν
ν2ω are both analytic on Vϕ. We now prove that for i = 1,2,∫ νi
ρi ω is analytic on V . Since the cases i = 1 and i = 2 are treated in the same way we concentrate
on i = 1. With the parametrization λt = ρ1 + t(ν1 − ρ1) one gets∫ ν1
ρ1
ω = −i(ν1 − ρ1)
∫ 1
0
λ•n − λt
wn(λt)
χn(λt) dt,
where χn(λ) defined in (4.7) is given by
χn(λ) =
∏
m≠n
λ•m − λ
wm(λ)
(F.1)
is analytic on Un × Vϕ – see Corollary 10.6. Taking into account that
(τn − λt)2 − γ2n/4 = (ρ1 − λt)(ρ2 − λt) = t(ρ1 − ν1)(ρ2 − λt),
one obtains
wn(λt) = (τn − λt) +
√
t +
√
(ρ1 − ν1)(ρ2 − λt)
(τn − λt)2 .
Moreover, at ϕ0 we have for any 0 à t à 1,
(ρ1 − ν1)(ρ2 − λt)
(τn − λt)2 =
σ1(1+ tσ1)γ2n
(1/2+ tσ1)2γ2n
= σ1(1+ tσ1)
(1/2+ tσ1)2 á
σ1
1/2+ σ1 > 0.
Thus, after possibly shrinking V , the mappings (t, p) , +
√
(ρ1−ν1)(ρ2−λt)
(τn−λt)2 and (t, p) , τn − λt are
continuous on [0,1]×V , analytic on V for every fixed 0 à t à 1, and uniformly bounded away from
zero by some c1 > 0. Since χn is analytic on Un × Vϕ, and ρ1, ρ2, and λ•n are analytic on V ⊂ Vϕ, it
then follows that∫ ν1
ρ1
ω = −i(ν1 − ρ1)
∫ 1
0
χn(λt)
τn − λt
λ•n − λt
+
√
(ρ1−ν1)(ρ2−λt)
(τn−λt)2
dt
+√t ,
is analytic on V as well.
In a second step we show that the restriction of Fn to Zn ∩ Vϕ is weakly analytic. Note that on
Zn ∩ Vϕ, Fn coincides with the function −i
∫ ν
τn χn(λ) dλ with χn given by (4.7), where the path of
integration is chosen in Un but otherwise arbitrary. Thus Fn|Zn∩Vϕ is weakly analytic.
In a third and final step we prove that Fn is continuous on Vϕ. By the considerations above, Fn
is continuous in each point of Vϕ \ Zn and the restriction of Fn to Zn ∩ Vϕ is continuous. Hence it
remains to show that for any ϕ∞ ∈ Zn∩Vϕ and any sequence (ϕk)ká1 ⊂ Vϕ \Zn with ϕk →ϕ∞ in
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Vϕ it follows that Fn(ϕk)→ Fn(ϕ∞) as k→∞. By Lemma 10.10 λ•n − τn = O(γ2n) locally uniformly
around ϕ∞. Since γn(ϕk)→ 0 as k→∞, there exists k0 á 1 so that
|λ•n(ϕk)− τn(ϕk)| à |γn(ϕk)|/2, k á k0. (F.2)
Without loss of generality we may assume that k0 = 1. For each ϕk consider the parametrization
of [λ−n, τn], given by [0,1]→ Gn, t , λt = τn − tγn/2. Then wn(λt)2 = −(1− t2)γ2n/4 and thus∣∣∣∣∣
∫ τn
λ−n
λ•n − λ
wn(λ)
χn(λ) dλ
∣∣∣∣∣ à
∫ 1
0
|λ•n − τn + tγn/2|
+√1− t2 |χn(λt)| dt à C|γn|,
where C > 0 can be chosen independently of k. Since γn(ϕk)→ 0 as k→∞, we conclude
Fn(ν,ϕk) = 12i
∫ ν
τn
λ•n − λ
wn(λ)
χn(λ) dλ+ o(1), k→∞. (F.3)
We can choose ν∗ ∈ ∂Un so that the straight line segment [τn, ν∗] is admissible for any ϕk,
k á 1. Note that zk Í ν∗ − τn(ϕk) ≠ 0 for any k á 1 and zk → z∞ Í ν∗ − τn(ϕ∞). With
the parametrization λt = τn + tzk, 0 à t à 1, and since by the definition of the standard root
wn(λt) = −zk +
√
t2 − γ2n/4z2k, one then obtains
∫ ν∗
τn
λ•n − λ
wn(λ)
χn(λ) dλ = zk
∫ 1
0
t + (τn − λ•n)/zk
+
√
t2 − γ2n/4z2k
χn(λt) dt.
As γn(ϕk) → 0, one has +
√
t2 − γ2n/4z2k
∣∣
ϕk → t and t + (τn − λ•n)
∣∣
ϕk → t by (F.2). To see that the
integral converges to
∫ ν∗
τn χn(λ) dλ
∣∣
ϕ∞ let εk = γn(ϕk)/2zk. Then∣∣∣∣ +√t2 − ε2k∣∣∣∣ á √t2 − |εk|2 á (t − |εk|)1/2(t + |εk|)1/2,
whereas by (F.2) |(τn − λ•n)/zk| à |εk|. Hence for any 0 à t à 1∣∣∣∣∣∣ t + (τn − λ
•
n)/zk
+
√
t2 − γ2n/4z2k
χn(λt)
∣∣∣∣∣∣ à Cgk(t), gk(t) = (t + |εk|)
1/2
(t − |εk|)1/2 .
Since gk is in L1[0,1] for any k á 1 and converges in L1[0,1] to the constant function 1 as k → ∞,
it follows from the generalized dominated convergence theorem that
lim
k→∞
zk
∫ 1
0
t + (τn − λ•n)/zk
+
√
t2 − γ2n/4z2k
χn(λt) dt
∣∣∣∣
ϕk
= z∞
∫ 1
0
χn(λt) dt
∣∣∣∣
ϕ∞
=
∫ ν∗
τn
χn(λ)dλ
∣∣∣∣
ϕ∞
.
In view of (F.3) it then follows that limk→∞ Fn(ϕk) = Fn(ϕ∞). Altogether we have shown that Fn is
continuous on Vϕ. The claimed analyticity then follows from [23, Theorem A.6]. v
Corollary F.3 Suppose ϕ ∈ Wp , 1 < p < ∞, and let n,m ∈ Z. For any λn ∈ {λ−n, λ+n} and λm ∈
{λ−m, λ+m} the functional
ψ ,
∫ λm
λn
ω
is analytic on Vϕ. Ï
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G. A priori estimates of the Fundamental Solution
In this appendix we obtain, for smooth potentials, estimates of the gradients of several spectral
quantities in the Fourier Lebesgue spaces. Such estimates are needed in the proof of Lemma 16.1 to
show that the differential of the Birkhoff map is a compact perturbation of the identity. We derive
these estimates from estimates of the gradient of the fundamental solution of the Zakharov-Shabat
operator. According to [23, Theorem 1.1] the fundamental solutionM(t, λ,ϕ) of L(ϕ) is continuous
on [0,∞)× C× L2c and for each fixed t ∈ [0,∞) is analytic in λ and ϕ. Further, we recall from [23,
Section 1] the notation L(ϕ) = R∂x +Φ where
R =
(
i
−i
)
, Φ =
(
ϕ−
ϕ+
)
,
as well as
Mˆ(t, λ,ϕ) Í M(t, λ,ϕ)− Eλ(t), Eλ(t) Í
(
e−iλt
eiλt
)
.
We also use the following exponentially weighted norms for t-dependent matrices A
‖A(t)‖λ Í e−|Iλ|t‖A(t)‖.
The following estimate is straightforward and can be found in [23, Lemma 2.1].
Lemma G.1 On [0,1]× C× L2c
‖Mˆ(t, λ)‖λ à ‖F(t, λ)‖λ + cϕ
(∫ t
0
‖F(s, λ)‖2λ ds
)1/2
.
with F(t, λ) = ∫ t0 Eλ(t − 2s)Φ˜(s) ds and cϕ = ‖ϕ‖e‖ϕ‖. Ï
For ϕ ∈ H1c one obtains the following estimate of F and hence Mˆ – see also [23, Theorem 2.3].
Lemma G.2 For any λ ≠ 0 and t á 0
‖F(t, λ)‖λ à 2+
√
t
2|λ| ‖ϕ‖H1[0,t].
Consequently, on [0,1]× C \ {0} ×H1c
‖Mˆ(t, λ)‖λ à 32|λ|(1+ cϕ)‖ϕ‖H1[0,1]. Ï
Proof. Since Eλ(t − 2s) = 12λR∂s(Eλ(t − 2s)) for any λ ≠ 0, we conclude with Φ˜ = RΦ
F(t, λ) = 1
2λ
R
(
Eλ(−t)Φ˜(t)− Eλ(t)Φ˜(0)−
∫ t
0
Eλ(t − 2s)∂sΦ˜(s) ds
)
,
hence ‖F(t, λ)‖λ à 2+
√
t
2|λ| ‖ϕ‖H1[0,t]. v
We are now in a position to prove the following estimates for the fundamental solution in the
Fourier Lebesgue spaces.
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Lemma G.3 Suppose that νn = npi +O(1), then
‖Mˆ(νn)‖H1[0,1] = O(1),
uniformly in ϕ on bounded subsets of H1c and uniformly in n. Moreover for any ε > 0
‖Mˆ(νn)‖FLq = O(1/n
q−1−ε
1−ε ), ∀ 1+ ε à q à 2.
If, in addition νn = npi +O(1/n), then
‖M(νn)− Enpi‖FLq = O(1/n
q−1−ε
1−ε ), ∀ 1+ ε à q à 2. Ï
Proof. By a straightforward computation one obtains
Mˆ(t, λ) = F(t, λ)+
∫ t
0
Eλ(t − s)Φ˜(s)Mˆ(s, λ) ds.
Differentiating in t and using ∂tEλ(t − s) = λREλ(t − s) yields
∂tMˆ(t, λ) = ∂tF(t, λ)+ Φ˜(t)Mˆ(t, λ)+ λ
∫ t
0
REλ(t − s)Φ˜(s)Mˆ(s, λ) ds.
Consequently,
‖∂tMˆ(t, λ)‖λ à ‖∂tF(t, λ)‖λ + ‖ϕ‖H1[0,t]‖Mˆ(t, λ)‖λ
+ |λ|
∫ t
0
|ϕ(s)|‖Mˆ(s, λ)‖λ ds,
and by Cauchy-Schwarz∫ t
0
|ϕ(s)|‖Mˆ(s, λ)‖λ ds à ‖ϕ‖L2[0,t]
(∫ t
0
‖Mˆ(λ, s)‖2λ ds
)1/2
.
Moreover,
∂tF(t) = Eλ(−t)Φ˜(t)+
∫ t
0
∂tEλ(t − 2s)Φ˜(s) ds
= Eλ(−t)Φ˜(t)− 12
∫ t
0
∂sEλ(t − 2s)Φ˜(s) ds
= 1
2
Eλ(−t)Φ˜(t)+ 12Eλ(t)Φ˜(0)+
1
2
∫ t
0
Eλ(t − 2s)∂sΦ˜(s) ds,
hence ‖∂tF(t)‖λ à (1+
√
t)‖ϕ‖H1[0,t]. Altogether this shows that
‖∂tM(t, λ)‖λ = O(1)
uniformly in |λ| á 1, 0 à t à 1, and uniformly in ϕ on bounded subsets of H1c .
Suppose νn = npi+O(1), then sup0àtà1‖Mˆ(νn, t)‖ = O(1/n) uniformly inϕ on bounded subsets
of H1 and uniformly in n. Therefore,
‖Mˆ(νn)‖L2[0,1] = O(1/n), ‖Mˆ(νn)‖H1[0,1] = O(1).
For any ε > 0 we have H1[0,1]↩ FL1+ε by Lemma A.9, hence it follows by interpolation that
‖Mˆ(νn)‖FLq = O
(
1
n
q−1−ε
1−ε
)
, ∀ 1+ ε à q à 2,
uniformly in ϕ on bounded subsets of H1 and uniformly in n.
Notice that if |νn −npi| à pi/4 for n sufficiently large, then ‖Eνn − Enpi‖FLq = O(1) for any q > 1
uniformly in n by Lemma E.3. Moreover, ‖Eνn − Enpi‖L2 = O(|νn − npi|). Thus, the final claim
follows again by interpolation. v
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Corollary G.4 Suppose that |νn −npi| à pi/4 for |n| sufficiently large and 1 < p <∞ then
‖Mˆ(νn)‖FLq = `pn,
uniformly on bounded subsets of H1c for each fixed q > 1+ 1p . Moreover, if νn = npi +O(1/n), then
also
‖M(νn)− Enpi‖FLq = `pn. Ï
Proof. By the preceding Lemma ‖Mˆ(νn)‖FLq = O(1/n
q−1−ε
1−ε ) for any ε > 0 with 1 + ε à q à 2.
Moreover, O(1/n
q−1−ε
1−ε ) = `pn is tantamount to
q > 1+ 1
p
+ ε
(
1− 1
p
)
.
Since ε > 0 can be chosen arbitrarily small, ‖Mˆ(νn)‖FLq = `pn for q > 1 + 1/p. The second claim
follows in similar fashion. v
Our next result gives an estimate of the gradient of the fundamental solution. To state it, we
recall from Section 2 the definition2
e−α = (e−α,0), e+α = (0, eα), eα(x) = eiαpix .
Lemma G.5 Suppose ϕ ∈ H1c . Then for any sequence with |νn −npi| à pi/4 and any 2 à p à∞∥∥∥∥∥i∂M`∣∣λ=νn − E`νn
(
0 −e+−2νn/pi
e−−2νn/pi 0
)∥∥∥∥∥
FLp′
= `pn.
If, in addition, νn = npi +O(1/n), then also∥∥∥∥∥i∂M`∣∣λ=νn − (−1)n
(
0 −e+−2n
e−−2n 0
)∥∥∥∥∥
FLp′
= `pn. Ï
Proof. The gradient is given by
i∂M` = M`
(−M1 ?M2 −M2 ?M2
M1 ?M1 M1 ?M2
)
,
where M` = E`νn + `2n. We denote
Mˆ1 = M1 − e−νn/pi , Mˆ2 = M2 − e+νn/pi ,
and furthermore write
M1 ?M1 = e+−2νn/pi + 2Mˆ1 ? e−νn/pi + Mˆ1 ? Mˆ1,
M1 ?M2 = Mˆ2 ? e−νn/pi + Mˆ1 ? e+νn/pi + Mˆ1 ? Mˆ2,
M2 ?M2 = e−−2νn/pi + 2Mˆ2 ? e+νn/pi + Mˆ2 ? Mˆ2.
By Young’s inequality for a,b á 1 with 1+ 1/p′ = 1/a+ 1/b
‖Mˆ1 ? e±νn/pi‖FLp′ à ‖Mˆ1‖FLa‖e±νn/pi‖FLb .
We may choose b > 1 and a = p′ −δ with some δ > 0 arbitrary small. Note that ‖e±νn/pi‖FLb = O(1)
for any b > 1 by Lemma E.3. Moreover, p′ = 1+ 1/(p− 1) > 1+ 1/p, hence also p′ −δ > 1+ 1/p if
δ is chosen sufficiently small. Thus ‖Mˆ1‖FLa = `pn by Corollary G.4. One argues analogously in the
remaining cases which proves the first claim.
If νn = npi +O(1/n), then E`νn = (−1)nI + `1+n and ‖e±∓2νn/pi − e∓2n‖FLp′ = `
p
n which proves the
second claim. v
2We point out that our notation of e±n is different from the one in [23].
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As an immediate corollary we obtain the following estimates for the gradient of the discriminant
∆, which is the trace of the fundamental solution, and the gradient of the anti-discriminant δ, which
is the anti-trace of the fundamental solution – see [23, Lemma 4.4] for the case p = 2.
Corollary G.6 Suppose ϕ ∈ H1c . Then for any sequence with |νn −npi| à pi/4 and any 2 à p <∞
‖i∂∆∣∣λ=νn‖FLp′ = `pn.
If, in addition νn = npi +O(1/n) then
‖i∂δ∣∣λ=νn − (−1)n(e+−2npi − e−−2npi)‖FLp′ = `pn.
The mid-points τn, n ∈ Z, and the Dirichlet eigenvalues µn, n ∈ Z, are real analytic on L2r by
Lemma 10.2. We adapt [23, Lemma 12.5] to obtain an estimate of their gradients for the case p ≠ 2.
Lemma G.7 At any potential ϕ ∈W∩H1c
‖∂τn‖FLp′ = `pn, ‖∂µn −
1
2
(e+−2npi + e−−2npi)‖FLp′ = `pn. Ï
Proof. We recall from [23, Lemma 12.4] that
∂τn = − 12pi i
∫
∂Un
∆(λ)∂∆(λ)
∆2(λ)− 4 dλ,
where Un = Dn = {λ ∈ C : |λ − npi| < pi/4} for |n| sufficiently large. Since supλ∈∂Un
∣∣∣ ∆(λ)∆2(λ)−4∣∣∣ =
O(1) and supλ∈∂Un‖∂∆(λ)‖FLp′ = `pn the claim for ∂τn follows.
On W the Dirichlet eigenvalues are simple and hence locally analytic. To obtain the estimate of
their gradient, we follow [23, Section 7], let g = M1 +M2, and choose for any n ∈ Z the canonical
Dirichlet eigenfunction
gn Í g
∣∣
λ=µn .
Then in view of [23, Proposition 7.5] the gradient has the form
∂µn = gn ? gnQ(gn) , Q(f) = 2
∫
T
g−g+ dx.
On W∩H1c the claimed estimates now follow from Lemma G.5. v
H. Properties of the NLS hierarchy
In this appendix we recall some well known facts about the Hamiltonians of the NLS hierarchy –
see [23, Section 4] as well as [39]. For ϕ = (ϕ−,ϕ+) ∈ Hk−1c the kth NLS Hamiltonian is given by,
Hk(ϕ) = (−i)k+1
∫
T
ϕ−uk(ϕ−,ϕ+, . . . ,ϕ
(k−1)
− ,ϕ
(k−1)
+ ) dx, k á 1,
where u1 = −ϕ+, and
uk+1 = u′k +ϕ−
∑k−1
l=1 uk−lul, k á 1.
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Lemma H.1 If ϕ ∈ Hk−1c , then
uk+1 = −ϕ(k)+ + qk(ϕ−,ϕ+, . . . ,ϕ(k−2)− ,ϕ(k−2)+ ),
where qk is a homogeneous polynomial of degree k + 1 when ϕ−, ϕ+, and ∂x each count as one
degree. Moreover, each term of ϕ−qk has at most degree k − 2 with respect to ∂x , and the degree
with respect to ϕ− equals the one with respect to ϕ+. Ï
Proof. As is evident from their definition, the polynomials uk are homogeneous of degree k, and
only contain derivatives ofϕ− andϕ+ up to order k−1. Furthermore, uk(ϕ−, λϕ+) = λuk(λϕ−,ϕ+)
for all λ ∈ C, which completes the proof. v
In case of a smooth real type potential, that is ϕ = (ψ,ψ), the odd Hamiltonians have the form
H2m+1(ϕ) =
∫
T
(
|ψ(m)|2 +ψq2m
)
dx, m á 1,
where q2m depends on ψ, ψ, and their derivatives up to order 2m − 2. Suppose ψq2m contains
a monomial ψ(m+n)q(ψ,ψ, . . . ,ψ(2m−2),ψ(2m−2)) with n á 0. Since this monomial has at most
degree 2m − 2 with respect to ∂x , it follows that q contains at most m − 2 − n derivatives. Thus
we can integrate by parts to the effect that each factor of the monomial contains at most m − 1
derivatives.
Corollary H.2 For any m á 1 there exists a polynomial p2m such that
H2m+1(ϕ) =
∫
T
(
|ψ(m)|2 + p2m(ψ,ψ, . . . ,ψ(m−1),ψ(m−1))
)
dx,
for allϕ = (ψ,ψ) in Hmr . The polynomial p2m is homogenous of degree 2m+2 with respect toψ, ψ,
and ∂x , and the degree of each term of p2m with respect to ψ equals the one with respect to ψ. Ï
I. A diffeomorphism property
Let Z be a Banach space and T : Z → Z be a bounded operator. Suppose Z = X ⊕ Y and suppose T
admits with respect to this direct sum the decomposition
T =
(
A B
C D
)
. (I.1)
Lemma I.1 (Schur complement) The operator IdZ + T is invertible on Z if and only if IdY + D is
invertible on Y and the Schur complement
S = IdX +A− B(IdY +D)−1C
is invertible on X. Ï
As an immediate corollary we obtain the following sufficient condition.
Corollary I.2 Suppose X is finite dimensional, then IdZ + T is invertible if
detS ≠ 0, ‖D‖L(Y) < 1. Ï
A subset K of Z is compact if and only if it is totally bounded and complete. The following
characterization of totally bounded sets in `p is well known.
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Lemma I.3 A subset B of `p , 1 à p <∞, is totally bounded if and only if it is pointwise bounded and
for any ε > 0 there exists an N á 1 so that ‖pi⊥Nx‖p à ε for all x ∈ B. Ï
We now apply this characterization of totally bounded sets and the Schur complement to prove
the following diffeomorphism property.
Proposition I.4 Suppose Vs,p is an open, path connected subset of `s,p+ and f : Vs,p → `s,p , 1 à p <
∞, s ∈ R, is a real analytic map with the properties that
(i) dxf − Id: `s,pC → `s,pC is compact for any x ∈ Vs,p ,
(ii) f is a local diffeomorphism at some point of Vs,p .
Then f is a local diffeomorphism generically on Vs,p . Ï
Proof. To simplify notation write Tz = dzf − Id`s,pC . By assumption (i) Tz is a compact operator
on `s,pC for any z ∈ Vs,p . In particular, the image of the unitball in `s,pC is relatively compact in
`s,pC . By Lemma I.3 there exists N á 1 (which depends on z) so that ‖pi⊥NTz‖L(`s,pC ) à 1/4. Since
‖pi⊥NTz‖L(`s,pC ) depends continuously on z, there exists an complex neighborhood V of z within `
s,p
C
so that ‖pi⊥NTw‖L(`s,pC ) à 1/2 for all w ∈ V .
Let W be any nontrivial open subset of Vs,p and denote by z0 ∈ Vs,p the point of assumption
(ii) at which the differential of f is invertible. For any z1 ∈ W the path Γ connecting z0 and z1 is
compact in Vs,p and hence can be covered by finitely many neighborhoods V as constructed above.
Consequently, there exists a complex neighborhood U of Γ within Vs,p and an integer NU á 1 so
that
‖pi⊥NUTz‖L(`s,pC ) à 1/2, ∀ z ∈ U.
Decompose `s,pC = XNU ⊕ YNU where XNU = piNU (`s,pC ) and YNU = pi⊥NU (`
s,p
C ). We can decompose for
any z ∈ U the operator Tz according to (I.1). Since for any z ∈ U
‖DNUz ‖L(XNU ) à ‖pi⊥NUTz‖L(`s,pC ) à 1/2,
by Corollary I.2 the differential dzf is invertible for all z ∈ U with
λ(z) = detSNUz ≠ 0.
Note that
U → L(XNU ), z , SNUz = IdXNU −ANUz + BNUz (IdYNU +DNUz )−1CNUz ,
is analytic, hence the function λ : U → C is analytic. Since λ(z0) ≠ 0 it follows from the identity
theorem that λ does not vanish on any open subset of X. In particular, λ does not vanish identically
on W . Consequently, the set Λ = {z ∈ Vs,p : dzf is invertible} has nontrivial intersection with W .
Since W was arbitrary, it follows that Λ is dense in Vs,p . Since Λ is open the claim follows. v
140
Bibliography
[1] Dispersive Wiki. http://wiki.math.toronto.edu/DispersiveWiki/
[2] Ablowitz, M.J., Kaup, D.J., Newell, A.C., Segur, H.: The inverse scattering transform-Fourier analysis for
nonlinear problems. Studies in Appl. Math. 53(4), 249–315, 1974.
[3] Bättig, D., Bloch, A.M., Guillot, J.C., Kappeler, T.: On the symplectic structure of the phase space for
periodic KdV, Toda, and defocusing NLS. Duke Math. J. 79(3), 549–604, 1995.
[4] Bättig, D., Grébert, B., Guillot, J.C., Kappeler, T.: Foliation of phase space for the cubic nonlinear
Schrödinger equation. Compos. Math. 85(2), 163–199, 1993.
[5] Bikbaev, R.F., Kuksin, S.B.: A periodic boundary value problem for the sine-Gordon equation, its small
Hamiltonian perturbations, and KAM-deformations of finite-gap tori. Algebra i Analiz 4(3), 42–78, 1992.
[6] Bobenko, A.I., Kuksin, S.B.: Finite-gap periodic solutions of the KdV equation are nondegenerate. Phys.
Lett. A 161(3), 274–276, 1991.
[7] Bourgain, J.: Global solutions of nonlinear Schrödinger equations, American Mathematical Society Collo-
quium Publications, vol. 46. American Mathematical Society, Providence, RI, 1999.
[8] Burq, N., Gérard, P., Tzvetkov, N.: An instability property of the nonlinear Schrödinger equation on Sd.
Math. Res. Lett. 9(2-3), 323–335, 2002.
[9] Chodos, A.: Simple connection between conservation laws in the Korteweg-de Vries and sine-Gordon
systems. Phys. Rev. D 21(10), 2818–2822, 1980.
[10] Christ, M.: Nonuniqueness of weak solutions of the nonlinear Schroedinger equation. arXiv , 2005.
[11] Christ, M.: Power series solution of a nonlinear Schrödinger equation. In: Mathematical aspects of non-
linear dispersive equations, pp. 131–155. Princeton Univ. Press, Princeton, NJ, 2007.
[12] Christ, M., Colliander, J., Tao, T.: Asymptotics, frequency modulation, and low regularity ill-posedness
for canonical defocusing equations. Amer. J. Math. 125(6), 1235–1293, 2003.
[13] Colliander, J., Oh, T.: Almost sure well-posedness of the cubic nonlinear Schrödinger equation below
L2(T). Duke Math. J. 161(3), 367–414, 2012.
[14] Colliander, J., Tao, T., Keel, M., Staffilani, G., Takaoka, H.: Global well-posedness for Schrödinger equa-
tions with derivative. SIAM J. Math. Anal. 33(3), 649–669 (electronic), 2001.
[15] Colliander, J., Tao, T., Keel, M., Staffilani, G., Takaoka, H.: Multilinear estimates for periodic KdV equa-
tions, and applications. J. Funct. Anal. 211(1), 173–218, 2004.
[16] Colliander, J., Tao, T., Keel, M., Staffilani, G., Takaoka, H.: Transfer of energy to high frequencies in the
cubic defocusing nonlinear Schrödinger equation. Invent. Math. 181(1), 39–113, 2010.
[17] Delpech, S.: A short proof of Pitt’s compactness theorem. Proc. Amer. Math. Soc. 137(4), 1371–1372, 2009.
141
Bibliography
[18] Djakov, P., Mityagin, B.: Instability zones of periodic 1-dimensional Schrödinger and Dirac operators.
Russian Math. Surveys 61, 663–766, 2006.
[19] Gardner, C.S., Greene, J.M., Kruskal, M.D., Miura, R.M.: Method for solving the Korteweg-deVries equation.
Physical Review Letters , 1967.
[20] Grébert, B., Guillot, J.C.: Gaps of one-dimensional periodic AKNS systems. Forum Math. 5(5), 459–504,
1993.
[21] Grébert, B., Kappeler, T.: Estimates on periodic and Dirichlet eigenvalues for the Zakharov-Shabat system.
Asymptot. Anal. 25(3-4), 201–237, 2001.
[22] Grébert, B., Kappeler, T.: Perturbations of the defocusing nonlinear Schrödinger equation. Milan J. Math.
71, 141–174, 2003.
[23] Grébert, B., Kappeler, T.: The defocusing NLS equation and its normal form. European Mathematical
Society (EMS), Zürich, 2014.
[24] Grébert, B., Kappeler, T., Mityagin, B.: Gap estimates of the spectrum of the Zakharov-Shabat system.
Appl. Math. Lett. 11(4), 95–97, 1998.
[25] Grünrock, A., Herr, S.: Low regularity local well-posedness of the derivative nonlinear Schrödinger equa-
tion with periodic initial data. SIAM J. Math. Anal. 39(6), 1890–1920, 2008.
[26] Henrici, A., Kappeler, T.: Global Birkhoff coordinates for the periodic Toda lattice. Nonlinearity 21(12),
2731–2758, 2008.
[27] Kappeler, T., Maspero, A., Molnar, J.C., Topalov, P.: On the convexity of the KdV Hamiltonian. Comm.
Math. Phys. (to appear), 2016.
[28] Kappeler, T., Mityagin, B.: Gap estimates of the spectrum of Hill’s equation and action variables for KdV.
Trans. Amer. Math. Soc. 351(2), 619–646, 1999.
[29] Kappeler, T., Mityagin, B.: Estimates for periodic and Dirichlet eigenvalues of the Schrödinger operator.
SIAM J. Math. Anal. 33(1), 113–152, 2001.
[30] Kappeler, T., Möhr, C.: Estimates for periodic and Dirichlet eigenvalues of the Schrödinger operator with
singular potentials. J. Funct. Anal. 186(1), 62–91, 2001.
[31] Kappeler, T., Möhr, C., Topalov, P.: Birkhoff coordinates for KdV on phase spaces of distributions. Selecta
Math. (N.S.) 11(1), 37–98, 2005.
[32] Kappeler, T., Molnar, J.: On the frequency map of the KdV and the KdV2 equations (in preparation), 2016.
[33] Kappeler, T., Pöschel, J.: KdV & KAM. Springer, Berlin, 2003.
[34] Kappeler, T., Pöschel, J.: On the periodic KdV equation in weighted Sobolev spaces. Ann. Inst. H. Poincaré
Anal. Non Linéaire 26(3), 841–853, 2009.
[35] Kappeler, T., Schaad, B., Topalov, P.: mKdV and its Birkhoff coordinates. Phys. D 237(10-12), 1655–1662,
2008.
[36] Kappeler, T., Serier, F., Topalov, P.: On the symplectic phase space of KdV. Proc. Amer. Math. Soc. 136(5),
1691–1698, 2008.
[37] Kappeler, T., Serier, F., Topalov, P.: On the characterization of the smoothness of skew-adjoint potentials
in periodic Dirac operators. J. Funct. Anal. 256(7), 2069–2112, 2009.
142
Bibliography
[38] Kappeler, T., Topalov, P.: Global wellposedness of KdV in H−1(T,R). Duke Math. J. 135(2), 327–360, 2006.
[39] Kappeler, T., Topalov, P., Schaad, B.: Asymptotics of spectral quantities of Zhakarov-Shabat operators
[40] Kato, T.: Perturbation theory for linear operators. Second edn. Springer-Verlag, Berlin-New York, 1976.
[41] Katznelson, Y.: An introduction to harmonic analysis. Cambridge Mathematical Library, third edn.
Cambridge University Press, Cambridge, 2004.
[42] Kenig, C.E., Ponce, G., Vega, L.: On the ill-posedness of some canonical dispersive equations. Duke Math.
J. 106(3), 617–633, 2001.
[43] Koch, H., Tataru, D.: A priori bounds for the 1D cubic NLS in negative Sobolev spaces. Int. Math. Res. Not.
(16), Art. ID rnm053–36, 2007.
[44] Korotyaev, E.: Estimates for the Hill operator. I. J. Differential Equations 162(1), 1–26, 2000.
[45] Korotyaev, E.: Inverse problem and estimates for periodic Zakharov-Shabat systems. J. Reine Angew.
Math. 583, 87–115, 2005.
[46] Korotyaev, E.: Estimates for the Hill operator. II. J. Differential Equations 223(2), 229–260, 2006.
[47] Korotyaev, E.: Hamiltonian and small action variables for dNLS on the circle. Int. Math. Res. Not. (10),
2203–2239, 2013.
[48] Korotyaev, E., Kargaev, P.: Estimates for periodic Zakharov–Shabat operators. J. Differential Equations
249(1), 76–93, 2010.
[49] Korotyaev, E., Kuksin, S.B.: KdV Hamiltonian as a Function of Actions. J. Dyn. Control Syst. (online),
2015.
[50] Krichever, I.M.: Perturbation Theory in Periodic Problems for Two-Dimensional Integrable Systems. Sov.
Sci. Rev. C. Math. Phys. 9, 1–103, 1992.
[51] Kuksin, S., Pöschel, J.: Invariant Cantor manifolds of quasi-periodic oscillations for a nonlinear
Schrödinger equation. Ann. of Math. (2) 143(1), 149–179, 1996.
[52] Lax, P.D.: Integrals of nonlinear equations of evolution and solitary waves. Comm. Pure Appl. Math. 21,
467–490, 1968.
[53] Li, Y., McLaughlin, D.W.: Morse and Mel’nikov functions for NLS PDEs. Comm. Math. Phys. 162(1), 175–214,
1994.
[54] Lions, J.L., Magenes, E.: Non-homogeneous boundary value problems and applications. Vol. I. Springer-
Verlag, New York-Heidelberg, 1972.
[55] McKean, H.P., Vaninsky, K.L.: Action-angle variables for the cubic Schrödinger equation. Comm. Pure
Appl. Math. 50(6), 489–562, 1997.
[56] Mityagin, B.: Spectral expansions of one-dimensional periodic Dirac operators. Dyn. Partial Differ. Equ.
1(2), 125–191, 2004.
[57] Molinet, L.: On ill-posedness for the one-dimensional periodic cubic Schrodinger equation. Math. Res.
Lett. 16(1), 111–120, 2009.
[58] Molnar, J., Widmer, Y.: On the mKdV and NLS hierarchies (in preparation), 2016.
143
Bibliography
[59] Molnar, J.C.: New estimates of the nonlinear Fourier transform for the defocusing NLS equation. Int.
Math. Res. Not. 2015(17), 8309–8352, 2014.
[60] Molnar, J.C.: On Two-Sided Estimates for the Nonlinear Fourier Transform of KdV. Discrete Contin. Dyn.
Syst. (to appear), 2016.
[61] Newell, A.C., Moloney, J.V.: Newell: Nonlinear optics. Advanced Topics in the... - Google Scholar, 1992.
[62] Oh, T., Sulem, C.: On the one-dimensional cubic nonlinear Schrödinger equation below L2(T). Kyoto J.
Math. 52(1), 99–115, 2012.
[63] Pöschel, J.: Hill’s potentials in weighted Sobolev spaces and their spectral gaps. Math. Ann. 349(2), 433–
458, 2011.
[64] Rudin, W.: Functional analysis. International Series in Pure and Applied Mathematics, second edn.
McGraw-Hill Inc., New York, 1991.
[65] Tao, T., Colliander, J., Keel, M., Staffilani, G., Takaoka, H.: Global well-posedness for KdV in Sobolev spaces
of negative index. Electron. J. Differential Equations pp. 1–7, 2001.
[66] Zakharov, V.E., Shabat, A.B.: A scheme for integrating the nonlinear equations of mathematical physics
by the method of the inverse scattering problem. I. Funct. Anal. Appl. 8(3), 226–235, 1975.
[67] Zygmund, A.: On singular integrals. Rend. Mat. e Appl. (5) 16, 468–505, 1957.
144
Bibliography
Notations
Spaces.
FLs,pc (Ta) = FLs,p(Ta,C)× FLs,p(Ta,C)
FLs,pr (Ta) = {ϕ ∈ FLs,pc (Ta) : ϕ+ =ϕ−}
FLpc = FL0,pc (T1), FLpr = FL0,pr (T1)
Hsc = FLs,2c (T1), Hsr = FLs,2r (T1)
`s,pc = `s,p(Z,C)× `s,p(Z,C)
`s,pr = `s,p(Z,R)× `s,p(Z,R)
`s,p+ = {I ∈ `s,p(Z,R) : Im á 0 ∀m ∈ Z}
Wp complex neighborhood of FLpr
Wˆp defined in Lemma 10.1
Un = {λ ∈ C : |Rλ−npi| à pi/2}
Un = isolating disc around Gn
Dn = {λ ∈ C : |λ−npi| < pi/4}
Zn = {ϕ ∈ Wˆp : γn(ϕ) = 0}
Iso(ϕ) = {ψ ∈ FLpr : ∆(·,ψ) = ∆(·,ϕ)}
Spectral quantities.
λ±n periodic eigenvalues
Gn = [λ−n, λ+n]
µn = Dirichlet eigenvalues
γn = λ+n − λ−n
τn = (λ+n + λ−n)/2
∆ discriminant – Section 8
δ anti-discriminant – Section 9
Miscellaneous.
H1 =
∫
T
ϕ−ϕ+ dx,
H =H3 =
∫
T
(ϕ′−ϕ′+ +ϕ2−ϕ2+) dx,
ξn = +
√
4In/γ2n
z±n = γne±iηn
σ 0 = (npi)n∈Z
pin =
npi, n ≠ 0,1, n = 0.
Fn(λ) =
∫ λ
λ+n
∆•(µ)
c
√
∆2(µ)− 4 dµ
F(λ) = F0(λ)
Operators.
L(ϕ) =
(
i
−i
)
d
dx
+
( ϕ−
ϕ+
)
Φ =
( ϕ−
ϕ+
)
P =
( 1
1
)
R =
(
i
−i
)
J =
( 1
−1
)
T = 1√
2
(1 i
1 −i
)
e+n =
( 0
einpix
)
e−n =
(
e−inpix
0
)
Operations.
f˙ = ∂λf
df differential of f
∂f gradient of f
〈ϕ,ψ〉 sesquilinear dual product – Section 2
〈ϕ,ψ〉r real dual product – Section 2
{F,G} = −i〈∂F, J∂G〉r
Products.
∆2(λ)− 4 = −4
∏
m∈Z
(λ+m − λ)(λ−m − λ)
pi2m
∆•(λ) = 2
∏
m∈Z
λ•m − λ
pim
ψn(λ) = − 2pin
∏
m≠n
σnm − λ
pim
ζm(λ) =
∏
k≠m
σnk − λ
wk(λ)
ζrm(λ) =
i
wr (λ)
∏
k≠m,r
σnk − λ
wk(λ)
χn(λ) =
∏
m≠n
λ•m − λ
wm(λ)
sinλ = −
∏
m∈Z
mpi − λ
pim
Roots.
wn(λ) = (τn − λ) +
√
1− γ2n/4(τn − λ)2
c
√
∆2(λ)− 4 = 2i
∏
m∈Z
wm(λ)
pim
∗
√
∆2(µn)− 4 = δ(µn)
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