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Abstrakt
Tato bakalářkská práce se zabývá semi-analytickým řešením určitých integrálů. Obsahuje
matematickou definici určitého integrálu a zároveň také definice a příklady použití metod,
kterými můžeme určité integrály řešit analyticky. Z větší části se ale práce snaží vysvětlit,
jak efektivně a přesně určité aproximovat na počítači. Zabývá se aproximacemi pomocí
polynomů, ale hlavní důraz je kladen na vztah mezi integrály a diferenciálními rovnicemi.
Tento vztah je využit ve dvou softwarových projektech, které jsou součástí práce.
Abstract
This bachelor thesis explains the topic of semi-analytical computation of finite integrals. It
contains the mathematical definition of finite integral, along with definitions and examples
for several methods that can be used to solve finite integrals analytically. For the most part
however, the thesis is trying to explain how to effectively and precisely approximate finite
integrals on a computer. It deals with aproximations by polynomials, but mostly with the
correspondence between finite integrals and differential equations. This correspondence is
used in two software projects that are the part of this thesis.
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Kapitola 1
Úvod
Řešení určitých integrálů je jednou ze základních matematických úloh. Jejich použití v mnoha
oborech lidské činnosti přímo vybízí k analýze toho, jak je lze co nejjednodušeji řešit v tech-
nické praxi. Lze je samozřejmě řešit analyticky (metody per partes, substituce a případně i
bez nich), ale ukazuje se, že je mnohem výhodnější použít nějaký programový nástroj, který
výpočet velmi usnadní. Z těchto nástrojů se v této práci budeme zabývat hlavně TKSL/386
(TKSL) a jeho modernější verzí, TKSL/C, který řeší integrály jako diferenciální rovnice.
1.1 Cíl práce
Cílem práce bylo seznámit se s metodami, pomocí kterých lze určité integrály řešit a aproxi-
movat. Důležitou částí bylo pochopení vztahu mezi integrálem a diferenciální rovnicí. Práce
měla dva praktické cíle:
1. implementovat jádro TKSL/386, se kterým by bylo možné provádět experimenty
2. implementovat grafickou nadstavbu pro TKSL/C, ktará usnadní integrování
Práce je rozdělena do několika kapitol.
Ve druhé kapitole jsou definovány základní pojmy a popsány metody, kterými se inte-
grály dají řešit analyticky.
Třetí kapitola popisuje, jak lze integrály aproximovat a převádět na diferenciální rovnici.
Kapitola čtyři slouží jako stručný přehled programového vybavení, které lze použít pro
výpočet určitých integrálů na osobních počítačích. Zabývá se programy TKSL, TSKL/C
a MATLAB.
Kapitola pět popisuje první praktickou část práce: implementaci jádra TKSL.
Kapitola šest potom popisuje druhou praktickou část: implementaci grafického rozšíření
pro TKSL/C, které usnadňuje integrování.
A v kapitole sedm je práce shrnuta a uzavřena závěrem a zhodnocením.
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Kapitola 2
Integrály a integrování
Abychom mohli v této práci demonstrovat metody, kterými lze řešit určité integrály, musíme
tyto nejdříve definovat. V této kapitole nejdříve definujeme pojem integrál a z této definice
poté odvodíme definici určitého integrálu. V další části kapitoly definujeme metody, kterými
se integrály dají řešit bez použití počítače a pomocí těchto metod poté vyřešíme několik
příkladů.
Tato kapitola vychází z literatury [4], [1], [3] a [2].
2.1 Integrál
Začněme tedy pojmem integrál se kterým úzce souvisí i pojem primitivní funkce. Literatura
[4] pojem primitivní funkce definuje takto:
Nechť I je interval v R a f : I → R funkce. Funkci F nazveme primitivní k funkci f na
intervalu I, platí-li pro každé x ∈ I vztah:
F ′(x) = f(x)
Z definice primitivní funkce také vyplývá, že musí být v intervalu I spojitá, protože
derivovat umíme pouze spojité funkce.
Primitivní funkce k zadané funkci není určena jednoznačně. Její derivací se snadno pře-
svědčíme, že pro libovolnou funkci F , která je primitivní k funkci f v intervalu I platí, že
i G = F + c je primitivní funkce k funkci f v intervalu I pro každé c ∈ R. Můžeme tedy
říci, že pokud se dvě primitivní funkce F a G liší pouze o konstantu c, jsou primitivními
funkcemi ke stejné funkci f .
Všechny dosavadní poznatky o primitivní funkci tedy můžeme shrout takto ([4]):
Je-li funkce F primitivní k funkci f v intervalu I, pak {F + c|c ∈ R} je množinou všech
primitivních funkcí k funkci f .
Tato definice popisuje množinu všech primitivních funckcí. Této množině říkáme neurčitý
integrál, který zapisujeme:∫
f(x) dx = F (x) + c nebo
∫
f(x) dx = F (x) (2.1)
kde F je některá primitivní funkce funkce f . Proto můžeme říci, že výsledkem neurčitého
integrálu je funkce.
Proces nalezení primitivní funcke k dané funkci nazýváme integrování nebo též integrací.
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2.1.1 Určitý integrál
Můžeme také říci, že integrál je součet nekonečné (neomezené) řady diferenciálních veličin[3].
Nás však při mnoha úlohách zajímá pouze součet části takové řady, tj. pouze součet části
této řady mezi dvěma omezujícími hodnotami, kterým říkáme meze. Přídáním mezí dostá-
váme určitý integrál, který můžeme matematicky definovat takto (viz. [4]):
Nechť f : 〈a, b〉 → R je ohraničená funkce. Řekněme, že f je integrovatelná na intervalu
〈a, b〉 existuje-li číslo J ∈ R tak, že ke každému ε > 0 existuje δ > 0, tak, že pro každé dělení
D (interval se snažíme dělit na co nejmenší části) intervalu 〈a, b〉, jehož norma (maximální
velikost části intervalu) v(D) < δ, platí |S(D, f)−J | < ε. Číslo J tedy nazýváme určitým
( Riemannovým ) integrálem funkce f od a do b a píšeme
J =
∫ b
a
f(x) dx
kde a je dolní mez integrálu, b horní mez, f(x) integrand a x integrační proměnná.
Výsledkem integrování je na rozdíl od neurčitého integrálu číslo. Pro funkci nezápornou
na intervalu 〈a, b〉 vyjadřuje obsah plochy pod grafem funkce f a nad osou x. Pro funkci,
která na intervalu 〈a, b〉 nabývá i záporných hodnot vyjadřuje rozdíl ploch nad a pod osou
x (viz. obrázek 2.1).
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Obrázek 2.1: Integrální součet funkce (x+ 1) · sin(x)
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2.1.2 Vlastnosti určitého integrálu
Abychom mohli s určitým integrálem dále pracovat, bylo by dobré úvést jeho základní
vlastnosti ([4]). ∫ b
a
0 dx = 0∫ b
a
dx = b− a∫ b
a
f(x) dx =
∫ c
a
f(x) dx+
∫ b
c
f(x) dx pro c ∈ 〈a, b〉
f(x) ≤ g(x) 〈a, b〉 ⇒
∫ b
a
f(x) dx ≤
∫ b
a
g(x) dx∣∣∣∫ b
a
f(x) dx
∣∣∣ ≤ ∫ b
a
|f(x)| dx∫ b
a
kf(x) dx = k
∫ b
a
f(x) dx ∀k ∈ R∫ b
a
(f(x)± g(x)) dx =
∫ b
a
f(x) dx±
∫ b
a
g(x) dx
Meze integrálů můžeme libovolně prohazovat, pokud zároveň přídáme před integrál −:
[2] ∫ b
a
f(x) dx = −
∫ a
b
f(x) dx (2.2)
Jako poslední odvodíme vzorec pro výpočet určitého integrálu ze spojité funkce. Pokud
víme, že je funkce f spojitá na intervalu 〈a, b〉, pak funkce horní meze Φ je její primitivní
funcí. Jestliže je F libovolná primitivní funkce k funkci f na 〈a, b〉,pak z předchozího textu
víme, že platí (opět [4]):
Φ(x) = F (x) + c (2.3)
Konstantu c vypočteme, položíme-li x = a. Potom platí:
Φ(a) =
∫ a
a
f(x)dt = 0
0 = F (a) + c (2.4)
Z rovnice 2.4 vyplývá, že konstanta c má hodnotu −F (a). Konstantu dosadíme zpět do
rovnice 2.3:
Φ(x) = F (x)− F (a)
a speciálně pro x = b dostáváme důležitý výsledek Φ(b) = F (b)− F (a), tj.∫ b
a
f(x)dx = F (b)− F (a) (2.5)
Tento vztah platí jen spojitou funkci f . Rozdíl F (b)− F (a) označujeme symbolem |F (x)|ba
a píšeme
∫ b
a f(x) dx = |F (x)|ba.
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2.1.3 Použití určitého integrálu
Již víme, že diferenciální rovnice a integrály, mají značný rozsah použití v mnoha oborech
lidské činnosti. Upravou vztahů můžeme s pomocí určitého integrálu počítat i podél křivky
nebo v prostoru (pokud je vícerozměrný, tak se používají speciální metody aproximace
např. Monte Carlo).
Určitý integrál můžeme použít např. pro analýzu frekvenčních charakteristik obvodů.
Mějme obrázek 2.2:
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Obrázek 2.2: Průběh napětí – RC obvod
RC obvod obsahuje rezistor a kondenzátor. Vstupem je signál, který má sinusový průběh,
výstup je také sinusový, jen posunutý a s menším maximem (jak je vidět na obrázku 2.2).
Důležité je zjistit, kdy se obvod stabilizuje, protože po připojení vstupního napětí nastane
přechodný jev. Jak tedy zjistíme, že přechodný jev ustal? Jednou z možností je použít určitý
integrál: porovnáme obsahy ploch nad a pod osou x pod zelenou křivkou. Pokud se v něko-
lika po sobě jdoucích intervalech shodují, přechodný jev skončil a obvod se stabilizoval.
Podobně se chovají RL a RLC obvody. Další použití v literatuře [4].
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2.2 Integrační metody
V předcházejícím textu jsme definovali, co je integrál a jak se matematicky definuje. Jelikož
je tato práce zaměřena na určité integrály, budeme od této chvíle pracovat pouze s nimi.
Pro integraci složitějších výrazů existuje několik metod. V této práci se seznámíme se
dvěma: metodou
”
per partes“ (integrace po částech) a metodou substituce. Metody jsou
odvozeny v [4], v této práci pouze uvedeme jejich tvar pro určité integrály.
2.2.1 Metoda
”
per partes“
Vztah pro určitý integrál vychází z obdobného vztahu pro neurčitý integrál, který vychází
ze vztahu pro derivaci součinu:∫ b
a
u(x)v′(x) dx = [u(x)v(x)]ba −
∫ b
a
u′(x)v(x) dx (2.6)
2.2.2 Metoda substituce
Jestliže funkce f ◦ g1, g′ jsou spojité na intervalu 〈a, b〉, potom∫ b
a
f [g(x)]g′(x) dx =
∫ g(b)
g(a)
f(t) dt
Jestliže f je spojitá na 〈a, b〉 a x = g(t) je monotónní funkce se spojitou derivací a oborem
hodnot 〈a, b〉, potom ∫ b
a
f(x) dx =
∫ g−1(b)
g−1(a)
f [g(t)]g′(t) dt (2.7)
2.3 Příklady
Příklady v této podkapitole slouží jako ukázka integrování v praxi. Předvedeme na nich
použití výše zmíněných integračních metod.
2.3.1 Integrace jednoduchého integrandu
Začneme řešením integrálu s jednoduchým integrandem:∫ pi
2
0
cos(x) dx (2.8)
Vidíme, že integrand u této funkce je cos(x), což je primitivní funkce, jejiž integrál
známe (seznam primitivních funkcí viz. např. [4]). Při výpočtu tedy nejdříve integrujeme
integrand (v tomto případě funkci cos(x)) a do tohoto výsledku budeme postupně dosazovat
horní a dolní mez. Výsledkem bude, jak již víme, číslo.
Celý postup integrace tedy vypadá takto:∫ pi
2
0
cos(x) dx = [sin(x)]
pi
2
0 = sin(
pi
2
)− sin(0) = 1− 0 = 1 (2.9)
Co jsme to tedy vlastně vypočítali? Podívejme se graf funkce cos(x) a jeho integrál na
intervalu 〈0, pi〉 na obrázku 2.3.
1f po g, kompozice (složené zobrazení)
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Obrázek 2.3: Integrální součet funkce cos(x) na intervalu 〈0, pi/2〉
Jak víme, určitý integrál se používá pro výpočet plochy pod křivkou. Jeho průběh je na
obrázku označen modře a odpovídá nárůstu obsahu zelených obdélníků v průběhu intervalu.
V čase pi/2 (přibližně 1.6) je tento obsah přibližně roven 1 (čím užší obdělníky, tím přesnější
výsledek). To odpovídá analytickému řešení.
Pro řešení složitějších integrálů slouží výše uvedené metody
”
per partes“ a substituce.
Každá se hodí pro jiný typ integrandu, což bude vidět na příkladech. A na některé inte-
grandy je nutné použít obě zároveň.
2.3.2 Integrace metodou
”
per partes“
Začneme metodou
”
per partes“:
Abychom mohli tuto metodu použít, musíme umět integrand rozložit na dvě části.
Pokud se podíváme na definici (rovnice 2.6) vidíme, že jedna část je zderivovaná (musíme
ji umět jednoduše integrovat) a druhá ne (musíme ji umět jednoduše derivovat). Příklad,
který bude demonstrovat metodu
”
per partes“ zadán takto:∫ e
1
ln(x) dx
Vidíme, že se integrand skládá z funkce ln(x). Potřebujeme ale i druhou část integrandu,
proto ho vynásobíme 1. Základní tvar pro výpočet tedy bude:∫ e
1
1 · ln(x) dx
Jak tedy budeme integrovat? Jednu část (např. 1) zvolíme jako tu, která je zderivovaná,
druhou (ln(x)) jako tu, která zderivovaná není. Při řešení si můžeme pomoci tabulkou:
u = ln(x) v′ = 1
u′ = 1x v = x
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A pokud upravíme rovnici 2.6 dostaneme zjednodušený vzorec, který můžeme použít:
[u · v]hmdm −
∫ hm
dm
v′ · v
Poznámka. dm - dolní mez, hm - horní mez
Celý postup integrace tedy vypadá takto:∫ e
1
1 · ln(x) dx = [ln(x) ·x]e1−
∫ e
1
1
x
· x dx = ln(e) · e− ln(1) · 1− [x]e1 = 1 · e− 0− e+ 1 = 1
2.3.3 Integrace metodou substituce
A jako poslední se podíváme na metodu substituce. Tu používáme na řešení integrálů, které
nelze řešit metodu
”
per partes“. Příklad, který budeme řešit:∫ pi
2
pi
6
sin2(x) · cos(x) dx
Metoda substituce spočívá v nahrazení jedné části integrandu pomocnou proměnnou.
Nesmíme ale zapomenout pro ní přepočítat meze integrálu. U našeho příkladu nahradíme
za pomocnou proměnnou sin(x) a přepočítáme meze. Výsledek můžeme shrnout do tabulky:
t = sin(x) thm = sin(
pi
2 ) = 1
dt = cos(x) dx
dt
cos(x) = dx tdm = sin(
pi
6 ) =
1
2
Upravený integrál už poté vyřešíme běžným způsobem, jak bylo popsáno výše.∫ 1
1
2
t2 · cos(x) · dt
cos(x)
=
∫ 1
1
2
t2 dt =
[ t3
3
]1
1
2
=
1
3
−
1
8
3
=
1
3
− 1
24
=
8− 1
24
=
7
24
Jeden z těchto příkladů použijeme v kapitole 4 jako ukázkový příklad pro TKSL.
2.4 Shrnutí
V této kapitole jsme definovali základními pojmy, které budeme používat ve zbytku práce.
Nejdůležitějším definovaným pojmem byl pojem určitý integrál. V této kapitole jsme se
zmínili o jeho definici, vlastnostech a použití. Dále jsme se seznámili s metodami řešení
určitých integrálů. A na závěr kapitoly jsme vyřešili několik vzorových příkladů, abychom
teorii uvedli do praxe.
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Kapitola 3
Numerická aproximace určitého
integrálu
V této kapitole se zaměříme na metody, kterými lze aproximovat určitý integrál. Aproxi-
mujeme tehdy, pokud neumíme snadno určit primitivní funkci.
Numerickou aproximaci na počítači můžeme provádět např. pomocí programu MATLAB
(např. funkcí quad) [9].
Numerický výpočet integrálu
∫ b
a f(x) dx se nazývá numerická kvadratura. Jedna z mož-
ných cest jak integrovat je nahrazení funkce f na intervalu 〈a, b〉 interpolačním polynomem.
Ten již můžeme integrovat snadno. Další možností je použití Taylorovy řady (kterou spo-
lečně s tvořícími rovnicemi používá k aproximaci program TKSL).
3.1 Newton-Cotesovy vzorce
Tato podkapitola vychází z [1]. Z této literatury jsou převzaty i ilustrační obrázky.
Newton-Cotesovy kvadraturní vzorce održíme integrováním integračních polynomů s ekvi-
distantními uzly (uzly, které jsou od sebe stejně daleko). Můžeme je rozdělit do dvou skupin:
• otevřené vzorce, kde krajní body nebereme za uzly kvadratury a uzly jsou položeny
symetricky podle středu intervalu
• uzavřené vzorce, ve kterých krajní body bereme za uzly kvadratury
3.1.1 Jednoduché kvadraturní vzorce
Nejjednoduššní z otevřených vzorců je tzv. obdélníková metoda. Za jedinný uzel interpolace
bereme střed intervalu 〈a, b〉. Tím vlastně funkci na tomto intervalu nahradíme konstantou
f(a+b2 ) a integrál je tedy přibližně roven obsahu obdélníka, viz. obr. 3.1. Integrál tedy
aproximujeme podle následujícího vzorce:∫ b
a
f(x) dx
.
= (b− a)f(a+ b
2
) (3.1)
Z uzavřených vzorců je nejjednodušší lichoběžníková metoda. Funkci f(x) nahradíme na
intervalu 〈a, b〉 lineárním interpolačním polynomem daným uzly a,b:
L1(x) = f(a)
x− b
a− b + f(b)
x− a
b− a
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Obrázek 3.1: Obdélníková metoda
Pokud tento polynom integrujeme a upravíme, dostaneme∫ b
a
f(x) dx
.
=
∫ b
a
L1(x) dx
.
=
b− a
2
(
f(a) + f(b)
)
(3.2)
Obrázek 3.2: Lichoběžníková metoda
Na integraci interpolačního polynomu druhého stupně s uzly a, b a středem interpolač-
ního intervalu (tj. a+b2 ) je založena tzv. Simpsonova metoda: (obrázek 3.3 )∫ b
a
f(x) dx
.
=
b− a
6
(
f(a) + 4f(
a+ b
2
) + f(b)
)
(3.3)
Protože se jedná o numerické metody, jsou zatíženy interpolační chybou. Uvedeme zde
jen vzorcec pro výpočet chyby u lichoběžníkové metody, další viz. [1]:
E = − 1
12
(b− a)3f ′′(η), (3.4)
kde η ∈ [a, b]. Interpolační polynomy vyšších stupňů mohou oscilovat a nemusejí dobře
vystihovat chování interpolované funkce. Také výpočet koeficientů pro vysoká η může být
složitý. Z těchto důvodů se Newton-Cotesovy vzorce nízkých řádů příliš nepoužívají.
3.1.2 Složené kvadraturní vzorce
Tato podkapitola také vychází z [1].
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Obrázek 3.3: Simpsonova metoda
Již z obrázků je vidět, že chyba integrace pomocí uvedených Newton-Cotesových vzorců
nízkých řádů může být značná. Proto je lepší interval 〈a, b〉 rozdělit na větší počet stejných
dílků a v každém potom použít vybraný jednoduchý kvadraturní vzorec.
Nejdříve se podíváme na na složené lichoběžníkové pravidlo. Interval 〈a, b〉 rozdělíme na
m subintervalů délky h = b−am a na každém intervalu použijeme jednoduché lichoběžníkové
pravidlo. Platí:∫ b
a
f(x) dx
.
= h ·
(1
2
f(x0) + f(x1) + · · ·+ f(xm−1) + 1
2
f(xm))
)
= Lm (3.5)
Obrázek 3.4: Složené lichoběžníkové pravidlo
Jak je vidět z rovnice 3.5, čím jemněji rozdělíme interval, tím přesnější bude výsledek
interpolace. Chyba interpolace na každém dílčím intervalu vychází ze vzorce 3.4, který
můžeme upravit:
Ei = − 1
12
h3f ′′(ηk)
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Celková chyba je tedy:
E = −h
3
12
(
f ′′(η1) + f ′′(η2) + · · ·+ f ′′(ηm)
)
.
Je-li funkce f ′′ na intervalu [a, b] spojitá, existuje bod η ∈ 〈a, b〉 takový, že platí:
f ′′(η1) + f ′′(η2) + · · ·+ f ′′(ηm) = mf ′′(η)
Dohromady tedy pro vzorec pro chybu složeného lichoběžníkového pravidla vypadá takto:
E = −h
3
12
mf ′′(η) = −(b− a)
3
12m3
mf ′′(η) = −(b− a)
3
12m2
f ′′(η). (3.6)
Platí, že je prakticky nemožné určit bod η, ale pokud lze nalézt M2 = maxt∈〈a,b〉|f ′′(x)|,
můžeme alespoň chybu shora odhadnout. Platí totiž:
|E| ≤ (b− a)
3
12m2
M2 (3.7)
Tento odhad lze použít také pro určení vhodného dělení m, chceme-li, aby chyba integrace
nepřesáhla zadané ε.
Analogicky jako složené lichoběžníkové pravidlo můžeme odvodit složené Simpsonovo
pravidlo. Interval 〈a, b〉 rozdělíme na sudý počet m dílků délky h = b−am a postupně na dvo-
jicích sousedních dílků použijeme jednoduché Simpsonovo pravidlo. Vztah, kterým integrál
interpolujeme můžeme najít v [1].
Aby bylo jasné, jak se Newton-Cotesovy vzorce používají, vyřešíme jeden příklad. Má
následující zadání: ∫ 2
0
e−x
2
dx (3.8)
pro m = 4 s pomocí složeného lichoběžníkového pravidla.
Dosadíme do vzorce 3.5. Délka kroku h je v tomto případe 2−04 = 0, 5. Přibližná hodnota
integrálu je tedy:
L4 = 0, 5 ·
(1
2
f(0) + f(0, 5) + f(1) + f(1, 5) +
1
2
f(2)
)
=
= 0, 5 · (1
2
e0 + e−0,25 + e−1 + e−2,25 +
1
2
e−4 .= 0.8806
3.2 Aproximace pomocí diferenciální rovnice
V této části práce se zaměříme na metody aproximace integrálů pomocí diferenciální rov-
nice, protože právě takto řeší určité integrály TKSL, kterým se budeme zabývat dále.
Nejdříve se musíme naučit integrály na diferenciální rovnice převádět. Jako příklad zvo-
líme rovnici
y =
∫
sin t dt (3.9)
Abychom tuto rovnici převedli, stačí ji derivovat.
y′ = sin t
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Derivováním jsme získali diferenciální rovnici. Každá diferenciální rovnice musí mít defino-
vánu počáteční podmínku (značí se &), která se u určitého integrálu shoduje s dolní mezí,
jeho horní mez udává maximální čas, po který bude výpočet probíhat.
Pokud bychom převáděli určitý integrál s dolní mezí 0 a horní mezí 1, úplný zápis bude
vypadat takto:
y′ = sin t &0
tmax = 1
(3.10)
Pokud tedy máme diferenciální rovnici, můžeme začít aproximovat. Budeme aproximo-
vat pomocí tzv. tvořících rovnic. Tato metoda má oproti jiným, které využívají např. čistou
Taylorovu řadu tu výhodu, že nemusí pracovat s vyššími derivacemi generované funkce.
3.2.1 Tvořící rovnice
Přehled základních tvořících rovnic se nachází v následující tabulce:
Generovaná funkce Tvořící diferenciální rovnice Počáteční podmínky
1 y1 = t y
′
1 = 1 y1(0) = 0
2 y1 = t+ a y
′
1 = 1 y1(0) = a
3
y1 = t
2 y
′
1 = y2 y1(0) = 0
y
′
2 = 2 y2(0) = 0
4
y1 = t
3
y
′
1 = y2 y1(0) = 0
y
′
2 = y3 y2(0) = 0
y
′
3 = 6 y2(0) = 0
5 y1 = tn y
′
1 = y2 y1(0) = 0
n ∈ N y′2 = y3 y2(0) = 0
...
...
y
′
n = n! yn(0) = 0
6
y1 = a2t
2 + a1t+ a0
y
′
1 = y2 y1(0) = a0
y
′
2 = 2a2 y2(0) = a1
7 y1 = eat y
′
1 = ay1 y1(0) = 1
8
y1 = sin t
y
′
1 = y2 y1(0) = 0
y
′
2 = −y1 y2(0) = 1
9
y1 = cos t
y
′
1 = y2 y1(0) = 1
y
′
2 = −y1 y2(0) = 0
10 y1 =
√
t+ a y
′
1 =
1
2
1
y1
y1(0) =
√
a
11
y1 =
3
√
t+ a
y
′
1 =
1
3
1
y21
y1(0) = 3
√
a
y
′
2 = y3y
′
1 y2(0) =
3
√
a2
y
′
3 = 2y
′
1 y3(0) = 2
3
√
a
Tabulka 3.1: Tvoříci diferenciální rovnice
Odvození tvaru tvořících diferenciálních rovnic v tabulce nemusí být na první pohled
zřejmé, proto ho v následujících odstavcích provedeme. Proměnná t označuje čas.
Řešení funkce 1 je velmi jednoduché. Pokud funkci y1 zderivujeme, dostaneme y
′
1 = 1·t0.
Protože cokoli na nultou je jedna, y
′
1 = 1 · 1 = 1. Protože většinou začínáme počítat v čase
0, počáteční podmínka pro y1 (pozor, ne pro y
′
1) je 0.
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Funkce 2 je podobná. Diferenciální rovnice bude stejná (podle vzorce pro derivaci součtu
a protože víme, že derivace konstanty je 0). Počáteční podmínka bude 0 + a = a.
Řešení funkce 3 bude o něco složitější. Pokud ji derivujeme, dostaneme y
′
1 = 2t. Musíme
se ještě nějak zbavit proměnné t. Rěšením by byla přímo druhá derivace, ale abychom je
nepoužívali, uděláme substituci. Výsledek derivace nazveme např. y2 a pokud tuto novou
proměnnou derivujeme, dostaneme y
′
2 = 2 · 1t0 = 2, což je výsledek. Počáteční podmínky
jsou opět rovny 0.
Funkce 4 a 5 jsou velmi podobné funkci 3, takže je zde řešit nebudeme a přejdeme
k funkci 6. Ta sice na první pohled vypadá složitě, ale rozhodně tomu tak není. y1 derivujeme
a dostaneme y
′
1 = 2a2 · t+a1. Znovu zavedeme substituci, výsledek nazveme y2 a ten znovu
derivujeme, takže y
′
2 = 2a2. Počáteční podmínky jsou vždy konstanty bez t v jednotlivých
rovnicích (a0 a a1), protože začínáme v čase 0.
Řešení funkce 7 (exponenciální, obrázek 3.5) je také relativně jednoduché a na obrázku je
dobře vidět i počátační podmínka. Pokud tedy funkci y1 derivujeme, dostaneme y
′
1 = e
at ·a.
Postup vychází z derivací složených funkcí (nejdříve se derivuje vnější funkce, poté vnitřní
a výsledek se vynásobí). S eat už nemůžeme nic dělat, tak si pomůžeme substitucí. y1 se
také rovná eat, takže není nic jednoduššího,než tuto substituci provést. Konečný výsledek
je tedy y
′
1 = y1 · a. Počáteční podmínka se rovná 0, protože po dosazení počátečního času
0 do y1 výjde y1 = ea·0 = e0 = 1.
 0
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Obrázek 3.5: Exponenciální funkce na intervalu 〈−1, 1〉
Pro lepší představu řešení funkcí 8 a 9 se hodí obrázek 3.6, abychom viděli průběhy
funkcí sinus a cosinus.
Jako další budeme tedy řešit funkci 8. Jako vždy musíme nejdříve derivovat y1 = sin t,
takže dostaneme y
′
1 = cos t. Jak je zvykem, zavedeme novou proměnnou y2, která se bude
rovnat cos t a tu znovu zderivujeme. Výsledek, y
′
2 se tedy bude rovnat − sin t. Vidíme, že
došlo k podobné situaci jako u funkce 7, totiž že se výsledek derivace rovná výchozí funkci.
Provedeme další substituci a konečný tvar tedy bude vypadat takto: y
′
2 = −y1.
Počáteční podmínky jsou dobře vidět na obrázku 3.6, ale zkusíme vyřešit alespoň jednu,
například tu pro y1. V čase 0 má y1 hodnotu sin 0 = 0, proto y1(0) = 0.
Funkce 9 se řeší analogicky jako funkce 8, jen jsou prohozené počáteční podmínky.
Důvod by měl být zřejmý z postupu výše a z obrázku 3.6.
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Obrázek 3.6: Funkce sin(t) a cos(t) na intervalu 〈0, 7〉
Pokud pracujeme s odmocninami, jako v příkladu 10, je vhodné odmocninu převést
na exponent. Funkce 10 bude po tomto převodu vypadat takto: y1 = (t + a)
1
2 . Nyní
už můžeme upravovat stejně jako v předchozích případech. Derivujeme y1 a dostáváme
y
′
1 =
1
2(t+ a)
− 1
2 · 1 · t0 = 12 · 1
(t+a)
1
2
. Znovu zavedeme substituci (y1 je stejný jako jme-
novatel zlomku), takže konečný tvar vypadá následovně: y
′
1 =
1
2 · 1y1 . Počáteční podmínku
vypočítáme dosazením času do y1, takže pro čas 0 je rovna
√
a.
Funkce 11 se řeší podobně jako funkce 10. Nejdříve musíme opět derivovat y1, takže
dostáváme y
′
1 =
1
3(t+a)
− 2
3 = 13 · 1
(t+a)
2
3
. Pokud se podíváme na y1 a právě získaný výsledek,
vidíme, že se dá provést substituce, konečný výsledek pro y
′
1 je tedy y
′
1 =
1
3 · 1y21 .
Zavedeme další substituci y2 = y21 a y2 derivujeme, takže výsledek derivace bude y
′
2 = 2y1 · y
′
1.
Zavedeme poslední substituci y3 = 2y1, derivujeme a y3′ = 2y
′
1.
Stanovení počátečních podmínek je jednoduché. Pokud dosadíme do rovnice pro y1 t = 0,
výjde počáteční podmínka y1(0) = 3
√
a. Obdobně je vyřešíme pro y2(0) a y3(0).
Tento způsob odvození tvořících rovnic, který není úplně běžný, byl zvolen hlavně pro
názornost. Tvořící diferenciální rovnice tvoří jádro TKSL. Algoritmus, kterým se počítají
a jeho implementace je popsána v kapitole 5.
3.3 Shrnutí
Tato kapitola obsahuje stručný popis metod, které se používají pro aproximaci určitých
integrálů. Nejdůležitější částí kapitoly je ale podkapitola 3.2, ve které je vysvětlen způsob
převodu integrálu na diferenciální rovnice a tabulka tvořících diferenciálních rovnic. Tvar
tvořících diferenciálních rovnic byl odvozen.
Převod i tabulku budeme dále používat.
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Kapitola 4
Programové vybavení pro
aproximaci určitých integrálů
V této kapitole se budeme zabývat programy, které umožňují relativně jednoduše počítat
nebo aproximovat určité integrály. Jmenovitě to budou TKSL/386, TKSL/C a MATLAB.
TKSL/386 a TKSL/C řeší diferenciálních rovnice numericky pomocí Taylorova polynomu,
MATLAB je pokročilý nástroj, který má značný rozsah využití a v této práci se jím zabý-
váme pouze okrajově.
4.1 TKSL/386
Tato podkapitola vychází z [6].
4.1.1 Základní vlastnosti
V této části se budeme zabývat simulačním jazykem TKSL/386. Byl vytvořen kvůli tes-
tování vlastností technických počátečních podmínek (počátečních podmínek z technické
praxe) a pro testování algoritmu aproximace Taylorovou řadou. Má následující vlastnosti:
• vlastní uživatelské rozhraní vytvořené v systému Turbo Vision (neplatí pro TKSL/C)
• modifikovatelná přesnost výpočtu
• modifikovatelný řád metody
• výpočet může probíhat s proměnným integračním krokem h
• přesná detekce nespojitostí
TKSL řeší spojité systémy jinak než jiné komereční systémy:
• pokud analyzujeme určitý spojitý systém, potřebujeme pouze určit přesnost výsledku
• používá metodu řádu 64 s automaticky určenou velikostí integračního kroku
• řád metody může být zvyšován, což vede ke zlepšení kvality výpočtu
• tuhé systémy jsou brány jako soustavy diferenciálních rovnic a také tak řešeny (ne-
musíme používat žádné speciální metody na řešení tuhých systémů1)
1tuhé systémy jsou systémy ve kterých probíhají děje, které mají velmi rozdílné časové konstanty [12]
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4.1.2 Taylorovy řady
Jak bylo uvedeno v úvodu této kapitoly, TKSL řeší diferenciální rovnice numericky pomocí
Taylorova polynomu, který vypadá následovně:
yn+1 = yn + h · f(tn, yn) (4.1)
Jak je vidět, řešíme hodnotu následujícího kroku. Čím větší hodnotu řádu metody zvo-
líme, tím víc členů polynom má. Polynom 2. řádu má následující tvar:
yn+1 = yn + h · f(tn, yn) + h
2
2!
· f ′(tn, yn)
Řadu můžeme pro názornost přepsat:
yn+1 = yn + h · y′n+1 + h2 ·
y
′′
n+1
2!
(4.2)
Aby se v Taylorově řadě nemusely používat vyšší derivace, používá TKSL tvořící dife-
renciální rovnice (viz. kapitola 3.2).
V literatuře [6] můžeme najít porovnání přesnosti výpočtu, která záleží na řádu metody.
Platí, že čím vyšší řád metody, tím přesnější je výsledek, ale výpočet je pomalejší. Metoda,
kterou používá TKSL, automaticky zvyšuje řád metody dokud přidání dalšího členu do
polynomu nezpůsobí žádné zlepšení přesnosti výsledku.
4.1.3 Programování v TKSL/386
Abychom ukázali, jak se programuje v TKSL/386, vyřešíme s jeho pomocí příklad 2.8
z předchozí kapitoly. Pro připonenutí, měl toto zadání:∫ pi
2
0
cos(x) dx
Zápis v TKSL/386 následuje:
var y;
const dt = 0.1, tmax = pi/2, eps = 1e-20;
system
y’ = cos(t) dt &0;
sysend.
Integrační krok má velikost 0.1 (označen dt), horní mez integrálu je označena jako tmax
(maximální čas výpočtu). Výsledek je na obrázku 4.1.
Z obrázku 4.1 vidíme, že se výsledek získaný numerickou metodou přesně shoduje s ana-
lytickým výpočtem (viz. rovnice 2.9).
4.2 TKSL/C
TKSL/C počítá diferenciální rovnice stejnou metodou jako TKSL/386, ale je naprogramo-
ván v jazyce C. To znamená, že je možné ho provozovat na moderních počítačích a na
několika platformách (Windows, Linux, Sun). Dále podporuje víceslovní aritmetiku a není
19
Obrázek 4.1: Výsledek výpočtu integrálu pomocí TKSL
omezen počet rovnic, které může řešit jako soustavu. Podrobnější informace jsou na strán-
kách programu viz. [5]. TKSL/C je také koncipován tak, aby jej bylo možno začlenit do
jiných projektů.
TKSL/C nemá uživatelské rozhraní, jedná se tedy o konzolovou aplikaci. Výpočet se na-
staví pomocí přepínačů, se kterými se program spustí. Jejich kompletní přehled se nachází
na stránkách programu viz. [5], v tabulce 4.1 jsou uvedeny jen ty, se kterými pracuje imple-
mentace GUI pro výpočet určitých integrálů (kapitola 6). Navíc jsou uvedeny parametry
pro zpracování výsledků, které implementace nepoužívá.
Parametr Popis Příklad
a nastavení přesnosti výpočtu (implicitní 1e− 10) -a 1e-20
O nastaví zobrazení řádu metody ve výsledku -O 0 nebo -O 1
s nastaví počátační hodnotu integračního kroku -s 1e-2
t nastaví Tmax (maximální čas pro řešení) -t 10
f nastaví použití automatické změny integračního kroku -f 0 nebo -f 1
g typ terminálu pro GNUPLOT např. x11,gif,png...
Tabulka 4.1: Vybrané parametry a přepínače TKSL/C
Použití těchto parametrů v kontextu řešení určitých integrálů bude podrobně popsáno
v kapitole 6. Ta je věnována popisu implementace rozšíření pro TKSL/C, které usnadňuje
řešení určitých integrálů, protože přidává pro tuto činnost specializované uživatelské roz-
hraní.
20
Diferenciální rovnice jsou uloženy v externím souboru a zapisují se v tomto tvaru:
y’ = 1 & 1;,
kde číslo za & je počáteční podmínka. Tato diferenciální rovnice je rovnice přímky z bodu
[0,počáteční podmínka]. Pokud bychom tedy chtěli vyřešit stejný příklad jako v TKSL/386,
postupovali bychom následovně:
• zapíšeme diferenciální rovnici do souboru (např. eq.tksl), takže bude obsahovat
y’ = cos(t) & 0;
• TKSL spustíme se správnými parametry: -s 0.01 -t 1.570796326794 eq.tksl >
out.dat výsledky budou v souboru out.dat
• pokud bychom chtěli výsledky zobrazit s pomocí programu GNUPLOT, je možné
použít přepínač -g. Tím se ze souboru out.dat stane skript, který po přeložení vy-
generuje potřebné soubory pro GNUPLOT
4.3 MATLAB
V této části se stručně seznámíme s tím, jak se dají určité integrály aproximovat a počítat
v MATLABu [8]. Jeho uživatelské rozhraní je na obrázku 4.2 (obrázek převzat z [8]):
Obrázek 4.2: Uživatelské rozhraní MATLABu
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V této práci je MATLAB jen pro úplnost, protože ho pro nebudeme používat pro řešení,
ale pouze pro kontrolu výsledků. Příkazy, které budeme používat, jsou shrnuty v tabulce
4.2.
Příkaz Popis Příklad
format formátuje výstup format long více viz. [10]
int počítá určitý integrál r=int(ln(x),x,2,3) více viz. [7]
quad aproximuje určitý integrál Simpsonovu metodou r=quad(’exp(x)’,0,1)
Tabulka 4.2: Příkazy MATLABu
Stojí za zmínku, že MATLAB obsahuje velké množsví integračních metod, které jsou
popsány v jeho dokumentaci. Jako ukázku vyřešíme stejný příklad jako v TKSL.
Do terminálu zapíšeme následující příkazy:
format long \\ např., ale doporučuji
r = int(’cos(x)’,x,0,pi/2)
V proměnné r bude výsledek. Analyticky a podle TKSL/386 je 1, podle MATLABu je také
1.
4.4 Shrnutí
V této kapitole jsme se seznámili s programovým vybavením, které nám umožňuje efektivně
aproximovat určité integrály. Jmenovitě se jednalo o TKSL/386, TKSL/C a velmi stručně
s MATLABem. U TKSL jsme ukázali, jakými polynomy numericky aproximuje diferenciální
rovnice a co ovlivňuje přesnost a rychlost výpočtu. Dále se v kapitole nachází příklad
vyřešený ve všech uvedených systémech. S MATLABem jsme se seznámili pouze orientačně.
Další informace jsou k dispozici v [6], [5] a na [8]. Systém TKSL/C rozšiřuje GUI
Integral solver, které je popsáno v kapitole 6.
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Kapitola 5
Implementace jádra TKSL
V této kapitole je podrobně popsána implementace jádra TKSL, která byla pro tuto práci
vytvořena. Z původně jednoduché implementace samotného algoritmu se vyvinula poměrně
schopná aplikace, která je v této kapitole podrobně představena včetně vyřešených a vy-
světlených příkladů. Stejné příklady budeme poté integrovat v kapitole 6 pomocí Integral
solveru.
Na aplikaci byly kladeny následující požadavky:
• má pracovat pod OS Unix (Linux)
• nemusí mít uživatelské rozhraní
• má zobrazovat grafický výstup s pomocí programu GNUPLOT
• má být snadno rozšiřitelná o nové funkce
• má být snadno pochopitelná pro uživatele
5.1 Systémové požadavky
Pro zobrazení výsledků používá aplikace program GNUPLOT. Pokud chceme výsledky
zobrazit, je nutné mít GNUPLOT nainstalován. Pro podrobnější informace se podívejte do
souboru README, který je přiložen na datovém médiu (viz. příloha A).
5.2 Jádro TKSL
Jádrem TKSL rozumíme algoritmus, který pomocí koeficientů diferenciálních rovnic (kapi-
tola 3) tyto rovnice řeší. Implementace umožňuje řešit soustavy až n diferenciálních rovnic.
Následuje tvar pro n = 2:
y′ = k11 · y + k12 · z + k1k y(0) = y0 (5.1)
z′ = k21 · y + k22 · z + k2k z(0) = z0
Počet členů jednotlivých rovnic se rovná n + 1. Počáteční podmínky v rovnicích (y0 a
z0) jsou výsledky algoritmu pro i = 0 (viz. D) a mohou se tedy také označit jako DY 0 a
DZ0. Členy rovnic k1k a k2k jsou konstanty.
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Pro potřeby algoritmu se dají rovnice přepsat.
Následující tvar platí pro i = 0:
DY 10 = h · y′ = h · (k11 · y0 + k12 · z0 + k1k) (5.2)
DZ10 = h · z′ = h · (k21 · y0 + k22 · z0 + k2k)
kde h je integrační krok.
Pro i > 0 platí následující tvar:
DY 20 =
h
2
· (k11 ·DY 10 + k12 ·DZ10) (5.3)
DZ20 =
h
2
· (k21 ·DY 10 + k22 ·DZ10)
Integrační krok se vždy dělí indexem současného kroku, místo počátečních podmínek se
dosadí vždy výsledky předchozího kroku a nepřičítá se konstanta. Rovnice 5.1 jsou tvořící
diferenciální rovnice v tom tvaru, s jakým jsme se seznámili v kapitole o aproximacích
určitých integrálů.
5.3 Algoritmus
Jádro implementace tvoří algoritmus, který řeší zadané rovnice. Algoritmus nejdříve na-
staví svoje počáteční podmínky a probíhá tak dlouho, dokud není překročen maximální čas
výpočtu tmax. Podrobný zápis v pseudokódu viz. příloha D.
Poznámka. V pseudokódu chybí sběr statistik o výpočtu.
5.4 Práce s implementací
Aplikace neobsahuje GUI a na rozdíl od TKSL/C se neovládá pomocí parametrů a přepí-
načů, ale pomocí textového menu. Hlavní menu, které se objeví po jejím spuštění, obsahuje
následující položky:
Akce Popis akce Možný parametr
create vytvoří novou konfiguraci výpočtu ne
load načte existující konfiguraci výpočtu ano, číslo vybrané konfigurace
modify změní existující konfiguraci výpočtu ano, číslo vybrané konfigurace
settings změní nastavení programu ne
help zobrazí nápovědu ne
quit ukončí program ne
Tabulka 5.1: Hlavní menu programu
Celočícelný parametr je od akce oddělen mezerou. Pokud je zadán, vybraná konfigurace
je rovnou načtena/modifikována, jinak je zobrazeno menu. Jeho položky jsou v tabulce 5.2.
Pokud se uživatel rozhodne vytvořit novou konfiguraci výpočtu, nejdříve bude požádán
o vložení rovnic (formát např. 1,2,c2,i1), kde 1 a 2 jsou koeficienty, c je konstanta a i
je počáteční podmínka. Minimálně jedna z počátečních podmínek a/nebo koeficient musí
být nenulový (viz. rovnice 5.1). Po vložení rovnic je uživatel postupně požádán o vložení
dalších parametrů viz. tabulka 5.3.
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Akce Popis akce Možný parametr
list zobrazí seznam a stručný popis existujících konfigurace ne
info zobrazí podrobné informace o vybrané konfiguraci ano, číslo vybrané konfigurace
select/modify vybere konfiguraci ano, číslo vybrané konfigurace
return návrat do hlavního menu programu ne
Tabulka 5.2: Menu pro načtení/modifikaci existující konfigurace výpočtu
Parametr výpočtu Popis akce Poznámka
tmax maximální čas výpočtu
h integrační krok počet bodů celkem
err chyba výpočtu počet bodů v rámci jednoho kroku
maxord maximální řád metody přesnost bodů
Tabulka 5.3: Parametry výpočtu
Po vytvoření nové nebo načtení existující konfigurace výpočtu se spustí vlastní výpočet,
který využívá algoritmus, jehož pseudokód je v příloze D. V průběhu výpočtu se na obra-
zovku vypisují výsledky jednotlivých kroků.
Chování programu po skončení výpočtu je definováno v souboru settings (viz. příloha
C). Pro následující popis budeme předpokládat, že jsou všechny relevantní hodnoty v tomto
souboru povoleny.
Po skončení výpočtu se zobrazí jeho výsledek s pomocí programu GNUPLOT. Poté je
možné provést analýzu získaných průběhů (nejlépe funguje u funkcí sin, cos): detekci maxim
a průsečíků s osou x. Maxima slouží např. pro detekci konce přechodového jevu, průsečíky
s osou x se dají použít k výpočtům fázového posunu mezi zvolenými průběhy (hodí se např.
v RC obvodech, jak je vidět na obrázku 2.2).
Poté má uživatel možnost zobrazit průběh velikosti členů řady pro vybraný krok vý-
počtu. A pokud byl výpočet založen na nové soustavě rovnic, má uživatel možnost ji uložit
včetně nastavení, které bylo pro výpočet použito. Více o souboru pro uložení konfigurací
výpočtu v příloze B.
Pokud chce uživatel zkontrolovat správnost nastavených parametrů, je možné použít
tzv. dynamický test (viz. dále).
Další informace jsou v souboru README, který je přiložen na datovém médiu (viz. příloha
A).
5.5 Implementace
V této části je jen stručně popsána implementace. Podrobněji je vysvětlena v programátor-
ské dokumentaci, která je přiložena na datovém médiu (viz. příloha A).
Aplikace se jmenuje tcore a je implementována v jazyce C/C++ jako konzolová, to
znamená, že neobsahuje grafické uživatelské rozhraní. Byla testována a překládána pouze
pod Linuxem (distribuce Ubuntu, případně CentOS). Je implementována ve dvou soubo-
rech: tcore.cpp a tcore.h. V tcore.cpp se nachází její kód, v tcore.h potom definice
nových datových typů, prototypy funkcí, procedur atd.
Po spuštění se nejdříve inicializují potřebné proměnné, načte se nastavení ze souboru
settings a zobrazí se hlavní menu. V tom je možné si vybrat aktivitu (viz. tabulka 5.1).
Podle vybrané aktivity se zavolá správná procedura (procedury create, load, modify,
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changeSettings a help). U aktivit load a modify je možné vybrat definici výpočtu přímo,
jinak se zobrazí menu (tabulka 5.2) (funkce loadMenu a modifyMenu).
Jakmile procedura skončí, případně se zazálohují počáteční podmínky a maximální čas
(pokud vytváříme novou definici nebo budeme provádět dynamický test) se zavolá pro-
cedura solution. V té je implementován algoritmus, jehož pseudokód je v příloze D a další
informace o něm jsou v kapitole 5.3. V algoritmu jsou použity kontejnery typu vector pro
uchovávání hodnot.
Po skončení iteračního výpočtu se případně obnoví počáteční podmínky a maximální čas
a podle nastavení programu se začnou postupně volat procedury, které pracují s dokončeným
výpočtem. Jako první se volá procedura displayResult, která umožní uživateli vybrat
průběhy, které chce zobrazit pomocí GNUPLOTu, vygeneruje skript a ten poté pomocí
GNUPLOTu spustí.
Poté se zavolá procedura dynamicTest, která provede dynamický test právě provedeného
výpočtu. Zvětší integrační krok 10x, znovu provede výpočet a porovná hodnoty shodných
bodů. Dále se zavolá procedura interestingPoints, která slouží k analýze periodických
průběhů (maxima a fázové posuny).
Další na řadě je procedura statistics, která zobrazí počet kroků a rovnic a dále je
možnost zobrazit průběh velikosti členů, ze kterých jsou sčítány jednotlivé kroky. A pokud
byla konfigurace nová, procedura saveComputations ji uloží do souboru. Poté program
skončí.
5.6 Příklady
V této části vyřešíme pomocí uvedené aplikace několik příkladů. Abychom ověřili, že imple-
mentace funguje správně budeme stejné příklady řešit i v TKSL a MATLABu a výsledky
porovnáme. Některé příklady budou přímo vycházet z tvořících rovnic a jejich odvození,
které bylo provedeno v kapitole 3.2. Všechny zde vyřešené příklady jsou přiloženy na dato-
vém médiu (viz. příloha A).
5.6.1 Lineární funkce
Tento příklad odpovídá funkci 1 v tabulce 3.1, tj. y = t, což je přímka procházející počátkem
se směrnicí 45◦. Diferenciální rovnice má tento tvar:
y′ = 1 &0
Pokud se podíváme na rovnici 5.1, vidíme, že všechny členy, až na konstantu, budou
nulové. Můžeme ji přepsat do implementace v následujícím tvaru:
0,c1,i0 \\ 1. rovnice
První člen (0) znamená, že koeficient, který rovnice obsahuje je roven 0 (tzn. neobsahuje ho),
člen c1 znamená hodnotu konstanty (v tomto případě má hodnotu 1) a člen i0 znamená
počáteční podmínku (ve kterém bodě bude přímka začínat). Pro výpočet zvolíme tmax=10.
Pokud chceme vypočítat integrál z tohoto průběhu, musíme přidat další rovnici, která
ho vypočítá. Přidáme rovnici y = t ,která přímo reprezentuje přímku. Do implementace
bychom ji přepsali takto:
1,c0,i0 \\ 2. rovnice
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Výsledná soustava rovnic bude mít tento tvar:
0,0,c1,i0 \\ 1. rovnice
1,0,c0,i0 \\ 2. rovnice
Je to dáno tím, že každá rovnice musí mít n + 1 členů (viz. 5.2). Každá rovnice v této
soustavě musí tedy obsahovat n koeficientů.
Abychom mohli ověřit správnost, vypočítáme příklad analyticky:
y =
∫ 10
0
t dt =
[ t2
2
]10
0
=
100
2
= 50 (5.4)
Pokud uživatel nezmění nastavení ostatních parametrů, výsledek bude vypadat stejně
jako na obrázku 5.1. Vidíme, že se výsledek shoduje s řešením získaným analyticky.
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IBP: vysledek vypoctu
1. rovnice
2. rovnice
Obrázek 5.1: Lineární funkce procházející počátkem (1. rovnice) včetně jejího integrálu
V tabulce 5.4 je porovnání několika hodnot vypočítaných pomocí TKSL/C a implemen-
tace kvůli ověření validity. Porovnání je pouze přibližné, protože implementace nezobrazuje
výsledky na stejný počet desetinných míst jako TKSL případně TKSL/C.
Čas TKSL Implementace
0 0 0
1 1 1
5 5 5
10 10 10
Tabulka 5.4: Porovnání TKSL a implementace – lineární funkce
Výsledky integrace shrnuje tabulka 5.5:
TKSL Implementace MATLAB
50 50 50
Tabulka 5.5: Porovnání výsledků integrace – lineární funkce
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5.6.2 Exponenciální funkce
Exponenciální funkce odpovídá funkci 7 v tabulce 3.1 tj. y = eat. Její diferenciální rovnice
má tento tvar:
y′ = a · y &1 (5.5)
kde a = 1. Z rovnice 5.1 vidíme, že a je k11. Proto se dá do implementace přepsat takto:
1,c0,i1 \\ 1. rovnice (y)
Pokud pro výpočet zvolíme tmax = 1, výsledek vidíme na obrázku 3.5 (interval 〈0, 1〉).
Pokud bychom chtěli vypočítat integrál, běžně bychom museli přidat další rovnici. U ex-
ponenciální funkce to ale neplatí, protože její integrál a derivace jsou stejné. Proto jsou
průběhy stejné.
Výsledky integrace shrnuje tabulka 5.6: (omezen počet desetinných míst)
TKSL Implementace MATLAB
1.71828 1.71828 1.71828
Tabulka 5.6: Porovnání výsledků integrování – exponenciální funkce
5.6.3 Generátor harmonického (sinusového) signálu
Generátor odpovídá funkci 8 v tabulce 3.1, tj. y = sin t. Abychom mohli funkci řešit, musíme
upravit tvořící diferenciální rovnici do správného tvaru. Výsledkem úprav jsou potom dvě
diferenciální rovnice:
y = sin t z = cos t
y′ = cos t z′ = − sin t (5.6)
Výsledné rovnice vzniknou dosazením hodnot z tabulky 5.6 do rovnic 5.1. Konstanty
jsou nulové, takže je můžeme zanedbat. Výsledné rovnice budou mít následující tvar:
y′ = 0 · sin t+ 1 · cos t y(0) = 0 (5.7)
z′ = −1 · sin t+ 0 · cos t z(0) = 1
V implementaci nás zajímají jen koeficienty, takže při tvorbě nové konfigurace výpočtu
je potřeba zadat:
0,1,c0,i0 \\ 1. rovnice (y)
-1,0,c0,i1 \\ 2. rovnice (z)
Pokud chceme řešit určitý integrál funkce sinus, přidáme další rovnici:
v = sin t
Tuto rovnici poté přepíšeme stejným způsobem jako předchozí, takže ve tvaru pro im-
plementaci bude mít následující tvar:
1,0,c0,i0 \\ 3. rovnice
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Výsledná soustava rovnic bude mít tento tvar:
0,1,0,c0,i0 \\ 1. rovnice (y)
-1,0,0,c0,i1 \\ 2. rovnice (z)
1,0,0,c0,i0 \\ 3. rovnice (v)
Po vytvoření této soustavy a vhodném nastavení horní meze (např. pi) vypadá výstup
stejně jako na obrázku 5.2:
 0
 0.5
 1
 1.5
 2
 0  0.5  1  1.5  2  2.5  3  3.5
IBP: vysledek vypoctu
1. rovnice
3. rovnice
Obrázek 5.2: Funkce sin t v intervalu 〈0, pi〉 (1. rovnice) a její integrál
Výsledek výpočtu se dá ověřit analyticky. Vypočítané hodnoty funkce sinus pomocí
TKSL a implementace jsou pro porovnání shrnuty v tabulce 5.7. Porovnání je opět pouze
přibližné.
Čas TKSL Implementace
0 0 0
1 0.841471 0.841471
2 0.909297 0.909297
3 0.141120 0.141120
Tabulka 5.7: Porovnání TKSL a implementace – funkce sinus
Výsledky integrování shrnuje tabulka 5.8:
TKSL Implementace MATLAB
2 2 2
Tabulka 5.8: Porovnání výsledků integrování – funkce sinus
5.6.4 RC obvod
Z části 2.1.3 víme, jak se chová RC obvod a na obrázku 2.2 je průběh napětí na vstupu a na
výstupu vygenerovaný implementací. Značná část rovnic bude stejná jako pro generování
harmonického signálu (rovnice 5.7, generují v RC obvodu vstupní signál), jen k nim přidáme
jednu další, která definuje průběh napětí na kondenzátoru.
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Odvození rovnice provedeme pro R = 1Ω a C = 1F . Diferenciální rovnice pro napětí na
kondenzátoru u
′
c =
1
C · ic. Rovnici upravíme pomocí vztahu I = UR ( Ohmův zákon):
u
′
c =
1
C
· y − u
R
Poznámka. y je okamžitá hodnota vstupního napětí, u je okamžitá hodnota napětí na
kondenzátoru
Po dosazení, rovnici pro přehlednost přepíšeme
τu′ = y − u
a protože τ = R · C = 1, můžeme provést poslední úpravu
u′ = y − u u(0) = 0. (5.8)
Z tabulky 5.6 dosadíme do rovnic 5.1 a do diferenciální rovnice pro napětí na konden-
zátoru:
y′ = 0 · sin t+ 1 · cos t+ 0 · u y(0) = 0 (5.9)
z′ = −1 · sin t+ 0 · cos t+ 0 · u z(0) = 1
u′ = 1 · sin t+ 0 · cos t− 1 · u u(0) = 0
Pokud bychom chtěli tyto rovnice použít v programu, soustava bude vypadat takto:
0,1,0,c0,i0 \\ 1. rovnice (y)
-1,0,0,c0,i1 \\ 2. rovnice (z)
1,0,-1,c0,i0 \\ 3. rovnice (u)
Výstup je na obrázku 2.2.
5.7 Shrnutí
V této kapitole jsme představili implementaci jádra TKSL TKSL Core. Kapitola obsahuje
stručný popis jeho ovládání a demonstruje správnost implemementace rovnic, na kterých
je založena.
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Kapitola 6
Prostředí pro výpočet určitých
integrálů
Druhou praktickou částí práce byla implementace grafického uživatelského rozhraní, které
by s využitím TKSL/C (viz. kapitola 4.2) počítalo určité integrály. Jak se určité integrály
převádí na diferenciální rovnice a jak je TKSL/C počítá je podrobně vysvětleno v předcho-
zích kapitolách.
Po prostudování TKSL/C a jeho parametrů se ukázalo, že ho není nutné nijak modifikovat
a stačí ho jen s vhodnými parametry zavolat.
Aplikace se, jak v češtině tak v angličtině, jmenuje Integral solver. Při implementaci
aplikace na ni byly kladeny následující požadavky:
• má být pokud možno co nejjednodušší pro uživatele
• má mít uživatelské rozhraní
• má být multiplatformní (fungovat pod Windows a Linux)
• výsledky výpočtu budou uloženy v souboru (aby se daly nějak analyzovat)
• výsledek výpočtu má zobrazovat přehledně a srozumitelně pro uživatele s využitím
programu GNUPLOT (jeho skript má být uživateli k dispozici, aby mohl formát
výsledného obrázku případně měnit)
• má se přizpůsobovat lokálnímu nastavení operačního systému uživatele (být víceja-
zyčná)
Po analýze vstupních požadavků byl pro samotnou implementaci zvolen programovací
jazyk C++ s frameworkem Qt [11]. Tato kombinace umožňuje rychlý a relativně snadný
vývoj multiplatformních aplikací s grafickým uživatelským rozhraním.
6.1 Systémové požadavky
Na přiloženém CD se nachází verze pro Unix (Linux) a Windows. Obě jsou přeloženy
staticky, takže ke svému spuštěni nepotřebují nainstalovaný Qt framework.
Pro zobrazení výsledků používá aplikace program GNUPLOT. Pod Unixem (Linuxem)
musí být GNUPLOT nainstalován, k verzi pro Windows je přiložen.
Pro podrobnější informace se podívejte do souboru README.txt, který je přiložen na
datovém médiu (viz. příloha A).
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6.2 Hlavní okno aplikace
Po spuštění aplikace se zobrazí její hlavní (a jediné) okno, které je na obrázku 6.1.
Obrázek 6.1: Hlavní okno aplikace pro Windows (vlevo) a Linux
V kapitole 4.2 jsme se seznámili s parametry TKSL/C, nyní se podíváme na jejich
použití v této implementaci. To budeme demonstrovat na jednotlivých vstupních polích
(popis pro českou verzi).
•
”
Integrál“: pole pro vložení diferenciální rovnice, která reprezentuje integrál. Jak in-
tegrál na diferenciální rovnice převést bylo vysvětleno v kapitole 3.2. V té jsou i
příklady.
•
”
Dolní mez“: pole pro vložení dolní meze integrálu. Dolní mez reprezentuje počáteční
podmínku diferenciální rovnice (v souboru s diferenciální rovnicí číslo za &).
•
”
Horní mez“: pole pro vložení horní meze integrálu. Horní mez reprezentuje maximální
čas pro výpočet. Parametr TKSL/C: t.
•
”
Krok“: pole pro vložení integračního kroku. Integrační krok stanoví, kolik bodů cel-
kem tvoří výslednou funkci. Platí, že čím je integrační krok menší, tím je výpočet delší.
Pro běžné výpočty je doporučeno ponechat implicitní hodnotu. Parametr TKSL/C:
s.
•
”
Chyba výpočtu“: pole pro vložení chyby výpočtu EPS. Tato chyba určuje přesnost
hodnot vypočítaných bodů. Čím menší bude, tím přesnější bude výpočet. Pro běžné
použití je opět doporučeno ponechat implicitní hodnotu. Parametr TKSL/C: a.
Zaškrtávací pole
”
Použít konstantní integrační krok“ umožňuje uživateli povolit/zakázat
TKSL/C automaticky přizpůsobovat velikost integračního kroku. Parametr TKSL/C: f.
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Dále má uživatel možnost nastavit zobrazení výsledku. Současná verze umožnuje pouze
povolit nebo zakázat zobrazení řádu metody a/nebo popisem křivek ve výsledném grafu.
Implicitně nejsou zaškrtávací pole zaškrtnuta. Doporučuje se nepovolovat zobrazení řádu
metody, popis křivek pouze přidává na přehlednosti. Ve verzi pro Unix (Linux) má uživatel
navíc možnost nastavit terminál, ve kterém bude GNUPLOT zobrazovat výsledky.
Ve skupině (GroupBoxu)
”
Nastavení souborů“ může uživatel nastavit názvy souborů,
se kterými bude program pracovat. Prvním je soubor, ve kterém bude diferenciální rovnice
a její počáteční podmínka, druhým potom soubor, ve kterém budou výsledky dokončeného
výpočtu. Implicitní názvy není doporučeno měnit. Pokud se pro změnu uživatel rozhodne, je
doporučeno, aby měl soubor s diferenciální rovnicí příponu tksl. Dále má uživatel možnost
nastavit název a příponu souboru, který vytvoří GNUPLOT.
Výpočet se spouští tlačítkem
”
Proveď integraci“, jeho výsledek se po skončení zobrazí
v poli
”
Výsledek integrace“.
Další informace jsou k dispozici v souboru README.txt, který se nachází na datovém
médiu (viz. příloha A).
6.3 Implementace
Aplikace se nachází ve třech zdrojových souborech: main.cpp, integral.cpp a integral.h.
V souboru main.cpp se nachází funkce main. Ta obsahuje inicializaci třídy hlavního okna,
translátoru (třída QTranslator) a jako návratovou hodnotu spustí hlavní okno.
Definice hlavního okna je uložena ve zbylých souborech tj. integral.cpp a integral.h
(integral.h je hlavičkový soubor).
Hlavní okno aplikace je třídy QDialog. Pro konstrukci prvků uživatelského rozhraní byly
použity následující třídy:
• QLabel: popisky u vstupních polí,
• QLineEdit: všechna vstupní pole,
• QCheckBox: zašrtávací pole,
• QPushButton: tlačítko
”
Proveď integraci“,
• QComboBox: tlačítko s výběrem možností,
• QMenuBar: hlavní menu.
Tyto prvky jsou v okně rozděleny do několika skupin pomocí třídy QGroupBox. V Group-
Boxech jsou prvky pozicovány pomocí tří typů rozvržení (layoutů):
• QHBoxLayout: horizontální (prvky vedle sebe, např. GroupBox
”
Vložení integrálu“),
• QGridLayout: mřížka (prvky v mřížce, např. GroupBox
”
Nastavení výpočtu“),
• QVBoxLayout: vertikální (prvky pod sebou, např. GroupBox
”
Integrace“).
Celé hlavní okno je pozicováno QVBoxLayoutem, do kterého se postupně vkládají Group-
Boxy.
Po kliknutí na tlačítko
”
Proveď integraci“ se vyvolá obsluha slotu integratePressed.
Nejdříve se vymaže obsah pole s výsledkem, zavolá se metoda checkValues, která provede
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kontrolu vložených údajů (jestli jsou vloženy všechny a ve správném tvaru). Pokud ne-
byly vloženy správně, zobrazí se chybové hlášení (metoda displayError), které informuje
uživatele o chybě a o tom, jak ji napravit.
Pokud je vše v pořádku, zavolá se metoda createEquationFile. Ta vytvoří soubor
s implicitním názvem equations.tksl. Metoda do něj poté zapíše diferenciální rovnici ve
správném tvaru pro TKSL/C (viz. příklad v kapitole 4.2).
Pokud byl soubor vytvořen správně, zavolá se metoda runTKSL, která připraví argu-
menty pro TKSL/C (maximální čas výpočtu, velikost kroku, chyba výpočtu). Poté se při-
dají i argumenty, který patří k zaškrtávacím polím.
Aby se mohlo s výstupem TKSL/C pracovat, je nutné přesměrovat standardní vý-
stup a standardní chybový výstup do souboru. V souboru pro standardní chybový výstup
jsou pomocné informace pro výpočet a případné chyby, v souboru pro standardní výstup
jsou výsledky výpočtu (implicitně se jmenuje output.txt). Jakmile nastavíme přesměrování,
můžeme spustit TKSL/C. Protože má být program multiplatformní, je nutné použít makra
#ifdef Q_OS_UNIX pro UNIX/LINUX nebo #ifdef Q_OS_WIN pro MS Windows. Je to
nutné, protože pod UNIXem např. nemají programy příponu a spouští se jinak (./tksl
oproti tksl.exe ve Windows).
Pokud se TKSL/C nepodaří spustit, program vypíše chybové hlášení a obsluha slotu
končí. Jinak se čeká na dokončení výpočtu (metoda waitForFinished třídy QProcess).
Jakmile TKSL/C skončí, postupně se volají funkce, které pracují s vytvořenými soubory.
První z nich je metoda isIntegralValid, která provádí analýzu souboru, do kterého byl
přesměrován standardní chybový výstup a hledá v něm případné chyby (řádky, na kterých
se nachází (#ERR). Pokud nějakou nalezne, vypíše ji pomocí metody displayError.
Pokud k žádné chybě nedošlo, volá se metoda extractResultFromFile, která vybere
ze souboru s výsledkem výpočtu poslední řádek (nachází se na něm výsledek integrace).
Na závěr je potřeba vytvořit skript pro GNUPLOT. To má na starosti metoda
createGnuPlotScript. Ta připraví skript (znovu s několika odlišnostmi mezi platformami)
a zavolá GNUPLOT.
Zobrazením funkce končí obsluha slotu integratePressed.
Podrobněji je implementace popsána v programátorské dokumentaci, která je na při-
loženém datovém médiu (viz. příloha A).
6.4 Příklady
V této části jsou řešeny některé příklady z kapitoly 5 znovu pomocí Integral solveru.
6.4.1 Integrál funkce cosinus
Jako první budeme řešit integrál, který jsme řešili analyticky a také TKSL/386 a v MATLABu:
y =
∫ pi
2
0
cos(x) dx
Jak převádět integrály na diferenciální rovnici je popsáno v kapitole 3.2. Proměnnou x
nahradíme proměnnou t a výsledkem převodu je tedy diferenciální rovnice s parametrem
tmax= pi/2:
y′ = cos(t) &0 (6.1)
Pokud známe diferenciální rovnici, můžeme použít Integral solver (obrázek 6.1).
Do pole Integrál zapíšeme právě získanou diferenciální rovnici, do pole Dolní mez 0 a
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Horní mez nějakou přijatelnou hodnotu pro pi/2 (např. 1.570796326794). Zbytek hodnot
a nastavení můžeme ponechat a kliknout na tlačítko Proveď integraci. V poli Výsledek
integrace se objeví výsledek, který je opět 1. Stejného výsledku jsme dosáhli již 4x: ana-
lyticky, dvěma verzemi programu TKSL a MATLABem.
6.4.2 Integrál lineární funkce
Tento příklad jsme řešili v kapitole 5.6. Její diferenciální rovnice (y′ = 1), je tzv. nehomo-
genní. Pro TKSL/C ji proto musíme upravit. Jako základ použijeme jednu z úprav rovnice
5.4.
Do pole
”
Integrál“ zapíšeme y = (t ∗ t)/2, do pole
”
Dolní mez“ 0 a do pole
”
Horní
mez“ 10. Zbytek nastavení můžeme ponechat beze změn. Podle rovnice 5.4 by nemělo být
překvapením, že výsledek i podle Integral solveru (TKSL/C) výjde 50.
6.4.3 Exponenciální funkce
Integrál exponenciální funkce bude posledním příkladem, který budeme řešit. Diferenciální
rovnici známe (opět z kapitoly 5.6), takže můžeme rovnou začít zapisovat do Integral
solveru:
Do pole
”
Integrál“ zapíšeme y′ = exp(t), do pole
”
Dolní mez“ 0 a
”
Horní mez“ 1. Zbytek
nastavení můžeme opět ponechat beze změn. Výsledek integrace bude hodnota čísla e v čase
t = 1 tzn. 1.71828.
6.5 Shrnutí
V této kapitole jsme se seznámili s Integral solverem. Toto uživatelské rozhraní usnadňuje
práci se systémem TKSL/C při výpočtech určitých integrálů. Popsali jsme jeho vzhed a im-
plementaci jednotlivých prvků. V poslední části jsme potom na několika příkladech před-
vedli jeho funkčnost.
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Kapitola 7
Závěr
Během práce jsme se seznámili s možnostmi řešení určitých integrálů. Řešili jsme je jak ana-
lyticky, tak numericky. Těžištěm však byl převod integrálu na diferenciální rovnici, tvořící
rovnice a aplikace těchto znalostí při implementaci jádra TKSL (TKSL Core). S touto imple-
mentací se dají provádět různé experimenty, které se týkají např. vlastností členů Taylorovy
řady.
Dále byla velká pozornost věnována systému TKSL/C, který rozšiřuje Integral solver,
grafické uživatelské rozhraní (GUI), které bylo v rámci práce implementováno. Zjednodušuje
práci s TKSL/C, pokud chce uživatel integrovat (není nutné vytvářet vstupní soubor. . . ).
Je implementováno pro Unix (Linux) a Windows, proto je použitelné pro široké spektrum
uživatelů.
Práce splňuje všechny body zadání. Jejím největším přínosem je důraz na řešené příklady
a jednoduchost a názornost vysvětlení nových pojmů, proto ji mohou využít všichni zájemci
o problematiku řešení určitých integrálů. Implementovaná řešení jsou vhodná i do výuky
(např. do předmětu Teorie obvodů).
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Příloha A
Obsah datového média
K této práci je přiloženo datové médium (CD), které obsahuje zdrojové soubory programů
popsaných v této práci a jejich spustitelné verze. Dále obsahuje knihovny a další programy,
které mohou být potřeba a zdrojový text této práce.
Následuje přehled obsahu jednotlivých adresářů (x: nahraďte skutečným písmenem,
které reprezentuje Vaši CD/DVD mechaniku):
x:\info.txt – soubor obsahuje informace o přiloženém CD
x:\zprava\ – adresář obsahuje zdrojový kód této práce (podadresář source) a práci
ve formátu pdf
x:\software\misc\linux – adresář obsahuje pomocne programy a knihovny pro Unix
(Linux). Jmenovitě se jedná o GNUPLOT a Qt framework
x:\software\integral solver\ – adresář obsahuje program Integral solver (všechny
verze) a soubor README.txt
x:\software\integral solver\linux\ – adresář obsahuje Integral solver pro Unix
(Linux) (solver) a TKSL/C
x:\software\integral solver\progdoc\ – adresář obsahuje programátorskou doku-
mentaci Integral solveru
x:\software\integral solver\source\ – adresář obsahuje zdrojový kód Integral
solveru a skripty pro překlad
x:\software\integral solver\windows\ – adresář obsahuje Integral solver pro
Windows (solver.exe), TKSL/C a GNUPLOT
x:\software\TKSL Core\ – adresář obsahuje program TKSL Core (tcore), soubor s kon-
figuracemi výpočtu a soubor README
x:\software\TKSL Core\progdoc\ – adresář obsahuje programátorskou dokumentaci
TKSL Core
x:\software\TKSL Core\source\ – adresář obsahuje zdrojový kód TKSL Core
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Příloha B
Implementace jádra TKSL -
struktura souboru s konfiguracemi
výpočtu
V souboru, který se jmenuje compu jsou konfigurace výpočtu, které mohou být použity pro
práci s TKSL Core. Nachází se v adresáři s programem. Uživatel ho může editovat sám,
ale není to doporučeno (prázdné řádky například nepříznivně ovlivňují načítání). Struktura
souboru je velmi jednoduchá, jak je vidět na následujícím příkladu:
{
created: 11.12.2009, 21:35
comment: Tato soustava rovnic ...
{equ
1: 1.4,2,c6,i7
2: 3,2,c3,i5
equ}
err: 0.5
tmax: 10.5
maxord: 5
h: 0.5
}
Tabulka B.1: Struktura souboru s konfiguracemi výpočtu
Složené závorky označují začátek a konec konfigurace. Řádek created obsahuje datum
a čas vytvoření konfigurace, řádek comment potom stručný komentář. Řádky {equ a equ}
ohraničují rovnice, které jsou mezi těmito značkami označeny číslem. Zkratky mají stejný
význam, jako v tabulce 5.3.
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Příloha C
Implementace jádra TKSL -
soubor s nastavením
V souboru s nastavením, který se jmenuje settings, je uloženo nastavení programu, imli-
citní hodnoty parametrů výpočtu (tabulka 5.3) a jméno terminálu, který GNUPLOT pou-
žije pro zobrazení výsledku výpočtu.
Položky jsou v souboru uloženy ve formátu nazev=hodnota.
Parametr Popis Poznámka
tmax maximální čas výpočtu
h integrační krok počet bodů celkem
err chyba výpočtu počet bodů v rámci jednoho kroku
maxord maximální řád metody přesnost bodů
analyze povolí/zakáže provedení analýzy průběhů pro periodické průběhy
debug vypne/zapne ladící mód
displayResult povolí/zakáže zobrazení výsledků pomocí GNUPLOTu
stats povolí/zakáže zobrazení statistik
terminal vybere terminál pro GNUPLOT
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Příloha D
Implementace jádra TKSL -
algoritmus
nastavíme počáteční podmínky algoritmu: krok=0, čas=0, i=0, podmínka=false
while (čas <= maximálníČasVýpočtu) {
if (krok == 0) {
překopíruj počáteční podmínky rovnic na výstup
krok++
čas = čas + velikostIntegračníhoKroku
}
if (krok > 0) {
jako počáteční podmínky současného kroku nastav výsledek předchozího kroku
}
if (i == 0) {
sestav a vypočítej jednotlivé rovnice ve tvaru pro i == 0
ke každé rovnici přičti její konstantu a počáteční podmínku
} else {
sestav a vypočítej jednotlivé rovnice ve tvaru pro i > 0
ke každé rovnici přičti její počáteční podmínku
}
podmínka = true
for (int a = 0; a < početRovnic; a++) {
if (absolutní hodnota počáteční podmínky rovnice a >= chybaVýpočtu)
podmínka = false
}
if (podmínka == true) {
vypočítáme výsledek kroku
uložíme čas
čas = čas + velikostIntegračníhoKroku
if (čas > maximálníČas && čas - maximálníČas < integračníKrok) {
\\ okrajová podmínka
maximálníČas = maximálníČas + integračníKrok/2
}
if (čas > maximálníČas) {
ulož celkový počet kroků
ulož celkový počet rovnic
UKONČI ALGORITMUS
} else {
i = 0
krok ++
}
} else {
i++
if (i > maximálníŘádMetody-1) {
integrační krok = integrační krok/2
i = 0
}
}
}
Tabulka D.1: Algoritmus
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