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摘要 
近些年来，随着计算机科学技术的迅速发展，越来越多的海量数据信息在许
多行业中随之产生，海量数据对数据处理的效率提出了极大的挑战。同时在此背
景下分布式计算也得到了大力发展，Hadoop 使得用户可以进行超大数据集的分
析，但是其基于磁盘的 MapReduce 的计算严重影响了计算性能，而 Spark 引入
RDD(Resilient Distributed Datasets)基于内存计算迎合了广大用户的需求，极大提
高了分布式并行计算的效率。虽然在众多大数据工具中，Spark 得到了很大的关
注，但是 Spark 还不是十分完善，比如其机器学习库 MLlib 对聚类算法的支持只
有 k-means 等，此外流形学习等复杂算法也是没有集成。 
在石油地震勘探领域，流形学习算法有着不错的效果，但是地震勘探数据非
常大，而且流形学习算法复杂度也非常高，从而降低了人们工作效率，制约着人
们对其使用。本文着力解决该问题，提高工作效率，本文分析流形学习算法的特
点，其核心问题为构建 KNN 图，非常耗时，从而把目标问题转向为如何快速构
建 KNN 图，结合 Spark 分布式计算的特点，本文提出了基于 Spark 的快速构建
KNN 图方案，最终实现了基于 KDTree 的 Spark 并行构建 KNN 图以适用于地震
勘探领域，最后在本文的实际数据试验中，有力验证了本文模型的有效性，不仅
可以提高计算效率还可以设置参数保证结果的高准确率。 
 
关键词：Spark；KNN 图；KDTree 
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Abstract 
In recent years, the rapid development of computer science and technology 
generates a massive amount of data in various industries, challengingthe efficiency of 
data processing. At the same time, the technology of distributed computing made 
significant progress. Although Hadoop enables users to analyze large datasets, its 
disk-based computing framework, MapReduce, seriously affects the computing 
performance. However, Spark introduced Resilient Distributed Datasets (RDD) which 
is memory-based computing and greatly improved the efficiency of distributed 
parallel computing. Although Spark has gained remarkable popularity,its support for 
machine learning library is limited. For example, it only supports the method of 
k-means as the clustering algorithm.Furthermore,advanced algorithms, such 
asmanifold learning,arenot integrated either. 
The algorithm of manifold learning is widely used in the field of seismic 
exploration. Given the large dataset and high complexity of the algorithm, the data 
processing is usually a time-consuming procedure. This work aims to address this 
problem by proposing a novel method of constructing the KNN graph, which is the 
bottleneck of the computation performance. This method is implemented based on 
Spark and applied to the problem of data processing in the field of seismic exploration. 
The result shows that the proposed method is not only computationally efficient but 
also provides sufficient flexibility in parameter tuning, which allows achieving higher 
accuracy. 
 
Keywords: Spark；KNN graph；KDTree
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第一章 绪论 
人类正在面临信息爆炸的时代，越来越多的设备在增加，从而会产生越来越
多的数据，也要存储越来越多的数据，管理这些数据以及从这些数据中发现有用
信息是一个巨大的挑战。分析以及挖掘这些结构化、无结构化或者半结构化数据
有着非常大的意义，这些数据不仅仅只是自己个人数据，还可以是网络等公开可
用数据，比如 tweets，blogs 等，公司可以通过分析这些数据从而可以预测用户
的喜好与需求，可以优化他们的产品来更好的服务用户。当前数据挖掘在许多方
面已经取得了巨大的成果，积累了许多的经验。在书[1]中作者介绍到数据挖掘
也经常被人们称为知识发现(knowledge discovery from data 或者 KDD)[2]，其一
般分析流程如图 1.1KDD 一般过程所示。 
 
图 1.1 KDD 一般过程 
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从上图中可以看到其主要包括 1)数据清理(处理噪声等数据)，2)数据整合(可
能有多个数据源需要合并在一起)，3)数据选择(按照任务选择相关数据)，4)数据
转换(可能需要把数据转换为合适的格式来对其进行分析挖掘)，5)数据挖掘(结合
机器学习等智能算法从数据中抽取数据规则模式等信息)，6)模式评价(评估数据
挖掘抽取的信息是否可靠有用)，7)知识表现(可以通过可视化等计算来对挖掘信
息展现)。数据挖掘其实本身也是多学科、多领域的交叉融合，其一般涉及的领
域如图 1.2 数据挖掘涉及领域所示： 
 
图 1.2 数据挖掘涉及领域 
 
从图中可看到数据挖掘一般涉及统计、机器学习、模式识别、可视化、算法、
高性能计算、数据库系统、数据仓库、信息检索以及应用领域等。 
1.1 研究背景及意义 
随着社交网络的不断发展、移动设备、传感器等不断的增加，数据正在急速
不断的产生，我们每天的手机聊天信息，网上浏览记录，以及网上经常看到的广
告，这些都体现了大数据已经和我们的生活息息相关了[3][4]。IDC(International 
Data Corporation)多年的研究结果也表明(如图 1.4 所示1)，全世界数据急速增加，
                                                        
1http://www.storagenewsletter.com/non-classe/ww-installed-raw-storage-to-climb-from-2596eb-in-2012-to-7235eb
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大约每隔两年会翻一倍，也就是说近两年产生的数据总量是以前所有数据的总和，
到 2017 年全球数据总量会达到 16ZB，所以在这数据急速增长的时代，这也急切
需要我们去处理这些数据。现在数据已经成为了一个企业的资产，例如许多公司
使用用户网上记录来预测用户需求喜好，从而对用户推荐相关产品。大数据的特
征也经常被称为含有 5V 的特征[5][6]，如图 1.3 大数据的特征所示： 
 
图 1.3 大数据的特征 
 
也即数据类型广泛，数据产生、处理速度快，数据体积大，数据的质量可信度怎
么样，其价值是不是值得去分析挖掘。Wikipedia 中对大数据的定义为：大数据
是数据集很大或者很复杂以至于传统的数据处理方式不适合去处理2。从而大数
据带来了许多的挑战，包括对其处理分析，收集，管理，查询，分享，存储，可
视化等。其中对大数据的处理分析，MapReduce[7]是最流行的编程模型之一，而
Hadoop
3则是 MapReduce 的实现，被广大用户使用，其也被众多云提供商支持
456
[8]，其中 Hadoop 主要的一些组件有 HDFS 文件系统(Hadoop Distributed File 
System)，Hadoop MapReduce，HBase，其他一些相关项目有 Hadoop Yarn，Pig，
Hive，ZooKeeper 等，许多的企业也都在使用，包括 Facebook，Yahoo!，LinkedIn，
Twitter 等。虽然它有很强的可扩展性、容错性等但是和 MPI(Message Passing 
Interface)相比还是非常慢，因为每次做 MapReduce 都要读写文件，而 Spark7克
服了这个缺点，在保持可扩展性以及容错性等能力之外，它比 Hadoop 可以更快。 
本文的实验数据来源于石油地震勘探领域数据。许多国家对石油工业有着严
                                                                                                                                                              
-in-2017-idc/ 
2https://en.wikipedia.org/wiki/Big_data 
3http://hadoop.apache.org/ 
4http://aws.amazon.com/elasticmapreduce/ 
5http://www.infochimps.com/infochimps-cloud/overview/ 
6 http://www.windowsazure.com/enus/documentation/services/hdinsight/ 
7http://spark.apache.org/ 
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重的依赖性，从 1993 年开始中国就成为了石油进口大国，因此加速国内石油储
层的勘探是当前的研究重点。在众多油气勘探方法中，人工地震勘探技术[9]是
一种非常经济有效的勘探方式。地震勘探技术就是利用人工使用仪器产生地震，
通过精密仪器记录地下各个地层的反射波引起地面震动的情况信息得到地震数
据，来分析地震数据进行推断地震构造情况。地震数据中通常包含着大量的原始
地质信息[10][11]，而地震属性通常能够从不同角度反映这些地质信息。目前许
多企业在实际生产中都会利用地震属性分析地质信息来进行储层预测。甚至都已
经有着许多的软件产品，例如 OpendTect[12]可以对地震属性数据进行解释可视
化。从地震原始数据中可提前的地震属性可达到上百种[9][13]，由于地震属性的
不断增多，人工方式去分析会花费极大的精力，很多的地震属性往往是对岩性、
油气、地震构造等因素的总体展现，因此就需要我们综合起来分析这些大量的地
震属性，所以现在更多的是和数据挖掘技术相结合来进行分析。然而地震属性数
据非常大，如果是复杂算法会极其耗费时间，但这一问题普遍存在，不仅仅是只
有石油勘探领域，针对复杂算法极其耗时问题也急需要去解决。分布式计算的兴
起与发展为解决大数据计算提供了非常不错的解决方案，利用机器集群充分弥补
了单机计算不足的问题，而 Spark 又是性能非常不错的分布式计算平台。因此本
文着力使得石油勘探领域中复杂度高的算法在Spark分布式集群中运行成为可能，
使得石油勘探专家显著提高其工作效率。 
 
图 1.4 数据总量变化 
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1.2 研究现状 
近几十年来，地震属性技术发展非常迅速，许多学者对其发展做了许多的总
结分析[14]。从 20 世纪 60 年代开始，地震属性技术主要经历了 3 个发展阶段：
1)定性描述阶段(60 年代到 70 年代)，这一阶段主要是对地震剖面特征的定性描
述与分析，基本限于直观的分析地震剖面上的反射相应的强弱变化以及断裂发育
程度等；2)定量分析阶段(80 年代到 90 年代)，这一阶段的地震属性研究得到迅
速发展，可以提取几十种地震属性信息，如能量、振幅、频率、相位、反射强度
以及对其经过变化的衍生属性等[15]，但是其中很多属性无法得到明确的含义，
所以对其解释有很大难度；3)约束性的定量分析阶段(90 年代中期以后)，这一阶
段主要是对提取的大量地震属性进行约束与优化，并可以针对不同地质而提取相
应的含义地震属性(比如倾角，相干体等)。而地震属性技术的发展也是极大促进
了储层预测技术的发展，近年来，其与数据挖掘技术得到了广泛的结合，取得了
巨大的成果。例如[16]中使用主成分分析 PCA(principal component analysis)[17]
来对 3D 地震数据进行分析，可以很好的对页岩等孔隙度预测，对储层进行评估。
但是地震属性和地质特征之间、地震属性之间的关系大多都为非线性，一般来讲，
线性方法比较难表示非线性高维数据的几何结构、本质特征等。在[18]中，作者
使用动态全参数自适应 BP 神经网络对石油储层预测，该模型可以优化 BP 网络
的输入节点、隐藏层节点、转变函数、权重等，提高了网络的自适应性，可以使
用一个简单的结果即可保证一个不错的准确率。在[19]中，作者使用流形学习的
非线性降维 LLE 算法[20]对地震多属性分析，作者指出它可以发现地震数据内部
结构和隐藏规则，基于 LLE 的聚类结果可以更好的呈现沉积相、储层、甚至储
层流体的分布特点，但是 LLE 等流形学习算法复杂度高，也急需提高其运算效
率。 
分布式计算是大数据计算的有效解决方案，而 Spark 是分布式计算的有效工
具之一，近年来得到了飞速发展，从图 1.58中 stackoverflow 的 Hive，HBase，
MapReduce，YARN，Cassandra，Spark 问题数量对比看到其活跃度近年来非常
高。其核心模块有类似于 SQL 的 SparkSQL 模块，流数据处理 SparkStreaming
模块，MLlib 机器学习模块，图处理 GraphX 模块，这些模块也正处于快速发展
                                                        
8http://www.kdnuggets.com/2016/02/spark-tipping-point.html 
厦
门
大
学
博
硕
士
论
文
摘
要
库
基于 Spark 的 KNN 图算法并行化模型研究与应用 
6 
 
中并且得到了广泛的应用，其中机器学习模块也包括许多了的机器学习算法，比
如分类算法的 SVM，贝叶斯，决策树，聚类算法的 k-means，高斯混合模型，
LDA 模型(latent Dirichlet allocation),特征变换的 PCA 模型等常用模型。但是对于
流形学习算法(LLE 等)还没有实现。其中主要原因在于 LLE 等算法流程复杂，不
像 k-means 等典型的迭代式算法易于实现。 
 
图 1.5 stackoverflow 中问题活跃度 
1.3 本文主要研究内容 
1.3.1 主要研究内容 
首先本文分析出石油勘探领域与数据挖掘结合的相关情况，流形学习算法在
地震属性分析中取得了不错的效果，但是由于其高复杂度的计算极其耗时，严重
影响了工作效率，这也急需我们对其改善。之后，分析流形学习的相关算法，总
结发现基本都是要计算 KNN 图，而其高复杂度也正因为如此，从而转化为如何
快速高效计算出 KNN 图问题。其次，总结了 KNN 图的常用单机、并行等计算
方法，提出了适合地震勘探领域的 KNN 图计算方法，以及其 Spark 的并行实现。
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