ABSTRACT ality-Diversity optimization is a new family of optimization algorithms that, instead of searching for a single optimal solution to solving a task, searches for a large collection of solutions that all solve the task in a di erent way. is approach is particularly promising for learning behavioral repertoires in robotics, as such a diversity of behaviors enables robots to be more versatile and resilient. However, these algorithms require the user to manually de ne behavioral descriptors, which is used to determine whether two solutions are di erent or similar. e choice of a behavioral descriptor is crucial, as it completely changes the solution types that the algorithm derives. In this paper, we introduce a new method to automatically de ne this descriptor by combining ality-Diversity algorithms with unsupervised dimensionality reduction algorithms.
INTRODUCTION
A large eld of robotics research is devoted to the design of robots that can support people in their everyday duties. However, one aspect that prevents robots from being largely adopted in our daily life is their inability to adapt to and overcome unforeseen situations. It is impossible for engineers to anticipate all the situations that a Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for pro t or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permi ed. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior speci c permission and/or a fee. Request permissions from permissions@acm.org. AURORA: A quality diversity (QD) algorithm used to generate a behavioral repertoire of a robot. The behavioral descriptor used in the QD algorithm is defined by a dimensionality reduction algorithm (like an auto-encoder), which is trained and periodically refined based on the sensory data produced by the behaviors contained in the repertoire. The resulting approach enables robots to autonomously discover the range of their abilities.
robot will encounter, particularly when they are not operating in well-structured environments, like factories. To address this issue, a new approach has been proposed, which involves using learning algorithms that enable robots to learn how to overcome new situations, like mechanical damages [1, 4] . However, engineers and technical experts are still required in this approach to de ne tness and reward functions, or other aspects of learning algorithms. is limitation is tractable in industrial contexts, but it is unthinkable to require a roboticist to re-con gure the learning system every time something changes in a domestic household. In some se ings, prior knowledge and expertise simply do not exist. Examples include the design of new robot morphologies [25] or so robots with automated tools [2, 3] , where it is particularly challenging to know in advance the capabilities of the robots. A large amount of experiments and evaluations is required to acquire this knowledge. Similarly, it is di cult to know beforehand how a robot would behave in a completely new environment. For example, what would the behavior of a legged robot be when walking on snow, or on ice [3] ? e main issue is that a high level of expertise and prior knowledge is usually required to con gure and ne-tune learning algorithms, so as to avoid undesired behaviors or guarantee high-performance (for instance, with helper objectives [10] ).
To address these challenges, we present AURORA: AUtonomous RObots that Realize their Abilities. AURORA combines alityDiversity (QD) algorithms and dimensionality reduction (DR) algorithms to leverage their strengths and mitigate their weaknesses.
On one hand, QD algorithms have shown to be instrumental in generating large collections of solutions [5, 28] , o en leading to surprisingly creative results [4, 17] . However, it requires the de nition of a Behavioral Descriptor (BD) to discriminate the di erent families of solutions and drive the exploration. e selection of the BD remains crucial and challenging, as it is particularly task dependent and alter the solutions the QD algorithm derives [27] . On the other hand, DR algorithms, like deep auto-encoders or PCA, are powerful tools to extract meaningful low-dimensional representations from high-dimensional data spaces. Nevertheless, they usually require a large amount of training data, which can be challenging in certain applications. AURORA compensates for the limitations of both approaches by exploiting each of their respective advantages: the large collection of solutions generated by the QD algorithm is used as a training dataset for the DR algorithm, and the latent representation learned by the DR serves as a BD for the QD algorithm (see Fig. 1 ). is mutual connection enables AURORA to autonomously generate behavioral repertoires without the need to manually de ne the BDs or engineer insights about the task or the robot capabilities. In this sense, robots can autonomously discover the range of their capabilities through self-exploration.
e performance of AURORA is evaluated on two experimental scenarios in which robots have to learn how to interact with their environment (i.e., throwing a projectile or pushing a puck). In both scenarios, the results show that the collections of behaviors (also called Behavioral Repertoires) generated by AURORA are at least as diverse as those created by manually de ned BDs (including the help of prior knowledge about the robot and its environment) and signi cantly be er than existing unsupervised approaches. In addition to the bene ts of this approach on the autonomy of robots, it is also a valuable tool to automatically set the BD, which is o en one of the most challenging aspects to con gure in QD algorithms [5] .
2 RELATED WORK 2.1 ality-Diversity and Behavioral Repertoires QD algorithms are o en used in robotics to generate collections of skills that are called behavioral repertoires. e objective in this case is to create a large collection of diverse and e ective controllers. Each controller, de ned as a neural network or a set of parametric functions [9, 11, 13] , governs the robot's motors to execute a behavior and potentially solve a task. Each of the produced behaviors is then represented by a numerical vector called a Behavioral Descriptor (BD). In the vast majority of the literature, the function that assigns the BD to each observed behavior is manually and carefully selected depending on the considered tasks [5, 27] (exceptions are reviewed in next sections). e choice of descriptor is crucial, as it is used to quantify the novelty of each new solution and to drive the exploration of new families of solutions [18] .
As discussed in [5] , most of these variants can be described within a common framework composed of a container and selector. MAP-Elites [24] and Novelty Search with Local Competition (NSLC) [19] are two well-known examples of QD algorithms. However, a large number of variants, as well as new applications, have been proposed over the last ve years [12, 14, 29] . e container is used to store and organize the collection of controllers derived by the algorithm. In MAP-Elites, the container is a grid formed by the discretization of the BD-space, while in NSLC the repertoire is an unstructured archive constructed based on the distance between BDs.
QD algorithms are typically initialized by randomly generating a xed number of controllers (e.g., 100) and storing them in the container a er evaluation. During the evaluation, in addition to recording the performance of the controller, a BD is computed from sensory data (e.g., the nal position of a robot a er walking for three seconds, like in [8] ).
e BD is then used to sort the di erent behaviors in the container. A er the initialization, the usual iteration of a QD algorithm consists of 4 steps: 1) selecting a controller from the container via the selector; 2) creating a mutated copy of this controller; 3) evaluating this new solution; and 4) a empting to store it in the container. If a controller produces a BD that already exists in the container (or a very similar one), then only the best (according to a tness function) of the two controllers is retained. is selection mechanism improves the quality of the controllers contained in the container. In the case when there is no similar behavior already found within the container, the new controller is added to the container, consequently increasing the diversity of the container's solutions. e selection of the controller in step 1 is governed by a selector that can either select controllers according to a uniform distribution, or a biased distribution that favors certain types of solutions. For instance, the curiosity score [5] can be used to focus on solution types that produce new controllers, which are o en added to the container. is selection approach has been shown to improve the coverage of the produced collections in several robotic setups [5] .
In this work, we consider a QD algorithm composed of an unstructured archive (like the one used in NSLC) and a selector based on the curiosity score.
Automatic behavioral characterization
De ning the BD has always been a challenging endeavour in the design of QD algorithms [27] . It is therefore natural to see several papers propose approaches to make its de nition automatic.
Meyerson et al. [23] present a method that enables the automatic determination of BD by learning which descriptor usually leads to controllers that e ectively solve the task. ey rst use some existing BDs with a default QD algorithm (novelty search) to train a population of controllers on di erent "training" tasks. During the evolutionary process, they record the behavior (i.e., some sensory data) and the tness of each evaluated controller. en, an algorithm uses the recorded data and learns a new BD that will lead to more successful controllers on new "test" tasks (not seen during the training). In their experiments, the resulting BDs signi cantly outperform manually de ned ones during maze navigation tasks. While this approach is promising and leads to positive results, it requires a way of de ning "successful individuals" to learn the corresponding BDs, which usually involves some prior knowledge about the robots or the tasks. In this work, the motivation is to enable a robot to discover its own capabilities and skills without the need of engineers or technical experts. It is therefore challenging to de ne success in such a scenario and apply it to Meyerson's approach without prior knowledge on the task or environment.
Using dimensionality reduction (DR) algorithms to automatically de ne BDs from the robot's perceptions (i.e., sensory data) has also been investigated in recent works. For instance, an auto-encoder trained on the MNIST dataset (dataset of hand-wri en digits [16] ) has been used to enable a robotic arm to autonomously learn how to write digits from 0 to 9, while learning a hierarchical behavioral repertoire [6] . In a similar context, Péré et al. [26] used intrinsically motivated goal exploration processes (a divergent search algorithm that shares similarities with QD optimization) coupled with DR algorithms to generate families of robotic controllers. Similarly to [6] , they pre-trained the DR algorithms with a dataset that has been speci cally generated for the considered task. e task presented in [26] is similar to the air hockey task used in this paper, in which a robot can interact with an object (a puck, a ball, or more complicated objects) that can bounce on several walls. e dataset used to pre-train the DR algorithms has been generated to represent all the di erent con gurations of the environment (i.e., all the possible positions of the puck). e learning algorithm is then used to discover controllers that enable the robot to push the object towards the locations de ned by the dataset.
AURORA follows the same idea of using DR algorithms to automatically de ne the BDs. However, instead of providing a manually generated dataset, which requires a certain amount of knowledge about the task and the di erent ways a robot can solve the task, we let our robots construct their own datasets, purely by interacting with their environment (like in [20] ). e resulting approach is thus fully unsupervised and enables robots to explore the range of possible behaviors on their own.
Behavioral characterization in high-dimensional spaces
Instead of a empting to nd a low-dimensional representation of the behaviors (which is the usual approach in the literature [7, 19, 24] ), Vassiliades et al. [30] propose to directly de ne the BDs in high-dimensional space. For this, they automatically generate a uniform discretization of the plausible parts of the high-dimensional sensory data space. With this approach, it is possible to directly consider the entire trajectory of a mobile robot, or complete time series of sensory data. is is achieved by constructing a Centroidal Voronoi Tessellation (CVT) to obtain a set of "centroids" that are uniformly distributed over the space of possible high-dimensional BDs. e set of centroids is then used to create a discretization of the high-dimensional behavioral space, which can be used as a grid for MAP-Elites. e construction of the CVT is usually done by uniformly sampling the space of possible high-dimensional BDs and then running a clustering algorithm (like k-means [22] ) to nd k clusters that will serve as centroids. e k value is a parameter de ned by the user to control the number of cells (or niches) for the MAP-Elites grid. is approach has yielded positive results across several experimental conditions, including those with the BD-space ranging from 2 to 1000 dimensions [30] . It has been used to tackle maze navigation tasks with a simulated wheeled robot, and locomotion tasks (including damage adaptation) on a simulated hexapod robot.
e obtained results were signi cantly superior to directly using MAP-Elites for similar dimensions.
e main reason for this performance di erence is that while MAP-Elites uniformly discretizes the BD space (here corresponding to the sensory data space), CVT-MAP-Elites searches for a uniform distribution of the possible sensory-data that the robots can generate. For instance, if the BD is built from the robot's trajectory, which is de ned as a vector of 100 dimensions (50 time-steps of 2D positions), then the BD-space is 100-dimensional. However, a randomly generated 100D vector is very unlikely to be a realistic trajectory that matches the physical constraints of the robot (e.g., the robot might be teleporting itself from one part of the space to another).
erefore, the vast majority of this space (even if appropriately bounded) will refer to trajectories that are physically impossible and many of the cells of the container would be impossible to ll. CVT-MAP-Elites, on the other hand, only samples physically plausible trajectories to construct its centroids. erefore, all the cells used by CVT-MAPElites could potentially be lled. For instance, [30] reports that in a 20D maze navigation scenario, MAP-Elites manages to ll only 0.5% of its cells, while CVT-MAP-Elites covers 40% of them.
While CVT-MAP-Elites is an elegant solution to scale up MAPElites, it makes the strong assumption that it is possible to sample the space of possible sensory data (e.g., realistic trajectories). is assumption leads to two main issues. First, it might be challenging or even impossible to sample this space without a certain level of prior knowledge regarding the task, the robot and the environment. Second, it can constrain the range of solutions that the algorithm could nd. For instance, if we sample only trajectories that correspond to the robot moving forward, the algorithm will be unable to discover behaviors that make the robot move backward, even if the robot is intrinsically capable of doing it.
METHODS 3.1 AURORA
AURORA works as follows: a er the random initialization of the QD algorithm, the sensory data (e.g., trajectories, but any data related to the behavior can be considered) of the randomly generated controllers are collected to form a rst dataset. e DR algorithm is then trained on this rst dataset to learn a latent and low dimensional representation of the sensory data.
e sensory data of each controller is then projected into the latent space, and the corresponding low-dimensional (e.g., 2D) projection is used as the BD. is forms the initialization procedure of AURORA.
en, a standard QD iteration takes place: 1) a controller is randomly selected in the collection; 2) it is mutated; 3) the resulting new controller is evaluated; and 4) a empted to be placed in the collection. e only di erence from standard QD is that the BD is now automatically determined by feeding sensory data generated by this new controller into the DR algorithm and then determining the corresponding latent representation. While executing this QD iteration several times (e.g., 10000 iterations), the algorithm progressively nds more controllers to ll the latent space created by the DR algorithm. During these iterations, the number of controllers in the collection progressively increases, increasing at the same time the amount of sensory data available. A er a certain number of iterations, the DR algorithm is re-trained with a new dataset composed of sensory data from all the controllers contained in the container.
e next phase is started by updating the latent representation to take into account the new behaviors that the robot has discovered and the new sensory data that has been generated. e QD algorithm can then continue to explore the space of possible solutions with the new latent representation, which very likely o ers new regions that are not already fully covered by the collection of controllers. When enough new controllers have been found, an update of the DR algorithm is performed to further re ne the latent representation. e algorithm alternates between these two phases: 1) exploration via the QD iteration; and 2) latent space re nement via an update of the DR algorithm.
A er the DR update, all the controllers contained in the behavioral repertoire are assigned a new BD and stored again in the container. It o en happens that some controllers with initially di erent BDs will be assigned updated BDs that are closer or even similar. In this case, the competition mechanism of the QD algorithm is used, and only the best ones are kept. e size of the repertoire is thus o en reduced following a DR update, but quickly grows back to a large collection of solutions by nding new types of behaviors (see next section). e DR update can also change the scale of the latent space and cause an arti cial growth of the repertoire size. To avoid this, the length parameter "l" is rede ned a er each update to maintain the repertoire resolution (i.e., the maximum number of controllers) constant (see [5] for more details).
By updating the DR algorithm, the robot progressively acquires a be er understanding of its own actions (and the corresponding observations). However, the need to update the DR algorithm varies over time. For instance, at the beginning of the learning process, the robot is very likely to observe a lot of potentially new sensory data points. It is therefore important to frequently update the latent representation and take this data into account at the beginning of the learning process. On the other hand, a er an extensive period of exploration, the robot starts to have a mature internal representation of its sensory data, and is more focused on the re nement of its behavioral repertoire (i.e., increasing the quality) than on the exploration and discovery of new perceptions. At this stage of development, updating the latent space can a ord to be less frequent. Following this idea, we have de ned the update frequency so that it decreases exponentially over time. In the following experiments, updates take place a er the following batch counts (or generation): 0, 50, 150, 350, 750, 1550, 3150 (for a total of 5000 batches).
Dimensionality reduction algorithms
In the experiments presented in this paper, we consider two DR algorithms: 1) PCA; and 2) a deep auto-encoder (AE). e following two paragraphs present each method. However, other types of DR algorithms can be used with AURORA, as the only constraint is to learn a "projector" that can project original data onto the latent space.
Principal component analysis. PCA is a traditional approach in machine learning to nd a linear projection into an orthogonal base with linearly uncorrelated variables. However, it can also be used for DR by considering only some of the most important principal components. In this work, we use this approach to project the sensory data into a low dimensional representation (i.e., 2D), which serves as a BD.
Auto-Encoders. An AE is composed of two networks: an encoder and a decoder. e encoder takes as input some data and outputs a low-dimensional representation (i.e., a position in the latent space), while the decoder takes as input the low-dimensional representation and a empt to reconstruct the original data. e two networks are jointly trained to minimize the "reconstruction error", which is an absolute di erence between the original data fed to the encoder and the reconstruction provided by the decoder. Compared to PCA, the main advantage of AE is that the projection in the latent space (as well as the reconstruction) is non-linear. is enables the DR algorithm to account for more complicated data or to have more accurate reconstruction. In AURORA, we use the latent position provided by the encoder as a BD for the controller (similar to [6] ).
To avoid over-ing on very small datasets (particularly at the beginning of the process), we split the dataset into training and validation datasets (75%/25%). We stop the training of the AE as soon as the validation error (averaged over the last 500 epochs) increases. We repeat this process 5 times, with di erent training/validation splits (in a cross-validation way) for each DR update.
EXPERIMENTAL VALIDATION
We evaluate the performance of AURORA in two experimental scenarios: 1) a 2D ballistic task, and 2) an air hockey task. In both tasks, we record the planar trajectories of the projectile, or puck over 50 time-steps. is forms a 100-dimensional vector, which is the sensory data fed into the DR algorithm that de nes the BDs. As the main focus of AURORA is the exploration of a robot's capabilities, we do not use a tness function in the QD algorithms (they all have a quality-score of 0). All the approaches compared in both experimental scenarios run for 5000 batches (or generations), with 200 evaluations per batch. e QD algorithm used here is similar to the one used in [6] .
e experiments are replicated 20 times to generate statistical results. e AE used in all the experiments below uses the same structure: convolution layer (2 feature maps) -dense layers (5-2 neurons) -(latent space) -dense layer (5 neurons) -deconvolution layer (2 feature maps) -dense layer (100 neurons) -(output). Figure 3 : Ballistic task. Generated BD-space compared to the ground truth. The first line represents the 2D behavioral space generated by each approach. On the second line, the behavioral repertoires are projected into the "ground truth" behavioral space. The ground truth behavioral space is defined by a hand-coded behavioral space. To visualize the correspondence between the di erent spaces, the color of each point is based on their 2D location in the ground truth BD-space. The BD-space of CVT is not shown as it has 100 dimensions.
Given the intrinsic di erences between these two tasks (e.g., the presence or absence of ground truth data), we used di erent types of metrics in each experiment. e following sections present the metrics, reference algorithms, and experimental results of each scenario.
First scenario: Ballistic task
e 2D ballistic task simulates a two degrees of freedom system that controls the direction and intensity of the force initially applied to a projectile (a punctual mass).
e projectile is then released and follows a ballistic trajectory with bounces on the ground. e objective of this scenario is to quantify if AURORA is able to nd all the trajectories that can be produced in this context. is experimental setup o ers several advantages. First, the computational cost to run it is particularly low, as the movement of the projectile can be expressed with simple, iterative functions, and thus does not require any computationally expensive physical simulator. Second, projectiles follow quadratic curves that can be fully described by the altitude and the distance of the highest point (see X max and Y max in Fig. 2) . We can use this as a reference BD (i.e., as a ground truth) and investigate whether it is possible to automatically generate a BD that generates a behavioral repertoire capable of covering the same range of possible trajectories.
In this experiment, the controllers are composed of two parameters, which governs the direction (α) and the intensity (F) of the initial force applied to the projectile (see Fig 2) .
Performance metrics.
ality evaluation of the produced repertoire can be done by comparing the distribution of the behaviors to the distribution obtained when using the hand-coded descriptor (i.e., X max and Y Max in Fig. 2) . To compare distributions, we rst project each behavior of the generated behavioral repertoires onto the ground truth (manually de ned) latent space, in order to have a common representation. From this, we can use the Kullback-Leibler Coverage (KLC) introduced in [26] to measure the divergence between two repertoires. e KLC creates a normalized histogram of distributions, with 30 bins per dimension, and then computes the Kullback-Leibler divergence from each point in the histogram:
with E representing the reference distribution and A the compared distribution. In the experimental results described below, we use as a reference distribution the nal BD generated from the groundtruth BD. Because this metric is based on a normalized histogram, it is not a ected by a di erence in the repertoire size (see Fig. 4 le ). In addition to the KLC, we also report the size of the produced behavioral repertoires and the average root mean square error (RMSE) of the reconstructed trajectories from the DR algorithms. A good reconstruction ability is useful to predict consequences of the robot's actions, without the need to store all of the robot's previous observations.
Compared approaches.
In this experiment, we compare eight approaches of generating the BD:
• Hand-coded (ground truth): uses a manually de ned 2D BD composed of X max and Y max described in Fig. 2. • Genotype: uses the parameters of the controller (i.e., the genotype) as a BD. In this experiment, the genotype is 2D and can be used directly as a BD.
• AURORA-PCA (pre-trained and incremental): uses a PCA to project the projectile trajectory onto a 2D representation (based on the two principal components). Two variants are considered. In the pre-trained variant, a dataset with 10000 samples is generated by uniformly sampling the possible actions (with 100 values per dimension). is dataset is used to pre-train the PCA, which then remains unchanged during the evolutionary process. In the "incremental" variant, the PCA is trained and updated during the evolutionary process. e rst PCA is computed from the random controllers generated during the initialization of the QD algorithm, and is then updated periodically as described in section 3.1. Repertoire size
Number of batches (x100) Figure 4 : Ballistic task. antitative comparison of the di erent algorithms based on the repertoire size, the Kullback-Leibler Coverage score, and the reconstruction error. The central line of the shaded areas represents the median value while the shaded areas extend to the first and third quartiles of the data distribution.
• AURORA-AE (pre-trained and incremental): uses an AE to project the trajectory onto a 2D latent space, which serves as a BDspace. Similarly to the PCA variants, the "pre-trained" variant, a dataset is used to train the AE before the evolutionary process. e AE is not updated during the rest of the process. In the "incremental" variant, the AE is initialized and progressively re ned with the controllers found by the QD algorithms, as explained in section 3.1.
• CVT-MAP-Elites (with and without prior): uses CVT-MAP-Elites [30] to directly run a QD algorithm with a high-dimensional BDspace (100 dimensions). However, as described in section 2.3, CVT-MAP-Elites requires some prior knowledge about the data distribution in order to sample feasible trajectories. In the "with prior" variant, the dataset used in the pre-trained variants of PCA and AE is used to initialize the CVT representation (with 10000 centroids). In the "without prior" variant, we do not provide this prior knowledge to the algorithm, which then samples the full space of 100 dimensions (bounded by the highest values recorded along the x and y axes of this experiment, and with 100000 centroids). is variant uses the same, minimal, amount of prior knowledge as the incremental variants of PCA and AE. Fig. 3 shows the BD-spaces generated by each compared approach. We observe that all the compared approaches, excluding CVT-MAP-Elites without prior, manage to generate behaviors in all the reachable regions of the ground truth BD-space. It is expected that without a prior, CVT-MAP-Elites will perform poorly. Indeed, even when discretized with 100000 bins, the 100-dimensional space only contains a few bins that actually represent possible trajectories.
Experimental results:
e main di erence between all the other approaches is the density of each region. For instance, we can observe that the Genotype variant over-represents the blue region of the ground truth space (i.e., the blue region is denser than the rest of the ground truth latent space). is is caused by the fact that a certain part of the action space (which here corresponds to the genotype space) leads to a smaller di erence in the produced trajectories than other parts of the action space. e consequence of this over-representation is that certain types of behaviors will be less represented in the behavioral repertoire (and thus o er a lower resolution of the possible diversity) than other types of solutions. On the other hand, we see that both AURORA-PCA variants and the AURORA-AE incremental manage to accurately match the distribution of the ground truth BD-space.
e AURORA-AE pre-trained presents a more dense distribution in certain areas, which might be caused by the fact that for this variant, the training/validation split discussed in section 3.2 was not used, as the dataset was relatively large. is might have caused some over-ing leading to an over-representation of some, probably more challenging, regions of the sensory-data space.
is is also represented in the KLC scores of Fig 4. We can see that hand-coded BD (which corresponds to the ground truth representation) eventually converges to zero, as expected. e scores of the two AURORA-PCA variants overlap with each other and cannot be distinguished in the gure, but perform well according to their nal median performances of 0.051 and 0.053. Similarly, AURORA-AE incremental performs well with a median value of 0.097. e genotype, AURORA-AE pre-trained and CVT-MAP-Elites with prior present a higher KLC (respective medians: 0.686, 0.528 and 0.704), which re ects the over/under-representation of certain regions of the BD-space. e CVT without prior variant is not displayed in this gure, as it performs very poorly (with a median of 3.2, which is more than 30 times worse than the AURORA-PCA or AURORA-AE incremental approaches).
e reconstruction errors of the PCA variants are slightly be er than the AE variants (the reconstruction error is not de ned for the other approaches). is might mean that the trajectories of this task can be captured with a linear combination of features. e next experiment involves more complex trajectories and shows di erent results in terms of reconstruction error.
From this rst experiment, we can observe that the quality of the repertoires produced by AURORA are close to repertoires derived from manually de ned BDs, while not requiring any prior knowledge about the type of data used or any intelligent pre-sampling, like in CVT-MAP-Elites. is demonstrates that an unsupervised DR algorithm can be used to project sensory data (like trajectories) in a latent space and use it as a BD.
Second scenario: Air hockey task
e second experimental setup is an air hockey task. A planar robotic arm, with 4 degrees of freedom that can push a puck in multiple directions and make it bounce on the four walls of the environment (see Fig 2) . e controllers are de ned by eight angular positions, that correspond to the initial and nal positions of the four robot joints. e robot rst goes to its initial position, the puck is placed in the environment, and nally the robot moves to its nal con guration, eventually pushing the puck. e objective here is to analyze the diversity of the trajectories that a robot will be able to autonomously generate when the descriptor is automatically dened. is task is signi cantly more challenging than the previous one, mainly because in this task all the possible trajectories that the robot can generate in this environment are not known (or this will require a large amount of engineering and prior knowledge).
e search space is also larger and the produced trajectories are more complicated. e goal of this experiment is to study the diversity of the trajectories that the robot can discover in a completely unsupervised approach, without any prior knowledge about itself or the environment.
Performance metrics.
Evaluating the performance of the variant is also more challenging in this experiment as there is no reference distribution to compute the KLC. For this experiment we therefore use another evaluation metric, which measures the diversity of the produced trajectories. e area of the robot arena (see Fig 2) is discretized into 100 bins (10 per dimension). e trajectories from each repertoire are classi ed according to the bin in which the puck ends its trajectory. en for each set of trajectories (corresponding to the di erent bins), we compute the number of bins that are traversed by at least one trajectory. For instance, Fig 6-le shows two examples considering the same bin with three di erent reaching trajectories. e blue bins are traversed by at least one trajectory. e number of traversed bins divided by the total number of bins quanti es the diversity of the trajectories. e diversity score used in the following paragraphs sums this ratio over all the bins:
with N being the total number of bins (here 100), and trav bins(i) the number of bins traversed by trajectories reaching the bin i. is score captures both the coverage of the repertoire, i.e., the number of reachable bins, and the diversity of the approaches that have been found to reach them. Number of batches (x100)
Number of batches (x100) Number of batches (x100) Figure 6 : Le , illustration of the diversity score. Right, score of the air hockey task. The repertoire size, diversity score and reconstruction error of each compared approach is represented with respect to the number of batches. This figure uses the same notations as Fig. 4 .
Compared approaches.
We consider the same variants as in the previous experiment. However, as there is no ground truth and no simple ways of yielding prior knowledge, we only evaluate the approaches that are completely agnostic about the robot and its environment: PCA incremental, Auto-encoder incremental, and CVT-MAP-Elites without prior. We also compare to a hand-coded BD that considers the nal 2D location of the puck. is last variant is used as a reference to compare the di erent approaches with a BD that has been hand-cra ed to maximize the coverage of the behavioral repertoire. Fig. 5 shows the learned BD spaces for each of the variants, as well as the corresponding trajectories, reconstructed trajectories and nal locations of the puck for each trajectory. First, we can observe that both AURORA-PCA and AURORA-AE nd a large diversity of trajectories covering the whole reachable space. We can also observe that CVT-MAP-Elites without prior is again, and for the same reasons, unable to nd a lot of controllers. When comparing with a hand-coded descriptor, we can see that the density of the nal puck locations are more uniform than those of AURORA-PCA or AURORA-AE. is can be explained by the fact that the hand-coded BD is explicitly de ned to achieve this type of result, while AURORA nds this autonomously. We also note that AURORA presents a higher density of solutions near the borders of the arena. is might be explained as collisions with the wall absorb some kinetic energy and thus makes it easier to stop the puck around these locations. It is thus easier to generate a large number of diverse trajectories surrounding a wall than in the middle of the arena. Fig. 6 -right describes the diversity scores obtained by the di erent variants. We observe that CVT-MAP-Elites shows the worst score, while AURORA-AE and the hand-coded BD show similar results (the di erence is not statistically signi cant p-value= 0.561 with rank-sum test). AURORA-PCA performs slightly be er than these two other approaches (p-value < 0.038). We can also observe that the reconstruction error is lower with AURORA-AE than with AURORA-PCA. is is mainly because the trajectories are highly non-linear in this experiment, which prevents PCA from producing accurate reconstructions.
Experimental results.
e fact that PCA usually shows a slightly be er coverage or diversity in both experiments is most likely due to the fact that PCA searches for the two main linear combinations that capture most of the variance in the data. On the other hand, the de nition of the latent space in an AE is only governed by how it might help the reconstruction of the trajectories. ere is no incentive in a traditional AE to structure the latent space according to a speci c criterion. In future works, we will investigate the use of Variational AE [15] or t-SNE [21] so as to encourage the latent to follow a speci c distribution (e.g. Gaussian).
DISCUSSION AND CONCLUSION
In this paper, we presented a new algorithm, AURORA, which combines a QD algorithm with a DR algorithm to enable robots to autonomously discover the range of their abilities. We have evaluated our approach on two experiments: a ballistic task and an air hockey scenario. In both scenarios, AURORA produced repertoires that cover a similar range of behaviors as those created with a certain amount of prior knowledge or domain expertise. Another useful aspect of AURORA is that it automatically de nes the BD function, which is one of the most challenging aspects of QD algorithms [5, 6, 27] . Surprisingly, AURORA is not any slower (in terms of convergence speed) than approaches with xed BD, even if it has to learn the BD function during the process. Overall, AURORA is a promising approach for scaling the QD algorithm to high-dimensional data, like CVT-MAP-Elites [30] , but without the need for prior knowledge about the robot or the environment.
In future works, we will investigate how AURORA scales to more sophisticated robots (e.g., with many degrees of freedom or so robots) and to more complex environments (e.g., with multiple objects). We will also investigate the use of multi-modal data, via the fusion for multiple sensory streams, and more complex DR algorithms, like recurrent LSTM-based auto-encoders [31] . In particular, it will be interesting to study the curriculum generated by the robot when it has access to images of itself and its environment. We can imagine in the early stages of its exploration, AURORA will discover how to control the robot, and in the later stage, how to interact with the environment.
While AURORA removes the need of domain knowledge to de ne the BD, several technical questions remain open. One of them regards the in uence of the size of the latent representation. A larger latent space would probably increase the behavioral diversity, but might also a ect the selective pressure in the QD algorithms. Finally, we will explore how AURORA can be extended to generate hierarchical behavioral repertoires [6] , such that AURORA will autonomously discover behaviors of increasing complexity.
