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We consider a bilevel continuous knapsack problem where the leader con-
trols the capacity of the knapsack and the follower’s profits are uncertain.
Adopting the robust optimization approach and assuming that the follower’s
profits belong to a given uncertainty set, our aim is to compute a worst case
optimal solution for the leader. We show that this problem can be solved
in polynomial time for both discrete and interval uncertainty. In the latter
case, we make use of an algorithm by Woeginger [11] for a class of precedence
constraint knapsack problems.
1 Introduction
Bilevel optimization has received increasing attention in the last decades. The aim is
to model situations where certain decisions are taken by a so-called leader, but then
one or more followers optimize their own objective functions subject to the choices of
the leader. The follower’s decisions in turn influence the leader’s objective, or even the
feasibility of her decisions. The objective is to determine an optimal decision from the
leader’s perspective. In general, bilevel optimization problems are very hard to solve.
Even in the case that both the leader and the follower solve linear programs, the bilevel
problem turns out to be strongly NP-hard in general [7]. Several surveys and books on
bilevel optimization have been published recently, e.g., [3, 5, 6].
Due to the hardness of deterministic bilevel optimization, it is not surprising that
relatively few articles dealing with uncertain bilevel optimization problems have been
published so far. Most of them adopt the stochastic optimization approach, where
(some of) the problem’s parameters are assumed to be random variables, and the aim
is to determine a solution optimizing the expected objective value; see e.g., [8] and the
references therein.
Our research is motivated by the question of how much harder does bilevel optimiza-
tion become, when adopting the robust optimization approach to address the uncertain-
ties. In this approach, the uncertain parameters are specified by so-called uncertainty
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sets which contain all possible (or likely) scenarios; the aim is to find a solution that is
feasible in each of these scenarios and that optimizes the worst case. The only article we
are aware of that addresses robustness in bilevel optimization is [2]. There, the authors
consider bilevel problems with linear constraints and a linear follower’s objective, while
the leader’s objective is a polynomial. The robust counterpart of the problem, with in-
terval uncertainty in the leader’s and the follower’s constraints, is solved via a sequence
of semidefinite programming relaxations.
In the following, we only consider uncertainty in the objective function. Even in
this case, in classical one-level robust optimization, some classes of uncertainty sets
may lead to substantially harder problems, e.g., finite uncertainty sets in the context
of combinatorial optimization [10]. In other cases, the problems can be solved by an
efficient reduction to the underlying certain problem. This is true in particular for the
case of interval uncertainty, where each coefficient may vary independently within some
interval. Indeed, it is not hard to see that, in the one-level case, each interval may be
replaced by one of its endpoints, depending on the direction of optimization, so that the
robust counterpart in this case is not harder than the certain variant of the problem. For
an overview of complexity results in robust combinatorial optimization under objective
uncertainty, we refer the reader to the recent survey [1] and the references therein.
However, we show in the following that the situation in case of interval uncertainty
is more complicated in bilevel optimization. We concentrate on a bilevel continuous
knapsack problem where the leader only controls the capacity. Without uncertainty, this
problem is easy to solve; see Section 2. However, if the follower’s objective is uncertain,
the problem becomes much more involved. It turns out that this approach requires to
deal with partial orders, more precisely, with the interval orders induced by the relations
between the follower’s profit ranges. Adapting an algorithm by Woeginger [11] for some
precedence constraint knapsack problem, we show that the problem can still be solved in
polynomial time; see Section 4. Before, we also discuss why the case of finite uncertainty
sets is tractable as well; see Section 3.
Both results are problem-specific and thus do not answer the question whether an
efficient oracle-based algorithm exists, using an oracle for the certain case. However,
we believe that the additional difficulty of the problem in the interval case makes the
existence of such an algorithm unlikely.
2 Underlying certain problem
We first discuss the deterministic variant of the bilevel optimization problem under con-
sideration, in which the follower solves a continuous knapsack problem, while the leader
determines the knapsack’s capacity and optimizes another linear objective function than
the follower. This problem is also discussed in [6], but we replicate the formulation and
the algorithm here for sake of completeness.
First recall that an important issue in bilevel optimization is that the follower’s op-
timum solution is not necessarily unique, but the choice among the optimum solutions
might have an impact on the leader. The two main approaches here are the optimistic
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and the pessimistic one. In the former case, the follower is assumed to decide in favor
of the leader, while in the latter case, he chooses the optimum solution that is worst for
the leader. For more details, see e.g., [6].
In the optimistic variant, the overall (certain) problem we consider can be formulated
as follows:
min d⊤x+ pb
s. t. b− ≤ b ≤ b+
x ∈ argmax c⊤x
s. t. a⊤x ≤ b
0 ≤ x ≤ 1
(P)
The leader’s only variable is b ∈ R and the follower’s variables are x ∈ Rn. The vectors
a, c ∈ Rn≥0 and d ∈ R
n and the bounds b−, b+ ∈ R as well as the weight p ∈ R are given.
We may assume 0 ≤ b− ≤ b+ ≤
∑n
i=1 ai and a > 0.
Moreover, we may assume that c > 0: items with ci = 0 and di < 0 (or di > 0,
respectively) will never be selected by the follower in the optimistic (or pessimistic)
case, so they can be removed from the instance. For all other items with ci = 0, it does
not change anything to increase their cost by some ε > 0 that is smaller than all other
values ci.
The follower solves a continuous knapsack problem which can be done, for example,
using Dantzig’s algorithm [4]: by first sorting the items, we may assume c1
a1
≥ · · · ≥ cn
an
.
The idea is then to pack the items into the knapsack in this order until it is full. More
formally, if b =
∑n
i=1 ai, everything can be taken, so the optimum solution is xi = 1 for
all i ∈ {1, . . . , n}. Otherwise, we consider the critical item
k := min
{
i ∈ {1, . . . , n} :
∑i
j=1 aj > b
}
and an optimum solution is given by
xi :=


1 for i ∈ {1, . . . , k − 1}
1
ak
(
b−
∑k−1
j=1 aj
)
for i = k
0 for i ∈ {k + 1, . . . , n} .
Note that the order of items and hence the follower’s optimum solution is not unique
if the ci
ai
are not all different. An optimistic follower would sort the elements with same
ci
ai
in descending order of the values di
ai
, a pessimistic one in ascending order. If this is
still not unique, there is no difference for the leader either.
Turning to the leader’s objective, first note that, due to the assumptions 0 ≤ b ≤∑n
i=1 ai and c > 0, every optimum solution of the follower’s problem satisfies a
⊤x = b.
We may thus assume p = 0 in Problem (P), since we have d⊤x+ pb = (d+ pa)⊤x then.
Now, as only the critical item k, but not the sorting depends on b, the leader can
just compute the described order of items, and her problem can be reformulated as
3
minimizing the function
f(b) :=


0 for b = 0
j−1∑
i=1
di +
dj
aj
(
b−
j−1∑
i=1
ai
)
for b ∈
( j−1∑
i=1
ai,
j∑
i=1
ai
]
, j ∈ {1, . . . , n}
over b ∈ [b−, b+]. As f is piecewise linear, it suffices to evaluate f at the boundary
points b− and b+ and at all feasible vertices, i.e., at b =
∑j
i=1 ai for all j ∈ {0, . . . , n}
with
∑j
i=1 ai ∈ [b
−, b+]. Hence, Problem (P) can be solved in time O(n log n), which is
the time needed for sorting.
3 Finite uncertainty
Now we look at the robust version of the problem where the follower’s objective function
is uncertain for the leader, and this uncertainty is given by a finite uncertainty set U
containing the possible objective vectors c:
min max
c∈U
d⊤x
s. t. b− ≤ b ≤ b+
x ∈ argmax c⊤x
s. t. a⊤x ≤ b
0 ≤ x ≤ 1
The inner maximization problem can be interpreted as being controlled by an adver-
sary, thus leading to an optimization problem involving three actors: first, the leader
takes her decision b, then the adversary chooses a follower’s objective c that is worst
possible for the leader, and finally the follower optimizes this objective choosing x.
Again, we aim at solving this problem from the leader’s perspective, which can be
done as follows: for every c ∈ U , consider the piecewise linear function fc as described
in Section 2. The vertices of each fc can be computed in O(n log n) time. The task is
then to minimize the pointwise maximum f := maxc∈U fc over [b
−, b+].
The pointwise maximum of two piecewise linear functions with n1 and n2 vertices,
respectively, has O(n1+n2) vertices, since between two vertices arising from intersections
of the function graphs, at least one of the functions must have another vertex. It can be
computed in O(n1 + n2) time by processing the vertices of the two functions from left
to right and checking for intersections of the linear segments that have some common
range.
To compute the pointwise maximum of k piecewise linear functions, one can build a
binary tree with a leaf for each of the k functions and recursively compute the maximum
of the two children at every other vertex. This results in a piecewise linear function with
O(llog2 k
∑k
i=1 ni) = O(k
∑k
i=1 ni) vertices, where l is the constant from the estimation
in the case with two functions, in O(k
∑k
i=1 ni) time.
Using ni ≤ n+ 1 for all i and plugging in k = |U |, we obtain the following result.
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Theorem 1. The robust bilevel continuous knapsack problem with finite uncertainty
set U can be solved in O(|U |n log n+ |U |2n) time.
4 Interval uncertainty
In this section, we look at a robust version of the problem having the same structure as
in Section 3, but now the uncertainty is given by an interval for each component of c.
We thus consider U = [c−1 , c
+
1 ] × · · · × [c
−
n , c
+
n ] and assume 0 < c
− ≤ c+. In classical
robust optimization, exploiting x ≥ 0, one could just replace the uncertain vector c
by the individual worst cases c− and obtain a certain problem again. However, such
a replacement is not a valid reformulation in the bilevel context. We will show that,
in fact, the situation in the bilevel case is more complicated, even though we can still
devise an efficient algorithm. To simplify the notation, we define
p−i :=
c−i
ai
, p+i :=
c+i
ai
for the remainder of this section. It turns out that interval orders defined by the inter-
vals [p−i , p
+
i ] will play a crucial role.
4.1 Interval orders and precedence constraint knapsack problems
For the leader, the exact entries of ci in their intervals [c
−
i , c
+
i ] do not matter, but only the
induced sorting that the follower will use. Given U and a, the possible sortings are exactly
the linear extensions of the partial order P that is induced by the intervals [p−i , p
+
i ] in
the sense that we set
i <P j :⇔ p
+
i < p
−
j .
Such a partial order is called an interval order. In other words, if the intervals corre-
sponding to two elements are disjoint, then their order in the follower’s sorting is fixed,
otherwise, by appropriate choices of c, both orders of the two elements in the sorting are
possible.
For simplicity, we assume that all values p−i and p
+
i are pairwise different. With this,
we do not have to distinguish between the optimistic or pessimistic variant, since for
every linear extension of the interval order, c ∈ U can be chosen such that the follower’s
optimum solution corresponds to this linear extension and is unique. If some endpoints
of different intervals coincide, an optimistic or pessimistic follower can be modelled by
shifting these endpoints slightly (in one or the other direction) such that the assumption
holds.
One could compute all linear extensions of P and the pointwise maximum over all
corresponding piecewise linear functions as in Section 3, but these could be exponentially
many. However, it turns out that it is not necessary to consider all linear extensions
explicitly and that the problem can still be solved in polynomial time. We will see that
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the adversary’s problem
max d⊤x
s. t. c ∈ U
x ∈ argmax c⊤x
s. t. a⊤x ≤ b
0 ≤ x ≤ 1
for fixed b ∈ [b−, b+] is closely related to the precedence constraint knapsack problem or
partially ordered knapsack problem; see, e.g., Section 13.2 in [9]. This is a 0-1 knapsack
problem, where additionally, a partial order on the items is given and it is only allowed
to pack an item into the knapsack if all its predecessors are also selected.
For the special case of this problem where the partial order is an interval order,
Woeginger described a pseudopolynomial algorithm, see Lemma 11 in [11]. There the
problem is formulated in a scheduling context and is called good initial set. The algorithm
uses the idea that every initial set (i.e. prefix of a linear extension of the interval order)
consists of
• a head, which is the element whose interval has the rightmost left endpoint among
the set,
• all predecessors of the head in the interval order, and
• some subset of the elements whose intervals contain the left endpoint of the head
in their interior.
The algorithm iterates over all elements as possible heads, and looks for the optimum
subset of the elements whose intervals contain the left endpoint of the head in their inte-
rior that results in an initial set satisfying the capacity constraint. Since these elements
are incomparable to each other in the interval order, each subproblem is equivalent to
an ordinary 0-1 knapsack problem and can be solved in pseudopolynomial time using
dynamic programming; see e.g., [9]. Our algorithm for the adversary’s problem is a
variant of this algorithm for the continuous knapsack and uses Dantzig’s algorithm as a
subroutine, therefore we will obtain polynomial runtime.
For this, we need the notion of a fractional prefix of a partial order P , which is a triple
(J, j, λ) such that J ⊆ {1, . . . , n}, j ∈ J , 0 < λ ≤ 1, and there is an order of the elements
in J , ending with j, that is a prefix of a linear extension of P . Every optimum solution
of the follower, given some b and c, corresponds to a fractional prefix. The follower’s
solution corresponding to a fractional prefix F = (J, j, λ) is defined by
xFi :=


1 for i ∈ J \ {j}
0 for i ∈ {1, . . . , n} \ J
λ for i = j .
Additionally, there is the empty fractional prefix ∅ with x∅ = 0.
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Let P be the set of all fractional prefixes of the interval order <P given by U and a.
Then the leader’s problem can be reformulated as follows:
min
b∈[b−,b+]
max
F∈P
a⊤xF =b
d⊤xF
In the next subsections, we first describe an algorithm to solve the inner maximization
problem for fixed b, which will then be generalized to the minimization problem over b.
4.2 Solving the adversary’s problem
First, consider the special case where the interval order has no relations. This means that
all intervals intersect and hence, all permutations are valid linear extensions. Note that
a pairwise intersection of intervals implies that all intervals have a common intersection,
since for every two intervals [z−1 , z
+
1 ] and [z
−
2 , z
+
2 ] holds z
−
i ≤ z
+
j for i, j ∈ {1, 2}, so the
smallest right endpoint is right of or equal to the largest left endpoint. Then the problem
is very similar to the bilevel continuous knapsack problem without uncertainty that was
described in Section 2, where the adversary here becomes the follower there. The only
differences are that c = d and this is not necessarily positive, and that the constraint
a⊤x ≤ b is replaced by a⊤x = b. But with this changed, the follower’s continuous
knapsack problem can still be solved as described in Section 2 – note that the algorithm
fills the knapsack completely anyway if b ≤
∑n
i=1 ai.
Denote the algorithm for this special case, returning the corresponding fractional
prefix, by Dantzig. We will also need this algorithm as a subroutine on a subset of
the elements (like the pseudopolynomial knapsack algorithm in Woeginger’s algorithm).
Therefore, we consider the algorithm as having input I ⊆ {1, . . . , n}, d ∈ RI , a ∈ RI>0,
and b ∈ [0,
∑
i∈I ai].
The adversary’s problem can now be solved by Algorithm 1.
In the notation of Woeginger’s algorithm, the k-th element is the head in iteration k,
I−k is the set of its predecessors, and I
0
k corresponds to the intervals containing the left
endpoint of the head – not necessarily in their interior, so that, in particular, also k ∈ I0k .
The basic difference to Woeginger’s algorithm is that due to the fractionality, it is
important to have a dedicated last element of the prefix. Apart from that, the order of
the elements in the prefix is not relevant. In our construction, any element of I0k could
be this last element, in particular it could be k, but it does not have to. In Algorithm 1,
the prefix constructed in iteration k does not necessarily contain the k-th element, but
still, all prefixes that do contain it as their head are covered by this iteration.
Lemma 2. Algorithm 1 is correct.
Proof. For b = 0, the only feasible and therefore optimum solution is ∅, so that the result
is correct if the algorithm terminates in line 2.
So assume b 6= 0 now. The first part of the proof shows that the algorithm returns
a feasible solution, if K 6= ∅: in each iteration k, I−k is the set of predecessors of k in
the interval order P . The set I0k consists of elements that are incomparable to k and to
each other in P , since the corresponding intervals all contain the point p−k by definition.
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Algorithm 1: Algorithm for the adversary’s problem
Input : a ∈ Rn>0, 0 ≤ b ≤
∑n
i=1 ai, d ∈ R
n, 0 < p− < p+
Output: F ∈ P with a⊤xF = b maximizing d⊤xF
1 if b = 0 then
2 return ∅
3 K := ∅
4 for k = 1, . . . , n do
5 I−k := {i ∈ {1, . . . , n} : p
+
i < p
−
k }
6 I+k := {i ∈ {1, . . . , n} : p
−
i > p
−
k }
7 I0k := {1, . . . , n} \ (I
−
k ∪ I
+
k )
8 if 0 < b−
∑
i∈I−
k
ai ≤
∑
i∈I0
k
ai then
9 (J ′k, jk, λk) := Dantzig(I
0
k , dI0k
, aI0
k
, b−
∑
i∈I−
k
ai)
10 Jk := J
′
k ∪ I
−
k
11 K := K ∪ {k}
12 return (Jk, jk, λk) with k = argmax{d
⊤x(Jk,jk,λk) : k ∈ K}
Hence it is valid (with respect to P ) to call Dantzig’s algorithm in line 9 on I0k . The
condition in line 8 makes sure that we only call the subroutine if the available capacity
is in the correct range, i.e., if it is possible to fill the knapsack with the elements in I−k
and a subset of the elements in I0k .
Then (Jk, jk, λk) is a fractional prefix, as all predecessors of k and therefore also all
predecessors of all i ∈ Jk ⊆ I
−
k ∪ I
0
k (for which p
−
i ≤ p
−
k holds) belong to Jk. The
element jk is a valid last element of a prefix consisting of the elements in Jk because
jk ∈ I
0
k by construction and therefore, there are no successors of jk in Jk. Moreover,
a⊤x(Jk,jk,λk) =
∑
i∈I−
k
ai + b −
∑
i∈I−
k
ai = b by construction and by the correctness of
Dantzig’s algorithm.
Now we prove the optimality of the returned solution. Let (J, j, λ) be an optimum
solution (if ∅ is optimum, then b must be 0, and this case is trivial). Choose k ∈ J
with maximal p−k . Then I
−
k ⊂ J since J is a prefix and k ∈ J , so all predecessors of k
must be in J as well. Moreover, j ∈ J \ I−k as all elements in I
−
k have at least one
successor (namely k) in J . By the choice of k, we have I+k ∩ J = ∅. Hence, J \ I
−
k ⊆ I
0
k
and (J \ I−k , j, λ) is a feasible solution of the subproblem solved by the call of Dantzig’s
algorithm in line 9 since a⊤x(J\I
−
k
,j,λ) = a⊤x(J,j,λ) −
∑
i∈I−
k
ai = b−
∑
i∈I−
k
ai. Thus
d⊤x(J,j,λ) =
∑
i∈I−
k
di + d
⊤x(J\I
−
k
,j,λ)
≤
∑
i∈I−
k
di + d
⊤x(J
′
k
,jk,λk) = d⊤x(Jk,jk,λk) ,
which is at most the cost of any returned solution. The second part of the proof also
shows that K 6= ∅. Thus, the algorithm always returns an optimum solution.
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An optimum solution of the adversary’s problem in the original formulation, i.e., a
vector c ∈ U , can be derived from the fractional prefix (Jk, jk, λk) returned by the
algorithm in the following way:
ci :=


c−i for i ∈ Jk \ {jk}
c+i for i ∈ {1, . . . , n} \ Jk
c−k + ε for i = jk ,
where ε > 0 is chosen small enough such that
c
−
k
+ε
ajk
< p+i for all i ∈ {1, . . . , n} \ Jk.
Note that this solution sets each variable except for cjk to an endpoint of its corre-
sponding interval. In general, there is no optimum solution with all variables set to an
interval endpoint. This can be seen in the following example: Set a = (1, 1, 1)⊤, b = 32 ,
U = [2, 3]× [4, 5]× [1, 6] and d = (1,−1, 0)⊤. The optimum solution returned by the al-
gorithm is ({1, 3}, 3, 12 ) with value 1. For the follower to select the first element and half
of the third element, i.e., for c1 ≤ c3 ≤ c2 to hold, the adversary must choose c3 ∈ [2, 5],
so it cannot be at one of the endpoints of [1, 6].
4.3 Solving the leader’s problem
Next, we describe an algorithm to solve the robust bilevel optimization problem, which
performs the minimization over the capacity b. For this, we will use the variant of
Dantzig’s algorithm which returns a piecewise linear function, as described in Section 2.
We call this routine Dantzig’ and assume its input to be I ⊆ {1, . . . , n}, d ∈ RI ,
a ∈ RI>0, and 0 ≤ b
− ≤ b+ ≤
∑
i∈I ai. The output is a piecewise linear function f , which
can be represented by a list of all its vertices, given as points of the graph of f .
The leader’s problem can now be solved by Algorithm 2.
Lemma 3. Algorithm 2 is correct.
Proof. First note that Algorithm 1 can be considered as the special case of Algorithm 2
where b = b− = b+. For the correctness of Algorithm 2, it is enough to show that the
function f describes the value of the output of Algorithm 1 depending on b ∈ [b−, b+].
For b = 0, which is only possible if b− = 0, this is clearly the case.
The condition in line 9 ensures that b˜− ≤ b˜+, so the call of Dantzig’s algorithm in
line 12 is valid. Let (Jbk, j
b
k, λ
b
k) be the fractional prefix (Jk, jk, λk) in Algorithm 1 called
for b ∈ [b−, b+]. We claim that fk is defined at b if and only if (J
b
k, j
b
k, λ
b
k) is defined, and
then fk(b) = d
⊤x(J
b
k
,jb
k
,λb
k
) for all k ∈ {1, . . . , n} and all b ∈ [b−, b+] with b > 0.
Let k ∈ {1, . . . , n} and b ∈ [b−, b+] with b > 0. Then fk(b) is defined if and only if
b˜− +
∑
i∈I−
k
ai ≤ b ≤ b˜
+ +
∑
i∈I−
k
ai, i.e., if and only if
∑
i∈I−
k
ai ≤ b ≤
∑
i∈I0
k
ai +
∑
i∈I−
k
ai ,
which is (almost) the same condition as the one for defining (Jbk, j
b
k, λ
b
k). Actually,
(Jbk, j
b
k, λ
b
k) is not defined if b =
∑
i∈I−
k
ai, but this is only for convenience in Algo-
rithm 1. We could define it there as (I−k , j
∗, 1), where j∗ is a maximal element in I−k .
But this is not relevant since this fractional prefix is also considered in iteration j∗.
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Algorithm 2: Algorithm for the leader’s problem
Input : a ∈ Rn>0, 0 ≤ b
− ≤ b+ ≤
∑n
i=1 ai, d ∈ R
n, 0 < p− < p+
Output: value b ∈ [b−, b+] minimizing the result of Algorithm 1
1 K := ∅
2 if b− = 0 then
3 f0 := {(0, 0)}
4 K := K ∪ {0}
5 for k = 1, . . . , n do
6 I−k := {i ∈ {1, . . . , n} : p
+
i < p
−
k }
7 I+k := {i ∈ {1, . . . , n} : p
−
i > p
−
k }
8 I0k := {1, . . . , n} \ (I
−
k ∪ I
+
k )
9 if 0 ≤ b+ −
∑
i∈I−
k
ai and b
− −
∑
i∈I−
k
ai ≤
∑
i∈I0
k
ai then
10 b˜− := max{0, b− −
∑
i∈I−
k
ai}
11 b˜+ := min{b+ −
∑
i∈I−
k
ai,
∑
i∈I0
k
ai}
12 f ′k := Dantzig’(I
0
k , dI0k
, aI0
k
, b˜−, b˜+)
13 fk := f
′
k + (
∑
i∈I−
k
ai,
∑
i∈I−
k
di) // shift all vertices of f
′
k by
∑
i∈I−
k
ai in
x direction and by
∑
i∈I−
k
di in y direction
14 K := K ∪ {k}
15 f := max{fk : k ∈ K} // pointwise maximum
16 return argmin{f(b) : b− ≤ b ≤ b+}
In case fk(b) is defined, the corresponding values fk(b) and d
⊤x(J
b
k
,jb
k
,λb
k
) agree because
the piecewise linear function returned by Dantzig’ consists of the values of the solutions
returned by Dantzig for given values of b. This proves the correctness of Algorithm 2.
Theorem 4. The robust bilevel continuous knapsack problem with interval uncertainty
can be solved in O(n3) time.
Proof. In every of the n iterations, the algorithm needs O(n) time to compute the sets
I−k , I
+
k and I
0
k , and, since |I
0
k | ≤ n, O(n log n) time for Dantzig’s algorithm. As explained
in Section 3, the pointwise maximum of the at most n piecewise linear functions and the
minimum of the resulting function (lines 15 and 16) can be computed in O(n3) time.
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