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Chapter 1
Introduction
G. Moore’s prophecy for the miniaturization of the electrical circuits guided the semicon-
ductor industry for the past 40 years. Adherence to this law had brought the semiconductor
industry from the microtechnology to the forefront of nanotechnology. With nanotechnol-
ogy we diminish the size of the device so much that its properties are no longer governed
by classical laws but by the laws of quantum physics. The quest to make things smaller
on one hand poses numerous problems related to assembly and characterization. On the
other hand it exposes new and exciting properties of matter which can be used in the field
of electronics, medicine and everyday life. For example, the discovery and industrializa-
tion of the phenomenon of Giant Magneto Resistance has dramatically reduced the size of
magnetic storage devices. Things like mp3 player and ipods are products of masses. It has
completely revolutionized the field of consumer electronics and also fetched the Nobel prize
for physics for 2007.
One of the main problems of nanotechnology is related to the assembly of the device compo-
nents. The traditional methods of device fabrication based on light and e-beam lithography
are close to their limits. Saturation of this so called conventional top-down approach where
devices are fabricated by cutting a big piece to a smaller one has led to the discovery of
a new technological concept for the device fabrication. The new bottom-up approach is
thought to be the solution of the device fabrication at the nano level where the typical
dimension of the assembled structures is in few Angstroms or nanometers. This technology
aims at making a big device by assembling all its small constituents together.
In this thesis we report the self assembly of metallic nanowires (NWs), carbon nanotubes
(CNTs) and biomolecules like microtubules (MTs). A major portion of the work was related
to the assembly and characterization of metallic nanowires but we also worked on CNTs
and microtubules. Exploring the dielectrophoretic assembling properties of all the different
entities (NW, CNT and MT) was the main aim of the thesis. The vision of the whole work
was to endeavor on the lines of the bottom-up approach and use dielectrophoresis as a tool
to build up a system by assembling its constituting elements together. We showed that
dielectrophoresis can be used to manipulate both biological and inorganic systems and so
it is a very effective fabrication tool for the bionanotechnology.
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The thesis is organized as follows:
Chap. 2: Different properties of low-dimensional conductors are considered. A brief discus-
sion on the different synthetic methods of nanowires, carbon nanotubes and biotem-
plated nanowires is done. Different methods for aligning biomolecules and nanostruc-
tures are also discussed.
Chap. 3: A detailed theory of the process of dielectrophoresis is presented. We explain the
process of dielectrophoresis for neutral spherically and cylindrically shaped particles
and charged biomolecules. Dielectrophoretic properties of carbon nanotubes are also
discussed.
Chap. 4: We give detailed experimental conditions for the dielectrophoretic assembly of
CNTs, NWs and MTs and their hybrid materials. Different characterization methods
are also enlisted.
Chap. 5: This chapter deals with the experimental results of palladium and platinum
nanowires along with silver microwires. Structural properties and morphology of
palladium nanowires are listed. Two different types of wires were grown. One of
them was extremely thin (≈5 nm) and branched while the other type was thick (≈25
nm) and dendritic. Room temperature and low temperature IV-measurements were
done which showed interesting one-dimensional conduction properties for the thin
palladium wires. Besides being used as nanowires, these nanostructures can be used
to build single electron transistors (SET) and also in break junction studies.
Chap. 6: This chapter deals with the theory of the formation of nanowires. A detailed
model for nucleation and growth of the wires from the solution phase is mentioned
with the corresponding kinetic and energetic parameters. Silver wires were used to
observe the growth process from the solution and for the development of the model.
Effects of the substrate properties on the growth of the wire is also discussed.
Chap. 7: CNTs have also been dispersed, dielectrophoretically assembled and characterized.
It was possible to make selective deposition (more metallic to more semiconducting)
between the electrodes making good metallic channels and also field effect transistors
(FETs). We produced CNTFETs having extremely high on/off ratio (≈ 107) in
a single step without the requirement of any intermediate burning process of the
metallic tubes.
Chap. 8: Besides the inorganic systems mentioned before, the dielectrophoretic experimental
conditions required for the self assembly of biomolecules like microtubules between
electrodes was also investigated. The assembly of the microtubules over the electrodes
was demonstrated. The threshold electric field and the range of frequency for which
the microtubules can be assembled between the electrodes was estimated.
Chap. 9: Hybrid structures formed by mixing the CNTs, NWs and MTs in combination of
two have been demonstrated. A hybrid structure CNT-nanowire was made between
3the electrodes by cutting apart the CNTs and joining them with the nanowires. This
shows the possibility to couple these different 1D systems together and explore their
properties. Similarly, MTs were assembled between the electrodes by mixing them
with the palladium acetate solution. This may lead to the formation of microtubule
templated metallic nanowires or growth of nanowires within the internal cavity of the
microtubule. The possibility of coupling the microtubules with the CNTs was also
explored. It is shown that experimentally it is possible to put single walled CNTs
in the internal cavity of the microtubule and detect using the electrostatic force mi-
croscopy (EFM). A long term aim of these experiments could be to move the CNT
filled microtubule over the beds of motor proteins to bring about the controlled trans-
port of CNTs over the nano-circuits.
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Chapter 2
Low-dimensional conductors
2.1 General consideration
Low dimensional materials due to their large surface area and quantum confinement effects,
possess distinct electronic, optical, chemical and thermal properties which make them an
interesting subject to study. In many cases 1D nanostructures exhibit better properties
than bulk materials. For example, it has been found that the melting point of solid mate-
rial is greatly reduced when processed as nanostructures [1]. This considerably lowers the
annealing temperature necessary for the formation of defect-free nanowires. Furthermore a
reduction in melting point enables one to cut, interconnect and weld nanowires at relatively
mild temperatures. The mechanical properties of the nanostructures are also quite differ-
ent from bulk materials. Single-crystalline 1D nanostructures are much stronger than their
higher dimensional counterparts, which could be attributed to the reduction of defects per
unit length due to the decrease in lateral dimensions. These nanostructures are promising
candidates for reinforced composite polymers. Similarly STM assisted mechanical studies
of freely suspended chains of single Au atom found that the bond-strength of the nanowire
is about twice that of the bulk metallic bond [2]. Miniaturization of circuits is also one
of the main driving force for the study of 1D systems. Many functional devices made of
1D nanostructures have been demonstrated which include field effect transistors (FETs),
p-n junctions, bipolar junction transistors, complementary inverters and resonant tunneling
diodes. Because of their extremely small size, their conductance is in ballistic regime [3]
and independent of the material. Such small dimensions of nanowires ensure an extremely
high device density on a chip. Similar to electron transport, phonon transport also under-
goes changes for extremely small systems. Theoretical studies show that phonon dispersion
relations undergo a change for silicon nanowires as they become smaller than 20 nm, such
that the group velocity is much less than the bulk values. This results in a reduced thermal
conductivity which is desirable for applications such as thermoelectric cooling and power
generation. Besides they also show interesting photoluminescence [4], lasing [5], photocon-
ductivity and optical switching [6], sensing [7] and nonlinear optical properties [8] which
increases their importance to host of other applications. Thus the field of nano-technology
has opened many exciting topics for studies like size dependent excitation or emission, quan-
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tized conductance, Coulomb blockade, and metal insulator transition. Exploring new and
interesting features of 1-dimensional objects (nanowires, nanotubes) and applying them for
producing new devices which are more efficient than their traditional counterparts is the
main motivating factor for this work.
2.2 Nanowires
Nanowires (NWs) have gained considerable attention among the researchers in the past few
years [9]. Attempts to fabricate NWs dates back to 1960 when Wagner demonstrated for
the first time the one-dimensional growth of NWs, which were in the range of micrometers
and termed as ”whiskers”. The corresponding growth theory was called ”vapor-liquid-
solid (VLS)” mechanism. The process starts with the dissolution of gaseous reactants into
nanosized liquid droplets of a catalyst metal, followed by nucleation and growth of single
crystalline rods and then wires. This process was examined by Lieber [10, 11], Yang [12],
and many other research groups to generate nanowires and nanorods from a rich variety
of inorganic materials. NWs can also be grown by the vapor-solid process which does not
involve liquid droplets as catalyst. The source material is thermally evaporated near its
melting point and then deposited at cooler temperature [13]. Common examples are the
formation of ZnO and Ga2O3 NWs. Besides, there also exists electrochemical methods
of deposition where templated cathodes are used [14, 15]. Other methods for growing
nanowires between the electrodes use a template (e.g. DNA [16, 17] or self-assembly [18,
19]). The composition and the process parameters of the nanowires are very easy to control
which has a direct influence on its morphology, structural and the electronic properties.
Semiconducting nanowires can act as FETs. Hybrid structures of different semiconducting
wires can act as diodes [20], transistors [21], memory units [22], LEDs [23], and chemical
and biological sensors [24].
2.3 Carbon nanotubes
With the study of C60 and C70 in the last decade it was realized that an infinite variety of
closed graphitic structures could be formed, each with unique properties [25]. A theoretical
paper on the electronic structure of such small tubes was published in 1991 by a group at
the Naval Research Laboratory [26]. The theory predicted an infinite fullerene tubule con-
structed by C10 rings with D5h symmetry will attain a carrier density as that of metals. It
also stated that the tube will carry no Peierl’s distortion at room temperature unlike other
conjugated material like polyacetylene. At the same time Sumio Iijima at NEC Fundamen-
tal research lab in Tsukuba (Japan), observed tubular features in the transmission electron
micorscopy images of fullerene soot produced in an arc discharge [27]. They were identified
as fullerene tubes consisting of multiple shells in which the tubes were arranged in a co-axial
fashion. This was the first reported discovery of carbon naotubes by S. Iijima [28]. In 1993
Ijima’s group and D. Bethune and coworkers at IBM Almaden research center in San Jose
California, simultaneously found that the nanotubes with single shell could be produced by
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Figure 2.1: Laser ablation growth
of CNT: In this technique a laser
is aimed at a block of graphite,
vaporizing the graphite. Con-
tact with a cooled copper collec-
tor causes the carbon atoms to
be deposited in the form of nan-
otubes. The nanotube ”felt” can
then be harvested [34].
the use of transition metal catalyst [29, 30]. This accelerated the research in single walled
nanotubes both theoretically and experimentally. The work by Richard Smalley and his
group, dramatically increased the yield of CNT to 80% by laser ablation techniques [31].
This gave a major boost to experimental research on CNTs as all the previous stated meth-
ods had a very low yield. It was shown by Catherine Journet and colleagues that high yield
of single walled CNTs can also be produced by arc-discharge methods [32]. Carbon nao-
tubes are also grown by chemical vapour deposition (CVD) methods. In this this method
nanotubes are grown by reacting hydrocarbons (e.g. CH4, C2H6) and hydrogen gas over a
substrate covered with metal catalyst particles. Both single walled and multiwalled CNTs
can be grown by this method. This CVD growth technique offers both large scale growth
of nanotube along with site specific growth on microfabricated chips or tips of scanning
probe microscopes.
Carbon nanotubes are characterized by diameter and their chiral angle [33]. To effectively
control the tube diameter and the tube chirality are some of the major challenges to over-
come in the CNT growth processes.
2.4 Biotemplated nanowires
Nanostructures are materials having dimensions less than 100 nm [35]. Within this defini-
tion one can distinguish between nano-particles/rods (having an aspect ratio less than 10),
nanowires (having an aspect ratio more than 10) and nanotubes with hollow interiors. The
growth of metal structures on biomolecular templates is a promising route to produce com-
plex metal nanostructures [36]. The ultimate limit of template assisted fabrication is to use
a single molecule as a template. Biological proteins and DNA are most commonly reported
templates. Here the self assembling capability of the biomaterial leading to morphological
reproducibility is the most important property as it leads to the growth of the artificial
structures from geometrically well defined templates. The first experiments using DNA as
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Figure 2.2: Low voltage scan-
ning electron microscope image
of a single palladium metallized
DNA strand with a length of 16
µm corresponding to the length
of a lambda-DNA molecule. The
right-hand side of the strand con-
nects two gold electrodes over a
SiO2 substrate. The inset shows
a magnification of the middle part
with a diameter of 50 nm [16].
template were reported by E. Braun et al. for the formation of silver nanowires [37]. In
this experiment, DNA strand was stretched out on a surface and silver was precipitated
around it. This lead to the formation of around 100 nm thick wires around 2 nm thick
DNA samples and exhibited interesting electronic properties. Using similar electroless re-
duction process Mertig et al. produced platinum [38, 39] and palladium [16, 17] nanowires
which were about few nanometers thick and extending up to several microns. The main
advantage of using DNA as template is the property of the single strands to self assemble
by combining with the sequence specific opposite strands. This process of electroless wire
formation involves two different steps as stated below:
• Activation of the biotemplate by metal ion complex, which in turn binds to the
template.
• Subsequent reduction of the complexes to form metallic clusters.
Besides DNA, biomolecular template based tubular nanostructures have been fabricated by
utilizing phospholipids tubules, or rhadiposomes as template. Magnetic nanowires of nickel
and cobalt have been made using microtubules as a template [40]. Under physiological
conditions the morphology of the template is completely preserved.
2.5 Integration into contact arrays
One of the major hurdles of micro and nano systems is their controlled assembly over the
substrate as a perfect ordered state of nanosystems is difficult to achieve. Bioassembly
and organization involve study of the physical and chemical processes that contribute to
the assembly and spatial organization of physical, macromolecular and biological objects.
The studies of these assembling processes are aimed to discover, understand and control
the underlying physical mechanisms. At a very small scale the process of self assembly
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Figure 2.3: Shown is the self assembly and structural rearrangement of DNA in the cells.
(A) Formation of nucleotides, the building block of DNA, (B) Arrangement of nucleotides
to form a single strand. (C) Formation of the second strand over the first one. Note that the
formation is driven by the chemical affinity of the nucleotide A-T and G-C. (D) The double
stranded DNA. (E) The structure coils itself into an energetically favorable configuration.
[41].
occurs extremely efficiently and reproducibly in biological systems like cells, cell-organelles,
bacteria, proteins, etc. These bio-driven assemblies are mostly driven by chemical affinity
or by the energetic parameters. The assembly of the biomolecules into a structure is mostly
governed by the chemical affinity between the building blocks, while the final shape of the
structure is governed by the energetics parameters. For example Fig. 2.3 shows the self
assembly process of a double stranded DNA. Only the two sequentially opposite strands
zip together due to the chemical affinity leading to the formation of a double strand. The
helical structure of the double strand is governed by energetic parameter. The chemical
affinity of a single-strand to sequentially opposite strand is used in various experiments for
self-assembly of nanostructures. Binding nanostructures to functionalized single-stranded
DNA is used to lay them between the electrodes and perform various experiments. Besides
chemical affinity, hydrophobic interaction are also one of the main driving forces for self-
assembly. Shown in Fig. 2.4 is the self-assembly of lipid molecules to form a bilayer. This
assembly is driven by the hydrophobic interaction between the hydrocarbon chains which
forces them to come together. As shown they form a planar sheet when assembled between
the water layers. Like DNA, the final shape of the monolayer is governed by the energetic
parameters. In Fig. 2.4(top) the bilayer is the energetically stable configuration and in the
(bottom), the spherical shape is the stable one. Similarly other biological self-assemblies
are driven by the chemical affinity followed by the energetics.
Various methods have been employed for the assembly of non biological physical objects
like carbon nanotubes (CNTs), nanowires and nanoparticles. They include from templated
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Figure 2.4: Top: self assem-
bly of lipid bilayer in aqueous so-
lution. Due to the hydropho-
bic/hydrophilic interaction the
lipid molecules self assemble as a
bilayer. Such a bilayer appears
black when it forms across a small
hole in a partition separating
two aqueous compartments. Bot-
tom: The spontaneous closure of
a phospholipid bilayer to form a
sealed compartment. The closed
structure is stable because it
avoids the exposure of the hy-
drophobic hydrocarbon tails to
water, which would be energeti-
cally unfavorable.[41].
assembly, via functionalized biomolecules [42], direct growth over the substrate followed by
electrode deposition [21, 43, 44] and finally by the direct growth between the electrodes. In
direct growth between the electrodes one can directly grow CNTs between the two electrodes
which are made of transition metals acting as catalysts for the CNT growths. Single walled
carbon nanotubes (SWCNTs) are grown from one electrode to the other to form bridges
that electrically connect the electrodes [45]. Using dielectrophoresis one can self-assemble
micro- and nano-particles between a set of pre-aligned micro-electrodes. Dielectrophoresis
works in a non-uniform electric field that leads to the polarization of the particles. It can
be viewed as an electrical equivalent to optical tweezers [46] and optical spanners [47] as
it exerts forces on a particle due to the interaction between the particle and the imposed
field gradient. Particle arrangement via dielectrophoresis has many advantages compared
to scanning probe methods. The most important one being that the equipment used is sim-
ple, cheap and has no moving parts. It depends only on the electronic interaction between
the particle and the bulk electric field. Using dielectrophoresis, particles can be forced to
move to local field maxima (positive DEP) or to the local field minima (negative DEP)1.
Works by Fuhr and coworkers [48] demonstrated that viruses about 100 nm diameter could
be manipulated using negative dieletrophoresis. Similar work was demonstrated for latex
spheres [49], DNA [50], proteins [51] and functionalized gold particles [52]. An alternative
approach of single particle manipulation is to coat atomic force microscope (AFM) silicon
tips with nano-diamonds. In this the AFM tip generate a field inhomogeneity and positive
dielectrophoresis was used to attract particles to the tip [53]. Besides manipulation, DEP
was also used to separate a broad range of particles including yeasts, cancer-cells, bacterias
1Refer to chapter 3 for details.
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from many others. Morgen et al. demonstrated the separation of viruses into two distinct
populations [54]. Krupke et al. reported the separation of metallic and semiconducting
CNTs via dielectrophoresis [55]. DEP has been used for the deposition of CNTs between
electrodes [56]. Colloidal particles can be assembled as wires of length up to several mil-
limeters with diameter typically in the micrometer range [19, 57, 58]. It has also been
demonstrated that dielectrophoresis can lead to the self-assembly of metallic nanowires be-
tween electrodes from their solution phase [59]. Thus we see that dielectrophoresis is an
effective tool for the manipulation and self-assembly of nano-objects. It can be used for a
wide variety of applications on systems ranging from single particles to macromolecules and
bio-polymers like DNA/microtubules etc. This offers ways to the manipulation of objects
possible in micro- as well as nano-scale.
We report the self-assembly of metallic nanowires from the aqueous solution by dielec-
trophoresis. Carbon nanotubes were also deposited between the electrodes leading to the
formation of field-effect transistors. Motions of biomolecules like microtubules can also be
controlled by dielectrophoresis. Hybrid structure between nanowires and CNT were built
up by the process of dielectrophoresis. In brief we report in this work the possibility to
assemble a large variety of particles (ions, neutral particles and biomolecules) between the
electrodes leading to device formation.
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Chapter 3
Theory and concepts of
dielectrophoresis
The reference of dielectrophoresis [60] dates back to 1951, when H. A. Pohl performed the
initial experiments with small plastic particles suspended in an insulating medium [61]. His
experiments revealed that the application of a non-uniform alternating field could direct
the movement of the particles. Henceforth, a new terminology Dielectrophoresis” (DEP)
was pronounced by him, which combined the words for force, ”phoresis” from Greek, with
the word ”dielectric”. His first DEP-based particle characterization and separation sys-
tems used large-scale experimental apparatus [62]. As his systems were relatively large he
required high voltages to see the movement and separation . The process did not gain
much attention until the 1980s. The research in this field made huge progress with the
onset of micro-chip technology which led to the formation of smaller electrodes. This
facilitated the experiments to be performed at much lower voltages and hence evoked in-
terest of several groups in this technology. It has been used extensively both in the field
of bio- and nano-technology for localization, separation and self-assembly of particles. In
biotechnology it can be used for selective trapping, manipulation and separation of cells or
cellular organelles [63]. It is also noted for its ability to apply positive or negative forces.
Electrophoresis deals with charged particles and so has a limited use as a separation tool.
Dielectrophoresis is rather free of this limitation and can be used to separate and manipu-
late neutral particles and opens up a whole new realm of possibilities in chromatographic
analysis with the advent of lab-on-a-chip technology [62]. Dielectrophoresis is useful for the
inexpensive and large scale parallel manipulation of neutral micro- and nano-objects [64].
It was used to assemble NiSi nanowires [65], GaN nanowires [66], carbon nanotubes [67],
silicon microblocks [68], ZnO nanorods and nanobelts [69, 70], gold nanowires [71] and
nanowire interconnects [72].
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3.1 Dielectrophoresis of spherical particles
There exists two types of dipoles in nature, viz. a permanent dipole and an induced dipole
as shown in the Fig. 3.1. Permanent dipoles as the name suggests, have a dipole moment ~p
even in the absence of any electric field. Induced dipoles have no permanent dipole moment
in the absence of external electric field. When placed in an external electric field, charge
separation occurs within the material and so it develops an induced dipole moment. The
dipole moment of an induced dipole depends on the strength of the external applied field
and also on the polarizability of the material (Fig. 3.1(b)).
Dielectrics are materials made of infinitesimal dipoles randomly oriented in the whole bulk.
Hence the particle has a zero dipole moment in the absence of an external electric field.
The application of an external electric field changes the orientation of these dipoles along
the field, which leads to the polarization of the material. The material gains a net induced
dipole moment in the direction of the external electric field. This is termed as polarization
of the material. In this section we try to estimate the force on a dielectric material (or in
a limiting case on a single dipole) when placed in an external electric field. This force on a
dielectric (or a dipole) is termed as dielectrophoretic force. It is quite obvious to estimate
that the force will have a dependence on the geometry and the volume of the dielectric
material. Different geometries will have a different influence on the dielectrophoretic force.
We derive in this section the dielectrophoretic force on a spherically shaped material.
Figure 3.1: Shown above are two different types of dipoles. (a) A neutral particle with
a permanent dipole moment, placed in an external electric field. (b) A neutral particle
with no permanent dipole moment. Application of an external electric field induces charge
separation and creates an induced dipole moment. α is the polarizability of the particle.
We start our derivation with formulating the force on a single dipole placed in an external
electric field. A dipole placed in a homogeneous field feels no net force as the force is equal
and opposite on both the charges. But if the electric field is inhomogeneous then the force
on each of the charge is not the same and there exists a net force on the dipole. Fig. 3.1(a)
shows a dipole placed in an external electric field. The force on it is given by:
~Fdipole = Q~E(~r + d~r )−Q~E(~r ) (3.1)
~E(~r + d~r ) = ~E(~r ) + d~r ~∇ ~E(~r ) + · · · (3.2)
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Putting 3.2 in Eq. 3.1 we get the following equation for the force on dipole in an inhomo-
geneous field:
~Fdipole = Q( d~r ~∇ ~E(~r) + · · · ) (3.3)
Ignoring the higher power in the expansion of ~E(~r + d~r) and defining the dipole moment
as the product ~p = Qd~r, we get the following expression for the force on a dipole in an
inhomogeneous field:
~Fdipole = ~p ~∇ ~E (3.4)
Eq. 3.4 gives the force on a single dipole placed in an external electric field. In this expression
~∇ ~E is defined as the Jacobian of the electric field ~E, and it gives the partial derivatives of the
field (see Appendix C). The force on a dipole is proportional to its dipole moment and the
gradient of the electric field. This implies that a dipole will feel no force in a homogeneous
field. We want to assert that a dipole will also create its own electrostatic potential in the
space surrounding it. The electrostatic potential of a single dipole of dipole moment ~p, in
the space around it of permittivity m is given by the expression: (see Appendix A)
φdipole =
p
4pim
cosθ
r2
. (3.5)
From the dipole we continue to derive the expression of the force on a perfect dielectric
material. Perfect dielectric materials are the one which are perfect insulators i.e. they have
no mobile charged particles or the electrical conductivity is zero (σ = 0). Spherically shaped
particles are most easy to deal with and they also cover a huge variety of particles. Most of
the colloids, cells, cell organelles, ions, etc. have this geometry. Hence the knowledge of the
expression of the force for this geometry help us to explore the dielectrophoretic property
of a wide range of materials.
Let us assume a dielectric sphere of radius R and of permittivity p placed in a medium
of permittivity m as shown in the Fig. 3.2. A uniform electric field ~E exists in the entire
region. The electrostatic potential in the whole region can be divided into the potential in
the medium and the potential in the dielectric object. The electrostatic potential in the
medium will contain two terms viz. the term due to the homogeneous electric field and term
due to the polarization of the dielectric material. In general the potential at any location
r can be expressed by the following expressions:
φ(r) =
{
φ1(r) = −Er cos θ + Acosθr2 if r > R ,
φ2(r) = −Brcosθ if r < R .
The constants A and B can be obtained from the boundary conditions on the surface of the
dielectric. The boundary conditions are the continuity of both the electrostatic potential
and electric flux at the surface of the dielectric i.e. at r = R. Therefore, the conditions to
be satisfied are:
φ1(R) = φ2(R), and
m
∂φ1(r)
∂r
|r=R = p ∂φ2(r)∂r |r=R .
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Figure 3.2: A dielec-
tric material consists
of large number of
infinitesimal dipoles.
When placed in an
external field each of
these dipoles polar-
ize in the direction
of the external field.
Shown is a dielec-
tric sphere of dielec-
tric constant p placed
in an homogeneous
electric field. The di-
electric constant of the
medium is given by m
Solving these equations the values of A and B can be calculated to be:
A = p−m
p+2m
R3E
B = 3m
p+2m
E
Using the derived expression for A the potential due to the polarization of the dielectric
material can be formulated as:
φdipole =
(p − m)R3E
(p + 2m)
cosθ
r2
(3.6)
Using Eq. 3.6 and 3.5, we can calculate the effective dipole moment ~p of a dielectric sphere
placed in an external homogeneous electric field ~E to be:
~p =
4pimR
3(p − m)
(p + 2m)
~E (3.7)
Using the expression, the force on the spherical dielectric material can be calculated from
Eq. 3.4 to be:
~FDEP = ~p ~∇ ~E = 4pimR
3(p − m)
(p + 2m)
( ~E~∇ ~E) (3.8)
The expression ~E~∇ ~E can be rewritten as: (see Appendix C)
~E~∇ ~E =
~∇(|E|2)
2
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Putting this expression in Eq. 3.8, the force on a spherical dielectric material can be ex-
pressed as
~FDEP =
2pimR
3(p − m)
(p + 2m)
(~∇|E|2) (3.9)
When a material which is not perfectly dielectric (i.e. conductivity σ 6= 0) is placed in
an AC electric field of frequency ω, its permittivity is expressed as a complex number
∗(ω) = o + σiω . Here σ is the conductivity of the material. The whole expression for the
dielectrophoretic force given by the Eq. 3.9 is replaced by the following expression
~FDEP = 2pimR
3Re[K(ω)](~∇|ERMS|2) (3.10)
In Eq. 3.10, ERMS is the root mean square of the amplitude (E) of the applied AC electric
field (ERMS =
E√
2
). Re[K(ω)] gives the real part of the complex quantity K(ω). K(ω)
is called the Clausius Mossoti (CM) factor and is given for a spherical particle by the
expression
K(ω) =
∗p(ω)− ∗m(ω)
∗p(ω) + 2∗m(ω)
(3.11)
Figure 3.3: Shown is the positive dielectrophoretic force acting on a dielectric particle at
two opposite electric field directions. (a) The force is in the increasing field direction, which
is also the direction of the electric field. (b) The direction of the field is reversed and so
does the polarization of the particle. The regions of high field gradient remain same and
so do the direction of the dielectrophoretic force (FDEP ).
Some of the main properties of Eq. 3.10 are discussed below:
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1. Most of the experiments related to dielectrophoresis are done in aqueous or other
organic/inorganic medium as the solvent. If we apply a constant DC electric field,
then this will lead to the electrolysis of the medium. Various electrode reactions will
setup in the system, eventually corroding it. Depending on the charge, the ions will
drift towards either of the electrodes under the influence of the static electric field, a
phenomenon known as electrophoresis. Electrophoresis is most widely used in biology
for separation of proteins and biomolecules depending on their charge to mass ratio.
Thus to prevent the electrolysis and any electrode reaction we always apply alternating
(AC) electric field between the electrodes. The field may change direction periodically
with time but the dielectrophoretic force remains in one particular direction.
2. The dielectrophoretic force on a particle given by Eq. 3.10 can be in general expressed
as:
FDEP ∝ V Re[K(ω)](~∇|E|2). (3.12)
We want to state that the dielectrophoretic force is proportional to the volume of
the particle (V ), to the gradient of the square of the electric field and a term (K(ω))
which depends on the geometry of the particle. This expression of the force holds true
for particles of any shape, except for the fact that we need to put a correct expression
for the K(ω) for that particular geometry.
3. Eq. 3.10 shows that the DEP force is proportional to the gradient of the square of
the electric field (F ∝ ~∇|E|2). Assuming the Claussius Mossoti factor to be positive,
the force is towards the regions of increasing electric field. So, the particle feels a
force in the direction of high electric field intensity. A closer observation to Eq. 3.10
reveals that the expression for the force remains the same if we replace ~E by − ~E.
Physically this means the direction and magnitude of the force remains constant if
the direction of the field is reversed. This is because with the reversal of the field,
the polarization of the object also changes as shown in the Fig. 3.3. If the frequency
is not too high, the polarization is in phase with the electric field. Hence the region
of the high field intensity remains the same and the resultant force is in the same
direction i.e. towards the local field maxima.
4. The permittivity of the medium and the particle may change with the frequency of
the applied electric field. Hence in Eq. 3.10, the dielectric constants are given as the
function of the applied frequency (ω).
5. According to Eq. 3.11, if Re[∗p(ω)] > Re[
∗
m(ω)], the force is positive, i.e. the par-
ticle move towards increasing electric field. This phenomena is called the positive
dielectrophoresis (+ve DEP). If the Re[∗p(ω)] < Re[
∗
m(ω)], the force is negative, i.e.
the force is towards local field minima. This phenomena is called the negative di-
electrophoresis (-ve DEP). As we know that the permittivities are functions of the
frequency, it may happen that for some particular frequency we have a positive DEP
and for some other frequency the particles undergoes negative DEP. The frequency at
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which both the permittivities are same (Re[p(ω)] = Re[m(ω)], i.e. force is zero) is
called the crossover or transition frequency ωc. This concept of positive and negative
dielectrophoresis is key to the process of dielectrophoresis as it can be used for the
sorting of organic, inorganic and biomolecules according to their permittivities.
6. Mathematical expression of the K(ω): The complex permittivity of a particle is ex-
pressed as ∗(ω) = o+ σiω , where o is the static dielectric constant of the particle and
σ is the electrical conductivity of the particle. The real part of the CM-factor K(ω)
can be simplified as [57]:
Re[K(ω)] = K∞ +
K0 −K∞
1 + ω2τ 2MW
(3.13)
lim
ω→∞
Re [K(ω)] = K∞ (3.14)
lim
ω→0
Re [K(ω)] = K0; (3.15)
where:
* τMW is the Maxwell-Wagner charge relaxation time (i.e. the finite time required
for the redistribution of the charge). It is given by the expression τMW =
p+2m
σp+2σm
* K∞ =
p−m
p+2m
. At very high frequency the the DEP force acts on the particles
according to the ratio of their permittivities.
* K0 =
σp−σm
σp+2σm
. At the low frequency (i.e. a static DC electric field),the DEP force
acts on the particles according to the ratio of their electrical conductivities.
* Equating the K(ω) to zero, the crossover frequency comes out to be:
ωc =
1
τMW
√
−K0
K∞
7. The dielectrophoretic force is proportional to the volume of the particle (FDEP ∝
V (= 4pi
3
R3)). Thus when we go from the micron- to the nanometer sized particles,
the volume of the particle decreases by nine orders of magnitude and so does the
DEP force. Therefore it is extremely difficult to trap particles of nanometer size by
dielectrophoretic forces and extremely high field magnitudes and inhomogeneities are
needed to make DEP trap fields for the nanometer sized particles. As the particles
always undergo randomizing Brownian motion, we need a minimum threshold of the
dielectrophoretic force (or the electric field) to overcome the limitations created by
Brownian motion.
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3.2 Dielectrophoresis of cylindrical particles
Figure 3.4: Shown is an ellipsoid of dielectric constant p lying in the medium of dielectric
constant m. The three orthogonal axes of the ellipsoid (a, b, c) are also shown. Structure
of a cylindrical CNT equivalent to the ellipsoid is also shown for comparison.
The dielectrophoretic force on a particle depends on the geometry of the particle. Hence
spherically shaped particles have a different expression for the force than cylindrically
shaped particles. The basic structure of the force remains the same i.e. it depends on
the volume, the Clausius Mossoti factor K(ω) and field gradient (Eq. 3.12). We want to
point-out that the expression of K(ω) changes when we go from spherical to cylindrical
shaped particles. For a prolate ellipsoid (i.e. both the minor axes are same, b = c) as
shown in Fig. 3.4, the expression for the force is given by the expression [73]:
FDEP =
2piabc
3
mRe
[
∗p(ω)
∗m(ω)
− 1
]
~∇|E|2 (3.16)
The ratio Re[
∗p(ω)
∗m(ω)
] can be changed by varying the frequency of the applied AC field. When
the ratio is less than one, the direction of the force is opposite to the case when the ratio
exceeds one. In the latter case the particles move in the direction of the increasing electric
field and the process is called positive dielectrophoresis. When the ratio is less than one
the particles move away from the region of the high field gradients and the process is called
negative dielectrophoresis. The exact dependence of the force on the frequency is given by
the formula below:
Re
[
∗p(ω)
∗m(ω)
− 1
]
=
ω2pm + σpσm
ω22m + σ
2
m
− 1 (3.17)
Equation 3.17 can be approximated by the following equations for the limiting values of
very high and low frequencies:
lim
ω→0
Re
[
∗p(ω)
∗m(ω)
− 1
]
=
σp
σm
− 1 (3.18)
lim
ω→∞
Re
[
∗p(ω)
∗m(ω)
− 1
]
=
p
m
− 1 (3.19)
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Hence at very high frequency the force on the cylinder changes according to the ratio of
the permittivities and at low frequency it varies according to the conductivity. At any
intermediate frequency the force is dependent on the expression given by Equation 3.17.
Carbon nanotubes can be considered to be the rolled cylindrical sheets of graphene [33].
Approximating cylindrically shaped CNTs by a prolate ellipsoids, the dielectrophoretic force
on a single walled carbon nanotube can be estimated by Eq. 3.16. The dielectrophoretic
force is created due to the polarization of the CNT by the external electric field. In the
external electric field, the CNT undergoes both longitudinal (axial, α||) and transverse
(radial, α⊥) polarization [74, 75] as shown in Fig. 3.5. Hence the net dielectrophoretic force
acting on the CNT can be divided into the longitudinal ( F
||
DEP ) and transverse (F
⊥
DEP )
dielectrophoretic force. The longitudinal polarizability of a CNT is much larger than its
transverse polarizability (α||  α⊥). So the net dielectrophoretic force acting on the CNT
can be assumed to be entirely longitudinal in nature (F
||
DEP  F⊥DEP ). We can thus assume
that at any operating frequency, the net dielectrophoretic force acting on the particle is
longitudinal in nature. The longitudinal dielectric response of an isolated nanotube is
characterized by the polarizability per unit length α||, which is related to the dielectric
constant || via: [75]
|| = 1 +
4pi
Ω
α|| (3.20)
Figure 3.5: Shown is the polarization of a CNT when placed in an external electric field.
It undergoes two types of polarization viz. the radial polarization characterized by ⊥ and
the longitudinal polarization characterized by ||. Corresponding to it, the dielectrophoretic
force can be divided into radial (F⊥DEP ) and longitudinal component (F
||
DEP ).
where Ω is the cross-sectional area of the unit cell, i.e. Ω = piR20 and R0 is the radius of
the CNT. The longitudinal dielectric constant of the CNT has a dependence on the band-
gap of the CNT. According to density functional theory (DFT) [75] and tight binding [74]
calculations, for a normal zig-zag CNT, the following relation holds:
α|| ≈ R0
∆2g
(3.21)
Another important result about the semiconducting CNT shows that their band-gap is
22 CHAPTER 3. THEORY AND CONCEPTS OF DIELECTROPHORESIS
Figure 3.6: The schematic shows
the variation of dielectrophoretic
force with the band-gap of the
semiconducting CNTs (FDEP ∝
1
∆g
). FT shows the minimum
threshold value required for the
deposition to occur. The corre-
sponding critical band-gap (∆∗g)
below which all the tubes are
deposited is also shown. The
tubes with band-gap above the
critical value undergo the ran-
dom/thermal motion and remain
in the solution.
inversely proportional to the diameter of the CNT (dt),
∆g =
|t|aC−C
dt
(3.22)
In this expression aC−C is C-C bond length between carbon atoms in a CNT. t is the hopping
parameter or the graphite overlap integral and has value about |t| = 2.5 eV. Substituting
Eq. 3.21 into the Eq. 3.20 and observing the fact that the radius of semiconducting CNT is
inversely proportional to the band-gap of CNT, we see that the longitudinal dielectric con-
stant shows a dependence on the band-gap of the semiconducting CNT (|| ∝ 1∆g ). Hence
in a solution which contains a mixture of semiconducting CNTs of varying band gaps each
CNT experiences a different dielectrophoretic force depending on its band gap (Eq. 3.24).
For the deposition to occur the dielectrophoretic force has to be greater than a threshold
value because of the random/thermal motion of the particles. Fig. 3.6 shows a schematic
of the variation of dielectrophoretic force (FDEP ) with the band-gap of the semiconducting
CNTs. As shown, only the CNTs having band-gap less than the critical value (∆∗g) expe-
rience the force greater than the threshold force (FT ). Thus at any deposition frequency
there exists a threshold band-gap (∆∗g), such that all semiconducting tubes of band gaps
lower than this value can undergo positive dielectrophoresis and deposition. The ones hav-
ing band-gap higher than this remain suspended in the solution (see Fig. 3.6). This leads
to the band-gap dependent separation of the semiconducting CNTs.
Re [K(ω)] = Re
[
∗||(ω)
∗m(ω)
− 1
]
=
ω2||m + σpσm
ω22m + σ
2
m
− 1 = A|| +B ≈ A
′
∆2g
+B (3.23)
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⇒ FDEP ∝ 1
∆g
(A, A′, and B are constants) (3.24)
This shows that dielectrophoresis can be used to separate metallic CNTs from the semi-
conducting ones. Operating at high frequency can make sure that dielectrophoretic forces
are determined by permittivity or more precisely by the longitudinal permittivity. Hence
only metallic or quasi-metallic tubes can undergo positive dielectrophoresis and the semi-
conducting ones feel a negative dielectrophoretic force.
For infinitely long metallic CNTs, the longitudinal polarizability per unit length (α||) be-
comes infinitely high since it has no band gap. But in practical situations the CNTs are of
finite length l. Approximating such CNTs with metallic ellipsoids of length l and transverse
radius R (l >> R); the longitudinal polarizability can be expressed as [75]:
α|| ≈ l
2
[24 ln(l/R)− 1] (3.25)
Thus this principle can also be used to separate metallic tubes depending on their length.
Eq. 3.25 states that for metallic tubes of finite length the longitudinal polarizability is
proportional to the square of the length (α|| ∝ l2). Hence the polarization in the metallic
tubes can differ by orders of magnitude depending on the difference in the length. This
leads to different dielectrophoretic forces on tubes of different length and could be the basis
for the length dependent separation.
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3.3 Dielectrophoresis of biomolecules
Biomolecules such as DNA [76, 77], microtubules, cells [78] and other proteins [79] have
been shown to undergo dielectrophoresis. It has been shown that field gradients can induce
a dipole moment in the DNA [77]. The biomolecules are mostly dissolved in a buffer
Figure 3.7: Shown is a ion
counter-ion cloud for a DNA
in a buffer solution. The
counter-ion cloud around the
DNA could be due to the
dissolved salts (e.g. Ca2+)
or due to some charged lig-
ands or some other charged
biomolecules/micelles. Simi-
lar is the case for any other
biomolecules dissolved in a
buffer solution [80].
solution containing many different organic/inorganic salts. As shown in Fig. 3.7 there
exists a close interaction between the biomolecules and other dissolved salts. In solution
phase most of these biomolecules exists in charged state due to the presence of hydrophilic
constituents. The presence of counter-ions in the form of inorganic ions, salts or organic
molecules surrounds the charged biomolecules due to electrostatic interaction. This ion
counter-ion cloud can act as a dipole in the presence of an external electric field. As
they are loosely bound by weak forces they have a large polarizability which cannot be
explained by the Maxwell-Wagner theory and form dipoles of huge magnitude. They can
show dielectrophoresis at relatively low frequency fields. But higher frequency can limit
the time required for the charge relocalization. In this case the dipoles will cease to form
or will not be in phase with the external field. At such frequencies they will experience
negative dielectrophoresis.
Chapter 4
Materials and methods
In this chapter the experimental protocols along with the characterization methods are
reported. The entire set of experiments can be divided into the following different sections:
• Section 4.1: It deals with the formation of nanowires (NWs). The experimental
condition related to the formation of palladium and platinum nanowires (NW) and
silver wires are reported.
• Section 4.2: It deals with experiments on the dielectrophoretic properties of biomolecules
like microtubules (MT). Detailed experimental conditions related to the polymeriza-
tion of MTs and formation of hybrid structures like: MT-CNT and MT-NW are
enlisted.
• Section 4.3: This section deal with experiments for the dielectrophoretic deposition
of CNTs between micro-electrodes and the formation of CNT based field effect tran-
sistors (FETs). The protocols for the formation of CNT-NW hybrid structures are
also laid down.
• Section 4.4: This section explain the equipments used for the characterization of the
samples.
4.1 Metallic nanowires: Palladium, platinum and sil-
ver
• Palladium nanowires: Palladium nanowires were self assembled from the aqueous
palladium-acetate (Pd(CH3COO)2, Pd(Ace)) solution. 5 mg of Pd(Ace) (Merck) was
dissolved in 10 mM 2-[4-(2-hydroxyethyl)-1-piperazinyl]ethanesulfonic acid (HEPES)
buffer (pH 6.5, 1 mL). The resulting solution was sonicated for 5 min and centrifuged
for 5 min at 2000 g. The supernatant was taken as the saturated stock solution. In a
typical DEP experiment, the stock solution was diluted to different ratios and about
1.5 µL of the diluted solution was taken and placed over the electrodes. An external
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Figure 4.1: Shown above is the plan of all the experimental protocol enlisted in this chapter.
We show in the tabular/treewise form the theme of the experiment contained in each section
and subsection.
sinusoidal voltage of different amplitude and frequency was applied between the elec-
trodes. The wire assembly between the electrodes was detected by the sudden jump
of current in the circuit. After assembly of the wires, excess solution was blotted with
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Figure 4.2: Shown above are the different electrode structures used for the experiment.
Three different types of electrodes were used in (a) finger, (b) diagonal, and (c) paral-
lel configuration. The dimension of each structure along with the distance between the
electrodes are also depicted.
the filter paper. Thereafter, the sample was rinsed and air dried. The morphology of
the wires was characterized by AFM, by using a NanoScope IIIa apparatus (Digital
Instruments) operated in tapping mode. Low-voltage SEM (XL30SFEG field-emission
microscope (Philips)) was also used.
• Silver wires: Silver acetate (AgCH3COO Ag(Ace)) stock solution was prepared by
dissolving 5 mg of Ag(Ace) in 1 mL of double distilled water. The resulting solution
was then placed on an ultrasonic bath for 5 minutes. The solution was then centrifuged
for 5 minutes at 2000 g and the supernatant was taken. The collected stock solution
of Ag(Ace) was diluted to 1:10 for each experiments.
• Platinum nanowires: 1 mM of potassium-tetra-chloro-platinate (K2PtCl4) solution
was prepared in double distilled water. This stock solution was diluted by 1:10 for
the each experiment.
• Electrode structures: Different configuration of the electrodes were used as shown
in the Fig. 4.2. Fig.(a) shows the finger electrode structure with five parallel electrodes
opposite to each other. There were two sets of finger electrodes, in one the distance
between opposite electrodes was 2 µm and in other it was 5 µm. Fig.(b) shows the four
electrodes placed adjacent to each other. Distance between two diagonally opposite
electrodes is 10 µm. Fig.(c) shows parallel set of electrodes. The distance between
the interior parallel structures is 2 µm while the exterior ones are 4 µm apart. The
planar gold electrodes were manufactured by standard optical lithography using either
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thermally oxidized n-type silicon wafers (100) or glass slides as the substrates. The
electrodes have a thickness of 25 nm. A 5 nm thick Cr grafting layer was used to
accomplish adhesion of the Au film to the substrate.
4.2 Microtubules
This section describes the protocol related to the microtubule experiments and is divided
into three sub-sections. First subsection describes the protocol for the polymerization of
tubulin dimers to microtubule at normal room temperature. The next subsection deals with
internalization of CNTs in MTs. It involves dispersion of CNT bundles with tubulin dimers
followed by the polymerization step. The third subsection involves the experiments related
to MT and nanowires. All the samples were characterized by AFM, SEM and fluorescent
microscopic techniques.
Microtubule was bought from the Cytoskeleton, Inc. (catalogue BK027). It contained
pure lyophilized tubulin (>99.99% pure) along with lyophilized rhodamine tubulin. For
rhodamine tubulin, bovine brain tubulin (>99% pure) was modified to contain covalently
linked rhodamine at random surface lysines. Rhodamine labeled tubulin can be detected
using a filter set of 535 nm excitation and 585 emission.
4.2.1 Polymerization techniques
This is the protocol for polymerizing microtubules from the solution of their dimers, the
tubulins [81].
• Chemicals needed:
Tubulin (concentration = 10 µg/µl);
Taxol (concentration = 2 mM stock);
PEM+ (80 mM PIPES (pH 6.8), 1 mM EGTA, 1 mM MgCl2, 10 % glycerol);
PEM (80 mM PIPES, 1 mM EGTA, 1 mM MgCl2);
• Procedure:
1 µl PEM+ + 1 µl PEM → 2 µl diluted polymerization buffer
1 µl tubulin + 1 µl diluted polymerization buffer → S1 → polymerized at 350 C for
5 minutes.
5 µl taxol + 500 µl PEM → S2 → kept at 350 C for 5 minutes.
100 µl S2 + 2 µl S1 → M6.
M6 contains polymerized MTs. It was used for further experiments.
4.2.2 Microtubule CNT hybrids
This protocol presents the details for encapsulating CNTs within the microtubules. The
protocol can be divided into two parts, viz. the dispersion of CNT bundles with tubulin
dimers, and polymerizing microtubules by adding extra fresh tubulin to the dispersed CNT
solution [81].
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1. Dispersion protocol of water suspended carbon nanotubes with tubulin:
* Chemicals used:
Water suspended CNT solution (concentration = 1 µg/µl);
Tubulin dimer (concentration = 10 µg/µl), double distilled water;
* Procedure:
8:1 ratio (CNT:tubulin by weight)→ 500 µl CNT solution + 6.25 µl tubulin
To these ratios 500 µl double distilled water was added. The total volume was
1 ml. This solution was sonicated in cold ultra-sonication bath for 25 minutes.
Sonication was followed by ultracentrifugation at 20000 g for 90 minutes at 250C.
The supernatant ( = M1) was taken and used for UV-Vis and AFM studies.
2. Polymerization protocol for water suspended carbon nanotubes:
* Chemicals used:
M1 (supernatant containing dispersed CNT in tubulin);
Fresh tubulin (concentration = 10 µg/µl);
Taxol (concentration = 2 mM stock); PEM+; PEM.
* Procedure:
150 µl supernatant (M1) + 1 µl fresh tubulin + 2 µl PEM
+ → polymerized at
350 C for 10 minutes → S3.
2 µl taxol (final taxol conc. 20 µM) + 50 µl PEM → was kept 350 C for 10
minutes → S4
Finally, the resuspension buffer (S4) was mixed with polymerized solution (S3).
The resulting M4 solution (containing CNT with MTs) was used for further
investigations.
4.2.3 Microtubule nanowire hybrids
This section describes the protocol for the DEP experiment for the mixture of microtubule
and palladium acetate salt solution [82].
* 20 µl of palladium acetate salt solution (1:20 dilution) + 20 µl of M6 → 10 min
incubation at room temperature.
* The resulting solution was used for the dielectrophoresis experiment.
4.3 Carbon nanotube
In this section we describe the protocol for experiments done with carbon nanotubes. For
this work we used CNTs produced by pulsed laser evaporation method by O. Jost in the
Materials Science department (IFWW) at TU-Dresden [83]. The CNTs produced have
diameter ranging from 1.2-1.5 nm and the length is few micrometers after the cleaning
and separation process. The tubes thus produced were with fewer defects. We report
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in this section the protocol for the dispersion of CNT with the soap solution (TDOC)
and DNA. Then the protocol for the formation of carbon nanotube field effect transistor
using the process of dielectrophoresis is presented. The steps for the formation of CNT-
nanowire hybrid is also elaborated. In these experiments, the CNT connections between
the electrodes were burned or severed by AFM tips and then they were rejoined by the
palladium nanowires.
4.3.1 Dispersion of CNTs
Here we list the protocol for dispersing CNT bundles into single walled CNTs by the
DNA/RNA and Sodium taurodeoxycholate hydrate (TDOC) solution [84].
• Dispersion of CNT with TDOC solution
1. 5 mg of CNT in 1 ml of TDOC (diluted 1:1 to 1:5, with double distilled water)
2. Sonicate for 10 minutes, 3 seconds pulse, 1 second pause, amplitude =10
3. Centrifuge at 100000 g (45000 rpm) for 1 hour (TLA55 rotor) acceleration and
deceleration = 1.
4. Take the supernatant.
5. Look at UV-vis for dispersion (1:5 dilution).
6. Generally the dispersion is stable for years. But bacterias can grow in it. To get
rid of the bacterias, take the diluted stock solution and centrifuge it at 10000
g for 5 minutes and then take the supernatant. This sample can be used for a
week time.
• Dispersion of CNT with DNA/RNA
1. Dissolve DNA/RNA in Tris buffer (250 µg in 1 ml of TE buffer. You can also
increase it to 500 µg).
2. Put approximately 1 mg of CNT in it and repeat the steps (2-5).
3. A little long time may be needed for sonication ≈ 12 minutes.
• Preparation of buffer solution
1. TDOC (Sigma-Aldrich = T0875).The buffer is prepared 1% by weight in double
distilled water. Dissolve 1 gm of salt in 100 ml of double distilled water. No
need to adjust any pH. Life of the buffer ≈ 1 year.
2. TE buffer (10 mM Tris and 1 mM EDTA in double distilled water). Adjust the
pH with HCl to 9. Higher pH gives efficient dispersion.
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4.3.2 Carbon nanotube field effect transistors (CNTFETs)
The TDOC suspended CNTs from section 4.3.1 were taken for this experiment. For each
experiment the solution was diluted 1:800 by the double distilled water and then deposited
between the electrodes. For the deposition of CNTs, we applied an electric field of strength
106 V/m and frequency of 300 kHz. With minute observation on the IV characteristics, it
was possible to detect a single connection between the electrodes [85]. It was possible to
attain a very high on/off ratio (≈ 107) by a single deposition.
Many parallel deposition of CNTs also occur between the electrodes. This has both metallic
and semiconducting deposits and so the on/off ratio of the device is very low ratio (≈
10−100). For such a device the efficiency was increased by selectively burning the metallic
tubes. This can be achieved by applying a gate voltage at which all the semiconducting
tubes are closed. Since the formed CNTFETs are p-type in nature, a positive gate voltage
is needed to close the semiconducting channels. The burning process involves applying a
positive gate voltage (12 V) and then applying a very high source-drain voltage (VSD). This
burns selectively all the conducting channels (which are now only metallic) and leaves the
semiconducting ones. This considerably enhances the on/off ratio and improves the device
characteristics of the FET.
4.3.3 CNT-nanowire hybrids
The process of building CNT-nanowire hybrid involves the following steps:
• Depositing CNTs over the gold electrodes which were 5 µm apart by the process de-
scribed in 4.3.2. We applied a frequency of 10-15 MHz. This facilitated the deposition
of more metallic tubes along with the low bandgap semiconducting tubes (Section 3.2,
page 20).
• Room temperature IV measurements were taken using the standard procedure as
described in Section 4.4.3. Then the samples were then characterized using AFM and
SEM.
• The CNTs connections were then severed either by burning the tubes or by AFM tip.
The mechanical rupture of the tube was obtained by scratching the AFM tip against
it. For AFM supported cutting, the tip was scanned over a particular location on the
CNT in the tapping mode at the very low amplitude set point. The scanning was con-
tinued till the CNT was broken and a gap was observed. The burning was performed
by applying a very high source-drain voltage (VSD) till no current was observed in
the circuit. This broken/burned circuit was then characterized by AFM/SEM
• The Pd(Ace) stock solution was diluted by 1:20 for each experiment. During each
experiment 2 µl of the diluted solution was placed over the broken/burned CNT
circuit and then an AC voltage was applied of amplitude 4 V and frequency of 300
kHz. After each assembly step (CNT/wire), excess solution was blotted with filter
paper. The samples were then dried in the air.
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• The samples were imaged using AFM or SEM and then room temperature IV mea-
surements were done.
4.4 Characterization methods
4.4.1 Atomic force microscopy
Atomic force microscope is most commonly used for high resolution topographical image
of objects with resolution up to few nanometers. The first prototype built by Binnig
and Gerber [86] was a tunneling microscope in which the tunneling current was used to
characterize the surface topography. This requires vacuum and highly clean conditions.
The next generation of microscopes which used highly sensitive van-der Waals forces and
mechanical properties like resonant frequency of the material was called SPM ’Scanning
Probe Microscopy’ [87]. This can be done in normal atmospheric conditions and can be
used for imaging, measuring and manipulating matter at the nanoscale. We used the ’non
contact tapping mode’ using silicon tips from Vecco NanoProbes. The microscopes used for
characterization were:
• Extended Multimode AFM with Nanoscope IIIa controller system Digital Instru-
ments, Inc Veeco Metrology.
• Bioscope, Digital Instruments, Inc.
The images were analyzed with the help of the software WsxM. (Nanotech Electronica
S.L.). For the electrostatic force measurements [88], tips coated on both sides with with
electrically conductive Cr/Pt layer were used.
4.4.2 Scanning electron microscopy
Scanning electron microscopy [89] is used to get the 3 dimensional (3D) image of the sub-
strate using back-scattered electrons. It can give resolution up to few nanometers. Unlike
light microscope which uses light waves and glass lenses to focus and create a magnified
image, SEM has an electron gun emitting a high energy electron beam in a highly vacuumed
chamber. The beam passes through a series of magnetic lenses which focus these electrons
to a very fine spot. The secondary electrons emitted from the focussed spot of substrate
are collected by the detector and are then used to form the image. The final image is built
from the intensity of electrons emitted from the focussed spot. The beam is then moved
over the surface to produce a 3D image of the entire sample. As SEM uses electrons to
produce the image, the sample needs to be conducting for the imaging purpose. We used
low energy electrons (1 kV) to image our system consisting of nanowires, nanotubes and
microtubules. The scanning electron microscopes used for our experiments were:
• XL30SFEG field-emission microscope (Philips).
• ZEISS Gemini 982 equipped with LaB6 cathode.
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4.4.3 IV characterization
Two point room and low temperature IV measurements were done for the wires. The low
temperature electrical characterization of the samples was performed in the temperature
range between 4.2 K and 300 K, by utilizing a helium cryostat with a variable temperature
inset. The room temperature current voltage characteristics were recorded using a Keithley
2602 digital source meter unit. For the silica substrate we used thermally oxidized silicon
wafers with 150 nm thick oxide layer beneath the gold electrodes. Hence, we do not expect
the substrate to play any role in the conductivity measurements.
4.4.4 UV-visible spectroscopy
Absorption frequency of a system in the ultra-violet (UV) and visible (Vis) region of the
spectrum is scanned by UV-Vis spectroscopy [90, 91]. Radiation in the wave-length range
of 1100 nm - 300 nm is passed through the sample in the aqueous medium and the ab-
sorption coefficient of each wavelength is measured. The absorption of the radiation of any
particular wavelength depends on the electronic transitions brought about in the molecule
of the sample. So, it is a measure of the electronic states present in the molecule of the sam-
ple. Hence each sample depending upon its molecular electronic structure has a particular
absorption spectra. For our experiments, the dispersion of the CNTs and polymerization
of the microtubules were observed with UV-vis spectroscopy. Experiments were performed
using:
• Cary 50 Bio UV-Visible Spectrophotometer; Varian Inc. (PMMA cuvettes [400- 1100
nm]; Plastibrand).
4.4.5 Fluorescence microscopy
Fluorescence microscopy is used to magnify and view objects on the principle of fluores-
cence and phosphorescence. The object to be viewed is labeled with fluorophores. These
fluorophores help to view the small object against the background. They are excited by
light of a particular wavelength and emit light of a higher wavelength. A source of light
(mercury discharge lamp in our case), is used to emit light of a wide range of wavelength.
The excitation filter allows light of a particular wavelength to pass through and directs it
to the sample labeled by the fluorophores. The emission filter allows light of the emitted
wavelength to pass through it and direct it to the detector (eye or a camera). For any ex-
periment, the most important factor is the use of the correct filter sets (the excitation and
emission filter) depending on the choice of the fluorophore. We used fluorescence microscopy
to view rhodamine labeled microtubules. Filter set 15 from the Carl Zeiss was used for the
rhodamine labelled microtubule. Simple light microscopy was used for the observation of
the growth properties of silver nanowires. The following fluorescence microscopes were used
in the experiments:
• Carl Zeiss Axiovert 200
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• Carl Zeiss Axiovert 200M
The details for the filter set 15 are:
• Excitation wavelength: 546 ± 6 nm (green light).
• Emission wavelength: long pass from 590 nm.
• Beam splitter: 580 nm.
Chapter 5
Nanowires: Experiments
In the present work, metallic nanowires were assembled between the electrodes by the
process of dielectrophoresis (DEP). DEP has been previously used as a tool to arrange
colloidal particles into complex assemblies [92, 48, 52]. Interconnects have also been fabri-
cated by dielectrophoretic deposition of colloidal particles [19, 57, 58], nanorods [65], and
CNTs [55, 93]. Colloid-particle wires have been assembled up to lengths of several mil-
limeters with diameters typically in the micrometer range [19, 57, 58]. By using rods or
tubes, smaller diameters have been achieved [65, 55, 93]. In these cases, the diameters
of the fabricated wires were similar to those of the deposited rods and tubes. All these
previously reported methods rely on the formation of nanometer-sized particles or rods
prior to deposition. Thus, the geometrical properties of the wires are not controlled by
the DEP process. DEP is solely used to manipulate and align the particles in the electric
field. This is different in the approach chosen by Cheng et al. [59, 94], who demonstrated
that palladium nanowires with a diameter of approximately 100 nm can be directly grown
from an aqueous solution by DEP. Motivated from this work palladium wires were grown
between the electrodes. The experiments were easily reproducible and using similar con-
ditions wires about 300 nm thick were grown. This was a clean growth process where the
wire assembled only between the electrodes as shown in Fig. 5.1. The assembly occurred
at nearest sites between opposite electrodes and did not grow at any other location on the
sample surface. This single point connection of the electrodes by the wire made the process
of IV-characterization very easy. A more probe into the growth conditions leads to wires
which are quite different from the previous ones in thickness, morphology and also in elec-
tric properties. Varying the experimental conditions one can switch from forming very thin
(5 nm) and branched nanowires to a bit thicker (20 nm) dendritic and perfectly straight
nanowires. Such a considerable difference in the morphology of the wire can be brought
about just by changing the frequency of the electric field. This shows that the process of
assembly changes by the changes in the applied frequency. This method also allows the
fabrication of the wires between the parallel set of electrodes as shown in the Fig. 5.1.
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Figure 5.1: (a) Shows nanowires grown between the electrodes. The wires have been grown
only between the nearest points of the opposite electrodes. It is also possible to realize
parallel connection between the electrodes. The inset (b) shows the zoomed in view of one
of the electrodes.
5.1 Thin branched palladium nanowires: Structure
and morphology
Palladium nanowires were self assembled between the electrodes under the influence of the
external AC electric field. The applied amplitude of the AC voltage (Vamplitude) could be a
misleading term as the dielectrophoretic force depends on the electric field (Eelectrode) which
in turn depends both on the amplitude and the distance between the electrodes (delectrode).
Hence we mention the electric field which gives a better idea about the dielectrophoretic
force. The electric field values are calculated with air as the medium (Eelectrode =
Vamplitude
delectrode
).
Concentration of the solution and field intensity were very important factors in determining
the thickness of the wires. Keeping the voltage constant, as the concentration was increased,
the thickness of the wires increased. Similarly keeping the concentration constant and
increasing the AC field lead to thicker wires. Yet, a seemingly not so important parameter,
viz. the frequency has immense effect on the wire morphology. Keeping both the voltage
and concentration constant, varying the frequency changes the morphology of the wire. In
this section the effect of concentration and applied voltage on the thickness of the wires
are discussed. Palladium acetate (Pd(CH3COO)2, Pd(Ace)) stock solution was prepared as
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reported before1. Wires were assembled between the electrodes by applying an AC electrical
field at a constant frequency of 300 kHz. With 1:18 times diluted stock solution and applied
electric field strength of 2.5× 106 V/m, the wires typically grew to a thickness of 200-300
nm (Fig. 5.2), which is in agreement with the results reported by Cheng et al. [59, 94].
Considerably thinner wires were obtained when the stock solution was further diluted and
the applied field was reduced. Fig. 5.3 shows the wire assembly when the stock solution was
diluted by a factor of 1:40, and field strength was set to 0.2×106 V/m. The grown wires have
Figure 5.2: a) Atomic force
microscopy (AFM) image of
a palladium wire grown be-
tween gold electrodes 2µm
apart at an applied AC peak
to peak voltage Vpp of 10
V. b) Height profile mea-
sured along the green line
in (a). The wire is about
300 nm thick. c) The
room temperature current-
voltage (IV) characteristics
show perfectly ohmic be-
havior with a resistance of
794 Ω.
a thickness of 5-10 nm. The DEP deposition process was found to be very reproducible.
Through this process of dilution and voltage optimization wires with a wide variety of
thickness can be assembled. Although branching is a general feature of wires assembled
from the colloidal [19, 57, 58] or aqueous metal salt solutions [59, 94], it seems to be more
pronounced for thin wires than for the thicker ones. The formed nanowires are extremely
stable. They withstand high surface tension while drying, multiple thermal cycling between
room and helium temperature, and even mechanical stresses applied by slightly bending
the substrate. They remain functional under normal conditions for months. The ease
with which the wires grew also depends on the substrate. Experiments with different test
1See section 4.1 at page 25 for the preparation of the stock solution.
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Figure 5.3: a) AFM image of a palladium wire grown between gold electrodes 5 µm apart.
The applied AC Vpp value was 2 V. The inset shows a close-up view of the wire. b) Height
profile measured along the green line in (a). The thickness of the wire is 5-10 nm. c) The
IV characteristic shows ohmic behavior at low bias. The measured resistance was 25 kΩ. d)
At higher bias, nonlinearities are observed, which hint at the occurrence of electromigration
effects in these wires.
substrates lead to the conclusion that it was extremely easy to assemble wires on a glass
substrate. The growth rate was extremely fast over the glass substrate. Under similar
experimental conditions, similar structures also formed over a silicon substrate but it was
very much dependent on the properties of the substrate. Our conclusion was that the most
important property of the substrate which determine the wire growth is the thickness of
the insulating oxide layer and the doping of the underlying silicon substrate. The wires
simply failed to form on structures with extremely thin insulating oxide layer and highly
doped silicon. Conversely the substrate with considerably thick oxide layer and un-doped
silicon gave nice structures similar to that over the glass wafers. The details of the effect
of the substrate on the wire formation are discussed in different section2.
5.1.1 Electronic properties
At room temperature and low bias, both types of wires exhibit ohmic behavior (Fig. 5.2(c)
and Fig. 5.3(c)). The resistance of the thick wires was typically below 1 kΩ, which shows
that their contact resistance to the Au contact pads is low. The entire measured resistance
2Refer to page 67 for details on the effect of the substrate.
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can be divided into the following parts:
Rtotal = 2Rcontact +Rwire (5.1)
⇒ Rtotal ≈ 2Rcontact + ρL
A
(5.2)
In this equation, A is the cross section area of the wire, L is the length of the wire and ρ
is the specific resistivity of the material (palladium in this case). By assuming the contact
resistances to be zero (Rcontact ≈ 0), the specific resistivity of the thick wire was estimated to
be 600-3000 µΩ.cm. This is much larger than the specific resistivity of pure bulk palladium
at room temperature (10 µΩ.cm), a result indicating that the polycrystalline wires exhibit
a nano-grained structure. For the thin wires, typical resistances in the range of 8-30 kΩ
were measured. Under the same assumption as above, this reveals a specific resistivity of
70-100 µΩ.cm. This is only a factor of 7-10 more than that of pure bulk palladium.
Assuming the resistivity of the wires as that of bulk palladium (10 µΩ.cm), the resistance of
the wire can be calculated. From this, the contact resistance can be calculated to be about
11 kΩ per contact, which is about 2 orders of magnitude lower than that obtained during
the deposition of CNTs between the electrodes. High contact resistance is the most widely
encountered problem while depositing nanostructures and nanotubes between electrodes.
Dielectrophoresis could be a way to self-assemble low contact resistance metallic nanowires
between electrodes. Interestingly, the estimated specific resistivity of the thinner wires is
much lower than that of the thick ones and approaches nearly the value for bulk palladium.
In accordance with the results obtained for colloidal particles[65], this counterintuitive ef-
fect can be explained by differences in the growth rates for the two types of wire. The thick
wires grow fast. Consequently, their grain structure is coarse, which limits the number of
electrical contacts between individual grains. Moreover the grain structure is also enriched
with defects such as nanopores. The thinner wires grow at a slower rate, which leads to
a higher packing density of the deposited material [19, 57, 58] and consequently to more
grain-grain contacts within the wire. This could also account to smaller defect density in
the wire. As a result, the specific resistivity decreases when the growth rate is lowered. The
thicker wire has a large number of defects (impurities, dislocations, porosity, etc.). Within
this picture, it is also possible to understand the electrical behavior of the wires at higher
bias. The coarse thick wires break immediately when the voltage is raised over a certain
threshold (Fig. 5.2(c)), whereas the thinner wires with a more elaborate grain structure
show nonlinearities at higher voltage that can be related to electromigration effects in the
wire. Electromigration effects imply that domains of the wire with high local resistance
may melt locally at a certain current density and reassemble so as to lower the resistance.
The IV characteristic depicted in Fig. 5.3(d) shows an example of this. Above 2 V the
current starts to increase nonlinearly. Then, a dip in the current is observed slightly below
3 V. The initial nonlinearity in the current could be due to electromigration, after which
the local melt might resolidify into a rearranged structure, thereby leading to the dip in
the current. However, the possibility of the burning of any sub-branches cannot be ruled
out. At about 9 V the current again increases nonlinearly, but here the structure is not
able to reassemble and the wire breaks. The resistance of the wire decreases when the
40 CHAPTER 5. NANOWIRES: EXPERIMENTS
Figure 5.4: Temperature dependence of
the wire resistance. A resistance min-
imum is observed at about 20 K. The
inset shows a close-up view of the tem-
perature region between 4.2 K and 50
K. At temperatures below 20 K, the
conductance varies linearly with T−1/2.
The observed difference in the measure-
ments at 50 nA and 500 nA is a conse-
quence of the weak nonlinearity in the
IV curves in this temperature region.
samples are cooled down to lower temperatures (Fig. 5.4). The initial decrease is nearly
linear in temperature and can be attributed to the decreasing electron-phonon interaction.
The resistance versus temperature curve shows a minimum at about 20 K. Below that, the
resistance increases again.
The observed decrease in conductance with decreasing temperature below 20 K is a signa-
ture of electron-localization effects. Scaling theory explains the localization of electrons by
formulating the conductance as a function of the conductor size at zero temperature [95]. If
the inelastic scattering time, τin, is greater than the elastic scattering time, τel, the electron
will diffuse a distance LTh between the dephasing inelastic collisions, given by
LTh = (Dτin)
1/2 (5.3)
where D is the electron-diffusion constant given by the expression D = v2F τ/d. Quantum
interferences of electrons, necessary for the occurrence of localization, are cut off beyond
the phase coherence length LTh. The conductance, σ, is inversely proportional to LTh,
thereby decreasing as the coherence length is increased and vice-versa. By describing the
functional dependence of LTh on temperature, the localization effects in conductance can
also be described at nonzero temperatures. Inelastic time τin increases with decreasing
temperature, and can be expressed as τ ∝ T−p, where p is an index depending on scattering
mechanism and dimensionality. Thus according to Eq. 5.3 the functional dependence of LTh
on the temperature can be expressed as
LTh = aT
−p/2 (5.4)
Thus the phase coherence or the diffusion lenght increases when the temperature is lowered,
and consequently σ decreases with a decrease in the temperature. The effective dimension-
ality of a conductor is the number of dimensions for which the conductor size is greater than
LTh. Hence, the conductance of structures with different dimensions (1D-3D) has different
temperature dependences [95]. In the low-temperature localization regime, the tempera-
ture dependencies for 3D, 2D, and 1D structures are given by σ(T )3D ∝ T 1/2, σ(T )2D ∝
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ln(T ), and σ(T )1D ∝ T−1/2, respectively. In the inset of Fig. 5.4, the conductance is plot-
ted versus T−1/2. Below 20 K a linear dependence is obtained, clearly showing that the
conduction through the fabricated nanowires wires obeys one-dimensional behavior [96].
Investigating the behavior of these wires in the Millikelvin range and in the presence of
magnetic fields may reveal many of its interesting electronic properties.
5.2 Dendritic palladium nanowires: Structure and mor-
phology
Figure 5.5: Shown above are straight dendritic wires grown between electrodes. The wires
were grown for a very long time just to obtain a dense structure between the electrodes.
This structure was then used for TEM characterization which is shown in Fig. 5.6.
As stated before, the frequency of the applied AC field has large effect on the morphol-
ogy and structure of the wires. Keeping the concentration and electric field between the
electrodes constant and applying different frequency produces extremely straight dendritic
wires as shown in Fig. 5.5. The structure has thick dendritic appearance compared to the
structure in Fig. 5.3 which has a branched morphology. The stock solution was diluted 1:40
for each experiment. The wires were grown over the silica or glass substrate. The elec-
trodes were made of gold and were 5 µm apart. An AC electric field of strength 0.2× 106
V/m and frequency of 30 kHz was applied between the electrodes. The growth velocity
in this case was extremely fast compared to the thin wires. Though no statistical study
was done for determining the growth velocity, the wire spanned the distance of about 5
µm in approximately 30-40 seconds. The connection was detected by the sudden increase
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of the current in the circuit. Fig. 5.5 shows the morphology of the formed wires. They
are perfectly straight and dendritic in shape. The structure has absence of any curvature.
They branch and subbranch at very fixed angles. Most of the time they are at an angle
of 600 to the main branch in the growth direction, but in some cases other angles are also
observed. This could be attributed to the fact that different crystal faces have different
surface energies associated with them. This anisotropy can stabilize the growth of few
crystalline faces and hence explain the fixed angles in which they branch and sub-branch.
The transmission electron microscope (TEM) images in Fig. 5.6 show that the wires are
poly-crystalline structures. We also observe a porous structure with presence of voids and
defects.
Figure 5.6: TEM images of straight dendritic nanowires shows a polycrystalline granular
structure. The wire is not uniformly dense all along the structure and has voids and crevices
along the grain boundaries. This could account for the enhanced resistivity of the wire than
the bulk value. (b) shows the zoomed up view of the encircled region in (a).
From the AFM images in Fig. 5.7 we see that the wires are about 20 nm in height. So,
these wires are thicker than those reported in the last section.
Nanowires were also grown between the electrodes with larger distances between them.
10 µm apart electrodes were taken for assembling the dendritic wires between them. The
stock solution was diluted 1:5 and the electric field of strength 0.5× 106 V/m was applied
at the frequency of 30 kHz. The growth of the wires start individually from both of the
electrodes. The sites on the electrode from which the wires start to grow depend on the
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Figure 5.7: Shown
is the structure of
straight dendritic
wires. (a) and (b)
show the AFM image
of the wires grown
between two different
sets of electrodes. (c)
shows the 3 dimen-
sional view of the wire
structure shown in
(a). (d) shows the
height of the wire to
be about 20 nm. The
wires are uniform in
their thickness and
the branches come out
at very well defined
angles.
inhomogeneities of the electrode surface stucture. Fig. 5.8 show that the wires start from
both the electrodes and move towards each other till they finally meet at the center. Such
features where the wires were joining at the center between the electrodes occurred mostly
for such large distant apart electrodes. For the case when the electrodes were closer to
each other, such structures with a distinct joint at the center, were not obtained. Wires
mostly started at one of the electrodes and ended at the other. A possible reason could
be that for the electrodes with small distance apart (5 µm) the wire may start from one
of the electrodes and reach the other end before any branch can nucleate and propagate
from there. The branches are not equal-spaced along the main growing axis. A closer
observation to the structures in Fig. 5.8(b, c) show that in some cases the main branch
gradually thickens in the direction of the growth. The arrows show some of the branches
which underwent thickening in the direction of the growth. Thickening could be related
to the growth velocity which is regulated by exhaustion and diffusion. Exhaustion implies
that the solution around the growing tip gets devoid of the metal ions due to the continuous
reduction. Hence it takes the process of diffusion to bring more ions from the bulk to the
vicinity of the tip. Thus, exhaustion leads to the reduction of the growth velocity. As the
fresh ions diffuse in the region around the tip from all directions, the added particles can
deposit not only at the growing tip but also to the peripheral surface around the tip. This
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Figure 5.8: Shown above is the wire grown between the 10 µm apart electrodes. (a) and
(b) show the AFM and SEM image of the wire respectively. (c) shows the zoomed view of
the encircled regions in the image (a) and (b). The region where the branches growing from
both the electrodes contact, is distinctly visible. The arrows show the direction of growth
of the branches.
can lead to a thickening of the wire in the lateral direction.
Besides studying the properties of such wires it can have many applications like for building
single electron transistors (SET) [97] or break junctions [98]. Fig. 5.8(b) shows the junction
to be atomistically sharp. Such pointed contacts are ideal for break junction studies. Till
now the most common method to produce break-junctions is to use a piezoelectric crys-
tal to apply force to bend a metallic wire. Using this piezoelectric crystal it is possible
to control the movement of the wire upto the Angstrom level. But using this method of
dielectrophoretically growing wire, the process turns out to be easily controlled and re-
producible. Moreover by controlling the thickness of the wire it may be possible to make
break junctions with one or two dimensional junction arms which can unravel many new
electronic properties of the material. These pointed contacts can be burnt by passing high
current through them producing gaps of few nanometers. Semiconducting nanoparticles or
some biomolecules can be trapped between these gaps. This configuration of having two
metallic arms joined by an extremely small semiconducting island is ideal for the formation
of SETs. Again the joining metallic arms could be one or two dimensional in nature offering
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a wide variety of experimental conditions to explore.
5.2.1 Electronic properties
Fig. 5.9 shows the IV characteristics of the wires shown in Fig. 5.7(b). The wires were
perfectly ohmic at room temperature. As shown in the AFM picture the wires have a
thickness of about 20 nm. The resistance of the wires at room temperature is about 77 kΩ.
Assuming the wires to be cylindrical and having a length of about 6 µm, the resistivity can
be calculated. Assuming no contact resistance and that all the resistance comes from that of
the wire, the resistivity of the palladium comes out to be about 400 µΩ.cm (Eq. 5.2). This is
about 40 times more than the bulk resistivity of the palladium (10 µΩ.cm). The calculated
resistivity of these wire is more than that of the 5 nm thick wire but less than that of the
300 nm thick wires. As the diameter of the wires increases, so does the resistivity. This
could be due to the reason stated before that as the diameter of the wires grows, it consists
of bigger grain sized particles. Due to the large grain size, the contact area per grains
with which it is contacted to other grains decreases due to which the resistivity increases.
Alternative reason could be the increase in the defects as the lateral dimension of the wire
increases which could lead to the increase in the resistivity of the wire. The low temperature
Figure 5.9: (a) Shows the conductance vs. voltage measurement at different temperature.
The conductance changes and shows a non-linear IV behavior below 20 K with a dip
around zero bias. The dip in conductance becomes more prominent with the decrease
in temperature. (b) Shows the variation of conductance with temperature at a constant
current of 50 nA. The conductance increases till 80 K after which it shows a sharp decrease
with decrease in the temperature.
measurement shows interesting change in the conductance of the sample. Fig. 5.9(a) shows
that the conductance remains constant but decreases as the temperature is lowered. The
linearity between the current and applied bias persists till 20 K. As the temperature is
lowered, the conductance decreases but becomes non-linear. For temperatures below 20
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K, the conductance shows a minima at zero bias, with the dip becoming more and more
prominent as the temperature is further lowered. The low temperature measurement was
done till 2.25 K and the biggest dip in conductance was observed at this temperature.
Fig. 5.9(b) shows the measurement of conductance with the temperature at a constant
current of 50 nA. Initially the conductance increases as the temperature is lowered from
room temperature. It reaches a maxima at around 80 K and then decreases sharply with
lowering the temperature. The dip is approximately linear with temperature below 40 K.
For thinner wires the minima in the resistance is reached comparatively at a much lower
temperature of 20 K (Fig. 5.4), while for the dendritic wires it reaches at around 80 K. This
could be attributed to the presence of comparatively more defects in the dendritic wires.
5.3 Platinum nanowires
Platinum nanowires were also grown between the electrodes by dielectrophoresis. For the
experiments 1 mM of potassium-tetra-chloro-platinate (K2PtCl4) was taken in double dis-
tilled water. This stock solution was diluted by 1:10 for each experiment. The wires were
grown over the glass substrate with 2 µm apart gold electrodes. A high voltage of about
10 V was applied between the electrodes. The applied frequency was 300 kHz. The plat-
inum nanowires were formed as shown in Fig. 5.10. They were about 20 nm in height. IV
measurements were not performed over the samples.
Figure 5.10: Shown above is AFM image of the platinum nanowires along with the height
profile. The wires are about 20 nm thick.
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5.4 Silver microwires
The nanowires of palladium and platinum were imaged by the SEM and AFM microscopic
techniques. By these imaging methods it was not possible to observe the growing wires
in situ. To observe the growth in situ light microscope was used. It was possible by this
method to record any observed process and analyze it afterwards. Aqueous silver acetate
(AgCH3COO, Ag(Ace)) solution was used for these experiments. This led to the formation
of silver wires. The choice of the metal was done on the fact that elemental silver bears
a shining color which could easily be detected by optical microscope. Similar experiments
performed on Pd(Ace) solution gave similar results but the optical visibility was not good.
Detection of the process in situ by light microscope implies that the dimensions of the wires
should be in the micrometer range. The observed wires were too thick to be addressed as
nanostructured, so they are addressed as microwires as their dimension lies in this domain3.
Nucleation and growth of microwires are investigated and it is shown that the same process
leads to nanowires when different conditions are applied. Gold (Au) electrodes on the glass
substrate were used for these experiments. Different electrode structures were used4. The
distance between the electrodes depended on the configuration used and varied from 2 µm
to 10 µm.
3The images for the silver microwires are presented in Chapter 6.
4Refer to page 27 for the different electrode structures.
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Chapter 6
Nanowires: Theory
In this chapter we discuss the theory related to the formation of the nanowires. The main
issues related to the growth of the nanowire are enlisted and discussed in detail. This
section also enlist many experimental results which were helpful in the formulation of the
theory. Experimental results are presented to corroborate the theoretical assumptions. All
the experiments enlisted in this section were done on the silver wires and imaged using light
microscopy. Gold electrodes over the transparent glass substrate were used.
6.1 Growth process
The wires were formed from the aqueous solution of the metal salt by dielectrophoresis. The
formation can be categorized into two different phases viz. the nucleation and the growth
phase. A particularly interesting aspect in describing the formation of the wires from the
aqueous solution of its metal salt by dielectrophoresis is that dielectrophoresis deals with
neutral particles and not ions. Neutral particles can be polarized in the external electric
field. We believe dielectrophoresis to be the reason behind such an assembly and show that
a variation of the growth parameters like frequency produces wires of different morphology.
Observing in situ the growth of the wires we try to explain the energetics and kinetics of
the nucleation and growth process. We show that this process of AC dielectrophoresis is
markedly different from the corresponding DC case where the electrolysis of the aqueous
metal salt solution leads to random material deposition.
6.1.1 Nucleation and growth
The wire growth process can be divided into two different parts viz. the nucleation and the
growth. During the nucleation process the wire begins to grow from the electrode surface
and during the growth process it propagates from one electrode to the other. It should be
noted that the process of nucleation does not occur over all regions of the electrode but
only few selected points on the electrode surface undergo this process. Experimentally such
selective regions of nucleation on the electrode surface can be observed in Fig. 6.1 (shown
by arrow at time t = 0 sec and t = 0.4 sec).
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Figure 6.1: Shown is the process
of nucleation and growth of the
wires with the corresponding time
scale. Arrows show the regions
of the electrode which serve as
the nucleation point. (a) shows
a growing Ag microwire from one
electrode to the other. In (b)
we see a palladium nanowire be-
tween a similar set of electrodes.
Arrows in (a,b) show the curved
route taken by the wire. Thus
the same process occurs at the
micro- and nano-scale. (c) shows
a zoomed in SEM image of palla-
dium nanowire.
6.1.2 Dielectrophoresis model
In aqueous solution, metal salts dissociate in positively charged metal ions and negatively
charged salt ions. The solubility product of Ag(Ace) is 1.94×10−3 [99]. According to the
Debye-Hu¨ckel theory non-ideality arises in the solution due to the presence of charges on
the dissolved species in the solvent (water). Presence of charge leads to an association of
counter-ions and the formation of hydration shells around the ions. The formation of the
hydration shell or the counter-ion cloud leads to the stabilization of the ion by the amount,
∆G = kBT ln(γ) (where ∆G is the Gibbs free energy change related to the formation of
the solution, γ is the activity coefficient of the ion, kB is the Boltzmann constant and
T is the temperature)1. Generally for dilute aqueous metal salt solution the gamma is
less than one (γ < 1). This leads to the stabilization of the solution which corresponds
to ion-solvent and ion counter-ion interactions, in which an ion with a central charge is
visualized to be surrounded by the oppositely charged counter-ions [100]. In the normal
equilibrium situation the center of this positive charge corresponds exactly to the center
of the surrounding oppositely charged ions [101]. When an electric field is applied to the
solution, the center of positive charge moves in the direction of the field and the center of
negatively charged shifts opposite to it as shown in Fig. 6.2. Charge separation leads to
the creation of an induced electric dipole with the dipole moment aligned in the direction
of the external applied field. When the field direction is reversed the direction of this
induced polarization is also reversed. The effect is similar to the polarization of neutral
colloidal particles in solution. The strength with which the counter-ion cloud is bound to
1Refer to page 65 for non-ideal solutions.
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Figure 6.2: Shown is a cation
with the surrounding counter-ion
cloud in an aqueous solution. In
the absence of any electric-field
both the charge centers match
with each other. An external elec-
tric field displaces the charge cen-
ters giving rise to a dipole. ∆+ is
the net excess positive charge de-
veloped in the space due to the
migration of the charge centers
(∆+ = ∆−).
the central ionic core and its flexibility to be distorted in the external applied field defines
the strength of the dipole moment and its relaxation time constant. Here the polarization
reflects the active play of the solvent and dissolved counter-ions. We define this ion counter-
ion complex as dipoles in the solution. The response of the induced dipole to the external
applied frequency may refer to the dielectric dispersion of the system. When put in the
AC electric field these dipoles experience the dielectrophoretic force given by Eq. 3.10. It
should be noted that there is no electrostatic drift of the dipoles as the applied field is
alternating and so the time averaged direction of the electrostatic field is zero and so is the
time averaged electronic drift of any ion/dipole.
We discuss now the energetics involved in the dielectrophoretic deposition process. An
ion solvated in water will have a thermal energy given by 1.5 kBT, which corresponds to
approximately 38 meV. This thermal energy puts up a barrier for the dielectrophoretically
led assembly. It requires that the electric field and correspondingly the dielectrophoretic
force should exceed a minimum threshold value for the assembly to occur. Assuming that
we operate in the regime of positive dielectrophoresis (K(ω) ≈ 1), the energy associated
with the dielectrophoretic force (given by Eq. 3.10) can be simplified as FDEP = −∇UDEP =
∇(4piwR3E2RMS). This gives UDEP = −4piwR3E2RMS. The energy corresponding to the
ordering dielectrophoretic force must exceed the randomizing effect of the thermal energy
for the assembly to occur. In normal experiments 10 V is applied between the electrodes
which are about (L = 7 µm) apart. This gives the field strength of about 1.27× 104 V/m
(ERMS =
V√
2Lκw
, κw is the dielectric constant of water). The ordering dielectrophoretic
energy on an hydrated silver ion with a radius of about R ≈ 341 pm [102] comes to be
about 1.73× 10−7 meV, which is less than the randomizing thermal energy. Energetically
it seems that the dielectrophoretic force existing in the bulk solution is much too small to
explain the assembly of the wires from sub-nanometer sized particles.
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6.1.3 Wire growth controlled by field enhancement
As we can see from Eq. 3.10, the space dependence of the local electric field will control the
dielectrophoretic force. Thus local enhancement of the field gradient is the most important
process parameter. As we will see, there are two major mechanisms determining the field
enhancement: the internal field distribution of the electric field in the solution as well as field
inhomogeneities caused by the shape of the electrodes. When an electrode is dipped in an
electrolyte and the equilibrium prevails a double layer is formed at the electrode/electrolyte
interface. We assume the Gouy-Chapman model of the electrical double layer to be formed
at the electrode [103]. This double layer can be considered to be made up of the very thin
outer Helmholtz plane (OHP) and a relatively thick diffusion layer (DL) (Fig. 6.3). The ion
is able to approach the electrode to a distance limited by the solvation shell of the ion, and
it is assumed that the monolayer of solvation exists between the ion and the electrode. This
minimum distance of approach of ions from the electrode constitutes the OHP. This double
layer is formed assuming no Faradaic process (electron transfer reactions) occurring at the
Figure 6.3: Shown is the
schematic of the electrodes
dipped in a solution. The
zoomed up view of the double
layer formed at the electrode-
electrolyte (solution) is also
presented. Ions with the sur-
rounding core-hydration shell
may be in direct contact with
the electrode in OHP. Then
exist a diffusion layer where the
concentration of the ions are
much different from the bulk
value. Curved line gives the
approximate potential profile.
This double layer acts as the
capacitor while the solution act
as a resistor. Also shown in the
equivalent circuit for the current
flow between the two electrodes.
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electrode/electrolyte interface (i.e. no external potential is applied between the electrodes).
But with the application of an external potential (Vapplied), charge transfer will occur at the
electrode/electrolyte interface which will annihilate some of the charge present in the DL.
It is at OHP, where the charge transfer between the electrode/electrolyte occurs to reduce
the ion and make it a part of the growing electrode. In term of potential distribution a
sharp potential drop exists between the electrode and OHP beyond which the potential
falls gradually to that of the bulk electrolyte. The thickness of the DL or the Debye length
(∆x) is given by the expression [104]:
∆x =
√
0κwkBT
2n0z2e2
≈ 0.3√
C∗
(nm) (6.1)
where kB is the Boltzmann’s constant, T is the temperature, n0 is the ionic number density,
z is the charge on the ion in the units of electronic charge e , and C∗ is the concentration of
the ions in mole per liter. The concentration of the silver ions2 in the solution is 1.6 mM.
Using this expression we get the Debye length or the diffusion layer thickness as 7.5 nm.
Assuming this estimated value as the thickness of the DL, the capacitance can be calculated
as CDL = κwoA/∆x. Here A is the area of the electrode/electrolyte interface, κw is the
dielectric constant of the water and 0 is the permittivity of vacuum. The impedance or
the resistance of the capacitor is expressed as RC =
1
ωCDL
= ∆x
ωκwoA
. Assuming a simple
electrode structure, the conductivity of the solution can be expressed as σsol =
∑
i | zi | λi.
Here, z is the charge on the ion, λi is the conductivity of the ion and the summation is done
over all the ionic species i. The resistance of the solution can be expressed as Rsol =
L
Aσsol
.
Here L is the distance between the two electrodes. The percentage of the voltage drop
across the double layer can be estimated to be VDL =
VappliedRc
2Rc+Rsol
. At the electrode distance of
7 µm, applied potential of 10 V and frequency of 30 kHz about 10% of the voltage drops at
each of the capacitors. This makes the voltage drop across the diffusion layer to be 1 V. The
corresponding electric field within the diffusion layer can be calculated (ERMS =
V√
2κw∆x
)
to be about 1.3×106 V/m. The dielectrophoretic energy resulting from this value of electric
field corresponds to an energy of about 1.8 × 10−3 meV. This is four orders of magnitude
higher than the value calculated for the bulk solution but still less than the values for the
random thermal energy. Therefore there should be yet an additional field enhancement
occurring at the growing tips and at the electrode asperities. Electric fields of extremely
high magnitudes can be expected to exist in these regions. Dielectrophoretic energy can
be expected to exceed the random thermal energy in these regions. The field increase in
these selective regions can lead to the process of nucleation and growth. This also explains
the phenomena of the requirement of the minimum threshold voltage required to initiate
the process. If the field values are below the threshold values then even the electrode
asperities can also not lead to the enough field strength to initiate the process. This could
be the reason for the failure to assemble wires at high frequencies. The percentage of
voltage dropped across the diffusion layer decreases with the increase of the frequency and
at 1 MHz only 0.4% of the applied voltage dropped at each of the double layers. This
2Refer to page 112 for the calculation of concentration of silver ions.
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corresponds to the dielectrophoretic energy of about 2.66× 10−6 meV in the diffusion layer
which is about 3 orders of magnitude less than the case when the frequency is 30 kHz (see
Appendix B).
Based on these calculations we propose a model in which we can assume that in bulk
solution the thermal energy is much too high and it keeps the concentration homogenous
throughout the solution. Within the double layer the field gradients are about 2-3 orders
of magnitude higher than the bulk solution and so the dielectrophoretic force will be about
4-6 order of magnitude higher in this region. Yet, this value is much less than that required
to bring the ordered dielectrophoretic deposition. But field-enhancement occurs at the tip
of the growing wire. This field enhancement can bring manifold increase in the magnitude
of the dielectrophoretic force. To estimate this mechanism we consider an example which
describes situations typical for wire growth. Asperities at the electrode surfaces as well as
high local radii of curvature at the tip of the growing wire will lead to field enhancement
(see Fig. 6.4). Fig. 6.4(a) shows the square of the field intensity (|E|2) obtained by the finite
Figure 6.4: Shown above are the results of the FEM simulation of the Poisson equation
between a set of electrodes. (a) Shown is a growing wire from one of the electrodes. Plotted
is the square of the magnitude of the normalized electric field. The growing tip of the wire
and the electrode inhomogeneities have excessively high field intensities. The rest of the
space has negligible values. (b) Shown is the phenomena of tip splitting. Addition of a
new particle away from the growing tip can lead to the development of field intensities
simultaneously on both the tips. Each of which can grow as individual branch.
element method (FEM) simulation of a particular instant of wire growth over the substrate.
In this simulation a potential of 5 V was assigned to one of the electrode and the other was
grounded. The Poisson’s equation was solved over the entire area. As the distance between
the electrodes does not corresponds to the actual distances between the electrodes (in
microns), the electric field values obtained is a normalized or scaled electric field. Plotted
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in the figure is the square of the electric field (|E|2) obtained from the simulation. As
the values for (|E|2) numerically does not correspond to the true values existing during an
experiment, the simulation just gives a qualitative description of the (|E|2) distribution over
the substrate. The figure depicts both the process of nucleation (asperity at the surface
of the right electrode) and growth (single wire tip at the left electrode). It should be
mentioned that the field enhancement strongly depends on the curvature of the tip. Hence
the presented model can only give a qualitative impression of the real enhancement. As
shown in Fig. 6.4(a) (by arrows), the asperity at the electrode causes a local maximum
of the electric field. Such electrode region serves as a nucleation point for the wire. The
dipoles which contain cations are dielectrophoretically attracted towards the electrode and
then get reduced. During the growth process, field enhancement occurs also at the tip of
the growing wire.
We want to stress that this method of assembly into wires is a totally different process than
the material deposition occurring by electrolysis. The dielectrophoretic force directing the
movement of dipoles in the solution is mechanical in nature. The dielectrophoretic force
scales with fifth power of distance (FDEP ≈ −1/r5) while the electrostatic force scales with
second power of the distance (FE ≈ −1/r2). For large distance from the electrode both the
forces decay similarly but for distances very near to the electrode the dielectrophoretic force
changes at a much higher rate than the electrostatic force (dFDEP
dr
≈ 1
r6
, whiledFE
dr
≈ 1
r3
) and
is orders of magnitude higher than the electrostatic force. As shown in Fig. 6.5, if a particle
has to be deposited dielectrophoretically on the electrode via path L1 and L2 then the
dielectrophoretic force via the path L1 is orders of magnitude bigger than via the path L2.
This implies that the particle has a negligible probability (PD) to be deposited via the path
L2 and it is preferentially deposited via the path L1 at the growing tip (PD(L1) >> PD(L2)).
Thus, we have a self organized and ordered deposition occurring by dielectrophoresis. But
the electrostatic force via both the paths are of the same order of magnitude (shown by the
intersection point of the arrows by the red curve). So if a particle moves in the electrostatic
force fields, then deposition via both the paths are equiprobable. Hence this leads to random
deposition. In an AC electric field, the net electrostatic drift is zero and so dielectrophoresis
is the only force moving the particle and ensuring an ordered assembly. Experimental
results are in agreement with the proposed hypothesis. In Fig. 6.5(b) DC voltage of 0.5
V was applied between the electrodes immersed in the Ag(Ace) solution. We see a dense
structureless film covering the entire electrode. They grow without any characteristic shape.
In part (c), a much higher AC voltage (5 V, 30 kHz) was applied between the electrodes.
We see in the figure the growth of characteristic dendritic shaped Ag microwires.
6.1.4 Patterning
The wire growth initiated by a random distribution of asperities at the electrode surfaces
is characterized in the later stages by typical pattern development. Fig. 6.1 shows a time
sequence of growing Ag microwires. From the figure the velocity of the moving front is
calculated to be about 1 µm /sec. The most striking feature is a so called tip splitting which
also can be observed for the growing nanowires. Tip splitting is a general phenomenon which
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Figure 6.5: Force distance profile for the dielectrophoretic(FD) and electrostatic(FE) force.
(a) For dielectrophoretic assembly, the probability of the particle to assemble via path
L2 is considerably reduced as the force for path L1 is several orders of magnitude higher
than for L2 (shown by blue curve). Hence the assembly is ordered. For the electrostatic
assembly the forces are of same order of magnitude (shown by red curve). So, particle has
equal probability to go for L1 or L2. Hence the assembly is random. Also shown are the
experiments for the difference in the deposition process for the DC (b) and the AC (c)
case. (b) Thick random deposition is observed all over the electrode even with the applied
voltage of 0.5 V. (c) Very ordered deposition on the electrode for the applied frequency of
30 kHz and 5 V. Electrode distance is 10 µm.
can be found when the growth process is controlled by a field which is governed by a Laplace
equation . Such a ”Laplacian growth” situation is also given for the dielectrophoretic
deposition3. Fig. 6.4(b) shows the field distribution during the process of tip-splitting. At
any instant of growth, the added particle may be deposited with a small deviation from the
maximum field gradient near the growing tip. This could happen due to the thermal noise
in the system which randomizes the movement of the particle. This misaligned deposition
(bifurcation) can give rise to the phenomena of tip-splitting. Now both the tips undergo
3Refer to page 60 for the details of Laplacian growth.
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the effect of field enhancement and thus each can lead to the growth of a separate branch.
6.1.5 Optimum process window
We found that a minimum threshold of electric field is needed for the wire formation to
occur. If the field is below the threshold, the process kinetics is too small to be detected. If
the field values are above the threshold then the kinetics is sufficiently fast to observe the
growing wires. For the frequency, very high and very low (with DC voltage as limiting case)
regime failed to give wires. There is a window between the 30 kHz and 500 kHz within which
the wires could be formed. The structure and morphology of the wires changes drastically
as we move within this frequency window (Fig. 6.6). We report the experiments performed
Figure 6.6: Applying variable
frequency at the constant volt-
age of 10 V. Each of the win-
dows (a to f) shows the elec-
trode structure after the appli-
cation of the stated frequency
for the stated period of time.
(a to c) electrode structure
after applying frequency of 1
MHz, 500 kHz and 300 kHz for
1 minute each. (d) electrode
structure 1 second after the ap-
plication of frequency of 100
kHz. (e) structure after appli-
cation of frequency of 100 kHz
for 1 minute. (f) structure af-
ter application of frequency of
30 kHz for 0.5 seconds. Elec-
trode distance = 4 µm in all
case.
to determine the frequency window within which the wire formation can occur. For these
experiments parallel sets of electrodes on a glass substrate were taken with the electrode
distance of 4 µm. An AC signal of 10 V amplitude was applied between the electrodes.
Following frequencies were applied chronologically as shown in Fig. 6.6(a to f) for 1 min
each (1 MHz, 500 kHz, 300 kHz, 100 kHz, 30 kHz). Fig. 6.6 shows the electrode structure
after the application of the particular frequency for the given period of time. As shown in
Fig. 6.6 nothing happens at the higher frequency of 1 MHz and 500 kHz (a, b). Very minute
assembly is observed at 300 kHz (c). The kinetic is faster at 100 kHz (d, e), but the wires
are instantly seen to be formed at the 30 kHz (f). This shows that the process builds up as
we move from high frequency to low frequency regime and that the low frequency regime
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(≈ 30 kHz) was extremely favorable for the formation of the wires. We want to stress that
a very high voltage was applied in this experiment. Due to the parallel structure of the
electrodes the wires are confined within them and so they grow laterally and get joined
with the neighboring branches giving a dense structure as shown in Fig. 6.6(e, f).
The effect of frequency can be divided into three domains, viz. the very high frequency
domain, the allowed window of frequency within which the wire forms and very low fre-
quency domains. Each of the particles and media has its own characteristics dielectric
relaxation time. At a very high frequency regime, the time period of the external elec-
tric field may be smaller than the relaxation time of the dielectric particle. At such high
frequencies there exists a constant phase shift between the external electric field and the
polarization of the particle. This may lead to the negative dielectrophoresis. Alternative
reason could be that at high frequency the field strength across the diffusion layer is really
low for the wire assembly to occur as discussed before. Within the frequency window, the
counter-ion cloud gets the time to react to the external fields and hence the dipoles are
formed in phase with the external field. These dipoles then drift in the dielectrophoretic
force field and hence assembly can occur. At the very low frequency domain we fail to
form wires. This could be explained by the fact that in an AC-field an ion is assumed to
vibrate about its mean position, thus any net electrostatic drift is zero. This zero ionic drift
can be assumed to be occurring only when the displacement of the ion in the half cycle
(δhc) is small enough so that the electric field can be considered to be homogenous in that
region i.e. (E(x + δxhc) ≈ E(x)). When the ionic displacement (δhc) over the half cycle
is greater than the distance over which the field can be considered homogenous then the
particle may not return to the original position in the next half cycle. Thus in this case
(E(x + δxhc) 6= E(x)), there could be a net electrostatic drift of the ions even in the AC
case. In the micro-electrode systems, extremely high spatial field inhomogeneities exist.
Hence the electrostatic drift for the ions can commence from some finite frequency, as the
net ionic displacement in the half cycle is inversely proportional to the applied frequency
(δhc ∝ 1ω ). At some low frequency the electrostatic ionic drift can start in the solution.
Once the movement of the ions is governed by the electrostatic drift rather than the di-
electrophoretic drift then the material deposition can no longer occur in an ordered way as
discussed in Fig. 6.5. Consequently the wire-formation process is disrupted which requires
ordered material deposition.
We now try to estimate the minimum threshold values for the electric field required for the
dielectrophoretic deposition. As stated before, the frequency window lies within 500 kHz
and 30 kHz, with the kinetics being faster at the lower frequencies. So, in this experiment we
applied the 30 kHz frequency between the electrodes and applied different voltage between
the parallel set of electrodes with 4 µm distance. Following voltages were applied in the
ascending order for 1 minute each (0.5, 1.5, 3, 5 V). Nothing appreciable happened for the
1st three values as shown in Fig. 6.7 (t=0). The wires were immediately seen to be formed
when the applied voltage was 5 V (E = 1.25×106 V/m). Fig. 6.7 shows the wires formed
within 1.5 seconds of the application of the voltage. The branches grew with time to give
a more dense structure. This shows that there exists a threshold voltage (or field) below
which the kinetics is too small to detect anything noticeable. These two experiments show
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Figure 6.7: Applying variable voltage at the constant frequency of 30 kHz. (a) The electrode
structure remain same after application of 0.5 V, 1.5 V, 3 V for 1 min each. (b) Image
taken 1.5 seconds after the application of 5 V. Electrode distance = 4 µm.
that noticeable assembly occurs at some optimized values of frequency and voltage. When
we are away from this value, the assembly does not occur. This is quite different from the
material deposition occurring in the DC case. To check this we applied DC voltages of
0.25 and 0.5 V between the parallel set of electrodes. As shown in Fig. 6.8 the material
deposition starts to occur right when the applied voltage is 0.25 V. Moreover the pattern
Figure 6.8: Application of DC
offset voltage: (a) Electrode
structure at the beginning of
the experiment. (b) Electrode
after application of 0.25 V off-
set for 75 seconds. (c) Elec-
trode after application of 0.5
V offset for 105 seconds after
(b). (d) SEM picture of a sim-
ilar structure after application
of 1 V for 30 seconds. Elec-
trode distance = 4 µm.
of deposition and morphology of the deposited structure is too different from the AC case
Fig. 6.8(c,d). The material is deposited as powder over the entire electrode surface, while it
was entirely different in the AC case. At higher applied voltages very thin layer of metallic
silver is deposited over the entire substrate along the electrodes. The SEM image shows a
zoomed up view over the surface of the electrode. We can see the random cluster depositions
occurring over the electrode surface.
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6.2 Growth model: Diffusion limited aggregation
Diffusion limited aggregation (DLA) is a computer algorithm which represents noisy growths
governed by diffusion, e.g. crystallization in a random environment [105]. DLA growth
algorithm growth starts from a nucleation center which acts as the origin of the coordinate
system. A single particle of radius a is located at this nucleation center. A similar particle
is then released in the medium at some distance away from the first particle. It then
diffuses in the medium and sticks to the first particle when it happens to be within the
distance a of it. Mathematically this process can be formulated by the following methods.
In a continuum model the density of the particles diffusing in the medium can be given by
u(r, t). Then by the second law of diffusion we have:
∂u
∂t
= D∇2u (6.2)
D is the diffusion constant of the particle. Since in DLA we launch one particle in the
medium each time one of them is sticking to the growing branch, u(r, t) does not change
with time, hence ∂u/∂t ≈ 0. Hence the diffusion equation reduces to
D∇2u = 0 (6.3)
This is equivalent to solving the electrostatics problem. Such a growth model is called the
quasi-static or the Laplacian growth model. Besides the growth equation, the boundary
condition for the DLA model can be:
usurface = (1− sp)u0 (6.4)
Here sp is the sticking coefficient, u0 is the bulk concentration of the particle, and usurface
is the concentration at the growing surface. The condition, sp = 1 implies pure absorption
at the surface. sp varies from 0 to 1 and different types of growth geometries are obtained
depending on the coefficient. For the case of crystallization, Eq. 6.4 is replaced by:
usurface = d0κ (6.5)
where d0 is the measure of the surface tension and κ is the curvature of the surface. Steady
state tip is not the stable solution with the boundary conditions as reported by Equations 6.4
and 6.5. These conditions lead to the tip instability and the growth shows multiple tip-
splitting phenomena. In the real crystal growth there exists anisotropy in the lattice. This
happens as different crystal faces have a different surface energy and so the boundary
condition in Eq. 6.5 is replaced by the condition
usurface = d0(θ)κ (6.6)
where θ is the angle with respect to the crystalline axis. This small anisotropy in the DLA
model gives a stable dendritic tip growth. In the absence of anisotropy, numerical solutions
show a sequence of tip-splittings where tips form, split and reform.
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The phenomena of screening in the DLA growth models can be explained by the fact
that a faster growing branch may hinder all the incoming particles to reach and deposit
to the branches in its vicinity. This happens because the faster growing tip has a large
field associated with it which increases manifold the probability of the particle within an
effective distance to be deposited there. Thus for a growing branch there may exists a
characteristic length (∆Xscreen) such that all the sub-branches in the vicinity of this length
may be completely screened and hindered from growing. This could be the reason for the
growth of only few of the branches.
6.2.1 Comparison of homogeneous and dendritic growth
Figure 6.9: Morphological dia-
gram showing various types of
patterns observed as a function
of electrolyte concentration C and
applied voltage ∆V. The inter-
esting growth structure ’homoge-
neous and dendritic pattern are
shown in Fig. 6.10. Figure taken
from [106]
Figure 6.10: (a, a1) Shows the two differently
magnified views of the homogeneous pattern of the
phase diagram. (b, b1) Shows the two differently
magnified views of the dendritic growth pattern of
the phase diagram. Figures taken from [106]
In chapter 5 we saw that the morphology of the wire changes a lot by changing the frequency.
Keeping all other experimental parameters constant we obtain a very different pattern of
wires when the frequency was changed from 300 kHz to 30 kHz. When the applied frequency
was 30 kHz the wires formed were relatively thicker (25 - 30 nm) and perfectly straight and
needle shaped. The morphology represented that of dendritic growth. With 300 kHz we get
extremely thin wires of thickness around 5 nm. These wires were highly branched and have
fractal appearance. Such a drastic change in the wire structure shows that there occurs a
change in the method in which the particles are aggregating to form wires. An analogy can
be drawn from the electrodeposition of metals which produces similar structures but on a
much larger micro level. Its known that many different types of patterns are formed during
the electrochemical deposition of metals. Different deposition conditions can give pattern
ranging from fractal to dendritic [106]. It is believed that these transitions are related to the
electrolyte concentration and the applied voltage. Fig. 6.9 shows the morphological diagram
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denoting different regimes of concentration and applied voltage giving rise to different types
of pattern formation during the metal deposition. According to it extremely low applied
voltage and low concentration lead to the formation of thin fractal patterns produced by
the tip splitting instability. This pattern was termed in the paper [106] as ’Homogeneous’,
may be because it spreads uniformly in all direction as shown in Fig. 6.10. Higher voltage
and concentration yield the dendritic growth. From the theoretical investigations, it was
shown that in a normal metal deposition experiments, the drift velocity of the ions play a
major role in defining the geometry [107]. It was found that extremely low drift velocities
are associated with fractal morphology. At higher drift velocities we get dendritic growth.
As stated before the concentration and the applied voltage were the same for both the cases,
it seems quite unlikely that the drift velocity of the ion will change just by changing the
frequency of the AC field. The drift velocity depends on the electric field in the solution and
so we would expect the ion to be drifting in the solution with the same velocity for both
cases. Moreover, according to the morphological diagram shown in Fig. 6.9, we expect
the dendritic wires to be forming at a higher concentrations of the solute and at higher
applied voltages. But as stated before both the parameters (the applied voltage and the
concentration) are unchanged in our case.
The process could be understood if we look in detail at the electrode solution interface.
As discussed before, the double layer at the electrode solution interface acts as a capacitor
while the solution acts as a resistor added in series to the capacitors. By decreasing the
frequency we increase the impedance of the capacitor, thus a large percentage of the volt-
age drops across the capacitor (extremely thin double layer). This enormously increases
the electric field within the double layer (DL). This enhanced electric field in the DL will
increase manifold the dielectrophoretic force and so the flux of ions (dipoles) within the DL
from the bulk solution. This may locally increase the concentration of the ions near the
electrode surface. This changed condition near the electrode surface (with high concentra-
tion) corresponds to the region of the phase diagram which gives dendritic growth and so
we get dendritic structures.
Mathematically this can be explained by the following method. At any instant of time an
ion undergoes two types of displacement from its original position. The one driven by the
diffusion (∆xdiff ) is in completely random direction. The other displacement is the electric
drift of the ion (∆xdrift) due to the presence of the electric field. In any time interval (∆t),
each of the displacements are given by:
∆xdiff ≈
√
Dion∆t (6.7)
~∆xdrift ≈ ~Vdrift∆t = µ~FDEP∆t (6.8)
In the expression µ is the mobility of the ion. If the electric field ( ~E) within the double layer
is very low (at high frequency) we may have a situation that |∆xdiff | > |∆xdrift|. In this
case the deposition process is diffusion controlled and we get highly branched structures.
An increase of the field in the DL implies the increase in the drift velocity of the ion and
also their electronic drift (∆xdrift). In this case we may have the the condition |∆xdrift| >
|∆xdiff |. Hence there exists a competition between the diffusion assisted random motion
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and electric field governed ordered motion. If the whole process is governed by diffusion we
get highly branched structures and if the whole process is governed by the deposition force
it leads to the dendritic growth.
6.3 Thermodynamics and energetics parameters
In this section we discuss the reason for the ease with which some metals (like Pd, Pt, Ag)
form the wires and others not. This could be related to the reduction potential (ERP ) of the
ion. Metal ions with positive (ERP ) are good oxidizing agent i.e. they accept electrons and
get themselves reduced. Hence they show a tendency to form wires by dielectrophoresis. If
the reduced metal atoms are highly reactive with water they will redissolve by the following
reaction:
M + nH2O →Mn+ + nOH− + n
2
H2 ↑ (6.9)
Reactions are said to be thermodynamically feasible or spontaneous if the change in the
free energy of the system is negative i.e. when the free energy of the system is decreasing
(∆G < 0). The free energy of an oxidation/reduction reaction is related to the standard
reduction potential (Ered) of a reaction by the following relation:
∆G = −nFEred (6.10)
Here n is the number of electrons transferred during the reaction and F is the Faraday
constant. So, all the reactions which have a positive reduction potential have a negative
∆G and are spontaneous in nature. Shown below are the several reactions along with their
corresponding reduction potential [99]:
Reaction Reduction potential (ER/V) Medium
Pd2+ + 2e → Pd ER = 0.951 acidic
Pt(Cl4)
2− → Pt + 4Cl− ER = 0.755 acidic
Ag+ + e → Ag ER = 0.799 acidic
Ni2+ + 2e → Ni ER = -0.257 acidic
Ni(OH)2 + 2e → Ni + 2OH− ER = -0.720 basic
We included different aqueous metal ions listed in the table in our investigations of the
formation of nanowires. As listed, the palladium and platinum ions were in their divalent
state (Pd2+, Pt2+) and the silver ion was in the monovalent state (Ag+). All these ions
have a positive reduction potential ER and so the reduction is thermodynamically feasible.
We also tried to assemble nickel nanowires by taking both the acidic and basic solution of
the nickel salts (Ni2+). But the wire could not be assembled and similar results were also
reported by the other groups [94]. A possible reason could be that the reduction of the
nickel ion (Ni2+) is thermodynamically not favorable as the reaction has negative reduction
potential.
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Figure 6.11: Shown is
the Fermi energy of the
metal. Negative applied po-
tential pushes the Fermi en-
ergy higher than the nor-
mal value and the differ-
ence is equal to the ap-
plied potential. Similarly
the positive applied poten-
tial pushes down the Fermi
energy.
Figure 6.12: Shown is the case of electron transfer from
electrode to an ion in the solution. The ion has an dis-
crete set of states with LUMO above the Fermi energy.
Application of external voltage pushes the Fermi energy
above the LUMO facilitating the electron transfer.
When an electrode is dipped in the solution the electron transfer reaction occurring between
an ion in the solution and the electrode leads to the reduction of the metal ions over the
electrode. Let us consider a metal ion represented by [On+] which accepts n electrons
from the electrode and gets reduced to [R] over the electrode [103]. This reaction can be
expressed as:
On+(aq)φaq + ne
−(el)φel 
kredkox R(el)φel (6.11)
According to this equation an electron leaves the electrode (el) at the potential φel and
reduces the ion in the solution (aq) at the potential φaq. This reaction involves the transfer
of a charged particles (electrons) between the two phases (el) and (aq). kred and kox are the
rate constants for the forward (reduction) and backward (oxidation) reaction. As this reac-
tion moves towards equilibrium a net charge separation develops between the electrode and
the solution. This charge separation creates a potential difference at the electrode/solution
interface (φel/aq.). The measurement of such potentials involves setup of electrochemical
cell with a reference electrode (most commonly used reference electrode is the standard
hydrogen electrode or SHE). Provided no current is drawn from the cell [103], the mea-
sured potential difference between the two electrodes (E) reaches an equilibrium value (Ee)
depending on the relative concentration of ions (viz. [On+] and [R]). Nernst showed that
the potential established at the electrode under the equilibrium conditions is given by:
Ee = E
φ − RT
nF
ln
[R]
[O]
(6.12)
Eφ is the equilibrium potential (Ee) when the reactant and product have the same activity
([R] = [O]). When the externally applied potential (Eext) is equal to the equilibrium po-
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tential (Ee), no current flows through the cell. For any other value of (Eext), the electrode
reaction 6.11 will no longer be at equilibrium with the electrode potential and electrolysis
becomes thermodynamically feasible. So, for electrolysis to occur, the external potential
(Eext) must be different from that of the equilibrium value (Ee) in order to drive” or push”
the electrode reaction. The difference between the external applied potential (Eext) from
the equilibrium value (Ee) is defined as the ”overpotential” (η)
η = Eext − Ee (6.13)
It may happen that the Fermi energy (or the electrochemical potential) of the electrode
(EF = φel) is below the LUMO of the ion in the solution (φaq.) as shown in Fig. 6.12.
This may make the electron transfer process from the electrode to the ion in the solution
thermodynamically non-feasible. As shown in Fig. 6.11 the electrochemical potential of
the metal electrode can be changed by the application of an external bias voltage. So
sometime for the reduction process to occur an external over-potential is applied to the
electrode so that the Fermi energy of the electrode exceeds LUMO level of ion in the
solution. Now the charge transfer process becomes thermodynamically feasible. We want
to assert that for some metal ions normal reduction might not be thermodynamically feasible
but application of an external over-potential can make them reduce at the electrode surface.
But the reduced metal atom should be inert towards the water. If the reduced metal atom
is reactive with water then a secondary reaction of neutral metal atoms with water will
start dissolving more and more atoms back to the solution (Eq. 6.9). Nanowires cannot be
formed from such reactive metals. The electron transfer reaction required for the electro-
reduction of O to R (as shown in Eq. 6.11) occurs via quantum mechanical tunneling of
electrons from the electrode to the species O.
6.4 Non ideal solutions
The chemical potential of an ideal solution is given by [100]
µA = µ
∅
A + RT ln[A] (6.14)
Here [A] is the concentration of component A in the solution. However for a non-ideal
solution the chemical potential is given by
µA = µ
∅
A + RT ln aA (6.15)
where aA is the activity of A. It is related to the concentration of the solution by the activity
coefficient γA:
aA = γA[A]. (6.16)
Ideal solutions rarely exist in practical cases since there are interaction forces between
the molecules of the solute and the solvent. Thus the enthalpy change considering the
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real interactions is given by the expression RT ln γA. It follows that the change of energy
involved when a solution changes from the ideal state to non-ideal state is related to the
activity coefficient (γ) of each component of the solution. The formation of an ideal solution
demands that the enthalpy of mixing is zero. This means that the intermolecular forces
between the molecules in the mixture are equal to those in the pure liquids i.e. VAA = VBB
= VAB. Here VAB refers to the interaction energy between the molecules of components
’A’ and ’B’ and so on.
Figure 6.13: Shown is the hydration
layer around a ferric ion (Fe3+) in the
aqueous solution. The hydration shell
exist in many layer, with the outer
one most loosely bound and the in-
ner one most tightly bound to it. The
presence of the hydration layer stabi-
lize the ions in the solutions. The ion
counter-ion shell exists also in a sim-
ilar configuration with a central ion
surrounded by the oppositely charged
counter-ions [103].
For an aqueous solution most of the time the solute molecules are charged and there exists
a solvation or counter-ion shell around the ion as shown in Fig. 6.13. These interactions
lower the free energy of the system. So, the formation of ion counter-ion complexes is
thermodynamically feasible. Thus we see that ions in the dilute solution are stabilized by
the presence of hydration layer or counter-ion clouds. This charge build-up around an ion
is of the opposite nature of the central ion and is spherically symmetric. For a cation this
takes the shape of a diffused cloud of negative charge, the magnitude of which decreases
radially from the central cation.
6.5 Migration of ions in solution
In this part we consider the motion of ions in the solution under the influence of an applied
electric field [100]. In solution both types of ions are involved in the conduction which are
annihilated at the respective electrodes leading to the decrease in the concentration of ions.
The resistance of the solution can be expressed as:
R =
ρL
A
=
L
κA
(6.17)
Here, ρ is the resistivity and κ (Ω−1m−1) is the conductivity of the solution. L is the
distance between the two electrodes and A is the contact area between the electrode and
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the electrolyte. According to Eq. 6.17, besides the cell geometry, the resistance depends on
the conductivity of the solution. The conductivity of the solution depends on the individual
conductivity of each ion and also on the concentration of the ions. The conductivity of the
ion alone makes no sense as we require concentration also for the full information. So it
is more conventional to speak of the conductivity per unit mole or molar conductivity (Λ,
Ω−1cm2mol−1) of an ion, expressed as
Λ =
κ
c
(6.18)
Where ’c’ is the concentration of the solution in molarity. Molar conductivity of one mole
of the salt of form (MaXb)which fully dissociate in solution giving a moles of M
+ of molar
conductivity Λ+ and b moles of X
− of molar conductivity Λ− can be expressed as:
ΛMaXb = aΛ+ + bΛ− (6.19)
This is known as the Law of independent ion migration, meaning that the cation and anion
move essentially independent of each other.
6.6 Effect of the substrate
Figure 6.14: Shown is an ideal
dielectrophoretic experimental
setup with the solution on top of
the electrodes. d is the thickness
of the insulating oxide layer and
R2 is the resistance of the silicon
substrate. Shown below is an
equivalent circuit for the current
to flow.
When the solution is poured over the substrate and a voltage V is applied across the elec-
trode, the equivalent circuit can be represented by Fig. 6.14. The current flowing between
the electrodes has two alternating parallel paths, via the solution or via the substrate. The
ratio in which the current divides depends on the impedance of the two paths. For the
path via the solution, the double layers in front of the two electrodes are represented by
the two capacitors C1 and the resistance through the solution is given by R1. For the path
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through the substrate the electrodes with the silicon behave as a parallel plate capacitors
with a dielectric oxide/nitride layer in between. So the current has to pass through two
sets of parallel plate capacitors (for the left and right electrode) each given by (C2) and
via the silicon substrate whose resistance is given by R2. The equivalent circuit is shown
in the Fig. 6.14. The ratio in which the current divides in the two different parts can be
expressed as
isol
isub
=
2
ωC2
+R2
2
ωC1
+R1
(6.20)
If we use the same stock solution for all the experiments, then for same experimental
conditions the overall resistance of the solution can be approximated to be constant. This
includes the condition that the stock solution is diluted to the same extent, distance between
the electrode remains unchanged, and same frequency is applied. So the impedance due to
the presence of the solution ( 2
ωC1
+R1) can be approximated to be constant. So,
isol
isub
∝ 2
ωC2
+R2 ∝ 2d
ω0SiO2A
+R2 ∝ Kd+R2 (6.21)
In Eq. 6.21, A is the contact area between the electrode pads and the substrate, SiO2
is the dielectric constant of the thin SiO2 layer and d is its thickness. We see that the
current through the solution is proportional to capacitance and resistance of the substrate.
The capacitance of the substrate is proportional to the thickness of the oxide layer and
the resistance of the silicon substrate is proportional to the doping of the substrate. So
changing the substrate parameters can change the current flowing through the solution.
If we reduce the oxide thickness and increase the doping of the silicon substrate, the net
current flowing through the solution can drop drastically. Thickness is reduced and doping
is increased to enhance the gate conductivity. But this reduces the net current flowing
through the solution. This has marked effect on the capacity to form wires. The wires
failed to assemble on a substrate which has high silicon conductivity and low oxide layer
thickness. The assembly improved as the doping was reduced and thickness of the SiO2
was increased. The assembly was very extremely fast and reproducible over glass substrate
which was insulator for the substrate current. We assume that charges are required for
the reduction of ions at the tip of the growing wires. So when a huge fraction of the total
current flows through the substrate, this process of reduction at the tip is disturbed and so
the wires fail to assemble and we get cluster like structures.
Chapter 7
Dielectrophoretic assembly of carbon
nanotubes
In this section we discuss the experiments related to the use of CNTs as a field effect
transistors (FETs). CNTs have many unique electronic properties making their application
suitable as an electronic appliance [33]. Metallic CNTs can be used as interconnects for
large scale integrated systems. Conduction through the semiconducting CNTs (sCNTs)
depends on the carrier concentration in the conduction and valence band and so they can
be used as a transistor. Conduction through the semiconducting channels occurs only
when the carriers are activated to the conduction bands. Most common is to use electric
field assisted activation as is done in the Field Effect Transistors (FETs). As shown in
Fig. 7.1, a FET consists of a semiconducting channel joined at both ends by two different
electrodes called source and drain electrodes. The entire structure, i.e. source, drain and
the semiconducting channel is separated by an insulating layer from the third electrode
called the gate electrode. The electric field generated by the gate, can lower or raise the
conduction channels of the semiconducting material. For example, for electron conduction,
positive gate voltage lowers the channels, while the negative gate voltage raises it. So, with
the application of a gate voltage the conducting channels of the semiconducting material
can be brought between the Fermi levels of the source and the drain electrode which leads
to the flow of a current in the circuit. Similarly the application of the gate voltage can also
remove any channels already present between the Fermi levels of the source and the drain
electrode which will stop the current flow in the circuit. Thus the conduction in the whole
circuit is modulated by the gate voltage.
In section 3.2 we saw that at any frequency the dielectrophoretic forces were mostly deter-
mined by the longitudinal permittivity of the CNTs. We also found that the longitudinal
permittivity of the CNTs is inversely proportional to the band gap of the carbon nanotubes.
This implies that at any given frequency the dielectrophoretic force on the semiconduct-
ing CNTs depends on the band gap of the CNTs. Hence to see the affect of frequency
on the band-gap of the deposited CNTs we made a frequency dependent deposition. A
solution of TDOC1 suspended CNTs were placed between two sets of electrodes. In one
1Refer to page 30 for the details of CNT dispersion.
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Figure 7.1: Shown is the typical structure of
a CNTFET. The structure consists of semi-
conducting CNTs deposited between source
and drain electrodes. The silicon (Si) layer
below the insulating SiO2 layer serves as gate
electrode [108].
Figure 7.2: Shown are CNTs deposited
dielectrophoretically between two elec-
trodes.
of the electrodes the applied frequency was 300 kHz while in the other it was 15 MHz.
Electric field of magnitude 1 × 106 V/m was applied between each of the electrode pairs
and CNTFETS were assembled. Fig. 7.2 shows a typical setup of CNTs dielectrophoret-
ically deposited between electrodes over a silicon substrate. Fig. 7.3 shows the gate-scan
for constant source-drain voltage of 1 V for the CNTFETs assembled over the electrodes at
these two different conditions. At 15 MHz frequency semiconducting tubes with high band-
gaps are hindered from the deposition due to negative dielectrophoresis. Only the tubes
with very small band-gaps undergo positive dielectrophoresis and hence are deposited. At
the frequency of 300 kHz semiconducting tubes with large band-gaps also undergo positive
dielectrophoresis and hence can be deposited between the electrodes. The metallic tubes
have infinitely high permittivity (or zero band gap)and so they undergo positive dielec-
trophoresis for all values of frequencies. The effect of the frequency on the deposition of the
semiconducting tubes of different band-gap is reflected by the on/off ratio of the transistor.
We observed that the FETs formed at the frequency of 300 kHz have an on/off ratio of
about 107 while the FETs formed at 15 MHz have a ratio around 5-10. All these FETs
were made in a single fabrication step. No intermediate step for the burning of the metallic
tubes was needed. By close observation of the deposition process it could be possible to
detect a single CNT connection between the electrodes [85].
As the permittivity of a semiconducting CNT is inversely proportional to the band-gap, at
any given frequency there exists a critical band-gap such that all the semiconducting CNTs
71
Figure 7.3: Shown is the gate scan for
a constant source-drain voltage of 1 V.
The solid curve shows the scan for the
nanotubes deposited at 15 MHz. The
on-off ratio is about 10 for this deposi-
tion. The dotted curve shows the scan
for the nanotubes deposited at the fre-
quency of 300 kHz. The on-off ratio is
about 107 for this structure. There is a
marked difference in the ratios for the
CNTFETs assembled at different fre-
quencies.
with band-gap above this critical value undergoes negative DEP and those with band-gap
smaller than it undergoes positive DEP. The low on/off ratio at high deposition frequency
corresponds to the fact that low band-gap CNTs have been deposited. This favors thermally
activated electrons to the conduction band. This leads to the current in the circuit without
the application of any gate voltage, thus bringing down the ratio. The application of gate
voltage just increases or decreases few more electrons to the conduction band thus bringing
the change in the conduction with the gate voltage. For the large band gap tubes, the
electrons cannot be thermally activated to the conduction band. So, no current flows in
the circuit without the application of a gate voltage. Only the application of the proper
gate voltage can lead the activated carriers in the conduction/valence band and then the
current flows in the circuit. So we have very high on/off ratios for such tubes. It is difficult
to achieve circuits with only metallic CNTs in it. Some semiconducting CNTs are always
deposited with it. Application of extremely high frequency may lead to the deposition of
metallic or pseudo metallic CNTs.
The gate voltage characteristics show that the current flows in the circuit only when the
negative gate voltage is applied. Application of positive gate voltage reduces the flow of
current in the circuit. This is typical to the p-type FETs. This usual p-type character of
CNTFETs maynot be the intrinsic property of the nanotube, but it is rather a property
related to the nanotube-metal junction [109]. The nanotube devices fabricated by deposit-
ing single walled CNTs on top of high work function ( φmetal > 5 eV ) electrodes such as
platinum or gold show invariably unipolarity with p-type semiconduction (hole transport).
Fig. 7.4 shows a typical Schottky junction formed at the metal-semiconducting CNT in-
terface. The semiconducting CNTs are of average diameter of 1.4 nm corresponding to a
bandgap of about 0.6 eV. Due to very high work function of the metal as compared to that
of the sCNTs, there develops a depletion region in the semiconductor. Fig. 7.4(a) shows
the metal-sCNT junction in thermal equilibrium. ∆M is the barrier faced by the electron
to move from metal to semiconductor, while ∆S is the barrier faced by the electrons in
moving from semiconductor to metal. With the application of positive gate voltage Vg, the
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Figure 7.4: (a) Shown is a Schottky junction between a metal and semiconducting CNTs at
the thermal equilibrium. (b) With the application of positive gate voltage, the bands in the
semiconductor moves down increasing the barrier height ∆s. (c) Application of negative
gate voltage increases the bands in the CNT thus decreasing the barrier height ∆s. (d)
Applying excessively high negative gate voltage may change the contact to ohmic type.
whole conduction and valence band shifts down by the amount equal to the applied Vg, thus
further increasing the barrier height ∆S the electron needs to go from the semiconductor
to the metal (Fig. 7.4(b)). Due to this increased barrier height the transfer of electrons
is very much quenched and hence we get no current in the circuit. With the increase in
Vg the barrier height gets more and more enhanced blocking the current in the circuit.
Some tunneling may occur from metal to semiconductor and vice versa leading to a very
minute current in the circuit. With the application of a negative gate voltage, the bands
in the CNTs move up leading to the decrease in the barrier height (∆S) for the electrons
to flow from semiconductor to metal (Fig. 7.4(c)). Due to decrease in barrier height more
electrons can flow from semiconductor to metal leading to the substantial rise of current
in the circuit. If the negative gate voltage Vg is continuously increased, the barrier height
∆S vanishes and we may enter from Schottky to Ohmic contact regime (Fig. 7.4(d)). As
shown in the figure there exists an excess of electrons in the semiconductor and electrons
can flow very easily from semiconductor to the metal. In this case we may expect to get
a linear (IV)SD characteristic as the flow of electrons is similar to that of in the metals.
Fig. 7.5 shows the (IV)SD for different values of Vg for the CNTs deposited at 300 kHz. As
shown in the figure, the current is very much quenched for the positive gate voltage. As Vg
is reduced, the current in the circuit increases but it does maintain its non-linearity. This
non-linearity is very typical for Schottky barriera. With very high negative gate voltage
(Vg ≈ -10 V) we see that the current is approximately linear with the applied bias. This
characteristics is typical to ohmic contacts. Thus we assume that the characteristics shown
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Figure 7.5: Shown is the (IV)SD
scan for different gate volt-
ages. The current was completely
quenched for high positive gate
voltages. The current in the cir-
cuit increased but stayed non-
linear as the gate voltage was low-
ered. The characteristics became
linear for excessively high nega-
tive gate voltage. The dotted line
shows a linear fit to the (IV )SD
at Vg = −10 V.
in the figure corresponds to the band diagram shown in the Fig. 7.4. So, in conclusion
we can say that the metal semiconductor contact leads to a Schottky barrier and we have
invariably unipolar p-type characteristics.
7.1 Hysteresis
The gate loop (ISD vs. VG) at a constant source-drain voltage (VSD) shows hysteresis
behavior (Fig. 7.3). This is quite typical for CNTFETs and has been reported earlier [84].
The hysteresis is related to the charges trapped by the water molecules around the nanotube,
including the SiO2 surface bound water in proximity to the nanotube [110]. Various methods
like heating, coating with PMMA (poly(methyl methacrylate)) etc have led to the removal
of the hysteresis loop. CNTFETs built of suspended nanotubes also showed absence of
hysteresis [111].
7.2 Contact resistance
Contact resistance is one of the most commonly acquainted problems when dealing with
nano-devices. Devices fabricated from CNTs and other molecules show excessively high
contact resistances which eventually destroys their performance. Several attempts have
been reported for reducing contact resistance in the CNTs based devices, like changing
electrode material and annealing the device to high temperatures [112]. We observed that
by passing excessive high current through the device improved its characteristics. The
contact resistance got reduced and there was an increase in the current in the circuit as
shown in Fig. 7.6. One should be careful not to apply too high current which can eventually
burn the circuit. We increased the current through the circuit in steps and measured the
resistance after each of these ”heat shock”. As the current flows through the circuit, heat is
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Figure 7.6: Shown is the effect of
heat treatment on the resistance
of the CNTs deposited between
the electrodes. The gate scan is
made on the CNT structure at a
constant source-drain voltage of
1 V. An upward shift shown in
the curve after the heat treatment
shows decrease in the contact re-
sistance.
produced at all regions and it is proportional to the resistance at those regions (W = I2R).
So, high heat is produced at the electrode-CNT interface as this region is associated with
high contact resistance. This may increase the diffusion of metal atoms from the electrode
over the CNT surface leading to a better coverage of the CNT surface with the metal [113].
This would decrease the contact resistance as it leads to a better carrier injection from the
metal electrode to the CNTs. Eventually, the current in the circuit increases.
Chapter 8
Microtubules: Dielectrophoretic
parameters
Figure 8.1: Shown is the structure of the mi-
crotubule. The side view shows the arrange-
ment of α and β monomers. The top view
shows the lumen of the microtubule. It has
a diameter of about 14 nm [114].
Microtubules (MTs) are hollow cylindrical
structures with a diameter of about 25 nm [115]
found in all eukaryotic cells and in most dif-
ferentiated cell types. In nondividing cells,
they organize the cytoplasm, position the nu-
cleus and organelles, and serve as the prin-
cipal structural element of flagella and cilia.
They perform most functions related to trans-
port and support at the cellular level. They
can be of lengths varying from few hundred
nanometers to few micrometers, depending
on the functionality of the microtubule and
the cell’s life cycle. Microtubules are com-
posed of the globular protein called tubu-
lin. Tubulin itself exists in two forms, alpha
(α) and beta (β) tubulin, which are bound
together to form a heterodimer, which rep-
resents the structural subunit of the micro-
tubules. These heterodimers are oriented in
an ordered lattice with the β tubulin point-
ing towards the polymerizing end called the
plus end and the α dimer pointing towards
the depolymerizing minus end. In a cell,
microtubules undergo a continuous polymer-
ization and depolymerization to release free
tubulin which can be used for the assembly
of microtubules at any other location in the
cell [41]. Besides providing support to the
entire cellular structure and framework, they
are also used for transportation in the cells.
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Motor proteins like kinesin and dynein bind to microtubules and move along it. These
proteins have a head region that binds to microtubule and the tail binds to the organelle to
be transported. The kinesin moves to the plus end and the dynein moves to the minus end
of the microtubule. The energy required for the movement is brought by the hydrolysis of
ATP molecules [41].
Not much is known about the electrical properties of the microtubule. We do know that it
exists as a negative charged polymer in solution and attracts a large amount of counter-ions
which can slide over its surface bringing about the electrical conductivity [116]. Hence, we
investigate in this chapter the dielectrophoretic parameters of the microtubules. They are
known to move in an ordered fashion on the tracks of the motor proteins. We tried to control
the movement of microtubules in the solution in the influence of an AC electric field. DNA,
cells have already been shown to undergo dielectrophoresis and their parameters are very
well established. But little work is done on the similar properties of MTs. A full knowledge
of such parameters can help to direct and control the movement of MTs in solution with
the help of an electric field. This process of controlling the motility of the microtubule is
experimentally much easier than controlling the movement over the kinesin motor proteins.
MTs were assembled dielectrophoretically over the electrodes. We used in our experiment
two different types of microtubules. The first set consists of small MTs of about 2-3 µm
length, while the other set includes long MTs of about 15-20 µm length. We report here
experiments determining the transition frequency and threshold electric field required for
the assembly of the MTs between the electrodes.
8.1 Transition frequency
As stated before that other than metals all other particles are expected to undergo both
positive and negative dielectrophoresis depending on the solution and the frequency of the
AC field. Changes in voltage affect only the magnitude of the force but the frequency affects
both the magnitude and direction. MTs have a large counter-ion cloud surrounding them in
the solution which undergo longitudinal polarization in the presence of the external applied
field. If the applied frequency is too high the charge cloud may fail to orient itself with the
external field and then MT will undergo negative dielectrophoresis. If the frequency is not
too high, the MTs can be polarized in phase with the external electric field and undergoes
positive DEP. Hence there exists a transition frequency such that the above it the MTs
undergo negative DEP and below it they experience positive DEP. In this section we tried
to estimate the transition frequency for the microtubule.
We used 4 µm apart parallel sets of electrodes over the glass substrate for the experiment.
The experiments were observed and imaged with the fluorescence microscope. The ex-
periments involved putting the MTs solution over the electrode bed and applying an AC
voltage of 3 V amplitude. We found that microtubules were attracted to the electrodes at
low frequencies around 50 kHz (Fig. 8.2(a)). They were repelled from the electrodes at the
high frequencies around 10 MHz. The frequency was changed both in ascending (from 30
kHz and going upwards in steps) and also in descending manner (from 15 MHz. and going
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downward in steps). In this way we tried to estimate the crossover frequency. We found
Figure 8.2: Shown is the dielectrophoretic behaviour of MTs. In (a) we see that the
microtubules are attracted to the electrode at the frequency of about 50 kHz and are
repelled at 2MHz (b). Electrode distance = 4 µm.
that the crossover frequency lies within the frequency window of 2-4 MHz. We know that
particles in a fluid always undergo random motion due to the thermal energy. This ran-
domizing thermal energy always acts opposite to the ordering dielectrophoretic force. As
we approach the transition frequency, the dielectrophoretic force on a particle approaches
zero (|FDEP | ∝ Re
[
∗p(ω)
∗m(ω)
− 1
]
). This happens because as we approach the transition fre-
quency the dielectric constants of both the particle and medium approaches to a common
value. So, the DEP force which depends on the difference of the dielectric constant tends to
zero. So it may happen that before the transition frequency is reached, the thermal energy
exceeds the ordering dielectrophoretic energy and particles diffuse in the solution, which
can be interpreted as the onset of negative dielectrophoresis. So it is difficult to get the
exact value of the transition frequency due to the presence of thermal noise in the system
and only a window around the transition frequency could be estimated.
8.2 Threshold voltage
As stated before, the particles in the solution undergo Brownian motion due to the thermal
energy. This Brownian motion acts against the organizing behavior of the dielectrophoretic
forces. To overcome this randomizing thermal motion, the electric field or the voltage should
be above a threshold value. In this part of the experiment, we try to estimate the threshold
value or the minimum electric field strength required to assemble microtubules between
two parallel arranged electrodes. The frequency was fixed to 50 kHz at which the positive
dielectrophoresis occurs. The voltage was gradually increased from a very low value. The
threshold field strength was estimated from the value at which the assembly began. As
shown in Fig. 8.3, the microtubules do not assemble along the electrodes when the applied
voltage is too low. When the applied voltage is around 1.8 V for the small microtubules,
they start to assemble around the electrodes. This corresponds to a field strength of about
4.5×105 V/m. For longer microtubules the assembly starts at a little lesser voltage of
around 1.7 V corresponding to the field strength of about 4.25×105 V/m. The density of
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Figure 8.3: Shown are the results of the experiment to determine the minimum threshold
voltage required to attract microtubule at a frequency of 50 kHz. In the left is shown
the voltage applied to extremely small microtubules of size about 2-3 µm. As shown they
assemble at the voltage of 1.8 V. On the right we assemble long microtubules of lengths
of about 10-20 µm. They begin to assemble at a litle lower voltage of 1.7 V. Electrode
distance = 4 µm.
the longer MTs around the electrode increased considerably at 1.8 V. This can be explained
by the expression for the dielectrophoretic force. As the DEP force depends on the size of
the particle, we need a higher electric field to trap smaller sized particles. For longer MTs,
a smaller field can be sufficient to localize them between the electrodes. Hence for larger
microtubules the assembly can commence at a slightly lower voltage.
Chapter 9
Hybrid structures
In the previous chapters we discussed individually the dielectrophoretic properties of the
metallic nanowires, CNTs and microtubules. Now we discuss the effect of producing hybrid
structures by mixing them. The aim was to produce complex structures using the individual
properties of each of the building blocks. For example when we tried to produce hybrid
structures by nanowires and CNTs, the aim was to join broken CNTs in the circuit by
the nanowires. Similarly when mixing CNTs with microtubules the aim was to internalize
CNTs in the microtubules. This hybrid structure can be used for transporting CNTs over
the bed of kinesin motor proteins. When mixing microtubule with nanowire the aim was
to produce microtubule templated metallic wires.
In this chapter we explain these experiments related to the formation of such hybrid struc-
tures and their properties.
9.1 Nanowire CNT hybrid structures
In this section we show for the first time a novel method to connect CNTs with metallic
nanowires. Assembling nanowires between the preformed gold electrodes has already been
reported. As shown in Fig. 9.1, we now report a way to self-assemble nanowires between
unconventional electrodes i.e. CNTs. Presently, the so called nano-circuits still have con-
ventional electrodes of much larger dimensions. Our process envisions a case where only
few larger electrodes are needed to connect the nano-circuits to the external world. The
actual circuit has CNTs which can themselves act as 1D metallic wires and FETs. Besides
this, they can also act as electrodes, in which case they are spanned by nanowires.
9.1.1 Soldering CNT contacts
Nano-circuits of pure CNTs are highly prone to failures as minute current and mechanical
stress fluctuations can make them non-functional. Minute current fluctuations can be am-
plified to extremely high current densities (due to extremely small device dimensions) and
lead to burning of the CNTs. Similarly problems in heat dissipation can trigger thermal
stresses in the substrate which can lead to wear and tear of the circuits. Regeneration of
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such devices by the process of welding and soldering have never been addressed for the
nano-electronic circuits. This work can be also applied for repairing circuits. We first make
a fully functional circuit with CNTs assembled between the electrodes. The CNTs are then
burned or mechanically broken by AFM tips to represent burning or mechanical failure in
the circuit. We then repair these circuits with metal deposits and restore the functionality
of the original circuits. On one hand this process can be viewed as restoring the function-
ality of the device, on the other hand it can also be viewed as a method to make hybrid
circuit elements of CNTs and nanowires opening new fields of research. At the same time it
can also be viewed as a process joining nanoelectrodes with metallic nanowires. The whole
Figure 9.1: Shown is the growth of the
palladium nanowires from ends of the
CNT. The arrows show the joint be-
tween the CNTs and the nanowire. The
CNT bridges connecting the electrodes
were burnt by passing extremely high
currents to create the gap. These nan-
otube ends act as nanoelectrodes from
where the growth of nanawire begins.
We observe one end of the nanowire
being connected to the huge microelec-
trode and the other end to such nano-
electrode (CNT). The bright structures
are nanowires while a bit darker ones
are CNTs.
set of experiments can be divided into the following steps:
1. Depositing the single walled CNTs between the micro-electrodes by DEP.
2. IV measurement and image characterization by AFM/SEM.
3. Breaking the CNT connection between the electrodes either by passing an excessively
high current or scratching with the AFM tip.
4. Joining the CNTs with the palladium nanowires by the process of DEP. The process
was stopped after the first few joinings. The connections were detected by monitoring
current in the oscilloscope.
5. Doing again the IV-characteristic and image characterization.
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Figure 9.2: (a) Shown are the CNT bridges after being burned by flowing excess current
through them. The arrows show the possible burnt sites. (b) Shows the CNT bridges
rejoined by the palladium nanowires after they were burned. (c) Shown are the (IV)SD
characteristics of the CNTs for different gate voltages, before burning. (d) Shown are the
(IV)SD characteristics after the burnt bridges were rejoined by the nanowires. The inset
shows the burning characteristics of the CNTs.
Fig. 9.2(a) shows the CNT structures after being burned by passing a high current and
then being joined by the nanowires (b). Also shown are the IV characteristics for each of
the steps. We see that the pure CNT structure shows gate-voltage dependence (c). After
burning and joining with nanowires there is no dependence on the gate voltage (d). This
shows the presence of semiconducting tubes in the pure CNT circuit which were replaced
by the metallic nanowires in the burning and joining step. We will like to comment that
the growth of nanowire is very much dependent on the nature of the substrate. By burning
the CNTs, the substrate properties are not changed. Hence, in this case we see nicely
formed wires. When we scratch the substrate with an AFM tip as shown in Fig. 9.3(b),
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Figure 9.3: Shown in the figures are the AFM pictures of (a) the CNTs deposited between
the electrodes (b) CNTs being cut by an AFM tip (c) the structures rejoined by the
palladium nanowires.
it renders the surface rough and groovy. The grooves and barriers being perpendicular to
the direction of growth of the wire, offer resistance to its growth. Hence we get structures
which look more like growing clusters (c). There were also attempts to cut the CNTs with
focussed ion beams (FIBS) and join them with wires. But cutting leads to the formation
of deep holes and valleys in the substrate. Such broken structures are difficult to be joined
as in this case the surface over which the wires grow is much below the level of the CNTs.
Attempts to connect such structures were not successful.
The process of wire formation can be explained by dielectrophoresis. The broken/burned
tip of CNT serves as the regions of very high electric field. The metallic particles get
deposited over these regions of very high electric fields which serve as the electrodes. This
process could be equivalent to ”nano-soldering”. The nanowires are seen not only to be
formed between the broken pieces of the CNTs but also as clusters at some regions along the
length of the CNT. These regions are shown by arrows in Fig. 9.3(c) and also in Fig. 9.6(b).
A detailed explanation for the formation of such cluster at some distinct location along the
length of CNT is given in the section 9.1.2. Fig. 9.4 shows the IV characteristics for the
pure CNT and for the case when they were joined by the nanowires after being cut by the
AFM tip. The IV characteristics show the gate voltage cycles (from 10 V to -10 V) over
the sample at a constant source-drain voltage of 1 V. The scan of the pure CNTs shows
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Figure 9.4: Shown is the gate scan
of the CNTs before being cut and af-
ter being rejoined by the palladium
nanowires for the Fig. 9.3. The CNTs
were deposited at the frequency of 10
MHZ. They have low on-off ratio but
the semiconducting behaviour vanishes
after being joined by the nanowires.
the dependence of the current over the applied gate voltage and also the characteristic
hysteresis. This proves the presence of a semiconducting CNT filament in the branch. The
scan after the broken structures were joined with the nanowires shows no dependence on
the applied gate voltage. A constant current flows between the source-drain electrodes and
is independent of the applied gate voltage. This shows that the semiconducting filament
was located at the center of the bridge and was removed by the AFM tip.
It is interesting to show that both metallic and semiconducting circuits were obtained after
the broken/burned CNT circuits were rejoined with nanowires. As shown in Fig. 9.5, the IV
characteristic shows the final circuit to be semiconducting in nature after they were joined
by the nanowires. A search for reason for obtaining both the circuits involves a deeper
insight into the burning process. Metal semiconducting contact forms a high resistance
Schottky barrier. This leads to high heat production at this junction (W = I2R) in the
closed circuit. This may eventually either just burn the contact or the whole semiconducting
tube. If the tube is wholly burned, the remaining metallic parts get rejoined by the wire
giving the whole structure a metallic nature. If just the junction is burned preserving the
whole semiconducting tube then after joining with wire the original semiconducting nature
of the circuit prevails. For all the experiments performed we observed that the final joined
structures were mostly metallic in nature thus showing that semiconducting tubes get fully
burned.
9.1.2 Contact resistance
As shown in Fig. 9.5, it was observed that a stepwise flow of high current through the circuit
containing CNT and NW hybrid structure leads to the improvement in the conductance.
The process is to flow for a small time a high source-drain current through the circuit. But
one should be careful enough not to burn the whole system. After this treatment which we
term as ”heat shock” the resistance of the circuit was decreased. We assume that during
the application of high current the regions with high local resistance gets heated up quite
fast due to large amount of heat produced (W = I2R). This heat melts locally the metal
which redistributes itself over the contact such that the overall resistance is lowered. Once
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the resistance is reduced, the heat produced is reduced and so the melt resolidifies. This
is a quite ingenious way to reduce the contact resistance as the regions with high contact
resistance melt locally and redistribute itself over the contact. The melt solidifies only when
the overall resistance of the region is reduced which lowers the rate of heat production. The
regions with low contact resistance are left unaffected. The other possibility is that the high
heat production will increase the rate of diffusion of metal atoms over the CNT surface.
This will lead to a better coverage of the CNT surface with the metal and this will eventually
lead to decrease in the contact resistance. We assume the first process to be a dominant
factor as the resistance was immediately reduced after such heat shock treatment, whereas
the diffusion in solids is slow process and so should requires much time to occur.
Figure 9.5: (a) Shown is the gate scan of a hybrid structure before and after the heat shock.
The hybrid structure in this case shows the semiconducting behavior. (b) Shown is the gate
scan of pure CNT (black) and hybrid structure (red). Also shown is the gate scan on the
hybrid structure after giving the heat shock (green curve). There exists a little effect of
the gate voltage on the hybrid structure after the broken CNT bridges are joined by the
nanowires.
We discovered another method for the improvement of the contact resistance of the CNT
deposited between micro-fabricated gold electrodes. This involves applying a post dielec-
trophoretic deposition of metal from an aqueous metal salt solution. The method involves
first depositing CNT between the 2 µm apart gold electrodes. Then 10 µl of a 1:40 times
diluted Pd salt stock solution was placed on the electrodes and DEP was repeated at 30
kHz and peak-to-peak amplitude of 1.0 V. The metal deposition process could clearly be
monitored by an increase of the current in the circuit during the deposition. Fig. 9.6 com-
pares the structures of one and the same sample after the DEP formation of one CNT
interconnect and after the DEP post-treatment with Pd salt solution. In the AFM image
shown in Fig. 9.6(a), a single CNT bridge connects the two electrodes. As depicted in the
inset with enhanced z-resolution the CNT bridge is deposited on top of the gold electrode
overlapping at a distance of a few hundred nanometers. The CNT bridge consists rather of a
series of short CNTs than of one long nanotube because the mean length of the CNTs after
9.1. NANOWIRE CNT HYBRID STRUCTURES 85
Figure 9.6: AFM images
of a CNT interconnec-
tion before (a) and after
(b) the dielectrophoretic
post-treatment with a Pd
salt solution. Sites along
the CNT bridge indi-
cated by arrows mark lo-
cations where adjoining
nanotubes are deposited
with one end lying on top
of the end of the other
nanotube. The inset
shows the region where
the CNTs are deposited
on the surface of the elec-
trodes in larger magnifi-
cation.
ultrasonic dispersion is a few hundred nanometers well below the distance between adja-
cent electrodes. After the DEP post-treatment with Pd salt solution (Fig. 9.6(b)), metal is
deposited at the Au contacts, partially along the CNT bbridge in the form of discontinuous
sheaths and on randomly distributed locations of the substrate. Since the metal deposition
is not observed when no electrical AC voltage is applied to the sample, we can conclude
that the metal deposition is caused by the occurrence of dielectrophoretic forces by which
hydrated palladium ions are attracted into steep local gradients of the electrical field and
get reduced when reaching the conducting area of the sample surface. We assume that
these conditions can be satisfied at different sites of the sample: (i) metal will be deposited
to small inhomogeneities at the gold electrodes as there exists high electric field gradients.
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(ii) metal is also expected to be deposited by DEP at regions of the CNT bridge having
high resistance which is - as sketched in Fig. 9.7 - at the CNT gold-contact interface and
at locations where CNTs adjoin each other because in a close circuit loop a region having
high resistance R is associated with high potential drops (V = IR). Hence, a high electric
field is generated around this region where hydrated metal ions can undergo positive DEP,
thus being dragged, reduced and deposited over the CNT bridge. As the force is extremely
short range (FDEP ∝ 1/r5), we can expect the deposition to be locally restricted to the
high resistance regions on the bridge. In this case, the deposition process is self-regulated
because it continues only until the local resistance decreases to a critical value where the
field, and hence, the net force is no longer strong enough to deposit more Pd. (iii) Since
the applied external AC field also induces electrical dipoles, and therefore, the formation
of electrical field gradients in nanotubes which are not part of the CNT interconnection,
metal can also be deposited there as long as the field magnitude and gradient exceed the
critical value for Pd deposition (shown by arrows in Fig. 9.3(c) and in Fig. 9.6(b)) .
Figure 9.7: Sketch of the structure of CNTs deposited
between the electrodes before (a) and after (b) the post-
treatment. In (a) two CNTs are deposited in series.
One end of each of the nanotubes is deposited on one
gold contact. The other ends are disjoined in the mid-
dle forming a single interconnect. Large contact resis-
tances are expected to occur at the interfaces between
the CNTs and the Au contacts as well as at the CNT-
CNT junction. At these three locations metal deposi-
tion is accomplished in the post-treatment process. The
resultant structure after the sealing is shown in (b).
In Fig. 9.8 the IV characteristics of the structure depicted in Fig. 9.6 are given for the
two states, before and after the DEP post-treatment. The IV characteristics of the CNT
bridge are slightly asymmetric at positive and negative bias voltages. This could be at-
tributed to the fact that the electronic transport barrier created at CNT metal contact
may be different at the two electrodes since we deposit single-walled CNTs with a wide
variety of electronic properties ranging from metallic to semiconducting. The resistance of
the bare CNT interconnect varies between 2 MΩ and 40 MΩ reaching the highest value
around zero bias. After the DEP post-treatment the bridge resistance is decreased in the
whole range of bias voltage. It ranges from 0.8 to 14 MΩ . The IV characteristics is non-
linear around zero bias where the resistance has its maximum value. For a quantitative
analysis, we consider the resistance change at the bias voltage of -3 V. At these conditions
we observe a decrease of the overall resistance of about 76% after the deposition of metallic
sheaths onto the CNT bridge. Transmission of electrons through a molecule depends on
the number of channels Nch through it which in turn depends on the electronic structure
of the channel. In CNT experiments the transmission T is usually much lower than the
channel conductance (T < T (Nch)) as there exists reflection of electrons when injected
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Figure 9.8: IV char-
acteristics for the
structure shown in
Fig. 9.6 before (black
line) and after the
post-treatment (red
line).
from the contact into the nanotube [3]. Thus, improper contacts between the metal elec-
trodes and the CNTs lead to a poor charge transfer, and thus, to a contact resistance which
dominates the overall resistance of the investigated CNT bridges. In these experiments
Pd was chosen as the deposition material because of two different reasons: one is simply
related to the fact that hydrated Pd ions are well suited for the dielectrophoretic growth of
metallic nanowires [117]. The more important, second reason is that the Schottky barrier
between semiconducting nanotubes and Pd is known to be lower than that with Au or Pt
contact pads [118]. Therefore, Pd has superiority over other metals as contact-electrode
material due to the more effective metal-nanotube hybridization. Theoretical calculations
have shown that coating a CNT over the electrode with metallic palladium decreases the
reflection of injected electrons, and hence, makes the contact more transparent due to a bet-
ter charge transfer [113]. The calculations show that if the contact length L (Fig. 9.7(b))is
larger than a critical value which is typically in the region of a few hundred nanometers,
the reflection of electrons attains a minimum saturating value. This condition is fulfilled in
most of our experiments (Fig. 9.6(a)). Therefore, we can expect to reach this lower limit of
attainable resistance by the described DEP post-treatment method. However as suggested
in Fig. 9.7, we also have to take into account the contact resistance at adjoining CNTs.
Brought together by a physical force during dielectrophoretic deposition, the CNT joints
have to be considered as non-perfect interfaces between adjacent CNTs which also might
lead to considerable contact resistances adding to the overall resistance of the assembled
CNT bridge. After the DEP post-treatment the CNTs at the electrodes are covered from
all sides with Pd. Similarly, the CNT joints are completely covered with metal which also
leads to a reduction of the overall bridge resistance.
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9.2 Nanowire-microtubule hybrid structures
In this section we discuss the ability of MTs to associate with metallic nanowires. As
stated before that we polymerized two types MTs which were different from each other in
their length. One of them were extremely short in length of about 2-3 µm and others were
extremely large having a length of about 10-20 µm. We wanted to see if extremely small
MTs can dielectrophoretically assemble between the electrodes and form a fragmented wire
of MTs. Experiments were observed and imaged in-situ by the fluorescence microscope.
We found that during the positive dielectrophoretic assembly, the MTs assemble between
the electrodes but failed to form a wire. The first fragment which attached to the electrode
stayed there, but the second fragments came and drifted away very fast. This could be
attributed to the fact that the MTs are not conducting. So the tip of the first fragment
away from the electrode, might not be able to concentrate the electric field for the assembly
of the second MT. Moreover there is no physical or chemical binding of the aligning MTs
to each other and so there do not exist any fixed structure in the solution. We rather
observed an occasional arrangement of the MTs in the solution forming wires and the
structure was instantaneously destroyed due to the random motion of the MTs or due to
the convectional movements in solution. In an experiment done we saw that even in the
presence of positive DEP, the movement of the MTs was heavily governed by the bulk
movement of the solution. We observed that when occasionally the fragmented wire forms
in the solution, the assembled structure was instantly destroyed when the solution was
sucked or dried with the help of a blotting paper and all the MTs moved in the direction
of the net fluid flow. So the idea to make a segmented wire of the small MTs which exist
even after drying of the solution could not be achieved. Fig. 9.9(a) shows the structure of
Figure 9.9: Shown is the effect of the doing the dielectrophoresis with a solution containing
the mixture of polymerized microtubules and aqueous solution of palladium acetate. (a)
shows the electrode structure. (b) shows the assembly of pure microtubules along the
electrode in the absence of aqueous metal solution. (c,d) Pattern of assembly over the
similar electrode in the presence of aqueous metallic solution. (e) SEM picture of the
electrode after rinsing and drying the electrodes.
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the electrodes. In Fig. (b) we see that the MT assembly in the solution phase. But the
assembly was immediately disrupted as soon as the field was switched off or the solution
was sucked by the blotting paper.
In our quest to assemble wires we mixed the solution of the polymerized MTs with Pd(Ace)
solution and used this solution for the dielectrophoresis 1. We saw that MTs start to
assemble from both the electrodes and get joined in the center forming a wire like structures
(Fig. 9.9(c,d)). Here we even see that MTs are joining to each other end to end which was
not feasible without metal solution. They do not go away by the switching off the field or
sucking away the solution. Fig. 9.9(e) shows the SEM image of the structure after removing
and drying the solution. We clearly see this time MTs spanning the electrode. There are
also many structures scattered around both of the electrodes. Without the metal solution
we never got any assembly of the MTs between the electrodes. We want to emphasize that
the addition of the metal solution leads to the assembly of MTs between the electrodes
in the form of wire like structures. These structures remained over the substrate even
after removal of the solution. We believed the following two reason for the assembly of
Figure 9.10: Shown is the proposed idea for
the assembly of MTs in the presence of metal
solution. The metal ions in the solution in-
side the MTs can be solidified to form a wire
extending inside it. Other option could be
just the other way in which a wire is formed
over the MT surface.
microtubules between the electrodes when assembled in the presence of aqueous metal
solution. The microtubule in the solution exists in fully swollen state with the inner cavity
containing the solution with the metal ions. So, our first assumption is that the solution
inside the microtubule when come in contact with the electrode undergo reduction of the
metal ions resulting in the formation of metallic nanowires inside the microtubule. The
process is depicted by a sketch in Fig. 9.10 where we see a metal wire getting formed inside
the MTs. In this way the MTs are getting fixed to the electrodes by the wire which is
forming inside them. This could be a way to form polymer coated metallic nanowires. The
second argument could be that the metal wire forms over the MT surface, something like a
MT templated nanowire. The SEM figures (Fig. 9.9(e)) show the wires to be black in color.
MTs and other biomolecules always appear in black when viewed by the SEM. The SEM
images of metallic palladium nanowires looked comparatively much brighter. So we expect
the MTs to be filled with some metallic structure which fixes it to the electrode. This
implies that wires could be formed inside the MT. This could be a way to form metallic
wires covered by a sheath of biopolymer.
1Refer to page 29 for the preparation of the solution.
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9.3 Microtubule-CNT hybrid structures
In this part of the work we investigated the interaction between microtubules and the
CNT [81]. The idea of the work was to incorporate CNTs inside the microtubules. A
microtubule in solution has an internal diameter of about 8-12 nm and CNTs have the
diameter of about 1.4 nm. Hence structurally there exists a feasibility to put CNTs inside
the microtubules in solution. Since microtubules can walk over the kinesin motor proteins,
this hybrid structure could then be used for a very ordered transport at the nano-level. Diez
et al have shown a similar motility of quantum dots coated MTs over the kinesin bed [119].
A very ordered bed of kinesin motor proteins over a substrate may lead to transport of CNT
filled MTs from one place to other. Moreover this process of internalizing CNTs into the
MTs will increase the stiffness of the MTs. If the MTs are filled with the metallic CNTs,
this may lead to the electric field directed movement of the MTs. We focussed on the task
of internalization of CNT in the microtubule. This experiment of filling the CNTs in the
internal cavity of MTs involves two major hurdles. They were:
• To put a CNT inside a microtubule. This process is extremely difficult as there is no
affinity of CNT toward the microtubule. Hence it was a very unlikely event that in
a solution containing separate CNTs and the MTs, a CNT goes inside a microtubule
by their own.
• To characterize the presence of CNT in the microtubules. This task was more
formidable than the first one as to show the presence of CNT enveloped by a mi-
crotubule was not possible by normal AFM, SEM, TEM microscopic method.
During our experiments we found that it was possible to disperse CNT bundles into single
walled CNTs by the tubulin dimers. Like DNA, the hydrophobic parts of the tubulin adhere
to the CNT surface while the hydrophilic domains face the aqueous solution. So for the
first problem we decided to use tubulin dimers to disperse the CNT bundles into the single
walled CNTs. Then extra fresh tubulin was added to this dispersed solution along with
the polymerization buffer. The idea was that the tubulin adhered on the surface of CNT,
which leads to the dispersion of the CNT bundles and can act as seed for further poly-
merization. The freshly added tubulin dimers can polymerize from these seeds enveloping
whole of the CNT inside the polymer. So this experiment of internalization of CNT in the
microtubule was divided into two parts dispersion of CNT with tubulin and polymerization
of microtubules with CNT.
Fig. 9.11 shows that the dispersion was nicely achieved by the tubulin dimers2. The next
step involves the polymerization of microtubules by adding extra tubulin and the polymer-
ization buffer3. Other than the polymerization of the free tubulin dimers to the microtubule
in the solution, we expected some of the polymerization also to occur along the CNT surface
which will lead to the internalization of the CNT. As stated before characterization of such
2Refer to dispersion protocol of water suspended carbon nanotubes with tubulin at page 28.
3Refer to polymerization protocol for water suspended carbon nanotubes at page 29.
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Figure 9.11: Evaluation of the
color of the solution at differ-
ent stages of dispersion of CNT
with tubulin dimers. (a) Predis-
persed CNTs solution, (b) tubu-
lin dispersed CNTs solution after
sonication, (c) tubulin dispersed
CNTs solution after centrifuga-
tion.
CNTs is not possible with AFM, SEM or TEM microscopy techniques. Thus we used the
electrostatic force microscopy (EFM) methods.
The EFM method measures the changes in the electrostatic force between the sample and
a conductive scanning tip [88]. A constant DC voltage is applied to the tip and it polarizes
the sample surface. The sample is insulated from the surrounding to avoid any charge
flow. There is an attractive interaction between the tip and the polarized substrate which
is detected by the deflection of the laser over the cantilever tip. The extent of polarization
will be different for pure microtubules and those regions of the microtubule which have
CNT in it. CNT being metallic/semiconducting is expected to polarize more than the
organic microtubules. This difference could help us to map those areas of the microtubule
which have CNT internalized within it. A very low voltage was applied to the tip so that
pure microtubules may not be able to polarize in that low electric field but CNT may still
show polarization. The parameters of voltage and height for the EFM measurements were
determined experimentally for each sample. Fig. 9.12 shows the AFM and EFM image of
both tubulin suspended CNT and for the microtubules containing CNT. The AFM image
shows the substrate with the tubulin scattered all over it (Fig. a). In the center we also
see CNTs attached to the tubulin dimer. A closer observation of the corresponding EFM
image shows that much of the tubulin scattered on the substrate visible in the AFM is not
distinctly visible in the EFM (Fig. b). Shown by the arrow are the regions giving a bright
signal in the EFM image. The corresponding image in the AFM shows the presence of CNTs
at those regions. This shows that the polarization of the CNT leads to a stronger interaction
between the tip and the sample (CNT). The EFM image shows that most of the organic
proteins gives a very weak signal and so are sometime even absent. CNT on the contrary
gives a stronger signal and is visible as a thin bright line in the EFM image. Extremely
high conductivity and polarizability of the CNT in comparison to the organic proteins can
be accounted for it. Fig. b1 shows the EFM image of the microtubules containing CNT.
Shown by arrow are the similar bright structures along the length of the microtubules. The
length of these strips is around 800 nm at different regions. These correspond to the length
of the CNTs used in the experiments. We see that in this case the EFM image is very
clean in a way that all the scattered tubulin over the substrate as shown in Fig. a1 are not
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Figure 9.12: AFM (a) and EFM
(b) images of tubulin dispersed
CNT. CNTs in (a) adhere to the
tubulin dimers and are shown
by arrows in (b) giving out very
bright signal compared to rest of
the subsrtrate. EFM parameters:
voltage 1 V, scan height 10 nm;
AFM image (a1) shows a poly-
merized MT. Shown by the ar-
rows in the EFM image (b1) are
the bright signals along the length
of the MT. These may correspond
to the CNT internalized within
the MT. EFM parameters: volt-
age 1 V, scan height 8 nm.
visible and a very bright signal is observed only over the microtubule surface. This could
be attributed to the accurate voltage and scan height chosen for this particular image. By
choosing an appropriate voltage and scan height it is possible to ignore the weak signals
coming from the organic materials and collect signals coming only from the CNTs. This
method is thus an effective way to characterize CNT internalized in the microtubules. This
shows that this method of polymerizing microtubule aimed at internalizing CNT within
it works and gives the desired results. This experiment could be continued where a CNT
filled MTs walk over a bed of motor proteins and bring about transport at the nanoscale.
Conclusions and outlook
The present thesis deals with the fabrication and the synthesis of nanostructures between
preformed electrodes and the understanding of the underlying principles. Based on various
experimental studies, a general methodology for the preparation of patterned nanostruc-
tures by dielectrophoresis has been worked out. Dielectrophoresis (DEP) deals with the
force experienced by a permanent or an induced dipoles moment in an external alternating
electric field. Fig. A shows a schematic representation for the dielectrophoretic force. As
depicted in the sketch, the dielectrophoretic force has two main components: one of them
stems from the field enhancement and it defines the magnitude of the force, while the other
component depends on the frequency of the alternating field and determines both magnitude
and direction of force. The formation of a double layer between the electrode-electrolyte
interface and inhomogeneities on the electrode surfaces are important parameters deciding
the field enhancement of the force. The frequency of the alternating electric field also plays
an important role as the dielectric constants of particle and medium take different values
depending on the frequency of the external electric field. The effect of the shape of the
particle as well as a change in the dielectric constant of the particle and medium is taken
into account by the Clausius-Mossoti factor (CMF, K(ω)) which forms an important part
of the force expression. The CMF has different functional forms for different geometries.
For a given geometry, the CMF can take both a negative and a positive value depending
on the frequency of the electric field. Consequently, changes in the frequency can change
both magnitude and direction of the dielectrophoretic force. Depending on the CMF, a
particle can move dielectrophoretically to the regions of local electric field maxima (the
case called positive DEP) or towards local field minima (the case called negative DEP).
This occurrence of positive and negative DEP is a key to the process of dielectrophore-
sis. Positive dielectrophoresis leads to the self-assembly of particles into wires, arrays, and
composite nanostructures. Using the joint phenomena of both the positive and negative
dielectrophoresis one can sort a wide variety of particles. Wide variety of particles can be
assembled and sorted using dielectrophoresis.
We have used three different types of particles for the assembly: metal complexes, neutral
particles (CNTs), and biomolecules. Metallic nanowires were assembled from the aque-
ous solution of their ions (Pd2+, Pt2+, Ag+), and single walled carbon nanotubes (SWC-
NTs) were laid between the electrodes forming field effect transistors (FETs). Among the
biomolecules we used microtubules for the dielectrophoretic led self-assembly.
A brief comment on each of these approaches follows:
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Figure A: Shown above is a sketch of the mechanism of the dielectrophoretic force. The
parameters shown within the rectangular boxes are the ones which influence magnitude and
direction of the force. The force can be classified as the positive (+ve) or the negative (-ve)
dielectrophoretic force. The application of force can be broadly categorized into two main
parts: the self assembly and the sorting of particles.
• Inorganic particle assembly; Charged particles, precious metal complexes:
Basics: Nanowires of different morphology and thickness were self-assembled between
electrodes. The morphology of the wires varied from extremely thin and branched
(5-10 nm diameter) to straight and dendritic (20 nm diameter). Thin wires show one-
dimensional conduction properties similar to CNTs and have extremely low contact
resistances. We discovered and optimized the experimental protocol to synthesize
these wires with a high control over the process. Besides optimization of the experi-
mental protocol we also probed the theoretical explanation for the growth properties
of these wires. Several experiments done on silver wires helped us to visualize the
growth process in situ and to develop a theory for it. The process of diffusion lim-
ited aggregation (DLA) was supposed to play an active role for the formation of the
wires. We showed that the processes occurring in the diffusion layer at the electrode-
electrolyte interface are extremely important for the formation of the wires. They
play a very decisive role for the formation of both thin or dendritic wires.
Future applications: Nanowires are considered as an alternative to CNTs for the appli-
CONCLUSIONS AND OUTLOOK 95
cation in nanocircuits. The thinner wires (5 nm in thickness) presented have extremely
high aspect ratios, show one-dimension electronic properties and have extremely low
contact resistances. All these properties make them very suitable candidates for
nanoelectronic applications. Dendritic wires have shown to have a distinct point of
contact. These structures can be used for single electron transistors and also for break
junction studies. Besides this, they can also be used for trapping single molecules to
explore their electronic properties. They have dimensions in the range of 20 nm and
so we expect them to be two-dimensional conductors. Depending on the application
we can dielectrophoretically grow nanowires showing any of the 3 dimensionalities
(thickness ≈ 5 nm, 20 nm, and 300 nm). As stated, fixing the frequency at any
particular experiment can have a direct influence on the thickness of the wire. Hence,
the application of a time dependent frequency during the growth process can lead to
the growth of wires with different thickness at different locations along the wire or
with a mass gradient. Wires with mass gradient can have thermoelectric applications.
The wires always grow between the nearest electrode. This property of connecting to
the nearest neighbor electrode can solve the problem of wiring on a nanocircuit. If
different electrodes are just placed over the circuit intelligently, the wire will always
connect to the nearest neighbor and this can lead to the desired configuration of the
wiring of the entire circuit. Such a process of intelligent circuiting can be very useful
for the design of future nanocircuits. We have not tried for the sensoric application
of our wires but these metallic and semiconducting nanowires can surely be used as
sensors and would give opportunity to the industry not only to go beyond Moore but
go for as they say more than Moore and still remain in the nanodimensional regime.
Future research: The present work has come up with a new method for the site-specific
self-assembly of nanowires and there are many points which provide the possiblity for
further work and analysis. One such thing is to control the branching of the nanowires.
Presently grown nanowires are multiply branched which may not be desired for their
real practical applications in the industry. The present work is mostly related to
optimizing the syntheses parameters for the growth of the nanowires. The next step
is the characterization of the nanowires which can reveal many of their interesting
properties. We should also try to directly self-assemble semiconducting nanowires
between the electrodes. Some preliminary work has been already done on the growth
of germanium nanowires. Site-specific self-assembly of nanowires will find a direct
application in the semiconductor industry which at present is finding it hard to ad-
here to Moore’s law via the conventional top-down approach and is looking for new
fabrication methods. Hence, more emphasis should be made on the dielectrophoreti-
cally led growth of semiconducting nanowires. One can also try to go for nanowires
made of magnetic elements. We tried to grow magnetic nanowires of nickel but it
could not be achieved as the process was thermodynamically not feasible1. One can
try for other magnetic elements for synthesis. Such magnetic nanowires could find
many novel applications and also help in the development of the field of spintronics.
1Refer to page 63 for the list of metal ions experimented and their thermodynamic feasibility to form
wires.
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• Inorganic particle assembly; Neutral particles, carbon nanotubes (CNTs):
Basics: Carbon nanotubes were self-assembled between electrodes by dielectrophore-
sis. We made field effect transistors with SWCNTs by dielectrophoresis. We showed
that it is possible to make CNTFETs with a very high on/off ratio (107) without any
burning step needed. Moreover we showed that using a variation of the frequency
of the applied AC potential one can make band-gap dependent separation. We also
discovered that cycles of huge currents passing through the CNT bridge leads to a
decrease of resistance in the circuit. We also showed that the resistance can be re-
duced by depositing metallic sheaths over the CNT bridge. This was self-controlled
site-specific deposition where the deposition was occurring only to the regions of high
resistances. Besides we also built hybrid structures where the CNTs between the
electrodes were burned by applying a high current or cut by an AFM tip and subse-
quently joined by palladium nanowires.
Future application: Semiconducting CNTs can in general be used for the formation of
FETs, but the application is limited by the fact that it has huge contact resistance
which destroys the device characteristics. The band gap related separation can be
used for devices where gap specific functionalities are needed. Dielectrophoresis can
be used for the separation of metallic from semiconducting CNTs. We are presently
using this process for the separation and have some promising results. The perfect
separation of metallic and semiconducting CNTs can enhance its use in nanoelec-
tronics as the CNTs can directly be used for interconnects and FETs. The room
temperature IV-characteristics show a stable hysteresis behavior. This may be used
for memory devices. The CNT nanowire hybrid can be used to restore the function-
ality of the circuit built of CNTs by soldering it with nanowires. This also leads us
to the regime of nanocircuits where the electrodes themselves are of nano dimensions.
The CNT can act as a nanoelectrode and the nanowires can grow in between them.
Future research: The work on CNTs is presently an active area of research and a lot
has to be done before it become an active element of nanoelectronic circuits. Presently,
we think that the process can be optimized for the deposition of a single CNT bridge
between electrodes and not many parallel bridges together. A lot of work needs to be
done on reducing the contact resistance of the CNTs. This could employ the choice
of proper electrode material or also some post deposition treatment like ”heat shock”
or ”metal deposition”. Further more, work should be done on the solution phase
separation of metallic and semiconducting CNTs. We have done some work in this
field and have some preliminary successful results. The process is presently modified
for a flow-cell separation.
• Organic particle assembly; Microtubules:
Basics: Microtubules (MTs) were dielectrophoretically assembled between electrodes
in aqueous solution. We demonstrated their assembly and determined for the first
time the parameters for the assembly like the threshold voltage and the transition
frequency. Following this work we tried to assemble small MTs between electrodes as
fragmented wires. We observed that MTs can align between the electrodes only when
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they were mixed with the stock solution used for the nanowire formation. This could
lead to the formation of either MT templated metallic nanowires or MT filled metallic
nanowires, both of which open an interesting field of bio-assisted assembly. We also
filled the internal cavity of MTs with a single walled CNT. We were successful in that
and the process was characterized by electrostatics force measurement.
Future application: Microtubules are used in eukaryotic cells for the transport of raw
materials. They can walk on a bed of motor proteins. Till now the direction of their
movement was controlled only by controlling the track of the deposited motor pro-
teins. Using our results, their movement in the solution can also be controlled by
an external electric field. This is a much easier process and hence they can be used
for electric field assisted transport of the nanoparticles from one location to another.
Using their property of dynamic instability we can imagine a process in which the
MT transport cargo to one location and then depolymerize to assemble (polymerize)
at some other location for the transport of fresh cargo and their path (MTs and free
tubulin) is governed by the electric field. Internalizing CNTs is one such example
for the transport of CNTs via the MTs. Internalizing CNTs will also increase its
persistence length which can be useful for many other different experiments. MT
templated wires could facilitate way for the biotemplated assembly where the dimen-
sions of the wires are controlled by the dimensions of the template. Besides if the wires
are formed inside the microtubule it can open a new field of synthesis of biopolymer
coated nanowires. The coat can act as an insulating sheath. This can be a way to
make isolated nanowire interconnects where the MT coat is insulating the NWs from
the other one.
Future research: There exists possiblity of work to be done on the internalization of
CNT in the MT and hybrid structure of MT with NWs. For the internalization ex-
periments the conditions could be optimized to give a higher yield of internalization.
A perfect protocol would be the one in which all the SWCNTs present in the solu-
tion are internalized within the cavity of the CNT. The process is extremely complex
and and some statistics could be done. The next step could be the motility of such
MTs either under the influence of an external electric field by dielectrophoresis or the
over the bed of laid motor proteins. A study of the changed physical and chemical
properties of such MTs could be done which would widen its field of application. For
the MT-NW hybrid structure more work could be done to locate the position of the
nanowires whether it is formed inside or outside of the MT. The experimental con-
ditions can also be modified for a single wire deposition between the electrodes. MT
coated CNTs and NWs may also find application in building up of photonic crystals.
In summary, I would like to comment that dielectrophoresis exploits the very basic property
of matter i.e. its dielectric constant. Hence it may be possible to use this for wide variety
of particle for the process of building of nanostructures via the bottom-up approach.
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Publications
The following articles and patent were written from the Ph.D. thesis.
Articles
1. ”Growing One-Dimensional Metallic Nanowires by Dielectrophoresis”
N. Ranjan, H. Vinzelberg, and M. Mertig
Small 2, 1490 (2006)
2. ”Dielectrophoretically assembled carbon nanotube-metal hybrid structures with re-
duced contact resistance”
N. Ranjan and M. Mertig,
Physica Status Solidi (B) 245, 2311 (2008)
3. ”Growth of metallic nano- and microwires by dielectrophoresis”
N. Ranjan, M. Mertig, and W. Pompe
to be submitted (2008)
4. ”Single-step dielectrophoretic assembly of field-effect transistors from carbon nan-
otubes”
N. Ranjan and M. Mertig
to be submitted (2008)
5. ”Soldering of burnt CNT circuits by metallic nanowire”
in preparation (2008)
Patent
1. Verfahren zur Verbesserung der elektrischen Eigenschaften einer nanoelektronischen
Struktur und mit dem Verfahren hergestellte Struktur, sowie deren Verwendung
M. Mertig, N. Ranjan, and S. Taeger
Deutsche Patentanmeldung Nr. 10 2006 043 386.6
99
100 PUBLICATIONS
Bibliography
[1] S. Link, Z. L. Wang, and M. A. El-Sayed, How Does a Gold Nanorod Melt?, J. Phys.
Chem. B 104, 7867 (2000).
[2] G. R. Bollinger et al., Mechanical Properties and Formation Mechanisms of a Wire
of Single Gold Atoms, Phys. Rev. Lett. 87, 026101 (2001).
[3] S. Datta, Electronic Transport in Mesoscopic Systems, Cambridge University Press,
Cambridge (1995).
[4] J. Wang et al., Highly Polarized Photoluminescence and Photodetection from Single
Indium Phosphide Nanowires, Science 293, 1455 (2001).
[5] M. H. Huang et al., Room-Temperature Ultraviolet Nanowire Nanolasers, Science 292,
1897 (2001).
[6] H. Kind et al., Nanowire Ultraviolet Photodetectors and Optical Switches, Adv. Mat.
14, 158 (2002).
[7] F. Favier et al., Hydrogen Sensors and Switches from Electrodeposited Palladium
Mesowire Arrays, Science 293, 2227 (2001).
[8] J. C. Johnson et al., Near-Field Imaging of Nonlinear Optical Mixing in Single Zinc
Oxide Nanowires, Nano Lett. 2, 279 (2002).
[9] D. Appell, Nanotechnology: Wired for success, Nature 419, 553 (2002).
[10] A. M. Morales and C. M. Lieber, A Laser Ablation Method for the Synthesis of
Crystalline Semiconductor Nanowires, Science 279, 208 (1998).
[11] X. Duan and C. M. Lieber, General Synthesis of Compound Semiconductor
Nanowires, Adv. Mat. 12, 298 (2000).
[12] Y. Wu and P. Yang, Direct Observation of Vapor-Liquid-Solid Nanowire Growth, J.
Am. Chem. Soc. 123, 3165 (2001).
[13] Z. Dai, Z. Pan, and Z. Wang, Novel Nanostructures of Functional Oxides Synthesized
by Thermal Evaporation, Adv. Funct. Mater. 13, 9 (2003).
101
102 BIBLIOGRAPHY
[14] D. Xu et al., Preparation of CdS Single-Crystal Nanowires by Electrochemically In-
duced Deposition, Adv. Mat. 12, 520 (2000).
[15] W. Lee, R. Scholz, K. Nielsch, and U. Go¨sele, A Template-Based Electrochemical
Method for the Synthesis of Multisegmented Metallic Nanotubes, Angew. Chem. Int.
Ed. 44, 6050 (2005).
[16] J. Richter et al., Construction of highly conductive nanowires on a DNA template,
Appl. Phys. Lett. 78, 536 (2001).
[17] J. Richter et al., Nanoscale Palladium Metallization of DNA, Adv. Mat. 12, 507
(2000).
[18] Y. Huang, X. Duan, Q. Wei, and C. M. Lieber, Directed Assembly of One-Dimensional
Nanostructures into Functional Networks, Science 291, 630 (2001).
[19] K. D. Hermanson et al., Dielectrophoretic Assembly of Electrically Functional Mi-
crowires from Nanoparticle Suspensions, Science 294, 1082 (2001).
[20] Y. Cui and C. M. Lieber, Functional Nanoscale Electronic Devices Assembled Using
Silicon Nanowire Building Blocks, Science 291, 851 (2001).
[21] Y. Huang, X. Duan, Y. Cui, and C. M. Lieber, Gallium Nitride Nanowire Nanodevices,
Nano Lett. 2, 101 (2001).
[22] X. Duan, Y. Huang, and C. M. Lieber, Nonvolatile Memory and Programmable Logic
from Molecule-Gated Nanowires, Nano Lett. 2, 487 (2002).
[23] M. S. Gudiksen et al., Growth of nanowire superlattice structures for nanoscale pho-
tonics and electronics, Nature 415, 617 (2002).
[24] H. Dobbek et al., Crystal Structure of a Carbon Monoxide Dehydrogenase Reveals a
[Ni-4Fe-5S] Cluster, Science 293, 1281 (2001).
[25] T. W. Ebbesen, Carbon Nanotubes, Phys. Today June, 26 (1996).
[26] J. W. Mintmire, B. I. Dunlap, and C. T. White, Are fullerene tubules metallic?, Phys.
Rev. Lett. 68, 631 (1992).
[27] C. Dekker, Carbon Nanotubes as Molecular Quantum Wires, Phys. Today May, 22
(1999).
[28] S. Iijima, Helical microtubules of graphitic carbon, Nature 354, 56 (1991).
[29] D. S. Bethune et al., Cobalt-catalysed growth of carbon nanotubes with single-atomic-
layer walls, Nature 363, 605 (1993).
[30] S. Iijima and T. Ichihashi, Single-shell carbon nanotubes of 1-nm diameter, Nature
363, 603 (1993).
BIBLIOGRAPHY 103
[31] A. Thess et al., Crystalline Ropes of Metallic Carbon Nanotubes, Science 273, 483
(1996).
[32] C. Journet et al., Large-scale production of single-walled carbon nanotubes by the
electric-arc technique, Nature 388, 756 (1997).
[33] R. Saito, M. S. Dresselhaus, and G. Dresselhaus, Physical Properties of Carbon Nan-
otubes, Imperial College Press (1998).
[34] B. I. Yakobson and R. E. Smalley, Fullerene Nanotubes: C1,000,000 and Beyond,
American Scientist 85, 324 (1997).
[35] J. Chen, B. J. Wiley, and Y. Xia, One-Dimensional Nanostructures of Metals: Large-
Scale Synthesis and Some Potential Applications, Langmuir 23, 4120 (2007).
[36] S. Quake and A. Scherer, From micro- to nanofabrication with soft materials, Science
290, 1536 (2000).
[37] E. Braun, Y. Eichen, U. Sivan, and G. Ben-Yoseph, DNA-templated assembly and
electrode attachment of a conducting silver wire, Nature 391, 775 (1998).
[38] M. Mertig, L. C. Ciacchi, R. Seidel, and W. Pompe, DNA as a Selective Metallization
Template, Nano Lett. 2, 841 (2002).
[39] R. Seidel et al., Synthesis of Platinum Cluster Chains on DNA Templates: Conditions
for a Template-Controlled Cluster Growth, J. Phys. Chem. B 108, 10801 (2004).
[40] M. Mertig, R. Kirsch, and W. Pompe, Biomolecular approach to nanotube fabrication,
Appl. Phys. A 66, 723 (1998).
[41] B. Alberts et al., Molecular Biology of the Cell, 4 ed. (Taylor & Francis, , 2002).
[42] K. A. Williams et al., Nanotechnology: Carbon nanotubes with DNA recognition,
Nature 420, 761 (2002).
[43] L. Langer et al., Quantum Transport in a Multiwalled Carbon Nanotube, Phys. Rev.
Lett. 76, 479 (1995).
[44] T. W. Ebbesen et al., Electrical conductivity of individual carbon nanotubes, Nature
382, 54 (1996).
[45] N. R. Franklin et al., Integration of suspended carbon nanotube arrays into electronic
devices and electromechanical systems, Appl. Phys. Lett. 81, 913 (2002).
[46] A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu, Observation of a single-beam
gradient force optical trap for dielectric particles, Optics Letters 11, 288 (1986).
104 BIBLIOGRAPHY
[47] N. B. Simpson, K. Dholakia, L. Allen, and M. J. Padgett, Mechanical equivalence of
spin and orbital angular momentum of light: an optical spanner, Optics Letters 22,
52 (1997).
[48] T. Mller et al., Trapping of micrometre and sub-micrometre particles by high-frequency
electric fields and hydrodynamic forces, J. Phys. D: Appl. Phys. 29, 340 (1996).
[49] N. G. Green and H. Morgan, Dielectrophoretic separation of nano-particles, J. Phys.
D: Appl. Phys. 30, L41 (1997).
[50] S. Tuukkanen et al., Trapping of 27 bp8 kbp DNA and immobilization of thiol-modified
DNA using dielectrophoresis, Nanotechnology 18, 295204 (2007).
[51] D. J. G. Bakewell, M. P. Hughes, J. J. Milner, and H. Morgan, Dielectrophoretic
manipulation of avidein and DNA, Proceedings of the 20th Annual International
Conference of the IEEE Engineering in Medicine and Biology Society 20, 1079 (1998).
[52] O. D. Velev and E. W. Kaler, In Situ Assembly of Colloidal Particles into Miniaturized
Biosensors, Langmuir 15, 3693 (1999).
[53] A. N. Alimova et al., Electrophoresis of nanodiamond powder for cold cathode fabri-
cation, J. Vac. Sci. Tech. B 17, 715 (1999).
[54] H. Morgan, M. P. Hughes, and N. G. Green, Separation of Submicron Bioparticles by
Dielectrophoresis, Biophys. J. 77, 516 (1999).
[55] R. Krupke et al., Simultaneous Deposition of Metallic Bundles of Single-walled Carbon
Nanotubes Using Ac-dielectrophoresis, Nano Lett. 3, 1019 (2003).
[56] R. Krupke et al., Simultaneous Deposition of Metallic Bundles of Single-walled Carbon
Nanotubes Using Ac-dielectrophoresis, Nano Lett. 3, 1019 (2003).
[57] S. O. Lumsdon and D. M. Scott, Assembly of Colloidal Particles into Microwires
Using an Alternating Electric Field, Langmuir 21, 4874 (2005).
[58] K. H. Bhatt and O. D. Velev, Control and Modeling of the Dielectrophoretic Assembly
of On-Chip Nanoparticle Wires, Langmuir 20, 467 (2004).
[59] C. Cheng, R. K. Gonela, Q. Gu, and D. T. Haynie, Self-Assembly of Metallic
Nanowires from Aqueous Solution, Nano Lett. 5, 175 (2005).
[60] H. A. Pohl, Dielectrophoresis, Cambridge University Press (1978).
[61] H. A. Pohl, The motion and precipitation of suspensoids in divergent electric fields.,
J. Appl. Phys. 22, 869 (1951).
[62] P. H. Morgan, http://www.ecs.soton.ac.uk/about/hywel morgan.php.
BIBLIOGRAPHY 105
[63] R. Pethig and G. H. Markx., Applications of dielectrophoresis in biotechnology.,
Trends Biotechnol. 15, 426 (1997).
[64] P. Y. Chiou, A. Ohta, and M. Wu, Massively parallel manipulation of single cells and
microparticles using optical images, Nanotechnology 17, 4986 (2006).
[65] L. Dong et al., Dielectrophoretically Controlled Fabrication of Single-Crystal Nickel
Silicide Nanowire Interconnects, Nano Lett. 5, 2112 (2005).
[66] T. H. Kim et al., Dielectrophoretic alignment of gallium nitride nanowires (GaN NWs)
for use in device applications, Nanotechnology 17, 3394 (2006).
[67] Z. Chen et al., Controllable interconnection of single-walled carbon nanotubes under
AC electric field, J. Phys. Chem. B 109, 11420 (2005).
[68] S. Lee and R. Bashir, Dielectrophoresis and electrohydrodynamics-mediated fluidic
assembly of silicon resistors, Appl. Phys. Lett. 83, 3833 (2003).
[69] O. Harnack et al., Rectifying behavior of electrically aligned ZnO nanorods, Mater.
Sci. Lab. 3, 1097 (2003).
[70] C. S. Lao et al., ZnO nanobelt/nanowire Schottky diodes formed by dielectrophoresis
alignment across Au electrodes, Nano Lett. 6, 263 (2006).
[71] L. Shang et al., Electrical characterization of nanowire bridges incorporating biomolec-
ular recognition elements, Nanotechnology 16, 2846 (2005).
[72] A. D. W. Gross, Dielectrophoretic reconfiguration of nanowire interconnects, Nan-
otechnology 17, 4986 (2006).
[73] H. Morgan and N. G. Green, Dielectrophoretic manipulation of rod-shaped viral par-
ticles, J. Electrostatics 42, 279 (1997).
[74] L. X. Benedict, S. G. Louie, and M. L. Cohen, Static polarizabilities of single-wall
carbon nanotubes, Phys. Rev. B 52, 8541 (1995).
[75] B. Kozinsky and N. Marzari, Static Dielectric Properties of Carbon Nanotubes from
First Principles, Phys. Rev. Lett. 96, 166801 (2006).
[76] C. L. Asbury, A. H. Diercks, and G. van den Engh, Trapping of DNA by dielec-
trophoresis, Electrophoresis 23, 2658 (2002).
[77] C. L. Asbury and G. van den Engh, Trapping of DNA in Nonuniform Oscillating
Electric Fields, Biophys. J. 74, 1024 (1998).
[78] R. Pethig, Dielectrophoresis: Using inhomogeneous AC electrical fields to separate
and manipulate cells, Crit. Rev. in Biotech. 16, 331 (1996).
106 BIBLIOGRAPHY
[79] L. Zheng, J. P. Brody, and P. J. Burke, Electronic manipulation of DNA, proteins,
and nanoparticles for potential circuit assembly, Biosen. & Bioelec. 20, 606 (2004).
[80] Promega-Corporation, http://www.promega.com/paguide/chap12.htm.
[81] M. Varga, Master’s thesis, TU-Dresden, Germany, 2006.
[82] M. Meise, Dielektrophorese als Werkzeug zur Manipulation und Separation
von biologischen Nanostrukturen, Praxissemesterarbeit Fachhochschule Olden-
burg/Ostfriesland/Wilhelmshaven Standort Emden (2007).
[83] O. Jost et al., Rate-Limiting Processes in the Formation of Single-Wall Carbon Nan-
otubes: Pointing the Way to the Nanotube Formation Mechanism, J. Phys. Chem. B
106, 2875 (2002).
[84] S. Taeger, Ph.D. thesis, TU-Dresden, Germany, 2007.
[85] N. Ranjan and M. Mertig, Single-step dielectrophoretic assembly of field-effect tran-
sistors from carbon nanotubes, to be submitted .
[86] G. Binning, H. Rohrer, C. Gerber, and E. Weibel, Surface Studies by Scanning Tun-
neling Microscopy, Phys. Rev. Lett. 49, 57 (1982).
[87] G. Binnig, C. F. Quate, and C. Gerber, Atomic Force Microscope, Phys. Rev. Lett.
56, 930 (1986).
[88] M. Bockrath et al., Scanned Conductance Microscopy of Carbon Nanotubes and
Lamda-DNA, Nano Lett. 2, 187 (2002).
[89] J. Goldstein et al., Scanning Electron Microscopy and X-Ray Microanalysis (Springer,
Netherlands, 2003).
[90] C. F. Bohren and D. R. Huffman, Absorption and Scattering of Light by Small Par-
ticles (Wiley, New York, USA, 1998).
[91] P. W. Atkins and J. de Paula, Physical Chemistry, 7 ed. (Oxford University Press,
London, 2002).
[92] R. Pethig, Y. Huang, X. B. Wang, and J. P. H. Burt, Positive and negative dielec-
trophoretic collection of colloidal particles using interdigitated castellated microelec-
trodes, J. Phys. D 25, 881 (1992).
[93] D. Sickert et al., Separation and assembly of DNA-dispersed carbon nanotubes by
dielectrophoresis, AIP Conf. Proc. 786, 271 (2005).
[94] C. Cheng and D. T. Haynie, Growth of single conductive nanowires at prescribed loci,
Appl. Phys. Lett. 87, 263112 (2005).
BIBLIOGRAPHY 107
[95] P. A. Lee and T. V. Ramakrishanan, Disordered electronic systems, Rev. Mod. Phys.
57, 287 (1985).
[96] J. Richter, Ph.D. thesis, TU-Dresden, Germany, 2001.
[97] M. A. Kastner, The single-electron transistor, Rev. Mod. Phys. 64, 849 (1992).
[98] J. M. Krans et al., One-atom point contacts, Phys. Rev. B 48, 14721 (1993).
[99] D. R. Lide, CRC Handbook of Chemistry and Physics: A Ready-Reference Book of
Chemical and Physical Data, 76 ed. (CRC Press Inc, USA, 1995-1996).
[100] R. G. Compton and H. W. Sanders, Electrode Potentials (Oxford University Press,
New York, 1996).
[101] R. A. Robinson and R. H. Stokes, Electrolyte Solutions:the measurement and in-
terpretation of conductance, chemical potential and diffusion in solutions of simple
electrolytes, 2 ed. (Butterworth Publications limited, London, 1965).
[102] L. Schreiber et al., AgCl precipitates in isolated cuticular membranes reduce rates of
cuticular transpiration, Planta 223, 283 (2006).
[103] A. C. Fisher, Electrode Dynamics (Oxford University Press, New York, 1996).
[104] A. J. Bard and L. R. Faulkner, Electrochemical Methods: Fundamentals and Appli-
cations, 2 ed. (Wiley, New York, 2001).
[105] L. M. Sander, Diffusion-limited aggregation: a kinetic critical phenomenon?, Con-
temporary Physics 41, 203 (2000).
[106] Y. Sawada, A. Dougherty, and J. P. Gollub, Dendritic and Fractal Patterns in Elec-
trolytic Metal Deposits, Phys. Rev. Lett. 56, 1260 (1986).
[107] O. Zhong-can, Y. Gang, and H. Bai-lin, From fractal to dendritic: Competition be-
tween diffusion and field, Phys. Rev. Lett. 57, 3203 (1986).
[108] http://homepages.ed.ac.uk/aa01/images/fet.gif.
[109] R. Martel et al., Ambipolar Electrical Transport in Semiconducting Single-Wall Car-
bon Nanotubes, Phys. Rev. Lett. 87, 256805 (2001).
[110] W. Kim et al., Hysteresis Caused by Water Molecules in Carbon Nanotube Field-Effect
Transistors, Nano Lett. 3, 193 (2003).
[111] J. Cao, Q. Wang, D. Wang, and H. Dai, Suspended Carbon Nanotube Quantum Wires
with Two Gates, Small 1, 138 (2005).
[112] D. Mann et al., Ballistic Transport in Metallic Nanotubes with Reliable Pd Ohmic
Contacts, Nano Lett. 3, 1541 (2003).
108 BIBLIOGRAPHY
[113] N. Nemec, D. Tomanek, and G. Cuniberti, Contact Dependence of Carrier Injection
in Carbon Nanotubes: An Ab Initio Study, Phys. Rev. Lett. 96, 076802 (2006).
[114] http://users.rcn.com/jkimball.ma.ultranet/BiologyPages/M/Microtubule.gif.
[115] M. Maaloum, D. Chretien, E. Karsenti, and J. K. Horber, Approaching microtubule
structure with the scanning tunneling microscope (STM), J. Cell Sci. 107, 3127 (1994).
[116] I. Minoura and E. Muto, Dielectric Measurement of Individual Microtubules Using
the Electroorientation Method, Biophys. J. 90, 3739 (2006).
[117] N. Ranjan, H. Vinzelberg, and M. Mertig, Growing One-Dimensional Metallic
Nanowires by Dielectrophoresis, Small 2, 1490 (2006).
[118] B. Shan and K. Cho, Ab initio study of Schottky barriers at metal-nanotube contacts,
Phys. Rev. B 70, 233405 (2004).
[119] C. Leduc, F. Ruhnow, J. Howard, and S. Diez, Detection of fractional steps in cargo
movement by the collective operation of kinesin-1 motors, PNAS 104, 10847 (2007).
Appendix A
Potential of an electric dipole
Figure A: Shown is the electric potential of an in-
finitesimal dipole.
We assume a dipole to be placed at the origin as shown in the figure. The positive charge
(+Q) is placed at the coordinate (0,y1) and the negative charge (-Q) is placed at the
coordinate (0,-y1). Assuming the distance between the charges to be extremely small ( lim
y1 → 0). We now derive the expression for the potential due to this infinitesimal dipole
at some distant point denoted by the radius vector (~r) at the position (x,y) on a cartesian
coordinate system. The potential at the position (~r) is expressed by:
V (~r) =
Q
4pio
[
1√
x2 + (y − y1)2
− 1√
x2 + (y + y1)2
]
(A.1)
V (~r) =
Q
4pio
[√
x2 + (y + y1)2 −
√
x2 + (y − y1)2√
[x2 + (y − y1)2] [x2 + (y + y1)2]
]
(A.2)
V (~r) =
Q
4pio
 4yy1√
[x2 + (y − y1)2] [x2 + (y + y1)2]
[√
x2 + (y + y1)2 +
√
x2 + (y − y1)2
]

(A.3)
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Using the expression for the dipole moment ~p = 2Qy1 and the fact that the charges are
placed infinitesimally close to each other ( y1√
x2+y2
 1). This implies y±y1 ≈ y. So Eq. A.3
reduces to
V (~r) =
~p
4pio
 2y
(x2 + y2)
[
2
√
x2 + y2
]
 (A.4)
Replacing cartesian coordinate with spherical coordinate system, the expression (x2+y2) =
r2 and y√
x2+y2
= cos θ in Eq. A.4 and so the final expression for the potential of a dipole
reduces to
V (r, θ) =
~p
4pio
cos θ
r2
(A.5)
Appendix B
Calculations for silver wires
Derivation of degree of dissociation for silver acetate salt solution.
Ag(Ace) ⇒ Ag + Ace
initial concentration C0 0 + 0
final concentration C0(1− α) C0α + C0α
(C0α)2
C0(1−α) = Ksp
⇒ C0α2 + Kspα −Ksp = 0
⇒ α = −Ksp±
√
K2sp+4C0Ksp
2C0
Since the root cannot be negative
⇒ α (degree of dissociation) = −Ksp+
√
K2sp+4C0Ksp
2C0
Derivation of dielectrophoretic energy
FDEP = 2pimr
3Re[K(ω)]∇( ~E2rms)
⇒ UDEP = −2pimr3 ~E2 assuming K(ω) ≈ 1.
At normal temperature the particle has an average thermal kinetic energy of 3KBT
2
where
KB is the Boltzmann constant and T is the temperature. For the particle to align dielec-
trophoretically the energy associated with the dielectrophoretic force must be greater than
the thermal energy i.e. UDEP ≥ 3/2KBT
At T = 300
3/2KBT = (3/2)(1.38 ∗ 10−23)(300) = 6.21 ∗ 10−21 = 38.8 meV.
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Preparation of silver acetate (AgCH3COO) stock solution
5 mg of silver acetate (Ag(Ace), Fluka 85140) was dissolved in 1 ml of double-distilled
water. This stock solution was diluted 1:10 for each experiment.
Molecular mass of silver acetate = 167 gm.
Concentration of the stock solution = 5/167 = 0.0299 ≈ 0.03 (mole/liter)
Initial concentration of the solution (after 1:10 dilution) = Cinit = 0.03/10 = 0.003 (mole/liter)
Solubility product of Ag(Ace) [99] = Ksp = 1.94× 10−3
Degree of dissociation = α =
−Ksp+
√
K2sp+4KspCinit
2Cinit
= 0.54
Actual concentration of the ions in the solution = Csolution = αCinit= 0.0016 (mole/liter)
Calculation of the diffusion layer thickness
The thickness of the diffusion layer is given by the following expression:
∆x =
√
0κwkBT
2n0z2e2
≈ 0.3√
C∗
(nm) (B.1)
κw = dielectric constant of water
kB = Boltzmann constant
T = temperature
n0 = number density of ion
z = charge on the ion
e = electronic charge
C∗ = 1.6 mM
⇒ ∆x = 7.5 nm
Calculating the resistance of diffusion layer
w = κw0 = 78× 8.854× 10−12 = 6.9× 10−10 (SI units)
∆x = 7.5 nm
Capacitance = C =Aw
∆x
= A× 0.092(Farad)
Impedance across the capacitance = ZC =
1
ωC
= ∆x
ωwA
.
AZC =
∆x
ωw
(Ωm2) (B.2)
A is the contact area of the electrode electrolyte interface. The impedance of the capacitor
depends on the frequency of the AC-field. Presented below is the table of the impedance
of the capacitor for two different frequencies. To avoid the calculation of the contact area
A, we calculate the value of impedance multiplied by the contact area (i.e. AZC).
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f ω = 2pif AZC =
∆x
ωw
30 kHz 1.885× 105 5.76× 10−5(Ωm2)
1 MHz 6.28× 106 1.71× 10−6(Ωm2)
Calculating the resistance of solution
Resistance of the solution = Zsol =
L
Aκsol
Here κsol is the conductivity, (Ω
−1m−1) of the solution. It is expressed as κ = cΛ where c is
the concentration of the ions (in mole/liter) and Λ is the molar conductivity (Ω−1cm2mol−1)
Molar Conductivity of a salt (Λsalt) of the form MaXb which on dissolution gives a moles of
cation of molar conductivity Λ+ and b moles of anion with molar conductivity Λ− is given
by [100]
Λsalt = aΛ+ + bΛ−
The molar conductivity of the Ag+ and CH3COO
− ion is given by [100]
ΛAg = 62 Ω
−1cm2mol−1
ΛAce = 41 Ω
−1cm2mol−1
So, ΛAg(Ace) = ΛAg + ΛAce, as charges on each ion is 1.
⇒ ΛAg(Ace) = [62× 10−4 + 41× 10−4] Ω−1m2mol−1 = 103× 10−4 Ω−1m2mol−1
⇒ κsol = cΛAg(Ace) = CsolutionΛAg(Ace) × 1000
Csolution is in (mol/liter). So, 1000Csolution has the unit mol/m
3. So, the unit of κsol is
(mol/m3)× (Ω−1m2mol−1) = Ω−1m−1.
So, κsol = CsolutionΛAg(Ace) × 1000 Ω−1m−1 = 0.0169 Ω−1m−1
Distance between the electrodes = L = 5
√
2 = 7.07× 10−6 m
AZsol =
L
κsol
= 4.177× 10−4 Ωm2. (B.3)
Calculating the dielectrophoretic energy in the diffusion layer
Voltage drop across each of the capacitor = Vc =
VappliedZc
2Zc+Zsol
Electric field between the capacitor (RMS value) = Ec =
Vc√
2κw∆x
V/m
Size of hydrated silver ion (r) = 341 pm = 341×10−12 m
Dielectrophoretic energy in the capacitive double layer = UDep = 2piwr
3E2cRMS
As the impedance of the capacitive double layer depends on the frequency of the AC field,
voltage drop, electric field and consequently the dielectrophoretic energy (UDEP ) within the
double layer also depends on the frequency of the AC field. We state below all corresponding
values for two different frequencies.
f Vapplied Vc Ec =
Vc√
2κw∆x
UDEP = 2piwr
3E2c
30 kHz 10 V 1.07 V 1.3×106 V/m 0.0018 meV
1 MHz 10 V 0.04 V 4.93×104 V/m 2.66×10−6 meV
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Calculating the dielectrophoretic energy in the bulk solution
Voltage drop across the solution = Vsol =
VappliedZsol
2Zc+Zsol
Vapplied = 10 V
Electric field between the solution (RMS value) = Esol =
Vsol√
2κwL
V/m
Size of hydrated silver ion (r) = 341 pm = 341×10−12 m
Dielectrophoretic energy = UDEP = 2piwr
3E2sol
As the impedance of the capacitive double layer depends on the frequency of the AC field,
voltage drop across the solution depends on the frequency of the AC field. We state below
voltage drop and consequently the dielectrophoretic energy in the solution for two different
values of frequency.
f Vapplied Vsol Esol =
Vsol√
2κwL
UDEP = 2piwr
3E2sol
30 kHz 10 V 7.87 V 1.0×104 V/m 1.09×10−7 meV
1 MHz 10 V 9.92 V 1.27×104 V/m 1.73×10−7 meV
Appendix C
Simplification of a vector expression
In this section we prove the identity ~E~∇ ~E = 1
2
~∇|E|2, where ~E is the electric field but in
general could be any other vector quantity. Assuming an orthogonal coordinate system
in which the three axes are given by (~x1, ~x2, ~x3) and the components of ~E in the three
orthogonal directions are given by a column vector ~E = (E1 E2 E3).
~∇ ~E is a Jacobian matrix of the vector ~E and is defined as:
(~∇ ~E)ij = ∂Ei
∂xj
⇒ ~∇ ~E =

∂E1
∂x1
∂E1
∂x2
∂E1
∂x3
∂E2
∂x1
∂E2
∂x2
∂E2
∂x3
∂E3
∂x1
∂E3
∂x2
∂E3
∂x3

Multiplying the column vector ~E with the Jacobian matrix, we obtain the following expres-
sion:
~E~∇ ~E = (E1 E2 E3)

∂E1
∂x1
∂E1
∂x2
∂E1
∂x3
∂E2
∂x1
∂E2
∂x2
∂E2
∂x3
∂E3
∂x1
∂E3
∂x2
∂E3
∂x3

=
(
E1∂E1
∂x1
+ E2∂E2
∂x1
+ E3∂E3
∂x1
E1∂E1
∂x2
+ E2∂E2
∂x2
+ E3∂E3
∂x2
E1∂E1
∂x3
+ E2∂E2
∂x3
+ E3∂E3
∂x3
)
= 1
2
(
∂
∂x1
∂
∂x2
∂
∂x3
)
(E21 + E
2
2 + E
2
3)
= 1
2
(
∂
∂x1
∂
∂x2
∂
∂x3
) |E|2
= 1
2
~∇|E|2
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