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We are concerned with giving sufficient conditions for Green’s functions 
for an nth order linear differential equation to have constant sign on [u, b] x 
[a, Zr] where [a, b] need not be an interval of disconjugacy for 
Z,[y] = yCn) +p,(x)pl) + *.. +P&)Y = 0, (1) 
where the coefficients P*(X), k = l,..., n are continuous on, say, [CX, 00). 
The results here generalize the main results in [9] for (1). 
We will be concerned with the adjoint system of (1) 
Xl’ = Pl(4 Xl + z2 > 
z2’ = -P?,(x) Xl + z3 , 
. . . 
(2) 
4-l = (-l)nA&) JQ+ &a > 
z,’ = (- l)“+p,(x) z, . 
This adjoint system is the same as in [5] for the special case (1) and differs 
slightly from the classical adjoint system in [2]. 
Define the quasi-derivatives Di and the function classes A,, i = O,..., n 
recursively by (i) A, = C[or, co) and D,,z = z for all z E A, , and (ii) for 
1 < k < n, A, = {z E A,-,: D,-,z E Cl[a, co)}, and for x E A, , 
D,z = (Dk-&' + (-l)"P,(+. 
Then the adjoint system (2) is equivalent in the obvious way to the nth order 
quasi-differential equation, 
D,z = 0. (3) 
Equation (3) is called the adjoint equation of (1). 
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IfyEC?[a, cc) and ZEA,, then we define the Lagrange bracket {z; y> 
ofzandyby 
n-1 
{z; y} = c (- l)iD,Z(X) y’“-i-l’(x) (4) 
i=O 
for x E [a, 00). 
If z is a solution of the adjoint equation (3) and y E Cn[a, co), then by 
differentiating both sides of (4) we get the Lagrange identity, 
4a[Yl = {z; Y>‘. (5) 
That is, if Z(X) is the first component of a solution of the adjoint system (2), 
then Z(X) is an integrating factor for I,[ y]. 
We say that a solution y(x) of (1) has a zero at x0 E [a, co) of order k, 
1 < K < 7t, provided Y(~)(x,,) = 0, i = 0, I,..., k - 1. Whereas when we say 
that a solution z(x) of (3) has a zero of order k at x0 , we mean that oil = 0, 
i = 0, l,..., k - 1. 
Let ule(x, x0), k = 0, I,..., n - 1, be the solution of the initial value problem 
(IVP) (l), y’j’(x,) = 6i, , j = 0 ,...) n - 1 (a,, is the Kronecker delta). 
Similarly, let z~(x, x,), k = 0 ,..., 12 - 1, be the solution of the IVP (3), 
DjZ(X,) = sj, , j = 0, l,..., 1z - 1. It follows from the Lagrange identity that 
{Q, q; +(t, $1) = MS, t), %(S, 4>, 
P, 4 = 0, 1Y.V n - 1, and s, t E [a, co). Consequently, it follows from (4) 
that we get the important formulas 
zp(s, t) = (-l)“+aDn-a-lZ,_n-l(t, s), (6) 
P, q = o,..., n - 1 and s, t E [a, m). Dolan [4] proved (6) for a third-order 
quasi-differential equation, and this author [6] used these formulas for a 
fourth-order quasi-differential equation. A close look at [S, Proof of Theorem 
4.21 shows an indirect way to prove (6) for the system considered there by 
Hinton. 
We now define the “Wronskians” 
W[%-,(x, %.., u+~(x, t)] = det(@(x, t)), 
and 
w+[z,-&, t), . . . , G-&G t)] = det(Q&x, t>), 
q = o,..., k - 1, p = n - k ,..., n - 1. 
It follows from (6) (see [9, Formula (2)]) that 
w&z-A($ t),..., u,-l(S, t)] = (-l)(+B)%W+[Z,-k(t, s),..., Zn&, s)], (7) 
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I4 = 1, 2,..., it - 1. These formulas were first proved, in a different manner, 
by Hinton [5; Theorem 4.21. The author used (7) for an nth order quasi- 
differential equation in [7]. 
We say that (1) is (il ,..., m i )-disconjugate (we assume throughout that 
i1 + i2 + *.* + i* = n) on [a, b] provided no nontrivial solution of (1) has an 
(4 >***, Q-distribution of zeros on [u, b]. A similar definition is made with 
respect to the adjoint equation (3). It follows from (7) that there is a nontrivial 
solution of (1) with an (n - K, K)-p air of zeros at s < t iff there is a nontrivial 
solution of (3) with a (K, 1z - k)-pair of zeros at s < t. Hence, (1) is (n - K, K)- 
disconjugate on an interval I iff (3) is (K, n - K)-disconjugate on 1, 
k = l,..., n - 1. 
Let yr ,..., yn-i be solutions of (1) and define OLD, K = 0, l,..., n - 1, as 
follows: 
I Y,‘(X) -*- YL(4 1 
I’ a&x) = -** 
. . . 
yl’“-l’(x) * - * yk$(x) 
Yl(X> . . . Y n-1(4 
. . . . . . 
for 1 < K < n - 2, and ol,+i(x) = W[yl(x),...,y,-l(x)]. Let 
“k(X) = 
yl”“‘(*) * * * yy(x) 
yp+qx) * * * y;-i”(x) 
. . . . . . 
I yl’“-1 (x) *.- +;I;) (x) 
z(x) = ePP’a,-,(x); 
then one can easily verify that 
&z(x) = eSzplan-k--l(x), (8) 
K = 0 ,..., n - 1, and that x(x) is a solution of (3). 
In particular, by checking initial conditions at x,, , we can easily prove that 
w[“,(x, x,,),-*, an-k-l(X, xO>~**v %-I@, x,,)], (9) 
k = 0, I)..., n - 1) where the circumflex over u,-~-~(x, x0) indicates 
u,-~-~(x, x0) is missing. 
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Note that Lagrange’s identity can be written as 
e’~PIWyl , . . . , YA L[Y] 
= {Jo@’ I” Pl OL,-~(X) yen-l) - e % a,+.(x) Y(~-~) 
+ --* + (-l)“-‘ec@p’a&)y]‘. 
But the expression in the bracket is es~opp, times the expansion of the deter- 
minant W[y, ,..., ynml , y] along its last row. Hence, 
e o WY, ,**.,Yn-11 UYl = &%Y, ,...,yn-1 
r,” Pl 
9 YII’. 
Now assumey, ,..., yn are n linearly independent solutions of (1). Let m,(x) = 
W[yr(x),..., m(x)] and run-r(~) = W[yr(x),..., y,+Jx)]. By Liouville’s formula 
JoPl 
= %W/%W 
Hence, Lagrange’s identity becomes 
%-1~~)/%(4 UYI = mYI 3***, Yn-1 > Yl/%(4>’ = b%-I(X)/Wn(X);Yl’* (10) 
This is the form of Lagrange’s identity we will use later on. We remark in 
passing that one could use the method to derive (10) and finite mathematical 
induction to derive the classical Polya factorization of (1). 
Assume (1) is (p, q)-disconjugate (p + q = n) on [a, b] and h(x) is 
continuous on [a, b]. Let G,(x, s) be the Green’s function for the 
(2% 4 - BVP 
MY1 = 44, (11) 
y'i'(a) = 0, i = O,...,p - 1, (12) 
y(j)(b) = 0, j = o,..., q - 1. (13) 
Then the solution of (11 j-( 13) is given by 
Y(X) = I” G,,@, 4 44 h. 
a 
Using quasi-derivatives G+,(x, S) is defined similarly for the adjoint equation. 
The Green’s function, G,,(x, s), is characterized (see, e.g., 13, pp. 105106]) 
by the following properties: 
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(i) For each fixed s, G&x, s) is a solution of (1) on [a, S] and on [b, s]. 
(ii) G$(a, S) = 0 i = o,...,p - 1, 
G:;(b, s) = 0 j = o,..., q - 1. 
(iii) For each fixed S, G,,(x, S) and its first 71 - 2 derivatives are 
continuous at x = s and 
&-l’(s+, s) _ G(“-‘)(s--, S) = 1. 
WI 94 
A similar characterization can be made for G+,(x, s). 
From properties (i) and (ii), G&x, S) is of the form 
G,,(x, s) = CD(S) up@, a) + *a* + Ll(s) u,-1(x, 4, a<x<s<b, 
= d*(s) u&, b) + +.* + 4-1(s) u,&, 4, a<s<x<b. 
By properties (i) and (iii) (check initial conditions at x = S) 
This leads to the equations 
for m = 0, l,..., n - 2, and 
12-l 
c dj(s) u;+)(s, b) - z cz(s) u(ln-l)(s, a) = 1. 
j=q 
(14) 
(15) 
Let D(s), a < s < b, be the coefficient determinant in these n equations, i.e., 
D(s) = (--l)‘Q&, b),..., ~n-ds, b), up@, a),..., ~-l(s, a)], 
which equals, by Liouville’s formula, 
e+‘D(a), 
so 
D(s) = (- l)“e-J~%‘@q(a, b),. . ., un&, b)]. 
By the (p, q)-disconjugacy, D(s) # 0 on [a, b]. 
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Solving (14), (15) by Kramer’s rule for d,(s), we obtain 
d,(s) = (-‘) 
~+lebv,u*+~(S, b) ,a*., %I-I(& b), u&, &v %-l(S9 41 
Jwg(% b),..., %-,(a> 41 
Hence, d,(x) is a solution of the adjoint equation (3). Using (8), we obtain 
@d,(a) = 0, j = o,..., q - 1, 
Did,(b) = 0, i = O,...,p - 2. 
Solving (14), (15) for cJs>, we obtain 
Hence, c&) is a solution of the adjoint equation (3). Using (8), we obtain 
D&(U) = 0 i = 0, I,..., q - 2, 
Dg-,c&) = (--l)n, 
DjC,(b) = 0 j = 0, l)...) p - 1. 
(17) 
Proceeding in this manner we can easily prove the next theorem. 
THEOREM 1. If (1) is (p, q)-disconjugute on [a, b], then the Green’s function 
for the (p, q) - BVP is of the form 
G,g(x, s) = 4s) U&G 4 + **- + G&) un-l(x, 4 u<x<s<b 
= d,(s) ug(x, b) + **. + 44) un-1(x, b), u<s<x<b 
where c,(x), 1 = p,..., n - 1, dj(x), j = q ,..., n - 1 are solutions of the adjoint 
equation (3). Further, cl(x) has a (n - I - 1, p)-pair of zeros at a < b, and 
d,(x) has a (q, n - j - I)-pair of zeros at a < b. Also, (16) and (17) hold. 
THEOREM 2. Assume (1) is (p, q)-d&conjugate on [a, b], then 
G&x, s) = (- l)“G;&, x). 
Proof. Since (1) is (p, q)-disconjugate on [a, b], (3) is (q,p)-disconjugate 
on [a, b]. Hence, G,, and G,‘, exist. Assume a < 4 < 7 < b are fixed. For 
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x E [a, 5) and (t,& G,(x, 6) is a solution of (1). Also for x E [CZ, 7) and (7, b], 
G,f(x, 7) is a solution of (3). Hence, by the Lagrange identity, 
{G,+,(x, 4; G,,(x, EN = 0 w f t, 71. 
Integrating from a to b with interruptions at 6 and 7, we obtain 
-[Gk-“(f+, I) - Gkl’(&, 01 G;q(sf,d 
- (-l)“-lP,-&h+, 4 - &.-d%(~-> $1 G&J, 6) = 0. 
Hence, by property (iii) of G,( X, s and the corresponding property of ) 
G&(x, s), we have that 
G,& 5) = (-1)“G,f,(t, 4, a<5<T<b. 
The case a < 7 < 8 < b is similar. 
The next lemma follows from [7, Lemma 11. 
LEMMA 3. If (1) is (p, q)-&conjugate on [a, b], then 
(-l)(q-l)q~2~[u,_1(x, a),..., 2$(x, a)] > 0 
on (a, b] and for p > 2, (-1)(,-1),/2(-1)“qW[un-1(x, b),..., uq(x, b)] > 0 on 
[a, 4. 
LEMMA 4. If (1) is (p, q)- and (p, 1, q - I)-&con&gate on [a, b] and (3) 
is (q, I, p - I)-disconjugate on [a, b], then 
(-l)qG,,(x, $1 > 0 
on the triangle a < s < x < 6. 
Proof. Fix s E (Q, b) and consider, for x E (s, b], 
~[%-l(~, a),..., u,(x, a), %-1(X, s)l 
(-l)+z,&, X) *** (-l)pDn--p-$,-l(a, X)(-lylZ,&, x) 
= (-I)%,-&, x) *.. (-1)~+1Dn~p$,~2(a, X)(-1)“xn4, X) . . . . . . 
(-l)n-l+Qz n-q-l(a, x) **- (-l)p+qDn_~-lz,_a-l(a, X)(-l)“-r+Q1z,+r(S, X) 
Hence, W[U,+~(X, a) ,..., uB(x, a), q&x, s)] is zero at a point x1 E (s, b] iff 
,+l(S, Xl) *** %-l(S, Xl> 
$&, Xl) ... %-da, 4 = 0. 
. . . . . . 
QG&~ 3) * * - ~q--1%-&, Xl) 
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But this last equality holds iff there is a nontrivial solution of (3) with a 
(4, 1, p - I)-distribution of zeros at a < s < x1 . Hence, by the (4, 1,~ - l)- 
disconjugacy of (3) on [a, 4, dx, 4 u,(x, a),..., f&X, 4, f~+~(x, 4 are 
4 + 1 linearly independent solutions of the (q + 1)st order differential 
equation 
K+,CYl = w4&, a),..., %(X, 4, %+I(% $9 Yl/%+,W = 0 
where w~+~(x) = W[u,+.,(x, a) ,..., u,(x, a), z&x, s)]. Set 
w*(x) = JJq%&, a),..., @T a>]. 
By the Lagrange identity (10) for M,+,[y] = 0, we have, for x E (s, b], 
(W,(~)lW,+,(~))~,,[Yl = Wbz-d~, 4.v %(X9 4, Yl/%+1(4>’ 
= ~wQ.(x>/wQ+lc4; Y>‘* 
By Theorem 1 and the equation preceeding (14), the Green’s function 
G&x, S) is a linear combination of uP(x, a),..., u,&x, a), and tinV1(x, S) on 
(s, b]. Hence, 
W+,P%,(x, 41 = 0. 
Consequently, 
W[u,-1(x, 4,. * *, up@, 4, G,(x> 41 
w*+1(x) 
G$(b, s) = h d,(s) 
where d,(s) is as in Theorem 1. 
Now define the operator iVl* for y E CQ(s, b] by 
MQ[Yl = wk-1(~, 4,-v %I(? 4, Yl/WQ(X) 
(note wq(x) # 0 by the (p, q)-disconjugacy). 
Then GDq(x, S) is the solution on (s, b] of the IVP 
MQ[Yl = (wQ+l(x>lwQ(x))(wQ(b)IWP+lo) dQ(4, 
y(i)(b) = 0, i = o,..., q - 1. 
Hence, if K(x, T) is the Cauchy function for M,[y] = 0 (i.e., for each T, 
K(x, T) is the solution with K”)(7, T) = 0, i = 0 ,..., q - 2, %q-l’(T, T) = l), 
we have that for x E (s, b], 
G,a(x, s) = -(w,VW,+db>) d,(s) .jxb K(x, T>(%+d+“cdT>> t&r. 
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Since K(x, T), T fixed, is a solution of M&y] = 0, K(x, T) is a linear combina- 
tion of u,(x, a),..., u,&x, a). Think of K being defined now on the whole 
interval [a, b]. It then is a solution of (1) on [a, b] with a zero of order p at a 
and a zero of order q - 1 at 7. Hence, by the (p, 1, 4 - 1)-disconjugacy and 
m-1)(7, T) = 1, 
(--I)*+lK(x, 7) > 0. 
By Theorem 1, d,(s) is a solution of (3) with a (q,p - I)-pair of zeros at 
a < b, and 
v&4 = (-1)““(w%+l(% b-> %-l(& W~M~7 &...> %-I(% 41) 
= (-1)“(Jw4&, 4,..., %+,(G 41/~[%-&, b.., K&4 b)]). 
By Lemma 3, 
D,d,(u) > 0. 
Hence, by the (q, 1, p - 1)-disconjugacy of (3), 
d,(s) > 0. 
Therefore, 
(-lW,,(x, 4 > 0 for a < s < x < b. 
LEMMA 5. If (1) is (p, q)- and (p - 1, 1, q)-disconjugute on [a, b] and 
(3) is (q - 1, 1, p)-&conjugate on [a, b], then 
(-lpG,(x, s) > 0 
on the triangle a < x < s < b. 
Proof. Fix s E (a, b) and consider for x E [a, s), 
%+1(X) = Jq4+l(X, &.., %(X, b), %-1(X, s)]. 
By using formulas (6) we can show, similar to the proof of Lemma 4, that 
w~+~(x) has a zero at x1 E [a, s) iff there is a nontrivial solution of (3) with a 
(q - 1, 1, p)-triple of zeros at x1 < s < b. Since (3) is (q - 1, 1, p)-&con- 
jugate on [a, b], wp++) # 0 on [a, s). Thus, u&z, b) ,..., q&x, b), U&X, s) 
are p + 1 linearly independent solutions of the (p + l)st order differential 
equation 
Np+,[Yl = wr%-1(x, b),..., K&G 61, %-1(X, s), Yl/W,+,(X) = 0. 
Define W,(X) = W[u,Jx, b) ,..., U&X, a)]. By the Lagrange identity (10) for 
N,+,[y] = 0, we have for x E [a, s) 
@44/%+1W Nrl+1[Yl = WC%-&7 Q,*.*, %(X, b), Yl/%+A4>’ 
= +%(x>/%+1(4 ; Yl’ 
505/2111-I2 
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By the properties of the Green’s function, G,(x, S) is a linear, combination 
of l&V, b),..., t.&x, b), z&x, s) for x E [a, s). Hence, 
~,+,[GPu(% 41 = 0, x E [a, s). 
Consequently, 
w4+,(% b),.. , K,(x, b), G,(x, 41 
%+1(X) 
where cB(s) is as in Theorem 1. It follows that G,(x, S) is the solution on [a, s) 
of the IVP, 
N&J1 = (%+I (~>/w,(x))(w,(u)lw,+l(a)) 44 
y(i)(u) = 0, i = o,...,p - 1. 
Let K(x, T) be the Cauchy function at x = 7, a < T < s for N,[r] = 0, then 
for x E [a, s), 
For a < 7 < x, by an argument similar to that in Lemma 4, K(x, T) > 0. 
By Theorem 1, cp(x) is a solution of (3) with a (4 - 1, $)-pair of zeros at 
a < b and 
D,-lC,(U) = (-l)*. 
By the (4 - 1, 1, p)-disconjugacy of (3) on [a, b], 
(-l)Q&) > 0. 
Hence, 
(-l)gG,(x, s) z=- 0, a<x<s<b. 
THEOREM 6. If the hypothesis of Lemmas 4 and 5 hold, then 
(-l)qG,(x, s) > 0 
on the square (a, b) x (a, b). 
When (1) is a self adjoint differential equation of even order vz = 2k, the 
problem of determining when the Green’s function G&x, S) is of constant 
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sign has long been a problem of interest (see, e.g., [l]). Hence, we state the 
following special case of Theorem 6 as a corollary. 
COROLLARY 7. Assume (1) is a self adjoint differential equation of even 
order n = 2k. If (1) is (k, k)-, (k, 1, k - l)-, and (k - 1, 1, k)-disconjlrgate on 
[a, 4, then 
( --I)kG,,(x, s) > 0. 
on (a, b) x (a, b). 
In practice it seems to be easier to determine disconjugacy of various 
2-point BVP’s, then disconjugacy of various k-point BVP’s, k > 3. For this 
reason, the author proved [8, Theorem I] the following remark which we 
will use later. 
Remark 8. If (1) is (i, n - i)-disconjugate, i = n - 1, n - 2 ,..., p, on 
[a, b], then for il 3 p, (1) is (il ,..., i,)-disconjugate on [a, b]. 
Similar to the proof of Remark 8 we get 
Remark 9. If (1) is (n - i, i)-disconjugate, i = n - 1, n - 2 ,..., Q on 
[a, b], then for i, > 4, (1) is (ir ,..., i,)-disconjugate on [a, b]. 
Using quasi-derivatives one can prove 
Remark 10. Remarks 8 and 9 hold for the adjoint equation (3). 
The next two theorems generalize the main results in [9] for the (n - 1, I)- 
and (1, n - I)-BVP’s to the general (p, q)-BVP for (1). 
THEOREM 11. If (1) is (i, n - i)-disconjugate, i = n - I,..,, p - 1, 012 
[a, 4, then 
(-lWp&, 4 > 0 
on the open square (a, b) x (a, b). 
Proof. Since (1) is (i, n - i)-disconjugate, i = n - I,..., p - 1, on [a, b], 
we have that (3) is (n - i, i)-disconjugate, i = n - I,..., p - 1, on [a, b]. 
Hence, the result follows from Theorem 6 by using Remarks 8-10. 
If (1) is disconjugate on [a, b], then it is well known (see, e.g., [3, Theorem 
11, p. IOS]) that (-l)qG,(x, s) > 0 on (a, b) x (a, b), p = I,..., n - 1. If 
p = 1 or 2 in Theorem 11, then (1) is disconjugate on [a, b], and so 
Theorem 11 offers nothing new for these two cases. Also note that if (1) is a 
self adjoint differential equation of even order n = 2k and if p - 1 < k in 
Theorem 11, then (1) is disconjugate on [a, b] and nothing new is obtained 
from Theorem 11. 
In a similar manner we can prove the next theorem. 
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THEOREM 12. If (1) is (n - i, i)-disconjugate, i = n - l,..., q - 1, on 
[a, b], then 
(-l)aG,(x, s) > 0 
on the open square (a, b) X (a, b). 
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