This paper describes a video inpainting algorithm based on motion-compensated neighbor embedding. The unknown pixels are estimated as a linear combination of the K closest patches using motion-compensated neighbor embedding. The algorithm is first assessed by assuming the motion information of the masked pixels to be known. This assumption is not realistic in video editing (object removal) applications. It however helps isolating the various problems for the sake of analysis. Different approaches are then assessed in the context where the motion information of missing pixels is unknown. Experiments on several videos show the benefits of the proposed approach which lead to natural looking videos with less annoying artefacts than when using a template matching technique.
INTRODUCTION
Image inpainting refers to methods which consist in filling-in missing regions (holes) in an image [1] , [2] . Existing methods can be classified into two main categories. The first category concerns diffusion-based approaches which propagate level lines or linear structures (so-called isophotes) via diffusion based on partial differential equations [1] , [3] and variational methods [4] . Diffusion-based methods tend to introduce some blur when the hole is large. The second type of approach concerns examplar-based methods which sample and copy best match texture patches from the known image neighborhood [5] - [6] .
In this paper, we focus on the examplar-based family of inpainting methods. First extensions of examplar-based image inpainting method to video has been proposed in [7] , [8] and [9] . The algorithm in [7] - [8] first estimates the motion for each pixel in the image in order to determine whether a pixel p belongs to a moving object (M c (p) = 1) or it belongs to the static background (M c (p) = 0). It then proceeds by first inpainting the moving objects. In this step, the priority data term of [10] is adapted in order to give more priority to patches for which the motion is orthogonal to the hole front line. The most similar patch to the input patch is then searched in neighboring frames, by using a template matching which computes the SSD between vectors of five components (R, G, B, V x , V y ), where V x and V y denote the horizontal and vertical components of the motion vector, of the known samples in the input patch and the corresponding samples in the candidate patches. Each time a patch is filled, the motion information M c (p) of the filled pixels is updated with the M c values of the copied pixels. The priority of non moving pixels is set to 0, and the algorithm iterates until all the pixels to be filled have their priority equal to 0. The algorithm then proceeds by inpainting the stationary background. Patches with the closest temporal locality with the highest priority are copied first until no more temporal information is available. The algorithm then terminates by inpainting the remaining holes using the image inpainting technique of [10] .
Here, we extend the examplar-based video inpainting algorithm of [7] along several directions:
• The search for the best matching patch is performed within a motion-compensated window rather than in the entire images of the sequence. This first allows reducing the computational time. This also favours the exploitation of self similarity in a local spatio-temporal neighborhood.
• The simple copy strategy inherent to the template matching is also replaced by more elaborate neighbor embedding techniques (i.e. LLE [11] and NMF [12] ) which are locally chosen in order to minimize the approximation error of the known pixels in the input patch [13] .
• The use of these techniques instead of the simple TM has required to adapt the strategy for computing the similarity between the input patch and its K-NN, as well as for updating the M c information of the pixels to be filled.
The proposed inpainting technique has first been assessed assuming this information known also for the masked pixels. This assumption is obviously not realistic in a context of video editing. However, it can be valid in other applications, like loss concealment, provided the motion vectors of given patches (or blocks) can be transmitted in separate packets from the ones conveying the texture information, hence be known (correctly received) for the missing pixels. The method has then been evaluated in the context where the motion information (M c ) is unknown for the areas to be filled in, in which case the corresponding M c values need to be estimated for the unknown pixels from the ones of the K-NN patches.
EXAMPLAR-BASED VIDEO INPAINTING: BACKGROUND
This section summarizes the main steps of the examplarbased video inpainting algorithm proposed in [7] - [8] . Motion information is first estimated for each pixel in each image of the input video sequence, by using an optical flow estimation algorithm or by using a simple 4x4 block matching algorithm. A threshold applied on the horizontal (V x ) and vertical (V y ) components allows determining whether the pixel belongs to the moving foreground object (M c = 1) or to the stationary background (M c = 0). The process then follows three main steps: (i) hole filling in the foreground moving object; (ii) hole filling in the stationary background; (iii) filling in the remaining holes with a spatial image inpainting technique.
Inpainting the moving foreground object
Once the fill front δΩ within the image I t has been identified, for each patch Ψ p to be filled, centered at pixel p (unknown pixel) located near the front line, computation of the priority P (p) = D(p)C(p), ∀p ∈ δΩ, where the confidence term C(p) and the data term D(p) are defined as in [8] . The data term aims at giving more priority to patches for which motion direction is perpendicular to the front line. The algorithm then searches for the patch Ψp (centered on a pixel p located on the fill front) having the highest priority, i.e.p = argmax p∈δΩ P (p). Given an input patch Ψp to be filled, it finds the most similar patch to the known region in Ψ p in a given search window, centered on the spatial position of the pixel p, within the known parts of the previous or next frames, by computing the sum of squared differences (SSD) between the corresponding 5 components vectors (R,G,B, V x ,V y ). The unknown pixels of the input patch are then approximated by a copy of their co-located pixels in the most similar patch (this is a so-called Template Matching (TM)). The confidence term C(p) is updated by computing the new ratio of known versus unknown pixels in the patches, and the motion term M c (p) is updated by setting its value to the value of the corresponding copied pixel from the most similar candidate patch. We will see in Section 4 that errors in the update of the values of the missing pixels can induce dramatic inpainting errors at the next filling steps.
Inpainting the stationary background
The priority of all patches to be filled in is computed as P (p) = C(p)D(p), where C(p) and D(p) are also defined in [8] . Here again, the data term D(p) measures the amount of information available in previous and next frames at the location of the pixel p. Patches with the closest temporal locality and the highest priority, taken from a search window centered on the position of the pixel p, are copied first until D(p) = 0 which means that no more temporal information is available to fill in the remaining patches. The remaining holes are then filled in by a method simalar to [10] . The major difference concerns the computation of the best patches which is chosen between the best patches stemming from TM, LLE and NMF (this is explained at the end of Section 3).
MOTION-COMPENSATED NEIGHBOR EMBEDDING
Neighbor embedding methods refer to a range of methods which aim at approximating a given input data point by its K nearest neighbors. Instead of searching for the best matching patch within a search window centered on the spatial position of the input patch in previous and/or next frames, the search is performed within a window centered on the position indicated by the motion vector (V x (p), V y (p)) of the pixel p. The SSD between the 5 components vectors (R,G,B,V x ,V y ) is first computed, and the K nearest neighbors are kept. Here we focus on LLE and NMF-based neighbor embedding to combine the first K candidates. Only the first steps of these approaches are used, which find constrained least squares approximation to the input patches from their K nearest neighbors, hence the name of neighbor embedding. Locally linear embedding (LLE) consists in approximating each input data point by a linear combination of its K-nearest neighbors under the constraint that the sum of the weights is equal to 1. One thus searches to approximate the known pixels of the patch Ψ p to be filled in by a linear combination of the co-located pixels in the K-nearest neighbors patches Ψ i , i = 1 . . . K.
Non-negative Matrix Factorization (NMF) searches for two lower dimensional nonnegative matrices whose product gives a good approximation of the input data matrix [10] . The problem is once again a constrained least squares (LS) problem with constraints of nonnegativity of the component matrices. One matrix is fixed (it actually contains in its columns the vectorized K-NN patches, and only the other matrix (which is here a vector containing the weights of the linear combination) needs to be found. The most widely used solution for solving this constrained LS problem is the multiplicative update procedure [12] , where the NMF problem is solved by iteratively updating the elements of each component matrix of the product. Here, we update only the matrix containing the weights α k of the linear combination as Fig. 1 . Images from the original sequence to be inpainted (first row); Moving object inpainted with the TM-based algorithm of [7] (second row); Inpainted with the proposed algorithm after the moving object processing step (third row); Inpainted with the proposed algorithm after the three steps (last row). Here M c is assumed to be known.
where, k represents the k th element of the vectors corresponding to the input or K-NN patches stored in the matrix Ψ.
Competition between TM, LLE and NMF candidates:
Three estimates of the input patch to be completed are first computed using TM, LLE and NMF methods. The estimated patch having the lowest SSD with respect to the known pixels of the input patch is then retained. In average, the selection rate is about 75% for LLE and 25% for NMF. Note that TM is almost never selected. Beside the textural information, it is required to compute the motion information M c . For the template matching, this is simply given by the motion information of the best candidate patch. For LLE and NMF that combine several patches, the motion information of the best approximated patch is set to the motion information of the neighbour that has the highest correlation in terms of M c with the known pixels of Ψ p .
RESULTS
To disentangle the multiple problems of video inpainting, the analysis is first performed by assuming that the motion information M c is known also for the missing part in the video. As said above, this is not realistic in video editing but it is feasible in loss concealment with adequate transmission strategies. Fig. 1 shows four images of the input sequence to be inpainted, as well as results of the inpainting when using the original algorithm described in [7] (second row of the figure) . It also shows in the third and last rows the images obtained after the first step and the three steps of the proposed algorithm. The proposed approach using a motion-compensated window and a competition between TM, LLE and NMF gives better results as illustrated by Fig. 2 . This is also visible on the first inpainted picture of Fig. 1. Fig. 4 shows estimated patches computed by using TM, LLE and NMF for a given patch (bottom-right of this figure). Execution time is also significantly reduced with the proposed algorithm. Using a matlab implementation of the algorithm proposed in [7] , the inpainting of the sequence presented in Fig. 1 (50 frames) takes 19 hours and 24 minutes while it takes only 55 minutes with the proposed approach using a motion-compensated searching window of 31 × 31 pixels. The performance of the algorithms has then been assessed in the context where the motion information M c is not known for missing pixels. This information thus needs to be estimated along the texture inpainting process. For each inpainted patch, the M c values of the inpainted pixels are updated as described in section 3. Figure 3 shows the images inpainted when the M c is unknown in the damaged region. One can observe that the M c update strategy is not sufficiently robust: an error in the motion information may lead to propagating the moving foreground in the stationary background. Fig. 3 . Propagation effect when M c is unknown with the algorithm in [7] (left) and with the proposed algorithm (right). Fig. 4 . Illustration of the proposed approach : frame being filled (top of the first column) and estimated patchs (bottom row) using template matching, LLE and NMF. Corresponding SSDs are 11064, 3295 and 4325 for TM, LLE, NMF respectively.
CONCLUSION
This paper describes a new examplar-based video inpainting algorithm based on motion-compensated neighbor embedding. The best approximation method among TM, LLE, and NMF is chosen locally according to an SSD measure. Results show improved performances when using the proposed inpainting scheme when the motion information M c is known. However, it has been observed that the algorithm, as its initial TM-based version, suffers from error propagation, especially in the first step of moving object inpainting. This propagation is due to uncertainties on the estimated motion information M c . Future research needs to be dedicated to the design of a more robust update M c strategy.
