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Nomenclature 
 
Symbol: 
 
Chapter 1 
 
CFD – Computational Fluid Dynamic 
 
Chapter 2 
 
ρ - Fluid density 
V
r
 - Velocity vector 
P - Fluid pressure 
u, v, and w - Components of the velocity vector 
τ - Shear stress tensor 
e - Internal energy of the fluid per unit mass 
T - Fluid temperature 
FVM – Finite Volume Method 
x, y, and z – Cartesian coordinates 
Φ - Scalar quantity 
A - Surface area vector 
ΓΦ - diffusion coefficient for Φ 
∇Φ - Gradient of Φ (= (∂Φ/∂x)i + (∂Φ/∂y)j, in 2D) 
SΦ - Source of Φ per unit volume 
Nfaces - Number of faces enclosing the cell 
Φface - Value of Φ convected through face f  
vf  - Mass flux through the face 
Af  - Area of face f 
(∇Φ)n - Magnitude of ∇Φ normal to face f 
V - Cell volume 
∆s - Displacement vector form of the upstream cell centroid 
Φ - Cell-centred value of a scalar quantity 
Φ∇  - Gradient of the cell-centred value in the upstream cell 
nb - subscript to refer to neighbour cells 
ap and anb - Linearised coefficients for Φ and Φnb
α - under-relaxation factor 
Jf  - Mass flow rate through face f 
pc0 and pc1 - Pressures within the two cells on either side of a face f 
pa  - Average value of the momentum equation 
p* - A guessed pressure field 
J*f  - Resulting face flux  
Nomenclature vi
J´f  - Correction to the face flow rate J*f  
p’ - Cell pressure correction 
b - Net flow rate into the cell 
αp - Under-relaxation factor for pressure 
keff - Effective conductivity 
kt - Turbulent thermal conductivity 
Jj - Diffusion flux of species 
E - Total energy of a moving fluid per unit mass 
h - Sensible enthalpy 
q ′′′&  - Volumetric heat source 
T0 - Operating temperature 
β - Thermal expansion coefficient 
iu  - Mean velocity component 
iu′  - Instantaneous velocity component 
k - Turbulent kinetic energy 
ε - Rate of dissipation of k 
αk and αε - Inverse effective Prandtl numbers for k and ε respectively 
Rey - wall-distance-based, turbulent Reynolds number 
µt - Turbulent viscosity 
lµ and lε - length scales. 
y+ - Dimensionless wall distance 
m&  - Flow rate entering a fluid cell adjacent to a velocity inlet boundary 
µ – Dynamic viscosity of the fluid 
D and C - Diagonal matrices 
α - Permeability  
C2 - Inertial resistance factor 
 
Chapter 3 
 
Nux – Local Nussel Number 
h - Convection heat transfer coefficient 
x - Reference length  
k - Thermal conductivity of the fluid 
Pr - Prandtl Number 
Grx - Local Grashof Number 
g - Acceleration of gravity 
Tw - Surface (wall) temperature 
T∞ - Fluid free-stream temperature 
ν - Kinematic viscosity of the fluid. 
Cν - Specific heat 
S - Heat source area 
Pr - Prandtl Number 
 
Nomenclature vii
P - Power dissipation 
T0 - Fluid temperature 
 
Chapter 4 
 
LTS - Test section length 
WTS - Test section width 
HTS - Test section height 
LI-NO - Inlet section length of the wind tunnel nozzle 
LSCts - Settling length of the test section 
LNO-Total - Length of the nozzle 
LSC - Length of the settling chamber 
ASC - Cross section area of the settling chamber 
ATS - Cross section area of the test section 
HSC - Height of the settling chamber 
WSC - Width of the settling chamber 
Ri - Hydraulic radius at the inlet of the nozzle 
PSC - Wet perimeter of the settling chamber 
A, B, and C - Coefficients depending of the value of the Mach number 
rW (x) - Contour curve of the nozzle walls 
r”1(x) and r”2(x) - Second-order derivatives of the nozzle contour curve 
r’1(x) and r’2(x) - First-order derivatives of the nozzle contour curve 
XI - x coordinate of the inflection point 
Re - Hydraulic radius at the outlet of the nozzle 
DhSC - Hydraulic diameter of the settling chamber 
Lh - Honeycomb thickness in the flow direction 
dw – Honeycomb sheet thickness 
Wm - Width of one mesh cell 
βh - Honeycomb porosity 
ρms - Mesh density 
LDV - Laser Doppler Velocimetry technique 
 
Chapter 5 
 
D - Width of the computational domain 
uo - Incoming velocity 
To - Inlet temperature 
P - Fluid pressure 
k - Thermal conductivity 
Cp - Specific heat 
d - Distance between fins 
Q - Surface heat flux 
∆p - Pressure drop 
Re - Reynolds number, with d as the characteristic length 
Nomenclature viii
QF - Quality factor, a non-dimensional variable 
P - Pumping power, energy spent for the coolant flow going through the cooling fins 
Dp - Dynamic pressure 
m´ - Mass flow rate 
θ - Approach angle of the incoming velocity 
St - Stanton number 
 
Chapter 8 
 
Φ - Viscous dissipation function 
q ′′′ - Volumetric heat source 
T - Fluid temperature 
Hn - Hermite polynomial 
 
Appendix 1 
 
fd - Doppler frequency 
df - Fringe spacing in the measurement volume 
λ - Wave length of the laser beam  
θ - Beam intersection angle 
 
 
Index of figures ix
Index of figures 
 
Figure 1.1. Sarcastic representation of the lack of training and specialisation 
of the personal working in thermal management in the microelectronics industry……………1 
Figure 1.2. Time-line plot of Intel corporation microprocessor power dissipation……………2 
Figure 2.1. Some applications of CFD in the industry. (Microelectronics,  
automotive and aviation industries)…………………………………………………………..10 
Figure 2.2. To check whether the simulations have reached convergence, several 
parameters were plotted. Like the residuals of the calculations, and the static 
pressure at the outflow………………………………………………………………………..18 
Figure 2.3. Example of a control volume used to discretise a scalar transport equation 
like equation 2.4………………………………………………………………………………20 
Figure 2.4. Computation of the face values of the scalar Φ in the Second-Order 
interpolation Scheme………………………………………………………………………….22 
Figure 3.1. Geometry and dimensions of the model used in the numerical simulations……..41 
Figure 3.2 Static temperature distributions. Plane x – y, adjacent to the plate 
Power dissipation, 2.5 watts…………………………………………………………………..45 
Figure 3.3. Static temperature distribution in the plate. Power dissipation, 2.5 watts………..45 
Figure 3.4. Velocity vectors colored by x velocity. Plane x – y, adjacent to the plate. 
Power dissipation, 2.5 watts…………………………………………………………………..46 
Figure 3.5. Surface heat flux distribution in the plate. Power dissipation, 3.0 watts…………46 
Figure 3.6. Graphical representation of the power densities and their  
corresponding temperature difference. In the graph, together with the values  
obtained from the simulations, two lines have also been plotted, representing the 
correlations: Power density ~ ∆T1.25 and Power density ~ ∆T1.00. In this way  
the divergence between the theory and the simulated results is 
more evident.………………………………………………………………………………….47 
Index of figures x
Figure 3.7. Logarithmic scale representation of the graph of the figure 3.6………………….48 
Figure 3.8. Graphical representation of the power densities and their corresponding 
Minimum temperature difference…………………………………………………………..…48 
Figure 3.9. Geometry and dimensions of the model used in the numerical  
simulations. (The model is not at scale)………………………………………………………50 
Figure 3.10. Obtained temperature distribution on the right lateral wall of the heat 
source for the different values of the acceleration of gravity…………………………………51 
Figure 3.11. Static Temperature field obtained from the numerical simulation. 
Case g = -25 m/s2. (Not the whole model is shown)………………………………………….52 
Figure 3.12. Total velocity field obtained from the numerical simulation.  
Case g = -25 m/s2. (Not the whole model is shown)………………………………………….53 
Figure 3.13. Proportionality between the terms [P/(TW – T0)5/4] and [g1/4], given in the 
equation 3.9. TW obtained from Fluent……………………………………………………….53 
Figure 4.1. Typical Open Circuit Wind Tunnel. Model 402 A/B. Manufacturer:  
Engineering Laboratory Design, Inc, Lake City, Minnesota, USA…………………………..56 
Figure 4.2. The parts of a wind tunnel………………………………………………………..57 
Figure 4.3. Zones with the higher risk of flow separation in the nozzle……………………...59 
Figure 4.4. Principal geometrical parameters of the wind tunnel. (a) Lateral view,  
(b) Top view…………………………………………………………………………………..60 
Figure 4.5.Wind tunnel layout and its principal parts………………………………………...61 
Figure 4.6. Contour of the nozzle. (a) Lateral view, (b) top view. XI is the inflection  
point…………………………………………………………………………………………...64 
Figure 4.7. y-x coordinates of the nozzle top and bottom walls……………………………...72 
Figure 4.8. z-x coordinates of the nozzle lateral walls………………………………………..72 
 
 
Index of figures xi
Figure 4.9. The rounded inlet of the wind tunnel. View A shows the cross section  
of the honeycomb……………………………………………………………………………..74 
Figure 4.10. Dimensions of one square cell of the turbulence screen selected……………….77 
Figure 4.11. Principal dimensions of the designed wind tunnel. Lateral view……………….78 
Figure 4.12. Principal dimensions of the designed wind tunnel. Top view…………………..78 
Figure 4.13. Longitudinal velocity profile in the middle of the test section,  
at Z = 0.0 m and 400 rpm of the fan…………………………………………………………..81 
Figure 4.14. Comparison between the longitudinal and transversal velocity profiles,  
at Z = 0.0 m and 400 rpm of the fan…………………………………………………………..88 
Figure 4.15. Longitudinal turbulence intensity profile, at Z = 0.0 m and 400 rpm  
of the fan………………………………………………………………………………………82 
Figure 4.16. Variation of velocity and turbulence intensity with the rpm of the fan,  
measured in the central point of the test section……………………………………………...84 
Figure 4.17. Longitudinal velocity profile in the middle of the test section,  
at X = 0.3 m (central point). Numerical simulation…………………………………………..86 
Figure 4.18. Comparison between the longitudinal and transversal velocity profiles, 
X = 0.3 m (central point). Numerical simulation…………………………………………..…87 
Figure 4.19. Longitudinal turbulence intensity profile, at X = 0.3 m (central point). 
Numerical simulation…………………………………………………………………………87 
Figure 4.20. Picture of the wind tunnel after the validation process was finished……………89 
Figure 5.1. Two examples of promoters used in flow channels to improve the 
heat transfer ratio……………………………………………………………………………...93 
Figure 5.2. Rectangular cooling fins model: T0 = 300 K, Tw = 423 K………………………..96 
Figure 5.3. Aerodynamic cooling fins model: T0 = 300 K, Tw = 423 K……………………...96 
Figure 5.4. Rounded inlet cooling fins model (Rounded I): T0 = 300 K, Tw = 423 K………..96 
Index of figures xii
Figure 5.5. Rounded inlet-outlet cooling fins model (Rounded IO): T0 = 300 K, 
Tw = 423 K……………………………………………………………………………………97 
Figure 5.6. The non-uniform grid used in the rectangular cooling fins model……………...100 
Figure 5.7. The non-uniform grid used in the aerodynamic cooling fins model…………….100 
Figure 5.8. Effect of D (distance between the longitudinal axis of the cooling fins), 
on the total heat removed and pressure drop. Comparison between  
aerodynamic and rectangular models. First set of simulations……………………………...102 
Figure 5.9. Effect of D (distance between the longitudinal axis of the cooling fins), 
on power input and the dimensionless quality factor “QF”. Comparison between 
aerodynamic and rectangular models. First set of simulations……………………………...103 
Figure 5.10. Effects of u0 (incoming flow velocity), on total heat removed and 
pressure drop. Comparison between aerodynamic and rectangular models. 
Second set of simulations……………………………………………………………………104 
Figure 5.11. Effects of u0 (incoming flow velocity), on the quality factor “QF”. 
Comparison between aerodynamic and rectangular models.  
Second set of simulations……………………………………………………………………104 
Figure 5.12. Effects of D (distance between the longitudinal axis of the cooling fins), 
on the total heat removed and pressure drop. Comparison between two rounded 
models (sort of aerodynamic profiles), and rectangular model. 
Third set of simulations……………………………………………………………………...106 
Figure 5.13. Effects of D (distance between the longitudinal axis of the cooling fins), 
on the quality factor “QF”. Comparison between two rounded models  
(sort of aerodynamic profiles), and rectangular model. Third set of simulations…………...106 
Figure 5.14. Effects of u0 (incoming flow velocity), on total heat removed and  
pressure drop. Comparison between two rounded models (sort of aerodynamic profiles), 
and rectangular model. Fourth set of simulations…………………………………………...107 
 
 
 
Index of figures xiii
Figure 5.15. Effects of u0 (incoming flow velocity), on the quality factor “QF”. 
Comparison between two rounded models (sort of aerodynamic profiles),  
and rectangular model. Fourth set of simulations…………………………………………...107 
Figure 5.16. Flow separation effect on the velocity distribution of model 
Rounded IO. Between 0.06 and 0.075 m the velocity ceases dropping (encircled area) 
due to the flow separation…………………………………………………………………...108 
Figure 5.17. Velocity profiles for the models: (a) Rounded I, (b) aerodynamic. The 
velocity distribution along the Rounded I model leads to a better thermal performance 
and a lower flow resistance………………………………………………………………….109 
Figure 5.18. Static pressure profile. Rounded I model, case 3-4, D = 4 mm and  
u0 = 5 m/s. The static pressure is plotted along the central line between the fins, 
Y = 0.002 m…………………………………………………………………………….…....113 
Figure 5.19. Static pressure profile. Rectangular model, case 3-3, D = 4 mm and 
u0 = 4 m/s. The static pressure is plotted along the central line between the fins,  
Y = 0.002 m………………………………………………………………………………….113 
Figure 5.20. Total velocity profile. Rounded I model, case 3-3, D = 4 mm and 
u0 = 4 m/s. The velocity is plotted along the central line between the fins, 
Y = 0.002 m……………………………………………………………………………….…114 
Figure 5.21. Total velocity distribution. Rectangular model, case 3, D = 4 mm and 
u0 = 1 m/s (table 5.1)………………………………………………………………………...114 
Figure 5.22. Static temperature distribution. Aerodynamic model, case 3, D = 4 mm 
and u0 = 1 m/s (table 5.1)……………………………………………………………………115 
Figure 5.23. New boundary conditions to simulate the influence of the incoming 
velocity approach angle. Rectangular cooling fins model…………………………………..116 
Figure 5.24. Total velocity distribution for the case rectangular A-4, θ = 30o. On the 
figure it is possible to observe the negative influence of the attack angle of flow 
velocity distribution………………………………………………………………………….117 
 
Index of figures xiv
Figure 5.25. Surface heat transfer distribution along the fins: (a) case rectangular A-4 
and θ = 30o (b) case rectangular A-1 and θ = 0o. On the figure it is possible to 
observe the negative influence of the attack angle on Surface heat transfer distribution…...118 
Figure 5.26. Local Stanton number distribution along the cooling channel. 
Note the negative effect in the heat transfer distribution at the beginning of the 
bottom-wall………………………………………………………………………………….119 
Figure 5.27. Velocity profiles along the central line between the fins, Y = 0.002 m. 
(a) Case A-1, θ = 0o, (b) case A-3, θ = 20o. Note the reduction in the maximum 
value of the local velocity and the change in its position……………………………………120 
Figure 5.28. Static pressure profiles along the central line between the fins, 
Y = 0.002 m. (a) Case A-1, θ = 0o, (b) case A-3, θ = 20o. Note the reduction in 
the maximum pressure drop value…………………………………………………………..121 
Figure 6.1. Standard model. T0 = 300 K, Tw = 423 K, D = 4 mm…………………………..127 
Figure 6.2. Staggered model A. T0 = 300 K, Tw = 423 K, D = 4 mm……………………….127 
Figure 6.3. Staggered model B. T0 = 300 K, Tw = 423 K, D = 4 mm……………………….127 
Figure 6.4. Effects of u0 (incoming flow velocity) on the total heat removed “Q” 
and the pressure drop. Comparison between the standard, staggered A and 
staggered B models. (a) “Q”, (b) pressure drop……………………………………………..130 
Figure 6.5. Effects of u0 (incoming flow velocity) on the pumping power and 
quality factor “QF”. Comparison between the standard, staggered A and staggered B 
models.………………………………………………………………………………………131 
Figure 6.6. Effects of u0 (incoming flow velocity) on the quality factor “QF”. 
Comparison between the standard, staggered A and staggered B models. “QF” 
for u0 ~ 4.5 – 5.5 m/s………………………………………………………………………...132 
Figure 6.7. Static temperature distribution around the cooling fins. Note the 
regeneration of the thermal boundary layers that helps to reduce the hot spots 
between the fins. (a) Standard model. (b) Staggered-A model. (c) Staggered-B 
model. u0 = 1 m/s…………………………………………………………………………….137 
 
Index of figures xv
Figure 6.8. Surface heat transfer distribution along the cooling fins. Note the 
effect of the regeneration of the boundary layers on the heat transfer. (a) Standard 
model. (b) Staggered-B model. D = 4 mm and u0 = 1 m/s…………………………………..138 
Figure 6.9. Staggered model B wit rounded fins. T0 = 300 K, Tw = 423 K, D = 4 mm……..139 
Figure 7.1. Graphical representation of a heat sink with flow-bypass. Where Vf is 
the velocity between the fins, Vo is the approaching velocity and Vb the bypass velocity….144 
Figure 7.2. Dimensions and boundary conditions of the 3D models. Lateral view…………146 
Figure 7.3. Dimensions and boundary conditions of the 3D models. Frontal view…………146 
Figure 7.4. Dimensions of the heat sink. Frontal and lateral views. The same dimensions 
are valid for the two models…………………………………………………………………147 
Figure 7.5. Positions of the measurement lines. The static pressure drop through the heat 
sink was plotted along these lines to obtain a mean value of it……………………………..150 
Figure 7.6. Static pressure profile plotted along the measurement line 4, Y = 0.0147 m 
(see figure 7.5). (a) Rectangular cooling fins, (b) rounded cooling fins…………………….151 
Figure 7.7. Static pressure distribution in the rounded cooling fin model. Plane going 
through the measurement line 5, Y = 0.0187 m (see figure 7.5)…………………………….152 
Figure 7.8. Velocity magnitude distribution in the rounded cooling fin model. Plane 
going through the measurement line 5, Y = 0.0187 m (see figure 7.5)……………………...152 
Figure 7.9. Velocity magnitude distribution in the rectangular cooling fin model. Plane 
going through the measurement line 5, Y = 0.0187 m (see figure 7.5)……………………...153 
Figure 8.1. (a) Picture of the experimental model placed in the wind tunnel test section. 
Note that the model occupies the whole cross section of the test section to represent 
a 2D condition. (b) The experimental model out of the wind tunnel………………………..159 
Figure 8.2. Dimensions of the experimental model. Lateral view and frontal view. 
The graphic is not at scale…………………………………………………………………...159 
 
Index of figures xvi
Figure 8.3. Dimensions of the cooling fins of the experimental model. Frontal view  
and top view. The graphic is not at scale……………………………………………………160 
Figure 8.4. Pocket manometer used in the experiment to measure the pressure values…….161 
Figure 8.5. Schematic drawing of the experimental installation. .The intermittent lines 
represent the places where the measurements were realized………………………………..161 
Figure 8.6. Longitudinal velocity profile (ux). Rectangular model. Measured 50 mm 
in front of the fins. (Y vs. ux)………………………………………………………………..162 
Figure 8.7. . Longitudinal velocity profile (ux). Rounded model. Measured 50 mm 
in front of the fins. (Y vs. ux)………………………………………………………………..163 
Figure 8.8. Transversal velocity profile (uy). Rectangular model. Measured 50 mm 
in front of the fins. (Y vs. uy)………………………………………………………………..163 
Figure 8.9. Transversal velocity profile (uy). Rounded model. Measured 50 mm 
in front of the fins. (Y vs. uy)………………………………………………………………..164 
Figure 8.10. Longitudinal velocity profile (ux). Rectangular model. Measured 140 mm 
behind the fins. (Y vs. ux)……………………………………………………………………164 
Figure 8.11 Longitudinal velocity profile (ux). Rounded model. Measured 140 mm  
behind the fins. (Y vs. ux)……………………………………………………………………165 
Figure 8.12 Transversal velocity profile (uy). Rectangular model. Measured 140 mm 
behind the fins. (Y vs. uy)……………………………………………………………………165 
Figure 8.13 Transversal velocity profile (uy). Rounded model. Measured 140 mm behind 
the fins. (Y vs. uy)……………………………………………………………………………166 
Figure 8.14 Longitudinal velocity profile (ux). Rectangular model. Measured 50 mm in  
front of the fins. (Z vs. ux)…………………………………………………………………...166 
Figure 8.15 Longitudinal velocity profile (ux). Rounded model. Measured 50 mm in 
front of the fins. (Z vs. ux)…………………………………………………………………...167 
Figure 8.16 Dimensions and boundary conditions of the first numerical model. This  
model had to be adapted due to convergence problems……………………………………..171 
 
Index of figures xvii
Figure 8.17 Dimensions and boundary conditions of the numerical model after the  
adaptations to solve the convergence problems……………………………………………..172 
Figure 8.18 Numerical simulated static pressure distribution along the central line, 
Y = 10 mm. u03 = 2 m/s, 4000 time steps (1 s), rectangular 
model………………………………………………………………………………………...175 
Figure 8.19 Numerical simulated static pressure distribution along the central line, 
Y = 10 mm. u02 = 1.72 m/s, 4000 time steps (1 s), rounded model…………………………175 
Figure 8.20 Numerical simulated longitudinal velocity distribution. Rounded model,  
u02 = 1.72 m/s, 4000 time steps (1 s). Note the effect of the swirls on the velocity field 
behind the fins…....………………………………………………………………………….176 
Figure 8.21 Numerical simulated velocity distribution. Rectangular model,  
u02 = 2.00 m/s, 3200 time steps (0.8 s). Note the flow separation at the beginning  
of the fins and the effect of the swirls on the velocity field behind the fins………………...176 
Figure 8.22 Numerical simulated total velocity distribution along the central line, 
Y = 10 mm. u02 = 1.72 m/s, 4000 time steps (1 s), rounded model…………………………177 
Figure 8.23 Distribution of y+ along the fins; note that for both models y+ stay  
within the recommended values. a) Rectangular model b) Rounded model………………...179 
Figure 8.24 Numerical simulated velocity distribution. Rectangular turbulent model, 
u03 = 2.00 m/s, 3177 time steps (0.8 s). Note that the flow separation at the beginning 
of the fins and the effect of the swirls on the velocity field behind the fins 
has disappeared……………………………………………………………………………...180 
Figure 8.25 Numerical simulated velocity distribution. Rounded turbulent model, 
u03 = 2.00 m/s, 1334 time steps (0.33 s). Note that the effect of the swirls on the 
velocity field behind the fins has disappeared………………………………………………181 
Figure 8.26 Numerical simulated static pressure distribution along the central line, 
Y = 10 mm. u03 = 2.00 m/s, 1334 time steps (0.3 s), rounded model. 
Turbulent simulation………………………………………………………………………...181 
 
Index of figures xviii
Figure 8.27 Numerical simulated static pressure distribution along the central line, 
Y = 10 mm. u01 = 1.40 m/s, 1415 time steps (0.35 s), rectangular model. 
Turbulent simulation………………………………………………………………………...182 
Figure 8.28 Graphical representation of the case where the equation 8.2 is used to 
obtain the temperature distribution. u is longitudinal inlet velocity, T the inlet 
temperature, u0 is the inlet velocity at the point (0,0) and TW is the temperature 
at the walls…………………………………………………………………………………...184 
Figure 8.29 Expressions for the temperature distribution obtained from applying  
the equation 8.34 to the model of figure 8.23.These expressions represent the  
boundary conditions of the study model…………………………………………………….192 
Figure 8.30 Analytical and numerical temperature distribution at x = 0.003 m…………….194 
Figure 8.31 Analytical and numerical temperature distribution at x = 0.004 m…………….195 
Figure A1.1. Schematic representation of the LDV principle of work……………………...206 
Figure A1.2. Main components of the Two Components LDV of TSI Inc…………………206 
 
 
Index of tables xix
Index of tables 
 
Table 2.1 Some leading companies providing CFD commercial software…………………...13 
Table 3.1 Different values of power dissipation used as heat source in the simulations……..42 
Table 3.2 Values of the maximum temperature in the plate obtained from the simulations  
and their corresponding temperature difference as function of power dissipation…………...47 
Table 3.3 Different values of the acceleration of the gravity used in the numerical  
simulations……………………………………………………………………………………51 
Table 4.1 Relation between the ratio radius / height and the losses of a rounded inlet………75 
Table 4.2 Values of velocity and turbulence intensity measured in the middle of  
the test section, at Z = 0.0 m, Y = -0.25 to 0.25 m and 400 rpm of the fan………..................81 
Table 4.3 Work range of the wind tunnel. Variation of velocity and turbulence  
intensity with the rpm of the fan, measured in the central point of the test section…………..83 
Table 4.4 Comparison between the mean values of velocity and turbulence intensity 
obtained from the measurements and the numerical simulation……………………………...88 
Table 5.1 Parameters and boundaries conditions for the first set of simulations……………..97 
Table 5.2 Parameters and boundaries conditions for the second set of simulations………….98 
Table 5.3 Parameters and boundaries conditions for the third set of simulations…………….98 
Table 5.4 Parameters and boundaries conditions for the fourth set of simulations…………..99 
Table 5.5 Accuracy test: The effects of grid refinement on the numerical solution 
for overall pressure drop and total heat removed……………………………………………..99 
Table 5.6 Values of total surface heat flux (Q), pressure drop (∆p), pumping  
power (P) and the quality factor (QF) obtained with the numerical simulation 
and the analytical expressions for the first set of simulations……………………………….110 
 
  Index of tables xx
Table 5.7 Values of total surface heat flux (Q), pressure drop (∆p), pumping power (P) 
and the quality factor (QF) obtained with the numerical simulation and the  
analytical expressions for the second set of simulations…………………………………….110 
Table 5.8 Values of total surface heat flux (Q), pressure drop (∆p), pumping  
power (P) and the quality factor (QF) obtained with the numerical  
simulation and the analytical expressions for the third set of simulations…………………..111 
Table 5.9 Values of total surface heat flux (Q), pressure drop (∆p), pumping  
power (P) and the quality factor (QF) obtained with the numerical  
simulation and the analytical expressions for the fourth set of simulations…………………112 
Table 5.10 Parameters and boundaries conditions for the attack angle simulation…………116 
Table 5.11 Values of total surface heat flux (Q), pressure drop (∆p), and the  
quality factor (QF) obtained with the numerical simulation and the analytical  
expressions for the different values of the incoming flow angle (θ). Comparison 
with θ = 0 being the reference value (0%)…………………………………………………..122 
Table 5.12 Comparison between the Rectangular and Rounded I models  
with regard to pressure drop (∆p), and the quality factor (QF) for the different  
values of the incoming flow angle (θ)……………………………………………………….123 
Table 6.1 Most important parameters and boundaries conditions for the different 
studied cases…………………………………………………………………………………128 
Table 6.2 Accuracy test: The effect of grid refinement on the numerical solution  
for overall pressure drop and total heat removed……………………………………………129 
Table 6.3 Values of total surface heat flux “Q”, pressure drop “∆p”, quality  
factor “QF” and pumping power obtained with the numerical simulation  
and the analytical expressions……………………………………………………………….134 
Table 6.4 Comparison between the different models with regard to surface  
heat flux “Q”, pressure drop “∆p”, pumping power, and quality factor “QF”.  
The standard model represents the reference value (0 %)…………………………………..135 
 
 
Index of tables xxi
Table 6.5 Values of total surface heat flux “Q”, pressure drop “∆p”, quality 
factor “QF” and pumping power obtained with the numerical simulation and  
the analytical expressions……………………………………………………………………140 
Table 6.6 Comparison between the standard and the staggered-B rounded models  
with regard to surface heat flux “Q”, pressure drop “∆p”, pumping power, and  
quality factor “QF”. The standard model represents the reference value (0 %)…………….140 
Table 7.1 Accuracy test: The effect of grid refinement on the numerical solution 
for overall pressure drop and total heat removed. * Tetrahedral cells were used 
around the rounded tip of the fins. Values of ∆p obtained at Y= 0.0147 m…………………147 
Table 7.2 Accuracy test: The effect of grid refinement on the numerical solution 
for overall pressure drop and total heat removed. Theoretical, the mass flow  
rate balance should be equal to zero to fulfil the continuity law. * Tetrahedral  
cells were used around the rounded tip of the fins…………………………………………..148 
Table 7.3 Values of total surface heat flux “Q”, pressure drop “∆p”, quality factor 
“QF” and pumping power obtained with the numerical simulation and the 
analytical expressions………………………………………………………………………..150 
Table 7.4 Values of mass flow rate through the heat sink. Comparison between 
the rectangular and the rounded model……………………………………………………...153 
Table 8.1 Values of the static pressure drop across the fins. Measured between 
the measurement sections (fig. 8.5). Rectangular model, uo3 = 2.00 m/s (780 rpm)………...167 
Table 8.2 Values of the static pressure drop across the fins. Measured between 
the measurement sections (fig. 8.5). Rectangular model, uo2 = 1.72 m/s (664 rpm)………...168 
Table 8.3 Values of the static pressure drop across the fins. Measured between 
the measurement sections (fig. 8.5). Rectangular model, uo1 = 1.40 m/s (530 rpm)………...168 
Table 8.4 Values of the static pressure drop across the fins. Measured between 
the measurement sections (fig. 8.5). Rounded model, uo3 = 2.00 m/s (780 rpm)…………...169 
Table 8.5 Values of the static pressure drop across the fins. Measured between 
the measurement sections (fig. 8.5). Rounded model, uo2 = 1.72 m/s (664 rpm)…………...169 
  Index of tables xxii
Table 8.6 Values of the static pressure drop across the fins. Measured between 
the measurement sections (fig. 8.5). Rounded model, uo1 = 1.40 m/s (530 rpm)…………...170 
Table 8.7 Average values of the static pressure drop for both models. The values close 
to the walls have been neglected. uo3 = 2.00 m/s, uo2 = 1.72 m/s and uo1 = 1.40 m/s……….170 
Table 8.8 Relative difference of the average value of the rounded model static 
pressure drop with regard to the rectangular model. The rectangular model is  
the reference…………………………………………………………………………………170 
Table 8.9 Simulated values of the static pressure drop obtained in different moments 
of the time dependent simulations. In the last row are shown their average values………...174 
Table 8.10 Variation of pressure drop in the rounded model with regard to the 
rectangular one. Numerical simulation. The rectangular model is the reference……………174 
Table 8.11 Comparison between the experimental and numerical results. Numerical 
results (Fluent) are the reference……………………………………………………………177 
Table 8.12 Comparison between the experimental and turbulent model numerical 
results. Numerical results (Fluent) are the reference………………………………………...180 
Table 8.13 Comparison between the analytical and numerical results for x = 0.003 m. 
The analytical results are the reference……………………………………………………...193 
Table 8.14 Comparison between the analytical and numerical results for x = 0.004 m. 
The analytical results are the reference……………………………………………………...194 
 
Table of Contents i
Table of Contents 
 
Nomenclature          v 
Index of figures          ix 
Index of tables          xix 
 
CHAPTER 1  Introduction  
1.1 Overview            1 
1.2. Structure of the thesis          4 
 
CHAPTER 2 CFD, Fluent a reliable commercial software 
2.1. Introduction          7 
2.1.1 Fluid dynamics         7 
2.1.2 Computational Fluid Dynamics (CFD)      9 
2.1.2.1 Advantages of using CFD methods     11 
2.1.2.2 Reliability of CFD methods      12 
2.1.2.3 Commercial CFD software      13 
2.2 Fluent software. Solver, discretisation scheme, boundary conditions, etc   13 
2.2.1 General information         14 
2.2.2 Basic procedural to face a fluid dynamic problem    15 
2.2.3 Choosing the Solver formulation      16 
2.2.3.1 Segregated Solution Method (Solver)     17 
2.2.4 Discretisation methods         19 
2.2.4.1 Interpolation schemes for the face values    20 
2.2.4.2 Linearised form of the discrete governing equation   22 
2.2.4.3 Discretisation of the Momentum and Continuity governing 
 equations in Fluent        23 
2.2.5 The Energy Equation in Fluent 3.1 Effect of the Si content on the  
Mean Flow Stress (MFS)        27 
2.2.6 The Turbulence Model in Fluent      28 
2.2.7 Boundary conditions        32 
2.2.7.1 Velocity inlet boundary condition     32 
2.2.7.2 Mass flow inlet boundary condition     33 
2.2.7.3 Pressure outlet boundary condition     33 
Table of Contents ii 
2.2.7.4 Outflow boundary condition      34 
2.2.7.5 Wall boundary condition      34 
2.2.7.6 Symmetry boundary condition     34 
2.2.7.7 Periodic boundary condition      35 
2.2.7.8 Porous media model       35 
2.2.7.9 User-Defined functions      36 
2.3 The Finite Volume Numerical Method, (FVM)      37 
 
CHAPTER 3 Applications of CFD in natural convection problems 
3.1 Introduction          39 
3.2 Correlation between the power dissipation and the temperature difference  
in natural convection           39 
3.2.1 Numerical simulation         42 
3.2.2 Results and conclusions        44 
3.3 The influence of the gravity force in the heat transfer by natural convection  49 
3.3.1 Numerical simulation        50 
3.3.2 Results and conclusions        51 
3.4 Conclusions          54 
 
CHAPTER 4 Design and construction of a low-speed wind tunnel for 
microelectronics applications 
4.1 Introduction           55 
4.2 The parts of a wind tunnel         56 
4.3 Wind tunnel design         58 
4.3.1 Design of the test section        58 
4.3.2 Design of the diffuser        58 
4.3.3 Design of the contraction “cone” or Nozzle     58 
4.3.3.1 The nozzle contours        63 
4.3.4 Determination of the settling length of test section (LSCts)   73 
4.3.5 Design of the settling chamber, honeycomb and turbulence screens  73 
4.3.5.1 The honeycomb       75 
4.3.5.2 The turbulence screens      76 
4.3.6 The selection of the fan        77 
 
Table of Contents iii
4.4 Validation of the wind tunnel        79 
4.4.1 The test-section flow quality       79 
4.4.1.1 Measurements on the preliminary model    80 
4.4.1.2 Numerical model of the wind tunnel     84 
 
CHAPTER 5 Influence of the aerodynamic layout of cooling fins on the 
flow resistance and heat transfer in heat sinks 
5.1 Introduction          91 
5.2 New bottlenecks for thermal management in microelectronics    91 
5.2.1 Noise level limits        91 
5.2.2 Power consumption and size limits in portable equipment   92 
5.3 Aerodynamic cooling fins in forced convection cooling     93 
5.3.1 Two dimensional numerical simulation     94 
5.3.1.1 Cooling fin geometries, model boundary conditions and  
Fluent parameters        95 
5.3.2 Results and discussion        101 
5.4 Influence of the incoming velocity approach angle on the heat transfer and  
flow resistance in heat sinks         115 
5.5 Conclusions          123 
 
CHAPTER 6 Staggered heat sinks, advantages and disadvantages with 
regard to a traditional layout 
6.1 Introduction          125 
6.2 Two dimension numerical simulation       126 
6.2.1 Cooling fins arrangements       126 
6.2.2 Results of the numerical simulation      129 
6.3 Aerodynamic cooling fins in heat sink with staggered arrangement   138 
6.4 Conclusions          141 
 
CHAPTER 7 Three dimensional simulation of the flow-bypass in heat 
sinks  
7.1 Introduction           143 
7.2 Flow-Bypass in heat sinks        143 
Table of Contents iv
7.3 Numerical simulation         145 
7.3.1 The 3D models         145 
7.3.2 Results          148 
7.4 Conclusions          154 
 
CHAPTER 8 Validation of the simulations 
8.1 Introduction           157 
8.2 Experimental validation         158 
8.2.1 Construction of the model       158 
8.2.2 Experimental measurement       160 
8.2.3 Numerical simulation of the experiment     171 
8.3 Validation of the heat transfer simulations      182 
8.3.1 Analytical solution        183 
8.3.2 Comparison between the analytical solution and a solution 
obtained from Fluent         192 
 
Chapter 9 Conclusions 
9.1 Accomplished tasks         197 
9.2 Future research          203 
 
Appendix 1 
A 1.1 The LDV Technique         205 
A 1.2 Two Components Laser Doppler Velocimetry used in the thesis   206 
A 1.3 Diffraction of the Laser Beams in Measurements through Windows   208 
 
Appendix 2 
A 2.1 Pocket manometer used in the experimental measurements    209 
 
List of publications          211 
References           213 
 
 
Introduction 1
 
Chapter 1 
 
Introduction 
 
 
1.1 Overview 
 
Since the beginning of the electronics industry, thermal management has been a point of 
interest and attention of the industry. However, this attention has not been constant or strong 
enough relative to the development of the industry. During many years, even decades, thermal 
management was seen as a final and secondary step of the design process of microelectronics 
components. Therefore, the lack of training and specialisation of the personal working in 
those projects was present in all the branches of the industry, figure 1.1.  
 
 
 
Figure 1.1. Sarcastic representation of the lack of training and specialisation of the personal 
working in thermal management in the microelectronics industry. 
 
Nevertheless, the exponential rise of power dissipation at all levels of packaging has 
transformed thermal management in one of the most important design steps. Two casual 
agents underline this increase in power dissipation: speed and the number of gates on the 
1.1 Overview 2
silicon, which have not stopped to grow since the origin of the semiconductors. A simple 
calculation demonstrates the effect of speed and number of gates on power dissipation. If one 
has a device with a speed of 500 MHz, five millions gates and a power consumption per gate 
of 0.15 µW/Gate/MHz the power dissipation in such device is 375 W. This power dissipation 
in a spatially constrained environment is, at times, beyond imagination. Figure 1.2 shows the 
evolution in time of the power dissipation of Intel microprocessors. If one looks to the future, 
the trends and predictions related with these two agents do not offer any release to the thermal 
engineers. Values of chip heat flux as high as 120 watts/cm2 are expected to be common cases 
as soon as 2006.  
 
 
 
Figure 1.2. Time-line plot of Intel corporation microprocessor power dissipation. 
 
All these challenges have imposed the need of dramatic changes in the microelectronics 
design process and thermal management. As part of this effort, in the last years, many new 
technologies have been developed. Being some of the most important: hybrid cooling, direct 
immersion, refrigeration, cryogenics, etc. [1, 2]. However, all these technologies still have 
technical as well as economical significant limitations, which affect theirs application in many 
commercial devices. Up to now, no one single personal computers producer accepts the use of 
liquid cooling as a practical solution to cool down its devices. Such a solution, being 
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undisputedly a very effective way to remove large amounts of heat from the microprocessor, 
is economically and commercially unfeasible. For that reason, the air-cooling, specially the 
forced convection air-cooling has been and still remains as the main available method to 
handle the critical issue of the power dissipation in the microelectronics industry.  
The air-cooling can be passive or active. Being natural convection a passive method and 
forced convection with or without heat sinks an active air-cooling method and logically is the 
last method the most extended air-cooling solution. There are many engineers that do not 
consider air-cooling a feasible solution at least for the future, due to the impressive increment 
of the power dissipation. In spite of this, the reality has shown that the today’s proposed limits 
will be overcome in the future. For example, in 1985, 5 W/cm2 was considered the limit of 
air-cooling, but today this limit has grown up to 35 W/cm2 [1]. This dramatic leap forward has 
been achieved mainly by the development of high performance heat sinks.  
Heat sinks are devices that enhance heat dissipation from a hot surface, usually the case of a 
heat-generating component, to a cooler ambient, usually air. In most situations, heat transfer 
across the interface between the solid surface and the coolant air is the least efficient within 
the system, and the solid-air interface represents the greatest barrier for heat dissipation. 
Consequently, the optimisation of the heat sinks is fundamental to improve its thermal 
performance. Despise its importance, there are very limited studies published on this subject 
and even less, optimisation studies where the relationship between heat transfer rate and 
pumping power have been examined. A reason for this relative lack of technical information, 
related with heat sink optimisation, can be found in the huge competition that exists to 
dominate the heat sink manufacturing market. There are more than 5000 heat sink companies 
in the world, which in the majority of the cases do not allow their engineers to present papers 
in conferences or for publishing because they do not want to tell their competition what they 
are doing. Having this situation in mind the research presented in this thesis was planned. The 
objective is to carry out several heat sinks optimisation studies where the mean target would 
still be to obtain the maximum overall thermal conductance, but the reduction of the flow 
resistance has to become very important one too. This more integral approach to the design 
and optimisation of heat sinks is seen by the author as a manner to increase the aerodynamic 
efficiency of the heat sinks without affecting their thermal efficiency. The study makes 
emphasis on the emergence of many new challenges for the thermal engineers which go 
beyond of the traditional objective of the minimisation of the thermal resistance. The research 
1.2 Structure of the thesis 4
is mainly realised with the use of computational fluid dynamics (CFD) commercial codes to 
simulate in details the behaviour of different heat sinks layouts. Like this a second objective 
of the thesis is to prove the possibilities and advantages of the use of CFD in the heat sinks 
optimisation processes. Through the whole thesis a great emphasis is put into the importance 
of the “What if” techniques as a straight, accurate, economic and fast method to manage and 
solve thermal problems in microelectronics. Also, as part of the study and since still the use of 
CFD in microelectronics is not fully implemented, experimental measurements are realised to 
validate the results of the numerical simulations. To carry out the numerical simulations a 
very-low-speed wind tunnel is used. Despite its importance, there are not many wind tunnel 
builders that offer low-speed wind tunnels for microelectronics applications. Most of the so-
called low-speed wind tunnels, which can be found on the market, have actually too high 
velocities for microelectronics applications. Therefore, the design and construction of this 
device is incorporated as an original research topic of this thesis. 
 
1.2 Structure of the thesis 
 
In chapter 2, entitled “CFD, Fluent a reliable commercial software”, a brief description of the 
importance of the fluid dynamic and the computational fluid dynamic (CFD) for the 
microelectronics industry is given. The solver, discretisation scheme, boundary conditions, 
and other important parameters related with the implementation of the numerical simulations 
in Fluent are presented. Fluent is the commercial CFD software used in all the numerical 
simulations of the thesis. 
Chapter3: “Applications of CFD in natural convection problems” presents two representative 
examples of the applications and advantages of the use of CFD in microelectronics thermal 
management. 
Chapter 4: “Design and construction of a low-speed wind tunnel for microelectronics 
applications” contains the detailed description of the design and construction process of a 
very-low-speed wind tunnel dedicated to microelectronics applications. 
Chapter 5: “Influence of the aerodynamic layout of cooling fins on the flow resistance and 
heat transfer in heat sinks” brings the attention into a more integral design of heat sinks. In 
this study, not only the heat transfer but also the pressure drop is evaluated in the form 
optimisation of heat sinks. The fan power (inlet flow x pressure drop) is used as a reference 
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rather than the incoming velocity. This is a quite unique approach as compared to other 
research when only the incoming velocity is used as reference value and the pressure drop is 
not taken into account. The introduction of aerodynamic profiles for the cooling fins is 
presented as a manner to increase the hydrodynamic efficiency of the heat sinks without 
affecting their thermal efficiency. The effect of the cooling fin shape was studied numerically. 
A second important study carried out in this chapter is the influence of the approach angle of 
the incoming velocity on the heat transfer and the flow resistance in heat sinks.  
The introduction of aerodynamic layouts for the cooling fins of heat sinks is presented in 
chapter 5 as a practical and effective method to reduce the flow resistance without affecting 
the heat transfer. This solution, being a very novel approach to the design of heat sinks, has 
clearly a great impact on some of the bottlenecks (noise emission, power consumption, etc) 
but does not introduce any improvement in the thermal resistance of the heat sinks. Therefore, 
chapter 6: “Staggered heat sinks, advantages and disadvantages with regard to a traditional 
layout” presents a comparison between a traditional heat sink with rectangular fins, and a heat 
sink with staggered fins with the objective to prove the advantages of the staggered 
arrangement compared to the traditional one. Being consequent with the statements of the 
chapter 5, an important feature of the study is that the comparison between the two 
arrangements was carried out in an integral manner, looking beyond obtaining maximum heat 
transfer flux. Hence, aerodynamic staggered cooling fins are simulated too. 
All the simulations carried out in the chapters 5 and 6 are two dimensional which, being 
sufficient for a comprehensive and detailed study of the models, neglect in any case an 
important phenomenon associated to the heat sinks, the flow-bypass. In Chapter 7: “Three 
dimensional simulation of the flow-bypass in heat sinks” non-enclosed heat sinks, with and 
without aerodynamic fins, are simulated. These 3D simulations are necessary to strengthen 
and widen the obtained conclusions by taking into account the effect of the flow-bypass on 
the performance of the heat sink.  
Chapter 8: “Validation of the simulations” presents the validation of the numerical 
simulations carried out in the thesis. The whole research presented in this thesis has been 
based on numerical simulations (CFD simulations). The numerical approach is a very 
promising and accurate way to predict thermal and flow dynamic phenomena. However, CFD 
simulations are not yet fully accepted in the industry as the principal basis for design 
decisions, they are rather seen as a supporting tool for more “serious” experimental 
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investigations. Consequently, laboratory experiments were selected as the most suitable 
method to validate the numerical simulations of this research. 
To conclude, in chapter 9 “Conclusions” an overview of the whole research is done, as well as 
future perspectives of scientific research on the above mentioned topics. 
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Chapter 2 
 
CFD, Fluent a reliable commercial software 
 
 
2.1 Introduction 
 
Nowadays, it would be absolutely impossible to imagine life without the presence of the 
technology. Just 120 years ago, the life of the inhabitants of the planet was tough, with 
diseases and unbearable work conditions decimating the population. This situation has 
changed radically throughout the last century, mainly due to social and technological 
developments. The author will not go into details with regard to the social development, 
because this topic is very weakly related with the objectives of this chapter, but yes with 
regard to the scientific and technological advances. One does not have to go too far to observe 
the presence of those scientific and technological progresses, just look around you in your 
own home. The television, the washing machine, the dishes machine, the internet, the car, etc, 
are all of them vivid examples of the science to the service of men. There are several pillars of 
this technology development and the flow dynamics has been a paramount one. The flow 
dynamics is present, having a key role, in all modern industries, as the mechanical, chemistry, 
biological and microelectronics industry. [3, 4].  
 
2.1.1 Fluid dynamics  
 
Fluid dynamics is a classic discipline. The physical principles governing the flow of simple 
fluids and gases, such as water and air, have been understood since the second half of the 
seventeen century and the mathematical formulation of the laws that govern the dynamics of 
fluids has been completed for a century and a half. Theses laws are based on three 
fundamental principles: the conservation of the mass, momentum (Newton’s second law), and 
energy. These fundamental principles can be expressed in terms of mathematical equations, 
which in their most general form are partial differential equations. The equations are called 
continuity, momentum and energy conservation equations. See equations 2.1 to 2.3. In the 
beginning, the set of momentum conservation equations for a viscous flow were identified as 
the Navier-Stokes equations, to honour the scientists George G. Stokes and Claude M. Navier 
which obtained simultaneously these equations in the nineteen century, but at present it is 
common to apply this denomination to the whole set of conservation equations [4, 5, 6, 7, 8].  
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The equation 2.1 is the continuity equation, equations 2.2 a, b and c are the x, y and z 
components of the momentum equation (This set of equations is historical known as Navier-
Stokes equations) and finally equation 2.3 represents the energy equation. All those equations 
together have been written for an unsteady, three dimensional, compressible and viscous flow. 
Where: ρ is the fluid density, V
r
is the velocity vector, P is the pressure in the fluid, u, v, and 
w are the components of the velocity vector, τ is the shear stress tensor, e is the internal 
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energy of the fluid per unit mass and T the fluid temperature. Fortunately, in almost all the 
simulations carried out in this thesis the previously given equations will take a very much 
simplified form, since the studied fluids were steady, incompressible and two-dimensional; 
and the viscous terms in the energy equation were neglected. Also, all the studied fluids were 
Newtonian fluids; therefore the shear stresses in the fluids are proportional to the velocity 
gradients.  
Since these equations describe perfectly the motion of the fluids and their solutions, in the 
exact form lead to detailed representation of the flow field, they are also known as “governing 
equations”. In summary, one can say that the Navier-Stokes equations are the foundation of 
Newtonian fluid mechanics and to find their solutions, for the different flow cases, the target 
of all the researchers working in this field. During many years the advances in fluid 
mechanics were made with the combination of experiments and basic theoretical analyses. 
These analyses always required the use of simplified models of the flow to obtain closed-form 
solutions of the governing equations. The closed-form solutions have the distinct advantage of 
immediately identifying some of the fundamental parameters of a given problem, and 
explicitly demonstrating how the answers to the problems are influenced by variations in the 
parameters. They frequently have the disadvantage of not including all the requisite physics of 
the flow. Into this picture stepped computational fluid dynamic (CFD) in the mid-sixties, with 
its ability to handle the governing equations in “exact” form. 
 
2.1.2 Computational Fluid Dynamics (CFD) 
 
CFD is a computational technology that enables the engineer to study the dynamics of things 
that flow. Using CFD, one builds a computational model that represents a system or device to 
be studied. Then the fluid flow physics are applied to this virtual prototype, and the software 
outputs a prediction of the fluid dynamics. A simplified and straight definition of the 
computational fluid dynamic would be that, CFD is, in part, the art of replacing the governing 
equations of fluid flow with numbers, and advancing these numbers in space and/or time to 
obtain a final numerical description of the complete flow field of interest. The importance of 
CFD for the development of the fluid dynamic is enormous and it is seen as its “third 
dimension”, together with the experiments and the pure theory. CFD is a sophisticated 
analysis technique that not only predicts fluid flow behaviour, but also the transfer of heat, 
mass, phase change, chemical reaction, mechanical movement, and stress or deformation of 
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related solid structures. These characteristics have rapidly transformed CFD into a very 
popular tool in engineering analyses. Nonetheless, computational fluid dynamic is still a 
relative new discipline that lacks the elegance and unification of its classic counterpart. Its 
early beginnings were in the 1960's, its first successes came to prominence in the 1970's and 
the creation of the CFD-service industry started in the 1980's with an explosive expansion in 
the 1990's [9]. Figure 2.1 shows some examples of the application of CFD in different 
industrial areas.  
 
 
Figure 2.1. Some applications of CFD in the industry. (Microelectronics, automotive and 
aviation industries) 
All who are interested in using CFD need to understand that, although all fluid-flow 
phenomena are in principle amenable to simulation by CFD techniques, it is only the minority 
of those which arise in practice which are easy to simulate; most are rather difficult; and many 
will have to be regarded for many years as impossible. The sources and natures of the 
difficulties need to be recognised; and it is useful to distinguish those difficulties which can be 
surmounted by spending more money, for example on more-powerful software or hardware, 
and those which derive from inadequacies of scientific knowledge, for example turbulence. 
Most CFD solutions of turbulent flows now contain turbulence models which are just 
approximations of the real physics, and which depend on empirical data for the various 
constants that go into the turbulence models. Therefore, all CFD solutions of turbulent flows 
are subject to inaccuracy, even though some calculations for some situations are reasonable. It 
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is interesting to note that the CFD community is directly attacking this problem in the most 
basic sense [10]. Anyhow, the CFD user should be aware that, even in cases of great 
difficulty, much value can be obtained from CFD simulations, if the problem statement is 
judiciously simplified, and the demand for accuracy is reduced [9].  
 
2.1.2.1 Advantages of using CFD methods.  
 
Basically, the captivating reasons to use CFD are: 
1- There are many devices and systems that are very difficult to prototype. Often, CFD 
analysis shows one parts of the system or phenomenon happening within the system 
that would not otherwise be visible through any other means. CFD gives one a means 
of visualizing and enhanced understanding of the designs.  
2- CFD is a tool for predicting what will happen under a given set of circumstances, it 
can answer many ‘what if?’ questions very quickly. One gives it variables and it gives 
outcomes back. In a short time, one can predict how a design will perform, and test 
many variations until an optimal result is obtained. All of this is done before physical 
prototyping and testing. The foresight gained from CFD helps the engineer to design 
better and faster. 
3- The better and faster design or analysis leads to shorter design cycles. Time and 
money are saved. Products get to market faster. Equipment improvements are built and 
installed with minimal downtime. CFD is a tool for compressing the design and 
development cycle.  
The aforementioned advantages have given CFD its relevant position in the fluid dynamic 
field and it is increasingly seen as unavoidable complement to the traditional experimental 
and theoretical approaches. Of course, the spectacular spreading that the CFD techniques have 
known, in the last 30 years, would have not been possible without the emergence of the high-
speed digital computers. CFD solutions generally require the repetitive manipulation of 
thousands, or even millions, of numbers. This is a task well beyond the human capacities. 
Therefore, any further advances in the use and development of the CFD techniques are 
intimately related to advances in computer hardware. 
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2.1.2.2 Reliability of CFD methods.  
 
The CFD-based predictions are never 100%-reliable. There are many reasons for the possible 
lack of accuracy in a CFD simulation, but of course, no all of them will be always present in 
all the fluid flow simulations. Nevertheless, the following 3 reasons are in a very general way 
the most important for the reliability of any CFD simulation: 
 
A. The input data may involve too much guess-work or imprecision. 
B. The available computer power may be too small for high numerical accuracy. 
C. The scientific knowledge base may be inadequate. 
 
The results of CFD are only as valid as the physical models incorporated in the governing 
equations and boundary conditions (see A and C above), and therefore are subjected to error. 
Truncation errors associated with the particular algorithm used to obtain a numerical solution, 
as well as round-off errors; both combine to compromise the accuracy of CFD results. The 
lack of accuracy due to computer power is very often the main source of inaccuracy but at the 
same time it is the easiest to be eliminated. As a manner of simplified summary one can say 
that the reliability is greater:  
a. For laminar flows rather than turbulent ones. 
b. For single-phase flows rather than multi-phase flows. 
c. For chemically-inert rather than chemically-reactive materials. 
d. For single chemical reactions rather than multiple ones. 
e. For simple fluids rather than those of complex composition. 
After this short description of the principal inaccuracy sources in CFD techniques, it is 
evident that the CFD can not be seen yet as the only a sufficient tool to solve fluid dynamics 
problems. On the contrary, CFD needs the validation, support and complementation of the 
more classical experiments and analytical techniques.  
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2.1.2.3 Commercial CFD software. 
 
AS it was already mentioned, the CFD-service industry started in the 1980's with an explosive 
expansion in the 1990' caused by the unarguable advantages of this technique. Nowadays, there 
are countless technological companies which possess their own CFD commercial software. 
This impressive growth constitutes itself a prove of the importance that CFD is getting in the 
industrial world. In the next table the name of some leading companies in this field are given. 
 
Company name CFD software name Description 
Dantec Dynamics ORCA A new state-of-the-art Computational Fluid 
Dynamics (CFD) integrated system, dedicated to 
the simulation and analysis of mixing processes. 
Analytical & 
Computational 
Research, Inc. 
ACRI CFD Software 
(ANSWER) 
General purpose CFD software 
CFX, Computational 
Fluid Dynamics 
Software & Services 
a- CFX-5,  
b- CFX-TASCflow 
a- Based on the latest and most advance CFD
technology 
b- Market leader in CFD for rotating machinery 
Flomerics, Inc FLOTHERM World’s leading thermal analysis software for 
the electronics industry 
FLUENT, Inc FLUENT World’s largest provider of commercial CFD 
software and services 
 
Table 2.1. Some leading companies providing CFD commercial software [9]. 
To realise the studies, presented in this doctoral thesis, the author opted for the CFD 
commercial software FLUENT. Today, Fluent is the worlds' largest provider of commercial 
CFD software and services. Their software is present in all the industries including 
microelectronics. As a result, its unique capabilities have been validated on account of 
thousands of applications which almost cover the entire fluid dynamics spectrum. 
 
2.2 Fluent software. Solver, discretisation scheme, boundary conditions, etc 
 
The objective of this section is not to go into a deep and detailed explanation of all the 
mathematical models or technical possibilities of Fluent. That would be the task of a manual 
or a book intended to train new users. Nevertheless, since all the results presented in this 
thesis were obtained with the use of Fluent, it is absolutely necessary to provide the readers of 
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the thesis with a minimum background of the software. This will help any unfamiliar reader to 
understand better the set of parameters and boundary conditions used in the simulations. 
Hence, in the next sub-sections detailed explanations about the solver, discretisation methods, 
boundary conditions, etc will be given.  
 
2.2.1 General information 
 
Fluent is a state of the art computer program for modelling fluid flow and heat transfer in 
complex geometries. This software provides complete mesh flexibility, solving the flow 
problems with unstructured meshes that can be generated about complex geometries with 
relative ease. Supported mesh types include: 2D triangular and quadrilateral meshes and 3D 
tetrahedral, hexahedral, pyramid, wedge and hybrid meshes. Fluent also allows one to refine 
or coarsen the grid based on the flow solution. This solution adaptive grid capability is 
particularly useful for accurately predicting flow fields in regions with large gradients, such as 
free shear layers and boundary layers. Solution adaptive refinement makes it easier to perform 
grid refinement studies and reduces computational effort required to achieve a desired level of 
accuracy, since mesh refinement is limited to those regions where greater mesh resolution is 
needed [11]  
The Fluent solver has an impressive modelling capacity. For example, with this software can 
be modelled: Incompressible or compressible, steady state or unsteady, Newtonian or non-
Newtonian flows. Also, convective heat transfer simulations, including natural or forced 
convection, coupled with conduction can be performed. Many other complex cases as 
combustion models or flow through porous media can be simulated too. These capabilities in 
concert with a very friendly users interface allow Fluent to be used for a wide variety of 
applications, including the following: 
• Aerospace and turbo machinery applications 
• Automobile applications 
• Heat exchanger applications 
• Electronics and microelectronics 
• Architectural design and fire research 
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2.2.2 Basic procedural to face a fluid dynamic problem 
 
Before the most important features of the problem to be study have been determined, the basic 
procedural steps to solve any fluid dynamic problem will be: 
1. Create the model geometry and the grid. 
2. Start the appropriate solver for 2D or 3D modelling. 
3. Import the grid. 
4. Check the grid. 
5. Select the solver formulation. 
6. Choose the basic equations to be solved: laminar or turbulent, viscid or inviscid, 
chemical species or reaction, heat transfer models, etc. Identify additional models 
needed: fans, heat exchanger, porous media, etc. 
7. Specify material properties. 
8. Specify the boundary conditions. 
9. Adjust the solution control parameters (discretisation scheme). 
10. Initialise the flow field. 
11. Calculate a solution. 
12. Examine the results. 
13. Save the results. 
14. If necessary, refine the grid or consider revisions to the numerical or physical model. 
The first step of the solution process requires a geometry modeller and grid generator. In this 
thesis the software Gambit of Fluent Company was used. The Gambit software allows one to 
build and mesh any model simple and intuitive, yet it is versatile enough to accommodate a 
wide range of modelling applications. The rest of the steps will be always executed in Fluent. 
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2.2.3 Choosing the Solver formulation 
 
Fluent provides two different numerical methods or solvers: the segregated solver and the 
coupled solver. Using either method Fluent will solve the governing equations for the 
conservation of mass and momentum, and, when appropriate, for energy and other scalars 
such as turbulence and chemical species. In both cases a control-volume-based technique is 
used [Finite Volume Method, (FVM)] that consists of [11]: 
 
• Division of the domain into discrete control volumes using a computational grid. 
• Integration of the governing equations on the individual control volumes to construct 
algebraic equations for the discrete dependent variables (“unknowns”) such as 
velocities, pressure, temperature and conserved scalars 
• Linearization of the discretised equations and solution of the resultant linear equation 
system to yield updated values of the dependent variables. 
 
Both numerical methods employ a similar discretisation process (finite volume), but the 
approach used to linearise and solve the discretised equations is different. All two solver 
formulations will provide accurate results for a broad range of flows, but in some cases one 
formulation may perform better, i.e., yield a solution more quickly, than the other. The 
segregated solver traditionally has been used for incompressible and mildly compressible 
flows. The coupled approach, on the other hand, was originally designed for high-speed 
compressible flows. Both approaches are now applicable to a broad range of flows, but the 
origins of the formulations give to each of them advantages over the other. By default, Fluent 
uses the segregated solver, and the use of the coupled solver should be limited to high-speed 
compressible flows or highly coupled flows with strong body forces (buoyancy or rotational 
forces) because the coupled solver requires more memory than the segregated one (1.5 to 2.0 
times). Therefore, of the two available solvers, only the segregated solver with an implicit 
formulation was used in the several simulations carried out by the author. Hence, the attention 
this section will be focused to this particular solver. Wider information about the solvers of 
Fluent can be found in the reference [11]. 
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2.2.3.1 Segregated Solution Method (Solver). 
 
Using this approach, the governing equations in their integral form are solved sequentially, 
i.e., segregated from one another. Because the governing equations are non–linear (and 
coupled), several iterations of the solution loop must be performed before a converged 
solution is obtained.  
 
Each iteration consists of the following steps: 
 
1. Fluid properties are updated, based on the current solution. (If the calculation has just 
begun, the fluid properties will be updated based on the initialised solution.) 
2. The x, y, and z momentum equations are each solved in turn using current values for 
pressure and face mass fluxes, in order to update the velocity field (u, v, and w). 
3. Since the velocities obtained in step 1 may not satisfy the continuity equation locally, a 
“Poisson – type” equation for the pressure correction is derived from the continuity 
equation and the linearised momentum equations. This pressure correction equation is 
then solved to obtain the necessary corrections to the pressure and velocity fields and the 
face mass fluxes such that continuity is satisfied. 
4. Where appropriate, equations for scalars such as turbulence, energy, species, and radiation 
are solved using the previously updated values of the other variables. 
5. A check for the convergence of the equation set is made. 
These steps are continued until the convergence criteria are met. 
 
To determine if the solution has converged the author plotted, not only the scaled residuals of 
the calculations but also several fluid parameters (static temperature, static pressure, etc) in 
significant locations of the calculation domain. Figure 2.2 shows two examples of those 
convergence plots. 
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Figure 2.2. To check whether the simulations have reached convergence, several parameters 
were plotted. Like the residuals of the calculations, and the static pressure at the outflow. 
 
In the segregated solution method each discrete governing equation is linearised implicitly 
with respect to that equation’s dependent variable. This will result in a system of linear 
equations with one equation for each cell in the domain. Because there is only one equation 
per cell, this is sometimes called a “scalar” system of equations. Implicit linearization means 
that, for a given variable, the unknown value in each cell is computed using a relation that 
includes both existing and unknown values from neighbouring cells. Therefore each unknown 
will appear in more that one equation in the system and these equations must be solved 
simultaneously to give the unknown quantities. For example, the x-momentum equation is 
linearised to produce a system of equations in which u velocity is the unknown. Simultaneous 
solution of this equation system yields an updated u-velocity field. In summary, the 
segregated approach solves for a single variable field (e.g., p, u, T) by considering all cells at 
the same time. It then solves for the next variable field by again considering all cells at the 
same time, and son on. There is no explicit option for the segregated solver [11] 
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2.2.4 Discretisation methods  
 
FLUENT uses a control-volume-based technique (Finite Volume Method) to convert the 
governing equations to algebraic equations that can be solved numerically. This control 
volume technique consists of integrating the governing equations about each control volume, 
yielding discrete equations that conserve each quantity on a control-volume basis [11] 
Discretisation of the governing equations can be illustrated most easily by considering the 
steady-state conservation equation for transport of a scalar quantity Φ. This is demonstrated 
by the following equation written in integral form for an arbitrary control volume V as 
follows: 
∫∫∫ +⋅∇Γ=⋅ V dVSdAdAv φφ φφρ         (2.4) 
Where: ρ is the fluid density, v is the velocity vector (= ui + vj, in 2D), A is the surface area 
vector, ΓΦ is the diffusion coefficient for Φ, ∇Φ is the gradient of Φ (= (∂Φ/∂x)i + (∂Φ/∂y)j, 
in 2D) and SΦ is the source of Φ per unit volume. 
 
The equation 2.4 is applied to each control volume (see figure 2.3), or cell, in the 
computational domain and its discretisation on a given cell yields: 
( ) VSAAv fNfaces
f
nff
Nfaces
f
f φφ φφ +∇Γ= ∑∑         (2.5) 
Where: Nfaces is the number of faces enclosing the cell, Φface is the value of Φ convected 
through face f, vf is the mass flux through the face, Af is the area of face f, ( ∇Φ)n is the 
magnitude of ∇Φ normal to face f, and V is the cell volume. 
 
The equations solved by Fluent take the same general form as the one given in the equation 
2.5 and apply readily to multi-dimensional, unstructured meshes composed of arbitrary 
polyhedrals. 
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Figure 2.3. Example of a control volume used to discretise a scalar transport equation like 2.4. 
 
FLUENT stores discrete values of the scalar Φ at the cell centres (c0 and c1 in figure 2.3). 
Therefore, the choice of the nodes used in Fluent is the Piecewise Constant Interpolation 
Structure or Cell-Centres Structure. However, face values (Φf) are required for the convection 
terms in equation 2.5 and must be interpolated from the cell-centre values. This is 
accomplished using an upwind scheme.  
Up-winding means that the face value Φf  is derived from quantities in the cell upstream, or 
“upwind”, relative to the direction of the normal velocity vn in equation 2.5. Fluent allows to 
choose from several upwind schemes like: First-order upwind, Second-order upwind, Power 
law or Quick. 
 
2.2.4.1 Interpolation schemes for the face values. 
 
When the flow is aligned with the grid (e.g. laminar flow in a rectangular duct modelled with 
a quadrilateral o hexahedral grid) the first-order upwind discretisation scheme may be 
acceptable. When the flow is not aligned with the grid, however, first-order convective 
discretisation increases the numerical discretisation error (numerical diffusion). For triangular 
and tetrahedral grids, since the flow is never aligned with the grid, more accurate results will 
be obtained by using the second-order discretisation. In summary, while the first-order 
discretisation generally yields better convergence than the second order scheme, it generally 
will yields less accurate results, especially on triangular or tetrahedral grids. For most cases, 
one will be able to use the second-order scheme, but if one runs into convergence difficulties 
than is recommended to try the first-order scheme instead. The power law and the Quick 
 
CFD, Fluent a reliable commercial software 21 
schemes will generally provide the same accuracy as the first-order scheme. Taking into 
account the previous aspects, only the First-order upwind and the Second-order upwind 
scheme were used in the simulations carried out in this research.  
 
¾ First-Order Upwind Scheme: 
When first-order accuracy is desired, quantities at cell faces are determined by assuming that 
the cell-centre values of any field variable represent a cell-average value and hold throughout 
the entire cell; the face quantities are identical to the cell quantities. Thus when first-order up-
winding is selected, the face value Φf is set equal to the cell-centre value of Φ in the upstream 
cell. 
 
¾ Second-Order Upwind Scheme: 
When second-order accuracy is desired, quantities at cell faces are computed using a 
multidimensional linear reconstruction approach. In this approach, higher-order accuracy is 
achieved at cell faces through a Taylor series expansion of the cell-centred solution about the 
cell centroid. Thus when second-order upwinding is selected, the face value Φf is computed 
using the following expression: 
sf ∆⋅∇+= φφφ             (2.6) 
 
Where Φ and  are the cell-centred value and its gradient in the upstream cell, and ∆s is the 
displacement vector form of the upstream cell centroid. This formulation requires the 
determination of the gradient  in each cell. This gradient is computed using the divergence 
theorem, which in discrete form is written as: 
Φ∇
Φ∇
A
V
Nfaces
f
f∑=∇ φφ 1             (2.7) 
Here the face values fΦ~ are computed by averaging Φ from the two cells adjacent to the face 
see figure 2.4. 
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Figure 2.4. Computation of the face values of the scalar Φ in the Second-Order interpolation 
Scheme. 
 
2.2.4.2 Linearised form of the discrete governing equation 
 
The discretised scalar transport equation (equation 2.5) contains the unknown scalar variable 
Φ at the cell centre as well as the unknown values in surrounding neighbour cells. This 
equation will, in general, be non-linear with respect to these variables. A linearised form of 
equation 2.5 can be written as: 
baa
nb
nbnbp += ∑ φφ            (2.8) 
Where the subscript nb refers to neighbour cells, and ap and anb are the linearised coefficients 
for Φ and Φbn. 
Similar equations can be written for each cell in the grid. This results in a set of algebraic 
equations with a sparse coefficient matrix. This linear system of algebraic equations is solved 
by Fluent to obtain the updated values of the dependent variables, such as velocities, pressure, 
temperature and conserved scalars. 
Because of the nonlinearity of the equation set being solved by Fluent, it is necessary to 
control the change of Φ. This is typically achieved by under-relaxation, which reduces the 
change of Φ produced during each iteration. In a simple form, the new value of the variable Φ 
within a cell depends upon the old value, Φold, the computed change in Φ (∆Φ), and the under-
relaxation factor, (α) as follows: 
φαφφ ∆+= old             (2.9) 
The segregated solver uses under-relaxation to control the update of computed variables at 
each iteration. Thus, all equations solved using the segregated solver will have under-
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relaxation factors associated with them. In Fluent, the default under-relaxation parameters are 
set to values that near optimal for the largest possible number of cases and they have not to be 
changed 
 
2.2.4.3 Discretisation of the Momentum and Continuity governing equations in Fluent 
 
The discretisation scheme described in the 2.2.4 section for a scalar transport equation is also 
used to discretise the momentum and continuity equations. For example the integral x-
momentum equation can be obtained by setting Φ = u, see equation 2.10. 
sAipuaua f
nb
nbnbp +⋅+= ∑∑ ˆ          (2.10) 
In the equation 2.10 the pressure field and face mass fluxes are not known a priori and must 
be obtained as a part of the solution. There are important issues with respect to the storage of 
pressure and the discretisation of the pressure gradient term; these are addressed next. 
Fluent uses a co-located scheme, whereby pressure and velocity are both stored at cell centres. 
However, equation 2.10 requires the value of the pressure at the face between cells c0 and c1, 
shown in figure 2.3. Therefore, an interpolation scheme is required to compute the face values 
of pressure from the cell values.  
 
 Pressure Interpolation Schemes: 
 
The default scheme in Fluent, called Standard Method, interpolates the pressure values at the 
faces using momentum equation coefficients. This procedure works well as long as the 
pressure variation between cells centres is smooth. When there are jumps or large gradients in 
the momentum source terms between control volumes, the pressure profile has a high gradient 
at the cell face, and cannot be interpolated using this scheme. Flows for which the Standard 
pressure interpolation scheme will have trouble include flows with large body forces, such as 
in strongly swirling flows, in high-Rayleigh-number natural convection and the like. In such 
cases, it is necessary to pack the mesh in regions of high gradient to resolve the pressure 
variation adequately. For most cases the Standard Scheme is acceptable, but some types of 
models may benefit from one of the others available schemes like: the linear scheme, the 
2.2 Fluent software. Solver, discretisation scheme, boundary conditions, etc 24 
second-order scheme, the body-force-weighted scheme, and the PRESTO! (PREssure 
STaggering Option) scheme. 
The PRESTO! scheme is recommended for flows with high swirl numbers, high-Rayleigh-
number natural convection, high –speed rotation flows, flows involving porous media, and 
flows in strongly curved domains. 
In the simulations presented in this thesis, the Standard Pressure Interpolation Scheme is used 
in all the cases except for the natural convection simulations, for which the PRESTO! Scheme 
is selected.  
 
If now one applies the discretisation scheme described in the 2.2.4 section to the continuity 
governing equation in its integral form, the next equation will be obtained: 
∑∑ == Nfaces
f
fn
Nfaces
f
f AvJ 0ρ           (2.11) 
Where Jf is the mass flow rate through face f. 
As described before, the momentum and continuity equations, using the segregated solver, are 
solved sequentially. In this sequential procedure, the continuity equation is used as an 
equation for pressure. However, pressure does not appear explicitly in equation 2.11 for 
incompressible flows, since density is not directly related to pressure (uncoupled velocity-
pressure). The SIMPLE (Semi-Implicit Method for Pressure-linked Equations) family of 
algorithms is used for introducing pressure into the continuity equation.  
In order to proceed further, it is necessary to relate the face values of velocity vn to the stored 
values of velocity at the cell centres. Linear interpolation of cell-centered velocities to the 
face, results in unphysical checker-boarding of pressure. Fluent uses a procedure similar to 
that outlined by Rhie and Chow to prevent checker-boarding. The face value of velocity vn is 
not averaged linearly; instead, momentum-weighted averaging, using weighting factors based 
on the ap coefficient from equation 2.10, is performed. Using this procedure, the face flow rate 
Jf may be written as: 
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( 10ˆ ccfff ppdJJ −+= )           (2.12) 
Where pc0 and pc1 are the pressures within the two cells on either side of the face, and  
contains the influence of velocities in these cells. See figure 2.3. 
fJˆ
The term df may be written as:  
p
f
f a
A
d
2ρ=              (2.13) 
The term pa  is the average value of the momentum equation ap coefficients for the cells on 
either side of face f. 
 
 Pressure-Velocity Coupling: 
 
Pressure-Velocity coupling is achieved by using equation 2.12 to derive an equation for the 
presure from the discrete continuity equation (equation 2.11). Fluent provides the option to 
choose among three presure-velocity coupling algorithms: SIMPLE, and its variants 
SIMPLEC, and PISO. Being Simple the chosen algorithms for all the simulations of this 
thesis. 
The SIMPLE algorithm uses a relationship between velocity and pressure corrections to 
enforce mass conservation and to obtain the pressure field.  
If the momentum equation is solved with a guessed pressure field p*, the resulting face flux J*f 
computed from equation 2.12 does not satisfy the continuity equation. See equation 2.14. 
( )1*0*** ˆ ccfff ppdJJ −+=           (2.14) 
Consequently, a correction J´f is added to the face flow rate J*f so that the corrected face flow 
rate Jf, satisfies the continuity equation. See equation 2.15. 
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fff JJJ ′+= *             (2.15) 
The SIMPLE algorithm postulates that J’f  be written as: 
( 10 ccff ppdJ ′−′=′ )            (2.16) 
Where p’ is the cell pressure correction. 
The SIMPLE algorithm substitutes the flux correction equations (equations 2.15 and 2.16) 
into the discrete continuity equation (equation 2.11) to obtain a discrete equation for the 
pressure correction P’ in the cell: 
bpapa
nb
nbnbp +′=′ ∑            (2.17) 
Where the source term b is the net flow rate into the cell: 
∑= Nfaces
f
fJb
*
             (2.18) 
Once a solution of the pressure-correction equation (equation 2.17) is obtained, the cell 
pressure and the face flow rate are corrected using: 
ppp p ′+= α*             (2.19) 
( 10* ccfff ppdJJ ′−′+= )           (2.20) 
Here αp is the under-relaxation factor for pressure. The corrected face flow rate Jf satisfies the 
discrete continuity equation identically during each iteration.  
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2.2.5 The Energy Equation in Fluent 
 
Fluent allows one to include heat transfer within the fluid and / or solid regions in the model. 
Problems ranging from thermal mixing within a fluid to conduction in composite solids can 
thus be handled by Fluent. 
Fluent solves the energy equation in the following form: 
[ ] ( )( ) ( ) heffijjj
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Where keff is the effective conductivity (k + kt, where kt is the turbulent thermal conductivity, 
defined according to the turbulence model being used), and Jj’ is the diffusion flux of species. 
The first three terms on the right-hand side of equation 2.21 represent energy transfer due to 
conduction, species diffusion, and viscous dissipation, respectively. Sh includes heat of 
chemical reaction, and any other volumetric heat sources you have defined. E is the total 
energy of a moving fluid per unit mass and is defined as: 
22
22
ii uphueE +−=+= ρ            (2.22) 
Where e is the fluids internal energy per unit mass and h the sensible enthalpy. 
For an incompressible fluid the viscous dissipations terms are neglected because the amount 
of energy produced by the viscous stresses will be too small compared with the other sources 
of energy.  
In solid regions, the energy equation used by Fluent has the following form: 
( ) q
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Where  is the volumetric heat source. The second term on the left-hand side of equation 
2.23 represents convective energy transfer due to rotational or translational motion of the 
q ′′′&
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solids. In this thesis was always set to zero since the solid boundaries are motionless. The first 
term on the right-hand side is the heat flux due to conduction. 
In the natural convection calculations the author used the Boussinesq model (equation 2.24). 
This models treats density as a constant value in all solved equations, except for the buoyancy 
term in the momentum equation 
( ) ( gTTg 000 −−≅− )βρρρ           (2.24) 
Where ρ0 is the (constant) density of the flow, T0 is the operating temperature, and β is the 
thermal expansion coefficient. The equation 2.24 is obtained by using the Boussinesq 
approximation (see equation 2.25) to eliminate ρ from the buoyancy term. This approximation 
is accurate as long as changes in actual density are small. 
( T∆−= )βρρ 10             (2.25) 
 
2.2.6 The Turbulence Model in Fluent 
 
The very small fluid velocities and cooling fins dimensions allowed the author to mainly carry 
out laminar flow simulations throughout the whole study. But, since the numerical simulation 
of the wind tunnel and also some simulations in the validation chapter have been with 
turbulent flows, it would be useful to include in this chapter a brief description of the 
turbulence model used in those simulations. 
Turbulent flows are characterized by fluctuating velocity fields. These fluctuations mix 
transported quantities such as momentum, energy, etc, and cause the transported quantities to 
fluctuate as well. Since these fluctuations can be of small scale and high frequency, they are 
too computationally expensive to simulate directly in practical engineering calculations. 
Instead, the instantaneous (exact) governing equations can be time-averaged, ensemble-
averaged, or otherwise manipulated to remove the small scales, resulting in a modified set of 
equations that are computationally less expensive to solve. However, the modified equations 
contain additional unknown variables, and turbulence models are needed to determine these 
variables in term of known quantities. Fluent provides the following choices of turbulence 
models: Spalart-Allmaras model, Standard k-ε model, Renormalization-Group (RNG) k-ε 
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model, Realizable k-ε model, Reynolds Stress (RSM) model and Large Eddy Simulation 
(LES) model.  
From the above given models the Renormalization-Group (RNG) k-ε model was chosen. This 
model represents a Reynolds-averaged approach, where the solution variables in the 
instantaneous (exact) Navier-Stokes equations are decomposed into the mean (time-averaged) 
and fluctuating component. For example, for the velocity components it will be: 
iii uuu ′+=              (2.26) 
Where iu  and  are the mean and instantaneous velocity components. iu′
Substituting expressions of this form for the rest of the flow variables into the instantaneous 
continuity and momentum equations and taking a time average yields the ensemble-averaged 
momentum equations, called “Reynolds-averaged” Navier-Stokes (RANS) equations.  
The Renormalization-Group (RNG) k-ε model is an improved version of the Standard k-ε 
model. This is a semi empirical model based on model transport equations for the turbulent 
kinetic energy (k) and its rate of dissipation (ε). See equations 2.27 and 2.28. The model 
transport equation for k is derived from the exact equation, while the model transport for ε is 
obtained using physical reasoning and bears little resemblance to its mathematically exact 
counterpart.  
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In the above given equations, Gk represents the generation of turbulent kinetic energy due to 
the mean velocity gradients, Gb is the generation of turbulent kinetic energy due to buoyancy, 
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YM represents the contribution of the fluctuating dilatation in compressible turbulence to the 
overall dissipation rate. The quantities αk and αε are the inverse effective Prandtl numbers for 
k and ε respectively. The models constants C1ε and C2ε are by default in Fluent equal to 1.42 
and 1.68. The main difference between the RNG and standard k-ε models lies in the 
additional term in the ε equation given by: 
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Where εη
kS≡ , β = 4.38 and η0 = 0.012 
 
This model offers robustness, economy in computational effort, and reasonable accuracy for a 
wide range of turbulent flows, if these flows have not relative high frequency time 
dependence and they are not flowing around complex geometries, as could be for example 
turbulent flow in pin-fin heat sinks. 
The turbulence model described before is only valid for regions of the turbulent flow 
somewhat far from walls. For that reason, another important aspect related with turbulent 
simulations is the near-wall treatments for wall-bounded turbulent flows. These types of flows 
are significantly affected by the presence of walls since the mean velocity field is affected 
through the no-slip condition that has to be satisfied at the wall. The turbulence is also 
affected by the presence of the wall in other important ways. For example, very close to the 
wall, viscous damping reduces the tangential velocity fluctuations, while kinematic blocking 
reduces the normal fluctuations. Toward outer part of the near-wall region, however, the 
turbulence is rapidly augmented by the production of turbulent kinetic energy due to the large 
gradients in mean velocity. Is in the near-wall region that the solution variables change with 
large gradients, and the momentum and other scalar transports occur most vigorously. 
Therefore, accurate representation of the flow in the near-wall region determines successful 
predictions of wall-bounded turbulent flows. There are two approaches to modelling the near-
wall region: the wall functions and the near wall model (two layer zone). For the turbulent 
simulations carried out in Chapter 4, Design and construction of a low–speed wind tunnel for 
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microelectronics applications, the wall functions approach was selected, because the 
dimensions of the model together with computer memory limitations make impossible the use 
of the near wall model. This last model, on the contrary, was used to realise the turbulent 
numerical simulations in Chapter 8, Validation of the simulations, experimental 
measurements, since the previous limitations were not present and the needed accuracy was 
higher. 
In the wall functions approach, the viscosity affected inner region (viscous sublayer and 
buffer layer) is not resolved. Instead, semi-empirical formulas are used to bridge the viscosity 
affected region between the wall and the fully turbulent region. The use of wall functions 
obviates the need to modify the turbulence models to account for the presence of the wall. 
Fluent offers two choices of wall-function approaches: the standard wall functions and the 
non-equilibrium wall functions. Due to that the standard wall functions become less reliable 
when the near-wall flows are subjected to severe pressure gradients (the nozzle in the wind 
tunnel), the non-equilibrium wall functions was selected to carry out the simulations. The key 
elements of this approach are: the Launder and Spalding’s log-law for mean velocity is 
sensitised to pressure-gradient effects and the two-layer-based concept is adopted to compute 
the budget of turbulent kinetic energy ( )ε,kG in the wall-neighbouring cells. In this way the 
accuracy of the simulation is improved significantly [11] 
In the near wall model (two layer zone), the wall functions are completely abandoned, the 
turbulence models are modified to enable the viscosity-affected region to be resolved with a 
mesh all the way to the wall, including the viscous sublayer. In the two layer model, the whole 
domain is subdivided into a viscosity-affected region and a fully-turbulent region. The 
demarcation of the two regions is determined by a wall-distance-based, turbulent Reynolds 
number, defined as [11]: 
µ
ρ ky
y ≡Re              (2.30) 
Where y is the normal distance from the wall at the cell centres. In Fluent, y is interpreted as 
the distance to the nearest wall. In this way is independent of the mesh topology used, and is 
definable even on unstructured meshes. 
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In the fully turbulent region (Rey > 200), the k-ε model described before is used. In the 
viscosity-affected near wall region (Rey < 200), the one-equation model of Wolfstein is 
employed. In this model the momentum equations and the k equation remain the same, but the 
turbulent viscosity, µt and the ε field are computed from: 
µµρµ lkCt =             (2.31) 
Where Cµ is a constant and lµ is a length scale. 
ε
ε
l
k 2
3
=               (2.32) 
Where lε is a length scale. 
An import final remark, with regard to the use of the two layer zone model, is related with the 
near wall mesh. When this model is employed, y+ at the wall-adjacent cell should be, most 
ideally, on the order of y+ = 1. However, a higher y+ is acceptable as long as it is well inside 
the viscous sublayer, y+ < 4 ~ 5. 
 
2.2.7 Boundary conditions 
 
As has been already mentioned, the accuracy of the CFD techniques is very strong linked to a 
number of parameters defined by the experience of the thermal engineer, like: CAD 
generation, grid selection, boundary conditions, convergence criteria, approximations, etc. 
Therefore, a correct selection of the boundary conditions, which specifies the flow and 
thermal variables on the boundaries of the physical models, is of vital importance to obtain a 
reliable simulation. In this section, a brief description of the boundary conditions, used in the 
simulations through the whole thesis, is given [11]  
 
2.2.7.1 Velocity inlet boundary condition: 
 
Velocity inlet boundary conditions are used to define the flow velocity, along with all relevant 
scalar properties of the flow, at flow inlets. The total (or stagnation) properties are not fixed, 
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so they will rise to whatever value is necessary to provide the prescribed velocity distribution. 
This boundary condition is intended for incompressible flows, and its use in compressible 
flow will lead to non-physical results because it allows stagnation conditions to float to any 
level. One should also be careful not to place a velocity inlet too close to a solid obstruction, 
since this could cause the inflow stagnation properties to become highly non-uniform. This is 
the case for the simulations of the cooling fins; therefore, the velocity inlet boundary was 
replaced for the mass flow inlet boundary condition, although, for incompressible flows 
normally it is not necessary to use mass flow inlets. The mass flow rate entering a fluid cell 
adjacent to a velocity inlet boundary is computed as: 
∫ ⋅= dAvm ρ&              (2.33) 
Where v is the velocity component normal to the control volume face. 
 
2.2.7.2 Mass flow inlet boundary condition: 
 
Mass flow boundary conditions are used in Fluent to provide a prescribed mass flux at an 
inlet. The inlet total pressure is adjusted locally to achieve the velocity needed to provide the 
prescribed mass flux. When the user specifies a total mass flow rate, Fluent converts it 
internally to a uniform mass flux by dividing the mass flow rate by the total area normal to the 
specified flow direction. See equation 2.31.  
A
mv &=ρ               (2.34) 
 
2.2.7.3 Pressure outlet boundary condition: 
 
Pressure outflow boundary conditions are used to define the static pressure, and other scalar 
variables in case of backflows, at flow outlets. The use of a pressure outlet boundary 
condition instead of an outflow boundary often results in a better rate of convergence when 
backflow occurs during the iteration (The simulation of the experimental measurements in the 
validation chapter).  
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2.2.7.4 Outflow boundary condition: 
 
Outflow boundary conditions are used to model flow outlets where the details of the flow 
velocity and pressure are not known prior to solution of the flow problem. With this type of 
boundary, Fluent extrapolates the required information from the interior. At the outflow 
boundary, Fluent assumes that there is a zero diffusion flux for all flow variables in the 
direction normal to the exit plane. Therefore, the outflow boundary can only be used in 
regions where the flow has reached the fully developed condition, i.e. the flow velocity profile 
and profiles of other properties as temperature are unchanging in the flow direction. It is 
important to note that if backflow occurs at the outflow boundary condition the calculations 
do not converge and the results of the calculation have no validity. 
 
2.2.7.5 Wall boundary condition: 
 
Wall boundary conditions are used to bound fluid and solid regions. In viscous flows, the non-
slip boundary condition is enforced at walls by default. The shear stress and heat transfer 
between the fluid and the wall are computed based on the flow details in the local fluid flow 
filed. In a laminar flow, the wall shear stress is defined by the normal velocity gradient at the 
wall as (Newtonian flow): 
n
v
w ∂
∂= µτ              (2.35) 
 
2.2.7.6 Symmetry boundary condition: 
 
Symmetry boundaries are used when the physical geometry of interest, and the expected 
pattern of the flow or thermal solution, has mirror symmetry. They can also be used to model 
slip walls or non-viscous walls. Fluent assumes a zero flux of all quantities across a symmetry 
boundary. There is no convective flux across a symmetry plane: the normal velocity 
component at the symmetry plane is thus zero. There is no diffusion flux across a symmetry 
plane: the normal gradients of all flow variables are thus zero at the symmetry plane. The 
shear stress will be zero at a symmetry boundary, which can be used to simulate a “slip” wall 
 
CFD, Fluent a reliable commercial software 35 
in viscous flow calculations. Symmetry boundaries are used to reduce the extent of the 
computational model to a symmetric subsection of the overall physical system. It is very 
important to check whether the boundary, defined by the user, fulfil the symmetry boundary 
conditions, since, the simple presence of a symmetric geometry is not enough to select this 
type of boundary condition. 
 
2.2.7.7 Periodic boundary condition: 
 
Periodic boundary conditions are used when the physical geometry of interest and the 
expected pattern of the flow / thermal solution have a periodically repeating nature. For 
instance, they are used when the flows across two opposite planes in the computational model 
are identical. Therefore, periodic planes are always used in pairs. Two types of periodic 
conditions are available in Fluent. The first type does not allow a pressure drop across the 
periodic planes. The second type allows a pressure drop to occur across translationally 
periodic boundaries, enabling you to model “fully-developed” periodic flow. For the 
simulations of this thesis the first type of periodic boundary was always used, because was not 
necessary to defined any pressure drop along those boundaries. For this type of periodic 
boundary, the user only has to consider if the geometry is rotationally or translationally 
periodic. Translationally periodic boundaries are boundaries that form periodic planes in a 
rectilinear geometry, which is the case in the simulations of this study where periodic 
boundaries were used. Fluent treats the flow at a periodic boundary as though the opposing 
periodic plane is a direct neighbour to the cells adjacent to the first periodic boundary. Thus, 
when calculating the flow through the periodic boundary adjacent to a fluid cell, the flow 
conditions at the fluid cell adjacent to the periodic plane are used. 
 
2.2.7.8 Porous media model: 
 
This model is used in the numerical simulation of the low-speed wind tunnel designed for the 
experimental measurements of this research. The idea is to represent approximately the effects 
of the honeycomb in the wind tunnel flow field since the exact representation of this element 
is impossible with the available computer resources. The porous media model can be used for 
a wide variety of problems, including flows through beds, filter papers, perforated plates, flow 
distributors, and tube banks. Therefore, the use of this model is useful to represent how 
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honeycomb straights the flow and reduces swirls. The porous media model incorporates an 
empirically determined flow resistance in a region of the model defined as “porous”. In 
essence, the porous media model is an added momentums sink in the governing equations and 
its biggest limitations are: the fluid does not accelerate as it moves through the medium, since 
the volume blockage which is present physically is not represented in the model and the effect 
of the porous medium on the turbulence field is only approximated. Basically the porous 
media is modelled by the addition of a momentum source term to the standard fluid flow 
equations. The source term is composed of two parts, a viscous loss term and an inertial loss 
term. See equation 2.36. 
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Where Si is the source term for the i
th (x, y, or z) momentum equation, and D and C are 
prescribed matrices. This momentum sink contributes to the pressure gradient in the porous 
cell, creating a pressure drop that is proportional to the fluid velocity in the cell. Being D and 
C diagonal matrices with D = α
1  and C2, respectively, on the diagonals and zero for the other 
elements. α is the permeability and C2 the inertial resistance factor. When one is modelling a 
porous region in Fluent, the only inputs for the problem are: to define the porous zone and to 
set the viscous resistance coefficients and the inertial resistance coefficients, defining the 
direction vectors for which they apply. 
 
2.2.7.9 User-Defined functions: 
 
Users-Defined functions can be used to enhance the standard features of Fluent in a number of 
ways. For example, one can use these functions to customize: boundary conditions, source 
terms, wall heat fluxes, etc. In this study the User-Defined functions were used to impose the 
boundary conditions (velocity and temperature profiles) in the validation process of the 
thermal simulations. Users-Defined functions are written in the C programming language. 
 
 
CFD, Fluent a reliable commercial software 37 
2.3 The Finite Volume Numerical Method, (FVM) 
 
As it was already mentioned Fluent will solve the governing integral equations using a 
control-volume-based technique or Finite Volume Method, (FVM). This numerical technique 
is in fact the chosen one for almost all the CFD commercial software. The reason for the 
massive presence of the FVM in the CFD codes can be found in the characteristics of this 
technique. The Finite Volume Method tries to combine the best from the Finite Element 
Method (geometric flexibility) with the best of the Finite Difference Method (flexibility in 
defining the discrete flow field). For many flow cases, the accurate representation of the 
conservation laws in their integral form is of vital importance. The easiest way to accomplish 
this is to discretise the integral form of the equations and no the differential form. Because 
only with the supplementary requirement of sufficient regularity of the solution can the 
conservation laws be converted into partial differential equations and this requirement cannot 
always be guaranteed [5] 
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Chapter 3 
 
Applications of CFD in natural convection problems  
 
 
3.1 Introduction 
 
In the previous chapters, the rising importance of the use of computational fluid dynamic 
(CFD) software for thermal management in the microelectronics industry has been explained 
(see chapters 1 and 2). Consequently, the author wants to present two examples of the 
application of CFD in this field. The two applications are natural convection problems and 
they were carried out to support two different research projects. The two examples of this 
chapter were chosen, because they show very clearly the advantages of applying numerical 
simulations in thermal management, which is one of the objectives of this thesis [3].  
In the natural convection, the fluid motion is due solely to local buoyancy differences caused 
by the presence of the hot or cold body surface. Most fluids near a hot wall, for example, will 
have their density decreased, and an upward near-wall motion will be induced. Natural 
convection velocities are relatively gentle and the resultant wall heat flux will generally be 
less than in forced motion. Natural convection was widely used a couple of decades ago. 
Nowadays it is different. The heat densities are often so high that fan cooling must be used. 
There are nevertheless still several applications for which natural convection is the best 
choice, mainly because it is simple, safe and reliable. Above all in telecom applications, 
where the heat sinks are very often placed in areas of difficult access, the natural convection 
constitutes a very practical solution [12]. The first of the two applications is related with the 
improvement of the analytical expressions used to determine the convection heat transfer 
coefficient in natural convection problems. And the second application is related with the 
influence of the gravity force in the heat transfer by natural convection. 
 
3.2 Correlation between the power dissipation and the temperature 
difference in natural convection 
 
A simple review of the heat transfer literature shows that, the existence of a clear correlation 
between the power dissipation and the temperature difference in heat transfer by natural 
convection is widely accepted [13, 14, 15, 16]. The next equations show the nature of this 
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correlation, see equations 3.1 to 3.5. The expressions 3.1 and 3.2 represent the dimensionless 
local heat transfer coefficient (Nussel Number) for natural convection in a vertical plate [13, 
14] 
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x
kNuh xx =          (3.2) 
Where h is the local convection heat transfer coefficient, x is the reference length (height), k is 
the thermal conductivity of the fluid, Pr is Prandtl Number, and Grx is the Local Grashof 
Number (see equation 3.3). 
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Where g is the acceleration of gravity, β is the thermal expansion coefficient of the fluid, Tw is 
the surface (wall) temperature, T∞ is the fluid free-stream temperature, and ν is the kinematic 
viscosity of the fluid. 
The Prandtl Number expresses the ratio of fluid velocity boundary layer thickness to the fluid 
temperature boundary layer thickness, and the Grashof Number the ratio of fluid buoyancy 
stress to viscous stress. 
The following expression is obtained from Newton’s Law of Cooling:  
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Substituting the expressions 3.3, and 3.4 in the equation 3.2 one obtains the equation 3.5, 
which shows that the power dissipation is proportional to the 5/4 power of the temperature 
difference. 
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The equation 3.5 constitutes the basic expression to calculate the power dissipated for a 
vertical plate by natural convection. However, from studies carried out in the thermal research 
group of the ELIS department (University of Ghent), it is possible to believe that this 
correlation will not be valid any longer for non - isothermal surfaces. These studies are not 
finished yet and therefore the obtained results are still partial and have not been published yet. 
Nevertheless, since the numerical simulations, carried out as support of this research, led to 
quite encourage results, the author has decided to present them here as a clear example of the 
possibilities and advantages that the use of CFD software offers to thermal engineers [17].  
 
 
 
Figure 3.1. Geometry and dimensions of the model used in the numerical simulations. (The 
model is not at scale). 
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3.2.1 Numerical simulation  
 
The model used in the numerical simulation consists of a plate with a heat source in its 
middle. The plate is located at the centre of a rectangular box. See figure 3.1. The dimensions 
of the plate are: length, 200 mm, width, 1 mm and height, 20 mm; with a thermal conductivity 
of 20 W/m-K and a density of 8030 kg/m3. The dimensions of the box are: length, 400 mm, 
width, 200 mm and height, 300 mm; with isothermal walls at 300 K. The air properties are 
evaluated at 300 K and atmospheric pressure. For the simulations the value of the volumetric 
heat source was varied from 0.5 watt to 3.0 watt (see table 3.1) and the heat transfer by 
radiation was neglected. The gravity force is the only body force which is present and acts in 
the negative x direction. 
 
Simulation 
Number 
NC-1 NC-2 NC-3 NC-4 NC-5 NC-6 
Power dissipation 
(W) 
0.5 1.0 1.5 2.0 2.5 3.0 
 
Table 3.1. Different values of power dissipation used as heat source in the simulations 
 
Since the expected temperature difference in the model will not be too large, one can apply 
the so - called Boussinesq approximation. This approximation treats the density of the fluid as 
a constant value in all the governing equations, with one exception. The exception involves 
accounting for the effect of variable density in the buoyancy force, which is represented in the 
x - momentum equation (see equation 3.7). Given that the buoyancy effects are confined to 
the momentum equation, the set of governing equations is then: 
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Note that the viscous dissipation has been neglected in the energy equation 3.8, which is 
certainly reasonable for the small velocities associated with natural convection. From the 
mathematical point of view, the buoyancy term of equation 3.7 complicates matters. No 
longer may the hydrodynamic problem, given by equations 3.6 and 3.7, be uncoupled from 
the thermal problem, given by equation 3.8. The solution of the momentum equation depends 
on knowledge of T and hence on the solution to the energy equation. Equations 3.6 to 3.8 are 
strongly coupled and must be solved simultaneously. This fact makes the obtainment of 
analytical expressions for natural convection problems a very hard task. However, nowadays 
due to the advances in numerical methods and computer facilities it is possible to study very 
complex natural convection problems in a more efficient and faster way [17, 18]. In the two 
examples presented in this chapter, the author uses the CFD commercial software Fluent to 
solve the above given set of governing equations. In this manner, the velocity, temperature, 
and pressure fields, that describe the study problem in details, are obtained. Subsequently, are 
given the set of parameters and boundary conditions used in Fluent: 
 
Set of parameters and data of the Fluent numerical model  
 
Solver: Segregated  Formulation: Implicit   Time: Steady state 
Space: 3 dimensions model Turbulence model: Laminar 
Radiation model: No  Operating temperature: 300 K 
Gravitational acceleration: x = - 9.81 m/s2
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Walls: smooth walls 
- Solutions controls: (Discretisation methods) 
Pressure: Presto     Momentum: First order upwind. 
Pressure – velocity coupling: Simple   Energy: First order upwind 
 
See chapter 2, “CFD, Fluent a reliable commercial software”, for a detailed explanation of the 
boundary conditions and parameters used in the numerical simulations. 
 
3.2.2 Results and conclusions 
 
The figures 3.2 to 3.5 show the obtained temperature distribution in different parts of the 
model as well as the velocity vectors in the plane x – y adjacent to the plate and the surface 
heat flux distribution. It is clear from these figures that the temperature distribution in the 
plate is not homogeneous and hence one should expect that the power dissipation is no longer 
proportional to the 5/4 (1.25) power of the temperature difference. This temperature 
difference is obtained using the maximum temperature of the plate. This is logic since, in 
microelectronics thermal management; the maximum temperature of the component is always 
the parameter to be controlled. To find out if the previous assumption is true, let’s look to the 
table 3.2 and its graphic representation in the figures 3.6 and 3.7. From those data it is 
possible to conclude that the power dissipation is proportional to the 1.08 power of the 
temperature difference. This result supports considerably the studies carried out in the thermal 
research group of the ELIS department (Ghent University), which sustain that the correlation, 
Power density ~ (Tw – T0)1.25, widely accepted in all the literature about natural convection, 
will not be valid any longer for non - isothermal surfaces. Also the proportionality of the 
power dissipation with regard to the temperature difference based on the minimum 
temperature of the plate is shown, see figure 3.8. In this case, the power dissipation is 
proportional to the 1.00 power of the temperature difference. 
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Figure 3.2 Static temperature distributions. Plane x – y, adjacent to the plate. Power 
dissipation, 2.5 watts. 
 
 
Figure 3.3. Static temperature distribution in the plate. Power dissipation, 2.5 watts.  
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Figure 3.4. Velocity vectors colored by x velocity. Plane x – y, adjacent to the plate. Power 
dissipation, 2.5 watts.  
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Figure 3.5. Surface heat flux distribution in the plate. Power dissipation, 3.0 watts.  
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Power dissipation 
(W) 
Maximum temperature on the 
plate [Tm] (K) 
Temperature difference [Tm – T0] 
(K) 
0.5 320.64 20.64 
1.0 339.23 39.23 
1.5 356.85 56.85 
2.0 374.23 74.23 
2.5 391.10 91.10 
3.0 407.99 107.99 
 
Table 3.2. Values of the maximum temperature in the plate obtained from the simulations and 
their corresponding temperature difference as function of power dissipation.  
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Figure 3.6. Graphical representation of the power densities and their corresponding 
temperature difference. In the graph, together with the values obtained from the simulations, 
two lines have also been plotted, representing the correlations: Power density ~ ∆T1.25 and 
Power density ~ ∆T1.00. In this way the divergence between the theory and the simulated 
results is more evident. As a final conclusion one can say that the relation between Power 
density and ∆T fit better with a linear relation than with ∆T5/4 (equation 3.5) 
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Figure 3.7.Logaritmic scale representation of the graph of the figure 3.6.  
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Figure 3.8. Graphical representation of the power densities and their corresponding minimum 
temperature difference 
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3.3 The influence of the gravity force in the heat transfer by natural 
convection.  
 
The second example of the application of CFD software in thermal management is focused on 
the influence of the gravity force in the heat transfer by natural convection. This work has also 
been carried out as a support or validation tool for a wider project of the thermal research 
group of the ELIS department (University of Ghent).  
The only presence of a fluid density gradient does not ensure the existence of free convection 
currents. The presence of a body force (gravitational, centrifugal, etc) is essential. This force 
is usually gravitational. Therefore, one can say that the dependence between the natural 
convection and the gravity force is one of the most important aspects of this phenomenon. 
However, almost none of the published papers about natural convection are focused on this 
important dependence [19]. As it was already mentioned, the objective of these numerical 
simulations was to strengthen the results obtained in previous studies. Studies, where through 
numerical calculations and experimental measurements was proved that the natural 
convection can be improved by increasing the body forces, see equation 3.9 [19].  
 
( ) =+ −− 25.025.05.025.025.0 PrPr95.0508.0 gxScv βνρ  
( )45∞−
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         (3.9) 
Where: Cν is specific heat, ρ is the fluid density, S is the heat source area, ν is the fluid 
kinematic viscosity, Pr is the Prandtl number, β is the air expansion coefficient, x is the height 
of the heat source, g is gravity acceleration, P is power dissipation, Tw is the wall temperature 
and T∞ is the fluid temperature. 
The equation 3.9 expresses the analytical found relationship between the amount of 
gravitational force and the power dissipation. This equation neglects the possible effects of 
other heat transfer mechanisms like radiation or conduction in the board, see figure 3.9. 
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3.3.1 Numerical simulation  
 
To achieve the above mentioned objective, the model shown in the figure 3.9 was used. It 
represents a 2D enclosed room. The dimensions of the model are: 275 mm, height and 32.5 
mm, width. The left lateral wall represents a circuit board, where the heat source is located at 
94 mm from the bottom of the model. This wall has a very low thermal conductivity of 0.071 
W/m-K to reduce at maximum the effect of the heat transfer by conduction in the simulations. 
The dimensions of the heat source are: 15 mm, height and 5.5 mm, width. The heat source has 
a thermal conductivity of 387.6 W/m-K and the power dissipation is 48.88 W/m. The right 
lateral wall represents a glass wall with a thermal conductivity of 0.184 W/m-K. The top and 
the bottom walls represent aluminium walls with a high thermal conductivity equal to 202.4 
W/m-K. The fluid in the model is air at 298 K with a density of 1.22 Kg/m3 (boussinesq 
approximation), a viscosity of 1.8462 x 10-5 Kg/m-s and a thermal conductivity of 0.02624 
W/m-K [20]. The top, the bottom and the right lateral walls are isothermal at 298 K. For the 
simulations the value of the gravitational acceleration was varied from – 5.0 m/s2 to -34.32 
m/s2 (see table 3.3). The heat transfer by radiation was neglected. The gravity force is the only 
body force which is present and acts in the negative y direction. 
 
 
Figure 3.9. Geometry and dimensions of the model used in the numerical simulations. (The 
model is not at scale). 
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Values of the acceleration of the 
gravity used in the simulations 
[m/s2] 
- 5.00 - 15.00 -25.00 - 34.32 
 
Table 3.3. Different values of the acceleration of the gravity used in the numerical 
simulations.  
The parameters and boundary conditions used in the simulations are the same as in the 
previous example of the section 3.2, except for the operating temperature which in this case is 
298 K and for the acceleration of the gravity which assumes different values. 
 
3.3.2 Results and conclusions 
 
For each value of the acceleration of the gravity, the static temperature distribution along the 
heat source was calculated. The figure 3.10 shows this distribution, on the right lateral wall of 
the heat source, for all the values of the gravity.  
 
Temperature distribution on the right lateral wall of the heat source
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Figure 3.10. Obtained temperature distribution on the right lateral wall of the heat source for 
the different values of the acceleration of gravity. 
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The obtained results expose clearly the improvements achieved in the natural convection heat 
transfer by the increment of the body forces. In this particular case, by the increment of the 
gravity. From the graphical representation of the temperature distribution one can obtain that 
there is an inverse proportionality between the value of the acceleration of gravity and the 
maximum temperature reached by the heat source. Summarising, for a larger gravity one 
should expect a lower maximum temperature. For example, the temperature in the heat source 
walls for a value of g = - 34.32 m/s2 is 3.8 % smaller than for g = - 5.00 m/s2. This behaviour, 
being constant all the other parameters, can only be possible if the heat transfer grows 
together with the gravity. The previous conclusion has a great importance, because in most of 
the studies related with natural convection the relationship between the heat transfer and the 
body forces is neglected, given all the priority to shape optimisation. However, this and 
previous studies [19] have proved that for certain applications the maximisation of the natural 
heat transfer through the increment of the body forces is beneficial. The biggest limitation of 
this method is the cost, since to manipulate the body forces will imply the use of 
electromechanical devices, which is not necessary in traditional natural convection systems. 
The figures 3.11 and 3.12 show some of the temperature and velocity fields obtained with the 
numerical simulation. 
 
 
Figure 3.11. Static Temperature field obtained from the numerical simulation. Case g = -25 
m/s2. (Not the whole model is shown) 
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Figure 3.12. Total velocity field obtained from the numerical simulation. Case g = -25 m/s2. 
(Not the whole model is shown) 
As a manner of validation, the figure 3.13 shows how the proportionality between the terms 
[P/(TW – T0)5/4] and [g1/4], given in the equation 3.9, is fully fulfilled for the Fluent’s results. 
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Figure 3.13. Proportionality between the terms [P/(TW – T0)5/4] and [g1/4], given in the 
equation 3.9. TW obtained from Fluent. 
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3.4 Conclusions.  
 
In this chapter, the author has shown, through two practical applications carried out to support 
two different research projects, the importance of the use of computational fluid dynamic 
(CFD) software for thermal management in the microelectronics industry. The two 
applications are natural convection problems, usually very complex because the solution of 
the momentum equation depends on knowledge of the temperature and hence on the solution 
of the energy equation. This characteristic makes the obtainment of analytical solutions, in 
natural convection, a very hard task. With these examples was proved, how the use of CFD 
software leads to significant and accurate results in many fields within thermal management. 
Moreover, the results will be obtained in a relative shorter period of time and with a 
significant economy of financial resources with regard to experimental methods. 
In the first of the two applications, the main obtained conclusion is that the power dissipation, 
for non – isothermal surfaces, is no longer proportional to the 5/4 (1.25) power of the 
temperature difference. From the numerical simulations it is possible to conclude that the 
power dissipation is on the contrary proportional to the 1.08 power of the temperature 
difference. This result supports considerably the studies carried out in the thermal research 
group of the ELIS department (University of Ghent), which sustain that the correlation, 
Power density ~ (Tw – T0)1.25, widely accepted in all the literature about natural convection, 
will not be valid any longer for non - isothermal surfaces. In the second application, the 
possibility to improve heat transfer by natural convection through the increment of the body 
forces was clearly shown. For example, through the increment of the gravity force. The 
previous conclusion has a great importance, because in most of the studies related with natural 
convection the relationship between the heat transfer and the body forces is neglected, given 
all the priority to shape optimisation. The biggest limitation of this method is the cost, since to 
manipulate the body forces will imply the use of electromechanical devices, which is not 
necessary in traditional natural convection systems. Finally, it is important to remark that 
since the human factor plays a crucial aspect in the numerical calculation accuracy, one can 
not assume that the simple fact of using a reliable and well established commercial CFD 
software will always lead to accurate results. CAD generation, grid selection, boundary 
conditions, convergence criteria, approximations, etc are all of them defined by the experience 
of the thermal engineer and if they are wrongly specified one can not expect to obtain any 
valid result from the numerical simulations. 
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Chapter 4 
 
Design and construction of a low–speed wind tunnel for 
microelectronics applications 
 
 
4.1 Introduction 
 
During the seventies and till the early eighties it was predicted that the need for aerodynamic 
experiments, particularly in the subsonic regime, would rapidly disappear with the 
development of computational fluid dynamics (CFD) software. It is true that computational 
capability has continued to improve at a substantial pace, but there are no credible predictions 
that the computational simulation will replace the need for data from physical experiments in 
any significant development projects. Turbulence modelling continues to be a great problem 
that limits the application of CFD software [21]. 
The semiconductor industry has recognised the need to be able to accurately characterise the 
performance of semiconductor devices and various package systems and related components 
under a wide range of thermal environments. Manufacturers of PC's and smaller scaled 
devices have the requirement to quantify the cooling air requirements for individual boards, 
multi-board arrays and secondary components [22]. A low-speed (1 m/s) wind tunnel is an 
essential tool to fulfil all these tasks mentioned before [23]. Despite its importance, there are 
not many wind tunnel builders that offer low-speed wind tunnels for microelectronics 
applications. Most of the so-called low-speed wind tunnels, which can be found on the 
market, have actually too high velocities for microelectronics applications (figure 4.1). A 
wind tunnel is already classified as a low-speed device if the velocity of the flow is 100 m/s, 
which is clearly extremely high for electronics cooling [21, 24]. Therefore it was unavoidable 
to incorporate the design and construction of this device as an original research topic. This 
low speed wind tunnel became an aspect of capital importance for the good development of 
this research. This device is used to carry out experimental measurements related with flow 
patterns and heat transfer. The experimental results are used to validate the CFD simulations. 
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Figure 4.1. Typical Open Circuit Wind Tunnel. Model 402 A/B. Manufacturer: Engineering 
Laboratory Design, Inc, Lake City, Minnesota, USA. 
 
 
4.2 The parts of a wind tunnel 
 
The settling chamber 
 
The settling chamber straightens the airflow. Uneven turbulent flows can cause unpredictable 
forces to be experienced and measured in the test section. The settling chamber usually 
includes a honeycomb flow straightener and wire mesh smoothing screens that produce a 
smooth airflow. The honeycomb structure of a settling chamber is very effective to reduce 
swirling currents in the tunnel airflow. Figure 4.2 shows the principal parts of an Open Circuit 
Wind Tunnel. In this type of tunnel the air follows an essentially straight path from the 
entrance to the outlet, and then new air will come into the tunnel. There are also closed circuit 
wind tunnels, where the air flow recirculates continuously with little or no exchange of air 
with the exterior. 
 
The contraction “cone” or Nozzle 
 
The contraction cone's purpose is to take the low-velocity flow from the settling chamber to 
the test section while increasing the average velocity by factors up to 20. As the size of the 
opening (actually the cross-sectional area) decreases, the speed of the air increases. The flow 
acceleration achieved in the contraction, basically, serves to reduce non-uniformities in the 
Design and construction of a low–speed wind tunnel for microelectronics applications 57
mean flow in order to produce an even velocity profile at the test section entrance and to 
reduce the relative turbulence level. 
 
The test section 
 
The test section is where the test article and sensors are placed. This is commonly the starting 
point in the design of a wind tunnel. The choice will follow from considerations of the desired 
Reynolds number capability. 
 
The diffuser 
 
The diffuser’s purpose is to reduce the speed with as little energy loss as possible. Minimum 
energy loss corresponds to maximum pressure recovery. The air slows down due to the shape 
of the diffuser. 
 
The drive section 
 
The drive section provides the force that causes air to move through the tunnel. These forces 
normally come from fans or blowers. 
 
 
 
 
 
Figure 4.2. The parts of a wind tunnel.  
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4.3 Wind tunnel design 
 
4.3.1 Design of the test section 
 
To design a wind tunnel the starting point is the test section. The dimensions of the test 
section have been selected based on the type of experiment, the dimensions of the models, and 
the flow velocities to be achieved [21]. The interior dimensions are: length (LTS), 800 mm, 
width (WTS), 600 mm height (HTS), 500 mm [figure 4.4 (a) and (b)]. The flow velocity range 
is 0.5 m/s to 4 m/s. These velocity values are very far from the standard velocities of 
commercial wind tunnels. Therefore, it was very difficult to find useful bibliography, since 
most of the available literature only refers to wind tunnels with much higher velocities.  
 
4.3.2 Design of the diffuser 
 
The extremely low speed of this wind tunnel makes unnecessary to use a diffuser. To replace 
this one a rectangular cross section duct with a length (LEXIT) of 1240 mm was installed. The 
length of this section normally should be at least three or four times the test section length, in 
this case for example, between 2400 mm and 3200 mm [21, 24, 25]. But due to the very low 
speed a shorter length has been chosen. The length of the duct can always be enlarged if it is 
necessary. 
 
4.3.3 Design of the contraction “cone” or Nozzle 
 
The contraction “cone” or nozzle takes the flow from the settling chamber to the test section, 
while increasing the average velocity with a continuously falling pressure as the flow moves 
from the entrance to the exit of the nozzle. The basic quality requirement is to get a uniform 
flow at the exit. The principal risk is the flow separation at the entrance and exit of the nozzle, 
because of the positive pressure gradient (the pressure increases, while the velocity decreases) 
along the wall at a strongly curved contour (figure 4.3) [26]. If either of the adverse gradients, 
at the beginning or the exit of the nozzle becomes severe enough for the boundary layer to 
separate, there will be degradation of the quality of the test section flow, an increase in the 
power required, and an increase in the acoustic noise. The nozzle section is critical to the flow 
quality in the test section; therefore, quite often models of contraction “cone” are built, to 
check them, before they are installed in the wind tunnel. Experience has shown that the radius 
of curvature should be less at the exit than at the entrance. The exit length of the nozzle (from 
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the wall inflection point to constant - area duct) is sensitive to the required length in the test 
section for a uniform velocity profile. Typical area ratios are in the range of 7 – 12, although 
lower and higher values are not uncommon. 
 
 
 
Figure 4.3. Zones with the higher risk of flow separation in the nozzle.  
 
With the above recommendations a value of 8 for the area ratio is taken (equation 4.1), 
because a sharp increment of the speed is unnecessary. For this area ratio the inlet section 
length (LI-NO) varies from 0.15 to 1.00 times the inlet radius (Ri), while the settling length of 
the test section (LSCts) varies from 1.5 to 0.5 times the exit radius (Re) (radiuses are taken as 
hydraulic radius). See figure 4.3. It is desirable to keep the length of the nozzle (LNO-Total) as 
small as possible, this length being defined as the sum of the settling chamber length (LSC) 
plus the nozzle (LNO) plus the settling length of the test section (LSCts) [21, 26] [figure 4.4 (a) 
and (b)]. Figure 4.5 shows the 3D layout of the wind tunnel designed for the author. 
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(a) 
 
(b) 
 
Figure 4.4. Principal geometrical parameters of the wind tunnel. (a) Lateral view, (b) Top 
view. 
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Figure 4.5.Wind tunnel layout and its principal parts. 
 
In the figure 4.5: 
 
A is the rounded inlet     E is the test section  
B is the settling chamber    F is the exit duct (usually the diffuser) 
C is the contraction “cone” or nozzle   G is the fan  
D is the settling length of the test section  b is the honeycomb (settling chamber) 
 
Once the area ratio has been selected, the other dimensions of the nozzle can be easily 
determined. 
( )
( )TSTS
SCSC
TS
SC
WH
WH
A
ARatioArea ×
×==     (4.1) 
 
Where ASC is the cross section area of the settling chamber and ATS is the cross section area of 
the test section, HSC and WSC are respectively the height and the width of the settling chamber. 
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Since Area ratio = 8 and ATS = 0.5 * 0.6 = 0.3 m2 (see 4.3.1 design of the test section) then 
ASC will be: 
24.23.08 mASC =×=  
For the settling chamber a rectangular cross-section has been chosen. It makes its construction 
easier than for a circular one, although for a wind tunnel with higher velocities it could lead to 
some difficulties because the presence of corners. These can produce secondary flows in the 
boundary layer stimulating separation. 
Taking the height of the settling chamber (HSC) as 1.4 m and with the value already obtained 
for ASC one can determine the width (WSC). See equation 4.2. 
SCSCSC WHA ×=         (4.2) 
24.24.1 mWA SCSC =×=    mWSC 7.1=  
Many empirical studies have shown that to keep the same width to height ratio in the test 
section and in the settling chamber will lead to a more uniform flow in the test section [21, 25, 
26]. In the test section the width to height ratio is WTS/HTS = 0.6 / 0.5 = 1.2 which is the same 
value than for the settling chamber WSC/HSC = 1.7 / 1.4 = 1.21. Hence, it proves that the value 
for the height was appropriated chosen. 
After the area and the dimensions of the cross section of the settling chamber have been fixed, 
the next step is to determine the entrance length of the nozzle (LI-NO). This length is defined as 
the distance between the beginning of the “cone” and the wall inflection point (XI). In the 
literature it is possible to find a number of recommendations with regard to this length. In this 
case the following one was applied: for an area ratio of 8, LI-NO should vary from 0.15 to 1.00 
times the inlet radius (Ri), while the test-section settling length (LSCts) varies from 1.5 to 0.5 of 
the exit radius (Re) [21]. These radiuses are the hydraulic radiuses in the inlet and outlet of the 
nozzle. See equation 4.3. 
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i P
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Where Ri is hydraulic radius at the inlet of the nozzle, ASC and PSC are the cross-section area 
and the wet perimeter of the settling chamber. See equation 4.4. 
( ) ( S )CSC WHscP ×+×= 22       (4.4) 
mscP 2.6=   Then   mmRi 8.0)387.0(22.6
4.22 ≈=⎟⎠
⎞⎜⎝
⎛=  
Taking 0.4 from the above recommended values, the inlet section length of the nozzle (LI-NO) 
is: 
mmRL iNOI 32.08.04.04.0 =×=×=−  
Finally, LI-NO was approximated to 0.333 m. As it was already mentioned, the inflection point 
(XI) is located at the end of the inlet section of the nozzle (LI-NO), therefore at 0.333 m from 
the beginning of the contraction “cone”. The inflection point is the place where the direction 
of the curvature of the nozzle walls changes. The length of the nozzle (LNO) will be 1.00 m. 
This length should be kept as small as possible because viscosity effect reduces the uniform 
flow core in the test section. 
 
4.3.3.1 The nozzle contours. 
 
A good nozzle contour leads to the control of the wall pressure gradients and in this way a 
very uniform flow can be obtained at the test section. Since the advent of the digital computer, 
it is possible to calculate the wall curvature of the contraction cone. In the past, the nozzle was 
designed purely experimentally or with empirically methods. Nowadays, there are different 
researches that provide useful methods to calculate the nozzle layout. Here, the method of 
Professor Byrkin, et al [27, 28, 29, 30] has been used. This method is quite accurate to design 
the nozzle layout avoiding the separation in the flow stream at the walls and is based on the 
solution of the equation of stream function (equation 4.5).  
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Where A, B, and C are coefficients depending of the value of the Mach number, ξ = x and  
η = 
)(xr
r
w
 
 
rW (x) is the contour curve of the nozzle walls. See figure 4.6. 
 
 
 
(a)     (b) 
 
Figure 4.6. Contour of the nozzle. (a) Lateral view, (b) top view. XI is the inflection point. 
 
Byrkin Method to calculate the nozzle layout coordinates 
An important requirement imposed to a nozzle is the absence of flow separation on the wall. 
The separation can occur at nozzle entry or exit, due to the positive pressure gradient along 
the strongly curved wall. Flow separation is undesirable, as it promotes the flow turbulence 
intensity increase. Lengthening of the nozzle is a way to decrease the velocity negative 
gradient (positive pressure gradient) on the nozzle wall. However this approach is 
unacceptable because the flow inviscid core reduction in the test section. The objective of the 
Byrkin method is to find a nozzle contour of finite length along the wall for which 
monotonous increase of velocity is realised without boundary layer separation. Basically this 
method considers that the second-order derivative of contour curve rW (x) should have the 
following form: 
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Where r”1(x) and r”2(x) are the second-order derivatives of the nozzle contour curve, α and β 
are positive constants and XI is the x coordinate of the inflection point. 
If one integrates the equations 4.5 and 4.6 will obtain the next two new expressions, which are 
the first-order derivatives of the nozzle contour curve: 
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Once again the resulting equations, 4.7 and 4.8, were integrated to obtain the nozzle contour 
curve expressions.  
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Equations 4.9 and 4.10 represent the coordinates of the walls of the nozzle. 
Now, if one applies the boundary conditions for the lateral and top view of the nozzle, all the 
space-coordinates of the contraction “cone” walls will be obtained. 
• Space-coordinates of the nozzle top and bottom walls 
Data: 
XI = 333 mm (Inflection point)   LNO = 1000 mm (Nozzle length) 
Boundary conditions: 
r1(0)lat = 700 mm r2(LNO)lat = 250 mm r’1(0)lat = 0 r’2(LNO)lat = 0 
In this case r1(x)lat and r2(x)lat represent the y-x plane of the nozzle. 
C2 is obtained evaluating equation 4.9 for r1(0)lat = 700 mm. 
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From equation 4.10, and since r2(LNO)lat = 250 mm, it is possible to obtain the relation 4.11. 
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4.12, an expression for C1, is obtained from equation 4.7 evaluated at r’1(0)lat = 0. 
1
0
0 cos CX
X
I
I
+
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛= ππα  
Design and construction of a low–speed wind tunnel for microelectronics applications 67
⎟⎠
⎞⎜⎝
⎛−= πα
IXC1          (4.12) 
Finally an expression for C3 (4.13) is deduced from equation 4.8 evaluated at r
’
2(LNO)lat = 0 
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If now one takes into account the continuity of the functions r1(0)lat and r2(LNO)lat it is possible 
to affirm that: 
( ) ( )latrlatr IXIX 21 =   and  ( ) ( )latrlatr IXIX 21 ′=′  
 
From the above shown relations two new expressions are obtained, 4.14 and 4.15. 
First  
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and second 
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From the expressions or relations 4.11, 4.12, 4.13, 4.14 and 4.15 it is possible to deduce the 
values of α, β and the integration constants for the top and bottom walls of the nozzle. 
α = 0.0042454 1/mm   β = 0.0021227 1/mm   C1 = -0.45 
C2 = 700 mm   C3 = -0.45   C4 = 700 mm 
As last step, the aforementioned constant values are substituted in the equations 4.9 and 4.10, 
which take the following form: 
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⎫
⎩⎨
⎧ −
⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛
−
−−−= ππ
xxxr lat  
333 <= x <= 1000         (4.17) 
 
Equations 4.16 and 4.17 allow obtaining the coordinates for the top and bottom nozzle walls. 
See figure 4.7. 
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• Space-coordinates of the nozzle lateral walls. 
Data: 
XI = 333 mm (Inflection point)   LNO = 1000 mm (Nozzle length) 
 
Boundary conditions: 
r1(0)top = 850 mm r2(LNO)top = 300 mm r’1(0)top = 0 r’2(LNO)top = 0 
In this case r1(x)top and r2(x)top represent the z-x plane of the nozzle. 
C2 is obtained evaluating equation 4.9 for r1(0)top = 850 mm. 
201
20
850 sin CCX
X
I
I
++⎟⎠
⎞⎜⎝
⎛
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛= ππα  
8502 =C  mm 
From equation 4.10, and since r2(LNO)top = 300 mm, it is possible to obtain the relation 4.18. 
( )
43
2
300 sin CLCXL
XL
XL
NO
NO
NO
NO I
I
I +×+⎭⎬
⎫
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⎧ −
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
−
−−= ππβ  
43300 CLC NO +×=        (4.18) 
4.19, an expression for C1, is obtained from equation 4.7 evaluated at r’1(0)top = 0. 
1
0
0 cos CX
X
I
I
+
⎭⎬
⎫
⎩⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛= ππα  
⎟⎠
⎞⎜⎝
⎛−= πα
IXC1          (4.19) 
4.3 Wind tunnel design 70 
Finally expression 4.20 for C3 is deduced from equation 4.8 evaluated at r
’
2(LNO)top = 0 
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XLNO
3        (4.20) 
 
Since, 
( ) ( )toprtopr IXIX 21 =   and  ( ) ( )toprtopr IXIX 21 ′=′  
two new expressions can be obtain, 4.21 and 4.22. 
 
First  
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4321 CXCCXC II +×=+×      (4.21) 
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and second 
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From the expressions or relations 4.18, 4.19, 4.20, 4.21 and 4.22 it is possible to deduce the 
values of α, β and the integration constants for the lateral walls of the nozzle. 
α = 0.00518816 1/mm   β = 0.00259021 1/mm   C1 = -0.55 
C2 = 850 mm   C3 = -0.55   C4 = 850 mm 
Substituting the above values in the equations 4.9 and 4.10, these ones take the following 
form: 
2333
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⎞⎜⎝
⎛
−
−−−= ππ
xxxr top  
333 <= x <= 1000         (4.24) 
 
Equations 4.23 and 4.24 allow obtaining the coordinates for lateral nozzle walls. See figure 
4.5. 
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Figure 4.7. y-x coordinates of the nozzle top and bottom walls. 
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Figure 4.8. z-x coordinates of the nozzle lateral walls. 
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4.3.4 Determination of the settling length of test section (LSCts) 
 
It is extremely recommended to introduce a constant area section after the nozzle, for the 
reason that this helps to achieve a steady flow at the entrance of the test section. See figure 
4.5. From the literature, this length should be 0.5 to 1.5 times the exit hydraulic radius of the 
nozzle (Re) [21, 26]. 
TS
TS
e P
AR 2=          (4.25) 
Where Re is hydraulic radius at the outlet of the nozzle, ATS and PTS are the cross-section area 
and the wet perimeter of the test section. See equation 4.26. 
PTS = (2 x HTS) + (2 x WTS)         (4.26) 
PTS = 2.2 m  Then  Re = 2(0.3 m2 / 2.2 m) = 2(0.136) m =0.272 m 
Taking 1.5 from the recommended values, the settling length of the test section (LSCts) is: 
LSCts = 1.5 x Re = 1.5 x 0.272 m = 0.408 m. 
Actually, to construct the wind tunnel the value of settling length of the test section was taken 
larger than the calculated LSCts (real LSCts = 0.46 m). The reason for that is that a long test 
section settling length helps to reduce the turbulence intensity. In a wind tunnel with a higher 
velocity it would not be possible to extend this length beyond the recommended values, due to 
the increment in the hydraulic losses. This limitation clearly does not apply to the design 
presented here. 
 
4.3.5 Design of the settling chamber, honeycomb and turbulence screens 
 
The dimensions of the settling chamber are determined from the dimensions of the test section 
and the area ratio between the test section and the settling chamber it self. Hence, the width 
and the height of the settling chamber have been already determined when the nozzle was 
designed. Now, it is only necessary to determine the settling chamber length LSC. 
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Usually the settling chamber length is taken as: 
LSC = 0.5 x DhSC
where DhSC is the hydraulic diameter of the settling chamber. 
 
iRDhSC ×= 4    mSCDh 6.1=    (See equation 4.3) 
where Ri is the hydraulic radius at the inlet of the nozzle. 
Then, LSC = 0.8 m  
For the same reason than for the settling length of the test section, the length of the settling 
chamber was taken larger than the calculated, LSC = 0.9 m.  
The entrance of the settling chamber is also the entrance of the wind tunnel. To reduce the 
hydraulic losses at this point, the inlet have been rounded. See figure 4.9. Table 4.1 shows the 
relation between the hydraulic losses (K) and the ratio R/HSC. R is the radius of the rounded 
inlet and HSC is the height of the settling chamber. 
 
Figure 4.9. The rounded inlet of the wind tunnel. View A shows the cross section of the 
honeycomb. 
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R/HSC 0.02 0.06 >= 0.15 
K 0.28 0.15 0.04 
 
Table 4.1. Relation between the ratio radius / height and the losses of a rounded inlet 
Taking into account the values from table 4.1, the ratio 15.0=
scH
R
 has been chosen for the 
inlet of the wind tunnel. HSC = 1.4 m and R = 0.21 m. 
 
4.3.5.1 The honeycomb 
 
The honeycombs are used to achieve a spatially uniform steady stream of air throughout the 
volume of the wind tunnel test section. The design parameters are the ratio of streamwise 
length to single – cell hydraulic diameter and the porosity or solidity. Due to the very low 
speed and since the loss in the honeycomb in a wind tunnel is usually less than 5 % of the 
total tunnel loss, the type of honeycomb to be used is not critical, and therefore, a common 
commercial honeycomb was chosen. 
The parameters of the Honeycomb installed in the wind tunnel are: 
 
Lh = 0.1 m dw = 0.0003 m  Wm = 0.018 m  βh = 0.97 
 
Where Lh is the honeycomb thickness in the flow direction, dw is the sheet thickness, Wm is 
the width of one mesh cell, and βh is the honeycomb porosity (figure 4.9) 
The honeycombs, while effective as flow straighteners, are not as effective as typical screens 
in smoothing non-uniformities in flow speed. For that reason, the use of turbulence screens is 
almost compulsory in the design of any wind tunnel. 
 
4.3.5.2 The turbulence screens 
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The number of turbulence screens varies a lot for different types of wind tunnels, and 
although there are a number of papers in the literature that give summaries of work on flow 
through screens, and other turbulence manipulators, this selection is still very empirical [30, 
31, 32]. The flow resistance of a wire screen is approximately proportional to the square of the 
speed. Consequently, the resistance in a flow that locally manifests different velocities is 
greater at the points of higher velocity than at the points of lower velocity while the final 
pressure drop is about the same for all stream filaments. This behaviour makes screens the 
perfect tool to reduce turbulence and irregularities in any flow. 
 
• Parameters of the screen 
 
The porosity is βs = 0.70 (Recommended value) [21] 
The wire diameter is dws = 2 mm 
( )21 wssws d ρβ ×−=   (4.27)  
ms
ws W
1=ρ   (4.28) 
where ρms is the mesh density and Wms is the width of one square mesh cell. 
 
From equation 4.27:      ρms = 0.08167 mm-1
 
Substituting the value of ρms in 4.28 one obtain:  Wms = 12.24 mm 
 
With the above-obtained parameters, one turbulence screen was installed in the settling 
chamber. See figure 4.10. 
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Figure 4.10. Dimensions of one square cell of the turbulence screen selected. 
 
4.3.6 The selection of the fan 
 
Since the losses through the wind tunnel can be neglected (in this case the honeycomb has the 
maximum hydraulics resistance). The following fan has been selected considering a security 
factor. 
 
Ebm ventilator. S4D450-AP01-01 
Maximum rpm: 1500 
5630 m3/h 
230/400 V 50/60 Hz 
0.48/0.53 A 
VIBO Belgium N.V. 
 
Before the fan was installed it had serious problems to deliverer a homogenous flow rate since 
the rotational speed of the electric motor was not constant. To solve this problem, a frequency 
regulator model VFD 818 was installed. This device controls the frequency of the electric 
input signal of the fan, keeping in this way constant the rotational speed. 
The fan selection concludes the design of the preliminary model of the wind tunnel. Figures 
4.11 and 4.12 show the dimensions of the designed model. 
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Figure 4.11. Principal dimensions of the designed wind tunnel. Lateral view. 
 
 
 
Figure 4.12. Principal dimensions of the designed wind tunnel. Top view. 
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4.4 Validation of the wind tunnel  
 
Once the preliminary model of the wind tunnel was designed and built, the next step was to 
control the quality of the flow in the test section. For an empty test section, the traditional 
view of the ideal flow outside the boundary layer is as follows. The velocity passing through 
each plane normal to the centreline should be uniformly parallel to the centreline and should 
have no variation with time, i.e., there is not up-flow (y) or cross-flow (x) and there is uniform 
turbulence. Since it is doubtful that such flow can be obtained in a wind tunnel, the question 
then becomes what flow quality is acceptable at a reasonable tunnel performance level and 
operating cost. Values for velocity variation across the test sections of general-purpose tunnels 
are often quoted in the range of 0.20 – 0.30 % of variation from average. This leads to 
dynamic pressure variation of 0.40 – 0.60%. The first requirement is “steady flow”, or 
sufficiently close to steady for the purposes of the facility. In general, unsteady flow is a result 
of flow separation at one or more locations. For tunnels intended to research on boundary 
layers and boundary layer transition, the streamwise values of the turbulence, which is usually 
the largest, must be kept sufficiently small. Values of about 0.05 % have been suggested. 
Tunnels used for developmental testing can have larger turbulence values, perhaps as high as 
0.5 % in the streamwise direction. However, there is no general agreement as to the required 
absolute value, and there are some who argue that the testing of terrestrial vehicles should be 
done in streams with turbulence levels of up to 1.0 % to 2.0 %. For a wind tunnel intended for 
use in electronics or microelectronics cooling applications, a value of turbulence intensity as 
large as 2% is considered acceptable by the author since this value is relative to a very small 
mean velocity. The turbulence intensity is defined as the ratio of the velocity standard 
deviation to the mean velocity. 
 
4.4.1 The test-section flow quality 
 
The distributions of the total and static pressure, and the flow velocity throughout the region 
occupied by the model have to be measured as the first step to validate the quality of the test 
section flow. The static pressure gradient along the test section must be known in order to 
make the necessary corrections. The variation of the dynamic pressure in the working range of 
the jet should be less than 0.50 % from the mean, which corresponds to a 0.25 % variation in 
velocity [21]. There are several minor adjustments that may be expected to improve a less 
than satisfactory speed distribution. There may be local flow separations that must be found 
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and corrected. Finally, screens may be added in the settling chamber of the tunnel with the 
spatial mesh densities varied so that they are denser in the sections that correspond to high–
velocity regions in the jet. The loss in energy ratio that they cause is quite small and is far 
outweighed by the improvement in testing conditions. 
Together with the measurements on the preliminary model of the wind tunnel, a numerical 
model of it has been simulated. In this way, it is possible to compare the results, and if the 
accuracy in the mathematical model is satisfactory, modifications or improvements that could 
be needed may be simulated. Thus, one avoids having to build new expensive models of the 
tunnel without the certainty that it will finally perform correct. 
 
4.4.1.1 Measurements on the preliminary model 
 
To make the measurements, non-invasive techniques are the best methods to get detailed 
information about flows in a wide variety of situations. These techniques do not depend on the 
properties of the flow medium and have the ability to obtain both temporal and spatial 
information. The possibility to make in – situ, non-contact measurements make them 
extremely attractive for flow measurements. In this case was used a Laser Doppler 
Velocimetry (LDV) technique. See appendix 1 for a description of the Laser Doppler 
Velocimetry technique. The diffraction of the laser beams, for a Plexiglas window with 12 
mm thickness, is 4 mm (see appendix 1). This small value of diffraction has not influence on 
the obtained results. Table 4.2 shows the velocity and turbulence values measured in the 
middle of the test section, at X = 0.0 m, Y = -0.25 to 0.25m and 400 rpm of the fan. 
 
Y (m)  
From the bottom to 
the top of the test 
section. 
Z (m) = .0 m 
Vx (m/s) 
Longitudinal 
Velocity 
Vy (m/s) 
Transversal Velocity 
Tx (%) 
Longitudinal 
Turbulence Intensity 
0.250 0 ------ ------ 
0.240 1.0113 ------ 10.563 
0.235 1.1365 ------ 4.927 
0.225 1.1803 -0.0145 2.225 
0.200 1.1854 -0.0252 1.929 
0.175 1.1877 -0.0093 1.933 
0.150 1.1885 -0.0149 1.856 
0.125 1.1867 -0.0108 1.830 
0.100 1.1867 -0.0180 1.843 
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0.075 1.1860 -0.0204 1.873 
0.050 1.1881 -0.0167 1.864 
0.025 1.1870 -0.0125 1.862 
0.000 1.1856 -0.0064 1.988 
-0.025 1.1860 -0.0330 1.999 
-0.050 1.1883 -0.0096 1.823 
-0.075 1.1874 -0.0489 1.862 
-0.100 1.1854 -0.0345 1.853 
-0.125 1.1835 -0.0251 1.890 
-0.150 1.1837 -0.0205 1.909 
-0.175 1.1808 -0.0165 2.318 
-0.200 1.1802 -0.0025 2.130 
-0.210 1.1770 -0.0053 2.301 
-0.235 1.0318 ------ 2.409 
-0.240 0.7283 ------ 10.068 
-0.245 0.6472 ------ 12.360 
-0.250 0 ------ ------ 
 
Table 4.2. Values of velocity and turbulence intensity measured in the middle of the test 
section, at Z = 0.0 m, Y = -0.25 to 0.25 m and 400 rpm of the fan 
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Figure 4.13. Longitudinal velocity profile in the middle of the test section, at Z = 0.0 m and 
400 rpm of the fan 
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Figure 4.14. Comparison between the longitudinal and transversal velocity profiles, at Z = 0.0 
m and 400 rpm of the fan 
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Figure 4.15. Longitudinal turbulence intensity profile, at Z = 0.0 m and 400 rpm of the fan 
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As can be observed in the table 4.2 and the figures 4.13, 4.14 and 4.15 the quality of the flow 
in the test section is quite satisfactory. The maximum velocity difference, in the area occupied 
by the model (Y = -0.150 to 0.150 m), is 0.4 % and the average value of the turbulence 
intensity is just 1.88 %. This performance is suitable for the electronic cooling tests for which 
the wind tunnel has been designed. Therefore, no other modifications are necessary and the 
wind tunnel can be considered ready for the experiments. Finally table 4.3 and figure 4.16 
show the variation of the longitudinal velocity (VX) and turbulence intensity (TX) at the 
central point of the test section with the rpm of the fan. The work range of the wind tunnel is 
from 0.6 m/s (200 rpm) and 2.09 % turbulence until 3.77 m/s (1500 rpm) and 0.98 % 
turbulence. 
 
Z = 0.0 m, Y = 0.0 m and X = 2.76 m 
rpm Vx (m/s) 
Longitudinal Velocity 
Vy (m/s) 
Transversal Velocity 
Tx (%) 
Longitudinal Turbulence 
Intensity 
200 0.6113 -0.0168 2.09 
300 0.9004 -0.0494 1.998 
400 1.1856 -0.0064 1.988 
500 1.4606 -0.0335 1.825 
800 2.2372 0.0338 1.794 
1000 2.7149 0.009 1.336 
1300 3.3798 -0.0124 1.183 
1500 3.7691 -0.0265 0.975 
 
Table 4.3. Work range of the wind tunnel. Variation of velocity and turbulence intensity with 
the rpm of the fan, measured in the central point of the test section 
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Figure 4.16. Variation of velocity and turbulence intensity with the rpm of the fan, measured 
in the central point of the test section. 
 
4.4.1.2 Numerical model of the wind tunnel 
 
To carry out the mathematical simulation the computational flow dynamic (CFD) software 
FLUENT was chosen. This numerical tool provides outstanding modelling capabilities for a 
wide range of incompressible and compressible, laminar and turbulent fluid flow problems 
combined with the ability to model transport phenomena as heat transfer in complex 
geometry. The numerical model was built and meshed using the software GAMBIT. See 
chapter 2, CFD calculations, and commercial software FLUENT. 
 
• Set of parameters and data of the Fluent numerical model for the wind tunnel 
 
Solver: Segregated   Formulation: Implicit  Time: Steady state 
Space: 3 dimensions model  Turbulence model: RNG k – ε 
Near wall treatment: Non-equilibrium wall functions 
Total number of cells in the model: 525 944 
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The grid was refined near the walls, as the non-equilibrium wall functions require. 
- Materials properties: [20] 
Fluid: incompressible air flow with density, ρ = 1.225 kg/m3 and viscosity, µ = 1.7897 x 10-5 
kg/m-s 
The honeycomb was treated as a porous zone, it is not the best solution, to represent the 
straightener effect of the honeycomb, but it was the only one that could be applied, since to 
simulate all the cells of the honeycomb would have make the model to big for the computer 
resources. The viscous and the inertial resistances are the input parameters for the porous 
zone. The first one is defined as the inverse of the permeability of the zone and the second one 
as a loss coefficient per unit length. The permeability was chosen as 0.98, a very high value as 
would correspond for a honeycomb. To determine the loss coefficient an expression for losses 
through honeycombs from the literature is used, see reference [21], page 91. Once the viscous 
and inertial resistances have been determined in the direction of the flow, one should 
introduce values of these coefficients for the others directions that at least are 1000 time 
bigger than in the flow direction. 
- Porous zone parameters: 
Direction vector 1: X (1), Y (0), Z (0). Direction vector 2: X (0), Y (1), Z (0). 
Direction vector 3: X (0), Y (0), Z (1) (Flow direction) 
 
Viscous resistance:      Inertial resistance: 
Direction 1: 1020 (1/m2)     Direction 1: 400 (1/m) 
Direction 2: 1020 (1/m2)    Direction 2: 400 (1/m) 
Direction 3: 1.02 (1/m2)    Direction 3: 0.40 (1/m) 
- Boundary conditions: 
Inlet: Velocity inlet 
Velocity specification method:  magnitude, normal to boundary. 
   Reference frame: absolute.  Velocity magnitude: 0.085 m/s. 
   Turbulence specification method: Intensity and Hydraulic diameter. 
   Turbulence intensity: 0.5 %.  Hydraulic diameter: 1.85 m*. 
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• The hydraulic diameter is based on the dimensions of the wind tunnel rounded inlet. 
Walls: 
Roughness height at the wall = 0 (smooth walls)   
Outlet: Outflow  
- Solutions controls:  Pressure: Standard. 
Momentum: First order upwind.  Pressure – velocity coupling: Simple. 
Turbulence kinetic energy (k) and turbulence dissipation rate (ε): First order upwind. 
With the aforementioned parameters the numerical simulations of the wind tunnel were 
carried out. The obtained results are shown in the figures 4.17, 4.18 and 4.19. 
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Figure 4.17. Longitudinal velocity profile in the middle of the test section, at X = 0.3 m 
(central point). Numerical simulation. 
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Figure 4.18. Comparison between the longitudinal and transversal velocity profiles, X = 0.3 m 
(central point). Numerical simulation. 
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Figure 4.19. Longitudinal turbulence intensity profile, at X = 0.3 m (central point). Numerical 
simulation. 
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The results are quite close to the measurements in the wind tunnel. The biggest error is in 
transversal velocity, which is almost double in the real wind tunnel than in the numerical 
model. See table 4.4. A source for this error can be the assumption of a flow perfectly normal 
to the inlet plane, in the mathematical simulation. This supposition does not correspond to the 
reality. The numerical model also lacks a proper simulation of the effect of the honeycomb 
and the turbulence screen on the flow stream. The honeycomb was simulated as a porous zone 
and the effect of the turbulence screen was not simulated at all. Since the turbulence screen 
was not taken into account, the value of the turbulence intensity at the velocity inlet was 
assumed smaller to compensate. It can be possible, with a more powerful computer, to 
simulate both elements in a more accurate way. Despite the differences between the numerical 
simulation and the measurements, this mathematical model is a very useful tool to simulate 
any future’s change in the layout of the wind tunnel, for example a new nozzle or a larger 
settling chamber. Given that the preliminary model of the wind tunnel does not need any 
modification or improvement, the design and construction of the wind tunnel can be 
considered complete. See figure 4.20. 
 
 
Average values in the test section from Y = -0.20 m to Y = 0.20 m, Z = 0.30 m and X = 2.76 m
 Mean value Difference (%) 
Longitudinal velocity Vx (m/s) 1.1857 ------- 
Longitudinal velocity Vx (m/s) 
(numerical simulation) 
1.2624 + 6.47  
Transversal velocity Vy (m/s) 0.0191 ------- 
Transversal velocity Vy (m/s) 
(numerical simulation) 
0.0110 - 42 .40  
Longitudinal turbulence intensity Tx (%) 1.9272 ------- 
Longitudinal turbulence intensity Tx (%) 
(numerical simulation) 
1.5659 - 18.75 
 
Table 4.4. Comparison between the mean values of velocity and turbulence intensity obtained 
from the measurements and the numerical simulation. 
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Figure 4.20. Picture of the wind tunnel after the validation process was finished. 
 
4.4 Validation of the wind tunnel 90 
 
5.1 Introduction 91 
 
Chapter 5 
 
Influence of the aerodynamic layout of cooling fins on the flow 
resistance and heat transfer in heat sinks 
 
 
5.1 Introduction 
 
With the increase of heat dissipation from microelectronic devices and the reduction of their 
dimensions, thermal management becomes a more and more important element of electronic 
product design. Nowadays the overall trend, in the microelectronic industry, is a continuous 
increase in power dissipation that will introduce new challenges for thermal engineers. Much 
interesting work, taking place within the laboratories, may cause a different way of thermal 
design in the electronics industry. Some of these new technologies hold a promise of freeing 
the industry from Moore’s law! However none of these technologies are commercially 
available today and they still need a lot of fundamental and applied research [33, 34, 35]. 
Therefore, for the moment, the most useful and extended cooling method is still the forced - 
convection cooling. Until now, thermal engineers have been mainly working on increasing the 
heat released from a heat sink to the ambient. This is mainly achieved by increasing the 
surface area that is in direct contact with the coolant and by increasing the coolant flow 
velocity. But, because of the rapid increase of heat dissipation, thermal engineers are facing 
new bottlenecks as: noise level limits, power consumption in portable equipment and size 
limits for desktop and portable equipment. In this chapter, the author presents a contribution 
to solve the above mentioned bottlenecks just by adapting the way of designing heat sinks for 
the electronic industry. 
 
5.2 New bottlenecks for thermal management in microelectronics 
 
5.2.1 Noise level limits 
 
Acoustic noise emission is one of several physical design issues addressed during the design 
of electronic equipment. Air-moving devices such as fans and blowers used for cooling in 
electronic systems invariably generate noise, which must be considered if people are exposed 
to the emitted noise. The amount of heat dissipated in electronic systems cooled by forced 
convection is directly proportional to volumetric flow rate. The flow rate, in turn, is directly 
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proportional to the rotational speed. For reference, a relatively quiet system will have a sound 
power value of 35-45 dB, whereas emission levels above 70 dB will result in local sound 
pressures that will be considered to be quite high, or even harmful (a vacuum cleaner might be 
near 70 dB).  
Given the heat dissipation trends, it would be conservative to say that the dissipation levels 
will grow by a factor of two in the next five-to-ten years. This results in a 15 dB rise in noise 
emission level. At the other extreme, a four-fold increase in dissipation would result in a 30 
dB rise in level. In general, system noise level increases of 10-30 dB would be problematic 
[36, 37]. First, the increased noise would adversely impact many people, and purchasers of the 
equipment could be expected to require manufactures to reduce noise emission. Second, many 
systems would no longer be in compliance with national and international noise emission 
requirements. If such a scenario unfolds, noise emission will become a primary design issue, 
and significant effort will be needed to prevent noise emission from becoming a limit on 
overall system performance.  
According to the German Institute of Quality Assurance the declared sound power level of the 
components, measured when idling and multiplied by 10, must not be more than 48 dB. In 
other conditions of operation (access to diskette or hard disk) the maximum value must not 
exceed 55 dB [37]. The multiplication by 10 aforementioned is required for the conversion 
from bels to decibels.  
 
5.2.2 Power consumption and size limits in portable equipment 
 
Portable electronic equipment is ready to shape the way we live, allowing people to generate, 
retrieve, acquire, and process data, music, and images anywhere and at any time. For 
commercial success, it is important to consider not only the processing power required, but 
also the needs of the user: how to carry, operate and use the equipment, how to determine its 
weight, size, shape, power consumption, noise emission, and overall behaviour. In the 
particular case of portable equipment the use of more powerful fans is very limited by the 
performance of the batteries and the space inside this equipment. Nowadays, portable 
computers are also cooled down by forced convection as their desktop counterparts. The 
introduction of a fan as well as other devices like: CD player, DVD player, etc have reduced a 
lot the battery life of portable computers, which limits significantly their performances. For 
example, a decade ago any notebook computer, with natural convection as cooling method, 
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could work for at least 4 hours with a battery of low power density (Nickel – Cadmium 
Battery). At the present time, with new high power density batteries (Lithium Ion Battery), it 
is difficult to find any laptop that can work beyond 2 hours and a half. Therefore, any solution 
that helps to reduce the size of the air-moving devices will be of considerable importance 
[38]. 
 
5.3 Aerodynamic cooling fins in forced convection cooling 
 
This research brings the attention into a more integral design of heat sinks; still, in nearly all 
heat spreader designs the effect of the geometry of the fins on the hydrodynamic efficiency is 
neglected. In most researches the incoming air velocity uo is used as a reference value. In 
order to compare various configurations, simulations are carried out in order to find the 
optimum situation. Nevertheless, when the same reference value uo is used for all the 
situations, wrong conclusions can be drawn. If a promoter is inserted in the flow channel, the 
local velocity at a heat dissipating component can be increased, resulting in a more efficient 
heat transfer (figure 5.1) [39]. However, one should not forget that the insertion of a promoter 
gives rise to a larger pressure drop. If the same incoming velocity uo has been used in both 
situations (with and without a promoter), the fan will have to produce more power due to the 
larger pressure drop.  
 
 
 
 
Figure 5.1. Two examples of promoters used in flow channels to improve the heat transfer 
ratio. 
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The same situation holds for surfaces, which are mechanically deformed in such a way that 
turbulence is increased. A higher turbulence, still assuming the inlet velocity being unaltered, 
will give rise to a better heat transfer but also to an increased pressure drop. In this study, not 
only the heat transfer but also the pressure drop is evaluated. It makes more sense to use the 
fan power (inlet flow x pressure drop) as a reference rather than the incoming velocity (u0). 
This is a quite unique approach as compared to other research when only the incoming 
velocity u0 is used as reference value and the pressure drop is not taken into account [3, 35, 
39, 40, 41]. The introduction of aerodynamic profiles for the cooling fins is seen by the author 
as a manner to increase the hydrodynamic efficiency of the heat sinks without affecting their 
thermal efficiency. 
 
5.3.1 Two dimensional numerical simulation 
 
The effect of the cooling fin shape was studied numerically. The flow and heat transfer were 
simulated in an elementary two-dimensional calculation domain that contains an elementary 
channel of the heat sink [3]. The calculation domain has a width D and a total length of 154.3 
mm. See figures 5.2, 5.3, 5.4 and 5.5. The dimensions of the computational domain upstream 
and downstream of the cooling fins are large enough so that the flow field around the cooling 
fins is not sensitive to further increases in their values. The incoming velocity uo and the inlet 
temperature To are assumed uniform in the plane x = 0. The walls of the cooling fins are 
smooth, impermeable, and without slip (u = v = 0). The temperature of the walls of the 
cooling fins Tw is uniform and constant. The mathematical simulations were carried out using 
the computational fluid dynamic software FLUENT, which solves the governing equations 
(equations 5.1, 5.2, 5.3) using a control-volume (face) based technique. The models were built 
and meshed using the GAMBIT software package of Fluent Inc (see chapter 2, FLUENT a 
reliable CFD commercial software).  
The equations that govern the conservation of mass, momentum and energy for an 
incompressible two dimension flow, with constant density and viscosity are [13, 14, 34, 42]: 
- The mass conservation equation (continuity)  
0=∂
∂+∂
∂
y
v
x
u
        (5.1) 
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Where u and v are the velocity components. 
- The momentum conservation equations (for a Newtonian fluid,
dy
duµτ =  see chapter 2) 
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Where ρ is the mass density, P is the fluid pressure and µ is the dynamic viscosity of the fluid. 
- The energy equation 
Neglecting the energy transfer due to viscous dissipation and chemical reactions or any other 
volumetric heat sources, the energy conservation equation is 
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Where k is the thermal conductivity and Cp is the specific heat. To neglect the viscous 
dissipation is certainly a reasonable assumption for the small flow velocities of the models 
 
5.3.1.1 Cooling fin geometries, model boundary conditions and Fluent parameters 
 
Four geometries of cooling fins were studied. Figure 5.2 shows a standard arrangement of 
rectangular fins. Figure 5.3 shows fins with an aerodynamic shape (airfoil shape). The 
purpose of this arrangement is to lower the aerodynamic drag. The cooling fin area is the 
same for both arrangements, so then it is possible to compare them in a fairly way. Figures 5.4 
and 5.5 show fins where the inlet edge or the inlet and outlet edges are rounded. Also, here the 
purpose is to lower the aerodynamic drag. For all the cooling fin geometries, the 
incompressible coolant fluid is air at 300 k and the cooling fin walls are isothermal. 
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Figure 5.2. Rectangular cooling fins model: T0 = 300 K, Tw = 423 K. 
 
 
 
Figure 5.3. Aerodynamic cooling fins model: T0 = 300 K, Tw = 423 K. 
 
 
 
Figure 5.4. Rounded inlet cooling fins model (Rounded I): T0 = 300 K, Tw = 423 K. 
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Figure 5.5. Rounded inlet-outlet cooling fins model (Rounded IO): T0 = 300 K, Tw = 423 K. 
 
For each of the cooling fin geometries, a number of flow conditions were studied. 
Geometrical parameters as width (D) and distance between fins (d) were varied. The incoming 
flow velocity was changed too. Tables 5.1 to 5.4 list the studied cases. The simulations are 
organised in four sets. In the first set, a comparison is made between the rectangular and the 
aerodynamic fins for a constant inlet velocity of 1 m/s. In the second set of simulations, for 
the arrangements with the best performance at inlet velocity of 1 m/s, the inlet velocity was 
varied. A similar study was then done for fins with rounded inlet and rounded inlet and outlet 
(third set and fourth set of simulations). See figures 5.2 to 5.5 and tables 5.1 to 5.4. 
 
 Rectangular model Aerodynamic model 
Case uo
(m/s) 
D 
(mm) 
d 
(mm) 
uo
(m/s) 
D 
(mm) 
d 
(mm) 
1 1.0 2.0 1.417 1.0 2.0 1.0 
2 1.0 3.0 2.417 1.0 3.0 2.0 
3 1.0 4.0 3.417 1.0 4.0 3.0 
4 1.0 5.0 4.417 1.0 5.0 4.0 
5 1.0 6.0 5.417 1.0 6.0 5.0 
 
Table 5.1 Parameters and boundaries conditions for the first set of simulations 
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 Rectangular model Aerodynamic model 
Case uo
(m/s) 
D 
(mm) 
d 
(mm) 
uo
(m/s) 
D 
(mm) 
d 
(mm) 
4-1 0.5 5.0 4.417 0.5 5.0 4.0 
4-2 1.0 5.0 4.417 1.0 5.0 4.0 
4-3 2.0 5.0 4.417 2.0 5.0 4.0 
4-4 3.0 5.0 4.417 3.0 5.0 4.0 
4-5 4.0 5.0 4.417 4.0 5.0 4.0 
4-6 5.0 5.0 4.417 5.0 5.0 4.0 
 
Table 5.2 Parameters and boundaries conditions for the second set of simulations 
 
 Rounded I Rounded IO 
Case uo
(m/s) 
D 
(mm) 
d 
(mm) 
uo
(m/s) 
D 
(mm) 
d 
(mm) 
1 1.0 2.0 1.417 1.0 2.0 1.417 
2 1.0 3.0 2.417 1.0 3.0 2.417 
3 1.0 4.0 3.417 1.0 4.0 3.417 
4 1.0 5.0 4.417 1.0 5.0 4.417 
5 1.0 6.0 5.417 1.0 6.0 5.417 
 
Table 5.3 Parameters and boundaries conditions for the third set of simulations 
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 Rectangular Rounded I Rounded IO 
Case uo
(m/s) 
D 
(mm) 
d 
(mm) 
uo
(m/s) 
D 
(mm) 
d 
(mm) 
uo
(m/s) 
D 
(mm) 
d 
(mm) 
3-1 1.0 4.0 3.417 1.0 4.0 3.417 1.0 4.0 3.417 
3-2 2.0 4.0 3.417 2.0 4.0 3.417 2.0 4.0 3.417 
3-3 4.0 4.0 3.417 4.0 4.0 3.417 4.0 4.0 3.417 
3-4 5.0 4.0 3.417 5.0 4.0 3.417 5.0 4.0 3.417 
 
Table 5.4 Parameters and boundaries conditions for the fourth set of simulations 
 
Special care was taken to select a non-uniform grid that is fine enough so that the calculated 
values of the surface heat flux (Q) and the pressure drop (∆p) are sufficiently insensitive to 
further grid refinements (table 5.5). 
 
Model uo 
(m/s) 
D 
(mm) 
Q 
(W/m) 
∆p 
(Pa) 
Total number of 
cells in the grid 
Aerodynamic, case 4 1.0 5.0 224.258 0.4642  33 938 
Aerodynamic, case 4 (refined grid) 1.0 5.0 224.259 0.4641  135 208 
Rectangular, case 4 1.0 5.0 226.644 0.4653  22 412 
Rectangular, case 4  (refined grid) 1.0 5.0 226.641 0.4653  89 648 
 
Table 5.5 Accuracy test: The effects of grid refinement on the numerical solution for overall 
pressure drop and total heat removed 
The Reynolds number, with d as the characteristic length, varies from 68.46 (uo = 1.0 m/s and 
d = 1.0 mm) to a maximum value of 1511.91 (uo = 5.0 m/s and d = 4.417 mm). The total 
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number of cells varies from 6992 (D = 2.0 mm) to 41176 (D = 6.0 mm). For all the cases the 
flow regime is laminar. For the aerodynamic profile, triangular cells were used for the grid 
between the cooling fins. This was done because of the impossibility of fixing, in this area, a 
quadrangle cell grid. See figures 5.6 and 5.7. 
 
 
Figure 5.6. The non-uniform grid used in the rectangular cooling fins model. 
 
 
Figure 5.7. The non-uniform grid used in the aerodynamic cooling fins model. 
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Set of parameters and data of the Fluent numerical model  
 
Solver: Segregated  Formulation: Implicit   Time: Steady state 
Space: 2 dimensions model    Turbulence model: Laminar 
Boundary conditions: 
Model Inlet: Mass-Flow inlet    Reference frame: absolute 
Mass-Flow specification method: Mass flow rate 
Direction specification method: Direction vector  X component of the flow direction: 1 
Y component of the flow direction: 0 
Z component of the flow direction: 0 
Walls: smooth walls 
The lateral walls upstream and downstream of the cooling fins have been defined as 
Symmetry walls. 
Model Outlet: Outflow  
- Solutions controls: 
Pressure: Standard.     Momentum: Second order upwind. 
Pressure – velocity coupling: Simple.  Energy: Second order upwind 
See chapter 2, “CFD, Fluent a reliable commercial software”, for a detailed explanation of the 
boundary conditions and parameters used in the numerical simulations. 
 
5.3.2 Results and discussion 
 
For each model, the total surface heat flux and the pressure drop caused by the flow resistance 
of the cooling fins were calculated. A non-dimensional variable, called quality factor “QF” 
(equation 5.4) was determined as the ratio of the heat removed “Q”, and the energy spent for 
the coolant flow going through the cooling fins “P”(equation 5.5). [14] Figures. 5.8 to 5.15 
and tables 5.6 and 5.9 show the results. [43, 44, 45, 46] 
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( ) 0uDDpp
QQF ×+∆=        (5.4) 
 
)(1 DppmP +∆′= ρ        (5.5) 
 
Where Q is the total heat removed by the cooling fins, P is the pumping power, ∆p is the 
pressure drop, ρ is the air density, Dp is the dynamic pressure at the inlet, m´ is the mass flow 
rate, D is the width at the inlet of the models, and uo is the inlet velocity. 
From the first set of simulations the following conclusion is obtained: for Reynolds numbers 
around 400 or smaller, the layout of the cooling fin has no influence on the flow resistance 
and the heat transfer. See figures 5.8 and 5.9 and table 5.6.  
 
First set of simulations Uo = 1 [m/s] (table 5.1)
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Figure 5.8. Effect of D (distance between the longitudinal axis of the cooling fins), on the 
total heat removed and pressure drop. Comparison between aerodynamic and rectangular 
models. First set of simulations. 
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Firts set of simulations Uo = 1 [m/s] (table 5.1)
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Figure 5.9. Effect of D (distance between the longitudinal axis of the cooling fins), on power 
input and the dimensionless quality factor “QF”. Comparison between aerodynamic and 
rectangular models. First set of simulations. 
 
This is caused by the fact that the boundary layers on the surfaces are so thick that a change in 
the surface layout cannot cause any significant change in the boundary layer itself. It means 
that, for such small values of the Reynolds number, it is useless to give any aerodynamic 
shape to the cooling fins. 
To check how far the previous conclusion is valid, a second set of simulations was carried out 
(table 5.7). For this second set the case 4 (D = 5 mm) was taken, which had the best 
performance for 1 m/s, and the simulations were repeated for higher velocity values. It is 
important to remark that, in this study the layouts with the maximum value of “QF” are taken 
as the layout with the best performances. With the new results it is possible to conclude that, 
when the Reynolds number becomes as big as 800 the aerodynamic layout model starts to 
offer better performance. The static pressure drop is between 14 and 17 % smaller for the 
aerodynamic case, while the total heat removed remains approximately the same. The 
pumping power of the fan becomes also 3.5 % smaller (figures 5.10 and 5.11).  
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Second set of simulations D = 5 [mm] (table 5.2)
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Figure 5.10. Effects of u0 (incoming flow velocity), on total heat removed and pressure drop. 
Comparison between aerodynamic and rectangular models. Second set of simulations. 
Second set of simulations D = 5 [mm] (table 5.2)
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Figure 5.11. Effects of u0 (incoming flow velocity), on the quality factor “QF”. Comparison 
between aerodynamic and rectangular models. Second set of simulations. 
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This means that the ratio between the heat removed and the energy spent for the coolant flow 
going through the cooling fins is much more favourable for the case of an aerodynamic 
profile. It is important to observe that the efficiency of a heat sink, from the point of view of 
the ratio between the heat removed and the energy spent, drops dramatically with the increase 
of the incoming flow velocity. Nevertheless, one should not forget that the most important 
target of the thermal management is to maximise the heat transfer flux, and this is mainly 
achieved by the increase of the velocity of the coolant fluid and the surface area. Therefore, 
being impossible to reduce the velocities, the efforts should be focused into the reduction of 
the flow resistance of the heat sink. The final conclusion is that for higher flow velocities, it 
becomes worthwhile to give an aerodynamic shape to the cooling fins. 
 
After these two sets of simulations and, once was clear that aerodynamic profiles have 
advantages for high velocity flows (3 m/s - 4 m/s), two others sets of simulations were carried 
out with two new different profiles (figures 5.4 and 5.5). In this case the cooling fins have: for 
the model Rounded I, a rounded inlet and for the model Rounded IO, a rounded inlet and 
outlet. The interest on these two new profiles comes from the fact that they would be much 
easier to implement in a future production process due to their simpler layout. The obtained 
results were similar to those from the first two sets of simulations, with slight improvements 
for the Reynolds numbers smaller than 400 and significant improvements when the Reynolds 
number becomes as big as 800. The reduction in the pressure drop was up 12 % See figures 
5.12 to 5.15 and tables 5.8 and 5.9 For the power input, the improvement in performance for 5 
m/s of the profile with rounded inlet with regard to the rectangular profile is 3.4 % and, for the 
profile with rounded inlet and outlet is 2.4 % (table 5.9). Therefore it is clear that the profile 
with a rounded inlet is more efficient than the profile with rounded inlet and outlet. 
 
The cause of that advantage can be explained by the difference between the velocity fields of 
the models. This difference is mainly produced by the slight flow separation that occurs at the 
outlet of model Rounded IO. Figure 5.16 shows the flow separation effect on the velocity 
distribution of model Rounded IO.  
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Third set of simulations Uo = 1 [m/s] (table 5.3)
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Figure 5.12. Effects of D (distance between the longitudinal axis of the cooling fins), on the 
total heat removed and pressure drop. Comparison between two rounded models (sort of 
aerodynamic profiles), and rectangular model. Third set of simulations. 
 
Third set of simulations Uo = 1 [m/s] (table 5.3)
20000
23000
26000
29000
32000
35000
38000
41000
44000
47000
2 3 4 5
D [mm]
Q
ua
lit
y 
fa
ct
or
 (Q
F)
6
Rounded I    (1-5)
Rounded IO  (1-5)
Rectangular (1-5)
 
Figure 5.13. Effects of D (distance between the longitudinal axis of the cooling fins), on the 
quality factor “QF”. Comparison between two rounded models (sort of aerodynamic profiles), 
and rectangular model. Third set of simulations. 
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Fourth set of simulations D = 4 [mm] (table 5.4)
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Figure 5.14. Effects of u0 (incoming flow velocity), on total heat removed and pressure drop. 
Comparison between two rounded models (sort of aerodynamic profiles), and rectangular 
model. Fourth set of simulations. 
Fourth set of simulations D = 4 [mm] (table 5.4)
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Figure 5.15. Effects of u0 (incoming flow velocity), on the quality factor “QF”. Comparison 
between two rounded models (sort of aerodynamic profiles), and rectangular model. Fourth 
set of simulations. 
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D = 4 mm, Uo = 4 m/s
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Figure 5.16. Flow separation effect on the velocity distribution of model Rounded IO. 
Between 0.06 and 0.075 m the velocity ceases dropping (encircled area) due to the flow 
separation. As a consequence the static pressure recovery is lower than in the Rounded I 
model. The velocity is plotted along the central line between the fins, Y = 0.002 m. 
 
By comparing the performance of the aerodynamic cooling fin with the better of the two 
rounded cooling fins, one observes that, for Reynolds numbers around 400 or smaller, the 
rounded model has a slightly better performance, but it can be a consequence of the non-
optimised aerodynamic profile used (tables 5.6 and 5.8). In the aerodynamic profile the 
maximum velocity is reached at the beginning of the fins, due to the sharp acceleration caused 
by the airfoil layout (presence of an obstruction). Observed, that for the airfoil layout the 
space between the fins is not constant like in the other layouts. It brings as a consequence an 
increase in the pressure drop. Figure 5.17 shows the difference between the velocity profiles 
for the models Aerodynamic and Rounded I. The more gradual increase in velocity for the 
Rounded I model is beneficial to reduce the flow resistance of the cooling fins. This leads to a 
somewhat better performance of Rounded I model over the Aerodynamic model. As a final 
conclusion about the studied profiles, the profile with the rounded inlet performs the best. 
Taking into account manufacturing aspects, it is clear that the practical optimum is the profile 
with the rounded inlet.  
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Rounded I D = 4 mm Uo = 1 m/s
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Aerodynamic D = 4 mm Uo = 1 m/s
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Figure 5.17. Velocity profiles for the models: (a) Rounded I, (b) aerodynamic. The velocity 
distribution along the Rounded I model leads to a lower flow resistance. The velocity is 
plotted along the central line between the fins, Y = 0.002 m. 
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Case Rectangular model Aerodynamic model 
 Re  Q  
[W/m]
∆p 
[Pa] 
P 
[W/m]
QF Re Q  
[W/m] 
∆p 
[Pa] 
P 
[W/m] 
QF 
1 97 255.7 5.178 0.0116 22078 68 263.5 7.168 0.0156 16931
2 165 254.3 1.757 0.0071 35772 137 257.5 1.876 0.0075 34501
3 234 237.6 0.797 0.0056 42124 205 237.7 0.837 0.0058 41007
4 302 226.6 0.465 0.0054 42087 274 224.3 0.464 0.0054 41684
5 371 219.6 0.306 0.0055 39876 342 215.8 0.301 0.0055 39399
 
Table 5.6 Values of total surface heat flux (Q), pressure drop (∆p), pumping power (P) and 
the quality factor (QF) obtained with the numerical simulation and the analytical expressions 
for the first set of simulations. (Re- Reynolds number) 
 
Case Rectangular model Aerodynamic model 
 Re  Q  
[W/m]
∆p 
[Pa] 
P 
[W/m] 
QF Re Q  
[W/m]
∆p 
[Pa] 
P 
[W/m] 
QF 
4-1 151 171.2 0.223 0.00094 182128 137 169.1 0.233 0.00097 175202 
4-2 302 226.6 0.465 0.00539 42087 274 224.3 0.464 0.00538 41684 
4-3 605 301.4 1.057 0.03507 8595 548 300.5 0.980 0.03430 8760 
4-4 907 356.9 1.831 0.11015 3240 821 358.3 1.574 0.10629 3371 
4-5 1209 402.4 2.764 0.25128 1601 1095 406.7 2.321 0.24242 1678 
4-6 1512 442.5 3.894 0.48015 922 1369 449.3 3.194 0.46265 971 
 
Table 5.7 Values of total surface heat flux (Q), pressure drop (∆p), pumping power (P) and 
the quality factor (QF) obtained with the numerical simulation and the analytical expressions 
for the second set of simulations. (Re- Reynolds number) 
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Case Rounded I Rounded IO 
 Re Q 
[W/m] 
∆p 
[Pa] 
P 
[W/m] 
QF Re Q 
[W/m]
∆p 
[Pa] 
P 
[W/m] 
QF 
1 97 258.2 5.492 0.0122 21146 97 256.2 5.258 0.0117 21820 
2 165 258.1 1.66 0.0068 37860 165 255.1 1.659 0.0068 37450 
3 234 241.1 0.769 0.0055 43650 234 239.3 0.783 0.0056 42880 
4 302 224.2 0.457 0.0053 41940 302 224.6 0.443 0.0053 42580 
5 371 221.5 0.305 0.0055 40250 371 217.1 0.298 0.0055 39740 
 
 
Case Rectangular 
 Re  Q  
[W/m]
∆p 
[Pa] 
P 
[W/m] 
QF 
1 97 251.7 5.178 0.0116 21733
2 165 254.3 1.757 0.0071 35772
3 234 237.6 0.797 0.0056 42124
4 302 226.6 0.465 0.0054 42087
5 371 219.6 0.306 0.0055 39877
 
Table 5.8 Values of total surface heat flux (Q), pressure drop (∆p), pumping power (P) and 
the quality factor (QF) obtained with the numerical simulation and the analytical expressions 
for the third set of simulations. (Re- Reynolds number) 
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Case Rounded I Rounded IO 
 Re  Q  
[W/m]
∆p 
[Pa] 
P 
[W/m] 
QF Re Q  
[W/m] 
∆p 
[Pa] 
P 
[W/m] 
QF 
3-1 234 241.1 0.769 0.0055 43651 234 239.3 0.783 0.0056 42884
3-2 468 320.1 1.585 0.0323 9916 468 318.9 1.720 0.0334 9559 
3-3 936 427.7 3.850 0.2184 1958 936 428.8 4.071 0.2219 1932 
3-4 1170 469.7 5.307 0.4124 1139 1170 473.0 5.524 0.4167 1135 
 
 
Case Rectangular 
 Re  Q  
[W/m]
∆p 
[Pa] 
P 
[W/m] 
QF 
3-1 234 237.6 0.797 0.0056 42154
3-2 468 313.9 1.720 0.0334 9410 
3-3 936 417.0 4.371 0.2267 1840 
3-4 1170 456.8 6.031 0.4269 1070 
 
Table 5.9 Values of total surface heat flux (Q), pressure drop (∆p), pumping power (P) and 
the quality factor (QF) obtained with the numerical simulation and the analytical expressions 
for the fourth set of simulations. (Re- Reynolds number) 
It is not possible, due to space constrains, to present here all the results obtained from the 
mathematical simulation, but it can be interesting, as a manner of summary, to show some 
other graphics and pictures. Note that the gradients of the static pressure and the velocity, 
normal to the outlet of the calculation domain, are equal or very close to zero. This is a 
condition to be satisfied for the flow if the outflow boundary condition is used at the outlet of 
the model. See figures 5.18 to 5.22. 
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Rounded I case 3-4 (table 5.4)
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Figure 5.18. Static pressure profile. Rounded I model, case 3-4, D = 4 mm and u0 = 5 m/s. The 
static pressure is plotted along the central line between the fins, Y = 0.002 m. 
 
 
Rectangular case 3-3 (table 5.4)
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Figure 5.19. Static pressure profile. Rectangular model, case 3-3, D = 4 mm and u0 = 4 m/s. 
The static pressure is plotted along the central line between the fins, Y = 0.002 m. 
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Rounded I case 3-3 (table 5.4)
4
4.25
4.5
4.75
5
5.25
5.5
5.75
6
6.25
6.5
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16
X (m)
Ve
lo
ci
ty
 m
ag
ni
tu
de
 (m
/s
)
X
Y
cooling fin
 
Figure 5.20. Total velocity profile. Rounded I model, case 3-3, D = 4 mm and u0 = 4 m/s. The 
velocity is plotted along the central line between the fins, Y = 0.002 m. 
 
 
Figure 5.21. Total velocity distribution. Rectangular model, case 3, D = 4 mm and u0 = 1 m/s 
(table 5.1). 
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Figure 5.22. Static temperature distribution. Aerodynamic model, case 3, D = 4 mm and u0 = 
1 m/s (table 5.1) 
 
5.4 Influence of the incoming velocity approach angle on the heat transfer 
and flow resistance in heat sinks 
 
For all the simulations carried out in the section 5.3 the flow was assumed to be perfectly 
perpendicular to inlet boundary of the models. I.e. the y component of the velocity equals 
zero. However, very often in several electronic equipments, due to manufacture restrictions, 
the cooling fluid flow approaches the heat sink under certain angle. There are also a number 
of experimental studies which indicate an improvement of the heat transfer in cooling 
channels into which the air enters obliquely [41]. Consequently, a study of the influence of the 
attack angle on the heat transfer and the flow resistance has a significant importance. In this 
way, one strengthens the previously obtained conclusions.  
To realise the new simulations the models of the cooling fins already used in the section 5.3 
were adjusted. Basically, all the boundary conditions remained the same except the lateral 
walls upstream and downstream of the cooling fins and the inlet of the models. The lateral 
walls were assumed as periodic boundaries and not as symmetry walls and the inlet was set as 
a velocity inlet boundary instead of mass-flow inlet (see chapter 2). In this way, it was 
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possible to simulate the effect of the incoming velocity angle of attack, since at the periodic 
boundaries the Y component of the velocity is not zero as in the symmetry boundaries. See 
figure 5.23. 
 
 
 
Figure 5.23. New boundary conditions to simulate the influence of the incoming velocity 
approach angle. Rectangular cooling fins model. 
 
The simulations were realised for three different angles, D = 4 mm and total velocity u0 = 4 
m/s. The next table shows the studied different cases. 
 
 Rectangular model Rounded I model 
Case θ  
(o) 
D 
(mm) 
uo
(m/s) 
θ 
(o) 
D 
(mm) 
uo
(m/s) 
A-1 (3-3) 0 4.0 4.0 0 4.0 4.0 
A-2 10 4.0 4.0 10 4.0 4.0 
A-3 20 4.0 4.0 20 4.0 4.0 
A-4 30 4.0 4.0 30 4.0 4.0 
 
Table 5.10 Parameters and boundaries conditions for the attack angle simulation 
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From the results obtained, it is possible to conclude that the increment of the approach angle 
of the incoming velocity (uo) does not introduce any improvement in the thermal efficiency of 
the heat sink. See table 5.11. On the contrary, the heat transfer is slightly affected by a non-
uniform velocity distribution between the fins. When the flow reaches the fins with an angle 
different from zero, a recirculation and a flow separation on the bottom wall is observed 
(figure 5.24.). 
 
 
 
Figure 5.24. Total velocity distribution for the case rectangular A-4, θ = 30o. On the figure it 
is possible to observe the negative influence of the attack angle of flow velocity distribution. 
 
From the surface heat transfer profiles along the top and the bottom walls, we see that the heat 
transfer is much lower at the beginning of the bottom wall than at the beginning of the top 
wall. This difference is not perceived for an approach angle equal to zero (figure 5.25 (a) and 
(b)). Therefore, one can conclude that from the point of view of thermal efficiency the best 
scenario is an incoming flow angle as close to zero as possible.  
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Rectangular case A-4 (table 5.10, figure 5.23)
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Rectangular case A-1 (3-3) (table 5.10, figure 5.23)
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(b) 
Figure 5.25. Surface heat transfer distribution along the fins: (a) case rectangular A-4 and θ = 
30o (b) case rectangular A-1 and θ = 0o. On the figure it is possible to observe the negative 
influence of the attack angle on Surface heat transfer distribution. 
 
5.4 Influence of the incoming velocity approach angle on the heat transfer and flow resistance in heat sinks 119
This statement can give the impression of being contradictory with the experimental 
measurements [41] which predict an improvement of the heat transfer up to 10 % in cooling 
channels, but it is not, given that: first, in those experiments the cooling channel was 1 m long 
which is 29 times longer than our cooling fins, second, the distance between the walls was 58 
mm for a value of 3.4 mm (d) [see tables 5.4 and 5.10].in our simulations, and third, the flow 
velocity in our models is 4 m/s compared to 10 m/s in the experiments. Actually, the flow 
separation at the beginning of the conduit is also perceived in those experimental 
measurements, but its negative effect is compensated by an increment of the heat transfer 
along the rest of the channel. See figure 5.26. In the figure beneath, EXT represents what in 
our models is the top-wall, INT represents the bottom-wall and SYM represent both, top and 
bottom wall but for θ = 0o. St is the Stanton number, a dimensionless convection heat transfer 
coefficient.  
 
PrRe0 ×
=××=
u
p
N
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hSt ρ  
 
 
 
Figure 5.26. Local Stanton number distribution along the cooling channel. Note the negative 
effect in the heat transfer distribution at the beginning of the bottom-wall. Figure scanned 
from M. Jicha et al [41] 
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With regard to the flow resistance a reduction in the pressure drop has been noticed, which 
can be seen as a positive consequence. The reason for this decrease can be found in the 
velocity distribution between the fins. From the comparison of the velocity profiles of all the 
cases, it is clear that with an increase in the approach angle the maximum value of the local 
velocity between the fins drops significantly. Also, the position of the peak of maximum 
velocity changes from the end of the fins to the beginning of them [figures 5.27 (a, b) and 
5.28 (a, b)]. 
Rectangular case  A-1 (3-3) (table  5.10, figure  5.23)
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Rectangular case A-3 (table 5.10, figure 5.23)
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(b) 
Figure 5.27. Velocity profiles along the central line between the fins, Y = 0.002 m. (a) Case 
A-1, θ = 0o, (b) case A-3, θ = 20o. Note the reduction in the maximum value of the local 
velocity and the change in its position. 
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Rectangular case A-1 (3-3) (table 5.10, figure 5.23)
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Rectangular case A-3 (table 5.10, figure 5.23)
-16
-14
-12
-10
-8
-6
-4
-2
0
0.02 0.025 0.03 0.035 0.04 0.045 0.05 0.055 0.06
X (m)
St
at
ic
 p
re
ss
ur
e 
(P
a)
Y
X
cooling fin
 
(b) 
Figure 5.28. Static pressure profiles along the central line between the fins, Y = 0.002 m. (a) 
Case A-1, θ = 0o, (b) case A-3, θ = 20o. Note the reduction in the maximum pressure drop 
value. 
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It is clear that the smaller value of the local velocity, being positive to reduce the pressure 
drop through the fins, is negative for the heat transfer. Therefore, looking to the quality factor 
“QF”, for a more integral analysis, one arrives to a different deduction. In fact the reduction in 
the heat transfer is more profound than the reduction of the pressure drop, consequently the 
value of “QF” drops somewhat with an increase of the incoming velocity attack angle. As the 
final conclusion one can say that neither improvement of the thermal efficiency nor of the 
quality factor is achieved by introducing an incoming flow angle of attack different from zero. 
Additionally, it is important to note that also for different attack angles the rounded cooling 
fins have a better performance than the rectangular one with regard to the quality factor (table 
5.12). 
 
 Rectangular 
model 
 Rounded I 
model 
 Rectangular 
model 
 Rounded I 
model 
 
θ 
(o) 
Q  
(W/m) 
% Q  
(W/m) 
% ∆p 
[Pa] 
% ∆p 
[Pa] 
% 
0 417.00 0 427.70 0 4.37 0 3.85 0 
10 413.70 -0.79 419.20 -1.99 4.26 -2.52 3.77 -2.08 
20 407.86 -2.19 412.40 -3.58 4.14 -5.26 3.66 -4.94 
30 400.80 -3.88 401.10 -6.22 4.03 -7.78 3.45 -10.39
         
 Rectangular 
model 
 Rounded I 
model 
     
θ 
(o) 
QF % QF %     
0 1839.45 0 1958.42 0     
10 1838.82 -0.03 1930.73 -1.42     
20 1828.64 -0.59 1914.98 -2.22     
30 1811.28 -1.53 1891.93 -3.40     
 
Table 5.11 Values of total surface heat flux (Q), pressure drop (∆p), and the quality factor 
(QF) obtained with the numerical simulation and the analytical expressions for the different 
values of the incoming flow angle (θ). Comparison with θ = 0 being the reference value (0%). 
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 Rectangular 
model 
Rounded I 
model 
 Rectangular 
model 
Rounded I 
model 
 
θ 
(o) 
QF QF % ∆p 
[Pa] 
∆p 
[Pa] 
% 
0 1839.45 1958.42 +6.46 4.37 3.85 -11.89 
10 1838.82 1930.73 +5.00 4.26 3.77 -11.50 
20 1828.64 1914.98 +4.72 4.14 3.66 -11.59 
30 1811.28 1891.93 +4.45 4.03 3.45 -14.39 
 
Table 5.12 Comparison between the Rectangular and Rounded I models with regard to 
pressure drop (∆p), and the quality factor (QF) for the different values of the incoming flow 
angle (θ). The reference value is the rectangular model. 
 
5.5 Conclusions 
 
Due to the new bottlenecks that face the thermal engineers, being the most important, the 
noise level limits, power consumption in portable equipment, and size limits for desktop and 
portable equipment, and because of the increase in heat dissipation from microelectronic 
devices, the manner in which the thermal design of cooling fins is carried out has to be 
adapted. The mean target is still to obtain the maximum overall thermal conductance, but the 
reduction of the flow resistance has to become very important too. In this chapter the author 
has not only evaluated the heat transfer but also the pressure drop. In his view, it makes more 
sense to use the fan power (inlet flow x pressure drop) as a reference rather than the inlet 
velocity. This is a quite unique approach as compared to other research when only the inlet 
velocity u0 is used as reference value and the pressure drop is not taken into account. The 
study is done numerically using the computational fluid dynamic software FLUENT. 
It appeared through the results presented in this chapter that if the Reynolds number, based on 
the spacing between the cooling fins, is greater or equal than about 800, the reduction of the 
flow resistance can be achieved by the use of aerodynamic profiles for the cooling fins 
without affecting the value of the removed heat. Therefore, the ratio between the heat 
removed and the energy spent for the coolant flow going through the cooling fins (Quality 
Factor “QF”) is larger for an aerodynamically optimised layout than in a standard one. As a 
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practical optimum, a cooling fin with a rounded leading edge is suggested. For very small 
Reynolds numbers around 100 or less, it is useless to introduce any type of aerodynamic 
layout because the boundary layers on the surfaces are so thick, that a change in the surface 
layout cannot cause any significant change in the boundary layer itself. The reduction of the 
flow resistance would permit the use of lighter fans without affecting the heat removed by the 
coolant, bringing as positive consequence a reduction in noise level, power consumption and 
fan size. The above given conclusions are valid for any type of heat sink where the flow is 
parallel to the fins and the fins are not longer than 35 mm.  
A second important study carried out in this chapter is the influence of the approach angle of 
the incoming velocity (uo) on the heat transfer and the flow resistance in heat sinks. This is an 
essential analysis since in many cases the flow is not perfect parallel to the fins and it enters 
obliquely into the cooling channels. From the results obtained with the numerical simulations 
it is possible to conclude that no improvement can be expected on the value of the quality 
factor “QF” through the increment of the flow angle of attack. A higher value of this angle 
produces a reduction in the heat transfer which is deeper than the reduction of the pressure 
drop, consequently the value of “QF” will drop. The advantages of an aerodynamic layout of 
the cooling fins are also present for an inclined flow. 
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Chapter 6 
 
Staggered heat sinks, advantages and disadvantages 
 
 
6.1 Introduction 
 
In the previous chapter were mentioned a group of important bottlenecks which have 
transformed the thermal management in an even more crucial aspect of the microelectronics 
design. In that chapter, the introduction of aerodynamic layouts for the cooling fins of heat 
sinks is presented as a practical and effective method to reduce the flow resistance without 
affecting the heat transfer. This solution, being a very novel approach to the design of heat 
sinks, has clearly a great impact on some of the bottlenecks (noise emission, power 
consumption, etc) but does not introduce any improvement in the thermal resistance of the 
heat sinks. Hence, in this chapter the author presents a comparison between a traditional heat 
sink with rectangular fins, and a heat sink with staggered fins. The objective is to prove the 
advantages of the staggered arrangement compared to the traditional one. Being consequent 
with the statements of the previous chapter, an important feature of the study is that the 
comparison between the two arrangements was carried out in an integral manner, looking 
beyond obtaining maximum heat transfer flux. Attention was also given to achieving it with 
minimum flow resistance and heat sink mass. Several recent studies have shown that such 
“thermo-economic” perspective can also achieve significant improvements in cost–effective 
heat sink design. There are many technologies that, being very effective to maximise the 
thermal conductance in microelectronic packages, have very low cost–effectiveness rates 
which make them non–commercial attractive [1]. 
There are already a number of authors that have presented papers about staggered cooling 
fins, like the works of Soodphakdee [47, 48], Wirtz [49], Zhang [50] or Sathyamurthy et al 
[51]. The study of Soodphakdee shows that the staggered configuration has a better heat 
transfer performance than the in-line configuration, but is poor in hydraulic performance. The 
parallel plate configuration had a very poor heat transfer performance. Wirtz and Colban 
found that staggered arrays exhibit higher element heat transfer coefficients and friction 
factors than in-line arrays at a given flow rate. They did not vary the element or channel 
geometry, and thus the effect of these parameters on their results is not known. In-line and 
staggered parallel-plate arrays were also investigated, both numerically and experimentally, 
               Staggered heat sinks, advantages and disadvantages 126
by Sathyamurthy et al [51]. They obtained a good agreement between their numerical results 
and experiments and the results illustrated that the thermal performance of the staggered fin 
configuration was better than the planar fin configuration over the power and flow ranges 
examined. This enhanced thermal performance, however, was realized at the expense of an 
additional pressure drop. All these researches brought more attention into a more integral 
design of heat sinks, but still in most studies the effects of the geometry of the fins on the 
hydrodynamic efficiency are neglected.  
 
6.2 Two dimension numerical simulation 
 
The comparison between the two different models of heat sink was made numerically with the 
aid of the computational fluid dynamic software Fluent. The models were built and meshed 
using the Gambit software package of Fluent Inc (see chapter 2, FLUENT a reliable CFD 
commercial software). The flow field and heat transfer flux were simulated in an elementary 
two-dimensional calculation domain that contains one single channel of the heat sink. [3] The 
calculation domain has a width D and a total length 154.3 mm. The dimensions of the 
computational domain upstream and downstream of the cooling fins are large enough so that 
the flow field around the cooling fins is not sensitive to further increase of their values. The 
inlet velocity uo and the inlet temperature To are assumed uniform in the plane x = 0. The 
walls of the cooling fins are smooth, impermeable, and have no slip (u = v = 0). The 
temperature at the walls of the cooling fins Tw is uniform and constant. See figure 6.1. 
 
6.2.1 Cooling fins arrangements  
 
Figure 6.1 shows a traditional arrangement of rectangular cooling fins. For the studied cases, 
the thickness of the fins has been taken to be 0.583 mm and the length 34.3 mm. These are 
common dimensions in commercially available heat sinks. Figure 6.2 shows a staggered 
arrangement (model A) where the fins have been split in two halves with respect to the 
arrangement of figure 6.1. Enhanced heat transfer is expected here due to regeneration of the 
boundary layers. The arrangement shown in figure 6.3 (model B) is also staggered, but the 
length of the half fins has been reduced in order to form a gap. This reduces the pressure drop 
over the global fin arrangement. The incompressible coolant fluid is air at 300 k and the 
cooling fin walls are isothermal. The cooling fin area is the same for the standard arrangement 
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and the staggered arrangement A (figures 6.1 and 6.2), and 18.5 % smaller for the staggered 
arrangement B.  
 
 
Figure 6.1. Standard model. T0 = 300 K, Tw = 423 K, D = 4 mm. 
 
 
Figure 6.2. Staggered model A. T0 = 300 K, Tw = 423 K, D = 4 mm. 
 
 
Figure 6.3. Staggered model B. T0 = 300 K, Tw = 423 K, D = 4 mm. 
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Table 6.1 shows the most important parameters and boundary conditions of the different cases 
that were studied. The value of the parameter D has been chosen taking into account the 
results obtained previously in the chapter 5, where studies of heat sink layout optimisation 
were carried out.  
 
Model uo
(m/s) 
d 
(mm) 
Model uo
(m/s) 
d 
(mm) 
First set of simulations Third set of simulations 
Standard, case 1 1.0 3.417 Staggered–B, case 1 1.0 3.417 
Standard, case 2 1.166 3.417 Staggered–B, case 2 0.666 3.417 
Standard, case 3 1.2 3.417 Staggered–B, case 3 0.833 3.417 
Standard, case 4 5.0 3.417 Staggered–B, case 4 4.0 3.417 
Standard, case 5 5.5 3.417 Staggered–B, case 5 4.5 3.417 
Standard, case 6 6.0 3.417 Staggered–B, case 6 5.0 3.417 
Second set of simulations    
Staggered-A 1.0 3.417    
 
Table 6.1 Most important parameters and boundaries conditions for the different studied cases 
 
The simulations have been organised in three sets. For all the models a non–uniform grid was 
used that is fine enough to achieve values of the surface heat flux “Q” and the pressure drop 
“∆p” sufficiently insensitive to further grid refinements (table 6.2) 
The Reynolds number, with d as the characteristic length, varies from 233.92 (uo = 1.0 m/s 
and d = 3.417 mm) to a maximum value of 1403.54 (uo = 6.0 m/s and d = 3.417 mm). The 
total number of cells varies from 17272 (D = 4.0 mm standard model) to 26110 (D = 4.0 mm 
staggered-A model). For all the cases the flow regime is laminar. 
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Model uo
(m/s) 
D 
(mm) 
Q 
(W/m) 
∆p 
(Pa) 
Total number of 
cells in the grid 
Standard, case 1. 
(coarse) 
1.0 4.0 237.585 0.797 17272 
Standard, case 1. 
(fine) 
1.0 4.0 237.576 0.797 69088 
Staggered–A. 
(coarse) 
1.0 4.0 325.461 1.504 26110 
Staggered–A. 
(fine) 
1.0 4.0 325.460 1.504 104440 
 
Table 6.2 Accuracy test: The effect of grid refinement on the numerical solution for overall 
pressure drop and total heat removed 
 
6.2.2 Results of the numerical simulation  
 
As a result of the numerical simulations, for each case, the values of the total surface heat flux 
“Q” and the pressure drop “∆p”, caused by the flow resistance of the cooling fins, were 
obtained. Once more, the non–dimensional variable, called quality factor “QF”, was used. 
This variable was already defined, in the chapter 5, as the ratio between the heat removed 
“Q”, and the energy spent for the coolant flow going through the cooling fins “P”. See 
equations 5.4 and 5.5 in chapter 5. Table 6.3 and figures 6.4 to 6.6 show the obtained results. 
The most important observations are summarised in table 6.4. [46, 52] 
In the first set of comparisons one observes that the staggered models have the best 
performance if one looks only at the heat transfer flux, figure 6.4 (a). The significant 
improvement in the total heat released is achieved by elimination or reduction of the red areas, 
(hot–spot temperatures), that occur inside the coolant, through the regeneration of the thermal 
boundary layers. See figures 6.7 (a), (b) and (c). Figure 6.8 (a) and (b) show clearly how this 
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regeneration leads to a remarkable increment of the surface heat transfer at the beginning of 
the shifted fins. In this way, the thermal efficiency of the heat sink is drastically improved.  
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Figure 6.4. Effects of u0 (incoming flow velocity) on the total heat removed “Q” and the 
pressure drop. Comparison between the standard, staggered A and staggered B models. (a) 
“Q”, (b) pressure drop. 
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D = 4 mm [table 6.3]
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D = 4 mm [table 6.3]
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(b) 
Figure 6.5. Effects of u0 (incoming flow velocity) on the pumping power and quality factor 
“QF”. Comparison between the standard, staggered A and staggered B models. (a) Pumping 
power (b) “QF” for u0 ~ 0.66 – 1.2 m/s. 
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D = 4 mm [table 6.3]
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Figure 6.6. Effects of u0 (incoming flow velocity) on the quality factor “QF”. Comparison 
between the standard, staggered A and staggered B models. “QF” for u0 ~ 4.5 – 5.5 m/s. 
 
But nowadays, as was already mentioned by the author, thermal managers cannot just look at 
the heat transfer flux as the exclusive design parameter. For that reason, there are many 
practical occasions were maximisation of thermal conductance has to be achieved together 
with minimisation of flow resistance. Therefore, the best design, which takes into account all 
the aspects mentioned above, is the staggered–B model. For this case, there is a significant 
improvement in heat transfer without a dramatic increase in pressure drop. For the staggered–
A model, the increase in heat transfer is larger but at the expense of a much larger increase in 
pressure drop [figure 6.4 (b)], [49]. It is also important to remark that in the staggered–B 
model less material is used, due to the shorter cooling fins, which results in a significant 
economy and therefore will improve its cost–effectiveness rates. It is evident that one cannot 
reduce the length of the fins and therefore the area too much. The use of techniques to model 
“what – if” scenarios are powerful tools to determine the limit to the surface reduction. This 
can be done through the numerical simulation using any CFD software to compare several 
staggered heat sinks with different length of the fins.  
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The second set of comparisons clearly shows the advantages of the Staggered–B model. In the 
second set of comparisons, the incoming velocity of the coolant was increased for the 
Standard model and reduced for the Staggered–B model in such a way that the heat transfer 
was made equal. For equal heat transfer, the pressure drop of the Staggered–B model is much 
smaller. The quality factor QF, which is the ratio of the removed heat to the consumed power, 
increases significantly. See figure 6.5 (b) where QF is plotted depending of the incoming 
velocity. To obtain the same heat transfer in both models, the incoming velocity of the 
Staggered–B model was lowered from 1 m/s to 0.66 m/s and increased for the Standard model 
from 1 m/s to 1.2 m/s. For this new values of incoming velocity the quality factor increases 
significantly in the Staggered–B model (from 42853.63 to 100696.29) and decreases in the 
Standard model (from 42124.11 to 28908.57).  
The third and fourth set of comparisons permit to check the behaviour of the Standard and 
Staggered–B models for higher Reynolds numbers (1169 to 1027). These numbers correspond 
to a value of 5 m/s of the incoming velocity, which is nowadays a normal value for cooling in 
microelectronics. These two sets of comparisons confirm the conclusions obtained from the 
first and second set. When the value of the approaching velocity is the same for both models, 
the thermal performance of the Staggered-B model is notably better than the performance of 
the Standard one but its efficiency, measured by the quality factor, is smaller. However, if one 
changes the values of the incoming velocity in both models to make equal the heat transfer, 
again a drastically variation in the heat sink quality factor is observed. For example, the 
staggered–B model with an incoming velocity of 4 m/s releases 5.80 % more heat than the 
standard model with 6 m/s and this occurs together with power consumption 59.51 % smaller. 
See table 6.4, figure 6.5 (a) and figure 6.6.  
As a final conclusion about the studied layouts one can say that, the staggered one has, for a 
given incoming velocity, the best thermal performance with a maximisation of the heat 
transfer flux due to the regeneration of the thermal boundary layers, and for a given value of 
power to be dissipated the best efficiency. I.e. The value of the quality factor QF is higher in 
the staggered model-B than in the standard layout. This conclusion has a great importance 
because, most of the time when a thermal engineer has to realise a heat sink design, one of the 
most important parameters that he receives from the microelectronics engineer is the power 
dissipation of the electronics component. This data together with the maximum allowed 
component junction temperature are the main design guides for the thermal engineer. 
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Model uo
[m/s] 
Q 
[W/m] 
∆p 
[Pa] 
Pumping power 
[W/m] 
Quality factor 
First set of simulations
Standard, case 1 1.0 237.58 0.797 0.005640 42124.11 
Standard, case 2 1.166 252.69 0.931 0.008232 30696.21 
Standard, case 3 1.2 255.60 0.960 0.008842 28908.57 
Standard, case 4 5.0 456.78 6.031 0.426861 1070.09 
Standard, case 5 5.5 478.66 7.923 0.581922 822.55 
Standard, case 6 6.0  496.38 9.109 0.747819 663.77 
      
Second set of simulations
Staggered - A 1.0 325.46 1.504 0.008466 38434.10 
      
Third set of simulations
Staggered–B, case 1 1.0 278.72 1.014 0.006504 42853.63 
Staggered–B, case 2 0.666 223.51 0.561 0.002220 100696.29 
Staggered–B, case 3 0.833 252.84 0.754 0.003928 64361.62 
Staggered–B, case 4 4.0 525.19 9.123 0.302768 1734.63 
Staggered–B, case 5 4.5 552.51 11.395 0.428365 1289.81 
Staggered–B, case 6 5.0 575.17 13.254 0.571319 1006.74 
      
 
Table 6.3 Values of total surface heat flux “Q”, pressure drop “∆p”, quality factor “QF” and 
pumping power obtained with the numerical simulation and the analytical expressions 
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Model 
uo
(m/s) 
Variation 
of “Q” 
(%) 
Variation 
of “∆p” 
(%) 
Variation of 
Pumping power 
(%) 
Variation 
of “QF” 
(%). 
First set of comparisons
Standard, case 1 1.0 0 0 0 0 
Staggered-A 1.0 + 36.99 + 88.71  + 50.11 - 8.76 
Staggered–B, case 1 1.0 + 17.32 + 27.23 + 15.32 + 1.73 
      
Second set of comparisons
Standard, case 2 1.166 0 0 0 0 
Staggered–B, case 3 0.833 + 0.059 - 19.01 - 52.28 + 109.67 
      
Third set of comparisons
Standard, case 4 5.0 0 0 0 0 
Staggered–B, case 6 5.0 + 25.92 + 119.76 + 33.84 - 5.92 
      
Fourth set of comparisons
Standard, case 6 6.0 0 0 0 0 
Staggered–B, case 4 4.0 + 5.80 + 0.15 - 59.51 + 161.33 
      
 
Table 6.4 Comparison between the different models with regard to surface heat flux “Q”, 
pressure drop “∆p”, pumping power, and quality factor “QF”. The standard model represents 
the reference value (0 %) 
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(a) 
 
 
 
(b) 
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(c) 
Figure 6.7. Static temperature distribution around the cooling fins. Note the regeneration of 
the thermal boundary layers that helps to reduce the hot spots between the fins. (a) Standard 
model. (b) Staggered-A model. (c) Staggered-B model. u0 = 1 m/s.  
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Staggered-B model D = 4 mm Uo = 1 m/s
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(b) 
Figure 6.8. Surface heat transfer distribution along the cooling fins. Note the effect of the 
regeneration of the boundary layers on the heat transfer. (a) Standard model. (b) Staggered-B 
model. D = 4 mm and u0 = 1 m/s.  
 
6.3 Aerodynamic cooling fins in heat sink with staggered arrangement 
 
So far in this chapter, the great advantages of a heat sink with staggered layout have been 
shown, from the thermal point of view. This excellent thermal performance, together with the 
introduction of a gap between the shifted fins to lower the flow resistance, makes the 
staggered layout the best solution for a given value of power to be dissipated. Therefore, it is 
very logic to apply the conclusions of the chapter 5 as a manner to lower, even more, the flow 
resistance of the staggered heat sink without affecting the heat transfer. To carry out this study 
a new model where the fins have rounded tips was developed, figure 6.9. A new set of 
simulations was realised for the Staggered-B rounded model, first for D = 4 mm and uo = 4 
m/s and second for D = 4 mm and uo = 5 m/s. From the simulation results it is possible to 
conclude that aerodynamic cooling fins in staggered heat sinks have significantly reduced the 
flow resistance, without affecting their outstanding thermal behaviour. See tables 6.5 and 6.6. 
Let first bring our attention on the case with the same incoming velocities (uo). The numerical 
simulation shows that the use of rounded staggered fins makes the staggered layout the most 
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efficient. This is not true for staggered fins without aerodynamic shape. In this case the value 
of the quality factor “QF” has changed from being 5.92 % smaller to a value 4.81 % greater 
(table 6.5) This is caused for a slight increment of the heat removed (+ 3.70 %) and a 
significant reduction of the pressure drop (- 14.91 %) in the rounded staggered model with 
regard to the rectangular staggered model. If one now compares the performances of the 
models for different incoming velocities, i.e. higher velocity for the standard layout and lower 
velocity for the staggered layout to try to equal the values of the removed heat and the 
pressure drop, one observes that the efficiency of the staggered layout increases noticeably. 
This increment becomes remarkable if the aerodynamic cooling fins are used. See table 6.6. 
Consequently, as final conclusion of this section the use of aerodynamic cooling fins is 
proposed for all heat sink with staggered layout in order to reduce the flow resistance of it. 
This study has a substantial importance because the use of a staggered layout is considered a 
major solution of thermal management in microelectronics, but its low hydraulic efficiency 
limited its applications. However, the author assumes, taking into account the conclusions of 
the chapter 5, that the beneficial effect of the aerodynamic cooling fins will be only present 
for values of the Reynolds number higher then 800. See chapter 5, Influence of the 
aerodynamic layout of cooling fins on the flow resistance and heat transfer in heat sinks  
 
 
 
Figure 6.9. Staggered model B wit rounded fins. T0 = 300 K, Tw = 423 K, D = 4 mm. 
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Model uo
[m/s] 
Q 
[W/m] 
∆p 
[Pa] 
Pumping power 
[W/m] 
Quality factor 
Fourth set of simulations
Staggered–B, case 1 
(Rounded fins) 
4.0 536.91 8.011 0.284976 1884.05 
Staggered–B, case 2 
(Rounded fins) 
5.0 596.43 11.278 0.531810 1121.51 
First set of simulations
Standard, case 4 5.0 456.78 6.031 0.426861 1070.09 
Standard, case 6 6.0  496.38 9.109 0.747819 663.77 
Third set of simulations
Staggered–B, case 4 4.0 525.19 9.123 0.302768 1734.63 
Staggered–B, case 6 5.0 575.17 13.254 0.571319 1006.74 
 
Table 6.5 Values of total surface heat flux “Q”, pressure drop “∆p”, quality factor “QF” and 
pumping power obtained with the numerical simulation and the analytical expressions 
 
 
Model 
uo
(m/s) 
Variation 
of “Q” 
(%) 
Variation 
of “∆p” 
(%) 
Variation of 
Pumping power 
(%) 
Variation 
of “QF” 
(%). 
Fifth set of comparisons
Standard, case 4 5.0 0 0 0 0 
Staggered–B, case 6 5.0 + 25.92 + 119.76 + 33.84 - 5.92 
Staggered–B, case 2 
(Rounded fins) 
5.0 + 30.57 + 87.00 + 24.59 + 4.81 
Staggered–B, case 4 4.0 + 14.98 + 51.27 - 29.07 + 62.10 
Staggered–B, case 1 
(Rounded fins) 
4.0 + 17.54 + 32.80 - 33.24 + 76.06 
Sixth set of comparisons
Standard, case 6 6.0  0 0 0 0 
Staggered–B, case 2 
(Rounded fins) 
5.0 + 20.16 + 23.81 - 28.89 + 68.96 
Staggered–B, case 1 
(Rounded fins) 
4.0 + 8.17 - 12.05 - 61.89 + 183.84 
 
Table 6.6 Comparison between the standard and the staggered-B rounded models with regard 
to surface heat flux “Q”, pressure drop “∆p”, pumping power, and quality factor “QF”. The 
standard model represents the reference value (0 %) 
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6.4 Conclusions 
 
In this study, the author has compared a standard heat sink with rectangular fins, with a 
staggered heat sink. The objective of the study was to prove the advantages of the staggered 
model compared to the standard model. A group of parameters are taken into account to 
obtain an integral study of the heat sink. These are maximum heat transfer flux, minimum 
flow resistance, minimum power consumption, and minimum heat sink mass. To achieve the 
objective, a set of numerical simulations was carried out. Three different models were studied 
to obtain the ratio between the heat removed and the energy spent for the coolant flow going 
through the cooling fins. This ratio is expressed by the quality factor “QF”.  
It was proved that, for a given incoming velocity, the use of a staggered heat sink always 
leads to a maximisation of the heat transfer flux compared with the thermal behaviour of a 
standard heat sink. It is achieved through the elimination or reduction of the red areas (hot –
spot temperatures) that occur inside the coolant, when it sweeps the cooling fins. See figure 
6.7 and figure 6.8. 
The above conclusion is also true even if the staggered model has less surface area than the 
standard one. See figure 6.3 staggered B model. The reduction in the surface area is originated 
by the introduction of a “gap” between the shifted fins. The objective of this modification is 
the reduction of the extremely high flow resistance of the staggered heat sink. It is clear that 
there is a limit to the dimensions of this “gap”, since the use of a too large gap would affect in 
excess the heat sink thermal performance. To determine the limit of this reduction (the 
dimensions of the “gap”) the thermal engineers have at theirs disposal the so called “what – 
if” techniques. These techniques are based on the use of mathematical models and CFD 
software to avoid the construction of expensive prototypes. In our particular case several 
numerical simulations and comparisons of heat sinks with different surface area can lead us to 
the optimum staggered heat sink. 
The significant positive difference in the thermal performance of the staggered model permits 
the reduction of the incoming velocity, as a manner to lower its flow resistance, with the 
consequent reduction in the pressure drop, and power consumption. See figures 6.4 to 6.6 and 
table 6.4. This makes the staggered model the most efficient layout for a given value of power 
to be dissipated. 
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Finally, the influence of the use of aerodynamic cooling fins on the staggered heat sink 
efficiency was studied. This efficiency is defined by the quality factor “QF”. From the 
obtained results it is possible to conclude that the use of rounded staggered fins makes the 
staggered layout the most efficient, not only for a given value of power to be dissipated but 
for a given incoming velocity as well, figure 6.9 and tables 6.5 and 6.6. Nevertheless, as it 
was already mentioned, this is not true for not aerodynamically shaped staggered fins in the 
case of a given incoming velocity. The author assumes, taking into account the conclusions of 
the chapter 5, that the beneficial effect of the aerodynamic cooling fins will only be present 
for values of the Reynolds number higher than 800. See chapter 5, Influence of the 
aerodynamic layout of cooling fins on the flow resistance and heat transfer in heat sinks  
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Chapter 7 
 
Three dimensional simulation of the flow-bypass in heat sinks 
 
 
7.1 Introduction 
 
Up until now, several essential aspects of the design and optimisation of heat sinks have been 
studied. The numerical simulations led to very important and useful conclusions to improve 
the thermal and hydraulic resistance of the heat sinks. Nevertheless, all the simulations carried 
out are 2 dimensional which, being sufficient for a comprehensive and detailed study of the 
models, neglect in any case an important phenomenon associated to the heat sinks, the flow-
bypass [40, 53, 54]. There are of course numerous cases in microelectronics where the heat 
sinks are enclosed or fully confined, i.e. the entire coolant is channelled through the fins. For 
those cases, the 2D models used in our simulations are perfectly suitable. In spite of that, one 
can say that most of the heat sinks are placed in flow ducts with a larger cross section than the 
cross section of the heat sink, figure 7.1. Hence, 3D simulations are really necessary to 
strengthen and widen the obtained conclusions.  
 
7.2 Flow-Bypass in heat sinks 
 
A heat sink has a flow-bypass when some of the incoming air takes a deviation around the 
heat sink, which always results in a performance loss. As was already mentioned in the 
introduction of this chapter, the majority of heat sinks used for cooling of electronics are of 
this type. Much of the physics is the same as for the non-bypass case but there is the 
additional difficulty that the bypass flow phenomenon must be modelled. The major steps in 
the optimising process are nevertheless the same: create an overview, refine the solution and 
verify the result. The simplest way to define a bypass is as a ratio of the cross sections for the 
flow channel and the heat sink. But how important is bypass? Existing convection heat 
transfer data in the literature for extended surfaces invariably require the coolant fluid velocity 
adjacent to the surface to be known. This velocity (velocity between the fins) in the case of a 
heat sink with by-pass constitutes a very hard-to-estimate unknown and can only be 
determined by considering the amount of flow by-pass that result from the hydrodynamic 
balance across the heat sink. The presence of bypass brings as a consequence a substantial 
reduction in the velocity between the fins with regard to the approach velocity. This velocity 
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drop causes thermal performance deterioration. Several studies have shown performance 
declines up to 50 % for non-optimised heat sinks [40, 55]. A heat sink with dense fins has a 
large heat transfer surface but also high internal pressure losses. A large portion of the 
incoming air will therefore bypass the heat sink, which deteriorates its performance as was 
already mentioned. Hence, it is clear that a reduction in the heat sink flow resistance will lead 
to a diminution of the flow-bypass and consequently to a thermal performance improvement. 
For this reason, the use of aerodynamic cooling fins in non-confined heat sink could have a 
significant importance and to prove it, is the main objective of the present chapter. In the 
literature there are only very few studies about flow-bypass in heat sinks, and the analytical 
methods that are use to determine it, definitely do not take into account the influence of the 
cooling fin shape on the flow and thermal resistance. Therefore, numerical simulations are the 
only way to realise a detailed study of this topic. 
 
 
 
Figure 7.1. Graphical representation of a heat sink with flow-bypass. Where Vf is the velocity 
between the fins, Vo is the approaching velocity and Vb the bypass velocity. 
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7.3 Numerical simulation 
 
7.3.1 The 3D models 
 
To study the influence of the aerodynamic cooling fins on the flow resistance and the flow-
bypass in non-confined heat sinks, the flow field and heat transfer flux were simulated in a 
three-dimensional calculation domain that contains the half of a duct where a heat sink has 
been placed in the middle. See figure 7.2, 7.3 and 7.4. Two models were built and meshed 
using the GAMBIT software package of Fluent Inc (see chapter 2, FLUENT a reliable CFD 
commercial software) One of them has rounded cooling fins and the other has traditional 
rectangular fins. The calculation domain dimensions are 111.0 mm height, 125.0 mm width, 
and 155.0 mm length. The heat sink is located at 20.0 mm from the velocity inlet plane, and 
its dimensions are 11.0 mm height, 25.0 mm width, and 35.0 mm length. The cooling fin area 
is the same for both models. The inlet velocity uo and the inlet temperature To are assumed 
uniform through the entire mass flow inlet boundary (mass flow rate = 0.0679875 kg/s 
equivalent to uo = 4 m/s) To = 300 K. For both cases, rounded fins and rectangular one, the 
incompressible coolant fluid is air. The incompressible coolant fluid is air at 300 k. Just like 
for the rounded heat sink model, the rectangular heat sink has a laminar flow regime. The 
walls of the heat sink are smooth, impermeable, and have no slip (u = v = w = 0). The lateral 
walls of the duct are assumed as non-viscous walls, i.e. symmetry walls. This have been done 
to avoid the use of a very fine mesh to simulate the boundary layers near these walls, since the 
region near the lateral walls of the duct has not a great impact on the study. The duct bottom 
wall is designed as a smooth and impermeable wall with no slip (u = v = 0) and a temperature 
Tbw = 300 K. The temperature at the walls of the heat sink Tw is uniform and constant (Tw = 
423 K). For the two models a non–uniform grid was used that is fine enough to achieve values 
of the surface heat flux “Q” and the pressure drop “∆p” sufficiently insensitive to further grid 
refinements, but it was not possible, due to computer memory limitations, to build fully grid 
independent models. See table 7.1. Therefore, the grid around the heat sink was further 
refined using a pressure gradient criterion which improves the accuracy of the simulations. In 
addition to this, a very careful control of the mass flow rate through the heat sink was 
performed. This control is very important since the mass flow rate is calculated, in Fluent, 
taking into account the pressure gradient between the adjacent cells, and therefore a non-fine 
enough grid leads to wrong mass flow balance (continuity) through the calculation domain. 
See table 7.2. 
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Figure 7.2. Dimensions and boundary conditions of the 3D models. Lateral view. 
 
 
 
Figure 7.3. Dimensions and boundary conditions of the 3D models. Frontal view. 
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Figure 7.4. Dimensions of the heat sink. Frontal and lateral views. The same dimensions are 
valid for the two models. 
 
Model Total number of cells 
in the grid 
Q 
(W) 
∆p 
(Pa) 
Rectangular fins, original grid 744 233 29.09 2.6800 
Rectangular fins, refined grid 1 772 273 29.24 2.7530 
Rectangular fins, final refined grid 2 135 640 28.43 2.7704 
    
Rounded fins, original grid * 805 215 29.28 2.5830 
Rounded fins, refined grid * 1 605 215 29.37 2.5900 
Rounded fins, final refined grid * 1 905 786 29.40 2.6157 
 
Table 7.1 Accuracy test: The effect of grid refinement on the numerical solution for overall 
pressure drop and total heat removed. * Tetrahedral cells were used around the rounded tip of 
the fins. Values of ∆p obtained at Y= 0.0147 m 
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Model Total number of 
cells in the grid 
Mass flow rate balance 
through the heat sink (kg/s) 
Rectangular fins, original grid 744 233 1.0688 x 10-4
Rectangular fins, refined grid 1 772 273 1.0753 x 10-5
Rectangular fins, final refined grid 2 135 640 1.5372 x 10-6
   
Rounded fins, original grid * 805 215 1.0003 x 10-4
Rounded fins, refined grid * 1 605 215 2.0037 x 10-5
Rounded fins, final refined grid * 1 905 786 4.1430 x 10-8
 
Table 7.2 Accuracy test: The effect of grid refinement on the numerical solution for overall 
pressure drop and total heat removed. Theoretical, the mass flow rate balance should be equal 
to zero to fulfil the continuity law. * Tetrahedral cells were used around the rounded tip of the 
fins. 
 
7.3.2 Results 
 
The simulations, as through the whole thesis, were realised with the aid of the computational 
fluid dynamic software FLUENT (see chapter 3, FLUENT a reliable CFD commercial 
software). The table 7.3 shows the results obtained from the numerical simulations and the 
analytical expressions. The given pressure drop “∆p” is obtained as a mean value of the 
pressure drops measured across the central lines of the heat sink ducts, line 1 to line 6 [see 
figure 7.5, 7.6 (a) and 7.6 (b)] The pumping power and the quality factor “QF” were 
calculated using the expressions given in the chapter 5. See equations 5.4 and 5.5. In this case, 
to calculate the pumping power, the values of the total mass flow rates were taken from the 
simulations. For both models, the rounded and the rectangular, the mass flow rate values used 
in the pumping power expression are those one obtained at the beginning of the heat sink 
ducts, i.e. front of the heat sink. Table 7.4 shows the mass flow rate balance of the two models 
of the studied heat sink. The simulations have demonstrated that also for non-confined heat 
sink the use of aerodynamic cooling fins will lead to an improvement of the efficiency of the 
heat sink (3.84 % higher for the aerodynamic model), which in this study is represented by the 
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dimensionless parameter quality factor “QF”. This parameter is defined in chapter 5 as the 
ratio of the heat removed “Q”, to the energy spent for the coolant flow going through the 
cooling fins “pumping power”. This enhancement is achieved by a significant reduction of the 
flow resistance and the improvement of the heat transfer. Nevertheless, it is important to 
remark that the achieved improvement is less significant than for enclosed heat sinks with the 
same Reynolds number. For the enclosed one the increment in the quality factor is 6.41 %, see 
table 5.9 case 3-3. The reason for this difference can be found in the presence of the flow-
bypass, which reduces the mass flow rate through the heat sink and therefore the local 
incoming velocity. See figures 7.8 and 7.9. It is also observed that the flow-bypass in the 
rounded model is slightly smaller than in the rectangular one, see table 7.4. This reduction in 
the flow-bypass has without discussion a positive influence on heat transfer but since the 
difference is very small, just 1 %, further simulations are necessary before a solid conclusion 
can be given about this important phenomenon. As a continuation of this study, the author 
should be able to simulate a larger number of cases, where for both type of heat sinks (with 
aerodynamic and rectangular cooling fins) several important parameters be varied. For 
instance, the incoming air velocity, the channel height ratio, the cross section ratio, the 
channel width ratio and the space between the fins are important factors that could be varied, 
since all of then have a great influence on the flow-bypass [40, 55]. See figure 7.1. In general, 
taking into account the velocity values and the cross section area ratios that are typically used 
in non-enclosed heat sinks, one can states that: The pressure loss in the heat sink is essentially 
caused by laminar flow and is therefore proportional to the air velocity while the bypass 
pressure loss is proportional to the square of the velocity. An increase in the air velocity will 
as a result increase the bypass pressure loss more than the heat sink pressure loss. It is logical 
to expect a further improvement in the efficiency of the aerodynamic heat sink with the 
increase in the air velocity. Hence, it would be very useful to carry out a complete set of 
simulations of non-confined heat sinks. These ones were not realised up to now due to time 
and computer resources limitations, since these 3D models utilize a lot computer memory and 
computation time. For example, the two models used in this study take up more than 1 GB in 
files each one and more than one week of calculation time. As a final conclusion of the 
chapter one can say that, for non-enclosed heat sink the use of aerodynamic cooling fins will 
probably lead to an improvement in the heat sink efficiency too, as it was extensively proved 
for enclosed one. But a wider study is compulsory to strengthen the previous conclusion. 
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Figure 7.5. Positions of the measurement lines. The static pressure drop through the heat sink 
was plotted along these lines to obtain a mean value of it.  
 
 
3D Model uo
[m/s] 
Q 
[W] 
∆p 
[Pa] 
Pumping 
power [W] 
Quality factor
Rectangular fins heat sink 4.0 28.43 2.742 0.010989863 2586.93 
Rounded fins heat sink 4.0 29.40 
(+3.41) 
2.566 
(-6.42 %) 
0.010944185 
(-0.42 %) 
2686.36 
(+3.84 %) 
 
Table 7.3 Values of total surface heat flux “Q”, pressure drop “∆p”, quality factor “QF” and 
pumping power obtained with the numerical simulation and the analytical expressions 
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(b) 
Figure 7.6. Static pressure profile plotted along the measurement line 4, Y = 0.0147 m (see 
figure 7.5). (a) Rectangular cooling fins, (b) rounded cooling fins. 
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Figure 7.7. Static pressure distribution in the rounded cooling fin model. Plane going through 
the measurement line 5, Y = 0.0187 m (see figure 7.5).  
 
Figure 7.8. Velocity magnitude distribution in the rounded cooling fin model. Plane going 
through the measurement line 5, Y = 0.0187 m (see figure 7.5).  
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Figure 7.9. Velocity magnitude distribution in the rectangular cooling fin model. Plane going 
through the measurement line 5, Y = 0.0187 m (see figure 7.5). 
 
Rectangular fins heat sink Mass flow rate 
(kg/s) 
Difference 
(%) 
Front of the heat sink 1.0734000 x 10-3 0 
Top of the heat sink 3.1533500 x 10-4 0 
Rear of the heat sink 7.5652780 x 10-4 0 
Rounded fins heat sink Mass flow rate 
(kg/s) 
Difference 
(%) 
Front of the heat sink 1.0841523 x 10-3 + 1.00 
Top of the heat sink 3.2146330 x 10-4 + 1.94 
Rear of the heat sink 7.6264757 x 10-4 + 0.81 
 
Table 7.4 Values of mass flow rate through the heat sink. Comparison between the rectangular 
and the rounded model. 
                                                                          Three dimensional simulation of the flow-bypass in heat sinks 154
7.4 Conclusions 
 
In the previous chapters very important and useful conclusions to improve the thermal and 
hydraulic resistance of the heat sinks have been obtained. However, all the simulations carried 
out are 2 dimensional which do not take into account the flow-bypass present in non-enclosed 
heat sinks. This configuration is widely used in microelectronics, consequently, 3D 
simulations are really necessary to strengthen and widen the obtained conclusions. To achieve 
this objective, two 3D numerical models of non-confined heat sink were built and simulated 
using the commercial CFD software Fluent. The space between the fins, or fin pitch, and the 
incoming flow velocity were selected taking into account the conclusions of chapter 5. The 
results revealed that also for non-confined heat sink the use of aerodynamic cooling fins will 
lead to an improvement of the efficiency of the heat sink, represented in this case for the 
dimensionless parameter quality factor “QF”. The rise in the heat sink efficiency is achieved 
by a significant reduction of the flow resistance and the improvement of the heat transfer, but 
it is less significant than for enclosed heat sinks with the same Reynolds number. In this case, 
there is an efficiency increment of 3.84 % compared to 6.41 % observed for the enclosed heat 
sink with the same incoming velocity. The reason for this difference is the presence of the 
flow-bypass, which reduces the mass flow rate through the heat sink and therefore the local 
incoming velocity. With regard to the flow-bypass, it was also observed that in the heat sink 
with rounded fins it is slightly smaller than in the heat sink with rectangular one. This 
reduction in the flow-bypass has without discussion a positive influence on heat transfer and 
therefore on the efficiency. The aforementioned results are quite positive since they reaffirm 
the tendencies clearly observed in the 2D dimensions simulations (enclosed heat sinks). But, 
the flow-bypass is a complex phenomenon which depends of several parameters and in the 
studied models just one of then, heat sink flow resistance, was taken into consideration. 
Moreover, the difference in the flow-bypass between the two models is very small, just 1 %, 
thus further simulations are necessary before a solid conclusion can be given about this 
important phenomenon. As a continuation of this study, the author should be able to simulate 
a larger number of cases, where several important parameters can be varied for heat sinks with 
aerodynamic and rectangular cooling fins. For instance: the incoming air velocity, the channel 
height ratio, the cross section ratio, the channel width ratio and the space between the fins. 
The author expects, for example, a further improvement in the efficiency of the aerodynamic 
heat sink with the increase in the air velocity. Hence, it would be very useful to carry out a 
complete set of simulations of non-confined heat sinks. Though, these ones will require a lot 
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of time and computer resources. To make more clear what means “a lot of time”, one can say 
that to realise the 3D simulations of this chapter an average value of 80 hours were used for 
each model. This, in a work station of 64 bytes and two CPU of 800 MHz. However, this 
calculation time is not a constant variable and will vary strongly with the capabilities of the 
computer and the number of users which simultaneously carry out simulations in this one. 
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Chapter 8 
 
Validation of the simulations, experimental measurements 
 
 
8.1 Introduction 
 
The whole research presented in this thesis has been based on numerical simulations (CFD 
simulations). The numerical approach is a very promising and accurate way to predict thermal 
and flow dynamic phenomena. However, CFD simulations are not yet fully accepted in the 
industry as the principal basis for design decisions, they are rather seen as a supporting tool 
for more “serious” experimental investigations. A detailed explanation about the needs, 
limitations and expectations of the use of CFD in microelectronics industry has been given in 
the chapter 2. From an industrial point of view, validation constitutes a key point to promote 
or discourage the use of CFD codes by designers and engineers in industry. It helps to 
determine, if not quantitatively, at least qualitatively, the confidence one can place in the 
numerical results, for a specific kind of problem. Well documented test cases, for example, 
can be used to help potential users understand the limitations of the physical model 
implemented in the CFD codes. Finally, one should underline that human judgement and 
experience is absolutely crucial in CFD. The know-how of the engineer performing the 
numerical study remains an essential ingredient of reliable CFD. [3, 56, 57, 58] 
For this research, all the simulations have been carried out using the commercial CFD 
software “Fluent”. See chapter 2. Today, Fluent is the worlds' largest provider of commercial 
CFD software and services. Fluent's clients are the market leaders and the largest companies 
in industries such as automotive, aerospace, power generation, electronics, etc. Therefore, the 
accuracy and robustness of its CFD codes are well documented through countless articles, 
studies, and researches. Nevertheless, since the human factor plays a crucial aspect into the 
numerical calculation accuracy, one can not assume that the simple fact of using a reliable and 
well established commercial CFD software will always lead to accurate results. CAD 
generation, grid selection, boundary conditions, convergence criteria, approximations, etc are 
all of them defined by the experience of the thermal engineer and if they are wrongly 
specified one can not expect to obtain any valid result from the numerical simulations.  
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A primary consideration in performing a validation of a numerical simulation is the source of 
data against which the performance of the CDF software is compared. The primary sources of 
data to use in any validation are literature search, field experiments and laboratory 
experiments. In this research, the first source of data is very limited by the fact that there is 
almost nothing published about heat sinks with aerodynamic fins. Moreover, still most of the 
thermal engineers do not take into account the flow resistance in their thermal solutions or 
researches. With regard to the field experiments, the lack of industrial heat sinks with 
aerodynamic fins combined with their high cost and complexity made impossible for the 
author to use this source of data for the validation. Wind-tunnel experiments are an excellent 
substitute to field experiments. Consequently, laboratory experiments were selected as the 
most suitable method to validate the numerical simulations of this research.  
 
8.2 Experimental validation 
 
8.2.1 Construction of the model 
 
To realise the experimental measurement an up-scaled model of a heat sink was constructed, 
figure 8.1. The ideal solution would have been to build several up-scaled models of the 
simulated ones, but as a result of technical and economical limitations in the department 
workshop, only one model was built. Since this prototype is not an up-scaled model of any of 
the previously simulated cooling fins; a new numerical simulation of this model was 
necessary to compare numerical and experimental values. Given that the majority of the 
carried out simulations were 2D, the experimental model should reproduces this condition in 
the wind tunnel. To achieve this requirement, the experimental model fills the whole cross 
section of the wind tunnel test section, figure 8.1 (a). In this way, the cooling fins will be 
periodically reproduced, which make irrelevant one of the dimensions. The prototype total 
dimensions are: length, 34 mm, width, 598 mm and height, 495 mm, figure 8.2. The 
experimental model is formed by a frame which supports 29 cooling fins collocated in 
parallel. One of the tips of the fins has a rounded form, which purpose is to lower the 
aerodynamic drag. The model will be place in the test section in two different positions. First 
with the rounded tips facing the incoming flow and secondly the model is rotated bringing the 
rectangular tips to the position occupied before for the rounded one. The dimensions of one 
single fin are: length, 34 mm, width, 10 mm and height, 477 mm. The model is made of 
aluminium and its walls are polished to represent the smooth walls assumption of the 
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numerical simulations. The distance between the fins is 10 mm. But, it is just 5 mm between 
the fins and the frame lateral internal walls. See figures 8.2 and 8.3. 
 
   (a)      (b) 
Figure 8.1. (a) Picture of the experimental model placed in the wind tunnel test section. Note 
that the model occupies the whole cross section of the test section to represent a 2D condition. 
(b) The experimental model out of the wind tunnel. 
 
Figure 8.2. Dimensions of the experimental model. Lateral view and frontal view. The graphic 
is not at scale. 
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Figure 8.3. Dimensions of the cooling fins of the experimental model. Frontal view and top 
view. The graphic is not at scale. 
 
8.2.2 Experimental measurement 
 
Once the experimental model was constructed it was placed in the test section of the wind 
tunnel to carry out a set of experimental measurements. To realise the experiment a number of 
devices and tools were used, being the most important: the low-speed wind tunnel designed in 
the chapter 4, a Laser Doppler Velocimetry (LDV) (see appendix 1) and a pocket manometer 
model FCO10 with a working range of (+ -) 199.90 Pa. Figure 8.4 shows the manometer used 
in the experiment. For more details see appendix 2. As it was already mentioned, the model is 
placed in the wind tunnel in two different positions. First, with the rounded tips facing the 
incoming flow and later the model is rotated to let the rectangular tips to face the incoming 
flow. For each position of the model, three different values of the incoming velocity (uo) were 
used. uo1 ≈ 1.40 m/s uo2 ≈ 1.72 m/s and uo3 ≈ 2.00 m/s. Finally, for every combination of a 
velocity and a model position a group of parameters were measured: static, dynamic and total 
pressure, and flow velocity. The measurements were taken in front and behind the model (5 
cm from the beginning and 14 cm away from the end of the fins), see figure 8.5. In both 
places, several measurements were carried out through the whole cross section. In this way, 
sweeping the cross sections of the measurement positions, it is possible to obtain a better 
image of the distribution of the different parameters in these areas. I.e. average values of the 
measured parameters.  
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Figure 8.4. Pocket manometer used in the experiment to measure the pressure values. 
 
 
Figure 8.5. Schematic drawing of the experimental installation. .The intermittent lines 
represent the places where the measurements were realized. 
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The first measurements were performed to obtain the velocity profiles in front and behind the 
model. This is an important step since the experimental results will be later compared with 
numerical simulations and the incoming velocity is a crucial boundary condition. Figures 8.6 
to 8.15 show the obtained profiles. Note that the profiles in front of the model, for Z = 0 and 
Y = 25 cm, are very uniform and that the transversal velocity is very small compared with the 
longitudinal one. For that reason, the average values obtained from the longitudinal velocity 
profiles, were used later in the numerical simulation of the experiment as boundary conditions 
for the incoming velocity. uo1 = 1.40 m/s uo2 = 1.72 m/s and uo3 = 2.00 m/s. The transversal 
velocity is neglected. After that, with the help of the pocket manometer, the pressure drop 
across the cooling fins was determined. Tables 8.1 to 8.6 show the values of the pressure drop 
between the two measurement sections. With these results the average values of the pressure 
drop for both models were obtained, tables 8.7 and 8.8. In this calculation the pressure drop 
values measured too close to the wind tunnel walls were neglected. I. e. Pressure drop average 
values calculated for Z between -20 and 20 cm and Y between 12 and 37 cm. 
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Figure 8.6. Longitudinal velocity profile (ux). Rectangular model. Measured 50 mm in front of 
the fins. (Y vs. ux) 
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Figure 8.7. . Longitudinal velocity profile (ux). Rounded model. Measured 50 mm in front of 
the fins. (Y vs. ux) 
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Figure 8.8. Transversal velocity profile (uy). Rectangular model. Measured 50 mm in front of 
the fins. (Y vs. uy) 
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Figure 8.9. Transversal velocity profile (uy). Rounded model. Measured 50 mm in front of the 
fins. (Y vs. uy) 
 
Velocity profile 140 mm behind of the fins. Rectangular model Z = 0
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Figure 8.10. Longitudinal velocity profile (ux). Rectangular model. Measured 140 mm behind 
the fins. (Y vs. ux) 
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Velocity profile 140 mm behind of the fins. Rounded model Z = 0
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Figure 8.11 Longitudinal velocity profile (ux). Rounded model. Measured 140 mm behind the 
fins. (Y vs. ux) 
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Figure 8.12 Transversal velocity profile (uy). Rectangular model. Measured 140 mm behind 
the fins. (Y vs. uy) 
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Figure 8.13 Transversal velocity profile (uy). Rounded model. Measured 140 mm behind the 
fins. (Y vs. uy) 
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Figure 8.14 Longitudinal velocity profile (ux). Rectangular model. Measured 50 mm in front 
of the fins. (Z vs. ux) 
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Velocity profile 50 mm in front of the fins. Rounded model Y = 25 cm
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Figure 8.15 Longitudinal velocity profile (ux). Rounded model. Measured 50 mm in front of 
the fins. (Z vs. ux) 
 
Rectangular fins 780 rpm 
Static pressure drop (Sp) [Pa], between the pressure measurement sections (fig 8.5). 
Z 
(cm) 
Y 
(cm) 
44.5 42.0 37.0 32.0 27.0 22.0 17.0 12.0 7.0 
25 7.0 6.8 6.5 6.3 6.3 6.2 6.2 6.3 6.8 
20 6.5 6.3 6.2 6.0 6.1 6.1 6.0 6.2 6.7 
15 6.5 6.3 6.1 6.1 6.1 6.1 6.0 6.2 6.7 
10 6.7 6.2 6.2 6.0 6.0 6.1 6.0 6.2 6.8 
5 6.9 6.3 6.2 6.0 6.0 5.9 6.0 6.2 6.4 
0 6.6 6.3 6.1 6.0 5.9 5.9 6.0 6.1 6.2 
-5 6.4 6.3 6.1 6.1 5.8 5.9 6.0 6.1 6.1 
-10 6.1 6.1 6.1 6.1 5.8 5.9 6.0 5.9 6.0 
-15 6.0 5.9 6.0 5.9 5.8 5.9 5.9 5.9 6.0 
-20 6.0 6.0 5.9 5.9 5.9 5.9 5.9 5.9 6.0 
-25 
 
6.5 6.2 6.1 6.1 6.1 6.1 6.1 6.1 6.3 
 
Table 8.1 Values of the static pressure drop across the fins. Measured between the 
measurement sections (fig. 8.5). Rectangular model, uo3 = 2.00 m/s (780 rpm) 
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Rectangular fins 664 rpm 
Static pressure drop (Sp) [Pa], between the pressure measurement sections (fig 8.5). 
Z 
(cm) 
Y 
(cm) 
44.5 42.0 37.0 32.0 27.0 22.0 17.0 12.0 7.0 
25 5.2 5.1 4.8 4.7 4.8 4.7 4.8 4.8 5.1 
20 4.8 4.9 4.8 4.5 4.6 4.6 4.6 4.9 5.2 
15 4.9 4.9 4.7 4.4 4.5 4.4 4.4 4.7 5.1 
10 4.9 4.9 4.7 4.4 4.5 4.4 4.4 4.7 5 
5 5.2 4.8 4.7 4.4 4.4 4.3 4.4 4.8 5.1 
0 5.1 4.9 4.6 4.4 4.4 4.4 4.4 4.7 5.1 
-5 5.0 4.8 4.5 4.4 4.3 4.4 4.4 4.6 4.9 
-10 4.7 4.8 4.5 4.4 4.3 4.4 4.4 4.6 4.6 
-15 4.7 4.7 4.5 4.4 4.3 4.4 4.4 4.6 4.6 
-20 4.7 4.6 4.6 4.4 4.3 4.4 4.4 4.7 4.7 
-25 
 
5.1 4.9 4.9 4.7 4.7 4.7 4.8 4.9 4.9 
 
Table 8.2 Values of the static pressure drop across the fins. Measured between the 
measurement sections (fig. 8.5). Rectangular model, uo2 = 1.72 m/s (664 rpm) 
 
Rectangular fins 530 rpm 
Static pressure drop (Sp) [Pa], between the pressure measurement sections (fig 8.5). 
Z 
(cm) 
Y 
(cm) 
44.5 42.0 37.0 32.0 27.0 22.0 17.0 12.0 7.0 
25 3.4 3.3 3.2 3.2 3.2 3.2 3.2 3.3 3.6 
20 3.1 3.1 3.0 3.0 3.0 3.1 3.1 3.2 3.4 
15 3.4 3.1 3.1 3.0 3.0 3.0 3.0 3.0 3.5 
10 3.3 3.1 3.0 3.0 3.0 3.0 3.0 3.0 3.6 
5 3.3 3.2 3.0 3.0 3.0 2.9 2.9 3.0 3.5 
0 3.4 3.1 3.0 3.0 2.9 2.9 3.0 3.0 3.3 
-5 3.4 3.1 3.1 3.0 3.0 3.0 3.0 3.0 3.3 
-10 3.3 3.1 3.1 3.0 3.0 3.0 3.0 3.0 3.2 
-15 3.2 3.1 3.0 3.0 3.0 3.0 3.0 3.0 3.2 
-20 3.1 3.0 3.0 3.0 3.0 3.0 3.0 3.0 3.2 
-25 
 
3.2 3.2 3.1 3.1 3 3.1 3.1 3.1 3.2 
 
Table 8.3 Values of the static pressure drop across the fins. Measured between the 
measurement sections (fig. 8.5). Rectangular model, uo1 = 1.40 m/s (530 rpm) 
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Rounded fins 780 rpm 
Static pressure drop (Sp) [Pa], between the pressure measurement sections (fig 8.5). 
Z 
(cm) 
Y 
(cm) 
44.5 42.0 37.0 32.0 27.0 22.0 17.0 12.0 7.0 
25 6.3 6.2 6.0 6.0 6.0 6.0 6.0 6.0 6.2
20 6.0 5.8 5.6 5.6 5.6 5.6 5.6 5.8 6.1
15 5.9 5.7 5.4 5.4 5.4 5.4 5.4 5.8 6.5
10 6.0 5.8 5.3 5.2 5.3 5.4 5.3 5.6 6.5
5 6.3 5.8 5.3 5.3 5.3 5.3 5.4 5.6 6.2
0 6.3 5.8 5.3 5.3 5.3 5.3 5.3 5.5 6.2
-5 6.5 5.8 5.4 5.3 5.3 5.3 5.3 5.6 6.2
-10 6.2 5.8 5.5 5.3 5.3 5.3 5.4 5.6 5.9
-15 5.9 5.8 5.5 5.3 5.3 5.3 5.4 5.4 5.8
-20 5.8 5.7 5.6 5.3 5.4 5.3 5.4 5.5 5.7
-25 
 
6.2 5.8 6.0 5.5 5.8 5.7 5.8 5.6 5.6
 
Table 8.4 Values of the static pressure drop across the fins. Measured between the 
measurement sections (fig. 8.5). Rounded model, uo3 = 2.00 m/s (780 rpm) 
 
Rounded fins 664 rpm 
Static pressure drop (Sp) [Pa], between the pressure measurement sections (fig 8.5). 
Z 
(cm) 
Y 
(cm) 
44.5 42.0 37.0 32.0 27.0 22.0 17.0 12.0 7.0 
25 4.9 4.9 4.6 4.6 4.6 4.7 4.7 4.8 4.8
20 4.7 4.6 4.4 4.4 4.4 4.4 4.5 4.4 4.6
15 4.6 4.4 4.2 4.2 4.3 4.2 4.3 4.4 4.5
10 4.6 4.4 4.2 4.1 4.1 4.1 4.1 4.2 4.4
5 4.7 4.4 4.2 4.1 4.1 4.1 4.1 4.2 4.4
0 4.7 4.3 4.2 4.1 4.1 4.1 4.1 4.3 4.4
-5 4.5 4.3 4.2 4.1 4.1 4.1 4.1 4.3 4.4
-10 4.5 4.4 4.3 4.1 4.1 4.1 4.3 4.3 4.4
-15 4.5 4.4 4.3 4.2 4.1 4.1 4.3 4.4 4.4
-20 4.6 4.6 4.4 4.3 4.3 4.2 4.3 4.4 4.4
-25 
 
4.9 4.9 4.8 4.7 4.7 4.7 4.7 4.8 4.8
 
Table 8.5 Values of the static pressure drop across the fins. Measured between the 
measurement sections (fig. 8.5). Rounded model, uo2 = 1.72 m/s (664 rpm) 
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Rounded fins 530 rpm 
Static pressure drop (Sp) [Pa], between the pressure measurement sections (fig 8.5). 
Z 
(cm) 
Y 
(cm) 
44.5 42.0 37.0 32.0 27.0 22.0 17.0 12.0 7.0 
25 3.0 3.2 3.2 3.1 3.1 3.1 3.2 3.2 3.2 
20 3.0 3.0 2.9 3.0 2.9 2.9 2.9 3.1 3.2 
15 3.0 3.0 2.9 2.9 2.9 2.9 2.9 3.0 3.5 
10 3.0 3.0 2.9 2.8 2.8 2.9 2.9 2.9 3.4 
5 3.0 3.0 2.8 2.8 2.8 2.8 2.9 2.9 3.3 
0 3.0 3.0 2.8 2.8 2.8 2.8 2.8 3.0 3.2 
-5 3.0 3.0 2.8 2.8 2.8 2.8 2.8 2.9 3.2 
-10 2.9 3.0 2.9 2.8 2.8 2.8 2.9 2.9 3.1 
-15 2.9 2.9 2.9 2.9 2.9 2.9 2.9 2.9 3.0 
-20 2.9 2.8 2.9 2.9 2.9 2.9 3.0 3.0 3.0 
-25 
 
3.1 3.0 3.1 3.0 3.0 3.0 3.1 3 3.2 
 
Table 8.6 Values of the static pressure drop across the fins. Measured between the 
measurement sections (fig. 8.5). Rounded model, uo1 = 1.40 m/s (530 rpm) 
 
Average pressure drop 
Values calculated for Z between -20 and 20 cm and Y between 12 and 37 cm 
Model 780 rpm 664 rpm 530 rpm 
Rectangular 6.01 4.49 3.01 
Rounded 5.41 4.22 2.88 
 
Table 8.7 Average values of the static pressure drop for both models. The values close to the 
walls have been neglected. uo3 = 2.00 m/s, uo2 = 1.72 m/s and uo1 = 1.40 m/s 
 
% of variation of the average pressure drop 
Values calculated for Z between -20 and 20 cm and Y between 12 and 37 cm 
Model 780 rpm 664 rpm 530 rpm 
Rectangular 0 0 0 
Rounded -9.98 -6.06 -4.25 
 
Table 8.8 Relative difference of the average value of the rounded model static pressure drop 
with regard to the rectangular model. The rectangular model is the reference. 
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The results shown in the tables 8.7 and 8.8 already allow us to give two important 
conclusions, even before to compare these results with the numerical ones. It is clear that, as 
well as in the numerical simulations carried out before, the model with rounded cooling fins 
has a better hydraulic performance than the rectangular model (between 4.25 % and 9.98 % 
smaller pressure drops). It is also possible to observe that this improvement will grow together 
with the Reynolds number based on the space between the fins. Therefore, one can state that 
at least qualitatively, the previous obtained mathematical results are reliable. But, for a 
quantitative validation, these results should still be compared with the numerical simulation of 
the experiment, which will be done in the next section. 
 
8.2.3 Numerical simulation of the experiment 
 
To carry out the mathematical simulation of the experiment, an elementary 2D calculation 
domain that contains a single channel of the experimental model was used. First, a steady state 
simulation has been realised, where all the model dimensions were exactly reproduced with a 
scale 1:1, and the flow is assumed laminar. See figure 8.16 for dimensions and boundary 
conditions. But the simulation did not converge; on the contrary all the plotted convergence 
parameters (static pressure drop and flow velocity at the outflow boundary, flow velocity 
along the central line and the solution residuals) showed a very unstable behaviour. 
 
 
Figure 8.16 Dimensions and boundary conditions of the first numerical model. This model 
had to be adapted due to convergence problems.  
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The reason for this conduct can be found in the thickness of the cooling fins. So far, the 
simulated cooling fins have been very thin (0.6 mm) according to real dimensions when they 
are used in microelectronics. But in the experimental model the thickness of the fins has been 
increased until 10 mm for technical limitations explained before, which is 16 times thicker. 
These fins produce numerous swirls in the flow field behind them. See figures 8.20 to 8.22. 
These swirls are not damped before they reach the end of the physical model producing flow 
reversal. They also make the flow to cross the lateral walls of the model which is not allowed 
for symmetry boundaries. Consequently, the boundary conditions, the dimensions and the 
character of the model had to be adapted. See figure 8.17. First the symmetry boundaries were 
replaced for periodic boundaries that permit to simulate properly the motion of the flow 
through them. Second, the model was enlarged with a contraction that leads the flow to a very 
narrow duct. In this way, one will be sure that the swirls will be damped before they reach the 
end of the calculation domain, avoiding the flow reversal. And finally, the outflow boundary, 
for which the fully developed flow condition is strongly recommended, was replaced by a 
pressure outlet boundary.  
 
 
Figure 8.17 Dimensions and boundary conditions of the numerical model after the adaptations 
to solve the convergence problems. 
 
The new model was again run in Fluent, but the convergence problems remained. Therefore, 
it was possible to conclude that the steady state condition was not correct to simulate rightly 
this model, since the flow field just behind the fins has a clear unsteady character. See figures 
8.20 to 8.22. Again, the parameters of the simulation were adjusted. In this case software was 
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set to realise a time depending numerical simulation. Subsequently are given the main 
parameters and data used in the unsteady calculation. For a detailed explanation about the 
boundary conditions and data used in the simulation see chapter 2: Fluent, a reliable 
commercial software. 
 
Set of parameters and data 
 
Solver: Segregated   Formulation: Implicit  Time: Unsteady state 
Space: 2 D    Unsteady formulation: 1st order implicit 
Turbulence model: Laminar  
 
Iterations:   Time step size: 0.00025 s  Total number of time steps: 4000 
   Time stepping method: fixed  Auto - save: 400 iterations 
   Maximum iterations per time step: 20 
Model Inlet: Mass-Flow inlet  Model Outlet: Pressure Outlet 
 
For each combination model-incoming velocity, the pressure drop caused by the flow 
resistance of the cooling fins was calculated. The values of the pressure drop were taken as 
the pressure difference between the velocity inlet and a reference point located at X = 0.375 
m. Thus, one avoids the influence that the contraction has on the flow field close to it (see 
figure 8.17). Since the phenomenon is unsteady, the pressure drop values that are compared 
with the experimental results were obtained as the mean value of the pressure drop in the 
time. The simulation ran from 0 to 1 second and in this period the data were taken 7 times. 
Table 8.9 to 8.11 and figures 8.18 to 8.22 show some of the most significant results. The table 
8.10 indicates clearly the advantages of using a rounded configuration to reduce the flow 
resistance in heat sinks. The growth of this positive influence with the incoming velocity is 
observed (read higher Reynolds numbers), which coincides with the observed tendency in all 
the previous simulation and experimental measurements. On the other hand table 8.11 shows 
a comparison between the experimental and numerical results, where obviously the agreement 
is very high, even though smaller for the rectangular model. For this case the maximum 
relative difference between the experimental and the numerical results is 6.55 %.  
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Pressure 
drop (Pa) 
Pressure 
drop (Pa) 
Pressure 
drop (Pa) 
Pressure 
drop (Pa) 
Pressure 
drop (Pa) 
Pressure 
drop (Pa) 
Time 
Step  
Rectangular 
1.40 m/s 
Rectangular 
1.72 m/s 
Rectangular 
2.00 m/s 
Rounded 
1.40 m/s 
Rounded 
1.72 m/s 
Rounded 
2.00 m/s 
400   
(0.1 s) 
3.1963 4.7909 6.4936 2.8217 4.2487 ______ 
2000 
(0.5 s) 
3.1957 4.7209 6.4553 2.8766 4.1913 5.4577 
2400 
(0.6 s) 
______ 4.7195 6.4206 ______ 4.2059 5.2415 
2800 
(0.7 s) 
3.1863 4.7778 6.3984 2.9286 4.2325 5.9039 
3200 
(0.8 s) 
3.1751 4.8592 6.4621 3.0407 4.2547 5.4808 
3600 
(0.9 s) 
3.1764 4.8500 6.4320 2.8053 4.2397 5.2891 
4000 
(1.0 s) 
3.1681 4.7780 6.3643 3.0150 4.1986 5.1964 
Mean 
value 
3.1830 4.7852 6.4323 2.9146 4.2245 5.4282 
 
Table 8.9 Simulated values of the static pressure drop obtained in different moments of the 
time dependent simulations. In the last row are shown their average values. 
 
Fluent 
Model 
U0 (m/s) Variation of the pressure drop (%) 
The rectangular model represents the reference value 0 % 
Rectangular 1.40 0 
Rounded 1.40 -8.43 
Rectangular 1.72 0 
Rounded 1.72 -11.72 
Rectangular 2.00 0 
Rounded 2.00 -15.61 
 
Table 8.10 Variation of pressure drop in the rounded model with regard to the rectangular 
one. Numerical simulation. The rectangular model is the reference. 
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Central line 4000 time steps (1 s) (rectangular 2 m/s)
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
0 0.03 0.05 0.08 0.1 0.13 0.15 0.18 0.2 0.23 0.25 0.28 0.3 0.33 0.35 0.38
X (m)
St
at
ic
 p
re
ss
ur
e 
(P
a)
Y
X
 
Figure 8.18 Numerical simulated static pressure distribution along the central line, Y = 10 
mm. u03 = 2 m/s, 4000 time steps (1 s), rectangular model. 
 
Central line 4000 time steps (1 s) (rounded 1.72 m/s)
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Figure 8.19 Numerical simulated static pressure distribution along the central line, Y = 10 
mm. u02 = 1.72 m/s, 4000 time steps (1 s), rounded model. 
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Figure 8.20 Numerical simulated longitudinal velocity distribution. Rounded model, u02 = 
1.72 m/s, 4000 time steps (1 s). Note the effect of the swirls on the velocity field behind the 
fins. 
 
Figure 8.21 Numerical simulated velocity distribution. Rectangular model, u02 = 2.00 m/s, 
3200 time steps (0.8 s). Note the flow separation at the beginning of the fins and the effect of 
the swirls on the velocity field behind the fins. 
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Central line 4000 time steps (1 s) (rounded 1.72 m/s)
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Figure 8.22 Numerical simulated total velocity distribution along the central line, Y = 10 mm. 
u02 = 1.72 m/s, 4000 time steps (1 s), rounded model. 
 
 
Model U0  
(m/s) 
Pressure drop  
(Pa) 
Variation of the pressure drop (%) 
The Fluent model represents the reference value  
Rect - Fluent 1.40 3.1830 0 
Rect - Exper 1.40 3.0056 -5.57 
Rect - Fluent 1.72 4.7852 0 
Rect - Exper 1.72 4.4944 -6.07 
Rect - Fluent 2.00 6.4323 0 
Rect - Exper 2.00 6.0111 -6.55 
Round - Fluent 1.40 2.9146 0 
Round - Exper 1.40 2.8778 -1.26 
Round - Fluent 1.72 4.2245 0 
Round - Exper 1.72 4.2222 -0.05 
Round - Fluent 2.00 5.4282 0 
Round - Exper 2.00 5.4111 -0.32 
 
Table 8.11 Comparison between the experimental and numerical results. Numerical results 
(Fluent) are the reference. 1.40 m/s ~ 530 rpm, 1.72 m/s ~ 664 rpm and 2.00 m/s ~ 780 rpm 
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This is a very encourage result, but certainly not accurate enough to grant a high level of 
confidence to all the previous numerical simulations. Therefore, after a detailed analysis of 
the flow field in both models, the author arrives to the conclusion that the reason for this 
dissimilarity between the numerical and experimental results in the rectangular model can be 
given by the fact that the laminar model does not describe exactly the real behaviour of the 
flow. If one looks to the figures 8.20 and 8.21 will see that in the rectangular model there is 
flow separation at the beginning of the fins due to flow separation. This situation which is not 
observed in the rounded model, due to its rounded tips, can be not realistic since the presence 
of turbulent fluctuations in the flow field will compensate this. Consequently, to repeat the 
simulations, this time with a turbulent flow approach, become mandatory to determine 
whether the accuracy of the results rises. To carry out the turbulent simulations the 
Renormalization-Group (RNG) k-ε model was chosen, with the near wall model (two layer 
zone) to simulate the flow in the near-wall region. The use of the two layer zone approach 
requires that, y+ at the wall-adjacent cell should be, most ideally, on the order of y+ = 1. 
However, a higher y+ is acceptable as long as it is well inside the viscous sublayer, y+ < 4 ~ 5. 
In this case the meshes of the models did not have to be modified since the previous condition 
was fulfilled. See figure 8.23 a) and b) where the distribution of y+ along the fins is shown. 
For more details about the turbulent model used in the simulations see chapter 2: Fluent, a 
reliable commercial software. 
 
Cooling fins wall, 3177 time steps (0.8 s) (rectangular 2 m /s)
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Coolin fins wall, 1334 time steps (0.33 s) (rounded 2 m/s)
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(b) 
Figure 8.23 Distribution of y+ along the fins; note that for both models y+ stay within the 
recommended values. a) Rectangular model b) Rounded model. 
 
Once again, the pressure drop caused by the flow resistance of the cooling fins was calculated 
for each combination model-incoming velocity. This time, as it was previously supposed by 
the author, the accuracy of the simulations increases significantly for the rectangular model 
(maximum difference 0.34 %). While for the rounded model the agreement, between 
numerical and experimental results, remains very high (maximum difference 1.20 %). Table 
8.12 shows the obtained results and the comparison with the experimental data. Observing the 
flow field of both models, it is possible to conclude that the presence of turbulent fluctuations 
in the flow avoids the occurrence of flow separation at the beginning of the fins in the 
rectangular model. See figures 8.24 and 8.25. Therefore, eliminated the source of inaccuracy 
from the numerical model, the obtained results are accurate enough to grant a high level of 
confidence to all the previous numerical simulations. Another important aspect to be 
remarked is that the instability observed in the laminar simulations became smaller when the 
turbulent model was introduced. See figures 8.24 and 8.25. Finally, figures 8.26 and 8.27 
show some others significant results. 
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Model U0  
(m/s) 
Pressure drop  
(Pa) 
Variation of the pressure drop (%) 
The Fluent model represents the reference value  
Rect - Fluent 1.40 3.0115 0 
Rect - Exper 1.40 3.0056 -0.20 
Rect - Fluent 1.72 4.4793 0 
Rect - Exper 1.72 4.4944 0.34 
Rect - Fluent 2.00 5.9920 0 
Rect - Exper 2.00 6.0111 0.32 
Round - Fluent 1.40 2.8436 0 
Round - Exper 1.40 2.8778 1.20 
Round - Fluent 1.72 4.1851 0 
Round - Exper 1.72 4.2222 0.89 
Round - Fluent 2.00 5.4016 0 
Round - Exper 2.00 5.4111 0.18 
 
Table 8.12 Comparison between the experimental and turbulent model numerical results. 
Numerical results (Fluent) are the reference. 1.40 m/s ~ 530 rpm, 1.72 m/s ~ 664 rpm and 
2.00 m/s ~ 780 rpm 
 
 
Figure 8.24 Numerical simulated velocity distribution. Rectangular turbulent model, u03 = 
2.00 m/s, 3177 time steps (0.8 s). Note that the flow separation at the beginning of the fins and 
the effect of the swirls on the velocity field behind the fins has disappeared. 
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Figure 8.25 Numerical simulated velocity distribution. Rounded turbulent model, u03 = 2.00 
m/s, 1334 time steps (0.33 s). Note that the effect of the swirls on the velocity field behind the 
fins has disappeared. 
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Figure 8.26 Numerical simulated static pressure distribution along the central line, Y = 10 
mm. u03 = 2.00 m/s, 1334 time steps (0.3 s), rounded model. Turbulent simulation. 
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Central line 1415 time steps (0.35 s) (rectangular 1.4 m/s)
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Figure 8.27 Numerical simulated static pressure distribution along the central line, Y = 10 
mm. u01 = 1.40 m/s, 1415 time steps (0.35 s), rectangular model. Turbulent simulation. 
 
 
8.3 Validation of the heat transfer simulations 
 
In the previous section, experimental measurements were used to validate the numerical 
simulations carried out by the author. But, in that section only the flow resistance of the model 
was taken into account. Due to technical limitations it was not possible to measure 
experimentally the heat transfer of the fins in the wind tunnel. Therefore, a very important 
aspect of the numerical simulations has not been validated yet, which is the thermal part. As a 
manner to fulfil this important task, the author compares an analytical solution of the energy 
conservation equation, with the simulation of the same situation in Fluent. In this way it is 
possible to test the accuracy of Fluent to simulate complex thermal phenomena as heat 
transfer coupled to flow dynamics. 
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8.3.1 Analytical solution 
 
The next equation (8.1) represents the energy conservation equation for incompressible 
Newtonian fluids of constant density (ρ) and thermal conductivity (k) [20]. This equation will 
be used as the start point of this analysis.  
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  (8.1) 
Where ρ is the mass density, cp is the specific heat, µ is the dynamic viscosity of the fluid, T 
is fluid temperature, k is the thermal conductivity, Φ is the viscous dissipation function, q ′′′ is 
a volumetric heat source, and u, v, and w represents the components of the velocity vector. 
 
If one neglects the energy transfer due to viscous dissipation (µΦ), and making the volumetric 
heat source ( q ) equal to 0, and considers the case to be describe a two dimensional-time 
independent one, the energy conservation equation can be rewritten as equation 8.2. Note that 
neglecting the viscous dissipation term is certainly a reasonable assumption for small flow 
velocities except in systems with large velocity gradients. 
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The equation 8.2 is applied to a specific case where, given the velocity profile at the inlet of a 
very short 2D duct, one wants to obtain the temperature distribution along the pipe. The figure 
8.28 shows the graphic representation of this case. 
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Figure 8.28 Graphical representation of the case where the equation 8.2 is used to obtain the 
temperature distribution. u is longitudinal inlet velocity, T the inlet temperature, u0 is the inlet 
velocity at the point (0,0) and TW is the temperature at the walls. 
 
In the studied case, the longitudinal inlet velocity has the following form:  
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and the transversal inlet velocity is equal to zero. The heat transfer by conduction in x 
direction is neglected too. 
Then:  02
2
=∂
∂
x
T
 
Finally, the equation 8.2 applied to the specific case presented above will take the next form: 
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2
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∂
x
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y
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The equation 8.4 represents the energy equation in function of the temperature for this case. 
Solving this equation the temperature distribution all along the pipe is obtained. This equation 
is a linear partial differential equation, which can be solved using the so called “Method of the 
Separation of Variables” [59]. This method allows to reduce the partial differential equation in 
several ordinary differential equations what simplifies the process to obtain particular 
solutions of the original equation. Then one can write that: 
 
( ) )()(, yYxXyxT =         (8.5) 
)(xX and )(xY are particular solutions of the original partial differential equation. 
If now, one substitutes expression 8.3 into equation 8.4 and divides the independent variables 
x and y by a (see figure 8.28), to make them dimensionless, the next expression is obtained 
(8.6):  
 
a
xx =*    a
yy =*  
( ) 01 *2*02*22 =∂∂−−∂∂ xTyaucyTak pρ       (8.6) 
Multiplying equation 8.6 for (a2/k) one obtains the equation 8.7: 
( ) 01 *2*202*222 =∂∂−−∂∂ xTykaaucyTkaak pρ  
( ) 01 *2*02*2 =∂∂−−∂∂ xTyakucyT pρ       (8.7) 
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If  RePr0 =ak
ucpρ
  is called B, then finally the equation 8.8 is obtained: 
( ) 01 *2*2*2 =∂∂−−∂∂ xTyByT        (8.8) 
At this point, the “Separation Method” is applied to find particular solutions of the equation 
8.8. 
( ) )()(, **** yYxXyxT =        (8.9) 
The expression 8.9 is substituted in 8.8 to obtain 8.10: 
( ) ( ) [ ] 0)()(1)()( * **2***** =∂∂−−⎥⎥⎦⎤⎢⎢⎣⎡∂∂∂∂ x yYxXyByYxXyy   (8.10) 
Derivating the expression 8.10 one obtains the following equations: 
[ ] ( )[ ] 01 2** =′+′−=′+′∂∂ YXYXyBYXYXy    since 
( ) 0** =∂∂=′ yxXX  and  ( ) 0** =∂∂=′ xyyY   then 
[ ] ( )[ ] 01 2** =′−=′∂∂ YXyBYXy  
( ) 01 2* =′−=′′+′′ YXyBYXYX   since  ( ) 0** =∂∂=′ yxXX  
then  ( ) 0)()(1)()( **2*** =′−=′′ yYxXyByYxX    (8.11) 
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Note that  
( )
*
*
x
xXX ∂
∂=′  and  ( )*2 *2 y yYY ∂∂=′′  
Rearranging the equation 8.11, one can write that: 
( ) 2***2* * )( )()(1 )( λ−=′=− ′′ xX xXyYyB yY      (8.12) 
It is possible to make the expression 8.12 equal to the constant –λ2 because, both sides of the 
equation are independent of each other and equal. The constant –λ2 is chosen following 
practical recommendations [59]. 
 
As a result, one can write two new expressions from 8.12, which are ordinary differential 
equations: 
2
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*
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    (8.13)     and    ( ) 2*2*
*
)(1
)( λ−=−
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yYyB
yY
   (8.14) 
 
Let’s now find solutions for 8.13 and 8.14, beginning for the first one. 
From equation 8.13      (8.15) 0)()( *2* =+′ xXxX λ
For this type of equation it has been proved that, the solution will have the next form [59]: 
*
1
* )( mxecxX =  This substituted in 8.15 leads to the value of m 
0
*
1
2*
1 =+ mxmx ecemc λ   2λ−=m    (8.16) 
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Finally one can write that: 
*
1
* 2)( xecxX λ−=         (8.17) 
Now, it is checked if the expression 8.17 is a valid solution of the equation 8.15. 
*
1
2* 2)( xecxX λλ −−=′        (8.18) 
Substituting 8.17 and 8.18 in 8.15, are obtains: 
0
*
1
2
*
1
2 22 =+− −− xx ecec λλ λλ      
Therefore it is prove that the expression 8.17 will be a solution of X(x*) for any value of the 
constants c1 and –λ2. 
Now, let’s go back to equation 8.14, which can be rewritten as: 
( ) 0)(1)( *2*2* =−+′′ yYyByY λ      (8.19) 
 
“Statement a”: From the bibliography one can write that [60, page 781]: 
If  0)()()( 012 =+′+′′ YxgYxgYxg  
g2(x) = 1,  g1(x) = 0  and  g0(x) = 2n + 1 - x2  
Then the solution for this differential equation will have the next form: 
)()( 2
2
xHexY n
x−=      Where Hn (x) is an orthogonal polynomial called Hermite 
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For the equation 8.19   g2(y*) = 1,  g1(y*) = 0  and  g0(y*) = Bλ2 (1 - y*) 2
Since g0(x) = 2n + 1 - x2 ≠ g0(y*) = Bλ2 (1 - y*) 2  then 2n + 1 - x2 ≠ Bλ2 - Bλ2y*2
But if one makes Bλ2 = 2n + 1, g0(y*) can be rewrite as 2n + 1 – ((√2n+1) y*) 2 and g0(x) will 
be equal to g0(y**). I.e.  2n + 1 - x2 = 2n + 1 - y** 2     (8.20) 
Therefore, taking into account the “statement a”, it is possible to say that the following 
expression will be a general solution of Y(y*): 
)12()( *2
)12(
*
2*
ynHeyY n
yn
+=
+−
, where x = (√2n+1) y*  (8.21) 
 
To determine the form of the Hermite polynomial, let’s use the following statement from [60, 
page 782] 
“Statement b”: From the bibliography one can write that: 
If one have recurrence relations with respect to the degree n of the form: 
0)()()()( 143211 =−+= ++ xfaxfxaaxfa nnnnnnn  
then for    )()( xHxf nn =     and  
naaaa nnnn 2201 4321 ====    one writes 
)(2)(2)( 11 xnHxxHxH nnn −+ −=      (8.22) 
 
From the table 22.13 page 802 of the “Handbook of Mathematical Functions” [60]: 
H0(x) = 1    (8.23)       and   H1(x) = 2x   (8.24) 
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Consequently:  
For n = 1 the expression 8.22 will take the next form: 
H1+1(x) = 2x H1(x) – 2(1) H0(x) 
H2(x) = 2x (2x) – 2 
H2(x) = 4x2 – 2          (8.25) 
For n = 2: H3(x) = 8x3 – 12x       (8.26) 
For n = 3 H4(x) = 16x4 - 48x2 – 12       (8.27) 
Now, since x = (√2n+1) y* one can finally write the expressions 8.23 to 8.27 as follow: 
H0(x) = H0 ((√2 (0) + 1) y*) = H0 (y*) = 1      (8.28) 
H1(x) = H1 ((√2 (1) + 1) y*) = H1 (√3y*) = 3.46y*     (8.29) 
H2(x) = H2 ((√2 (2) + 1) y*) = H2 (√5y*) = 20y*2 - 2     (8.30) 
H3(x) = H3 ((√2 (3) + 1) y*) = H3 (√7y*) = 148.16y*3 – 31.75y*   (8.31) 
H4(x) = H4 ((√2 (4) + 1) y*) = H4 (√9y*) = 1296y*4 – 432y*2 + 12   (8.32) 
 
To conclude, substituting the expressions 8.28 to 8.32 in the equation 8.21, a whole set of 
particular solutions for Y(y*) can be found. 
For n = 0  
2
2*2*
)1)0(2()( *02
)1)0(2(
*
y
eyHeyY
y −
=+=
+−
 
For n = 1  
2
2*3
** 46.3)3(
y
eyyY
−
=  
For n = 2  
2
2*5
2
2*5
220)5( 2**
yy
eeyyY
−−
−=  
For n = 3  
2
2*7
2
2*7
*3** 75.3116.148)7(
yy
eyeyyY
−−
−=  
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For n = 4 
2
2*9
2
2*9
2
2*9
124321296)9( 2*4**
yyy
eeyeyyY
−−−
+−=  
 
 
After one has found the general solutions of X (x*) (expression 8.17) and Y (y*) (expression 
8.21), then it is possible to write the general solution of T(x*, y*) (expression 8.9) that will 
have the next form (see equations 8.32 and 8.33): 
 
As  Bλ2 = 2n + 1  then  λ2 = (2n+1)/B = (2n+1)/RePr 
 
( ) )12()()(, *2 12
0
PrRe
12
****
2**
ynHeecyYxXyxT n
yn
n
xn
n +==
+−∞
=
+−∑       (8.32) 
or 
( ) nyxyx TyeeceecyxT +++= −−−− .....32, *23PrRe32PrRe**
2**
1
2**
0           (8.33) 
 
Every individual term of the equation 8.33 and all of them as a whole will be solutions of 
T(x*, y*). Therefore, using the expression 8.34 and given the values of the x and y 
coordinates, it is possible to determine the value of the temperature in any point of the duct of 
the figure 8.28. 
 
( ) 2PrRe** 2**, yx eeyxT −−=                 (8.34) 
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8.3.2 Comparison between the analytical solution and a solution obtained from Fluent 
 
Once an analytical solution of equation 8.2 for the case of the figure 8.28 has been found, the 
next step will be to compare the results, obtained with the analytical solution, with the 
temperature distribution obtained from the numerical simulation of the case. For that reason, a 
model of the study case is elaborated in Fluent. From the equation 8.34 (T0) the following 
expressions for the boundary conditions are obtained. See also the figure 8.29 
 
( ) 2*0 2*, yeyT −=  (8.35)    ( ) 21PrRe* *1, −−= eexT x  (8.36) 
and ( ) 21PrRe* *1, −−=− eexT x        (8.37) 
 
 
Figure 8.29 Expressions for the temperature distribution obtained from applying the equation 
8.34 to the model of figure 8.28.These expressions represent the boundary conditions of the 
study model. 
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The Fluent option, “User Defined Functions” is used to define, in the numerical model, the 
boundary conditions represented by the expressions 8.35 to 8.37. See chapter 2: Fluent a 
reliable commercial software, for a detailed explanation about the use of the user defined 
functions in Fluent. The dimensions of the duct and the air properties used for the comparison 
are: (see figure 8.29 for the nomenclature) 
a = 0.002 m, u0 = 1.0 m/s, length of the duct = 0.004 m. Air properties (ideal gas) [20]: 
Density (ρ) = 1.1774 kg/m3, cp = 1005.7 j/kg-k, Thermal conductivity (k) = 0.02624 w/m-k 
Finally, the tables 8.13 and 8.14 show the comparison between the analytical and numerical 
results for two different positions of the duct. The remarkable degree of coincidence between 
those results is evident. Therefore, the reliability of Fluent, for thermal simulations similar to 
those ones carried out in this thesis, has been proved. The figures 8.30 and 8.31 show the 
graphical representation of the data from the tables 8.13 and 8.14. 
 
Comparison for x = 0.003 m  
Y 
(m) 
Analytical 
temp 
(k) 
 
Numerical 
temp 
(k) 
 
Relative 
error 
% 
Y 
(m) 
Analytical 
temp 
(k) 
 
Numerical 
temp 
(k) 
 
Relative 
error 
% 
0.002 300.5965 300.597 1.55E-04 0.00095 300.8786 300.878 1.97E-04
0.00195 300.6114 300.611 1.48E-04 0.0009 300.8888 300.888 2.70E-04
0.0019 300.6263 300.626 1.11E-04 0.00085 300.8986 300.898 1.95E-04
0.00185 300.6412 300.641 6.25E-05 0.0008 300.9079 300.907 2.99E-04
0.0018 300.656 300.656 5.58E-06 0.00075 300.9167 300.916 2.46E-04
0.00175 300.6707 300.671 9.96E-05 0.0007 300.9251 300.924 3.60E-04
0.0017 300.6853 300.685 1.06E-04 0.00065 300.9329 300.932 3.07E-04
0.00165 300.6998 300.7 6.00E-05 0.0006 300.9402 300.939 4.12E-04
0.0016 300.7142 300.714 5.99E-05 0.00055 300.947 300.946 3.40E-04
0.00155 300.7284 300.728 1.26E-04 0.0005 300.9533 300.952 4.18E-04
0.0015 300.7424 300.742 1.32E-04 0.00045 300.9589 300.958 3.10E-04
0.00145 300.7562 300.756 7.07E-05 0.0004 300.964 300.963 3.46E-04
0.0014 300.7698 300.769 2.67E-04 0.00035 300.9686 300.968 1.90E-04
0.00135 300.7831 300.783 4.95E-05 0.0003 300.9725 300.972 1.71E-04
0.0013 300.7962 300.796 7.57E-05 0.00025 300.9759 300.975 2.87E-04
0.00125 300.809 300.809 6.40E-06 0.0002 300.9786 300.978 2.03E-04
0.0012 300.8215 300.821 1.67E-04 0.00015 300.9808 300.98 2.51E-04
0.00115 300.8337 300.833 2.19E-04 0.0001 300.9823 300.981 4.28E-04
0.0011 300.8455 300.845 1.54E-04 0.00005 300.9832 300.982 4.02E-04
0.00105 300.8569 300.856 3.00E-04 0 300.9835 300.983 1.72E-04
0.001 300.868 300.867 3.16E-04     
 
Table 8.13 Comparison between the analytical and numerical results for x = 0.003 m. The 
analytical results are the reference. 
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Comparison for x = 0.003 m  
Y 
(m) 
Analytical 
temp 
(k) 
 
Numerical 
temp 
(k) 
 
Relative 
error 
% 
Y 
(m) 
Analytical 
temp 
(k) 
 
Numerical 
temp 
(k) 
 
Relative 
error 
% 
0.002 300.5932 300.597 1.25E-03 0.00095 300.8737 300.873 2.46E-04
0.00195 300.6081 300.608 2.18E-05 0.0009 300.8839 300.883 2.99E-04
0.0019 300.6229 300.623 4.17E-05 0.00085 300.8936 300.893 2.07E-04
0.00185 300.6376 300.638 1.18E-04 0.0008 300.9029 300.902 2.94E-04
0.0018 300.6524 300.653 2.13E-04 0.00075 300.9117 300.911 2.24E-04
0.00175 300.667 300.667 1.63E-06 0.0007 300.92 300.919 3.24E-04
0.0017 300.6815 300.682 1.55E-04 0.00065 300.9278 300.927 2.56E-04
0.00165 300.696 300.696 1.55E-05 0.0006 300.935 300.934 3.47E-04
0.0016 300.7102 300.71 7.80E-05 0.00055 300.9418 300.941 2.63E-04
0.00155 300.7244 300.724 1.18E-04 0.0005 300.948 300.947 3.29E-04
0.0015 300.7383 300.738 9.85E-05 0.00045 300.9536 300.953 2.12E-04
0.00145 300.752 300.752 1.16E-05 0.0004 300.9587 300.958 2.38E-04
0.0014 300.7656 300.765 1.83E-04 0.00035 300.9632 300.962 4.06E-04
0.00135 300.7788 300.778 2.73E-04 0.0003 300.9671 300.966 3.79E-04
0.0013 300.7918 300.791 2.76E-04 0.00025 300.9705 300.97 1.57E-04
0.00125 300.8045 300.804 1.83E-04 0.0002 300.9732 300.972 4.01E-04
0.0012 300.817 300.816 3.21E-04 0.00015 300.9753 300.974 4.44E-04
0.00115 300.8291 300.828 3.50E-04 0.0001 300.9769 300.976 2.86E-04
0.0011 300.8408 300.84 2.64E-04 0.00005 300.9778 300.977 2.59E-04
0.00105 300.8522 300.852 5.56E-05 0 300.9781 300.977 3.60E-04
0.001 300.8632 300.863 5.18E-05     
 
Table 8.14 Comparison between the analytical and numerical results for x = 0.004 m. The 
analytical results are the reference. 
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Figure 8.30 Analytical and numerical temperature distribution at x = 0.003 m. 
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Temperature distribution for X = 0.004 m
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Figure 8.31 Analytical and numerical temperature distribution at x = 0.004 m. 
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Chapter 9 
 
Conclusions 
 
 
9.1 Accomplished tasks 
 
 
Since the beginning of the electronics industry the power dissipation and its adverse impact on 
electronics has been a matter of significant importance. Although the level of attention paid to 
thermal matters has been inconsistent. However, in the last years the increase of heat 
dissipation in microelectronic devices and the reduction in overall dimensions, have 
transformed the thermal management into one of the pillars of electronic product design. At 
present, much research is focused to the development of new technologies to cope with the 
projected power dissipation values. But unfortunately none of these technologies are 
commercially available today, and they still need a lot of fundamental and applied research. 
As a result, the air-cooling, specially the forced convection air-cooling has been and still 
remains as the main available method to handle the critical issue of the power dissipation in 
the microelectronics industry. Still, the air-cooling is seen by many specialists with scepticism 
with regard to its feasibility as a cooling-solution, at least for the future, due to the impressive 
increment of the power dissipation. In spite of this, the reality has shown that the once 
considered limit of air-cooling, have been be widely overcome. This dramatic leap forward 
has been achieved mainly by the development of high performance heat sinks.  
Consequently, this thesis is seen by the author as a significant contribution to the important 
issue of the optimisations of heat sinks. The research has two main objectives: first, to carry 
out several heat sinks optimisation studies where the mean target would still be to obtain the 
maximum overall thermal conductance, but the reduction of the flow resistance has to become 
very important one too, and second, to prove the possibilities and advantages of the use of 
CFD in the heat sinks optimisation processes.  
The starting point of the thesis, for technical reasons, was the design and construction of a 
very-low speed wind tunnel for microelectronics applications. This tunnel is used to realise 
experimental measurements necessary for the validation process. Despite its importance, there 
are not many wind tunnel builders that offer low-speed wind tunnels for microelectronics 
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applications. Most of the so-called low-speed wind tunnels, which can be found on the 
market, have actually too high velocities for microelectronics applications. Therefore, the 
design and construction of this device is incorporate as an original research topic of this 
thesis. As result of this effort a wind tunnel suitable for electronic cooling tests has been 
constructed. The work range of the wind tunnel is from 0.6 m/s (200 rpm) and 2.09 % 
turbulence intensity until 3.77 m/s (1500 rpm) and 0.98 % turbulence intensity. The maximum 
velocity difference, in the area occupied by the model, is 0.4 % and the average value of the 
turbulence intensity is just 1.88 %. This wind tunnel has already been used not only in the 
experimental measurements directly related with this thesis but in a wider number of 
microelectronics thermal studies. 
To achieve the first objective of the study, a more integral approach to the design and 
optimisation of heat sinks is introduced by the author. The study makes emphasis on the 
emergence of many new challenges for the thermal engineers which go beyond the traditional 
objective of the minimisation of the thermal resistance. Consequently, in the study not only 
the heat transfer but also the pressure drop has been evaluated. This is a quite unique approach 
as compared to other researches when only the inlet velocity u0 is used as reference value and 
the pressure drop is not taken into account.  
At first, in the chapter 5, the effect of the cooling fin shape on the thermal and aerodynamic 
efficiency of enclosed heat sinks was studied numerically. Four geometries of cooling fins 
were studied: standard rectangular fins, aerodynamic fins (airfoil shape), and cooling fins 
where the inlet edge or the inlet and outlet edges are rounded. The purpose of this 
arrangement is to lower the aerodynamic drag without affecting the thermal efficiency. It 
appeared through the results presented in chapter 5 that if the Reynolds number, based on the 
spacing between the cooling fins, is greater or equal than about 800, the reduction of the flow 
resistance can be achieved by the use of aerodynamic profiles for the cooling fins without 
affecting the value of the removed heat. Therefore, the ratio between the heat removed and the 
energy spent for the coolant flow going through the cooling fins (Quality Factor “QF”) is 
larger for an aerodynamically optimised layout than in a standard one. As a practical 
optimum, a cooling fin with a rounded leading edge is suggested. For very small Reynolds 
numbers around 100 or less, it is useless to introduce any type of aerodynamic layout because 
the boundary layers on the surfaces are so thick, that a change in the surface layout cannot 
cause any significant change in the boundary layer itself. The reduction of the flow resistance 
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would permit the use of lighter fans without affecting the heat removed by the coolant, 
bringing as positive consequence a reduction in noise level, power consumption and fan size. 
The above given conclusions are valid for any type of heat sink where the flow is parallel to 
the fins and the fins are not longer than 35 mm. Also in the chapter 5, the influence of the 
approach angle of the incoming velocity on the heat transfer and the flow resistance in heat 
sinks is studied. This is an essential analysis since in many cases the flow is not perfectly 
parallel to the fins and it enters obliquely into the cooling channels. From the results obtained 
with the numerical simulations it is possible to conclude that no improvement can be expected 
on the value of the quality factor “QF” through the increment of the flow angle of attack. A 
higher value of this angle produces a reduction in the heat transfer which is deeper than the 
reduction of the pressure drop, consequently the value of “QF” will drop. The advantages of 
an aerodynamic layout of the cooling fins are also present for an inclined flow. 
Afterwards, in chapter 6, the author has compared a standard heat sink with rectangular fins, 
with a staggered heat sink. The objective of the study was to prove the advantages of the 
staggered model compared to the standard model. A group of parameters are taken into 
account to obtain an integral study of the heat sink. These are maximum heat transfer flux, 
minimum flow resistance, minimum power consumption, and minimum heat sink mass. To 
achieve the objective, three different models were studied to obtain the ratio between the heat 
removed and the energy spent for the coolant flow going through the cooling fins “QF”. The 
obtained results proved that, for a given incoming velocity, the use of a staggered heat sink 
always leads to a maximisation of the heat transfer flux compared with the thermal behaviour 
of a standard heat sink. It is achieved through the elimination or reduction of the red areas (hot 
–spot temperatures) through the regeneration of the thermal boundary layers. This 
regeneration leads to a remarkable increment of the surface heat transfer at the beginning of 
the shifted fins. In this way, the thermal efficiency of the heat sink is drastically improved. 
The above conclusion is also true even if the staggered model has less surface area than the 
standard one. The reduction in the surface area is originated by the introduction of a “gap” 
between the shifted fins. The objective of this modification is the reduction of the extremely 
high flow resistance of the staggered heat sink which constitutes its maximum limitation. It is 
clear that there is a limit to the dimensions of this “gap”, since the use of a too large gap 
would affect in excess the heat sink thermal performance. To determine the limit of this 
reduction (the dimensions of the “gap”) the thermal engineers have at theirs disposal the so 
called “what – if” techniques, based on the use of mathematical models and CFD software to 
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avoid the construction of expensive prototypes. In this particular case several numerical 
simulations and comparisons of heat sinks with different surface area can lead the thermal 
engineer to the optimum staggered heat sink. Another important conclusion is that the 
significant positive difference in the thermal performance of the staggered model permits the 
reduction of the incoming velocity, as a manner to lower its flow resistance, with the 
consequent reduction in the pressure drop, and power consumption. This makes the staggered 
model the most efficient layout for a given value of power to be dissipated. Finally, the 
influence of the use of aerodynamic cooling fins on the staggered heat sink efficiency (quality 
factor “QF”) was studied. From the obtained results it is possible to conclude that the use of 
rounded staggered fins makes the staggered layout the most efficient, not only for a given 
value of power to be dissipated but for a given incoming velocity as well. This is not true for 
not aerodynamically shaped staggered fins in the case of a given incoming velocity. The 
author assumes, taking into account the conclusions of the chapter 5, that again the beneficial 
effect of the aerodynamic cooling fins will only be present for values of the Reynolds number 
higher than 800.  
The conclusions obtained in chapters 5 and 6 are very important and useful to improve the 
thermal and hydraulic resistance of the heat sinks. However, all the simulations carried out are 
two dimensional which do not take into account the flow-bypass present in non-enclosed heat 
sinks. This configuration is widely used in microelectronics, consequently, 3D simulations are 
really necessary to strengthen and widen the obtained conclusions. The results revealed that 
also for non-confined heat sink the use of aerodynamic cooling fins will lead to an 
improvement of the efficiency of the heat sink, represented for the dimensionless parameter 
quality factor “QF”. The rise in the heat sink efficiency is achieved by a significant reduction 
of the flow resistance and the improvement of the heat transfer, but it is less significant than 
for enclosed heat sinks with the same Reynolds number. In this case, there is an efficiency 
increment of 3.84 % compared to 6.41 % observed for the enclosed heat sink with the same 
incoming velocity. The reason for this difference is the presence of the flow-bypass, which 
reduces the mass flow rate through the heat sink and therefore the local incoming velocity. 
With regard to the flow-bypass, it was also observed that in the heat sink with rounded fins it 
is slightly smaller than in the heat sink with rectangular one. This reduction in the flow-bypass 
has without discussion a positive influence on heat transfer and therefore on the efficiency. 
The aforementioned results are quite positive since they reaffirm the tendencies clearly 
observed in the 2D simulations (enclosed heat sinks). But, the flow-bypass is a complex 
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phenomenon which depends of several parameters and in the studied models just one of then, 
heat sink flow resistance, was taken into consideration. Moreover, the difference in the flow-
bypass between the two models is very small, just 1 %, thus further simulations are necessary 
before a solid conclusion can be given about this important phenomenon.  
Since the human factor plays a crucial aspect into the numerical calculation accuracy, one can 
not assume that the simple fact of using reliable and well established commercial CFD 
software will always lead to accurate results. CAD generation, grid selection, boundary 
conditions, convergence criteria, approximations, etc. are all of them defined by the 
experience of the thermal engineer and if they are wrongly specified one can not expect to 
obtain any valid result from the numerical simulations. Hence, in the validation chapter the 
author establishes the accuracy of the models used in the numerical simulations by the 
comparison of them with numerical and experimental results.  
The second central objective of the thesis is achieved through the accomplishment of the 
whole study, because the research is completely based on the use of computational fluid 
dynamics (CFD) commercial codes to simulate in detail the behaviour of different cooling fin 
layouts. The author has put a great emphasis into the importance of the “What if” techniques 
as a straight, accurate, economic and fast method to manage and solve thermal problems in 
microelectronics. The notable and useful conclusions obtained from the numerical simulations 
have proved the viability and practicability of CFD as basic tool for the thermal management 
in microelectronics. Moreover, the unremitting development of computer hardware and 
software allows the author to foresee a spectacular increment in use of CFD in thermal 
management in the near future. Already there are a growing number of CFD commercial 
software dedicated to this field, together with web based CFD services which facilitate 
notably the work of the thermal specialists. However, all who are interested in using CFD 
need to understand that, although all fluid-flow phenomena are in principle amenable to 
simulation by CFD techniques, it is only the minority of those which are easy to simulate; 
most are rather difficult. This is one of the reasons why CFD simulations are not yet fully 
accepted in the industry as the principal basis for design decisions; being rather seen as a 
supporting tool for more “serious” experimental investigations.  
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As a general summary, the following are presented as the principal conclusions of the thesis:  
• All the optimisation and design processes of heat sinks have to be realised in an 
integral manner, where the minimisation of the thermal resistance be achieved together 
with a minimisation of the flow resistance.  
• The use of cooling fins with aerodynamic layout is a practical way to reduce the flow 
resistance in heat sinks without affecting the thermal resistance. However, this 
beneficial effect is only present if the Reynolds number based on the space between 
the fins is large enough. For too small Reynolds numbers, the boundary layers on the 
surfaces are so thick, that a change in the surface layout cannot cause any significant 
change in the boundary layer itself.  
• No improvement can be expected on the value of the quality factor “QF” through the 
increment of the flow angle of attack. Therefore, flows perfectly parallel to the cooling 
fins are suggested as the best solution for cooling systems in microelectronics 
applications. 
• The use of heat sinks with staggered cooling fins is a suitable manner to increase the 
thermal efficiency of the heat sinks. This outstanding thermal behaviour together with 
the use of aerodynamic cooling fins makes the staggered layout more efficient than the 
standard parallel rectangular plate heat sink. The efficiency being defined by the ratio 
between the heat removed and the energy spent for the coolant flow going through the 
cooling fins (Quality Factor “QF”) 
• In non-confined heat sink, the use of aerodynamic cooling fins will also lead to an 
improvement of the efficiency of the heat sink, represented for “QF”. The rise in the 
heat sink efficiency is achieved by a significant reduction of the flow resistance and 
the improvement of the heat transfer, but it is less significant than for enclosed heat 
sinks with the same Reynolds number. No final conclusion can be give about the 
effect of aerodynamic cooling fins on the flow-bypass. Further research in this topic is 
needed. 
• The use of CFD techniques is a straight, accurate, economic and fast method to 
manage and solve thermal problems in microelectronics and should be fully 
introduced as a support tool to the design of thermal solutions in microelectronics. 
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9.2 Future research 
 
The design and optimisation of heat sinks is a complex task since there are a great number of 
aspects to be controlled. In order to simplify the research, the author has restricted the study to 
a short number of aerodynamic layouts that could not be the best ones. Also, the thickness and 
length of the fins were kept constant through the whole thesis, therefore the influence of these 
important geometric dimensions on the carried out simulations remains unknown. These are 
just some examples of the large number of aspects that could be studied to continue and 
strengthen the present research.  
With regard to the 3D study of heat sink with flow-bypass, the author should be able to 
simulate in the future a larger number of cases, where several important parameters can be 
varied for heat sinks with aerodynamic and rectangular cooling fins. For instance: the 
incoming air velocity, the channel height ratio, the cross section ratio, the channel width ratio 
and the space between the fins. The author expects, for example, a further improvement in the 
efficiency of the aerodynamic heat sink with the increase in the air velocity. Hence, it would 
be very useful to carry out a complete set of simulations of non-confined heat sinks.  
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Appendix 1 
 
A 1.1 The LDV Technique 
 
Laser Doppler Velocimetry (LDV) is a well-proven technique that measures fluid velocity 
accurately and non-invasively. Laser light illuminates the flow, and light scattered from 
particles in the flow is collected and processed. In practice, a single laser beam is split into 
two equal-intensity beams which are focused at a common point in the flow field. An 
interference pattern is formed at the point where the beams intersect, defining the measuring 
volume. Particles moving through the measuring volume scatter light of varying intensity, 
some of which is collected by a photodetector. The resulting frequency of the photodetector 
output is related directly to particle velocity [61]. See equation A1.1.  
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Where fd is the resulting frequency of the photodetector output (Doppler frequency), df is the 
fringe spacing in the measurement volume, λ is the laser beam wave length and θ is the beam 
intersection angle. 
 
If additional laser beam pairs with different wavelengths (colours) are directed at the same 
measuring volume two, and even three, velocity components can be determined 
simultaneously. Figure A1.1 shows the LDV work principle. Typically, the blue and green or 
blue, green, and violet lines of an argon-ion laser are used for multi-component 
measurements. If one of the beams in each beam pair is frequency shifted, the LDV system 
can also measure flow reversals.  
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Figure A1.1. Schematic representation of the LDV principle of work. 
 
A 1.2 Two Components Laser Doppler Velocimetry used in the thesis 
 
For the measurements carried out in this thesis a Two Components Laser Doppler 
Velocimetry of the company TSI inc. was used. This device has a fiberoptic configuration for 
general-purpose applications. Figure A1.2 shows the main components of the system which 
are described subsequently in detail. 
 
Figure A1.2. Main components of the Two Components LDV of TSI inc. 
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The system is constituted of the following parts [62]: 
 
1. A two-watt argon-ion laser with breadboard, model Innova 70C-2. Cooled with water, 
flow rate 8.5 l/min.  
2. A beam generator with four fiberoptic couplers, model 9201 ColorBurst Multicolor 
Beam Separator. This device converts a single multiline argon-ion laser beam into four 
laser beams to perform the laser Doppler measurements. Frequency-shift is added to 
each colour to allow measurements in reversing flows. 
3. A two-component argon-ion fiberoptic probe for 514.5nm (green) and 488 nm (blue) 
wavelengths, model TSI 9253-035. 83 mm diameter. Focal length: 363 mm. The fibre 
optic probe transmits the laser beams to form the measurement volume and to collect 
the light scattered by the particles travelling in the measurement volume. 
4. A two-channel photodetector module, model 9230 ColorLink Plus Multicolor 
Receiver. The ColorLink Plus receives light, scattered by particles in the flow, through 
an optical receiving fibre (fiberoptic probe). It separates this light by colour, and 
converts it to electrical signals. 
5. A signal processor, model IFA 655 Digital Burst Correlator. This is a digital signal 
processor designed to process signals produced by a LDV system. It distinguishes the 
signal burst from the noise. The IFA 655 receives electrical signals from the 
photodetector and extracts from them information such as frequency, phase, burst 
transit time and burst arrival time. This information is send then to the DMA board in 
the computer. 
6. A 16-Bit Interface Board, model 6261. This computer interface board transfers data 
from the signal processor IFA 655, to an IBM-compatible personal computer. The data 
is analysed using the FIND software running on the computer, which displays detailed 
analysis. 
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A 1.3 Diffraction of the Laser Beams in Measurements through Windows 
 
The refractive index of the window material is different from that of the air, this causes the 
beams to refract, which in turn changes the location of the measurement volume. The equation 
A1.2 allows one to determine the real value of the focal length in the presence of a window. 
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w
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Where F is the real focal length, FD the focal length without the presence of a window, t is the 
thickness of the window, kw is the angle of the beam within the window to the optical axis 
and kf is the angle of the beam within the fluid to the optical axis. FD, t and kf are known and 
the value of kw is obtained from the expression A1.3. 
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Where Na is the refractive index of the medium between the lens and the window, in this case 
air, then Na = 1. Nw is the refractive index of the window, in this case Plexiglas, then Nw = 
1.49. And ka is the angle between the incident beam to the optical axis, which is given by the 
laser builder. 
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Appendix 2 
 
A 2.1 Pocket manometer used in the experimental measurements 
 
The instrument is a single range manometer for the measurement of pressure on dry, clean and 
non-corrosive gases, model FC010 with the following technical characteristics: 
1. Range: ± 199.9 Pa  0 to 18 m/s 
2. Accuracy better than 1% of reading ± 1 dgt. For 10 to 100 % of fsd 
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