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ERROR BOUNDS OF REGULARIZED GAP FUNCTIONS FOR
POLYNOMIAL VARIATIONAL INEQUALITIES
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‡
Abstract. This paper is devoted to present new error bounds of regularized gap func-
tions for polynomial variational inequalities with exponents explicitly determined by the
dimension of the underlying space and the number/degree of the involved polynomials. The
developed techniques are largely based on variational analysis and semialgebraic geometry,
which allow us to establish a nonsmooth extension of the seminal  Lojasiewicz’s gradient
inequality to regularized gap functions with explicitly calculated exponents.
1. Introduction
We study the variational inequality in which a point x ∈ Ω is sought such that
〈F (x), y − x〉 ≥ 0 for all y ∈ Ω, (VI)
where F : Rn → Rn is a map and Ω is a nonempty closed convex subset of Rn. When Ω is
the nonnegative orthant in Rn, the problem (VI) reduces to the nonlinear complementary
problem.
Variational inequalities have been widely studied in various fields such as mathematical
programming, game theory and economics, etc. There is a large literature on all aspects of
the theory and application of variational inequalities; for more details, we refer the reader
to the survey by Harker and Pang [10] and the comprehensive monograph by Facchinei and
Pang [7] with the references therein.
Many fruitful approaches to both theoretical and numerical treatment of variational in-
equalities make use of merit functions. One such function is the regularized gap function
ψ : Rn → R defined by
ψ(x) := sup
y∈Ω
{
〈F (x), x− y〉 −
ρ
2
‖x− y‖2
}
,
Date: March 24, 2020.
1991 Mathematics Subject Classification. 90C26, 65H10, 90C26, 90C31, 26C05.
Key words and phrases. Variational inequality, Regularized gap function, Error bound,  Lojasiewicz in-
equality, Polynomial.
‡,‡The authors are partially supported by Vietnam National Foundation for Science and Technology
Development (NAFOSTED), grant 101.04-2019.302.
1
where ρ is a positive real number (cf. [1, 7, 8, 22, 23, 24]). This function has a number of
interesting properties. For example, it is finite valued everywhere, nonnegative on Ω, and
becomes zero at any solution of the problem (VI). Furthermore, it is continuously differen-
tiable whenever F is continuously differentiable. These properties are basic for development
of iterative decent algorithms for solving variational inequalities.
On the other hand, the theory of error bounds provides a useful aid for understanding
the connection between a merit function and the actual distance to its zero set, and hence
plays an important role in convergence analysis and stopping criteria for many iterative
algorithms; for more details, see [7, Chapter 6] and references therein. Therefore, it would
be interesting and useful to investigate error bounds for regularized gap functions associated
with variational inequalities.
Assume that the map F is strongly monotone. By virtue of the consideration of differ-
entials, Wu et al. [24], Yamashita et al. [26], and Huang et al. [11] have addressed the
error bound issues for ψ when F is smooth, and thereby established convergence results of
sequences obtained by an algorithm of Armijo type. These results are extended by Ng and
Tan [19] to cover the case that F is not necessarily smooth; see also [16, 17, 22, 25] for related
works.
We now assume that F is a polynomial map and Ω is a closed set defined by finitely many
polynomial equalities and inequalities. Thanks to the classical  Lojasiewicz inequality (see
Theorem 2.2 in the next section), we can see that for any compact set K ⊂ Rn, there exist
constants c > 0 and α > 0 satisfying the following error bound
c dist(x, [x ∈ Ω : ψ(x) = 0]) ≤ [ψ(x)]α for all x ∈ Ω ∩K,
where dist(·, ·) stands for the usual Euclidean distance function.
In the spirit of [5, 12, 13, 14, 15, 20], we show in this paper that the exponent α in the above
error bound result is explicitly determined by the dimension of the underlying space and the
number/degree of the involved polynomials. The main techniques used in this paper are
largely based on variational analysis and semialgebraic geometry, which allow us to establish
a nonsmooth extension of the seminal  Lojasiewicz’s gradient inequality to the regularized
gap function with explicitly calculated exponent. It is worth emphasizing that error bound
results with explicit exponents are indeed important for both theory and applications since
they can be used, e.g., to establish explicit convergence rates of iterative algorithms for the
solution of variational inequalities.
Note that we do not assume that the map F is (strongly) monotone or the constraint set
Ω is bounded. Furthermore, while all results are stated for the regularized gap function, we
believe analogous results can be obtained for the so-called D-gap function; for the definition
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and properties of this function, we refer to [7]. However, to lighten the exposition, we do not
pursue this idea here.
The rest of the paper is organized as follows: In Section 2, we review some preliminaries
from variational analysis and semi-algebraic geometry that will be used later. In Section 3,
we provide a nonsmooth version of  Lojasiewicz’s gradient inequality to the regularized gap
function. Finally, in Section 4, we establish major error bounds of regularized gap functions
for polynomial variational inequalities.
2. Preliminaries
Throughout this work we deal with the Euclidean space Rn equipped with the usual scalar
product 〈·, ·〉 and the corresponding Euclidean norm ‖ · ‖. The distance from a point x ∈ Rn
to a nonempty set A ⊂ Rn is defined by
dist(x,A) := inf
y∈A
‖x− y‖.
By our convention, the distance to the empty set is defined as dist(x, ∅) = 1. We write coA
for the convex hull of A. We denote by Br(x) the closed ball centered at x with radius r; we
also use the notations Br for Br(0) and B for the closed unit ball. For each real number r,
we put [r]+ := max{r, 0}.
2.1. Some subdifferentials. We first recall the notions of subdifferentials, which are crucial
for our considerations. For nonsmooth analysis we refer the reader to the comprehensive texts
[4, 18, 21].
Definition 2.1. Let f : Rn → R be a lower semicontinuous function and x ∈ Rn.
(i) The Fre´chet subdifferential ∂ˆf(x) of f at x is given by
∂ˆf(x) :=
{
v ∈ Rn : lim inf
‖h‖→0, h 6=0
f(x+ h)− f(x)− 〈v, h〉
‖h‖
≥ 0
}
.
(ii) The limiting (known also as basic, Mordukhovich) subdifferential of f at x, denoted
by ∂f(x), is the set of all cluster points of sequences {vl} such that vl ∈ ∂ˆf(xl) and
(xl, f(xl))→ (x, f(x)) as l →∞.
(iii) Assume that f is locally Lipschitz. By Rademacher’s theorem, f has at almost all
points x ∈ Rn a gradient, which we denote ∇f(x). Then the Clarke (or convexified)
subdifferential ∂◦f(x) of f at x is defined by
∂◦f(x) := co{lim∇f(xk) : xk → x}.
Remark 2.1. It is well-known from variational analysis (see e.g., [4, 21]) that
(i) ∂ˆf(x) (and a fortiori ∂f(x)) is nonempty in a dense subset of the domain of f.
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(ii) If f is locally Lipschitz, then ∂◦(−f)(x) = −∂◦f(x) and
∂ˆf(x) ⊂ ∂f(x) ⊂ ∂◦f(x) = co∂f(x).
2.2. Semialgebraic geometry. In this subsection, we recall some notions and results of
semialgebraic geometry, which can be found in [2] or [9, Chapter 1].
Definition 2.2. (i) A subset of Rn is called semialgebraic if it is a finite union of sets
of the form
{x ∈ Rn : fi(x) = 0, i = 1, . . . , k; fi(x) > 0, i = k + 1, . . . , p}
where all fi are polynomials.
(ii) Let A ⊂ Rn and B ⊂ Rp be semialgebraic sets. A map f : A → B is said to be
semialgebraic if its graph
{(x, y) ∈ A×B : y = f(x)}
is a semialgebraic subset of Rn × Rp.
The class of semialgebraic sets is closed under taking finite intersections, finite unions,
and complements; furthermore, a Cartesian product of semialgebraic sets is semialgebraic.
A major fact concerning the class of semialgebraic sets is given by the following seminal
result of semialgebraic geometry.
Theorem 2.1 (Tarski–Seidenberg theorem). Images of semialgebraic sets under semialge-
braic maps are semialgebraic.
Remark 2.2. As an immediate consequence of Tarski–Seidenberg Theorem, we get semial-
gebraicity of any set {x ∈ A : ∃y ∈ B, (x, y) ∈ C}, provided that A,B, and C are semial-
gebraic sets in the corresponding spaces. It follows that also {x ∈ A : ∀y ∈ B, (x, y) ∈ C}
is a semialgebraic set as its complement is the union of the complement of A and the set
{x ∈ A : ∃y ∈ B, (x, y) 6∈ C}. Thus, if we have a finite collection of semialgebraic sets, then
any set obtained from them with the help of a finite chain of quantifiers is also semialgebraic.
Theorem 2.2 (the classical  Lojasiewicz inequality). Let f : Rn → R be a continuous semial-
gebraic function. For each compact subset K of Rn with K∩f−1(0) 6= ∅, there exist constants
c > 0 and α > 0 satisfying the following inequality
c dist(x, f−1(0)) ≤ |f(x)|α for all x ∈ K.
We also need another fundamental result taken from [5, Theorem 4.2], which provides an
exponent estimate in the  Lojasiewicz gradient inequality for polynomials.
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Theorem 2.3 ( Lojasiewicz’s gradient inequality). Let f : Rn → R be a polynomial of degree
d ≥ 1 and let x¯ ∈ Rn. Then there exist positive constants c and ǫ such that
‖∇f(x)‖ ≥ c|f(x)− f(x¯)|1−
1
R(n,d) for all x ∈ Bǫ(x¯).
Here and in the following, we put
R(n, d) :=

d(3d− 3)
n−1 if d ≥ 2,
1 if d = 1.
(1)
3. The  Lojasiewicz gradient inequality for the regularized gap function
In this section, we establish a nonsmooth version of the  Lojasiewicz’s gradient inequality
with explicitly calculated exponents to regularized gap functions of polynomial variational
inequalities.
From now on, let F : Rn → Rn be a polynomial map of degree at most d ≥ 1. Let
gi, hj : R
n → R for i = 1, . . . , r and j = 1, . . . , s be polynomial functions of degree at most
d, and assume that the set
Ω := {x ∈ Rn : gi(x) ≤ 0, i = 1, . . . , r, hj(x) = 0, j = 1, . . . , s}
is (not necessarily convex or bounded) nonempty. Recall the variational inequality formu-
lated in the introduction section: find a point x ∈ Ω such that
〈F (x), y − x〉 ≥ 0 for all y ∈ Ω. (VI)
Fix a positive real number ρ and define the function φ : Rn×Rn → R, (x, y) 7→ φ(x, y), by
φ(x, y) := 〈F (x), x− y〉 −
ρ
2
‖x− y‖2.
By definition, φ is a polynomial in 2n variables of degree at most d + 1. Furthermore, for
each x ∈ Rn we have lim‖y‖→∞ φ(x, y) = −∞, and so the regularized gap function associated
to the problem (VI):
ψ : Rn → R, x 7→ sup
y∈Ω
φ(x, y),
is well-defined. We will write
Ω(x) := {y ∈ Ω : ψ(x) = φ(x, y)} for x ∈ Rn.
Lemma 3.1. The following statements hold
(i) For each x ∈ Rn, Ω(x) is a nonempty compact set.
(ii) Let x¯ ∈ Rn. For any ǫ > 0, there exists a constant R > 0 such that
Ω(x) ⊂ {y ∈ Rn : ‖y‖ < R} for all x ∈ Bǫ(x¯).
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Proof. The lemma follows immediately from the fact that for each x ∈ Rn,
lim
‖y‖→∞
φ(x, y) = −∞.
The details are left to the reader. 
By Lemma 3.1, we can write ψ(x) = maxy∈Ω φ(x, y). Furthermore, thanks to Theorem 2.1
(see also Remark 2.2), it is not hard to check that the function ψ is semialgebraic.
Lemma 3.2. The function ψ is locally Lipschitz and satisfies
∂0ψ(x) = co {∇xφ(x, y) : y ∈ Ω(x)} for all x ∈ R
n,
where ∇xφ is the derivative of φ with respect to x. In particular, ∂
◦ψ(x) is a nonempty,
compact and convex set.
Proof. Let x¯ ∈ Rn and ǫ > 0. By Lemma 3.1, there exists R > 0 such that ‖y‖ < R for all
y ∈ Ω(x) and all x ∈ Bǫ(x¯). Hence we can write
ψ(x) = max
y∈Ω,‖y‖≤R
φ(x, y) for all x ∈ Bǫ(x¯).
This implies easily that ψ is locally Lipschitz. Finally, the formula for ∂0ψ follows immedi-
ately from [3, Theorem 2.1]. 
We need the following qualification condition imposed on the constraint set Ω.
Definition 3.1. We say that the Mangasarian–Fromovitz constraint qualification (MFCQ)
holds on Ω if, for every x ∈ Ω, the gradient vectors ∇hj(x), j = 1, . . . , s, are linearly inde-
pendent and there exists a vector v ∈ Rn such that 〈∇gi(x), v〉 < 0, i ∈ {i : gi(x) = 0} and
〈∇hj(x), v〉 = 0, j = 1, . . . , s.
For each x ∈ Ω, we let
N(Ω, x) :=
{
r∑
i=1
µi∇gi(x) +
s∑
j=1
κj∇hj(x) : µi, κj ∈ R, µi ≥ 0, µigi(x) = 0, i = 1, . . . , r
}
.
One can check that the set N(Ω, x) is a convex cone and if (MFCQ) holds, then N(Ω, x) is
a closed set.
We are ready to formulate a nonsmooth version of  Lojasiewicz’s gradient inequality with
explicit exponent for the regularized gap function ψ, which plays a key role in establishing
our error bounds (see Theorems 4.1 and 4.2 below).
Theorem 3.1. Assume that (MFCQ) holds on Ω. For each x¯ ∈ Ω, there exist constants
c > 0 and ǫ > 0 such that for all x ∈ Ω ∩ Bǫ(x¯),
inf{‖w‖ : w ∈ ∂0ψ(x) +N(Ω, x)} ≥ c|ψ(x)− ψ(x¯)|1−α, (2)
where α := 1
R(n(n+3)+r(n+2)+s(n+2),d+2)
and the function R(·, ·) is defined in (1).
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The proof of Theorem 3.1 will be divided into several steps, which are summarized as
follows:
(1) Prove the set-valued map Rn ⇒ Rn, x 7→ Ω(x), and certain Lagrange multipliers are
upper Ho¨lder continuous.
(2) Estimate from above the Clarke subdifferential ∂◦ψ(x).
(3) Construct explicitly a polynomial function P based on this estimate and the definition
of the cone N(Ω, x).
(4) Prove the inequality (2) by applying Theorem 2.3 to P.
We first show the upper Ho¨lder continuity of the set-valued map Rn ⇒ Rn, x 7→ Ω(x).
Lemma 3.3. Let x¯ ∈ Rn. For each ǫ > 0 there exist constants c > 0 and α > 0 such that
Ω(x) ⊂ Ω(x¯) + c‖x− x¯‖αB for all x ∈ Bǫ(x¯).
Proof. Define the function Γ: Rn × Rn → R by
Γ(x, y) := [ψ(x)− φ(x, y)]+ +
r∑
i=1
[gi(y)]+ +
s∑
j=1
|hj(y)|.
It is easy to check that Γ is locally Lipschitz and semialgebraic. Furthermore, we have
Ω(x) = {y ∈ Ω : ψ(x)− φ(x, y) = 0}
= {y ∈ Rn : Γ(x, y) = 0}.
Let ǫ > 0. By Lemma 3.1, there exists a constant R > 0 such that Ω(x) ⊂ BR for all
x ∈ Bǫ(x¯). Since BR is a compact set, it follows from the classical  Lojasiewicz inequality (see
Theorem 2.2) that there are constants c > 0 and α > 0 such that
c dist(y,Ω(x¯)) ≤ |Γ(x¯, y)|α for all y ∈ BR.
On the other hand, since Γ is locally Lipschitz, it is globally Lipschitz on the compact set
Bǫ(x¯)× BR; in particular, there exists a constant L > 0 such that
|Γ(x, y)− Γ(x¯, y)| ≤ L‖x− x¯‖ for all (x, y) ∈ Bǫ(x¯)× BR.
Let x ∈ Bǫ(x¯), and take an arbitrary y ∈ Ω(x). Then y ∈ BR and Γ(x, y) = 0. Therefore,
c dist(y,Ω(x¯)) ≤ |Γ(x¯, y)|α = |Γ(x, y)− Γ(x¯, y)|α
≤ Lα‖x− x¯‖α.
This implies immediately the required statement. 
The next three lemmas provide estimates for the Fre´chet, limiting and Clarke subdiffer-
entials of the function ψ.
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Lemma 3.4. Assume that (MFCQ) holds on Ω. Let x ∈ Rn. For each y ∈ Ω(x), it holds
that
∂ˆ(−ψ)(x) ⊂ {v : (v, 0) ∈ −∇φ(x, y) + {0} ×N(Ω, y)} .
Proof. Let y ∈ Ω(x). Take arbitrary v ∈ ∂ˆ(−ψ)(x) and ǫ > 0. By the definition of the Fre´chet
subdifferential, there exists a constant δ > 0 such that
−ψ(x′) + ψ(x)− 〈v, x′ − x〉 ≥ −ǫ‖x′ − x‖ for all x′ ∈ Bδ(x).
Then for any (x′, y′) ∈ Bδ(x)× Ω, we have
−φ(x′, y′)− 〈v, x′ − x〉+ ǫ‖x′ − x‖ ≥ −ψ(x′)− 〈v, x′ − x〉+ ǫ‖x′ − x‖
≥ −ψ(x) = −φ(x, y),
which yields that (x, y) is a minimizer of the (locally Lipschitz) function
Bδ(x)× Ω→ R, (x
′, y′) 7→ −φ(x′, y′)− 〈v, x′ − x〉+ ǫ‖x′ − x‖.
By Lagrange’s multipliers theorem and the sum rule (see, for example, [18, Theorem 3.36]),
we have
(0, 0) ∈ −∇φ(x, y)− (v, 0) + ǫ(B× {0}) + {0} ×N(Ω, y).
Letting ǫ→ 0 yields
(v, 0) ∈ −∇φ(x, y) + {0} ×N(Ω, y),
which completes the proof. 
Lemma 3.5. Assume that (MFCQ) holds on Ω. For all x ∈ Rn, we have
∂(−ψ)(x) ⊂ ∪y∈Ω(x) {v : (v, 0) ∈ −∇φ(x, y) + {0} ×N(Ω, y)} .
Proof. Let v ∈ ∂(−ψ)(x). The definition of the limiting subdifferential gives us the existence
of sequences {xk}k∈N ⊂ R
n and {vk}k∈N ⊂ ∂ˆ(−ψ)(x
k) with
lim
k→∞
xk = x and lim
k→∞
vk = v.
For each integer number k, take any yk ∈ Ω(xk). By Lemmas 3.1 and 3.3 (and by choosing
a subsequence, if necessary) we may assume, without loss of generality, that there exists
y ∈ Ω(x) such that y = limk→∞ y
k. On the other hand, by Lemma 3.4, we have
(vk, 0) ∈ −∇φ(xk, yk) + {0} ×N(Ω, yk).
Letting k tend to infinity, we get
(v, 0) ∈ −∇φ(x, y) + {0} ×N(Ω, y),
and so the desired conclusion follows. 
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Lemma 3.6. Assume that (MFCQ) holds on Ω. For all x ∈ Rn, we have
∂◦ψ(x) ⊂ co
(
∪y∈Ω(x) {v : (v, 0) ∈ ∇φ(x, y)− {0} ×N(Ω, y)}
)
.
Proof. Indeed, it follows from the definitions that
∂◦ψ(x) = −∂◦(−ψ)(x) = −co(∂(−ψ)(x)).
This combined with Lemma 3.5 leads to the desired assertion. 
The following lemma is simple but useful.
Lemma 3.7. Assume that (MFCQ) holds on Ω. Let {xk}k∈N ⊂ Ω and {v
k}k∈N ⊂ N(Ω, x
k)
be two bounded sequences such that
vk =
r∑
i=1
µki∇gi(x
k) +
s∑
j=1
κkj∇hj(x
k),
0 = µki gi(x
k), µki ≥ 0, for i = 1, . . . , r,
for some µk := (µk1, . . . , µ
k
r) ∈ R
r and κk := (κk1, . . . , κ
k
s) ∈ R
s. Then the sequences {µk}k∈N
and {κk}k∈N are bounded.
Proof. Arguing by contradiction, assume that
lim
k→∞
‖(µk, κk)‖ = +∞.
Passing to a subsequence if necessary we may assume that the following limits exist:
(µ¯, κ¯) := lim
k→∞
(µk, κk)
‖(µk, κk)‖
∈ Rr × Rs,
x¯ := lim
k→∞
xk ∈ Ω.
Then we have (µ¯, κ¯) 6= (0, 0) and
0 =
r∑
i=1
µ¯i∇gi(x¯) +
s∑
j=1
κ¯j∇hj(x¯),
0 = µ¯igi(x¯), µ¯i ≥ 0, for i = 1, . . . , r.
Since (MFCQ) holds at x¯ ∈ Ω, the gradient vectors ∇hj(x¯), j = 1, . . . , s, are linearly inde-
pendent and there exists a vector v ∈ Rn such that 〈∇gi(x¯), v〉 < 0, i ∈ {i : gi(x¯) = 0} and
〈∇hj(x¯), v〉 = 0, j = 1, . . . , s. Therefore
0 =
r∑
i=1
µ¯i〈∇gi(x¯), v〉+
s∑
j=1
κ¯j〈∇hj(x¯), v〉
=
r∑
i=1
µ¯i〈∇gi(x¯), v〉.
Then we deduce easily that (µ¯, κ¯) = (0, 0), which is a contradiction. 
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Clearly, we can write
N(Ω, x) =
{
r∑
i=1
µ2i∇gi(x) +
s∑
j=1
κj∇hj(x) : µ ∈ R
r, κ ∈ Rs, µigi(x) = 0, i = 1, . . . , r
}
.
Here, µ := (µ1, . . . , µr) ∈ R
r and κ := (κ1, . . . , κs) ∈ R
s. For simplicity of notation, we put
a := (y1, . . . , yn+1, µ1, . . . , µn+1, κ1, . . . , κn+1, λ) ∈ Rn(n+1) × Rr(n+1) × Rs(n+1) × Rn.
For each x ∈ Rn, let
A(x) :=
{
a : ∇yφ(x, y
k)−
r∑
i=1
[µki ]
2∇gi(y
k)−
s∑
j=1
κkj∇hj(y
k) = 0, k = 1, . . . , n+ 1,
µki gi(y
k) = 0, k = 1, . . . , n+ 1, i = 1, . . . , r, y1, . . . , yn+1 ∈ Ω(x), λ ∈ P
}
,
where we put
P := {λ := (λ1, . . . , λn) ∈ R
n : λk ≥ 0 and
n∑
k=1
λk ≤ 1}.
The next two lemmas show the upper Ho¨lder continuity of Lagrange multipliers.
Lemma 3.8. Let (MFCQ) hold on Ω. The following statements hold:
(i) For each x ∈ Rn, A(x) is a nonempty compact set.
(ii) Let x¯ ∈ Rn. For each ǫ > 0 there exist constants c > 0 and α > 0 such that
A(x) ⊂ A(x¯) + c‖x− x¯‖αB for all x ∈ Bǫ(x¯).
Proof. (i) The set A(x) is obviously closed and it is bounded because of Lemma 3.7. Fur-
thermore, by Lemma 3.6, it is not hard to see that A(x) is nonempty.
(ii) Take any ǫ > 0. Since (MFCQ) holds on Ω, we can find a constant R > 0 such that
A(x) ⊂ BR for all x ∈ Bǫ(x¯).
On the other hand, by definition, for each x ∈ Rn we have y ∈ Ω(x) if and only if y ∈ Ω
and ψ(x) = φ(x, y), or equivalently
gi(y) ≤ 0, i = 1, . . . , r, hj(y) = 0, j = 1, . . . , s, and ψ(x) = φ(x, y).
Therefore, we can write
A(x) = {a : Gi(x, a) ≤ 0, i = 1, . . . , r˜, and Hj(x, a) = 0, j = 1, . . . , s˜}
for some locally Lipschitz and semialgebraic functions Gi and Hj. Let
Γ(x, a) :=
r˜∑
i=1
[Gi(x, a)]+ +
s˜∑
j=1
|Hj(x, a)|.
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Then Γ is a locally Lipschitz and semialgebraic function and A(x) = {a : Γ(x, a) = 0}. Since
BR is a compact set, it follows from the classical  Lojasiewicz inequality (see Theorem 2.2)
that there are constants c > 0 and α > 0 such that
c dist(a, A(x¯)) ≤ |Γ(x¯, a)|α for all a ∈ BR.
On the other hand, since Γ is locally Lipschitz, it is globally Lipschitz on the compact set
Bǫ(x¯)× BR; in particular, there exists a constant L > 0 such that
|Γ(x, a)− Γ(x¯, a)| ≤ L‖x− x¯‖ for all (x, a) ∈ Bǫ(x¯)× BR.
Let x ∈ Bǫ(x¯) and take an arbitrary a ∈ A(x). Then A(x) ⊂ BR and Γ(x, a) = 0. Therefore,
c dist(a, A(x¯)) ≤ |Γ(x¯, a)|α = |Γ(x, a)− Γ(x¯, a)|α
≤ Lα‖x− x¯‖α.
This implies immediately the required statement. 
For simplicity of notation, we write b := (µ01, . . . , µ
0
r, κ
0
1, . . . , κ
0
s) ∈ R
r×Rs. For each x ∈ Ω
and R > 0, let
BR(x) := {b : there exists v ∈ ∂
◦ψ(x) such that
v +
r∑
i=1
[µ0i ]
2∇gi(x) +
s∑
j=1
κ0j∇hj(x) ∈ BR,
µ0i gi(x) = 0, i = 1, . . . , r}.
Lemma 3.9. Let (MFCQ) hold on Ω and let x¯ ∈ Ω. For each ǫ > 0 there exist constants
R > 0, c > 0 and α > 0 such that for all x ∈ Ω ∩ Bǫ(x¯), the set BR(x) is nonempty compact
and satisfies
BR(x) ⊂ BR(x¯) + c‖x− x¯‖
α
B.
Proof. By Lemmas 3.1 and 3.2, there exists a constant R > 0 such that for all x ∈ Bǫ(x¯), we
have ∂0ψ(x) is a nonempty compact subset of BR; in particular, 0 ∈ BR(x). Furthermore, in
light of Lemma 3.7, it is easy to see that the set BR(x) is compact.
On the other hand, it follows from Lemma 3.2 and the Carathe´odory theorem that for each
x ∈ Rn we have v ∈ ∂◦ψ(x) if and only if there are (λ1, . . . , λn) ∈ P and y
1, . . . , yn+1 ∈ Ω(x)
such that
v =
n∑
k=1
λk∇xφ(x, y
k) + (1−
n∑
k=1
λk)∇xφ(x, y
n+1).
Recall that y ∈ Ω(x) if and only if y ∈ Ω and ψ(x) = φ(x, y), or equivalently
gi(y) ≤ 0, i = 1, . . . , r, hj(y) = 0, j = 1, . . . , s, and ψ(x) = φ(x, y).
11
Therefore, by definition, we can write
BR(x) = {b : ∃z ∈ R
m, Gi(x, z, b) ≤ 0, i = 1, . . . , r˜, and Hj(x, z, b) = 0, j = 1, . . . , s˜}
for some locally Lipschitz and semialgebraic functions Gi and Hj . In particular, BR(x) is the
image of the set
C(x) = {(z, b) : Gi(x, z, b) ≤ 0, i = 1, . . . , r˜, and Hj(x, z, b) = 0, j = 1, . . . , s˜}
under the map Rm ×Rr+s → Rr+s, (z, b) 7→ b. As in the proof of Lemma 3.8(ii), we can find
constants c > 0 and α > 0 such that
C(x) ⊂ C(x¯) + c‖x− x¯‖αB for all x ∈ Bǫ(x¯).
Take any b ∈ BR(x). Then there exists z ∈ R
m such that (z, b) ∈ C(x). Therefore,
dist(b, BR(x¯)) ≤ dist((z, b), C(x¯)) ≤ c‖x− x¯‖
α,
from which the desired conclusion follows. 
We can now finish the proof of Theorem 3.1.
Proof of Theorem 3.1. Let x¯ ∈ Ω and fix a positive real number ǫ1. By Lemmas 3.1, 3.2 and
3.9, there exists a constant R > 0 such that for all x ∈ Bǫ1(x¯), we have ∂
0ψ(x) ⊂ BR and
BR(x) is nonempty compact. In particular, it holds that
inf{‖w‖ : w ∈ ∂0ψ(x) +N(Ω, x)} = inf{‖w‖ : w ∈
(
∂0ψ(x) +N(Ω, x)
)
∩ BR}.
Therefore, in order to prove the inequality (2), it suffices to consider vectors w ∈ ∂0ψ(x) +
N(Ω, x) with ‖w‖ ≤ R.
Recall that we write
λ := (λ1, . . . , λn) ∈ R
n,
a := (y1, . . . , yn+1, µ1, . . . , µn+1, κ1, . . . , κn+1, λ) ∈ Rn(n+1) × Rr(n+1) × Rs(n+1) × Rn,
b := (µ0, κ0) ∈ Rr × Rs.
Define the function P by
P (x, a, b) :=
n∑
k=1
λk
[
φ(x, yk)−
r∑
i=1
[µki ]
2gi(y
k)−
s∑
j=1
κkjhj(y
k)
]
+ (1−
n∑
k=1
λk)
[
φ(x, yn+1)−
r∑
i=1
[µn+1i ]
2gi(y
n+1)−
s∑
j=1
κn+1j hj(y
n+1)
]
+
r∑
i=1
[µ0i ]
2gi(x) +
s∑
j=1
κ0jhj(x).
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Then P is a polynomial in n(n+ 3) + r(n+ 2) + s(n+ 2) variables of degree at most d+ 2.
By Theorem 2.3, for each (a¯, b¯), there exist constants c(a¯, b¯) > 0 and ǫ(a¯, b¯) > 0 such that
for all ‖(x, a, b)− (x¯, a¯, b¯)‖ ≤ ǫ(a¯, b¯),
‖∇P (x, a, b)‖ ≥ c(a¯, b¯)|P (x, a, b)− P (x¯, a¯, b¯)|1−α,
where α := 1
R(n(n+3)+r(n+2)+s(n+2),d+2)
.
We have
A(x¯)×BR(x¯) ⊂
⋃{
(a, b) : ‖(a, b)− (a¯, b¯)‖ <
ǫ(a¯, b¯)
4
}
,
where the union is taken over all (a¯, b¯) in A(x¯)×BR(x¯). By Lemmas 3.8 and 3.9, A(x¯)×BR(x¯)
is nonempty compact, and so there exist (a¯l, b¯l) ∈ A(x¯)× BR(x¯) for l = 1, . . . , N, such that
A(x¯)× BR(x¯) ⊂
N⋃
l=1
{
(a, b) : ‖(a, b)− (a¯l, b¯l)‖ <
ǫ(a¯l, b¯l)
4
}
.
Let ǫ2 := minl=1,...,N ǫ(a¯
l, b¯l) > 0 and c := minl=1,...,N c(a¯
l, b¯l) > 0. By Lemmas 3.8 and 3.9
again, there exists a positive constant ǫ ≤ min{ǫ1,
ǫ2
2
} such that for all x ∈ Ω ∩ Bǫ(x¯),
dist((a, b), A(x¯)×BR(x¯)) ≤
ǫ2
4
for all (a, b) ∈ A(x)× BR(x).
Take any x ∈ Ω ∩ Bǫ(x¯) and any w ∈ ∂
◦ψ(x) + N(Ω, x) with ‖w‖ ≤ R. It follows
from Lemma 3.6 and the Carathe´odory theorem that there exist v ∈ ∂◦ψ(x) and (a, b) ∈
A(x)× BR(x) satisfying the following conditions
w = v +
r∑
i=1
[µ0i ]
2∇gi(x) +
s∑
j=1
κ0j∇hj(x),
v =
n∑
k=1
λk∇xφ(x, y
k) + (1−
n∑
k=1
λk)∇xφ(x, y
n+1)
0 = ∇yφ(x, y
k)−
r∑
i=1
[µki ]
2∇gi(y
k)−
s∑
j=1
κkj∇hj(y
k), k = 1, . . . , n+ 1,
0 = µ0i gi(x), i = 1, . . . , r,
0 = µki gi(y
k), k = 1, . . . , n+ 1, i = 1, . . . , r,
y1, . . . , yn+1 ∈ Ω(x), λ ∈ P.
A direct computation shows that
P (x, a, b) = ψ(x) and ∇P (x, a, b) = (w, 0, 0).
On the other hand, since the set A(x¯) × BR(x¯) is nonempty compact, there is (a¯, b¯) ∈
A(x¯)× BR(x¯) such that
‖(a, b)− (a¯, b¯)‖ = dist((a, b), A(x¯)× BR(x¯)).
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There exists an index l ∈ {1, . . . , N} such that
‖(a¯, b¯)− (a¯l, b¯l)‖ <
ǫ(a¯l, b¯l)
4
.
We have
‖(a, b)− (a¯l, b¯l)‖ ≤ ‖(a, b)− (a¯, b¯)‖+ ‖(a¯, b¯)− (a¯l, b¯l)‖
= dist((a, b), A(x¯)×BR(x¯)) + ‖(a¯, b¯)− (a¯
l, b¯l)‖
≤
ǫ2
4
+
ǫ(a¯l, b¯l)
4
≤
ǫ(a¯l, b¯l)
2
.
This implies that
‖(x, a, b)− (x¯, a¯l, b¯l)‖ ≤ ‖x− x¯‖+ ‖(a, b)− a¯l, b¯l)‖
≤ ǫ+
ǫ(a¯l, b¯l)
2
≤
ǫ2
2
+
ǫ(a¯l, b¯l)
2
≤ ǫ(a¯l, b¯l).
Note that P (x¯, a¯l, b¯l) = ψ(x¯). Therefore,
‖w‖ = ‖∇P (x, a, b)‖ ≥ c(a¯l, b¯l)|P (x, a, b)− P (x¯, a¯l, b¯l)|1−α
= c(a¯l, b¯l)|ψ(x)− ψ(x¯)|1−α
≥ c|ψ(x)− ψ(x¯)|1−α,
which completes the proof. 
Remark 3.1. When the constraint set Ω is convex, a close look at the proof of Theorem 3.1
reveals that the exponent α in (2) can sharpen to α = 1
R(2n+2r+2s,d+2)
. This is due to the fact
that in this case Ω(x) is a singleton for all x ∈ Rn, and so we can reduce variables in the set
A(x) and the polynomial P. The details are left to the reader.
4. Error bounds for the regularized gap function
In this section, we establish an error bound result for the regularized gap function ψ
associated with the variational inequality (VI).
Note by definition that ψ is nonnegative on Ω. Assume that the set
{x ∈ Ω : ψ(x) = 0}
is nonempty.
Theorem 4.1. Let (MFCQ) hold on Ω. For any compact set K ⊂ Rn, there exists a constant
c > 0 satisfying the following error bound
c dist(x, [x ∈ Ω : ψ(x) = 0]) ≤ [ψ(x)]α for all x ∈ Ω ∩K,
where α := 1
R(n(n+3)+r(n+2)+s(n+2),d+2)
and the function R(·, ·) is defined in (1).
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Proof. Define for notational convenience Z := {x ∈ Ω : ψ(x) = 0}. By using standard
compactness arguments, it suffices to show, for each x¯ ∈ Ω, that there exist constants
c(x¯) > 0 and ǫ(x¯) > 0 such that
c(x¯) dist(x,Z ) ≤ [ψ(x)]α whenever x ∈ Ω ∩ Bǫ(x¯)(x¯).
Indeed, the statement is rather straightforward provided that x¯ 6∈ Z (because of ψ(x¯) > 0
and the function ψ is continuous). Let us consider the case x¯ ∈ Z , i.e., ψ(x¯) = 0. In view
of Theorem 3.1, there are constants c > 0 and ǫ > 0 such that
inf{‖w‖ : w ∈ ∂0ψ(x) +N(Ω, x)} ≥ c|ψ(x)|1−α for x ∈ Ω ∩ Bǫ(x¯).
We will show that
cα
4
dist(x,Z ) ≤ [ψ(x)]α for x ∈ Ω ∩ B ǫ
2
(x¯).
Arguing by contradiction, suppose that there exists y¯ ∈ Ω ∩ B ǫ
2
(x¯) such that
cα
4
dist(y¯,Z ) > [ψ(y¯)]α.
Then y¯ 6∈ Z and so ψ(y¯) > 0. Let us consider the continuous (semialgebraic) function
θ : Ω→ R, x 7→ [ψ(x)]α.
Clearly, the function θ is locally Lipschitz on {x ∈ Ω : ψ(x) > 0}. Furthermore, we have
inf
x∈Ω∩Bǫ(x¯)
θ(x) = 0 < θ(y¯) = [ψ(y¯)]α <
cα
4
dist(y¯,Z ).
Thanks to the Ekeland variational principle [6], there exists a point z¯ ∈ Ω∩Bǫ(x¯) such that
θ(z¯) ≤ θ(y¯), ‖y¯ − z¯‖ <
dist(y¯,Z )
2
,
and z¯ is a minimizer of the function
Ω ∩ Bǫ(x¯)→ R, x 7→ θ(x) +
cα
2
‖x− z¯‖.
By construction, then
dist(z¯,Z ) ≥ dist(y¯,Z )− ‖y¯ − z¯‖ >
dist(y¯,Z )
2
> 0,
which implies that z¯ 6∈ Z and ψ(z¯) > 0. Furthermore, we have
‖z¯ − x¯‖ ≤ ‖y¯ − z¯‖+ ‖y¯ − x¯‖
<
dist(y¯,Z )
2
+ ‖y¯ − x¯‖
≤
‖y¯ − x¯‖
2
+ ‖y¯ − x¯‖
≤
ǫ
4
+
ǫ
2
< ǫ,
and so z¯ is an interior point of the closed ball Bǫ(x¯).
15
We therefore deduce from Lagrange’s multipliers theorem that
0 ∈ ∂θ(z¯) +
cα
2
B+N(Ω, z¯).
Note that
∂θ(z¯) = α[ψ(z¯)]α−1∂ψ(z¯).
Hence
0 ∈ ∂ψ(z¯) +
c
2
[ψ(z¯)]1−αB+N(Ω, z¯)
⊂ ∂0ψ(z¯) +
c
2
[ψ(z¯)]1−αB+N(Ω, z¯).
This implies that
inf{‖w‖ : w ∈ ∂0ψ(z¯) +N(Ω, z¯)} ≤
c
2
[ψ(z¯)]1−α < c [ψ(z¯)]1−α,
which is a contradiction. 
The following example indicates that in general the error bound result in Theorem 4.1
cannot hold globally for all x ∈ Rn.
Example 4.1. Consider the variational inequality (VI) with data
F (x1, x2) := (x2 − 1, x1x2 − 1) and Ω := R
2.
Take any ρ > 0. Then it is easily seen that
ψ(x) =
1
2ρ
‖F (x)‖2 =
1
2ρ
[
(x2 − 1)
2 + (x1x2 − 1)
2
]
,
and so ψ−1(0) = {(1, 1)}. Consider the sequence xk := (k, 1
k
) for k ≥ 1. As k → +∞, we
have
ψ(xk) =
1
2ρ
(
1
k
− 1
)2
→
1
2ρ
,
dist(xk, ψ−1(0)) =
√
(k − 1)2 +
(
1
k
− 1
)2
→ +∞.
It turns out that there cannot exist any positive scalars c and α such that
c dist(xk, ψ−1(0)) ≤ [ψ(xk)]α
for all k sufficiently large. Thus, a global error bound with the regularized gap function ψ,
even raised to any positive power, cannot hold in this case.
We now assume that Ω is convex and let SOL be the solution set of the variational
inequality (VI). In view of [7, Theorem 10.2.3], x ∈ SOL if and only if x ∈ Ω ∩ ψ−1(0).
Finally, recalling Remark 3.1, the argument in the proof of Theorem 4.1 actually proves the
following result.
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Theorem 4.2. Let (MFCQ) hold on Ω. If the constraint set Ω is convex, then for any
compact set K ⊂ Rn there exists a constant c > 0 satisfying the following error bound
c dist(x, SOL) ≤ [ψ(x)]α for all x ∈ Ω ∩K,
where α := 1
R(2n+2r+2s,d+2)
and the function R(·, ·) is defined in (1).
Remark 4.1. As usual, the generality may exclude simple cases: the exponents in Theo-
rems 4.1 and 4.2 is not “sharp” because in the case F is strongly monotone and Ω is closed
convex, α = 1
R(2n+2r+2s,d+2)
, while it is well-known that (see [11, 19, 23, 26, 24]) the exponent
equals 1
2
in such a case. Thus, although our exponent estimate works for the general case, it
may not be tight in particular settings. This calls for further improvements of the exponents
obtained in the general polynomial variational inequalities.
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