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RÉSUMÉ 
Pour permettre à un robot autonome de faire des tâches complexes, il est important qu'il 
puisse cartographier son environnement pour s'y localiser. À long terme, pour corriger 
sa carte globale, il est nécessaire qu'il détecte les endroits déjà visités. C'est une des 
caractéristiques les plus importantes en localisation et cartographie simultanée (SLAM), 
mais aussi sa principale limitation. La charge de calcul augmente en fonction de la taille 
de l'environnement, et alors les algorithmes n'arrivent plus à s'exécuter en temps réel. 
Pour résoudre cette problématique, l'objectif est de développer un nouvel algorithme de 
détection en temps réel d'endroits déjà visités, et qui fonctionne peu importe la taille de 
l'environnement. La détection de fermetures de boucle, c'est-à-dire la reconnaissance des 
endroits déjà visités, est réalisée par un algorithme probabiliste robuste d'évaluation de 
la similitude entre les images acquises par une caméra à intervalles réguliers. Pour gérer 
efficacement la charge de calcul de cet algorithme, la mémoire du robot est divisée en 
mémoires à long terme (base de données), à court terme et de travail (mémoires vives). 
La mémoire de travail garde les images les plus caractéristiques de l'environnement afin 
de respecter la contrainte d'exécution temps réel. Lorsque la contrainte de temps réel est 
atteinte, les images des endroits vus les moins souvent depuis longtemps sont transférées 
de la mémoire de travail à la mémoire à long terme. Ces images transférées peuvent être 
récupérées de la mémoire à long terme à la mémoire de travail lorsqu'une image voisine 
dans la mémoire de travail reçoit une haute probabilité que le robot soit déjà passé par 
cet endroit, augmentant ainsi la capacité de détecter des endroits déjà visités avec les 
prochaines images acquises. 
Le système a été testé avec des données préalablement prises sur le campus de l'Université 
de Sherbrooke afin d'évaluer sa performance sur de longues distances, ainsi qu'avec quatre 
autres ensembles de données standards afin d'évaluer sa capacité d'adaptation avec diffé-
rents environnements. Les résultats suggèrent que l'algorithme atteint les objectifs fixés et 
permet d'obtenir des performances supérieures que les approches existantes. 
Ce nouvel algorithme de détection de fermeture de boucle peut être utilisé directement 
comme une technique de SLAM topologique ou en parallèle avec une technique de SLAM 
existante afin de détecter les endroits déjà visités par un robot autonome. Lors d'une dé-
tection de boucle, la carte globale peut alors être corrigée en utilisant la nouvelle contrainte 
créée entre le nouveau et l'ancien endroit semblable. 
Mots-clés : Détection d'endroits déjà visités, cartographie et localisation simultanée, 
filtre Bayesian dynamique, traitement d'images par sac-de-mots 
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CHAPITRE 1 
INTRODUCTION 
Les robots autonomes doivent naviguer dans des environnements réels, non structurés, 
dynamiques et inconnus. Contrairement aux robots dans les chaînes de montage de voitures 
où l'environnement est contrôlé, peu existent qui sont en mesure de naviguer de façon 
tout à fait autonome dans les environnements côtoyant des humains, c'est-à-dire dans 
les maisons, les commerces, les bureaux, à l'intérieur ou à l'extérieur. Parmi les premiers 
à sortir des laboratoires sont les robots aspirateurs, comme le Roomba de iRobot, qui 
commencent progressivement à entrer dans nos maisons. Afin d'augmenter leur efficacité 
lors du nettoyage, certains robots aspirateurs utilisent maintenant des algorithmes de 
navigation de plus en plus complexes. Le XV-11 de Neato Robotics (utilisant un laser) ou 
le Navibot de Samsung (utilisant une caméra) sont en mesure de cartographier eux-mêmes 
une pièce de la maison afin d'y planifier le trajet le plus optimal possible. Contrairement 
aux robots qui construisent des automobiles, les robots aspirateurs fonctionnent dans 
les environnements réels, qui sont dynamiques et non contrôlés, ils doivent donc être en 
mesure de réagir rapidement et en temps réel à des événements imprévus. Les algorithmes 
de cartographies utilisés dans ces applications peuvent fonctionner en temps réel pour 
de petits environnements, comme les pièces d'une maison, mais pour de plus grandes 
superficies, la quantité de données devient beaucoup trop grande à traiter en temps réel. 
Dans le contexte de nettoyage, une trop grande carte à traiter introduit des retards non 
négligeables lors de la création de trajets optimaux, rendant ainsi très inefficace le robot 
pour effectuer la tâche pour laquelle il a été conçu. Ce problème de cartographie en temps 
réel par un robot mobile autonome constitue le thème général de la recherche présentée 
dans ce mémoire. 
Une meilleure planification de trajet pour les robots aspirateurs est un exemple d'appli-
cation parmi tant d'autres où le robot peut tirer profit d'une carte de l'environnement. 
Dans le cas le plus général, pour effectuer des tâches complexes, un robot mobile autonome 
doit être capable de se localiser dans son environnement. Par exemple, pour apporter un 
objet d'un point A au point B, il doit connaître le chemin à prendre pour atteindre son 
but. Dans le cas où il explore un environnement inconnu, le robot doit créer lui-même sa 
carte pour pouvoir s'y localiser. Dans la littérature, ce problème est connu sous le nom 
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de localisation et cartographie simultanées (« Simultaneous Localization and Mapping », 
SLAM). Il y a trois raisons principales pour utiliser un algorithme de SLAM : 
1. Le robot n'a pas accès à un moyen de localisation globale comme le GPS. 
2. Il n'a pas accès à une carte déjà construite de l'environnement. 
3. Ses capteurs ne sont pas parfaits. 
Le troisième point est important. Puisque ses capteurs sont bruités, des erreurs sont in-
troduites dans la carte créée. Il est donc pratique de modéliser ces erreurs afin d'ajouter 
une incertitude à la position du robot dans sa carte de l'environnement. Par la suite, il est 
important que le robot puisse détecter lorsqu'il revient (par un autre chemin) à un endroit 
déjà visité afin de corriger sa carte et ainsi établir de nouveaux chemins. Ce processus 
s'appelle la fermeture de boucle (« loop closing »). En trouvant des nouveaux chemins 
dans son environnement, le robot peut effectuer des tâches, nécessitant un déplacement, 
beaucoup plus efficacement. 
Le SLAM, afin de créer une carte qui correspond bien à l'environnement, a donc besoin 
de reconnaître des endroits visités, c'est-à-dire de détecter des fermetures de boucle. Ce 
processus doit être fait en temps réel pour une utilisation du SLAM à long terme et à 
grande échelle. La problématique est que la charge de calcul des techniques actuelles de 
détection de fermeture de boucle augmente en fonction de la taille de l'environnement. 
À long terme, ces algorithmes de détection ne restent donc plus en temps réel. Une voie 
possible de solution peut être d'augmenter la vitesse de ces algorithmes pour que le robot 
puisse cartographier de plus grands environnements tout en restant temps réel, mais le 
problème demeure toujours le même à long terme, car les données à traiter s'accumulent 
avec le temps. 
Puisque le monde réel est dynamique et n'est pas borné, c'est-à-dire que le robot va tou-
jours accumuler de nouvelles données, la question de recherche d'intérêt pour le présent 
travail est donc la suivante : Comment faire pour qu'un algorithme de détection d'endroits 
déjà visités soit temps réel peu importe la grandeur de l'environnement ? L'objectif prin-
cipal est de concevoir un algorithme robuste permettant à un robot de reconnaître les 
endroits déjà visités, en temps réel, peu importe la grandeur de l'environnement. La mé-
thode étudiée dans le présent ouvrage est de voir si une gestion efficace de la mémoire 
permet d'assurer une charge de calcul constante à long terme pour l'algorithme de dé-
tection, tout en gardant un certain niveau de robustesse. Pour la suite du document, les 
expressions « détection de fermeture de boucle », « détection de boucle » et « reconnais-
sance d'endroits » sont utilisées comme synonymes de la détection d'endroits déjà visités. 
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En plus de répondre à la question de recherche, les contributions scientifiques de ce mé-
moire sont présentées sous la forme d'un article de journal. Cet article décrit une nouvelle 
approche conçue pour résoudre la problématique de détection de fermeture de boucle en 
temps réel pour de grands environnements, et présente un nouvel ensemble de données 
plus réaliste pour l'évaluation sur de longues distances et des conditions variées d'utili-
sation. L'algorithme est réalisé sous la forme d'un code libre et portable permettant à 
d'autres chercheurs d'essayer la solution présentée avec leurs données et ainsi comparer 
leur approche. 
En résumé, la création d'une carte par un robot lui permet de s'y localiser afin de planifier 
des trajets optimaux pour effectuer ses tâches. Une caractéristique importante lors de la 
cartographie est la détection de fermeture de boucle, permettant ainsi de corriger les er-
reurs, produites par les capteurs non parfaits, qui ont été introduites dans la carte. Enfin, 
puisque les robots mobiles fonctionnent dans des environnements réels et non contrôlables, 
ces algorithmes de cartographies doivent donc fonctionner en temps réel. Le chapitre 2 pré-
sente la revue de la littérature des approches utilisées pour la détection d'endroits déjà 
visités. Les techniques générales selon le type de carte utilisée (métrique ou topologique) y 
sont d'abord abordées, pour poursuivre avec les recherches effectuées sur la performance au 
niveau de la robustesse aux environnements dynamiques, aux environnements semblables 
et à la vitesse des algorithmes. Le chapitre 3 énumère des approches possibles pour ré-
pondre à la question de recherche, et une méthodologie est adoptée. Le chapitre 4 présente 
l'article de journal expliquant en détail la solution implémentée, les résultats obtenus ainsi 
qu'une comparaison avec des approches similaires. Le chapitre 5 conclut ce mémoire en 
faisant un bref récapitulatif des résultats, des contributions, ainsi qu'un aperçu des travaux 
futurs. 
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CHAPITRE 2 
APPROCHES DE DÉTECTION DE 
FERMETURE DE BOUCLE 
Le SLAM peut être effectué sur des cartes métriques, topologiques ou hybrides. Les tech-
niques de détection varient beaucoup selon le type de carte utilisé, et Thrun [91] présente 
une description détaillée des cartes métriques et topologiques ainsi que leurs avantages 
et inconvénients. Dans le cadre des travaux de ce mémoire, les deux prochaines sections 
donnent une brève introduction de l'utilisation des cartes métriques et topologiques en 
SLAM ainsi que les méthodes de détection de fermeture de boucle utilisées. Par la suite, 
l'état de l'art au niveau de la performance des algorithmes de détection y est présenté. 
2.1 Techniques de détection en S L A M métrique 
L'approche métrique permet de créer des cartes précises représentant l'environnement du 
robot. Ce dernier peut ainsi savoir précisément sa position et la géométrie de l'environne-
ment. Cette caractéristique est très importante pour effectuer des tâches demandant des 
mouvements précis. Le plan d'une maison est un bon exemple d'une carte métrique. Le 
processus de création d'une carte métrique est le suivant. À intervalle régulier, une carte 
locale est créée à partir des capteurs du robot. Une carte locale peut être un nuage de 
points (produit par un laser) ou des repères extraits de l'environnement. L'ajout de la 
carte locale à la carte globale est réalisé dans l'étape de référencement. La position de la 
nouvelle carte locale est d'abord estimée par rapport à la dernière selon l'estimation de la 
position (aussi appelée odométrie) du robot. Ensuite, cette position est corrigée en faisant 
correspondre les observations (nuages de points ou repères) entre les deux cartes. L'en-
semble des cartes locales constitue la carte globale. Cette dernière peut être alors utilisée 
pour la planification des tâches. Un survol des techniques de SLAM utilisant les cartes 
métriques se trouve dans [92, 93]. 
2.1.1 Approches probabilistes linéaires 
Les cartes locales sont généralement représentées par des repères et des nuages de points 
(le laser est très populaire pour cette application). Pour détecter un endroit déjà visité, 
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dans le cas des approches basées sur les repères (« features-based »), le robot essaie de 
faire correspondre de nouveaux repères avec des anciens selon l'estimation de sa position et 
celles des repères de la carte. Une façon simple de résoudre ce problème est de ne prendre 
que des repères uniques. Par contre, dans une application réelle, il est peu pratique de 
mettre des repères artificiels uniques dans tout l'environnement. En utilisant des repères 
naturels, par exemple des portes, il est déjà plus difficile de déterminer si une porte observée 
à un moment donné est la même que celle observée 30 minutes plus tôt, surtout si elles se 
ressemblent toutes. Ce problème de correspondance est connu sous le nom de l'association 
des données (« data association »). Les techniques d'associations sont principalement 
basées sur l'estimation de la position du robot et des repères dans la carte. Pour en nommer 
des populaires, la méthode du plus proche voisin (« Nearest Neighbor », NN) est très rapide 
et facile à implémenter, mais une technique par séparation et évaluation (« branch and 
bound », BB) [68] est beaucoup plus robuste aux environnements dynamiques. 
La figure 2.1 montre le processus de fermeture de boucle en utilisant le filtre de Kalman 
étendu (EKF) pour quatre étapes d'un parcours d'un robot. Les ellipses représentent les 
incertitudes (ou les erreurs estimées) de la position du robot et des repères dans l'environ-
nement. Plus le robot avance (figures a) à c)), plus les incertitudes de la.position du robot 
et des repères, exprimées par la taille des ellipses, augmentent. Pour la transition entre les 
figures c) et d), le robot détecte qu'il est revenu à son point de départ et les incertitudes 
de la position courante du robot et de tous les repères diminuent. Ce principe de détection 
n'est pas restreint aux méthodes de SLAM basées sur le filtre de Kalman, tant que la 
méthode peut donner une estimation de la position du robot et des repères. Des méthodes 
basées sur EM («Expectation-Maximisation ») [49, 94] ou du SLAM graphique («Graphi-
cal SLAM ») [37] sont des exemples. Dans iSAM [50, 51], une estimation conservatrice de 
l'incertitude de la position des repères est utilisée (au lieu de calculer celle exacte) afin 
d'accélérer l'association des données. 
Une autre façon d'associer les données est d'utiliser l'incertitude de la position du robot 
pour définir une zone de comparaison. Lorsque d'anciennes cartes locales se retrouvent 
dans cette zone, une hypothèse de fermeture de boucle est lancée. Les cartes dans la zone 
sont alors corrélées pour vérifier l'hypothèse. Cette méthode est généralement utilisée 
pour les méthodes utilisant la géométrie (comme les nuages de points) ou l'apparence de 
l'environnement. Un exemple est présenté à la figure 2.2. Dans cette implementation [42], 
les parties de cartes qui sont dans la zone de comparaison sont corrélées pour déterminer 
s'ils proviennent du même endroit. Une méthode similaire est utilisée dans [48, 59], mais la 
confirmation de la fermeture de boucle est réalisée en comparant les images de l'endroit. 
2.1. TECHNIQUES DE DÉTECTION EN SLAM MÉTRIQUE 
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Figure 2.1 Fermeture de boucle en utilisant le filtre de Kalman [93]. Les ellipses 
grises représentent l'estimation de la position du robot durant son parcours 
tandis que les ellipses rouges représentent l'estimation de la position des repères 
dans l'environnement (une fois qu'ils ont été observés). 
Dans [26, 75], les repères extraits des images sont utilisés comme nuages de points (ou 
empreintes [84]) et ces derniers sont ensuite corrélés. Dans [3], ce sont les images qui sont 
comparées dans la zone de recherche. 
Une dernière façon pour détecter les fermetures de boucle dans les approches linéaires est 
utilisée dans la l'algorithme HSLAM [35], lorsqu'une nouvelle carte locale se superpose 
à une autre, c'est un algorithme de localisation globale [69] qui vérifie s'il y a bien une 
fermeture de boucle, au lieu de corréler directement les cartes locales entre elles. Avec la 
méthode Divide and Conquer SLAM [74], une variante de cet algorithme de localisation 
est utilisée. Elle limite le nombre de repères à comparer afin de diminuer la charge de 
calcul. 
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Figure 2.2 Détection d'endroits par la position estimée du robot [42]. 
Presque toutes les techniques de SLAM présentées dans cette section doivent mettre à 
jour l'estimation de la position du robot et celles de tous les repères de la carte à chaque 
nouvelle observation, engendrant une complexité 0(n2) de l'algorithme, ce qui est limitant 
pour une utilisation temps réel à grande échelle. La section 2.1.2 présente des algorithmes 
permettant d'avoir une complexité constante, donc mieux adaptés à une utilisation en 
temps réel. 
2.1.2 Approches probabilistes non linéaires par f i l tres à particules 
Contrairement aux méthodes précédentes, l'approche par filtre à particules estime le che-
min au lieu de la plus récente position du robot et des repères. Le principe est illustré à 
la figure 2.3. Chaque particule contient tout le chemin parcouru par le robot, mais avec 
une estimation différente. Les particules qui associent correctement les données ont une 
importance plus forte, car elles représentent bien les observations du robot. Les particules 
associant incorrectement les données ont une importance plus faible et sont éliminées lors 
de l'étape du rééchantillonnage. Les boucles sont donc détectées indirectement par les 
particules qui représentent le mieux l'environnement (celles qui survivent). Les systèmes 
développés sur ce type de filtre sont très performants, car ils ont une complexité constante 
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O(k) où k est le nombre de particules utilisées, ils peuvent donc fonctionner en temps réel 
et à long terme. Un des systèmes les plus connus est FastSLAM [64]. 
Figure 2.3 Chemins estimés par différentes particules [93]. 
Le problème principal avec cette technique, c'est que plus l'environnement à cartographier 
est grand, plus il y a de particules qui sont nécessaires pour bien estimer la trajectoire du 
robot. Dans [43], pour réduire substantiellement le nombre de particules, l'odométrie est 
calculée à partir des lectures du laser. En ayant une odométrie plus fiable, il est normal que 
moins de particules soient nécessaires pour la même taille de l'environnement. Une autre 
méthode est la fermeture de boucle active, c'est-à-dire, le robot adopte un comportement 
visant à activement fermer des boucles. Dans [86], le robot réduit l'incertitude de sa posi-
tion en tentant de fermer des boucles (lorsqu'il passe près d'un endroit connu) au lieu de 
continuer à explorer. Un autre problème survient lorsqu'il y a des boucles imbriquées dans 
l'environnement. La figure 2.4 montre ce phénomène. Lorsque le robot complète la petite 
boucle plusieurs fois (a), la diversité des particules pour la grande boucle a trop diminué 
(b) et le robot ne peut correctement fermer la grande boucle (c). Ce problème est connu 
sous le nom d'épuisement des particules (« particle depletion problem »). Pour éviter ce 
problème dans le système précédent, l'auteur force le robot à changer de comportement 
pour qu'il recommence à explorer la grande boucle lorsqu'il détecte que l'incertitude de la 
petite boucle diminue en dessous de celle de la grande boucle. Dans [41], pour augmenter 
directement la robustesse de l'algorithme à ce problème d'épuisement, un rééchantillon-
gage adaptatif des particules est utilisé (au lieu d'un fixe), améliorant ainsi la proposition 
de répartition des particules afin qu'elles soient générées avec une meilleure vraisemblance 
avec l'environnement. 
En résumé, les approches par filtre à particules sont performantes, mais elles sont dépen-
dantes de l'odométrie, tout comme les approches linéaires de la section 2.1.1. La section 
2.2 présente ce problème de dépendance avec l'odométrie et présente ensuite les approches 
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Figure 2.4 Le problème d'épuisement des particules [86]. 
de détection de fermeture de boucle utilisées avec les cartes topologiques, qui sont indé-
pendantes de l'odométrie. 
2.2 Techniques de détection en S L A M topologique 
Le grand problème pour la détection de fermeture de boucle avec les approches métriques 
est qu'elles sont dépendantes de l'odométrie. Newman et al. [70] affirment que peu importe 
l'algorithme de SLAM utilisé pour construire la carte et ce, même avec une bonne odo-
métrie, un ensemble de données peut être généré sur certains terrains ou dans certaines 
conditions qui résultera en de grandes erreurs dans la carte et la trajectoire estimée, ce 
qui peut rendre les techniques présentées à la section 2.1 inefficaces. Pour cette raison, 
les systèmes de SLAM métrique destinés à une utilisation à grande échelle reposent sou-
vent sur un niveau topologique pour la détection d'endroits visités, car les méthodes sont 
généralement indépendantes de l'odométrie. 
Une carte topologique est généralement plus compacte qu'une carte métrique. Elle est 
composée de noeuds et de liens. Un nœud représente une topologie (endroit) de l'environ-
nement. Un lien représente la direction et la distance à parcourir entre deux noeuds. Un 
robot peut ensuite utiliser la carte pour savoir comment se rendre d'un nœud à un autre. 
La navigation est donc beaucoup plus simple qu'avec les cartes métriques. La figure 2.5 
montre une carte topologique superposée à une carte métrique. 
Pour détecter les fermetures de boucle, les approches topologiques peuvent aussi utiliser 
l'odométrie pour déterminer une zone de nœuds à comparer, mais cette méthode est vul-
nérable au même problème d'odométrie à long terme que les approches métriques. Avec 
les cartes topologiques, il est possible d'avoir une détection de boucle indépendante de 
l'odométrie, car les nœuds sont généralement beaucoup plus distinctifs entre eux que les 
repères. Cette méthode de détection peut s'apparenter à celles utilisées pour le problème 
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Figure 2.5 Exemple d'une carte topologique superposée à une carte métrique 
[15]. 
de localisation globale ou du robot kidnappé (lorsque le robot est déplacé sans qu'il s'en 
aperçoive). Lorsque le robot détecte un endroit déjà visité (en comparant un nouveau 
nœud avec tous les autres), il peut décider de fermer la boucle en ajoutant un lien à la 
place d'un nouveau nœud. Pour augmenter la certitude que c'est bien un endroit déjà 
visité, le robot peut décider de vérifier les nœuds voisins de celui de référence pour savoir 
si l'hypothèse concorde toujours avec les nouvelles observations [56]. 
Par contre, cette méthode, limitée à un certain rayon d'action, est vulnérable aux fausses 
détections [54]. Afin de faire la différence entre un endroit déjà visité et un endroit 
très semblable, la plupart des approches prennent en compte des hypothèses multiples 
[12, 55, 56, 63, 82]. Dans [31], un arbre d'hypothèses est utilisé pour gérer toutes les hy-
pothèses possibles. La figure 2.6 illustre le processus de création des hypothèses. Dans 
cet exemple, le robot ne détecte que les topologies de coins de corridor. Lorsque le robot 
revient à son point de départ, deux hypothèses sont créées : une première hypothèse pour 
un nouvel endroit et la seconde pour un endroit déjà visité (le point de départ). Après un 
certain moment, les hypothèses plausibles les plus simples survivent. L'article [80] utilise 
l'approche bayésienne pour déterminer la meilleure topologie a posteriori. Dans le système 
Atlas [17, 18], deux sortes d'hypothèses sont définies : juvéniles et matures. Les nouvelles 
hypothèses sont juvéniles et celles reflétant le mieux l'environnement sont promues ma-
tures. La plus probable des hypothèses matures est alors utilisée comme carte principale. 
Une autre méthode pour gérer les hypothèses est l'utilisation d'un filtre à particules. Dans 
le système hybride de [14, 15], chaque particule contient une carte topologique en plus de 
la carte métrique globale. L'importance des particules est alors calculée au niveau topo-
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logique au lieu de celui métrique. Les particules ayant la meilleure hypothèse de la carte 
topologique vont alors survivent. 
Figure 2.6 Utilisation d'hypothèses multiples dans les approches topologiques. 
Une autre méthode est l'utilisation de la technique POMDP (« Partially observable Markov 
decision process ») [24], qui est normalement utilisée pour le problème de localisation 
globale dans un environnement, mais elle a révélé son efficacité pour détecter des boucles 
[89, 90, 97] en SLAM. Le principe de base de POMDP est d'établir une distribution de 
probabilités de la position du robot pour toute la carte topologique. Par exemple, lorsque le 
robot n'a aucune idée où il se trouve, les probabilités sont toutes égales pour tous les nœuds 
de la carte. À chaque nouvelle observation de l'environnement, la distribution converge 
vers un endroit en particulier de la carte. Lorsque le robot explore un environnement 
inconnu, la distribution de probabilité converge en une haute probabilité (un pic majeur 
dans la distribution) pour le nouvel endroit. Lorsque le robot revient dans un endroit déjà 
visité, la distribution de probabilité diverge en deux pics majeurs (une haute probabilité 
pour un nouvel endroit et une autre pour un endroit connu). Si les pics bougent dans la 
même direction selon les nouvelles observations, le robot est probablement revenu dans 
un chemin connu. Un exemple est montré à la figure 2.7. Lorsque le robot retourne au 
début de la boucle, la distribution de probabilité de la localisation du robot diverge en 
deux endroits (le nouveau et celui déjà visité). À l'étape 5 (figure 2.7b), les probabilités 
sont pratiquement égales pour les deux endroits, le robot n'a plus qu'à revenir sur ses pas 
jusqu'à ce que la distribution converge en un pic, et le début de la boucle est ainsi détecté 
(c). 
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Figure 2.7 Exemple d'utilisation de POMDP pour détecter une boucle [96]. 
Des méthodes s'inspirant de la biologie ont aussi émergé. RatSLAM [62], bien que très 
différent des autres algorithmes, a une technique de détection d'endroits visités qui s'ap-
parente à celle de la localisation globale. Le système contient plusieurs cellules qui sont 
excitées par certaines caractéristiques dans l'environnement. Chaque endroit/nœud peut 
être identifié par l'activité de plusieurs cellules. Lorsque le robot explore et qu'il revient 
dans un endroit déjà visité, les cellules de cet endroit s'activent et la fermeture de boucle 
peut être ainsi détectée. 
En résumé, les approches de détection de fermeture de boucle avec les cartes topologiques 
sont beaucoup plus robustes que les méthodes métriques, car elles ne dépendent pas de 
l'odométrie, donc si l'incertitude de la position estimée du robot est très erronée, le système 
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est toujours en mesure de fonctionner. Afin d'augmenter la vitesse de traitement des 
approches topologiques et leur robustesse aux environnements semblables ou dynamiques, 
la section 2.3 présente des méthodes de traitement des données efficaces, principalement 
dans le domaine du traitement d'images. 
2.3 Détection d'endroits visités à grande échelle 
L'utilisation des techniques de la section 2.2 comporte certains problèmes à long terme. 
Si les nœuds ne sont pas assez distinctifs, il peut y avoir beaucoup trop d'hypothèses qui 
sont créées. Le suivi de toutes ces hypothèses augmente la charge de calcul et cela devient 
problématique pour la détection en temps réel. Pour une détection d'endroits visités à long 
terme et en temps réel, il existe trois problèmes : 
1. La robustesse aux environnements semblables. 
2. La robustesse aux environnements dynamiques. 
3. La vitesse des algorithmes. 
Les approches les plus courantes pour résoudre ces problèmes sont basées sur l'appa-
rence (l'aspect visuel) de l'environnement, indépendantes de l'odométrie et généralement 
utilisées avec une carte topologique ou hybride. Ces systèmes permettent d'émettre de 
meilleures hypothèses de fermeture de boucle et aussi plus rapidement. Le reste de cette 
section présente ces problèmes ainsi que les systèmes existants qui tentent de les résoudre. 
2.3.1 Robustesse aux environnements semblables 
Une fausse détection d'un endroit déjà visité survient lorsqu'un nouvel endroit est très 
semblable à un ancien sans être réellement le même. Le robot croit alors qu'il est revenu 
dans un endroit connu. S'il se fie à cette hypothèse, il peut corriger sa carte de façon 
erronée. Une carte erronée entraîne de graves conséquences pour le robot, surtout s'il 
n'a aucun moyen d'annuler sa correction lorsqu'il constate plus tard qu'il s'est trompé. 
La figure 2.8 provenant du système présenté dans [46] montre un exemple d'endroits qui 
peuvent être très semblables. Le nouvel endroit est l'image du centre et elle est comparée 
à celle des deux autres endroits. Si l'algorithme de détection se fit qu'à l'aspect visuel de 
l'environnement, il pourrait émettre les hypothèses que l'image du centre provienne de l'un 
ou l'autre des deux autres endroits. En utilisant l'aspect géométrique de l'environnement 
(ici avec un laser), il est très probable que l'image du centre ne provienne pas du même 
endroit que celui représenté par l'image de gauche. La robustesse aux fausses détections 
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est donc très importante pour éviter de poser trop d'hypothèses, dont certaines pourraient 
créer de graves erreurs dans la carte. 
Figure 2.8 Comparaison de trois endroits semblables [46]. Chaque endroit est 
représenté par une image et une lecture géométrique (prise avec un laser) de 
l'environnement. 
Dans [70], une boucle est détectée lorsqu'il y a une séquence d'images qui concorde avec une 
ancienne, au lieu d'utiliser qu'une seule image comme dans [71]. Dans [47], une séquence 
d'images est aussi utilisée pour détecter une boucle, mais ils ajoutent une vérification au 
niveau géométrique des données du laser recueillies pendant l'acquisition des d'images. 
La figure 2.9 montre un exemple de séquences d'images avec les données géométriques 
correspondantes. Dans [19, 20], un algorithme de corrélation d'histogrammes utilisant 
seulement des nuages de points permet une détection robuste des fermetures de boucle à 
grande échelle sans utiliser l'odométrie. 
Figure 2.9 Comparaison de séquences d'images avec les données géométriques 
correspondantes, la séquence d'images du haut avec la carte géométrique de 
gauche et la séquence du bas avec la carte complètement à la droite [47]. 
Dans les systèmes basés seulement sur la vision, l'aspect géométrique de l'environnement 
peut être calculé en faisant le suivi des descripteurs extraits des images [100] ou en utilisant 
la technique de géométrie épipolaire [7] de [72]. Le système de détection dans FAB-MAP 
[28] permet de distinguer efficacement les endroits semblables en utilisant seulement l'as-
pect visuel. La technique, basée sur les arbres de Chow et Liu [25], permet de décrire les 
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dépendances entre les descripteurs extraits des images afin d'améliorer le calcul de proba-
bilité d'images semblables. Par exemple, si un descripteur existe seulement quand un autre 
est présent dans les images alors, lorsque ce dernier n'y est pas, il y a de grandes chances 
que le premier n'y soit pas non plus. Bien que très efficace pour distinguer des images très 
semblables, la création de l'arbre des dépendances doit être faite avant la mise en marche 
du robot. Selon le type d'environnement (extérieur, intérieur, urbain), un arbre doit être 
reconstruit avec un dictionnaire des descripteurs représentant bien le type de milieu. 
2.3.2 Robustesse aux environnements dynamiques 
L'incapacité d'un robot à reconnaître un endroit qu'il a déjà visité peut être causée par 
une mauvaise lecture de ses capteurs (bruit) ou bien parce que l'endroit a été modifié 
(objets dynamiques, luminosité). Dans la littérature, ce problème est connu sous le nom 
de reconnaissance d'endroits (« place recognition »). Ne pas détecter un endroit déjà 
visité n'entraîne pas de graves conséquences pour la carte créée si cela ne se produit pas 
trop souvent. La carte est simplement moins optimisée, mais le robot peut être toujours 
fonctionnel. Dans le cas extrême où il est incapable de reconnaître des endroits, c'est 
comme s'il n'y avait pas de détection, donc la carte ne peut jamais être corrigée. Un 
autre problème est que l'augmentation de la robustesse aux environnements dynamiques 
entraîne une diminution de la robustesse aux environnements semblables, et vice versa. 
Les recherches préfèrent alors réduire davantage la probabilité d'occurrence des fausses 
détections, car elles peuvent entraîner de plus graves erreurs. 
Dans [87], un modèle stochastique des perturbations d'image est utilisé pour savoir si 
une image d'un endroit connu peut être produit en bougeant la caméra dans une zone 
près d'où la dernière image a été prise. Dans [98], le contexte des objets est utilisé afin 
d'identifier un endroit plausible. Par exemple, un réfrigérateur se retrouve plus souvent 
dans une cuisine que dans la rue. De ce fait, même si la cuisine a été modifiée (nouvelle 
peinture par exemple), il peut être assez sûr qu'il est dans une cuisine lorsqu'il voit un 
réfrigérateur. Pour augmenter la robustesse à l'illumination, des recherches ont utilisé 
des bases de données contenant des images provenant du même endroit, mais avec un 
éclairage différent (ensoleillé, nuageux, soirée) [76, 77, 99]. Un support vector machine 
(SVM) est entraîné avec les images de la base de données. Lorsque le robot navigue dans 
l'environnement à toute heure de la journée, il est capable de reconnaître l'endroit où il se 
trouve. Une variante [58] a été créée pour permettre au robot de s'adapter au changement 
dans l'environnement et ainsi mettre à jour son réseau de neurones selon les nouvelles 
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observations. Par contre, ces méthodes assument que le robot se déplace toujours dans un 
endroit connu. 
2.3.3 Vitesse des algorithmes 
Le troisième axe de recherche s'attaque principalement à l'utilisation'du SLAM en temps 
réel, c'est-à-dire le robot crée la carte en même temps qu'il explore son environnement 
au lieu de créer la carte une fois l'exploration terminée. Afin de corriger la carte au fur 
et à mesure que le robot explore, il est donc important que l'algorithme de détection 
d'endroits visités fonctionne aussi en temps réel. La voie suivie par les chercheurs est 
d'améliorer les techniques de comparaison d'images (caméra), de nuages de points (laser) 
ou de repères (extraction de points d'intérêts dans l'environnement) pour augmenter la 
taille de l'environnement que peut cartographier un robot tout en restant temps réel. Les 
algorithmes présentés dans le reste de cette section utilisent principalement des techniques 
provenant du domaine du traitement d'images. 
Les descripteurs locaux ou globaux peuvent être utilisés pour représenter les images avec 
moins de données. Cette réduction de données permet en même temps d'augmenter la 
vitesse de comparaison d'images. Les descripteurs locaux sont généralement plus robustes 
à la rotation, l'échelle et à l'illumination que les globaux. Les descripteurs globaux peuvent 
être basés sur la méthode de la signature d'image [8], de la transformée de Fourier [60], de 
l'analyse des composantes principales (PCA) [32], des histogrammes de couleurs [13], de 
l'échelle de référence [40] ou bien d'un SVM utilisé pour segmenter l'image en différentes 
classes [66]. Dans [88], les éléments visuels et géométriques sont utilisés pour créer une 
empreinte de l'endroit (« fingerprint of place »). Ces empreintes sont mises à jour avec 
des lectures successives du même environnement. Par exemple, une seule empreinte peut 
représenter toute une pièce. Certains systèmes utilisent les descripteurs locaux comme le 
détecteur de coin d'Harris [44], SIFT [57], SURF [11] et CenSurE [1]. Une comparaison 
de robustesse entre les différents descripteurs locaux peut être retrouvée dans [79]. Les 
descripteurs locaux comme SIFT ont permis d'engendrer une technique très performante 
de recherche d'images semblables [4, 6, 27, 28, 38] se basant sur la méthode du sac de 
mots (« bag-of-words ») [85]. Le principe général (montré à la figure 2.10) est que chaque 
image peut être représentée par un ensemble de mots visuels provenant d'un dictionnaire. 
Chaque mot visuel contient, dans un index de recherche, une liste des indices des images 
où il se retrouve. La recherche d'images semblables est alors effectuée avec un mécanisme 
efficace de vote. Dans une recherche, l'image qui obtient le plus de votes est considérée 
comme la meilleure correspondance. Cette méthode de recherche d'images semblables est 
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très efficace et rapide. Dans [38], des tests ont montré qu'une requête dans une base de 
données contenant 1 million d'images prenait environ 0.02 seconde. Cependant, cela ne 
compte pas le temps de calcul du maximum de vraisemblance des hypothèses trouvées 
suite à cette recherche. 
Quantification de 
l'image avec les 
mots visuels 
Extraction des MET T l 
primitives visuelles JJP t$i jfe. 
appariements avec KMWÊAwËW^ ^ 
le dictionnaire %& . ^ 
Dictionnaire 
Figure 2.10 Technique de traitement d'images par sac de mots [85]. Une image 
peut être représentée par des mots visuels provenant d'un dictionnaire [4]. 
2.4 Conclusion 
Ce chapitre a montré beaucoup de méthodes qui peuvent être utilisées, seules ou en 
combinaisons avec d'autres, afin de résoudre la problématique de détection de fermeture 
de boucle à long terme. Les méthodes en SLAM métrique utilisent l'odométrie afin de 
restreindre la comparaison des nouvelles observations à une zone prédéterminée de la 
carte globale, ce qui a pour effet d'accélérer considérablement la détection de fermeture 
de boucle. Par contre, puisque l'odométrie peut devenir très erronée, les méthodes en 
SLAM topologique, qui sont indépendantes de l'odométrie, sont beaucoup plus robustes 
à de grandes erreurs de position que les techniques métriques. Enfin, puisque les envi-
ronnements réels sont dynamiques et d'autres semblables, des techniques en traitement 
d'images peuvent permettre d'augmenter la robustesse des algorithmes de détection à ces 
événements. De plus, ces techniques de traitement d'images permettent une comparaison 
efficace de beaucoup de données en peu de temps, ce qui est important pour une détection 
de fermeture de boucle dans de grands environnements et en temps réel. Pour poursuivre 
dans ce mémoire, le chapitre 3 fait un bref résumé des problèmes de toutes les approches 
présentées dans ce chapitre pour en faire ressortir des solutions possibles en lien avec notre 
objectif de détection de fermeture de boucle en temps réel et à long terme. 
CHAPITRE 3 
DÉTECTER LES FERMETURES DE 
BOUCLE EN TEMPS RÉEL ET À LONG 
TERME 
La multitude des techniques de détection de fermeture de boucle présentées dans le cha-
pitre 2 montre bien que ce problème n'a pas encore de solution bien définie pour une 
utilisation en temps réel à long terme. Les approchent métriques utilisent l'odométrie 
pour rapidement associer les données, tandis que les approches topologiques s'appuient 
généralement sur des variantes de méthodes de localisation globale, qui sont plus robustes 
à une mauvaise odométrie, pour établir des hypothèses de fermeture de boucle. Pour une 
meilleure robustesse aux environnements semblables, certaines méthodes allient apparence 
et géométrie. Du point de vue de la question de recherche, les approches topologiques uti-
lisant l'apparence de l'environnement sont celles qui dénotent la meilleure extensibilité à 
long terme et pour de grands environnements. Elles profitent de techniques de traitement 
d'images très performantes leur permettant d'effectuer une détection en temps réel le plus 
longtemps possible. Il y a cependant un point en commun avec toutes les méthodes de 
détection : plus il y a de données, plus il y a de calculs à réaliser. Elles ne peuvent donc pas 
fonctionner très longtemps en temps réel. Ce dernier requis est très important pour qu'un 
robot puisse corriger sa carte en même temps qu'il explore un environnement, pour ne pas 
avoir une carte désuète. Cette lacune des systèmes actuels ouvre plusieurs possibilités de 
recherche sur ce sujet. Voici trois hypothèses qui ont été étudiées en vue de résoudre le 
problème de détection de boucles en temps réel sur de longues périodes. 
1. Trouver des algorithmes de reconnaissance d'endroits encore plus performants. 
L'augmentation de la vitesse de recherches d'observations semblables permettrait 
de cartographier de plus grands environnements. Beaucoup de recherches ont été 
effectuées en ce sens, et la section 2.3.3 expose quelques techniques. Une solution 
pourrait être alors d'améliorer une technique existante ou d'en créer une nouvelle. 
Cependant, même si plus de données pourraient être gérées en même temps, il y 
aura toujours un moment où l'algorithme ne pourra plus s'exécuter en temps réel. 
2. Augmenter la puissance de calcul. 
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L'ajout de processeurs plus puissants ou en parallèles augmenterait la vitesse de 
calcul. Le problème est que le robot fonctionne avec une énergie limitée, alors il 
tomberait probablement en panne très rapidement à moins d'avoir accès à une autre 
source d'énergie plus performante que celles actuelles. Pour contourner cela, le robot 
pourrait être connecté en réseau à un serveur, qui lui contiendrait beaucoup d'unités 
de calcul. Dans ce cas, le robot n'aurait besoin que de rediriger les informations de 
ses capteurs sur le lien réseau pour que le serveur fasse tous les calculs pour lui. Un 
avantage de cette méthode est que l'intelligence contenue dans le serveur pourrait être 
accédée et partagée par d'autres robots. Plusieurs robots pourraient ainsi contribuer 
à l'intelligence collective. Cette méthode serait applicable à condition que le robot 
ait accès au réseau en tout temps et avec peu de latence. Dans le monde réel, il est 
difficile d'assurer un service aussi fiable. Pour gérer les connexions intermittentes, 
le robot pourrait faire les calculs localement jusqu'à ce que la connexion revienne 
active. Par contre, pendant la période de temps non connectée au serveur, il se 
peut qu'il accumule trop de données pour demeurer en temps réel, revenant ainsi au 
problème initial. 
3. Gérer la mémoire efficacement. 
Une troisième hypothèse est de gérer la mémoire du robot pour éviter qu'il ait besoin 
de comparer une nouvelle lecture de l'environnement avec toutes les autres. En ne 
gardant que les endroits importants et en oubliant les autres, la charge de calcul 
pourrait être contrôlée et limitée pour éviter de dépasser la limite du temps réel. 
Dans ce sens, l'algorithme de reconnaissance d'endroits pourrait être certain d'être 
toujours en temps réel ou à temps constant, peu importe la taille de l'environnement. 
Le désavantage est que le robot ne pourra peut-être pas détecter tous les endroits 
qu'il a déjà visités, car il aura oublié certains d'entre eux. 
L'hypothèse qui a été choisie dans cette recherche est la troisième, car elle s'assure que 
l'algorithme soit en temps réel, peu importe la quantité de données accumulées. Il n'y a 
donc plus de limite de données que peut acquérir le robot pour que les calculs demeurent 
en temps réel. Pour y arriver, la mémoire globale du robot est divisée en une mémoire de 
travail, à court terme et à long terme. Le principe est que les données les plus récentes 
et celles qui sont fréquemment rencontrées se retrouvent dans la mémoire de travail. Un 
algorithme rapide de reconnaissance d'endroits (comme ceux mentionnés dans la section 
2.3.3) utilise les données de la mémoire de travail pour effectuer sa recherche. Lorsque 
l'algorithme de détection atteint la limite du temps réel, les données les plus anciennes et 
les moins fréquemment rencontrées sont entreposées dans la mémoire à long terme. De cette 
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façon, la charge de calcul dans la mémoire de travail est maintenue à un niveau constant. 
Les données entreposées dans la mémoire à long terme peuvent être redéployées dans la 
mémoire de travail lorsque le robot revient dans un endroit connu, et elles peuvent être 
aussi utilisées lors d'une recherche exhaustive dans toute la mémoire (en mode hors-ligne). 
Cette approche, avec les résultats obtenus, est présentée au chapitre 4. 
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CHAPITRE 4 
APPROCHE PAR GESTION DE MÉMOIRE 
POUR LA DÉTECTION VISUELLE DE FER-
METURE DE BOUCLE EN TEMPS RÉEL 
4.1 Avant-propos 
Auteurs et affiliation : 
M. Labbe : étudiant à la maîtrise, Université de Sherbrooke, Faculté de génie, Département 
de génie électrique et de génie informatique. 
F. Michaud : professeur, Université de Sherbrooke, Faculté de génie, Département de génie 
électrique et de génie informatique. 
Date de soumission : 2 novembre 2010 
Revue : IEEE Transactions on Robotics 
Titre en anglais : Memory management approach for real-time appearance-based loop 
closure detection. 
Contribution au document : 
Cet article contribue au mémoire en élaborant en détails l'approche utilisée, les tests 
effectués et les résultats obtenus. 
Résumé français : 
La détection de fermeture de boucle est le processus impliqué en SLAM lorsqu'on tente de 
trouver une correspondance entre un endroit présent et un autre déjà visité. Plus la carte 
interne augmente en taille, plus le temps requis pour la détection de fermeture de boucle 
augmente, ce qui peut affecter le traitement en temps réel. Dans cet article, nous présentons 
une nouvelle approche de détection de fermeture de boucle fonctionnant en temps réel 
pour du SLAM à grande échelle et à long terme. Notre approche est basée sur une gestion 
efficace de la mémoire afin de garder le temps de calcul en dessous d'un seuil de temps, 
accomplissant une complexité 0(1). En utilisant quatre ensembles de données standards 
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et notre propre ensemble de données dérivées d'un parcours de plus de 2 km rassemblant 
des conditions diverses, les résultats démontrent l'adaptabilité et l'extensibilité de notre 
approche. 
Note : À la suite des corrections demandées par les membres du jury, le contenu de cet 
article diffère de celui qui a été soumis. 
4.2 Abstract 
Loop closure detection is the process involved when trying to find a match between the cur-
rent and a previously visited locations in SLAM. Over time, the amount of time required 
to process new observations increases with the size of the internal map, which may affect 
real-time processing. In this paper, we present a novel real-time loop closure detection ap-
proach for large-scale and long-term SLAM. Our approach is based on efficient memory 
management to keep computation time for each new observation under a fixed time li-
mit, thus achieving 0(1) complexity. Results demonstrate the approach's adaptability and 
scalability using one custom data set and four standard data sets. 
4.3 Introduction 
Autonomous robots operating in real life settings must be able to navigate in large, un-
structured, dynamic and unknown spaces. Simultaneous localization and mapping (SLAM) 
[95] is the capability required by robots to build and update a map of it's operating en-
vironment and to localize itself in it. A key feature in SLAM is to recognize previously 
visited locations. This process is also known as loop closure detection, referring to the 
fact that coming back to a previously visited location makes it possible to associate this 
location with the recently visited ones. 
For global loop closure detection approaches [5, 22, 28, 52, 70], a general way to detect a 
loop closure is to compare a new location with the ones associated with previously visited 
locations. If no match is found, then a new location is added. A problem with this approach 
is that the amount of time required to process new observations increases with the number 
of locations in the map. If this amount of time becomes larger than the acquisition time, 
a delay is introduced, leading to an obsolete map. In addition, a robot operating in large 
areas for a long period of time will ultimately build an enormous map, making it difficult 
to update and process in real-time. 
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One solution is to efficiently manage the locations used to detect loop closures based on 
their occurrences. The idea is simple : it consists of keeping the most recent and frequently 
observed locations in the robot's working memory (WM), and transferring the others into 
a long-term memory (LTM). When a match is found between the current location and 
one stored in the working memory, associated locations stored in the long-term memory 
can be remembered and updated. To illustrate the concept and inspired from works in 
psychology [9, 10], people remembers more the areas where they spend most of their time 
in compared to those where they spent less time. However, these 'forgotten' areas can be 
remembered when necessary. 
This paper describes our memory management approach to accomplish appearance-based 
loop closure detection with real-time constraint for long-term SLAM. Processing time is 
the criterion used to determine the number of locations kept in the working memory, set 
to satisfy real-time constraint. Our memory management mechanism ensures satisfaction 
of real-time constraint independently of the scale of the mapped environment, with 0(1) 
complexity. For this reason, we called our approach to as Constant Time Appearance-
Based Mapping (CTAB-MAP). Trials conducted with four standard data sets and one 
custom data set demonstrate real-time capabilities of our appearance-based loop closure 
detection approach in various conditions. 
The paper is organized as follows. Section 4.4 summarizes related work on loop closure 
detection for large-scale SLAM. Section 4.5 describes our approach. Section 4.6 presents 
experimental results and Section 4.7 discusses the possible limitations of our approach. 
Section 4.8 concludes the paper. 
4.4 Related work 
For most of the probabilistic SLAM approaches [15, 18, 23, 26, 34, 35, 37, 41, 42, 65, 74, 75, 
83], loop closure detection is done locally, i.e., matches are found between new observations 
and a limited region of the map, so that process can be accomplished in real-time and at 
30 Hz [30]. The size of the region is determined by the uncertainty associated with the 
robot's position. Such approach fails if the estimated position is erroneous. Newman et 
al. [70] indicate that in real world situations, it is very likely that events will cause gross 
errors in the estimated position. Therefore, it is preferable to do loop closure detection 
without using an estimated position. 
Global loop closure detection consists of comparing a new observation to all ones in the 
map, and to add this observation only if no match is found. Vision is the sense generally 
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used because of the distinctiveness of the features extracted from the environment [62, 
71, 90], although successful large-scale mapping using features extracted using laser range 
finder data is possible [19]. For vision-based mapping, the bag-of-words [85] approach is 
commonly used [7, 22, 28, 52, 73] and has shown to perform loop closure detection in real-
time for paths of up to 1000 km [29]. The bag-of-words approach consists of representing 
each image by visual words taken from a dictionary. The visual words are usually made of 
local feature descriptors, such as Scale-Invariant Feature Transform (SIFT) [57]. Each word 
keeps a link to the images it is associated to, making image retrieval efficient over large data 
set. However, as a robot explores new areas over long periods of time, the number of images 
to compare increases linearly, making it eventually impossible to conduct the matching 
process in real-time. The number of comparisons can be decreased by considering only a 
selection of previously acquired images (referred to as key images) for the matching process, 
while keeping detection performance nearly the same to using all images [16]. However, 
complexity still increases linearly with the number of key images. This phenomenon can 
also occur in close and dynamic environments in which the robot revisit frequently the same 
locations : perceptual aliasing and changes that can occur in dynamic environments may 
affect the ability to recognize previously visited locations, leading to the addition of new 
locations in the map and consequently affecting the satisfaction of real-time constraints 
[39]. To limit the growth of the number of images to match, pruning [61] or clustering [53] 
methods can be used to consolidate portions of the map which exceed a spatial density 
threshold. This limits growth over time, but not with the size of the explored environment. 
The objective of our work is to provide a solution independent of time and size, to achieve 
constant time loop closure detection for long-term operation in large environments. 
4.5 Memory Management Approach for Real-Time 
Loop Closure Detection 
The key resides in only using a certain number of locations for loop closure detection so 
that real-time constraint can be satisfied, while still have access to the locations of the 
entire map when necessary. When the number of locations in the map makes processing 
cycle time for finding matches becomes greater than a real-time threshold, our approach 
transfers locations less likely to cause loop closure detection from the robot's WM (a fast 
access, constant time memory like RAM) to LTM (a database stored on a hard drive for 
instance), so that they do not take part in the detection of loop closures. However, if a 
4.5. MEMORY MANAGEMENT APPROACH 27 
loop closure is detected, neighbor locations can be retrieved and brought back into WM 
to be considered in loop closure detections. 
Transferred locations are not used to find a match with the current one. Therefore, some 
loops may not be detected, making it important to carefully choose which locations to 
transfer to LTM. A naive approach is to use a first-in first-out (FIFO) policy, pruning 
the oldest locations from the map. However, this sets a limit in the maximum number of 
locations memorized in sequence when exploring an environment : if the real-time limit 
is reached before loop closure can be detected, pruning the older locations will make it 
impossible to eventually find a match. Instead, our approach evaluates the number of 
times a location has been matched to set his weight, making it possible to identify the 
locations seen more frequently than others and which are more likely to cause loop closure 
detections. Each location is represented by an image signature and a weight, and locations 
are linked together in a graph. 
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Figure 4.1 Memory management model of our approach. 
Figure 4.1 illustrates the basic principles of our memory management approach. An image 
is acquired from the Perception module and is sent to the Sensory Memory (SM). SM is 
used to evaluate the image's signature, also referred to as fingerprint [90], to reduce data 
dimensionality and to extract useful features for loop closure detection. A new location is 
created with the image's signature and it is sent to STM. 
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STM is responsible to update recently added locations through a process referred to as 
Rehearsal. If the new location is similar enough to an older one in STM, they are merged 
into the new one, and the weight of this location is increased. By comparing all locations 
in STM instead of only the last one, the weight of a location can be correctly increased 
even if the camera is temporary obstructed. The locations in STM are not used for loop 
closure detection, to avoid loop closure detection on locations that have just been visited. 
STM size is fixed based on the robot velocity and the image rate. When the number of 
locations reach STM's size limit, the oldest location in STM is moved into WM. 
Loop closure probabilities are evaluated using a discrete Bayesian filter by comparing the 
new location with the ones in WM. A loop closure is detected when a high loop closure 
probability is found between a new and an old location in WM. The new location then 
replaces the old one in the graph while keeping the old neighbor links : their signatures 
are merged and the resulting location's weight is set to the sum of their respective weights 
plus one. 
If the processing cycle time for loop closure detection becomes greater than the real-time 
threshold, the oldest and less viewed locations in WM are transferred to LTM. The number 
of transferred locations depends on how much data were added during the current cycle. 
Transferred locations can be retrieved from LTM when a neighbor location still in WM 
is found to have a high loop closure probability with the current location, increasing the 
probability of identifying loop closures with future nearby locations. 
Figure 4.2 illustrates a simplified case of the retrieval process for an acquisition sequence 
of three locations (IDs 236, 237 and 238) which are similar to three locations previously 
acquired (IDs 1, 2, 3), and the case when a new path is created (ID 239). The graph was 
built incrementally, with some locations (black ones) transferred into LTM to keep the 
loop closure detection under the real-time threshold. Location 2 is still in WM because 
it was seen more frequently than its neighbors. In a), loop closure between locations 236 
and 1 is not detected because location 1 is in LTM. In b), loop closure detection occurs 
between locations 237 and 2, they are merged together. Locations 1 and 3 (now neighbors of 
location 237) are then retrieved into WM. Because we use a Bayesian filter to compute the 
loop closure hypotheses, we cannot do a backtracking to detect, for example, loop closure 
between 1 and 236. Even if it was possible, this could be very expensive and complex to 
backtrack every previously transferred signatures while detecting upcoming locations at 
the same time. In c), the match between locations 238 and 3 can occur, merging location 3 
to location 238 in the graph and retrieving location 4 from LTM. Location 1 is transferred 
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(239) 
Figure 4.2 Illustration of the proposed memory management approach for four 
consecutive loop closure detection cycles. 
because it is not a neighbor of the last loop closure detection, thus no need to keep it if a 
different path is taken. This matching process continues until a location does not match 
the ones in WM, initiating a new path in the graph, as illustrated in d). 
Figure 4.3 illustrates the overall loop closure detection process, explained in details in the 
following sections. 
4.5.1 Image Location 
The bag-of-words approach [85] is used to create signature zt of an image acquired at time 
t. An image signature is represented by a set of visual words contained in a visual dictio-
nary constructed online and incrementally. Speeded-Up Robust Features (SURF) [11] are 
extracted from the image as the visual words. Each SURF feature has a strength refer-
red to as the feature response. The feature response is used to select the most prominent 
features in the image. To avoid bad features, only those over a response of Tresponse are 
extracted. A maximum of TmaxWor(is SURF features with the highest feature response are 
kept to have nearly the same number of words across the images. To find matches with 
words already in the dictionary, SURF features are compared using the distance ratio 
between the nearest and the second-nearest neighbor. As in [57], two features are consi-
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Figure 4.3 Flow chart of our memory management loop closure detection 
processing cycle. 
dered to be represented by the same word if distance of the nearest neighbor is less than 
T-nndr times the distance to the second-nearest neighbor. We found also that limiting the 
maximum distance to T^st with the nearest neighbor improves precision. Because of the 
high dimensionality of SURF features, a randomized forest of kd-trees [67] is used as the 
dictionary structure to increase efficiency of nearest-neighbor search when matching visual 
words from a new signature with the ones in the dictionary. When no match is found, the 
new word is added to the dictionary. The kd-trees are reconstructed at each iteration to 
always have a balanced dictionary. A location Lt is then created with the signature zt, 
a weight initialized to 0 and a bidirectional link in the graph with L t_i. Note that the 
dictionary contains only words of the locations in WM and STM. 
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4.5.2 Rehearsal 
To update the weight of the acquired location, Lt is compared to the ones in STM from 
the most recent ones to the latest, and similarity s is evaluated using (4.1) : 
,Nvair/NZt, HNZt>Nz , x 
s(zt,zc) = { pair\ 2" zt~ Zc 4.1 
^ \NpMr/NZc, iîNZt<NZc V ; 
where Npair is the number of matched word pairs between the compared location signa-
tures, and NZt and NZc are the total number of words of signature zt and the compared 
signature zc respectively. If s(zt, zc) is higher than a fixed similarity threshold Trehearsah Lc 
is merged into Lt and Rehearsal stops. The merging process works as follows. zc is copied 
to a temporary signature ztrnp. If the number of words of ztmp is less than Tmaxwords, the 
difference into ztmp is filled with the unmatched words of zt with the highest response. zt 
is cleared and ztmp is copied into zt. To complete the merging process, the weight of Lt is 
increased by the one of Lc plus one, the neighbor links of Lc are added to Lt and Lc is 
deleted from STM. 
4.5.3 Bayesian Filter Update 
The role of the discrete Bayesian filter is to keep track of loop closure hypotheses by 
estimating the probability that the current location Lt matches one of an already visited 
location stored in the WM. Let St be a random variable representing the states of all 
loop closure hypotheses at time t. St = i is the probability that Lt closes a loop with 
a past location Lu thus detecting that Lt and Lx represent the same location. The filter 
estimates the full posterior probability p(St\Lt) for alH = t0,..., tn, where t0 and tn are the 
time indexes associated with the oldest and the newest locations in the WM respectively, 
expressed as follows [7] : 
p(St\Lt) = VP(Lt\St) J2p(St\St-l=i)p(St-1 = i\Lt-1) (4.2) 
Observation Transition 
Belief 
where rj is a normalization term and L* = Lto, ...,Lt. Note that the sequence of locations 
1} includes only the locations contained in WM and STM, thus L* changes over time while 
new locations are created and when some locations are retrieved from LTM or transferred 
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to LTM, diverging from the classical Bayesian filtering where such sequences would be 
fixed. 
The observation model p(Lt\St) is evaluated using a likelihood function £(St\Lt) : the 
current location Lt is compared using (4.1) to locations corresponding to each loop closure 
state St = i, giving a score st = s(zt, zt). Each score is then normalized (as in [7]) with the 
standard deviation a and the mean /i of all scores : 
p(Lt\St = i) = £(St = i\Lt 
if s, > [i + a 
otherwise. 
(4.3) 
To avoid an extremely high likelihood when the words of the current signature are found 
in only one signature in WM, thus when /i is very low (near zero), each £(St = i\Lt) are 
limited to a maximum of TmaxLikehhood- This is not really a problem if the signatures come 
from the same location, but this could also happen when bad words are found (because 
of noise, a wrong location could receive a very high likelihood), increasing instantly the 
value of the related loop closure hypothesis high enough to trig a false positive detection. 
By limiting the likelihood, a loop closure hypothesis cannot be increased instantly to a 
high value, so consecutive high likelihoods are required to detect the loop closure. 
-2 0 2 
Relative neighboring location indexes 
Figure 4.4 Transition model 
The transition model p(St\St-i = i) is used to predict the distribution of St, given each 
state of the distribution St-i, in accordance with the robot's motion between t and t — 1. 
In combination with p(St-\ = i\Lf~l), the recursive part of the filter, this constitutes the 
belief of the next loop closure. Figure 4.4 illustrates the transition model as a sum of two 
discretized gaussians curves centered on the previous and next loop closure hypotheses. 
Assuming that the robot is moving most of the time, the transition model expresses that 
loop closure with a new location is more likely to occur in the neighboring location in the 
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map rather than from the current one, ensuring temporal coherency between detections. 
For each state St-i = i, transition probabilities are defined for all states of St, i.e., the 
probabilities p(St = j\St-i = i) for j = t0, ...,tn. Note that in our model, the probabilities 
in the range of j = i — 4,...,i + 4 has a sum of 99%. The last 1% is divided across 
all neighbors outside of the model range. These last small values indicate that there is 
a 1% chance that the next loop closure happens in a location not temporally near the 
current location. This happens when the camera is obstrued or the robot is moved while 
it is offline. This model can be directly implemented when the locations have only two 
possibles neighboring locations, like going down a hall. 
Depending on the topography of the environment, a more complex graph like the one 
shown in Figure 4.5 a) for a state St-i = i could be generated. In this example, the next 
loop closure has a highest probability to occur in four different neighbors instead of only 
two (when there is only one previous and next locations). The general way used to set the 
transition probabilities from a state St-i = i to all states St = j is to iterate recursively 
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across the neighbors in the graph until the range of the model (±4) is reached, setting 
the corresponding value of the model at each stage as in Figure 4.5 b). All probabilities 
outside of the neighborhood range of this model are set to a small value (the 1% discussed 
previously) and p(St\St-i = i) is normalized as shown in c). 
Figure 4.6 Transition model applied to a graph where some locations are in 
LTM (black ones). 
Another problem when generating p(St\St-i = i) occurs when the neighbors of a location 
are not in WM (because they were transferred to LTM), so the transition model cannot 
be directly applied to all neighbors. To handle this case, if the sum of the neighboring 
probabilities added during the recursion is less than 99%, we add the difference to p(St = 
j = i\St-i = i). This is shown in Figure 4.6 where the difference is 21% because of the 
missing locations, thus setting p(St = j = i\St-i = i) = 17%+ 21% = 38%. The node with 
no value (-) cannot be reached during the recursion, so its value is set small like all others 
outside the range of the model. Note also in this example the node with a value of 0.01 
on the bottom-right, which is different from the one in Figure 4.5 b) because the node is 
reached from a different way. 
4.5.4 Loop Closure Hypothesis Selection 
When the full posterior has been updated and normalized, the highest hypothesis of 
p(St\Lt) greater than the loop closure threshold 7}oop is selected. Because a loop closure 
hypothesis is generally diffused to its neighbors (neighbor locations share some similar 
words between them), for each probability p(St = i\Lt), the probabilities of its neighbors 
in the neighborhood range (defined according to the transition model, explained in Sec-
tion 4.5.3) are summed together. Note that for a selection to occur, a minimum of TminHyp 
locations must be in WM : when the graph is initialized, the first locations added to WM 
have automatically a high loop closure probability (after normalization by (4.2)). 
If a loop closure hypothesis p(St — i\Ll) is over Tioop, epipolar geometry [45] is verified 
between Lt and Lt using RANSAC [36] on the word pairs of the corresponding signatures, 
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to ensure geometrical consistency between the matched locations. To accept a hypothesis, 
at least Tiniiers inliers are required, thus the epipolar geometry test is verified only when 
NPair > = Tiniiers- This verification is required to avoid false positives, but true positives 
can be also rejected if not enough word pairs are found. When the hypothesis St = i is 
accepted, a loop closure is found and Lt is merged with the old location L; : if the number of 
words of Zt is less than TmaxWords, the difference into zt is filled with the unmatched words 
of Zi with the highest response, the weight of Lt is increased by the one of Lt plus one and 
the neighbor links of Li are added to Lt. After updating Lt, unlike during Rehearsal, Li is 
not immediately deleted from the memory. For the constancy of the Bayesian filter with 
the next acquired images, the associated loop closure hypothesis Si must remains evaluated 
until it is not anymore in the neighborhood of the highest loop closure hypothesis, after 
which it is deleted. 
4.5.5 Retrieval 
Neighbors of location Li in LTM are transferred back into WM if p(St = i|£*) is the 
highest probability and is greater than the retrieving threshold Tretrievai. The range of 
neighbors retrieved matches the one of the transition model (explained in Section 4.5.3). 
Because this step is time consuming, we set the transition model to simultaneously re-
trieve a maximum of 8 locations (chosen to matches also the neighboring range). The 
visual dictionary is updated with the words associated with the signatures of the retrieved 
locations. Some common words from the retrieved signatures still exist in the dictionary, 
so a simple reference is added between these words and the corresponding signatures. For 
words which are not present anymore (because they were removed from the dictionary 
when the locations were transferred), they are matched to those in the dictionary to find 
if more recent words represent the same SURF features. This step is particularly important 
because the new words added from the new signature zt may be identical to the previously 
transferred words. For matched words, the old words are replaced by the new ones in the 
retrieved signatures and they are permanently removed from the LTM. If some words are 
still unmatched, they are simply added to the dictionary. 
4.5.6 Transfer 
When processing time becomes greater than Ttime, the oldest location with the lowest 
weight is transferred from WM to LTM. TEime must be set to allow the robot to process the 
perceived images in real-time. Higher Tame means that more locations (and implicitly more 
signatures and more words) can be kept in the WM, and more loop closure hypotheses can 
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be kept to better represent the overall environment. Ttime must therefore be set according 
to the robot's CPU capabilities, computational load and operating environment. If Ttime 
is set to be higher than the image acquisition time, the algorithm intrinsically uses an 
image rate corresponding to Ttime-, with 100% CPU usage. As a rule of thumb, Ttime can 
be set to about 100 to 500 ms (depending on the robot's computing system) smaller to the 
image acquisition rate, to ensure that all images are processed under the image acquisition 
rate, even if the processing time goes over Ttirne (Ttime then corresponds to the average 
processing time of an image by our algorithm). So, for an image acquisition rate of 1 Hz, 
Ttime could be set between 500 ms to 900 ms. 
The most expensive step of our algorithm is to rebuild the visual dictionary, thus process 
time can be regulated by changing the dictionary size, which indirectly influences the 
WM size. A signature of a location transferred to LTM removes its word references from 
the visual dictionary. If a word does not have reference to a signature anymore, it is 
transferred into LTM. While the number of words transferred from the dictionary is less 
than the number of words added from the new or retrieved locations, more locations are 
transferred. At the end of this process, the dictionary size is smaller than before the new 
words from the new and retrieved locations were added, thus reducing the time required 
to update the dictionary for the next acquired image. Saving the transferred locations into 
the database is done asynchronously using a background thread, leading to a minimal time 
overhead. Note that to be able to evaluate appropriately loop closure hypotheses using 
the discrete Bayesian filter, the retrieved locations in this iteration are not allowed to be 
transferred. 
4.6 Results 
Performance of our approach is evaluated in terms of Recall ratio, which is defined as the 
ratio of true positive loop closure detection to the number of ground truth loop closures 
[29]. To situate what can be considered good Recall performance, for metric SLAM, Recall 
of around 20% to 30% is sufficient to detect most loop closure events when the detections 
have uniform spatial distribution [29]. Note however that the need to maximize Recall 
depends highly on the SLAM method associated with the loop closure detection approach. 
If metric SLAM with excellent odometry is used, a Recall ratio of about 1% could be 
sufficient. For less accurate odometry (and even none), a higher Recall ratio would be 
required. The objective with our approach is to achieve Recall above 20% with an average 
processing time per image less than Ttime. 
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Using a MacBook Pro 2.66 GHz Intel Core i7, experimentation of our loop closure detection 
approach is done using parameters defined in Table 4.1. The same set of parameters is 
used over the different data sets used in our trials to evaluate adaptability of our approach 
without optimization for specific conditions. For this reason, we did not do an exhaustive 
search for the best parameters ; instead, they were set empirically to avoid false positives 
over all data sets while giving a good overall Recall performance. 
Table 4.1 Parameters used for experimentation 
STM size 
•t rehearsal 
-tioop 
T 
-
1
 minHyp 
•t maxLikelihood 
•*• inliers 
•t retrieval 
SURF dimension 
O U xxr 1 response 
SURF Tnndr 
SURF Tdist 
O U r t r 1 maxWords 
20 
15% 
96% 
20 
10 
10 
60% 
64 
100 
0.8 
0.05 
500 
4.6.1 Performance for Long-Term Operat ion 
The data set used for this test is made of images taken over a 2 km loop of the campus 
of the Université de Sherbrooke (UdeS), traversed twice, as illustrated by Figure 4.7. A 
total of 5395 images of 640 x 480 resolution at 1 Hz are used from the original capture 
(21 582 images at 4 Hz) with a handheld webcam, over 90 minutes. The data set contains 
a variety of environment conditions, as illustrated in Figure 4.8 : indoor and outdoor, 
roads, parkings, pedestrian paths, trees, a football field, with differences in illumination. 
To study the ability of our approach in transferring and retrieving locations based on 
their occurrences, we stopped at 13 waypoints during which the camera remained still for 
around 20 to 90 seconds, leading to 20 to 90 images of the same location. After processing 
the images of the first loop, we expect that the related locations are still in WM and that 
our loop closure detector is able to retrieve nearby locations from LTM to identify loop 
closures. Ttime is set 700 ms. 
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Figure 4.7 UdeS data set aerial view. The first traversal is represented by the 
dotted line. The second traversal is represented by a line located around the 
first. The start/end point is represented by the circle. The small white dots in 
the waypoint ID numbers represents camera orientation at this location. 
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Figure 4.8 Samples of the UdeS data set. Waypoints are identified by their ID 
number. 
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Figure 4.9 Processing time in terms of locations processed over time with the 
UdeS data set. 
Figure 4.9 illustrates processing time for each image, resulting in an average of 688 ms 
during the second traversal. Smaller processing time is observed around image 2800 and 
image 5400 because of the occurrences of locations with very small number of SURF 
features extracted (from mostly very dark images took in the elevator). It is normal that 
the computation time goes over Ttlme because of time variations when transforming an 
image to a location (dictionary update, SURF features extraction and matching) and of 
how many locations are retrieved from LTM. The highest peaks is when the maximum 
number of signatures (8) are retrieved at the same time (generally, only 1-3 signatures are 
retrieved). This happened only 21 times for all processed images, although some of these 
peaks went over the image acquisition rate (1 Hz). However, the small delay introduced is 
regain immediately, for all cases, in the next iteration. Table 4.2 presents typical processing 
times for each step of our loop closure detection approach to process an image when there 
is a loop closure verification (epipolar geometry) and a location is retrieved. 
Figure 4.10 shows the WM size through the full run, resulting in an average of 72 locations 
kept in WM, which represents an average of 31 k words in the visual dictionary. Images 
taken in the elevator (where the high peaks in Figure 4.10) generated many locations 
with not much words, thus more locations were kept in WM. At the beginning of the 
run, WM size remains null until the maximum STM size is reached (when image 44 is 
acquired). After that, the Bayesian filter started to be updated to estimate loop closure 
hypotheses over locations in WM, although no hypothesis is considered until WM size 
reached TminHyp (when image 70 is acquired). Each waypoints are represented in WM by 
at least one location with a high weight. The other locations with smaller weights which 
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Table 4.2 Typical processing time of an image. 
Step Time (ms) 
Image Location 
Dictionary update 420 
SURF features extraction 200 
Features matching 20 
Rehearsal 
Bayesian Filter Update 
, • r, i • Selection Hypothesis Selection 
Epipolar geometry 
Retrieval (1 location) 
Total 
0.2 
11 
0.2 
14 
50 
« 715.4 
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Figure 4.10 WM size (in locations) when processing the UdeS data set. 
were still in WM are the ones where the images did not change much over time (like the 
football field). After the run, the resulting LTM database has a size of 678 MB, with 575k 
words and 2127 different locations (including compressed images). 
Figure 4.11 illustrates the number of accepted matches found by our loop closure detection 
approach over the images processed. Analysis of the images from the second traversal began 
with almost 97% of the locations transferred or merged (through Rehearsal), with a ground 
truth of 2528 revisited images possible. Ground truth images was labeled manually, based 
on the similar visual appearance and the proximity between images. The images from the 
second traversal are not taken at exactly the same position and the same angle compared 
to the first traversal, and therefore a match within a margin of 10 locations is considered 
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Loop closures accepted using the UdeS data set. 
acceptable for loop closure. A total of 1540 loops were detected : 791 were accepted in 
which 655 loops being from retrieved locations, with no false positives. Around location 
440 (corresponding to waypoint 1 on the first traversal) where the camera remained still 
for 90 seconds, 41 hypotheses were accepted as loop closures even if they were not : high 
wind made significant changes in the features extracted from trees, leading to considering 
that images were coming from a different location (subsequent locations have similarity 
s(zt, zc) < Trehearsai so they could not be merged) even if the camera did not move, leading 
to loop closures found with the first locations of the sequence. However, these loop closures 
did not introduce errors in the map because they represented the same real location, and 
they were therefore ignored in the count of loop closures detected and accepted. 84.6% of 
loop closures detected are directly associated with ground truth locations, 6.7% within a 
margin of 1 location, 6.9% within a margin of 1 to 4 locations, and 1.8% within a margin of 
5 to 9 locations. Within the margin of 5 to 9 locations, loop closures mostly found are from 
the football field, where most of the visual features are taken from the far background, 
leading to images up to 6 meters apart being very similar. Thus 98.2% of the loop closures 
detected are within ~3.2 meters of the exact position (considering that images were taken 
each ~80 cm when the camera was moving). A total of 749 loop closures were rejected 
because of insufficient word pairs (Np < Tiniiers) or epipolar geometry not satisfied. Note 
that 140 of these loop closure hypotheses were real false positives. So overall, Recall ratio 
of our approach over this data set is ^ g * 100 = 31.3%. Without Retrieval, Recall would 
drop to ^ g p * 100 = 5.4%. 
Loop closure hypotheses for the second traversal are represented by different path types 
in Figure 4.7 : 
- Green paths (791) identify valid loop closure hypotheses. 
g 3000 
u 
-a c 
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- 1000 I-
-a 
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Figure 4.11 
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a) b) c) 
Figure 4.12 Examples when loop closure hypotheses are insufficient to detect 
the loop closures, caused by a) changes in illumination conditions ; b) rain ; c) 
slight change in camera orientation (affecting more the detection than water on 
ground in the image). 
- Yellow paths (1347) indicate rejected loop closure hypotheses or an insufficient loop 
closure probability under 7}oop (e.g., examples shown in Figure 4.12). However, a 
Yellow path means that Retrieval works well, thus the algorithm is able to retrieval 
pertinent transferred signatures as previously visited locations are encountered. 
- Red paths (383) are used to identify when there is no location in WM which could 
be matched with the current location. 
A transition from a Yellow to a Red path occurs as follows. The likelihood of the observed 
location with an old one still in WM for the same location is too low (i.e., words extracted 
are too different or are too common), thus the associated loop closure hypothesis goes 
under Tretrievai and nearby locations cannot be retrieved. Therefore, the next observed 
locations do not have any location in WM which can be used to find loop closures. 
To illustrate a transition from a Red to a Green path, Figure 4.13 shows what happens 
to p(St\Lt) when the camera is approaching location 288 (between the start and waypoint 
1, on the small Red path) . Loop closure probability for location 288 increases to reach 
Tretrievai (Figure 4.13a). The neighbors around 288 are retrieved from LTM, including 
locations before location 288 (like location 277). After some acquired locations (from 3100 
to 3107), the sum of the loop closure probabilities around location 277 (retrieved few 
iterations ago) goes over Ti00p, leading to a loop closure detection (Figure 4.13b). 
Finally, Figure 4.14 illustrates the influences of Ttlme on the Recall ratio. If Ttime is set 
below 550 ms, the WM size becomes too small and the algorithm is unable to detect 
any loop closure : when Retrieval happens, because the retrieved locations (with smaller 
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Figure 4.13 Example of the likelihood scores (before normalizing them with 
mean and standard deviation) and the resulting full posterior probability of the 
Bayesian filter when retrieving occurs. The dashed curve represents the sum of 
neighbor probabilities. 
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Figure 4.14 Recall Ratio in relation to Ttime-
weights) cannot be immediately transferred, old locations with big weights are transferred 
instead (including those representing the waypoints), thus leading to an impossibility to 
detect loop closures in the beginning of the traversal. For higher Ttime (>650 ms), recall 
remains nearly constant, which means that it is not necessary to keep more than ~65 
locations in WM. This results in lower CPU usage with similar Recall performances. 
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4.6.2 Performances on Community Data Sets 
We conducted tests with the following community data sets : NewCoUege and CityCentre 
data sets [28], and Lip6Indoor and Lip60utdoor data sets [7]. Table 4.3 summarizes ex-
perimental conditions and results. Ttime is set 300 ms under the image rate of each data 
set (according to Section 4.5.6). The NewCoUege and CityCentre data sets contain images 
acquired from two cameras (left and right). Because our approach only takes one image 
as input in its current implementation, the two images were merged into one, resulting in 
one 1280 x 480 image. 
Table 4.3 Experimental conditions and results for the community data sets 
Data set 
Size 
Image rate 
Image size 
Ttlme (ms) 
Locations transferred (%) 
Loop closures detected 
Recall ratio (%) 
NewCoUege 
1073 
«0.5 Hz 
1280 x 480 
1700 
84 
391 
78 
CityCentre 
1237 
ssO.5 Hz 
1280 x 480 
1700 
86 
384 
68 
Lip6Indoor 
388 
1 Hz 
320 x 240 
700 
35 
145 
66 
LipôOutdoor 
531 
0.5 Hz 
320 x 240 
1700 
42 
103 
35 
LipôOutdoorlHz 
1063 
1 Hz 
320 x 240 
700 
92 
376 
63 
For all data sets, our approach achieves Recall ratios over 20% with a average computation 
time of Ttime- For the NewCoUege and CityCentre data sets, our loop closure detection 
approach achieves slightly better recall rates than those reported using FAB-MAP in 
[28] (47% and 37% respectively), even if many locations are transferred and by keeping 
processing time constant. However, lower recall is observed on the Lip6 data sets compared 
to what is reported using the approach of [7] (80% for Lip6Indoor, 71% for Lip60utdoor). 
This is caused by the low quality of the SURF features extracted, leading to less stable 
words between the images and explaining why many good hypotheses were rejected. The 
number of words extracted from these images is also less than TmaxWora<s, so merging 
similar locations through Rehearsal (resulting in locations with Tmaxwords words) helps 
getting more robust locations to compare during the next traversal, thus improving Recall 
performance. This explains the performance difference between the 1 Hz and the 0.5 Hz 
versions on the LipôOutdoor data set where there is more merged locations (through 
Rehearsal) in 1 Hz version than in 0.5 Hz version. 
4.7 Discussion 
Table 4.4 compares the proposed loop closure detection approach (CTAB-MAP) with FAB-
MAP based approaches [27-29] and Incremental Appearance-Based Mapping (IAB-MAP) 
[5, 7], in terms of : 
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- adaptability (the ability of the method to adapt itself to the environment), 
- usability (ease of use in SLAM), 
- repeatability (determinism), 
- hypothesis quality (robustness to perceptual aliasing) and 
- complexity (how computation load of the algorithm scales over time). 
Table 4.4 Comparison with loop closure detection approaches. 
Approach 
IAB-HAP [7] 
IAB-MAP [5] 
FAB-MAP [28] 
Ace. FAB-MAP [27] 
FAB-MAP 2 . 0 [29] 
CTAB-MAP 
Signature 
SIFT+H h i s t . 
SIFT 
SURF 
SURF 
SURF 
SURF 
type 
•grams 
Adaptab i l i ty 
+ 
+ 
-
-
-
+ 
U s a b i l i t y 
-
+ 
-
-
-
+ 
Repea tab i l i t y 
+ 
+ 
+ 
+ 
+ 
-
Hypothesis q u a l i t y 
-
-
+ 
+ 
+ 
-
Complexity V 
0(n) 
O(n) 
O ( n ) 
O(n) with a small slope 
O(n) with a very small s lope 
O ( l ) 
IAB-MAP and CTAB-MAP approaches always have a visual words dictionary which repre-
sents well the environment, updating itself while the environment changes. FAB-MAP uses 
a fixed dictionary, pre-trained with images representing the target environment, required 
because of its more complex method for hypothesis filtering (which however gives better 
loop closure hypotheses). The same dictionary could be used over different environments 
but performances will not be optimal [28], limiting adaptability. FAB-MAP has also lower 
usability because it requires non-overlapping images derived from a pre-filtering (using 
odometry) done over the acquired images. The two other methods manage overlapping 
images automatically, discarding (IAB-MAP) or using (CTAB-MAP) them, thus making 
them easier to use. IAB-MAP and FAB-MAP are deterministic, i.e., they will lead to the 
same Recall ratio when processing the same data set. Because CTAB-MAP transfers lo-
cations based on computation time, which is affected by other processes running on the 
robot's computer, a small latency while accessing the hard drive (which plays the role of 
the database) may cause changes in WM, leading to small differences in performances. 
This is not a limitation however, because in real life settings the environment is dynamic, 
causing a similar effect. Robustness to perceptual aliasing is handled in all approaches, but 
FAB-MAP handles it more properly at the word level rather than at the signature level. 
Finally, regarding complexity, our approach is the only one with constant complexity : 
the most important criterion in our opinion to achieve long-term SLAM. All approaches 
are limited by the memory available on the robot, although CTAB-MAP is limited by the 
hard drive size and not RAM size (for the Constant Time Memory of Figure 4.1). 
In terms of possible limitations of our approach, results indicate that respecting Ttime is 
not a problem, but memory growth may indirectly cause lower Recall ratio over time : 
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the time required for retrieval depends on the database query time, and a larger database 
means more time required to process each query; to meet Ttime, more signatures will be 
transferred to decrease the dictionary update time, and indirectly, decrease the WM size, 
which may affect loop closure detection (which is the same effect that the one observed 
in Figure 4.14 when using a lower Ttime). In our experimentations, we did not notice an 
increase of the Retrieval time because the data sets used were too small to see a difference 
between the first and the last image acquired. However, one solution to this problem could 
be to limit the growth of the database by removing offline locations from the database 
permanently. Assuming that the robot has a standard camera (not an omnidirectional) 
and is moving forward all the time (navigating only in one direction in the graph), all 
locations in the database from the oldest in LTM to the oldest one in WM can be safely 
deleted because they will not be retrieved in any case. In a preliminary trial to test this 
hypothesis, the UdeS data set was processed 18 times (95 k images, 27 hours), and every 
9 hours the offline cleaning step was conducted. For the first day, the database grew up 
linearly from 0 to 1.9 GB, ending with a 8 minutes cleaning step. The database size on 
the second and last days remained nearly constant, giving a final size of 2.15 GB and 2.17 
GB respectively, and 12 minutes to clean up after each day. However, more investigation 
is required using larger data sets and to study the case where the camera could move 
backward. 
Another limitation of the proposed approach can occur when a robot is operating in the 
same closed environment over a long period of time, and then moved into a new area. It 
will take some time before the unnecessary old locations be transferred to LTM. To solve 
this problem, location weight could be decremented over time if no loop closure is found 
with these old locations, thus reducing the adaptation time for a new environment. 
Depending on the environment and what the robot is doing (like moving too fast), the 
FIFO problem could appear in rare occasions, though it is more a feature than a problem 
in our approach. If consecutive images do not have many similarities, the Rehearsal step 
cannot increment location weight and on a long loop, locations from the beginning of the 
loop could be transferred before the robot comes back to these first locations. However, if 
the robot returns to a known location (still in WM) visited just before that long loop and 
doing a second traversal from there, loop closures may be detected. It is similar to what 
happens in the UdeS data set : loop closures on a path (where all locations are transferred) 
between two waypoints (or most seen locations) can only be detected by starting from a 
waypoint, and then locations can be retrieved as they are encountered. 
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4.8 Conclusion 
Results presented in this paper suggest that the proposed loop closure detection approach 
based on a memory management mechanism is able to meet the real-time criterion needed 
for long-term online mapping. While keeping a constant number of locations in the working 
memory, constant process time is achieved for each new image acquired. Because locations 
most often seen are remembered for longer periods of time, the method is greatly dependant 
on whether or not the robot is moving, and on the visual characteristics of the observed 
scene (e.g., over large and clear areas, many images can correspond to the same location 
even if the robot is moving). Retrieval is a key feature which allows our approach to reach 
adequate Recall ratio even when transferring a high proportion of the perceived locations. 
In future work, potential improvements of our approach would be to optimize the code 
and to provide better loop closure hypotheses. For instance, fast term frequency-inverted 
document frequency (tf-idf ) weighting [85] could be used to compute the likelihood score 
with each location in WM. The process for updating the dictionary could run in the 
background instead of in the main processing loop [21]. The costly features matching 
process could be also parallelized. Testing another types of signatures using approaches 
such SIFT [57], Harris [44], FAST [81], CenSurE [1], SUSurE [33] or a combination of them 
could also help generate better hypotheses. 
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CHAPITRE 5 
CONCLUSION 
Ce mémoire présente une nouvelle approche de détection de fermeture de boucle basée sur 
une gestion efficace de la mémoire, dans le but de résoudre la problématique, présentée au 
chapitre 1, de temps réel à long terme pour cette fonction en SLAM. La revue de littérature 
du chapitre 2 a présenté plusieurs approches de détection de fermeture de boucle pouvant 
fonctionner dans de grands environnements, mais, à cause de leur complexité linéaire 0(n) 
(pour les approches indépendantes de l'estimation de la position du robot), aucune n'est 
en mesure de respecter la contrainte du temps réel à long terme. Le chapitre 3 a donné un 
bref aperçu de la méthodologie retenue, qui est la gestion efficace de la mémoire, parmi 
trois solutions envisagées, afin de respecter le traitement des données en temps réel et 
à long terme. Le chapitre 4 a présenté en détail cette nouvelle approche de détection 
de fermeture de boucle. Les résultats suggèrent que l'approche utilisée est en mesure de 
respecter la contrainte de temps réel, peu importe la grandeur de l'environnement. En 
ne gardant que les endroits les plus souvent rencontrés dans la mémoire de travail (ceux 
ayant le plus de chance d'être revisités dans le futur) et avec la capacité de se rappeler 
des endroits voisins lorsqu'ils sont rencontrés, l'algorithme est en mesure d'atteindre des 
performances semblables de taux de détections (de 31% à 78% selon l'ensemble de données) 
à des approches comparables, mais avec une complexité 0(1). 
La principale contribution de ce mémoire est présentée au chapitre 4, décrivant en détail 
l'approche utilisée afin de répondre à notre objectif principal de respect du temps réel à long 
terme pour le problème de détection de fermeture de boucle. Une deuxième contribution 
est la publication d'un code libre et portable de la solution implémentée (voir Annexe A) 
afin que d'autres chercheurs soient en mesure de comparer leurs résultats. Une dernière 
contribution est la création d'un nouvel ensemble de données (UdeS) mettant davantage à 
l'épreuve les systèmes de détection de fermeture de boucle semblables avec des conditions 
plus réalistes d'utilisation (où le robot n'est pas continuellement en mouvement). Cet 
ensemble de données représente un grand défi pour la reconnaissance d'endroits à cause 
des conditions atmosphériques changeantes lors de la prise des images. 
Pour des travaux futurs, un problème à régler à court terme dans notre approche est 
celui de l'accumulation de données dans la mémoire à long terme (discuté à la section 
4.7), entraînant une possible diminution du taux de détections à long terme. La solution 
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exprimée, soit d'effacer de la mémoire à long terme tous les endroits rencontrés avant 
le plus vieil endroit encore actif de la mémoire de travail, n'est pas générale, car elle 
fonctionne seulement sous certaines conditions. De plus, il serait très intéressant d'étendre 
ce système de détection de fermeture de boucle dans l'espace sensoriel complet du robot. 
En plus de la vision, on pourrait ajouter le toucher, les forces et les positions perçues par 
les membres du robot, l'audition, l'odorat, orientation spatiale et la gravité (gyroscope). 
Des approches pour fusionner toutes les perceptions disponibles sur le robot, telles que les 
égosphères [2], pourraient être directement utilisées avec notre architecture de gestion de 
mémoire si elles peuvent être codées sous une forme semblable au sac de mots. 
ANNEXE A 
Code 
Cette annexe décrit sommairement Pimplémentation (en code) de l'approche de détection 
de fermeture de boucle présentée dans ce mémoire. Le nom qui avait été choisi pour le 
logiciel est AVPD (Already Visited Place Detector). Les exécutables et les scripts MATLAB 
discutés dans cette annexe se retrouvent dans le dossier « bin » du projet compilé. Le 
logiciel a été testé sous Mac OS X (10.6), Windows XP et Ubuntu 10.4. 
A . l Interface graphique 
Pour visualiser les fermetures de boucles en temps réel, une interface a été développée (en 
C++ et avec Qt) afin d'être en mesure de surveiller les statistiques et les informations 
importantes du processus de détection (« avpd.exe »). Par défaut, la caméra web du 
système est utilisée comme source d'images, mais cette dernière peut être changée pour un 
vidéo ou un dossier contenant des images. Dans la figure A.l, l'image courante est présentée 
à la gauche de l'interface tandis que l'ancienne image de l'endroit revisité est affichée à 
la droite. Lorsqu'il n'y a pas de détection de fermeture de boucle, il n'y a simplement 
pas d'image d'affichée à la droite. Lorsqu'une fermeture de boucle est refusée, l'image 
correspondante est affichée à la droite, mais avec un arrière-plan de couleur, signifiant 
pourquoi elle a été refusée. Les mots visuels extraits des images sont affichés par-dessus ces 
dernières. En pointant avec la souris, des informations à propos du mot visuel apparaissent 
en haut à gauche de l'image. Par exemple, dans la figure A.l, le mot 24032 (pointé par la 
flèche) est sélectionné dans les deux images. Il y a aussi un code de couleur associé aux 
mots visuels : 
- Vert est un nouveau mot ajouté au dictionnaire par l'image courante. 
- Bleu est un mot qui se retrouvait aussi dans l'image précédente de celle courante. 
- Rose est un mot qui se retrouve dans l'image de gauche et celle de droite. 
- Rouge est un mot qui est déjà dans le dictionnaire. 
Durant le fonctionnement de l'application, la densité de probabilité des hypothèses de 
fermeture de boucle est affichée dans la fenêtre A posteriori pdf (figure A.2) et des infor-
mations pour les différentes parties du processus de détection sont affichées dans la boîte 
de statistiques (figure A.3). À côté de chaque statistique se trouve un bouton permettant 
d'afficher les informations dans un graphique se mettant à jour après chaque nouvelle 
image (exemple à la figure A.4). 
Lorsque l'application est fermée, la mémoire de travail est enregistrée dans la base de 
données (la mémoire de travail est automatiquement chargée lorsque l'application est 
remise en fonction, et la détection peut donc recommencer où elle s'était terminée) et 
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p> r*r\ £s» AVPO - Already Visited Place Detector 
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-Loop closure detection-
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Figure A.l Visualisation d'une fermeture de boucle. 
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Figure A.2 Densité de probabilité des hypothèses où les seuils Tioop et Tretrievai 
sont affichés à 0.96 et 0.60 respectivement. La courbe de la somme des voisins 
n'est pas affichée. 
des fichiers de log sont créés (« LogF.txt » et « Logl.text »). Ces derniers contiennent la 
plupart des informations visualisable dans la boîte de statistiques pour chaque itération de 
l'algorithme. Ces fichiers peuvent être lus par un script MATLAB fourni (« ShowLogs.m ») 
permettant d'afficher les courbes pour chacune des informations écrites dans ces fichiers 
ou de combiner certaines informations pour les faire ressortir davantage. 
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Figure A.3 Fenêtre des statistiques mises à jour après chaque itération. 
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Figure A.4 Temps pris pour chaque itération. Les deux seuils ont été manuel-
lement ajoutés. 
À partir de l'interface, la majorité des paramètres de l'algorithme peuvent être modifiés, 
et ce, en même temps que le processus, est en fonction. La figure A.5 montre un exemple 
d'un panneau de configuration pour le filtre Bayesian où le modèle de transition peut être 
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modifié. Lorsque le bouton « ok » est appuyé, les configurations sont enregistrées dans le 
fichier « .avpd/avpd.ini » (dans le dossier de l'usager). 
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Figure A.5 Préférences du filtre Bayesian. 
A.2 Version console 
L'interface graphique permet de surveiller en temps réel l'acquisition d'images. Pour des 
fins d'évaluation, une version console a été créée (« groundTruthTest.exe ») afin de calcu-
ler les performances en rapport avec un ground truth des fermetures de boucle. Le ground 
truth est défini par une matrice (créée manuellement) faisant correspondre une image à 
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celles représentant le même endroit. Un exemple de matrice pour l'ensemble de données 
UdeS est montré à la figure A.6. La matrice est mise dans le dossier des images à traiter. 
Le chemin de ce dossier est passé en argument à l'application « groundTruthTest.exe » et 
ce dernier s'occupe d'effectuer la détection de fermeture de boucle pour toutes les images 
tout en comparant les résultats des détections avec les correspondances de la matrice du 
ground truth. Un fichier log (« LogGroundTruthI.txt ») contenant des informations pour 
chaque image traitée. Ce fichier peut être lu par un script MATLAB (« ShowLogGround-
truth.m »), affichant ainsi les statistiques sauvegardées. Cette version console est pratique 
pour évaluer automatiquement, à l'aide d'un fichier batch, plusieurs ensembles de données 
à la suite. Le fichier « GroundTruthPaper2010.sh » montre un exemple d'utilisation. 
i 
Figure A.6 Matrice de ground truth de l'ensemble de données UdeS (5395 x 
5395). 
A.3 Intégration dans ROS 
ROS [78] (Robot Operating System) est un logiciel intégré (« framework ») pour le déve-
loppement logiciel de robot qui est de plus en plus populaire auprès de la communauté 
robotique. Un progiciel ROS a donc été créé pour faciliter l'intégration avec d'autres sys-
tèmes. La figure A.7 montre les nœuds ROS créés avec les interconnexions. Le nœud 
camera fait simplement l'acquisition d'images qu'il transmet sur le message compressed 
(image compressée). Le nœud AvpdCore est chargé de traiter l'image reçue, et faire la 
détection de fermeture de boucle. Dépendamment de la configuration du nœud AvpdCore, 
le message avpd_loopClosureEx contenant toutes les statistiques est envoyé après chaque 
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image traitée tandis que le message avpd_ loop Closure contenant les indexes des images 
d'une fermeture de boucle est envoyé seulement lorsqu'une détection est positive. Le nœud 
facultatif AvpdGui englobe la partie interface présentée précédemment à la section A.l. 
Tous les paramètres du nœud principal AvpdCore peuvent être toujours modifiés par l'in-
terface (le changement de paramètre est fait à l'interne à l'aide du module rosparam de 
ROS). L'interface est cependant mise en mode « surveillance » : elle ne peut donc pas 
arrêter le processus ou la caméra (le choix de la source est désactivé). Comme exemple 
d'utilisation de ces nœuds, camera et AvpdCore peuvent être sur le robot tandis que Avpd-
Gui peut se trouver sur un autre ordinateur distant pour surveiller ce qui se passe. 
/rosout_agg 
/avpdJoopClosureEx 
/avpdJoopClosure 
Figure A.7 Interconnexions dans ROS (sortie de rxgraph de ROS). 
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