In many applications, interest focuses on assessing relationships between predictors and the quantiles of the distribution of a continuous response. For example, in epidemiology studies, cutoffs to define premature delivery have been based on the 10th percentile of the distribution for gestational age at delivery. Using quantile regression, one can assess how this percentile varies with predictors instead of using a pre-defined cutoff. However, there is typically uncertainty in which of the many candidate predictors should be included. In order to identify important predictors and to build accurate predictive models, Bayesian methods for variable selection and model averaging are very useful. However, such methods are currently not available for quantile regression. This article develops Bayesian methods for variable selection, with a simple and efficient stochastic search variable selection (SSVS) algorithm proposed for posterior computation. This approach can be used for moderately highdimensional variable selection and can accommodate uncertainty in basis function selection in non-linear and additive quantile regression models. The methods are illustrated using simulated data and an application to the Boston Housing data.
INTRODUCTION
Quantile regression is a very widely used approach in many application areas, with uncertainty in variable selection a routinely encountered problem. Hence, it is surprising that the literature on methods for variable selection in quantile regression is so sparse. When there are p candidate predictors, the number of possible subsets is 2 p , with this number enormous even for moderate p. It has become commonplace in many applications to have data for dozens to hundreds or thousands of predictors, so automated methods for identifying promising subsets of predictors, while accounting for the substantial uncertainty that occurs in the selection process are needed. Bayesian approaches provide a convenient paradigm for accommodating uncertainty in model selection (Hoeting et al., 1999; Clyde and George, 2004) .
Bayesian methods for subset selection implemented using stochastic search variable selection (SSVS) algorithms (George and McCulloch, 1997) have become widely used in linear regression, generalized linear models and other modelling frameworks. Let γ = (γ 1 , . . . , γ p ) ∈ Γ denote a model index, where γ j = 1 denotes that the jth of p candidate predictors is included in the model, with γ j = 0 otherwise, for j = 1, . . . , p. Bayesian variable selection proceeds by first choosing a prior over the model space, π(γ), with independent Bernoulli priors providing a commonly-used choice,
where π 0 is the prior probability of including a randomlyselected predictor. It is common to fix π 0 (typically at 1 2 ). However, by allowing a hyperprior on π 0 , Scott and Berger (2010) point out that if the true number of predictors in a model is fixed but the number of candidate predictors increases, the posterior distribution of π 0 concentrates near 0, so it gives similar results to what would be obtained assuming π 0 is fixed at a low value. Scott and Berger (2010) refer to this as including an adjustment for multiplicities and explain that this intuitive behaviour does not occur when fixing π 0 . A mathematically convenient hyperprior is π 0 ∼ beta(a 0 , b 0 ).
A Bayesian specification of the model uncertainty problem is completed with priors for the coefficients within each model. For normal linear regression models, let y i = x γ,i β γ + i , i ∼ N (0, φ −1 ), where x γ,i = {x ij : γ j = 1} is the vector of predictors in model γ for subject i, β γ is the p γ coefficients in model γ, and φ is the residual precision. Due to conjugacy, it is convenient to choose a prior of the form π(β γ |φ, γ) = N (β γ ; 0, V/φ) with π(φ) ∝ φ −1 . This leads to a closed form for the marginal likelihood Two common choices of prior in the literature include ridge priors, which let V = gI with I the identity matrix, and g-priors, which let V = g(X γ X γ ) −1 . The posterior probability allocated to model γ is (2) π(γ | y, X) = π(γ)L(y; X, γ) γ * ∈Γ π(γ * )L(y; X, γ * )
, γ ∈ Γ.
For linear regression and conjugate priors the posterior probability can be calculated exactly using this expression. However, when the number of models in Γ is very large, it is not possible to visit every model, so the denominator cannot be calculated. To bypass the need to visit every model, stochastic search algorithms instead use Markov chain Monte Carlo (MCMC) to explore the model space, while simultaneously obtaining Monte Carlo estimates of the posterior model probabilities (PMPs) and marginal inclusion probabilities (MIPs), Pr(γ j = 1 | y, X), which provide a weight of evidence that the jth predictor should be included accounting for uncertainty in the other predictors. SSVS proceeds by a Gibbs sampling algorithm that sequentially updates each γ j by sampling from the full conditional posterior distribution, which is Bernoulli with the conditional probability of γ j = 1 available in a closed form. A simple summary of the SSVS output could be to report the model with highest posterior probability, which is denoted here as γ + . This is recommended by Chen (1999) , So and Chen (2003) , and Chen et al. (2011) and corresponds to the model selected the most number of times during the MCMC run. However, it is in general difficult to obtain accurate estimates of PMPs in large model spaces. An alternative is to report MIPs and these tend to be estimated efficiently using SSVS. These MIPs can form the basis for inferences on the need to include each predictor. In addition, if the goal is to select a single model for prediction, Barbieri and Berger (2004) define the median probability model, denoted here as γ m , to include those predictors having MIPs greater than 0.5. Under a loss function, which expresses the loss as the total number of predictors that are inappropriately included or excluded from the model, Barbieri and Berger (2004) show that the model that minimizes the expected posterior loss (Bayes risk) is γ m . Under the usual settings for SSVS, the model with all predictors is one of the many models under consideration. This is one situation in which γ m is guaranteed to exist (Barbieri and Berger, 2004) . In rare cases, it may happen that γ m does not correspond to any of the models actually visited by SSVS although we have never yet come across this situation. If such a case did arise, it would suggest that the SSVS algorithm has not fully explored the posterior distribution of models and that running the SSVS algorithm for longer would be beneficial.
Unfortunately, with the notable exceptions of a single paper by Meligkotsidou, Vrontos and Vrontos (MVV) (2009), there are no methods currently available for Bayesian variable selection in quantile regression models. One of the difficulties facing the practitioner is to specify a suitable likelihood given that the frequentist specification of quantile regression is through the result of minimizing a tilted absolute loss function defined in the next section. The MVV approach relied on the asymmetric Laplace likelihood recommended by Yu and Moyeed (2001) . This likelihood has the attractive property that maximizing it corresponds directly to the frequentist procedure mentioned above. Hence, the posterior mode can be obtained using various linear programming techniques such as those in the quantreg package of Koenker (2009) . As observed by Li et al. (2010) , proper priors can be used to obtain regularized solutions, with the L1 penalized quantile regression solutions corresponding to the assumption of independent double exponential priors.
Unlike in normal linear regression models, there is unfortunately no conjugate prior available and hence calculation of the marginal likelihood L(y; X, γ) requires approximation of a potentially high-dimensional integral, depending on the number of predictors in the model. MVV solve this problem using the widely-used Laplace approximation (Tierney and Kadane, 1986) , which also forms the basis for the Bayesian information criterion (BIC) and for routine applications of Bayesian variable selection in generalized linear models and other model classes. In quantile regression models, one has particular concerns about the accuracy of the Laplace approximation, since even if there is a large sample size over all, there may be relatively limited data in the tails of the distribution near the quantile of interest. Even if there are substantial numbers of subjects having values near the quantile, this is unlikely to be true in all regions of the predictor space. In our experience, posterior distributions for quantile regression coefficients are commonly skewed, suggesting inaccuracy of the Laplace approximation.
The goal of this article is to develop exact SSVS methods for Bayesian variable selection in quantile regression models, with the term "exact" referring to the fact that we avoid inaccuracies introduced by analytic approximations to marginal likelihoods. Instead we rely on an innovative SSVS algorithm, which takes advantage of conditional conjugacy after re-expressing the asymmetric Laplace residual distribution as a location-scale mixture of normals. This allows us to take advantage of closed forms that are available for marginal likelihoods in normal linear mean regression models, so that the model index γ can be updated exactly as in the mean regression case after also updating latent variables and other unknowns that are common to the different models from simple steps.
It is for this reason that we opt for the AL distribution in the rest of this paper. Alternatives to the AL distribution have been suggested (see Reed and Yu, 2011) . Unfortunately, such alternatives do not naturally generalize to handling model uncertainty.
The outline of the paper is as follows. In Section 2 we describe the quantile regression variable selection problem and review the scale mixture of normals representation. In Section 3 we describe in detail the proposed quantile regression SSVS (QR-SSVS) algorithm. Section 4 contains a simulation study in which we assess the performance of QR-SSVS on data arising from 8 different distributions. We also assess the frequentist operating characteristics relative to the direct use of the asymptotic t-test by simulating 100 replicates. Section 5 contains an application to the Boston Housing data set, and Section 6 discusses the results.
QUANTILE REGRESSION VARIABLE SELECTION

Augmented likelihood specification
We follow Yu and Moyeed (2001) in using the asymmetric Laplace (AL) likelihood with location parameter μ i = x γ,i β γ (τ ), where β γ (τ ) is a vector of parameters in model γ which depends on τ , 0 < τ < 1. Komunjer (2005) gives a theoretical justification for using this likelihood and empirical results from Reed and Yu (2011) suggest that it accurately approximates the true quantiles of many distributions having different properties. The AL likelihood is proportional to
where
denotes the tilted absolute value or "check" function and z in (4) corresponds to y i − x γ,i β γ (τ ) in (3). From this point onwards, we suppress dependence on τ to simplify notation. In constructing an SSVS procedure for quantile regression, we can use an equivalent specification with a normal likelihood proportional to (5)
We place independent and identical exponential priors on each w i with rate parameter τ (1 − τ ). Combining (5) with the priors on w = [w i ] n i=1 and marginalizing over w recovers the asymmetric Laplace likelihood in (3) (Tsionas, 2003; Rue and Held, 2005) . With this specification, we can rely directly on techniques developed in George and McCulloch (1997) for Bayesian variable selection in normal linear models. In particular, we can develop a data augmentation SSVS algorithm that relies on conjugacy after augmentation to marginalize out the regression coefficients β γ specific to model γ. This marginalization is key in obtaining a computationally feasible algorithm. By using conditionally conjugate priors after augmentation, we avoid the need to rely on potentially-imprecise analytic approximations to the marginal likelihood, such as Laplace.
Prior specification
Following common practice, we can embed all the submodels γ ∈ Γ within the full model by letting β = (β 1 , . . . , β p ) denote the coefficients on the p predictors in the full model, with β j = 0 for all j such that γ j = 0. Then, we can simultaneously induce a prior for γ and β γ by choosing a prior for β as follows:
where δ 0 denotes a degenerate distribution with all its mass at zero, π 0 = Pr(γ j = 1) = Pr(β j = 0) is the prior probability of including a randomly selected predictor in the model, and letting λ j ∼ Gamma(1/2, 1/2) induces a heavy-tailed Cauchy prior marginally for the coefficients on the predictors selected to be in the model. In particular, we have β j ∼ Cauchy independently for j such that γ j = 1. The Cauchy is widely-used as a robust prior. We opted for the prior specification for γ j following Scott and Berger (2010) and letting each γ j ∼ Bernoulli(π 0 ) independently and additionally placing a beta hyperprior on the prior inclusion probability, π 0 ∼ beta(a 0 , b 0 ).
QR-SSVS ALGORITHM
In order to simultaneously search for high posterior probability models in Γ while also conducting posterior computation for the regression coefficients specific to each model, we propose a data augmentation SSVS algorithm, which proceeds by alternating between simple Gibbs sampling steps. Due to the structure of the model and the priors specified in Section 2, the Gibbs sampling steps take particularly simple forms, so sampling is straightforward. To improve mixing we marginalize out the jth regression parameter in updating the indicator γ j for inclusion of the jth predictor. The steps proceed as follows. The latter two could be sampled from their respective priors. 2. Update the indicator γ j marginalizing out β γ . To obtain the conditional posterior of γ j given γ −j = {γ k , k = j} and the data, first note that the conditional posterior distribution π(γ, β γ |y, w, λ γ ) can be written as ⎛
and · denotes the usual Euclidean norm. Marginalizing out β γ gives (using similar notation to George and McCulloch (1997) )
where β γ = ( X γ X γ ) −1 X γ ũ. We then have
.
Each of the components of γ can be updated either in a fixed or random order. 3. Sample the regression coefficient specific to the current model from their full conditional,
4. Update the latent variables w from their full conditional posterior distributions, each of which can be shown to have the following form after some algebra:
where IG denotes the inverse Gaussian distribution. 5. Sample from the full conditional posteriors for λ j , for
6. Update π 0 if a beta hyperprior was used:
This algorithm can be extended to the case where predictors are a priori certain to appear in the model by expressing the location parameters of the asymmetric Laplace likelihood, μ i , as μ i = z i α + x γ,i β γ . The most common situation is when the model is assumed to always contain an intercept term. If an improper prior is placed on α, then by a suitable adjustment to the definition of X γ , we can draw α and β γ in one block in step 3. This also applies for any proper normal prior on α.
SIMULATION STUDY
Example 1
We conducted a series of simulation experiments to assess the performance of the proposed QR-SSVS algorithm. In the first set of simulation examples, we focused on the case in which the data are drawn from a true model of the form
Here, y denotes the vector of response variables y i , where i = 1, . . . , 120, X is the 120 × 11 design matrix with the first column a column of 1s and the remaining columns independent N 120 (0, I) random variables, β = [β 0 . . . β 10 ] and denotes the residuals. We allowed the density of the residuals to vary across a broad variety of cases to assess robustness of the proposed approach, given that the asymmetric Laplace likelihood is used for convenience in quantile regression and not because this distributional form is thought to be an accurate reflection of the true likelihood.
The conditional quantiles for model (6) are parallel, with only the intercept dependent on τ through the quantity
denotes the τ th quantile of i . We set β = (0, 1, 1, 0, 0, 0, 0, 0, 0, 1, 1) . The following residual densities were considered:
• Skewed (Skew): 2 )
• Kurtotic (Kur):
2 )
• Bimodal (Bim):
• Bimodal, separate modes (Sepa):
• Skewed bimodal (Skeb): 2 )
• Cauchy (Cau): t 1
These distributions were chosen to have a median close to or equal to zero. For the first eight simulations, we drew n = 120 observations each from model (6) with the eight error distributions specified above. The second case repeated these eight simulations with the error distributions shifted so that the 90th percentile was close to zero instead of the median. In the first eight simulations, the intercept term should be close to zero in a regression model for the median, but significant shifted from zero in a regression model for the 90th percentile, with the opposite being true for the remaining eight simulations. Although the intercept is seldom of interest in variable selection, to demonstrate how QR-SSVS can select different models at different quantiles, we include the intercept as a potential predictor, giving a total of 2 11 = 2, 048 potential models for each quantile under consideration.
Using a Beta(1, 1), or equivalently, a uniform prior on π 0 , we ran QR-SSVS for 10,000 iterations following a burn in of 1,000 iterations separately for τ = 0.5 and τ = 0.9. As a convergence diagnostic and to verify robustness of the results to starting points, we repeated the analysis with widely different starting values and obtain essentially identical results. MIPs for the intercept and each candidate predictors are presented for each of the 16 different simulations in Table 1 . For each of the 16 simulations, we expect x 1 , x 2 , x 9 , x 10 to be in the model with the rest of the predictors excluded. For simulations 1 to 8, we expect the intercept to be excluded when we set τ = 0.5 as the argument to QR-SSVS but not when we set τ = 0.9 as the argument. The reverse applies in simulations 9 to 16. It would be useful to compare with standard linear regression model with SSVS to study the relative efficiency of the QR-SSVS model in the simulation study where the response is either Gaussian or Cauchy. Based on the idea of George and McCulloch (1993) , we assume that the slope parameters can be stated as the following multivariate normal prior.
where γ = (γ 0 , . . . , γ p ) , V is the prior correlation matrix and D γ is the diagonal matrix diag{a 0 ν 0 , . . . , a p ν p } with , and of reasonable size, so that β k |γ k = 1 has high prior variation. The SSVS method is successfully employed to autoregression (AR) and threshold AR models in Chen (1999) and So and Chen (2003) . Both papers choose the ratio combinations (σ β k /ν k , c k ) = (0.5, 5), (0.5, 10), (1, 5) and (1, 10) to provide sensitivity analysis for subset selection. They conclude that the combination (0.5, 10) is optimal. Therefore, the choice of (σ β k /ν k , c k ) is (0.5, 10) here. The results of model selection by linear regression model with SSVS is given in Table 1 .
In each of the 16 simulations, the median probability model γ m included the true predictors x 1 , x 2 , x 9 , x 10 and the MIPs were in general quite close to one. In addition, γ m correctly included the intercept for the τ = 0.9 analysis when the true median was zero and for the τ = 0.5 analysis when the true 90th percentile was zero. However, using the 0.5 cutoff on the MIPs, there were some false positives, which is not surprising given the modest sample size of n = 120. In particular, in 10.9% of the overall cases, the MIP for a predictor that should not be included was above 0.5. In the cases involving Cauchy errors and τ = 0.9, this rate was instead 11/12 = 91.7%. It is not surprising that for a very heavy-tailed error distribution that information available in the data regarding whether to include a predictor impacting a quantile in the tails is limited. In the absence of any information in the data about whether to include the predictor, the MIP will be expected to be right around 0.5. Nevertheless, for both values of τ , predictors x 1 , x 2 , x 9 and x 10 have larger MIPs than x 3 , . . . , x 8 under Cauchy distributed residuals. If we instead use a more stringent cutoff for significance in which predictors are considered significant if the MIP is greater than 0.9 (say) we obtained an overall power of 94.5% and type I error rate of 0%.
Example 2
This simulation is identical to simulation 1, but with the columns of the design matrix no longer independent. We used a similar design matrix to George and McCulloch (1997) example 5.2.1. After a column of 1s, this involved for each column j, j = 2, . . . , 11, generating n = 120 independent standard normal variates. Then, we independently generated 120 additional standard normal variates z and added 2z to each column excluding the first. This resulted in correlation between x j and x k , k = {1, j} of around 0.8. Table 2 contains the MIPs for each predictor for this simulation.
Although the results seem similar to example 1, there is unsurprisingly an overall increase in the MIP for predictors x 3 to x 8 . Compared to the 10.9% from the previous example of overall cases for which the MIPs were bigger than 0.5 for a predictor that is not in the true model, this time it was 74.0%. This again suggests that if a single model is desired, increasing the threshold for including a predictor may be recommended to maintain a low false positive rate while also having reasonably large power. For a threshold of 0.9, we had a power of 96.1% and a type I error rate of 2.6%.
In practice, this ad hoc thresholding would be unsuitable unless there was a good prior reason to choose a particular threshold value. Barbieri and Berger (2004) show that the value of 0.5 has appealing properties if the error is normally distributed and yields the optimal predictive model in certain settings. However, in our case, errors are not normally distributed and the second example has correlated predictors, the situation in which Barbieri and Berger (2004) suggest that γ m may not be optimal. The maximum probability model γ + in the first example matched γ m in all but one case (where γ + had 1 additional predictor) and in the second case, it didn't ever match γ m so was not reported in the tables. As mentioned previously, using γ + as the optimal model is not generally recommended as γ + is not well estimated for large model spaces. As a final alternative, it may be useful to consider a model where the data chooses the thresholding for the MIPs. Cross validation is a common approach for tuning parameters and could also be implemented for this purpose.
Example 3
In this example, we simulated 100 replicates y r , r = 1, . . . , 100 to assess the frequentist performance of QR-SSVS. The simulation and analysis was conducted as described in the previous subsection focusing on the Gaussian residuals case. We compared γ m and the frequentist model, which was based on carrying out frequentist quantile regression estimation for the full model and then including those predictors with p-values less than 0.01. We focused on τ = 0.5 and τ = 0.9. Table 3 presents a summary of γ m selected using QR-SSVS for each replicate, and the models selected using the frequentist approach.
We calculated the type I error rate and power for each predictor based on γ m , and the model containing predictors with MIP greater than 0.9. The frequentist type I error rate and power was calculated for the models containing predictors with p value less than 0.05 and 0.01 respectively. Again, it may be useful to let the data suggest a sensible p value to use by implementing cross validation. We also compared the posterior median and frequentist estimates to the true values, while assessing coverage of the 95% credible intervals and frequentist 95% confidence intervals. To obtain the frequentist intervals, we used the default rank method in the R package quantreg (Koenker, 2009) . The coverage rate of the intervals was obtained using the number of replicates for which the true value of the regression parameter was contained within the interval. Finally, given that the true τ th quantile of y i is known, we obtained mean squared errors using
2 , again using Q τ (·) to denote the τ th quantile. The overall results averaged over the different predictors not including the intercept are presented in Table 4 .
Recalling that the true model contains x 1 , x 2 , x 9 , x 10 in the τ = 0.5 case with the intercept also included in the Table 3 that the frequentist approach selects the true model in a smaller proportion of the simulation replicates. The frequentist method has a tendency to add unnecessary predictors in a substantial proportion of the simulations, which is somewhat surprising given that we used a threshold of 0.01 on the p-values for inclusion instead of the more common 0.05. In addition, the Bayesian approach included predictors having above 0.5
MIPs, so we expected more type I errors than if we had used a more stringent threshold for inclusion. Indeed, as is summarized in Table 4 , the frequentist method had a higher type I error rate regardless of whether a 0.05 or 0.01 threshold was used for significance. Both methods had similarly high power, but the Bayesian approach tended to produce wider interval estimates and higher coverage rates than the frequentist approach, which did not maintain the nominal level of 95%. It is also apparent that the Bayesian approach resulted in parameter estimates which had a lower absolute bias on average than the frequentist method. This is also backed up with the fact that the average MSEs for the Bayesian approach were lower, significantly so for τ =0.9. For reference, we also computed the average MSE for the frequentist analysis of the full model including all predictors. This turns out to be 0.194 for τ = 0.5 and 0.271 for τ = 0.9. These are higher than the MSEs presented in Table 4 . Since the MSE decomposes as the sum of squared bias and variance of the estimator, the higher average MSE will be due to the increased variability which arises when using additional irrelevant predictors to predict the τ th quantile of y i .
BOSTON HOUSING DATA
To illustrate how the QR-SSVS performs in relation to frequentist methods on real data, we consider the Boston housing data concerning housing values in suburbs of Boston which is given in Harrison and Rubinfeld (1978) . The corrected data consists of n = 506 observations and p = 16 potential predictors of interest. These are the tract point latitudes/longitudes in decimal degrees (LAT/LON), the per capita crime (CRIM), the proportions of residential land zoned for lots over 25,000 square feet per town (ZN), the proportions of non-retail business acres per town (INDUS), whether or not the tract borders the Charles River (CHAS), nitric oxide concentration (parts per 10 million) per town (NOX), average number of rooms per dwelling (RM), the proportions of owner occupied units built prior to 1940 (AGE), the weighted distances to 5 Boston employment centres (DIS), the index of accessibility to radial highways per town (RAD), the full value property tax rate in 10,000s of US dollars per town (TAX), pupil to teacher ratios per town (PTRATIO), 1, 000(proportion of blacks − 0.63) 2 (B) and the percentage values of lower status population (LSTAT). The response variable is CMEDV, the corrected median values of owner occupied housing in 1,000s of US dollars.
Each predictor was standardized before analysis. To follow a conventional approach and provide a basis for comparison, a linear regression model with SSVS are fitted. Based on the main idea of small and big variances of George and McCulloch (1993) , we assume that the slope parameters followed the mixture normal prior in equation (7). The choice of (σ β k /ν k , c k ) is (0.5, 10) as the same in simulation study. The results of model selection by linear regression model with SSVS is given in Table 5 . The MIP for each selected predictor is at least 0.5.
We analyzed the data with π 0 ∼ Beta(1, 1). We used 50,000 iterations of QR-SSVS following a 5,000 iteration burn in. We analyzed 7 different quantiles which were τ = {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95}. Given the results in section 4, we based inference on the model containing those predictors with MIP greater than 0.9. The frequentist model was obtained from predictors having p-value less than 0.01. The MIP for each predictor and its associated posterior and frequentist estimate are presented in Table 6 . We note that the default rank method was unable to produce a sensible interval for variable CHAS at the extreme values of τ . Table 5 shows the predictors appearing in each of the selected models.
To compare the two methods on predictive performance, we followed Li et al. (2010) and used 10 fold cross validation. For the QR-SSVS method, as well as assessing the predictive performance of a single model, we also used model averaging, a major advantage of the Bayesian approach to variable selection (see e.g. Hoeting et al., 1999) . To obtain model averaged estimates, we used the QR-SSVS method on the training datasets to sample potential models, and then a weighted average of the regression parameters was calculated, where the weights correspond to the posterior model probabilities. In each case, the algorithm was run for 11,000 iterations with the first 1,000 discarded, and π 0 was assigned a Beta(1, 1) distribution. Since the true conditional quantiles are unknown in this case, the measure of accuracy was based on the mean weighted absolute residuals (MWARs), defined as
, where s k denotes the size of validation set k with k = 1, . . . , 10 and ρ τ (·) is defined in (4). Table 7 presents the mean and standard deviation of the MWARs for each of the 7 quantiles.
From Table 7 , it can be seen that in 5 out of 7 cases, the model selected by QR-SSVS outperformed the model selected by the frequentist approach in terms of the average MWAR, with there being a noticeable difference when τ = 0.95. Interestingly, when τ = 0.1, we can see from Table 5 that the model selected by QR-SSVS is nested within the model selected by the frequentist approach. Given that the MIPs for those variables not appearing in the QR-SSVS model but appearing in the frequentist models were 0.87 (NOX) and 0.89 (RAD) respectively, this suggests that the MIP threshold may have been a bit too high for that case, resulting in a type II error. In contrast, the use of Bayesian model averaging produced average MWARs that were uniformly smaller than the frequentist method across all quantiles.
It is interesting to note that four predictors (CRIM, ZN, CHAS, TAX) have been selected over extreme quantile 0.95 while (CRIM, TAX) have been selected in modelling at the extreme quantile 0.05. These four predictors have been excluded when a traditional linear regression with SSVS is implemented. Crime (CRIM) inflicts many costs on a city's 
residents, including feelings of a lack of security and safety, monetary value of property loss from criminal acts, and lost earnings due to injury or death. Hence, it is reasonable to see that the impact of crime on property values is significant at the extreme quantiles 0.05 and 0.95. Land (ZN) costs money; the larger the building lot, the more potential home buyers will have to pay to acquire their "house and land" as a package. Houses built on sizable lots (over 25,000 square feet per town) will tend to have larger interior space and more likely to be more luxurious, and hence may cost more. All of them will lead to a higher housing price than a smaller house built on a smaller lot. People prefer waterfront views (CHAS), and thus houses with views tend to cost more. People are also willing to pay more for waterfront properties. Scatterplots for these four predictors are displayed in Figure 1 . There is a clear tendency for housing price (CMEDV) to fall with per capita crime (CRIM), but one can also detect several other features from the scatterplots.
CONCLUSION AND DISCUSSION
We have introduced the QR-SSVS procedure for quantile regression using the asymmetric Laplace distribution. Expressing this distribution as a location-scale mixture of normals allows us to make use of conditional conjugacy after introducing latent variables. Consequently, all conditional distribution necessary to implement Gibbs sampling are distributions frequently encountered in the statistical literature and have efficient algorithms to sample from them. The QR-SSVS is also fast, with 11,000 samples from the joint posterior distribution taking 4.5 seconds for the simulated data and around 17 seconds for the complete Boston housing data on a Pentium 4 dual core 3.2Ghz running Ubuntu Linux. Given the sample with the burn in discarded, we can simultaneously obtain PMPs and the corresponding estimates of the associated regression parameters. Simulations have shown that the assumption of the asymmetric Laplace likelihood performs well for many different true data generating likelihoods.
Simulations have also suggested that on average, the model selected by QR-SSVS outperforms the model selected by frequentist methods. This was more noticeable at the extreme quantiles, where we observed that the frequentist method had a higher type I error rate. The 95% credible intervals for β γ obtained using QR-SSVS contained the true values in a higher proportion of simulations than the frequentist 95% confidence intervals obtained using the default method in R. Finally, based on 10 fold cross-validation on the Boston housing data, the predictive performance of QR-SSVS using model averaging proved superior to the single model selected by the frequentist method at all quantiles. The greatest improvement over the frequentist method was observed at τ = 0.95, backing up the recent findings of Li et al. (2010) who also noticed poor performance of the frequentist method at the extreme quantiles.
The QR-SSVS model can be extended to let τ be a discrete random variable taking values τ 1 , τ 2 , . . ., τ R with probabilities p 1 , p 2 , . . . , p R respectively. Defining δ r , r = 1, . . . , R as I(τ = τ r ), where I(τ = τ r ) is equal to 1 if τ = τ r , 0 otherwise and defining d to be a vector with rth element δ r , our suggestion would be to consider the likelihood l(y|β, λ, d) as
Thus, conditional on δ r = 1, we obtain the AL likelihood with skewness parameter τ r . To complete this model specification, we assume that jointly, d comes from a multinomial distribution with parameters (1, p), where p is a vector with rth element p r . The probabilities p could all be set equal to 1 R . Alternatively, to allow more flexibility, we can use the fact that the Dirichlet distribution is conjugate to the multinomial distribution and let p ∼ Dirichlet (1, 1, . . . , 1) . This is equivalent to a multivariate version of the uniform distribution on p. A final point to note is that in applications of quantile regression, censoring is often encountered. This should not cause any real problems in general as it can be handled as missing data. This missing data could then in theory be predicted by averaging over all the models visited at all quantiles using the extensions to QR-SSVS described above.
QR-SSVS was implemented using the R function SSVSquantreg, which is to appear in the next version of the package MCMCpack (Martin et al., 2009 ).
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APPENDIX
The greatest amount of computation involved in QR-SSVS is evaluating g(γ) necessary to sample from γ j |γ −j , w, λ, π 0 . We can use ideas from Dongarra et al. (1979) to re-evaluate g(γ) efficiently when 1 component of γ is altered. The fact that Cholesky shuffling methods of Dongarra et al. (1979) can speed up the computation of the likelihood component of the conditional posterior of each indicator variable was first suggested by Smith and Kohn (1996) to both augment a Gaussian prior with a point mass, and then marginalize out the regression coefficients analytically to give an efficient Gibbs sampler.
The idea is to find the Cholesky decomposition of the matrix [ X γũ ] [ X γũ ] = X γ X γ X γ ũ u X γũ ũ .
The Cholesky matrix,S, can be expressed in the following formS = S ξ 0 ψ from which it is evident that S S = X γ X γ , (9) S ξ = X γ ũ, (10) ξ ξ + ψ 2 =ũ ũ. (11) Equation (10) implies that S β γ = ξ. Substituting this into equation (11), we find that ψ 2 is equal to ũ − X γ β γ 2 . Also, since S is upper triangular, we have
Hence,S holds all the necessary information to calculate g(γ). Altering 1 value of γ requiresS to be updated when a column is added or removed from X γ . Deleting a column involves obtaining the Cholesky decomposition of the matrix E [ X γũ ] [ X γũ ]E, where E denotes a permutation matrix such that post-multiplying [ X γũ ] by E moves the column of interest to the final position. This can be achieved by first post-multiplyingS by E and then pre-multiplying with a sequence of orthogonal transformations mainly involving Givens rotations until the final matrix satisfies the properties for it to be a Cholesky matrix. The desired Cholesky matrix is the sub matrix with the final row and column deleted. To add a columnx new , it is necessary to solve the upper triangular system S ξ = [ X γũ ] x new , and then calculate ψ from ξ ξ + ψ 2 =x newxnew . The vector ξ forms the final column of the new Cholesky matrix and a new row of zeros is added. The element in the bottom right position is set equal to ψ. Then, we can proceed in the same way as if we were deleting a column, except that E is such that post-multiplying [ X γũ ] by E moves the final column to the position that it would have appeared if it had been present.
Received 1 February 2012
