We prove an atomic type decomposition for the noncommutative martingale Hardy space hp for all 0 < p < 2 by an explicit constructive method using algebraic atoms as building blocks. Using this elementary construction, we obtain a weak form of the atomic decomposition of hp for all 0 < p < 1, and provide a constructive proof of the atomic decomposition for p = 1. We also study (p, ∞)c-atoms, and show that every (p, 2)c-atom can be decomposed into a sum of (p, ∞)c-atoms; consequently, for every 0 < p ≤ 1, the (p, q)c-atoms lead to the same atomic space for all 2 ≤ q ≤ ∞. As applications, we obtain a characterization of the dual space of the noncommutative martingale Hardy space hp (0 < p < 1) as a noncommutative Lipschitz space via the weak form of the atomic decomposition. Our constructive method can also be applied to proving some sharp martingale inequalities.
introduction
This paper follows the current line of investigation on noncommutative martingale inequalities. Thanks to its interactions with other fields such as operator spaces, noncommutative harmonic analysis and free probability, the theory of noncommutative martingale inequalities has been steadily developing since the establishment of the noncommutative Burkholder-Gundy inequalities in [26] . In return, these noncommutative inequalities have important applications to operator spaces and quantum stochastic analysis. See for instance, [11, 12, 15, 16, 25, 36] for some illustrations of applications to operator space theory. Many classical results have been successfully transferred to the noncommutative setting. One of them, directly relevant to the subject of the present paper, is the so-called atomic decompositions for the noncommutative martingale Hardy spaces H 1 and h 1 in [1] . Atomic decompositions are fundamental in the classical martingale theory and harmonic analysis. For instance, they are powerful tools in dealing with various aspects of martingale Hardy spaces such as duality, interpolation, and many others. Contrary to the commutative case, the approach to these decompositions in [1] is based on duality arguments and therefore not constructive. This difficulty is explained by the noncommutativity of operator product and the lack of an efficient analogue of the notion of stopping times. Since then it had been an open problem to find a constructive proof for the atomic decomposition of [1] . An important motivation of finding such a constructive approach is that it would provide new insights on Hardy spaces H p and h p for all 0 < p < 1 that have been previously left untouched since duality arguments are no longer available for this range. We would like to emphasize that Hardy spaces for 0 < p < 1 are also important objects in the classical theory. For instance, atomic decompositions for the classical h p for 0 < p < 1 were also extensively studied (cf. e.g., [33, 34] ). It was also an open problem to obtain atomic decompositions for the noncommutative Hardy space h p for 0 < p < 1.
The present paper sheds light on all the problems mentioned above and provides a much clearer picture of the current state of arts concerning the atomic decomposition of noncommutative Hardy spaces.
We give a constructive proof of the atomic decomposition for the noncommutative Hardy space h 1 , thus solve the main open problem of [1] . We also obtain, through an explicit method, an atomic decomposition for the noncommutative h p for all 0 < p < 1 when the so-called algebraic atoms are used. Using this elementary construction, we obtain a weak form of the atomic decomposition of h p for all 0 < p < 1. The latter result allows us to describe the dual space of the quasi-Banach space h p (for 0 < p < 1) as noncommutative Lipschitz space which was another problem left open in [1] . The notion of algebraic atoms for noncommutative martingales first appeared in the thesis of Perrin [22] . More recently, algebraic atomic Hardy spaces were extensively used for the study of noncommutative maximal functions in [6] . In these early instances, only Hardy spaces in the Banach space range 1 ≤ p < 2 were considered. We formulate the notion of algebraic atoms in the more general contexts of column/row conditioned Hardy spaces to the range 0 < p < 1 and use these as building blocks of algebraic atomic Hardy spaces in this range.
Our approach in Section 3 is very different from the commutative case. Surprisingly, our constructions do not make use of Cuculescu's projections which are very often necessary as substitute of classical stoping times in the noncommutative setting.
In the definition of the atoms mentioned previously, one uses the L 2 -norm, the resulting atoms are the so-called (p, 2) c -atoms. Motivated by the classical theory, Hong and Mei [7] introduced (1, q) c -atoms for any 1 < q < ∞, using the L q -norm instead of the L 2 -norm, and showed that these (1, q) c -atoms lead to the same atomic space. However, their method does not work for q = ∞ while the (1, ∞)-atoms are the commonly used and nicest atoms in the commutative setting. Another important aspect of the present paper is to make up for this deficiency. We define (p, ∞) c -atoms for any 0 < p ≤ 1 and show that these atoms lead to the same atomic space h c p,at as the (p, 2) c -atoms. Contrary to the approach of [7] which is based on duality, ours is constructive and explicitly decomposes every (p, 2) c -atom into (p, ∞) c -atoms. Based on Cuculescu's projections, this proof is quite elaborate and technical.
The paper is organized as follows. In the next section, we collect notions and notation from noncommutative martingale theory necessary for the whole paper. Section 3 is devoted to the atomic decomposition of the noncommutative Hardy spaces h p where 0 < p < 2. The building blocks of the atomic spaces considered are the (p, 2)-atoms introduced in [1] and their variants known as (p, 2)-crude atoms formulated in [7] . The most important notion being used however is the algebraic h c p -atoms. In Section 4, we consider the case of (p, q)-atoms and prove that all atomic Hardy spaces in terms of (p, q)-atoms coincide for 2 ≤ q ≤ ∞. In particular, we prove that h c 1,at = h c 1,∞ which improves the related results in [1] and [7] . In Section 5, we provide two important applications of our results from Sections 3 and 4.
Preliminary definitions
2.1. Noncommutative spaces. Throughout this paper, M will always denote a von Neumann algebra with a normal faithful normalized finite trace τ . The unit of M will be denoted by 1. For each 0 < p ≤ ∞, let L p (M, τ ) (or simply L p (M)) be the noncommutative L p -space associated with the pair (M, τ ). We refer to [27] for details and more historical references on noncommutative L p -spaces. For x ∈ L p (M) we denote by r(x) and l(x) the right and left support projections of x, respectively. Recall that if x = u|x| is the polar decomposition of x, then r(x) = u * u and l(x) = uu * . The projection r(x) (resp. l(x)) can be also characterized as the least projection e such that xe = x (resp. ex = x). If x is selfadjoint, then r(x) = l(x); in this case we simply call it the support projection of x and denote it by s(x). If x ∈ L p (M) is selfadjoint and x = ∞ −∞ sde x s is its spectral decomposition, then for any Borel subset B ⊆ R, we denote by χ B (x) the corresponding spectral projection
s . We now record few lemmas for further use. The first one is an elementary observation; it is a particular case of the noncommutative Minkowski type inequality for the case of matrices ( [2] ). We include a proof for the convenience of the reader. 
Using Hölder's inequality,
Since 1/r > 1, we apply [17] to further get that
Thus,
The lemma is proved.
As an immediate consequence of Lemma 2.1, we have the following inequality:
Then, for any sequence (a n ) n≥1 in L p (M), n≥1 a n 2 p
Proof. Since the case p = 2 is trivial, we assume that 0 < p < 2. It follows immediately from Lemma 2.1 that n≥1 a n 2 p = n≥1 |a n | 2
This verifies the desired inequality.
The above lemma can also be deduced from noncommutative Khintchine inequality ( [18, 19, 24] ) but with some constants. The next lemma is implicit in the proof of [1, Proposition 3.2] . It can also be deduced from [14, Lemma 7.3] but with a different constant. Lemma 2.3. Let 0 < p < 2 and a be an invertible positive operator with bounded inverse. If
Noncommutative martingales.
Let us now recall the general setup for noncommutative martingales. In the sequel, we always denote by (M n ) n≥1 an increasing sequence of von Neumann subalgebras of M whose union is w*-dense in M. For n ≥ 1, E n denotes the trace preserving conditional expectation from M onto M n .
If in addition, all x n 's belong to L p (M) for some 1 ≤ p ≤ ∞ then x is called an L p -martingale. In this case we set
x p = sup n≥1 x n p . If x p < ∞, then x is called a bounded L p -martingale. Let x = (x n ) be a noncommutative martingale with respect to (M n ) n≥1 . Define dx n = x n − x n−1 for n ≥ 1 with the usual convention that x 0 = 0. The sequence dx = (dx n ) is called the martingale difference sequence of x. A martingale x is called a finite martingale if there exists N such that dx n = 0 for all n ≥ N. In the sequel, for any operator x ∈ L 1 (M), we denote x n = E n (x) for n ≥ 1.
Let us now review the definitions of the square functions and Hardy spaces of noncommutative martingales. Following [26] , we consider the column and row versions of square functions relative to a (finite) martingale x = (x n ) as follows: The differences between the two cases 0 < p < 2 and 2 ≤ p ≤ ∞ are now well-documented in the literature. We now consider the conditioned version of H p developed in [14] . Let x = (x n ) n≥1 be a finite martingale in L 2 (M). We set (with the convention that E 0 = E 1 )
These are called the column and row conditioned square functions, respectively. Let 0 < p ≤ ∞. We define h c p (M) (resp. h r p (M)) as the completion of all finite L ∞ -martingales under the (quasi) norm x h c p = s c (x) p (resp. x h r p = s r (x) p ). Note that for 2 ≤ p ≤ ∞, h c p (M) (resp. h r p (M)) coincides with the space of all martingales x for which s c (x) ∈ L p (M) (resp. s r (x) ∈ L p (M)) and x h c p = s c (x) p (resp. x h r p = s r (x) p ). We remark that by the boundedness of the conditional expectations, we have for 1 ≤ p < ∞,
It is worth pointing out that such direct sum is not valid for 0 < p < 1 since conditional expectations are not well-defined in this range. However, the same phenomena occur for 0 < p < 1 when Hardy spaces are used. Indeed, since
, we may state that
where h 0,c p (M) is the completion of the linear space L 0 2 (M) under the h c p -norm. This direct sum allows us to formally isolate the first term of any given martingale from h c p (M) which will be very crucial in the sequel.
We also need ℓ p (L p (M)), the space of all sequences a = (a n ) n≥1 in L p (M) such that a ℓp(Lp(M)) = n≥1 a n p p
Let h d p (M) be the subspace of ℓ p (L p (M)) consisting of all martingale difference sequences. We define the conditioned version of martingale Hardy spaces as follows. If 0 < p < 2,
From the noncommutative Burkholder-Gundy inequalities and Burkholder inequalities in [14, 26] , we have for every 1 < p < ∞, H p (M) = h p (M) = L p (M) with equivalent norms. In this paper, we will be mainly concerned with the case 0 < p ≤ 1 but most of the tools we use apply to 1 < p < 2 too.
Atomic decomposition
We begin with introducing various concepts of noncommutative atoms from [1, 7, 22] . (iii) a 2 ≤ τ (e) 1/2−1/p . Replacing (ii) by (ii) ′ l(a) ≤ e, we have the notion of (p, 2) r -atoms.
Clearly, (p, 2) c -atoms and (p, 2) r -atoms are noncommutative analogues of (p, 2)-atoms for commutative martingales. We refer to [33, 34] for more on the notion of atoms in the classical setting.
where for each k, a k is either a (p, 2) c -atom or an element of the unit ball of L p (M 1 ), and λ k ∈ C satisfying k |λ k | p < ∞. For x ∈ h c p,at (M) we define
where the infimum is taken over all decompositions of x described above.
Remark 3.3. We could also extend the previous definition of h c p,at (M) to the range 1 < p < 2; but then one easily sees that x h c p,at = 0 for any (p, 2) c -atom x. An alternate choice would be to take the ℓ 1 -norm of the sequence (λ k ) in the above infimum for 1 < p < 2; however the resulting space is too small to coincide with h c p (M). Despite these drawbacks, some of our results subsist for 1 < p < 2. One of them is that any x ∈ h c p (M) admits an atomic decomposition
It is clear that h c p,at (M) is a quasi-Banach space (a Banach space for p = 1). Similarly, we also define the row version h r p,at (M) using (p, 2) r -atoms. For mixed Hardy spaces, we define the atomic Hardy space by setting for 0 < p ≤ 1, A weakening of the notion of noncommutative atoms was introduced in [7] for p = 1. We formulate it here for 0 < p < 2. This weaker notion will play an important role in the sequel. Definition 3.4. Let 0 < p < 2. An operator a ∈ L p (M) is called a (p, 2) c -crude atom, if there exist n ≥ 1 and a factorization a = yb such that:
(i) y ∈ L 2 (M), E n (y) = 0 and y 2 ≤ 1;
where 1/p = 1/2 + 1/q. Replacing the factorization above by a = by, we have the notion of (p, 2) r -crude atoms.
We may consider another column atomic Hardy space based on crude atoms as building blocks. That is, for 0 < p ≤ 1, we define h c p,crude (M) to be the space of x ∈ L p (M) admitting a column crude atomic decomposition:
where for each k, a k is a (p, 2) c -crude atom or an element of the unit ball of L p (M 1 ), and
where the infimum is taken over all decompositions of x as in (3.1).
With obvious modifications, we may also define h r p,crude (M) and h p,crude (M). We now introduce a third type of atomic decomposition that has been considered in the literature and is central for the present paper:
An operator x ∈ L p (M) is called an algebraic h c p -atom, whenever it can be written in the form x = n≥1 y n b n , with a n and b n satisfying the following condition for 1/p = 1/2 + 1/q: (i) E n (y n ) = 0 and b n ∈ L q (M n ) for all n ≥ 1;
The above definition was considered in [22] for the range 1 ≤ p < 2 and more recently this notion was used in [6] to study maximal functions of noncommutative martingales.
Naturally, this concept of atoms leads to the consideration of another Hardy space: for 0 < p < 2, we say that an operator
where for each k, a k is an algebraic h c p -atom or an element of the unit ball of L p (M 1 ), and λ k ∈ C satisfying k |λ k | p < ∞ for 0 < p ≤ 1 and k |λ k | < ∞ for 1 < p < 2. The corresponding algebraic atomic column martingale Hardy space h c p,aa (M) is defined to be the space of all x which admit a algebraic h c p -atomic decomposition and is equipped with
where the infimum are taken over all decompositions of x as described above.
Remark 3.6. In contrast with the situation of h c p,at (M) and h c p,crude (M) for 1 < p < 2, the above definition of h c p,aa (M) for 1 < p < 2 works out well. The reason behind is the fact that any element of the unit ball of h c p,aa (M) is already an algebraic h c p -atom (see Theorem 3.10). It is clear that (p, 2) c -atoms are (p, 2) c -crude atoms. Also, (p, 2) c -crude atoms are algebraic h c p -atoms. Thus for 0 < p ≤ 1, the following inclusions hold:
x is a combination of at most countably many (p, 2) c -crude atoms satisfying certain convergence properties. More precisely,
where a n 's are (p, 2) c -crude atoms or elements of the unit ball of L p (M 1 ), and λ k ∈ C satisfying n |λ n | ≤ 1 for 0 < p ≤ 1 and n |λ n | p ≤ 1 for 1 < p < 2.
Indeed, let x be an algebraic h c p -atom. Then
with (y n ) and (b n ) as in Definition 3.5. Let a n = y n b n y n 2 b n q and λ n = y n 2 b n q .
Then a n 's are (p, 2) c -crude atoms and x = n λ n a n .
Moreover, for 0 < p ≤ 1 (q ≤ 2), by Lemma 2.2 we have n |λ n | ≤ n y n 2 2
On the other hand, if 1 < p < 2, then q ≥ 2, so
Let us now discuss the connections between the three atomic Hardy spaces described above and the Hardy spaces h c p (M) and H c p (M) from the previous section. It is easy to verify that if a is a (p, 2) c -crude atom then a h c p ≤ 1 and a H c p ≤ 1 (see [7, Lemma 4.2] for p = 1). This property extends to algebraic h c p -atoms. The inclusion in the next lemma was proved in [22, Section 3.6] for the case 1 ≤ p < 2. The argument used there carries over to the full range. Since this is very essential in our discussion, we reproduce it here for the convenience of the reader. More precisely, suppose x is an operator that admits a decomposition x = x 1 + ∞ n=1 a n b n satisfying:
(ii) for every n ≥ 1, a n ∈ L 2 (M), E n (a n ) = 0, and b n ∈ L q (M n ) where 1/p = 1/2 + 1/q.
In particular, if x is an algebraic h c p -atom, then
Proof. We provide the proof for the h c p -norm. The adjustment to the H c p -norm is straightforward. Let x = x 1 + n≥1 a n b n with E n (a n ) = 0 and b n ∈ L q (M n ) for all n ≥ 1. We may assume by approximation that the a n 's and b n 's are bounded operators. Let d k = E k − E k−1 . We observe first that d 1 (x) = x 1 and for k ≥ 2,
It can be easily seen from the a n 's and b n 's that
The key part of the argument is Junge's identification [10] which states that for every j ≥ 1, there exists an isomorphic right M j -module map u j : L 2 (M) → L 2 (M j ⊗B(ℓ 2 (N))) whose range is a closed subspace consisting of column vectors and satisfying the property that for y, z ∈ L 2 (M)
where (e l,i ) l,i≥1 denotes the unit matrices in B(ℓ 2 (N)). It then follows that
where for given y, u k−1 (y) is a column vector. Therefore,
as operators affiliated with M⊗B(ℓ 2 ).
Let α 1,1 := |x 1 | p/2 ⊗ e 1,1 and for k ≥ 2, we set α k,n := u k−1 (d k (a n )) when 1 ≤ n < k. Denote by A the lower triangular matrix (α k,n ) 1≤n<k that takes its values in L 2 (M⊗B(ℓ 2 )). Multiplying A from the right by the column matrix C = |x 1 | 1−p/2 ⊗ e 1,1 ⊗ e 1,1 + n≥1 b n ⊗ e 1,1 ⊗ e n+1,1 , we get the column matrix:
This shows that
That is, the conditioned square function of x takes the following form:
By Hölder's inequality,
Recall that for k ≥ 2, |α k,n | 2 = E k−1 (|d k (a n )| 2 ) ⊗ e 1,1 . Taking into account that d k (a n ) = 0 for n ≥ k, we then deduce that
We have thus proved the desired estimate for x h c p .
With the preceding lemma, we can complete the series of continuous inclusions which are valid for the full range 0 < p < 2:
The general atomic decomposition problem for noncommutative martingales can be thought of as determining if these various martingale Hardy spaces in the respective inclusions in (3.2) and (3.3) coincide. Our first result asserts that the reverse to the first inclusion in (3.2) always holds. More precisely, we have: Proposition 3.9. Let 0 < p < 2. Then every (p, 2) c -crude atom a can be decomposed into (p, 2) c -atoms: for any given β > 1 a can be represented as
where the a k 's are (p, 2) c -atoms and the λ k 's satisfy
We may assume (by considering polar decomposition) that b ≥ 0. Fix β > 1 and consider the sequence of mutually disjoint projections in M n defined by
We write
where for every k ∈ Z, we define
Thus, each a k is clearly a (p, 2) c -atom and the above series converges in L p (M). We claim that
Next, since e k commutes with b, we have the following simple estimate:
For the case 0 < p ≤ 1, the above assertion clearly implies that h c p,at (M) and h p p,crude (M) are isometric.
The next theorem is the main result of this section. It shows that the martingale Hardy space h c p (M) admits atomic decomposition when algebraic atoms are used. It extends [22, Theorem 3.6.13] to the full range 0 < p < 2. (3.5)
Consequently, we have
Proof. First, we note from the definition and Lemma 3.8 that every algebraic h c p -atom belongs to h 0,c p (M). Since we have the direct sum h c
, it follows that if such decomposition exists, then it is unique.
We only need to prove the inclusion h c p (M) ⊆ h c p,aa (M) as the reverse inclusion is exactly Lemma 3.8. It suffices to verify this for finite martingales in M. Fix a finite martingale x = (x n ) n≥1 in M. By approximation, we assume that each of the s c,n (x)'s (n ≥ 1) is invertible with bounded inverse. We will denote s c,n (x) simply by s n . We now describe a concrete decomposition of x. We begin by writing:
Taking s 0 = 0, we have Clearly, x 1 ∈ L p (M 1 ) and we claim that y is a scalar multiple of an algebraic h c p -atom. To verify this claim, we consider the following sequences of operators:
Then y = l≥1 α l β l .
We begin by observing that since (s n ) n≥1 is a predictable sequence, we have for every l ≥ 1, E l (α l ) = 0. Also, for every l ≥ 1, β l ∈ L q (M l ) where 1/p = 1/2 + 1/q. Moreover, we have the following estimates on the L 2 -norms of the sequence (α l ) l≥1 :
Interchanging the summations on the second quantity,
According to Lemma 2.3, this leads to the estimate On the other hand, for the sequence (β l ) l , we have:
Combining this last estimate with (3.7), we conclude that
This shows that if we set λ = 2/p x , then by definition, the operator a = λ −1 y is an algebraic h c p -atom and therefore we have the desired decomposition. It remains to verify the norm estimates. We have:
We will verify that the last estimate is further majorized by 2/p x h c p . Indeed, let b = x p/2 h c p and consider the function defined by
One can check that f attains its maximum at t = 0. That is, for every t ∈ [0, b],
We can now conclude that
For the case 0 < p < 1, we have
This concludes the proof. (ii) for each l ≥ 1, a l is a (p, 2) c -atom and λ l ∈ C;
(iii) the series l≥1 λ l a l converges in h c p (M); (iv) the following inequality holds:
For the case 1 ≤ p < 2, the preceding corollary when coupled with Proposition 3.9 provides constructive proofs of all atomic decompositions from [1] . In particular, it solves [1, Problem 1]. We state this explicitly in the next result. The constant √ 2 is optimal.
Details of the construction are left to the reader. We only point out the fact that the constant √ 2 is the best possible which follows from the trivial inequality x 1 ≤ x h c 1,at and [8, Theorem 4.11] (see also Corollary 3.14 below).
Remark 3.13. Using the constructive approach to the noncommutative Davis decomposition [13, 29] We take the opportunity to present below a simple approach to sharp inequalities between L p -norms and h c p -norms when 0 < p < 2 based on the construction used in the proof of Theorem 3.10. The next result was obtained recently in [8] and is a noncommutative analogue of a sharp inequality from [31] . We refer to the monograph [20] for extensive discussions on the importance of sharp inequalities in classical martingale theory. Proof. Let x ∈ M. By approximation, we assume that for every n ≥ 1, s c,n (x) is invertible with bounded inverse. As above, we denote s c,n (x) by s n and we take s 0 = 0. We write x = l≥1 a l b l with a l = n≥l dx n s −2+p
As slight difference here is that we do not need to isolate the first term x 1 since we do not require any particular properties on the sequences (a l ) l≥1 and (b l ) l≥1 beside their respective norms. Using Hölder's inequality, we may deduce that:
x p = This clearly yields the desired inequality. The fact that the above constant is sharp is already the case for classical martingales as shown in [20, 31] .
Remark 3.15. In [8, Theorem 4.11] , it was also proved that for 0 < p < 2, the following sharp inequality holds:
We were able to verify this through the decomposition used above only when x 1 = 0. That is, for every x ∈ h 0,c p (M). The general case does not appear to follow from our construction.
Remark 3.16. All results in this section easily extend to semifinite von Neumann algebras with minor modifications. Moreover, some of them remain valid in the type III case. We refer to [14] for the definitions of noncommutative martingales and Hardy spaces in a σ-finite von Neumann algebra M. The (p, 2) c -crude atoms and algebraic h c p -atoms are defined exactly in the same way. Using Haagerup's reduction theorem [5] , we can show that the corresponding atomic Hardy space h c p,aa (M) coincides with h c p (M) for all 0 < p < 2.
(p, ∞)-atoms
We begin with the definition of (p, q)-atoms that extends the concept of (p, 2)-atoms considered in the previous section. (iii) a h c q ≤ τ (e) 1/q−1/p . The concept of (p, q) c -atoms was introduced in [7] (for p = 1). However, the notion of (p, ∞) catoms is new and exactly the noncommutative analogue of the so-called simple atom in the classical setting (see [34, Definition 2.4] ). Note that, the associated (p, ∞) c -atom in [7] was defined by using a bmo c in place of a h c ∞ in (iii), which we may call instead a (p, bmo) c -atom for the sake of convenience. Clearly, (p, q 1 ) c -atoms are necessarily (p, q 2 ) c -atoms whenever 0 < p < 2 and max(p, 1) < q 2 < q 1 ≤ ∞. On the other hand, a (p, ∞) c -atom is a (p, bmo) c -atom. where for each k, a k is a (p, q) c -atom or an element in the unit ball of L p (M 1 ), and λ k ∈ C satisfying k |λ k | p < ∞. h c p, atq (M) is equipped with the p-norm:
By definition, h c p, at 2 (M) = h c p,at (M) for all 0 < p ≤ 1. As in the case of h r p,at (M) and h p,at (M) defined in the previous section, we may also define the row version h r p, atq (M) and the mixed version h p, atq (M). We omit the details.
One can check that h c p,atq (M) ⊂ h c p (M) for any 0 < p ≤ 1 < q ≤ ∞. On the other hand, it follows from Definition 4.2 that for 0 < p ≤ 1 and 2 < q < ∞ The following theorem shows that the reverse inclusion holds too, so h c p, atq (M) = h c p,at (M) for 0 < p ≤ 1 and 2 < q < ∞. The latter equality was proved in [7] for p = 1 and 1 < q < ∞.
The proof of the decomposition in the following theorem also works for 1 < p < 2, so we state it for the full range 0 < p < 2. However, at the time of this writing, we cannot prove the same result for the case 1 < q < 2. where each a j is a (p, ∞) c -atom, and λ j ∈ C such that
where λ is any constant satisfying
Proof. This proof is quite elaborate. We divide it into five steps. The idea of the double truncation by Cuculescu's projections in Steps 1 and 2 below comes from [21] on the noncommutative Gundy decomposition. During the whole proof, a will be a fixed (p, 2) c -atom with the associated projection e ∈ M n such that i) E n (a) = 0, ii) r(a) ≤ e, and iii) a 2 ≤ τ (e) 1/2−1/p . Given ε > 0 choose an increasing sequence (N k ) k≥1 of integers with N 1 > n such that
Then E N 1 (a) and E N k+1 (a) − E N k (a) for all k ≥ 1 satisfy the same properties as a. If the assertion holds for these operators, it does so for a. Thus in the sequel we will additionally assume that a ∈ M N for some N > n; then the associated martingale (E k (a)) k is finite.
Step 1. We put b = τ (e) 1/p a. Then
. Note that s c,k (b) = 0 for k ≤ n. Fix λ such that λ 2−p > 4. We apply the construction of Cuculescu's projections to the supermartingale (s 2 c,k (b)) k≥n and the parameter λ 2 to obtain a decreasing sequence (q k ) k≥n of projections in M satisfying the following properties: • q n = e and q k ≤ e for all k > n; • q k ∈ M k−1 for every k > n;
It is worth to note that since b ∈ M N , q k = q N for all k ≥ N . This remark applies to all similar constructions below. We consider the following martingale difference sequence: dy k = 0 for 1 ≤ k ≤ n and dy k = db k q k for k > n.
The corresponding finite martingale y = (y k ) k≥1 has the following properties:
The first three assertions are clear. The last is checked as follows:
Again, let (π k ) k≥n be the sequence of Cuculescu's projections relative to the supermartingale (s 2 c,k (y)) k≥n , π n = e, and the parameter λ 2 . Then π k ≤ e for all k > n; moreover, if we set π = k≥n π k , then π ≤ e and
we have that g is a finite martingale such that
Therefore, if we set
then a (0) is a (p, ∞) c -atom with the associated projection e ∈ M n . We need only to show the third assertion above. First, notice that for k ≥ n + 1
where the last equality follows from the commutativity between π j and π j−1 s 2 c,j (y)π j−1 . Since
Thus
Step 2. Let (with π n−1 = e) e (1) = e − q ∧ π and e (1)
Then (e (1) (i) ) i≥n is a finite sequence of pairwise disjoint projections in M such that e (1) (i) = 0 for i > N and
Since (e − q k π k−1 )(e − q k ∧ π k−1 ) = e − q k π k−1 for k > n, we have
Consequently, b can be decomposed as
For b (1) , we have the following properties:
• r(b (1) ) ≤ e (1) and
The last inequality follows from
On the other hand, every b
(1) (i) with i ≥ n satisfies the following properties:
All the assertions but the last one are clear from the construction. However, the proof of the last assertion follows immediately from the following two facts that r(b (1) (i) ) ≤ e (1) (i) for any i ≥ n, and (e (1) (i) ) i≥n is a sequence of pairwise disjoint projections. For the later reference, it is useful to note that the last sum in (4.2) is finite.
Step 3. Up to now, we have completed the two first steps. In what follows, we will process these steps repeatedly. As shown above, for each i ≥ n, b (1) (i) has the same properties satisfied by b but with e (1) (i) replacing e. For each i 1 ≥ n, by repeating the above two steps applied to (b
(i 1 ) ) instead of (b, e) and the parameter λ 4 , we find g (i 1 ) , b
(2)
(i 1 ) , and e (2)
Using the arguments in steps 1 and 2, we see that all these operators satisfy the following properties: 1) E i 1 [g (i 1 ) ] = 0, r(g (i 1 ) ) ≤ e (1) (i 1 ) , and s c (g (i 1 ) ) ∞ ≤ √ 3 λ 2 . Therefore, if
(i 1 ) ) 1/p , then a (i 1 ) is a (p, ∞) c -atom with the associated projection e (1)
(i 1 i 2 ) ) i 2 ≥i 1 ≥n is a finite family of pairwise disjoint projections such that e (2)
(i 1 i 2 ) ] = 0, and r(b
(i 1 i 2 ) .
5) The following decomposition holds:
Like (4.2), the two last sums above are finite.
Continuing this process inductively for k ≥ 2 with parameter λ k+1 , we find a decomposition of b into finite sums in L 2 (M):
as well as a finite family e (k) (i 1 ···i k ) ∈ M i k : i k ≥ · · · ≥ i 1 ≥ n of pairwise disjoint projections in M. Moreover, we have the following properties:
and (4.7)
Step 4. In this step we show that the last sum in (4.3) converges to zero in L p (M) as k → ∞.
To that end, we first claim that
. This is just the p-norm inequality for p ≤ 1. On the other hand, since the right supports of the b (k+1) (i 1 ···i k i k+1 ) 's are pairwise disjoint, the sum on the left hand side is 1-unconditional; thus by the type p property of L p (M) we deduce the claim for 1 < p < 2.
Let 1/r = 1/p − 1/2. Then by Hölder's inequality, we have
However, by (4.5)
and by (4.6)
Combining the previous inequalities with (4.7), we get
Recalling that λ 2−p > 4, we deduce lim k→∞ i k+1 ≥i k ≥···≥i 1 ≥n b (k+1) (i 1 ···i k i k+1 ) p = 0, as desired.
Step 5. We are now in a position to end the proof of the theorem. Define
Letting k → ∞ in (4.3) and using (4.4), we conclude that
holds in L 2 (M). By (4.4), (4.5) and (4.6), one has ∞ k=1 i k ≥···≥i 1 ≥n
Thus ∞ k=0 i k ≥···≥i 1 ≥n
Finally, we get the desired decomposition of a into (p, ∞) c -atoms:
This completes the proof.
Combining Theorem 4.3 with [1, Theorem 2.4] (cf. Corollary 3.12) yields the following corollary, which improves the corresponding result of [7] . Proof. This immediately follows from Theorem 3.10, Remark 3.7, Proposition 3.9, and Theorem 4.3.
Applications
We give some applications of the previous results.
In this subsection, we will discuss a problem raised in [1] about the characterization of the dual space of the Hardy space h c p (M) when 0 < p < 1. Recall that for 1 ≤ p < ∞, the dual spaces of the Banach spaces h c p (M) and h p (M) are wellunderstood. We refer to [14, 23] for details. For 0 < p < 1, a description of the dual space of h c p (M) was provided in [1, Theorem 3.3] . However, using the commutative setting as a guide (see [33, Theorem 2.24] ), it is desirable to have a description of such dual space as Lipschitz space. We explore this below. First, we review the noncommutative Lipschitz space and discuss its connection with atomic decomposition.
For β ≥ 0, we recall the column Lipschitz space of order β defined by
τ (e) β+1/2 with P n denotes the lattice projections of M n . Note that when β = 0, we recover the column "little" bmo-space bmo c (M) (see [1] ). Motivated by the noncommutative John-Nirenberg inequality of [7] and the atomic decomposition in the previous sections, we introduce the following more general Lipschitz spaces.
Let
Note that Λ c β,2 (M) = Λ c β (M). It easily follows from Hölder's inequality that if 1 ≤ γ 1 < γ 2 < ∞ then Λ c β,γ 2 (M) ⊆ Λ c β,γ 1 (M) with the inclusion being contractive. We will show that the reverse inclusion holds too, so Λ c β,γ (M) is independent of γ (see Corollary 5.5 below) We also define the subspace:
Recall that h c p, atq (M) with 0 < p ≤ 1 and 1 < q < ∞ is the atomic space defined at the beginning of the previous section. Let h 0,c p, atq (M) be its subspace of all x with E 1 (x) = 0. In the following, q ′ denotes the conjugate index of q. Proof. First note that by Theorem 4.3, L 0 2 (M) ⊂ h 0,c p, atq (M); moreover, it is easy to see that L 0 2 (M) is dense in h 0,c p, atq (M).
We start to show the inclusion Λ 0,c β,q ′ (M) ⊆ (h 0,c p, atq (M)) * . Let x ∈ Λ 0,c β,q ′ (M). If a is a (p, q) catom with E n (a) = 0 for some n ≥ 1 and a = ae for some projection e ∈ M n satisfying a h c q ≤ τ (e) 1/q−1/p , then using the isomorphism (h c q (M)) * = h c q ′ (M) proved in [14] , we have
Thus, for every y ∈ L 0 2 (M), the following inequality holds:
Hence, the map ϕ x : y → τ (x * y) extends to a continuous functional on h 0,c p, atq (M) with norm less than or equal to C q x Λ 0,c
. Fix n ≥ 1 and e ∈ P n . By duality, we may choose
Clearly, we may assume that E n (y) = 0 and ye = y. Set a = y y h c q τ (e) 1/p−1/q . Then a is a (p, q) c -atom and
Taking supremum over n and e ∈ P n , we get ϕ ≥ C ′−1
Remark 5.2. For the special case γ = 2, we have h 0,c p, at (M) * = Λ 0,c β (M) isometrically. On the other hand, using the duality (h c 1 (M)) * = bmo c (M), we also have (h 0,c p,bmo ) * = Λ 0,c β,1 (M) with equivalent norm. Remark 5.3. In general, one cannot state Proposition 5.1 for the quasi-Banach space h c p,at (M) when 0 < p < 1. This is the case since L p (M 1 ) is a complemented subspace of h c p,at (M) and L p (M 1 ) has trivial dual if M 1 is not atomic (cf. [32] ). On the other hand, if M 1 is a type I atomic von Neumann algebra, then we have (L p (M 1 )) * is isometric to M 1 and therefore we may state that for 0 < p < 1, Conversely, any ϕ ∈ h 0,c p (M) * is given by the above formula for some y ∈ Λ 0,c β (M) satisfying:
Proof As ϕ y ∈ (h 0,c p,at (M)) * , we have
where in the last inequality, we use the estimate from Corollary 3.11 (iv). This shows that the functional ϕ y extends to a continuous functional on h 0,c p (M) with ϕ y (h 0,c
The proof is complete. In this subsection, we use the atomic decomposition from Theorem 3.10 and Corollary 3.11 to study boundedness of fractional integrals defined on h c p (M) when 0 < p < 1. We first recall the general setup and background for fractional integrals. We further assume that M is a hyperfinite von Neumann algebra and the filtration (M n ) n≥1 consists of finite dimensional von Neumann subalgebras of M.
For n ≥ 1, we change the notation for the difference operator d n = E n − E n−1 : now we set D n = E n − E n−1 (where E 0 = 0) and
Since dim(M n ) < ∞, the D n,p 's are well-defined for all 0 < p ≤ ∞. Moreover, for p = q, the two linear spaces D n,p and D n,q coincide as sets. In particular, the formal identity ι k : D k,∞ → D k,2 forms a natural isomorphism between the two spaces. Following [28] , we set for n ≥ 1,
Clearly, 0 < ζ n ≤ 1 for all n ≥ 1 and lim n→∞ ζ n = 0. Moreover, for every x ∈ D n,2 , we have
Our primary example is the standard filtration on the hyperfinite type II 1 -factor R. For this specific case, we have ζ n = 2 n for n ≥ 1 which is identical to the case of classical dyadic martingales formulated in [3] . We consider the following special type of martingale transforms:
Definition 5.6. For a given noncommutative martingale x = (x n ) n≥1 and α ∈ (0, ∞), we define the fractional integral of order α of x to be the martingale I α x = {(I α x) n } n≥1 where for every n ≥ 1,
with the sequence of scalars (ζ k ) k≥1 from (5.2).
In [28] , the notation I α x was used only for 0 < α < 1 but we will use here the same notation for the full range of α. Fractional integrals of classical dyadic martingales were studied in [3] . We refer to [28] for an extensive treatment of the case of noncommutative martingales. The results in [28] cover mainly the Banach space range. Below, we consider the boundedness of fractional integrals defined on martingale Hardy spaces h p for 0 < p < 1. The following is the main result for this subsection. It complements results from the appendix section of [28] . The decisive part of the argument is contained in the next lemma:
Lemma 5.8. Assume that 0 < p 0 ≤ 1, p 0 < p 1 < 2, and γ = 1/p 0 − 1/p 1 ∈ (0, 1/2). There exists a constant C γ such that C −1 γ I γ a is a (p 1 , 2) c -crude atom whenever a is a (p 0 , 2) c -crude atom. Proof. Let a be a (p 0 , 2) c -crude atom and fix r 0 so that 1/p 0 = 1/2 + 1/r 0 . There exist n ≥ 1 and a factorization a = yb with E n (y) = 0, y 2 = 1, b ≥ 0, and b ∈ L r 0 (M n ) with b r 0 ≤ 1.
Since γ ∈ (0, 1/2), there exists r > 2 such that γ = 1/2 − 1/r. According to [28, Corollary 2.7], I γ : L 2 (M) → L r (M) is bounded. If we set C γ := I γ : L 2 (M) → L r (M) , then the operator C −1 γ I γ y belongs to L r (M). Moreover, one can easily check that E n (C −1 γ I γ y) = 0 and C −1 γ I γ y r ≤ 1.
Let y = C −1 γ (I γ y)b γr 0 and b = b 1−γr 0 . Then C −1 γ I γ a = y. b and we claim that this factorization satisfies the definition of (p 1 , 2) c -crude atom. Indeed, it is clear that E n ( y) = 0. Also since b r 0 ≤ 1, by Hölder's inequality, it follows that
On the other hand, if 1/p 1 = 1/2 + 1/r 1 , then one can easily verify that r 1 (1 − γr 0 ) = r 0 . Consequently, b ∈ L r 1 (M n ) with b r 1 r 1 = b r 0 r 0 = 1. The lemma is verified. Proof of Theorem 5.7. • We consider first the boundedness of I α for column conditioned Hardy spaces. We divide the proof into several cases.
-Case 1. Assume that 0 < p ≤ 1, p < q < 2 and α = 1/p − 1/q < 1/2. Fix x ∈ h c p (M) and consider its decomposition x = x 1 + l≥1 λ l a l according to Theorem 3.10 and Remark 3.7. Here, x 1 ∈ L p (M 1 ) and for l ≥ 1, a l is a (p, 2) c -crude atoms with E l (a l ) = 0. We also have the estimate l≥1 |λ l | ≤ 2/p x h c p .
Since 0 < α < 1/2, Lemma 5.8 applies. There exists C α such that for every l ≥ 1, C −1 α I α (a l ) is a (q, 2) c -crude atoms with E l (C −1 α I α (a l )) = 0. It is straightforward to verify that if σ = 2/p x h c p then z = σ −1 l≥1 λ l C −1 α I α (a l ) is an algebraic h c q -atom and I α x = ζ α 1 x 1 + C α σz. We note by assumption that 2p/q > 1. As αq/2 = q/(2p) − 1/2, it follows from [28, Lemma 2.4] that I αq/2 : L 2p/q (M) → L 2 (M) is bounded. This implies in particular that for some constant C ′ α , we have (ζ α 1 x 1 q ) q = (ζ αq/2 1 |x 1 | q/2 2 ) 2 ≤ (C ′ α |x 1 | q/2 2p/q ) 2 = (C ′ α ) 2 x 1 q p . We can conclude that I α x h c q,aa ≤ (C ′ α ) 2/q x 1 p + C α 2/p x h c p ≤ (C ′ α ) 2/q + C α 2/p x h c p .
Since 0 < q < 2, this shows that I α : h c p (M) → h c q (M) is bounded. We remark that the particular case p = 1 is entirely covered by Case 1 since in this specific case, we always have 0 < α < 1/2. Thus, for the remaining cases, we assume that 0 < p < 1.
Combining the column, the row, and the diagonal versions, we obtain the second statement of the theorem.
A natural question that arises from Theorem 5.7 is wether the boundedness of fractional integrals remains valid when the domain is the Hardy space H c p (M) for 0 < p < 1. We consider below a special situation where this is the case. We recall the notion of regular filtration. Definition 5.9. A filtration (M n ) n≥1 is called regular with constant C (or C-regular for short) if for every positive x ∈ L 1 (M) and n ≥ 1, the following holds:
Examples of regular filtrations are the noncommutative dyadic filtration and more generally filtrations associated with bounded Vilenkin groups on the hyperfinite type II 1 -factor R (see [35, Lemma 2.2] and [30, Lemma 3.3], respectively). In classical martingale theory, it is a well-known fact that the two Hardy spaces h p and H p coincide for all 0 < p < ∞ whenever the filtration is regular ([34, Corollary 2.23]). For the noncommutative case, it is easy to deduce from the definition of regularity and the dual Doob inequality ( [10] ) that for 2 ≤ p < ∞, the two Hardy spaces h c Remark 5.11. Using the row version of Theorem 5.10, we may state the noncommutative extension of [34, Corollary 2.23 ] that for regular filtration, h p = H p for all 0 < p < ∞.
We can now state from combining Theorem 5.7 and Theorem 5.10 that for the case of regular filtration, the fractional integral I α : H c p (M) → H c q (M) is bounded whenever 0 < p < 1, p < q < 2, and α = 1/p − 1/q. In particular, this extends [3, Theorem 3(i)] to noncommutative dyadic martingales. It is still an open problem if this statement applies to general filtrations.
