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Abstract-Fourier transform spectroscopy is a technique that uses interference of light rather than 
dispersion to measure the spectrum of a substance. The basis of this technique is the Fourier-pair 
relationship between the interferogram (interference function) of a substance and its spectrum. This 
relationship and other important physical and mathematical principles of Fourier transform spectroscopy 
are reviewed, and the important role of mini-computers in the development and application of this 
technique is discussed. 
INTRODUCTION 
Fourier transform spectroscopy is the name currently used to describe a technique for 
measuring the spectrum of a substance in which computation of the Fourier transform of 
physical data is an integral part of the procedure. The principles behind this technique are not 
new-they originated when Michelsont invented the interferometer in 1880(1] and demon- 
strated its application to spectroscopic measurements[2,3]. It is evident that Michelson could 
have developed Fourier transform spectroscopy (FE) nearly 100 years ago had present day 
computer and other electronic technology been available at that time. The rapid increase in the 
application of FTS over the last decade has been due primarily to the developments in 
dedicated mini-computers and associated hardware. The purpose of this article is to discuss the 
principles of FTS from a viewpoint which will clearly illustrate the importance of mini- 
computers to this technique. Several books and review articles have been written about Fourier 
transform spectroscopy [3-8]. In particular, the book by Bell [33 wih provide the reader with the 
theoretical and experimental details which, for the sake of brevity, cannot be discussed here. 
Also, Chapter 8 in the book by James and Sternberg[9] is an excellent brief introduction to the 
principles of FTS. 
TRADITIONAL METHOD OF MEASURING OPTICAL SPECTRA 
The spectrum of a substance (gas, liquid or solid) can be defined as the set of all eigenvalues 
of the Schrbdinger equation, HQ = ET, where H is the Hamiltonian operator of the total 
energy of the system (substance plus electromagnetic radiation), and 9 is the wave function of 
the system4 The spectrum will be denoted by S(V), where v is the frequency expressed in 
wave numbers (cm-‘).6 Although in most cases only the discrete eigenvalues are of interest, 
S(V) can be viewed as a continuous function that is a measure of the strength of the interaction 
between a substance and an electromagnetic field. For practical reasons[3], FTS is mainly used 
to measure spectra in the infrared region from 10 to lO,OOOcm-‘, with major emphasis on the 
region between 200 and 4000 cm-‘. The energy levels of a substance occurring in this spectral 
region arise primarily from the normal modes of vibration of the atoms which comprise the 
substance. 
*Research sponsored by the Energy Research and Development Administration under contract with Union Carbide 
Corporation. 
tAlbert Abraham Michelson (1852-1931) was the first American to win a Nobel Prize in science. Hew was awarded the 
1907 Prize in physics for spectroscopic and metrological studies carried out with his precision optical instruments. 
Sin order to measure the energy levels of a system, it is necessary to induce transitions between eigenstates. and this is 
accomplished by exposing a substance to electromagnetic radiation. Measuring the spectrum of a substance is a 
determination of its response to electromagnetic radiation 
QThe unit cm-’ is the number of waves per cm. It has become the practice of many spectroscopists to refer to the 
energy of a transition expressed in cm-’ as the frequency of the transition, whereas, strictly speaking, frequency is the 
number of oscillations per unit time, s-’ (cycles per s). 
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Fig. 1. Representation of the dispersive (a) and the interference (b) methods for measuring spectra. 
The traditional technique for measuring optical spectra is illustrated schematically in Fig. 
l(a). A continuous ource of radiation passes through a sample, and energy is absorbed from 
the incident beam according to a characteristic S(V) of the sample. The light emerging from the 
sample passes into a monochromator where it is dispersed into spectral elements of width SV by 
a combination of one or more gratings and slits. The exit beam from the monochromator 
impinges on a detector which is sensitive to the intensity of radiation falling on it. The 
monochromator is scanned so that S(V) is measured with a grid of width 6~. If S(Y) is measured 
between V, and Vb (v. > vb), the number of spectral elements is defined by 
va - vb 
n=Sv* (1) 
Thus, in a dispersive spectrometer, the spectrum is divided into n elements which are measured 
one at a time. The amount of information obtained in the experiment is proportional to n, and 
the extent to which S(v) can be determined is sometimes limited by the resolution of the 
monochromator. The quality of a spectrometer is usually judged by the ultimate resolution it 
can achieve: The smaller Sv, the higher the resolution. 
INTERFEROMETRIC SPECTROSCOPY 
I. The fundamental integral 
The alternative to measuring spectra using the dispersive technique is to use the interference 
method discovered by Michelson. This technique is based on the interferometer he invented, 
which is illustrated in Fig. 2. Basically, the Michelson interferometer consists of a fixed mirror 
A 
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Michelson IM?rferOtTt&?r 
Fig. 2. Schematic diagram of a Michelson interferometer showing the fixed mirror (A). the moving mirror 
(B), and the beam splitter (0 The center of the beam splitter is denoted by (0). and the optical path of a 
parallel light ray is denoted by the arrows. 
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Fig. 3. Examples of input source functions SO(U). and their interferogram functions i(l). (a) Monochromatic 
signal of frequency SO(V) = VO. (b) Polychromatic or broad-band source. 
(A), a moving mirror (B), and a beam splitter (C). The center of the beam splitter is denoted by 
0, and the optical path of a parallel ight beam from an input source is shown by the arrows. 
The incident beam is divided at 0 into two rays. One ray travels to mirror A and returns, and 
the other ray travels to B and returns. The two rays are then recombined at their intersection at 
0. and the output beam is received by a suitable detector. If initially s = 6% i.e. there is no 
optical path difference (0.p.d.) between the two rays, then the o.p.d. I, introduced by translating 
mirror B a distance d is I = 2d, since the ray travels along the path OB twice (out and back) 
before recombination occurs at 0. Two examples on input and output signals, denoted by S&v) 
and I(1), respectively, are illustrated in Fig. 3 .* Consider the result of illuminating the 
interferometer with a monochromatic beam of frequency v. (Fig. 3a). As mirror B moves, a 
phase difference is introduced between the two beams, and constructive and destructive 
interference occurs as 1 changes through multiples of the wavelength, Ao(Ao= vo-‘). If the 
amplitude of the monochromatic nput signal is A, then it can be shown [3,9, IO] that the output 
signal is 
I(I) = $ [ 1 + cos (27rvoI)] (2) 
assuming no losses due to reflection or transmission. Thus, the output signal has the same shape 
as the input signal when the latter is monochromatic. 
The output signal produced when the interferometer is illuminated with a ‘white’ or 
polychromatic source is more complicated, as illustrated in Fig. 3(b). If this input signal is 
viewed as consisting of infinitely many monochromatic sources, then only at I = 0 will all of the 
waves add constructively to produce a maximum signal. If S(v) dv is the intensity of the input 
at frequency v + dv, then from (2), the output signal at o.p.d. I is: 
z(f)=; - 
I 
S(v)[l+ cos (25rvI)J dv. (3) 
0 
From (3) it is seen that if f(I) = 21(/)-I(O), then 
I(/, = [ S(v) cos (2wI) dv 
and. by the Fourier integral theorem. 
S(v) = IO- r(l) cos (27~1) dl 
(4) 
(5) 
*The output signal. Z(I). and the interferogram. F(l). are equal to within a cocstant (see text below). 
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or 
S(u) = [ r(l) exp (-2&l) dl. (6) -(D 
The function f(I) is called the interferogram,* and (4) and (5) show that I(/) and S(V) are 
Fourier pairs.? Equation (5) or its complex form (6) is often called the fundamental integral of 
FTS. 
The relationship between f(l) and S(V) is the basis of Fourier transform spectroscopy. A 
schematic diagram for measuring S(V) of a sample using this technique is illustrated in Fig. l(b). 
A source with continuous So(v) illuminates an interferometer. The output beam I,(I) passes 
through a sample where absorption occurs to produce Z(I) characteristic of the sample. The 
signal is received by the detector, and a record is made of signal intensity vs o.p.d. 1. The 
interferogram is computed from this record [r(l) = 21(l) - I(O)], and S(V) is recovered from the 
Fourier transform of f(I). The major differences between the dispersive and the interference 
method for measuring S can be seen by comparing the diagrams in Fig. 1. Whereas, in the 
dispersive technique, S is divided into n elements, and each element is measured one at a time, 
no such division occurs in the interference method. From (4), at any given I, f(I) contains 
contributions from all frequencies; i.e. the interferometric spectrometer ‘sees’ all the frequen- 
cies all of the time. This gives rise to the multiplex or Fellgett’s advantage of FTS. Because 
there are no dispersive lements (slits or gratings) in an interferometer, there is consequently no 
loss in the source intensity from these elements. This constitutes the throughput or Jacquinot’s 
advantage. With FTS, spectra can be recorded much faster or with a greater signal-to-noise 
ratio than is possible with dispersive spectroscopy, and the greater sensitivity of FTS means 
that infrared signals that are below the practical detection limit of dispersive instrumentation 
can be observed. The formal as well as other advantages of FTS will be discussed in more 
detail later. 
The importance of computers, especially minicomputers, in Fourier transform spectroscopy 
is obvious from the above discussion. After measuring Z(I) with the interferometer, a computer 
must be used to calculate the transform of f(l) in order to recover the spectrum S(V), of a 
sample. There are two important points which must be considered before the details of a 
computer’s role in Fl’S can be sensibly discussed. Equation (5) implies that, to recover S, r 
must be measured over the interval of o.p.d., (0,~). Clearly this is impossible since there is a 
physical limit on the mirror displacement in an interferometer. Also, for a finite mirror 
displacement, there is a practical imit on the number of data points which can be stored. This 
means that (i) the Fourier integral must be truncated at some finite value of I = I,, and (ii) I 
must be sampled over the interval (0, lo) so as not to exceed some predetermined limit on the 
storage capability of a computer. It is important, therefore, to consider the effect of truncation 
and sampling on the information content of S. From a spectroscopists point of view, we wish to 
determine the effect of truncation and sampling on the resolution of an interferometric 
spectrometer. 
2. Resolution 
The resolution of a spectrometer, Su, was described above as the grid (along the Y axis) over 
which S(V) is measured. It is often defined in terms of the ability of a spectrometer to 
distinguish adjacent spectral lines, and certain criteria+ may be applied in judging the 
resolution[ 1I]. Application of these criteria is a somewhat subjective process, however, and a 
more practical definition of resolution can be given in terms of the measured width of a line 
when a spectrometer is illuminated with a monchromatic source. The spectrum of a mono- 
chromatic source contains a single spectral ine or band which is characterized by its peak 
*The interferogram has also been defined by f(f)= f(l)-(l/2)1(0). as in (9 and [S]. The definition depends on the 
equation used to describe amplitude divisioo of the source beam. 
tFor simplicity, physical constants have been omitted from (3)-(6) and in other equations relating f and S\3]. Their 
exclusion does not affect the mathematics. 
*The Rayleigh criterion, for example, specifies that two lines are fully resolved if the peak of one line occurs at the first 
zero of the other[3. Ill. 
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frequency (a& its shape,* and its full width at one-half of the maximum peak height (SY&. In 
an ideal spectrometer, a measurement of a monochromatic source would yield the true 
spectrum. However, because neither the monochromator of a traditional spectrometer nor the 
interferometer of a FT spectrometer is ideal, the measured spectrum S, is a convolution of the 
true spectrum, S, with the instrument profile or instrument resolution function 8: 
S(Y) = S(u) * 6(u). (7) 
The instrument profile of a FT spectrometer that arises because of the finite o.p.d. lo is 
called a ‘box-car’ or ‘top-hat’ function and is illustrated in Fig. 4(a). If the moving mirror of the 
interferometer is displaced from -fO to lo, then the ‘box-car function is defined by 
(8) 
and the result of truncating the fundamental integral (6) is represented by: 
s(u) = 1-L r(Io) exp (-2nivl) dl 
I 
‘0 
= f(I) exp (-2lrid) dl . (9) 
-10 
If FV] denotes the Fourier transform of f, then F[S(V)] = vr(l01 T(I). But from (4), F[S(v)I = 
I(r), and if O(V) = F[r(lo)], then F[S(v)l= F[S(v)IF[B(u)J. But since F[S(v)]F[B(v)] = 
F[S(V) * e(v)], we recover (7). It suffices, therefore, to find F[lr(&)]: 
8(u) = /- a(lo) exp (-2&l) dl 
-m 
I 
‘0 
= exp (-2&l) dl = 210 sine (2nvIo). 
-‘Cl 
Since the instrument profile of a FT spectrometer is given by (IO), then 
S(V) = S(V) * 210 sine (27rvlo). 
(IO) 
(11) 
to) BOX-CAR FUNCTION nltO) S(vl 
(6) TRIANGLE FUNCTION A I loI s (V) 
Fig. 4. Box-car and triangle apodization functions and their Fourier transforms 
*The shape and width of a spectral line arises from various damping or broadening mechanisms which affect the 
lifetime of the excited state. The thape of a line can often be represented by a Lorentzian function. 
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The effect of finite mirror travel on resolution can be found by assuming the source to be an 
infinitely narrow line. If S(V) = 6( v - v,,), then, from (1 l), the instrument will record S(V) = 
2&, sine ~T(Y - v,,)l,. It is readily shown that S decreases to one-half its value at 27r(u - v,& = 
06077r, so that SY,,~ = 0X507/1,. Therefore, based on the measured bandwidth for an infinitely 
narrow input source, the resolution of a FT spectrometer is given by SV = OX107/1~, where I,, is 
the maximum o.p.d. It can be shown[3] that, based on the Raleigh criterion, the instrument 
profile in (I I) gives a resolution of 
1 
SlJ=-. 
G 
(12) 
This expression is generally used to specify the theoretical resolution of a FT spectrometer. 
Since IO = do/2, where do. is the mirror displacement from d = 0, then SV = l/2do. To obtain a 
resolution* of 1 cm-‘, for example, the mirror B in Fig. 2 must be displaced by 0.5 cm from 
d = 0. 
3. Sampling 
Sampling the interferogram is an important consideration in FTS since (i) data must be 
digitized before it can be entered into a computer, (ii) there is a limit to the number of data 
points which can be stored, and (iii) the computation time is determined by the number of 
points taken from the interferogram. If the true spectrumt of a substance is regarded as a 
band-limited function, i.e. S(V) = 0 for ali Y > vmax, then the sampling theorem [ 12-141 guaran- 
tees that we can recover S exactly from its Fourier transform, r(l), if ris sampled at intervals 
of Al = l/22+,,,, . The sampled interferogram !;(I) is obtained from the continuous interferogram by: 
wherem(l/A/) is the shah function or JJirac comb defined by 
(13) 
(14) 
The sampled interferogram can be expressed as the product of the Fourier transform of two 
functions, sincem(l/Al) = ]AlJF[fl(Alv)] and r(l) = F[S(V)]. Thus, 
and using the convolution theorem, 
r;(l) = ]A11 F[S(V) *m(Alv)]. (16) 
Then. since S,(V) = F[t(I)], the sampled spectrum is recovered from (16) as the convolution of the 
continudus pectrum with the shah function: 
S,(V) = ]A11 S(v) *~@lv). (17) 
Substitutingm(Alv) =IAl]-’ ‘% 6(v - n]Al(-‘) in (17) gives 
n---m 
s,(v)= $ j- S(V’)~(V-n]Al]-‘-~‘)dy’ *=-‘1D -ca (18) 
and therefore 
S,(u) = 2 S(u - n]Av(), (19) “Z.-W 
*The resolution given by Sv = I//, or 6v = 1/2d0 assumes that only parallel rays illuminate and travel through the 
interferometer. In practice, however, the source is not collimated, and the fact that divergent rays do not experience the 
same o.p.d. must be taken into account[3]. 
tit is assumed in this discussion that the fundamental integral is not truncated. The results apply equally to s(v). 
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where (Avl = /A/l-‘. Equation (19) shows that the result of sampling is to generate a periodic 
spectrum with period nAv, as illustrated in Fig. 5. As shown in Fig. 5(c), there is a negative 
component of S(v) generated when the double-sided (i.e. complex form) of the transform is 
used (6). The result of sampling F(I) at different intervals is illustrated in Fig. S(d-f). If 
Al c 1/2v,,, (oversampling), then S,(v) contains regions where there is no information, and 
unnecessary storage space is wasted. On the other hand, if A/> 1/2v,,, (undersampling), then 
the high frequency components (v,,,~~ < v < 2v ,,,) of the mirror image of S(v) appear at lower 
frequencies (0 < v < v ,,,). The portion of the spectrum which is folded into the region, 
0 < v < vln,,, is called the alias of S. Except in a special case to be discussed later, aliasing or 
folding of the spectrum is to be avoided, since the true spectrum cannot be recovered. When 
AI = 1/2v,,,, then S(v) can be fully recovered from J,(I) with a minimum of data points 
collected. 
COMPUTER APPLICATIONS IN FTS 
The basic physical and mathematical principles sketched out in the preceeding discussion 
have shown that a computer must play an indispensible role in FTS. The rapid growth in the 
application of this technique during the last decade has been largely due to developments in 
small computer technology, so that, with its own dedicated mini-computer system, a modern 
Fourier transform spectrometer is now an independent piece of laboratory equipment. The 
steps required in computing a spectrum from a sampled interferogram, including phase 
correction (see below), are too detailed to be properly treated in this short review. Only a brief 
outline of the major steps involved will be presented, and the interested reader is urged to 
consult the book by Bell[3] and the references contained therein for a complete discussion. 
Thus far, we have considered two experimental parameters which must be selected prior to 
beginning a measurement. These are (i) the maximum o.p.d., lo (from I= 0) and (ii) the sampling 
interval Al. The former parameier is determined by the desired resolution, lo = l/Sv, and the 
latter parameter is determined by the maximum frequency to be measured, Al = 1/2v,,,,,. As 
mirror B in Fig. 2 is moved, the signal is sampled at regular intervals, and the data consists of 
2v,,,.,/Sv or 4v,,,/Sv samples of Z(I) depending on whether a single or double-sided inter- 
ferogram is required. A double-sided interferogram is obtained by recording samples of I as the 
mirror is moved from -lo to +I,. In this case, Is is given by 
N/2- I 
fsC0 = z [I(nAl) - r(l,)l, 
n=-N/2 
(20) 
where I(&) is the signal at the end of the mirror displacement, and N = ~v,,,/sv. In practice, it 
is difficult to sample I at I = 0. It can be shown [3], however, that I(0) = 21(m), so that the 
(6) i.(t) 
I 
5, (VI At~(Zvmo,l- 
Fig. 5. (a) Continuous interferogram and (c)the computed spectrum. (b) Sampled interferogram and computed 
spectra for sampling intervals of (d) A/ c (ZV,,,)-‘. (e) AI = (2~ ,,,), (f) A/ > (ZV,,,)-‘. where S(V) = 0 for 
v > v,,x. 
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previous definition of 1 is replaced by f(I) = I(I) - I(m), ignoring the factor of 2. In (20), the 
approximation I(w) = 1(10), is made.* The spectrum is then given by 
S,(Y) = 2 ?r(lJf(nAl) exp (-2PivnAl) 
n=-m 
N/2- I 
= ._zN,, F((nAl) exp (-2pivnAl). C-21) 
In order to eliminate phase errors which arise from misalignment of the interferometer and 
from missing a sample at I(O), S,(V) in (21) is expressed as S,(V) = [$,* . ss]“’ to give 
f%4 = ([T fW0 
2 2 l/2 
cos 27rvnAl 
I [ 
+ x f((nAl) sin 27rvnAi 
n 11 (22) 
where it is understood that the summation extends over the interval,[- N/2, (N/2) - I]. For each 
v = vk, (22) reqUireS 4N multiplications, and to compute the entire spectrum for N/2 frequen- 
cies using conventional algorithms requires at least 4N(N/2) = 2N2 multiplications. With the 
Cooley-Tukey[3,151 algorithm, however, the number of operations required is about 2N log&r 
where N = 2” for some integer m. If the interferogram does not contain exactly 2” points, then 
the data set can be augmented[6] with K zeros such that N + K = 2”. 
By comparison with the conventional method, the Cooley-Tukey algorithm is orders of 
magnitude faster. The development of this algorithm represented a significant advancement for 
FTS, since it reduced computation times to a point where it was practi& to use small 
computers for on-line transform of the interferogram. 
Measuring 3 using a double-sided interferogram offers the advantage that linear phase 
errors (see below) are eliminated in equation (22)[3]. There are significant disadvantages, 
however. Since the resolution is determined by the mirror displacement from the origin, a 
double-sided interferogram requires twice as many data points (and storage locations) and 
therefore twice the computation time for the same resolution achieved with a single-sided 
interferogram. Also, the noise in a spectrum derived from a double-sided interferogram is 
increased by fi and, rather than being random about the true transmittance, is all positive, 
leading to an effective stray light contribution[6]. These problems arise because 3 is computed 
from the square root of the sum of two squared quantities (22). Therefore, in order to minimize 
data storage requirements and computation time and to improve the signal-to-noise ratio and 
photometric accuracy, it is advantageous to measure single-sided interferograms. The method 
used to determine the phase error and to calculate phase-corrected spectra from single-sided 
interferograms will be discussed below. 
Most of the current interest and activity in FTS centers on instruments with rapid scanning 
interferometers which are under computer control. Experimental parameters such as resolution 
and number of scans to be made are entered into the computer through a keyboard, and, after 
data collection, Fourier transformation, and phase correction, the spectral data can be sub- 
jected to various arithmetical operations depending on the objectives of the measurement. 
Peripheral equipment associated with these instruments includes digital plotters and C.R.T.‘s for 
data display and magnetic disc and tape recorders for storage of data and programs. The level 
of sophistication which has been achieved in FIS has resulted in major advancements in the 
application of infrared spectroscopy to basic and applied research problems. 
ADVANTAGES OF FTS 
A comparison between the operation of a conventional or dispersive spectrometer and an 
interference (interferometric) or FT spectrometer was made earlier. For infrared measurements 
in which the detector noise is independent of signal but dependent on the measuring time, there 
are two formal advantages of FI’S over dispersive spectroscopy which arise from the 
fundamental principles of these methods. If to is the time required by a dispersive instrument to 
measure the spectrum between v, and Vb, then from (l), the time required to measure a single 
spectral element, Sv, is t&r. The signal-to-noise ratio, (S/N)n, is proportional to (to/n)“2, since to/n 
‘In practice. etc 
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is a measure of the integrated signal received in the spectral element. In a FI spectrometer 
however, the interferometer sees all of the spectral elements at all times. Thus, if fm is the time 
required to measure the spectrum, then the integrated signal received in any spectral element is 
proportional to tn, and (S/N)FT is proportional to (f~) “* If we dew tm = tD, i.e. equal times to . 
measure the spectrum, then 
($&)=(;>‘“=ti. (23) 
The factor of fi gain in S/N of the FI spectrometer over the dispersive spectrometer is 
known as Fellgett’s advantage[l6] or the multiplex advantage. Another way of viewing this 
advantage is that if (S/N)FI. = (S/N)n, i.e. if the signal-to-noise ratios of both instruments are 
equal, then the FI instrument can record the spectrum n times faster than the dispersive 
instrument. 
A second formal advantage of FTS is known as Jacquinot’s or the throughput advantage, 
and it arises because of the loss in energy of the input source from the gratings and slits of a 
dispersive spectrometer. Since these elements are not present in an interferometer, such an 
energy loss does not occur in an FI spectrometer. If it is assumed that certain optical 
characteristics are the same in both types of instruments, the throughput ratios, E&ED, for 
typical commercial instruments range from -140 to -200[3]. The high throughput of inter- 
ferometers has been used to great advantage in measuring spectra from very weak sources such 
as those encountered in astronomical observations. 
An example of the comparison between a dispersive and a FI’ spectrometer, both of which 
are in use in our laboratory, is given in Fig. 6. The FT spectrometer is denoted by ITS-20 and 
the dispersive instrument by PE-621. The sample was a thin film of polystyrene, which is often 
used as a standard for low-resolution calibration. The operating parameters were adjusted in 
order to achieve a nearly equivalent S/N ratio. As indicated in the figure, the FIB-20 instrument 
required a little more than one-half the time required by the PE-621 to record the spectrum. The 
time for data collection and computation were much less, and the ratio 683/l 10 = 6.3 represents 
the real gain in time for the FT instrument over the dispersive instrument, since the speed of 
the former is plotter limited while that of the latter is response limited. Although the factor of 
POLYSTYRENE SAMPLE 
FTS-20 
RES=Zcm- 
DATA COLLECTION 50 set 
COMPUTATION 60 set 
PLOT 274 see 
304 see 
, 
T=683rcc (~flmin) 
* 
ES=3scm-’ RES=2.4 cm-’ 
’ ! 
3500 3000 2500 2000 1500 1000 500 
FREOUENCY km-‘) 
Fig. 6. Comparison of the performance of a Fourier transform spectrometer PTS-20) with a dispersive 
instrument (PE-621) using a sample of polystyrene, 
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6.3 in measurement time is less than theoretical, n = ((3500 - .500)/2) = 1500. the savings in time is 
significant. 
There are additional advantages to FTS aside from the two formal ones mentioned above. 
Rapid scanning interferometers use a laser as a source to generate fringes for highly accurate 
sampling of the interferogram. This gives FT instruments based on these interferometers a large 
advantage in frequency accuracy, which is often referred to as Connes’ advantage[6. 171. As 
indicated in Fig. 6, the resolution of the dispersive instrument was not constant hroughout the 
spectral region measured. This is an inherent problem with this type of spectrometer. The 
resolution of an interferometer, however, is constant over the entire spectral region as 
determined by the mirror displacement from the origin .* It is also of much advantage to have 
available a data processing system which can be used for a variety of numerical operations on 
recorded spectra. 
ADDITIONAL CONSIDERATIONS 
I. Apodization 
The effect of truncating the Fourier integral transform on the computed spectrum was 
discussed earlier. It amounts to convoluting the true spectrum with a sine function [equation 
(ll)]. As shown in Fig. 4, this function will produce side lobes near the base of a band, and 
these could interfere with the measurement of a weaker, neighboring band whose maximum 
coincides with the negative region of one of these side lobes. Truncating the Fourier series or 
Fourier integral of a periodic function produces oscillations near points of discontinuity of the 
function known as the Gibb’s phenomenon. The origin. and solution of this problem can be 
easily seen from considering the text book example of representing a square wave by a Fourier 
series. In Fig. 7(a), one period of a square wave is shown with its Fourier series representation 
using ten terms: 
f(x) = 1+; $$$ COS ((2n :l,?lx). (24) 
As noted in the figure, f(x) exhibits large oscillations near the corners of the square. These 
oscillations can be damped by a process called apodizati0n.t If the cosine terms in (24) are 
multiplied by a triangular weighting function, w(n) = [l -(l/10)(11 + l)], this has the effect of 
damping the contribution of high frequency terms to the sum. The result displayed in Fig. 7(b) 
shows that the oscillations near the corners of the square have been damped considerably. The 
apodized function, however, is not as good an approximation to the square wave as the function 
in (24), since information contributed by the high frequency terms has been lost. 
2 
1 
NO APODIZATION 
2- 
(Cl 
I- TRIANGULAR 
APODIZATION 
O- 
Fig. 7. Fourier series representation of a square wave. (a) Ten terms with no apodization. (b) Ten terms 
weighted with w(n) = [l -(l/lONn + \)I. 
*This assumes all rays are parallel to the optic axis. See footnote on p. 78. 
tApodal means having no feet. In this case, apodization means removing the ‘feet’ or side lobes near points of discontinuity. 
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Apodization is used in FIX mainly to reduce the effect of side lobes which may be 
troublesome with sharp spectral features and to increase the S/N ratio. The procedure is to 
multiply the interferogram by a weighting function which replaces ~(1~) in (9). The most 
commonly used apodization function is the triangle function A(/,) illustrated in Fig. 4(b). The 
effect of apodizing f(l) with A(/,,) is to convolute the true spectrum with e(v) = 10sinc2(P&). 
This function decreases to one-half its value at PV~,, =0.589, so that, for an infinitely narrow 
input source, the measured spectrum is S(u) = losinc2[r(v - vO)lOJ, and SullZ = 1.178/10. Compared 
to the unapodized case, this amounts to about a factor of two loss in resolution. Thus, the effect 
of side lobes that result from truncating the Fourier transform can be eliminated, and the S/N 
ratio can be increased by apodizing the interferogram with A(&). However, the resolution is 
degraded as a result. Other types of apodization functions and their effect on computed spectra 
have been discussed by Codding and Horlick[l8]. 
2. Folding 
The aliasing of S,(V) whenever f(I) is undersampled was discussed above and illustrated in 
Fig. 5(f). This effect can produce false results for any sampling interval if filtering is not used to 
insure that S(V) = 0 for v > Y,,,. The property of aliasing or folding can be useful, however, 
when the number of required samples exceeds the available storage capacity of a mini- 
computer system. As stated earlier, as a consequence of required mirror displacement and the 
sampling theorem, 2~,,,/& samples must be recorded from a single-sided interferogram. This 
assumes that the spectrum extends from 0 to I+,,~~. If, for example, v,,,., = 4OOOcm-’ and 
SV = 0.1 cm-‘, then 80,000 data points must be stored. Suppose, however, that only the 
spectrum between v0 and vb, S(V,, r$) is of interest, and suppose that v,,, < r+, < V, < 2~,,, 
(AY = 2~,,, in Fig. 5. From (l9), Ss(%r v.) = S[(% v,,)-2v,,,.,], but since S(V) = S(-v), then 
sr(vb, v.) = ~[hnax - (v,, vb)]. This means that the spectral region vb 5 Y 5 v,,, which lies in the 
interval ( vmax, 2~,,,& is folded into the region (2v,,,- v,)l v 5(2~,,,- r+), which lies in the 
interval (0, Y,,,). The only difference between Ss(r$, v,) and its alias is that the frequency axis 
of the latter is reversed, but this is easily corrected in the computer. It can be shown[5] that to 
recover S,(V,,, vb) without overlap, the sampling interval must be 
Al= ’ 
3% - vb)’ 
(25) 
with the requirement that V, = m(v,, - Vb) where m is an integer. In the example just used, if 
v0 = 400 cm-‘, vb = 2000 cm-‘, and 6~ = 0.1 cm-‘, then 2(v, - r$)/& = 40,000 is the number of 
data points which must be stored. In order to utilize the folding property, it is necessary to 
insure through optical and electrical filtering that the region containing the alias is initially 
empty. 
3. Phase errors 
It was noted above that phase errors can be introduced into I(I) if (i) a sample is missed at 
I(O) or (ii) if the interferogram is asymmetric as a result of misalignment of the interferometer. 
The phase error from these sources is eliminated if spectra are computed from double-sided 
interferograms. However, in order to calculate spectra from single-sided interferograms, it is 
necessary to measure the phase error. It has been determined experimentally that the phase 
error, denoted by &Y), is a slowly varying function of frequency. From (4), an interferogram 
containing a phase error, P(r), may be represented by: 
- r;(l) = I S(v) cos [27rvl+6(v)] du. (26) 0 
If S’(V) denotes the spectrum from F(l), then S’ and F constitute a Fourier pair, and from (5), 
s’(v)= (27) 
a4 J. B. BATES 
Using the complex form of the fundamental integral (6), it can be shown[3] that 
S(v) = S’(u)exp[-i+(v)]. (28) 
The true spectrum can therefore be recovered from S’ provided 4(v) is known. The property 
that 4 is a slowly varying function of v justifies retaining only the constant and first order terms 
in a Taylor series expansion of 4 about an arbitrary frequency[3]. Using these terms, it has 
been .shown that r$ can be calculated with sufficient accuracy from a short, double-sided 
interferogram: 
(29) 
where 
s”(v) = I_‘: f’(l) exp (-2&l) dl 
I 
(30) 
is the low-resolution component of S’ in (27). These results can be applied when the integral in 
(27) is truncated. If 1 is recorded over the interval [-I,, I,,], S” is calculated from the 
double-sided portion (30). and 4(v) is determined from (29). The spectrum S’ is calculated from 
the single-sided transform over the interval [0, LJ, and the phase corrected spectrum is 
recovered from S(Y) = L?‘(V) exp [-it$( v)]. 
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