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P~sentation du Problème
1. Enoncé du Prob lème
Etant donnés, d'une part un ensemble de moyens de production électrique,
d'autre part la consommation d'énergie électrique, on se propose d'optimiser
les capacités de transport des lignes du réseau électrique national, de
façon à minimiser la somme des coûta de production électrique et des COtUs
d'investissement des lignes de transport électrique.
Cette étude, proposée par EDF dans le cadre d'un contrat passé avec
l'INRIA et le CAl de l'Ecole des Mines de Paris, constitute le support
et la motivation essentiels de cette thèse.
Ainsi posé, ce problème présente plusieurs particularités importantes
_ En. premier lieu, il est de caractère dynamique : chaque année il convient
d'estimer la valeur des nouveaux investissements à ajouter à ceuz déjà
existants.
- Une deuxième caractéristique du problème est qu'il se pose en variables
mixtes (entières et réelles). En effet, les capacités des lignes de
1oransport électrique sont dans la pratique choisie parmi une gamme
discrète de valeurs.
- Enfin, et surtout, le système que nous étudions est soumis à un certain
nombre d'aléas : indisponibilité des moyens de production, des lignes de
- transport, et caractère aléatoire de la demande en électricité.
Ceci nous amène à formuler un problème d'optimisation stochastique, avec
deux types de paramètres :
- Les capacités des lignes de transport électrique, à valeurs entières,
et qui sont en boucle ouverte (c.a.d. indépendantes des aléas).
- Les niveaux de production, qui sont en boucle fermée sur les aléas
(c.a.d. fonctions des aléas réalisés). 0.
D'un point de vue physique, on se soumet à l'approximation dite du courant
continu, ce qui conduit à prendre en compte les d eux lois de Kirchoff
régissant le transport de l'énergie électrique sous forme linéaire en
termes d'intensités et de tensions.
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2. Quelques hypothèses simplificatrices.
Dans notre étude nous ne nous sommes intéressés qu'au seul problème
statique, c'est-à-dire correspondant à une année.
De plus, la complexité du problème réel a conduit EDF à attaquer
celui-ci par étapes :
La première étape, dans laquelle nous nous situons, consiste à "oublier"
le caractère entier des capacités des lignes de transport, et à ne conserver
que la première loi de Kixchoff (la somme des intensités incidentes en un
noeud est égale à zéro) pour un réseau agrégé où un noeud représente une
région. En effet la prise en compte de la seconde loi de Kirchoff (intensités
dans les lignes proportionnelles aux différences de tension aux extrémités)
aurait peu de sens pour le réseau agrégé. De plus le problème d'optimisation
deviendrai t alors non convexe. Enfin, on ne tient compte ni des indisponi-
bilités des lignes de transport, ni du caractère aléatoire de la demande
en électricité - on considère uniquement le premier palier de la
"monotone de charge" correspondant à la puissance maximale appelée dans
l'année - et seules les indisponibilités éventuelles des groupes de
production sont donc prises en considération.
Ajoutons que Je réseau national 400 KV est schématisé pour les besoins
de cette étude par un graphe comprenant 48 sommets et 82 arcs (chaque
sommet est un noeud de consommation représentant une région). Le parc de
production est constitué par 185 centrales.
3. Le Modèle mathématique
3.1. .l.e_gra~h~~s.§.o.Ei~ ~u_r~s~~~e_tra~~0.Et~
- S = {<11 , ••. ,<1n 1 représente l'ensemble des n sommets du réseau R
de transport.
- <1
0
est un sommet fictif qui joue le rôle de source pour la production,
et de puits pour la demande.
On pose S = s U {a
o
1
- r : S x S - N est une fonction Lndâ.quarrb le nombre d'arcs orientés
- r(C1i ,a j) - reliant ai et <1j (ici r prend les valeurs 0 ou 1 ).
On définit alors l'ensemble des arcs orientés de la manière suivante
Dans cet ensemble a, on distingue trois types d'arcs
- les arcs de transport (O'i'O'j) E: a; O'i E: S; O'j E: S
_ les arcs de production (0'0'0' j) E: a; 0'j E: S
- les arcs de consonaatLon (O'i'O'O) E: a; O'i E: S
Les noeuds et les arcs du graphe q étant ainsi définis, on désigne par A
la matrice d'incidence de q (noeuds/arcs) :
Chaque colonne Ar de A est un vecteur de dimension n + 1 qui
correspond à un élément de a (arc orienté (O'i'O')).
Si R désigne l'ensemble des indexes des éléments de a, on écrit a.Lor-s
Vs € S, Vr E: R A~ = +1 si s = j
A~ = - 1 si s = i
A~ = 0 sinon.
(noeud d'arrivée)
(noeud de départ)
3.2.'!qj:~~~.
On dés igne par :
- T l'ensemble des indices des arcs de transport associés aux lignes de
transport.
- P l'ensemble des indices des arcs de production associés aux moyens de
production.
- D l'ensemble des indices des arcs de consommation associés à la demande.
On indice par T, P, D les vecteurs relatifs au transport, à la production,
à la demande.
• Les variables réelles liées au transport (respectivement à la production,
à la demande) sont indicées par t € T (respectivement p E: P, d E: D).
On définit ainsi :
- Pour un arc de transport t E: T
- un coût unitaire d'investissement Ct.
- une capacité maximale de transport ift •
- une puissance transitée qt •
c.r' ~ et qT sont les vecteurs ccr-r-eapcnds-rta ,
- Pour un arc de production pEP
- un coût uni taire de production cp •
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_ une capacité maximale de production
- une puissance produite ~.
On désigne par Î?' q P et ~ p les vecteurs· correspondants.
- Pour un arc de consommation d E: D
• un coût unitaire de défaillance cd (défaillance = demande non
satisfaite).
• une demande à satisfaire ~d.
• une énergie réellement consommée qd.
ÎJ' ~D et qD représentent les vecteurs correspondants.
Remarques : ~P est un vecteur de caractère aléatoire.
qp' qd' qt "" "' variables " décision du pr~blè~e devdispa~Ch~g optimal.
Elles sont deternunees en f'cnct i.on du vecteur a Ié atoi.r-e q p maaa dependent
également de ~ qui est un vecteur de dimensionnement à valeur
dé terminis t e.
Les vecteurs sans indice désignent la concaténation des vecteurs avec
indice P, D, T •
3.3. .!0..Em~~~~~~R!'C2ÈJl;m~.
Les contraintes s'expriment de la manière suivante :
Aq = 0
traduit la première loi Kir choff •
Par définition, on a aussi
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On considère alors :
sous les contraintes (1.1) à (1.4).
OÙ Cpqp par exemple désigne le produit scalaire ptp c pqp'
<I> est une fonction aléatoire (par ~p) de la variable vectorielle
convexe mais non différentiable en généraL
Posons maintenant :
Vt € Tl
OÙ ~~ représente l'investissement extetant et ~t
fixé par E.D.F.
Le problème se formule alors ainsi :
un investissement limite
Coût minimum :
OÙ E désigne l'espérance mathématique.
Dans la suite on posera:
- 5 -
(1.8)
Approchesprimale et duale
1. Méthode primale •
Tel qu'il est formulé en (1.7), le problème peut se résoudre au moyen
de méthodes de type primaI consistant à essayer de minimiser la fonctionnelle
<P[~T] pour iLr E D..
Pour cela on itère sur les valeurs des capacités des lignes de transport
en appliquant une méthode de sous-gradient *. Le sous-gradient de <p peut-
3tre obtenu grâce aux multiplicateurs de Lagrange relatifs aux
contraintes (1 .4) :
Soit aT le vecteur des multiplicateurs de Lagrange associés aux
contraintes (1.4).
On sait que - aT E ècI>(~T) où ècI> représente le sous-différentiel de cI>.
Les multiplicateurs optimaux n'étant pas toujours uniques, la fonction cI>
n'est pas différentiable en général.
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* f étant une fonction convexe dan Rn, on appelle sous-differentiel de f
au point x, noté èf(x), l'ensemble des vecteurs a de Rn tels que :
f(x+y) .. f(x) + (a,y)
es éléments de èf(x) sont appelés sous-gradients. Pour une fonction
convexe en dimension finie, un sous-gradient existe 'lx ( dom f (intérieur
du domaine de f défini par : dom f : {xlf(x) <+co}) mais peut ne pas être
unique. Lorsque f est differentiable, il est unique et coïncide avec le
gradient 'i7f(x). Prenons l'exemple de f(x)= M;p: fi (x) ou les fi sont
différentiables. Soit I(x)={ilf i (x) = f(x)}. Toute combinaison convexe
tnexti 'i7fi (x) est un élément du SOUs différentiel èf(x).
U n a l g o r i t h m e d e s o u s - g r a d i e n t c o n s i s t e r a i t a l o r s à f a i r e é v o l u e r
~T d e l a m a n i è r e s u i v a n t e :
( 2 . 0 )
1
1
1
1
1
1
1
o ù l e s p k s o n t d e s r é e l s n o n n é g a t i f s t e l s q u e E ( p k ) 2 < + œ e t l ' P k : + " " .
P e s t l a p r o j e c t i o n s u r t , e t ~~ = c T - E(a~).
D u f a i t d e l a p r é s e n c e d e l ' e s p é r a n c e m a t h é m a t i q u e d a n s ( 1 . 7 ) , o n p e u t s o i t
e n f a i r e u n e a p p r o x i m a t i o n p a r u n e m o y e n n e s u r u n g r a n d n o m b r e d e r é a l i s a t i o n s
c o m m e n o u s l e v e r r o n s p l u s l o i n ( l e c a l c u l e x a c t d e l ' e s p é r a n c e n é c e s s i t e r a i t
l a m o y e n n e s u r 2
1 8 5
r é a l i s a t i o n s ) , s o i t c a l c u l e r l e s o u s - g r a d i e n t à c h a q u e
é t a p e s u r u n e s e u l e r é a l i s a t i o n t i r é e a u h a s a r d .
C e t t e d e r n i è r e o p t i o n e s t l a m é t h o d e d u s o u s - g r a d i e n t s t o c h a s t i q u e m i s e
a u p o i n t à l ' I N R I A p a r J . P . Q U A D R A T e t M . V I O T ( . I . C . D o d u e t a l , 1 9 8 1 ) .
I I . 2 . U n e a p p r o c h e d u a l e .
O n p e u t a u s s i r e f o r m u l e r d i f f é r e m m e n t ( 1 . 7 ) d e m a n i è r e à o b t e n i r u n p r o b l è m e
d e M i n - M a x .
R e p r e n o n s l e p r o b l è m e ( 1 . 7 ) e t p l a ç o n s - n o u s à l ' o p t i m u m :
s o i t ~t l a v a l e u r o p t i m a l e d e ~t e t q t ( w ) l a v a l e u r o p t i m a l e d e q t
d a n s l e p r o b l è m e ( 1 . 5 ) , c o r r e s p o n d a n t à ~; d a n s ( 1 . 4 ) e t à l ' a l é a w ( 1 )
( c ' e s t à d i r e à ~p(W) d a n s ( 1 . 2 » . L e s c o o r d o n n é e s d e C T é t a n t
p o s i t i v e s , i l e s t c l a i r q u e :
( 2 . 1 )
E n e f f e t , s ' i l n ' e n é t a i t p a s a i n s i , l a c a p a c i t é m a x i m a l e n e s e r a i t u t i l i s é e
c o m p l è t e m e n t d a n s a u c u n e d e s s i t u a t i o n s a l é a t o i r e s .
I n t r o d u i s o n s u n a l é a s u p p l é m e n t a i r e , f i c t i f , w
o
' d e p r o b a b i l i t é n u l l e ,
a u q u e l o n a s s o c i e u n c o û t d e p r o d u c t i o n n u l e t u n e s o l u t i o n o p t i m a l e
~(Wo) = ~ ( l ' i n v e s t i s s e m e n t e x i s t a n t ) .
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( 1 ) L ' i n d i c e w r e p è r e t o u t e s l e s r é a l i s a t i o n s p o s s i b l e s d u v e c t e u r
a l é a t o i r e ~. C e s r é a l i s a t i o n s s o n t e n n o m b r e f i x é : 2 m o ù m e s t l e
n o m b r e d e g r o u p e s d e p r o d u c t i o n .
( ' ) ' T,e~ o o é r - a t i o n s d e M a x e t d e v a l e u r a b s o l u e s o n t à i n t e r p r é t e r c o o r d o n n é e
La notation ~x porte désormais sur W
o
et sur toutes les réalisations
possibles. Le coût minimum (1.7) peut alors se réécrire:
sur les contraintes Aq(w) = 0
Iqt(w)1 ,;; ~t
o .;;; qd(w) .;;;~
o ,;; ~(w) ,;; ~p{w)
L'introduction de la contrainte (2.3)-(ii) permet de tenir compte de la
contrainte correspondante sur ~t[Cf. (1.6)] puisque cette variable a
maintenant disparue.
On considère ensuite une approximation de l'espérance mathématique E
w
par la
moyenne arithmétique sur un nombre fini N de réalisations tirées suivant
un processus de génération de nombres pseudo-aléatoires conforme à la loi des
pannes des moyens de production.
De plus. on remplace l'opération de maximisation discrete sur les aléas par
une maximisation continue en faisant la remarque suivante : le maximum
de N nombre réels est égal au maximum de leurs combinaisons convexes.
On obtient donc, avec w = 0 désignant l'aléa fictif introduit plus haut
N
~ o,NI~(w)1 = ~~~w) &=0 [Iqt (w) Ipt (w)] •
Les N+1 vecteurs p(w) sont de dimension cardT (nombre de lignes
de transport) et vérifient pour tout w = O•••• ,N :
- 8-
Vt € T Pt (w) ;;. 0
N
~={)Pt(W) = 1.
Le collt minimal s'écrit donc finalement
On~D - cT~~ + Min Max {~ [j-(Cpqp(w)-~qD(w))] + ~ [cT(w)lqT(w)lxp(w)Jl(3)
q(w) p(w) w=1 w={) (2.6
sous les contraintes (2.3) et (2.5).
On peut parvenir au même résultat en partant de (1.7), en remplaçant
l'espérance mathématique par la moyenne arithmétique et en dualisant
les contraintes 1qt (w) 1 <;; ~t (multiplicateurs ~(w);;. 0) et
~~ ,.;;; ~ (multiplicateur u > 0). Par ailleurs, l'autre contrainte sur ~t
dans (1.6) peut-être supprimée à condition d'introduire les contraintes
(2.3)-\ii). On obtient alors :
~in ~1~~T +j- ~ [Cpqp(w)-On qD(W)J-cT~~"'11(-~T~~)+~ ~(w)[-~T+lqT(w)IJl
qT,q ~ w=1 C&l=1
sous les contraintes (2.3).
Compte-tenu de la linéarité en ~,et du fait qu'aucune contrainte ne
pèse plus sur ~, il est nécessaire que le coefficient %e ~T soit nul
afin que le minimum en ~T soit fini. Par conséquent l: ~(w) + f1 = cT.
En posant Pt(w) =.; ~(w);;. 0 pour w = 1 •••• ,N et p:(~) = ~ f1;;' 0
on retrouve alors (2.5). Ces conditions étant vérifiées à l':)p~imum on
peut les inclure dans les contraintes sans modifier le problème et il est
clair que l'on retrouve ainsi (2.6).
Le critère est additif en w. et à l'exception de la contrainte de
normalisation dans (2.5), toutes les contraintes sont découplées, w par w.
Il est donc intéressant de pouvoir intervertir le Min et le Max afin de
décomposer la minimisation globale en N minimisatiorB indépendantes.
La convexité rend possible cette interve rsion grâce à des théorèmes
- 9-
(3) 15opération x est un produit de vecteurs dont le résultat est un vecteur
de même dimension et dont la i è me coordonnée est le produit des
i è me coordonnées.
classiques de point-selle.
On aboutit ainsi à une reformulation duale du problème initialement
posé : il s'agit de déterminer un point-selle, les variables duales étant
astreintes à appartenir au produit cartésien de sous-ensembles compacts de
cônes positifs définis par (2.5).
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Résolution des Prob lèmes de Min-Max par l'approche duale.
Nous abordons dans ce chapitre, avec des notations générales, Pétude
des prGblèmes de Min-Max et leur résolution par méthode duale.
1 - Notations
Nous considérons le prob lème suivant
Inf Sup El.(u.)
uEU HI ~ ~
Sous les hypothèses :
(i) l = h ,... ,n}, n (N (Le sup est donc un max dans (3.1))
U est un sous ensemble convexe fermé d'un espace de Hilbert U.
Les fonctions El i sont convexes propres, se~tinues
inférieurement sur U et telles que U c n dom El.
(ceci implique donc que les fonctions Eli HI sont ~ntinues sur U
et semi-continues inférieurement pour la topologie faible).
Si U n'est pas borné, :3:i (I(4) tel que
v{uklk ( N,u k (Ul avec l~ lIuk l' = + co, (3.;
k-+ co
on a alors ~i~ + co"\o (uk) = + co.
Sous ces hypothèses, la fonction: u -Max El.(u) satisfait également
les conditions (ii) et (iii). HI ~
Par suite l'infimum (3.1) est fini et il est atteint en un point u* E: U.
De plus si les fonctions Eli sont strictement convexes, ce mf nu.mum
est unique.
2 - Transformation du problème
La. simple remarque triviale que le maximum de n nombres réels est égal
au maximum de leurs combinaisons convexes nous permet de dire que le
problème (3.1) est équivalent au problème suivant
- 11 -
(4) Cette formulation de l'hypothèse (iii) est suffisante pour l'existence
d'une solution de (3.1). Du point de vue algorithmique (cr. plus loin),
il faudra renforcer (iii) en supposant la propriété vérifiée pour
tout i_.
Min Max <p,e(u):->
uEG pO:
Remarque 1: La formulation (3.3) peut comme au chapitre précédent être
obtenue à partir du problème suivant
Min y
uEG,Y€R
sous les contraintes 8i (u) .;; y •
HI
En introduisant des multiplicateurs Pi;;' 0 pour les contraintes (3.5)
on ob t Lent le Lagrangien
L(u,y,p) = y + <p,e(u)-y>
et la condition d 'optimalité
<p,'J> = 1
LI = 0 donney
1
1
1
1
l
1
où '1 représente le vecteur de Rn de coordonnées égales à 1.
Alors le Lagrangien minimisé en y vaut:
L(u,p) = <p,8(u» •
La fonction (u,p) - <p,e(u» est corrveœ et continue en u sur U,
continue et linéaire en P, donc concave en p.
Par ailleurs, grâce à l'hypothèse (3.2)....(iii) on peut affirmer que
si U n'est pas borné, 3: po = (0, ••• ,0,1 ,O••• 0) où 1 est en position \
tel que vluk 1 C U avec lim IIuk \l = + 00, on a alors
k- + 00
lim <p ,e(uk» = + 00.
k_+ ooo
I: est borné et on peut donc utiliser les théorèmes classiques dlexistence
de point-selle concernant les fonctionnelles convexes-concaves qui nous
permettent d'affirmer que le problème (3.3) admet un point-selle
(u*,p*) E: U x 1:, c t es t à dire réalisant les inégalités suivantes:
Vu E: U, 'lfp E: E, <p,e(u*»';; <p*,e(u*»';; <p*,e(u»
et on a alors la propriété :
Min Max <'D,e(u» = Max Min <p,e(u»
uEU pE:E pEI: uEU
3 - .Algorithme.
(3.6)
1
1
1
1
1
1
1
La. remarque 1 du paragraphe précédent concernant l'équivalence des
problèmes (3.3.) et (3.4)-(3.5) nous amène à penser à un algorithme
d'Uzawa pour la recherche du point-selle du lagrangien du problème (3.4)-(3.5).
Malheureusement la linéarité en y fait qu'un tel algorithme ne permet pas
de trouver une solution primale optimale en général (cf • chapitre IV). On
peut alors essayer de résoudre directement le problème dual de (3.3)
(problème de Max-Min) par l'algorithme d'Uzawa, ce qui conduit à une
projection sur I: à chaque étape de remise à jour de p. L'algorithme
ainsi obtenu a été proposé par Céa (1971) et Medanio-Andjelic (1972).
L'inconvenient de cet algorithme réside dans le calcul de la projection
sur I: qui nécessite un processus itératif assez lourd du point de vue
du temps calcul sur ordinateur. Afin d'éviter le calcul de cette projection
sur E, tout en conservant les multiplicateurs duaux dans El l'on procède
en deux étapes :
a) première étape :
On considère un algorithme comportant une projection sur C uniquement
(C = {p E: Rn , Pi ;;,.01) et résultant de deux lemmes qui suivent, énoncés
et démontrés par G. Cohen (1981).
Lemme 1. Soit E Rn le vecteur dont toutes les coordonnées sont éga Les à 1.
Soit ~ la fonction de U x Rn - i définie ainsi :{() ~~ u,q - <q, 1> quand q ~ 0
(u,O) - - 00 Vu.
Une condition nécessaire et suffisante pour que u* E U soit une
solution de (3.1) est que :3:q* E: C tel que (u*,q*) réalise un point-
selle de e sur U x C.
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Remarque 2 : L'introduction de <I> repose sur l'idée suivante:
Puisqu'on s'intéresse à la recherche de point-selle de la fonctionnelle
(u,p) - <p,e(u» sur U x E, on peut toujours modifier ce.Ll.e--cf, à
l'extérieur de E. L'avantage de <I> est qu'on peut étendre la reoherohe
du point-selle de U x E à U x C car <I> est positivement homogène
de degré zéro (<I>(u,À.p) = w(u,p), "tA E R+) et quasi-oonoave en p.
~2_: Une condition néoessaire et suffisante pour que (u*,q*) soit
un point-selle de W sur U x C est que : •
Vu E u, <I>(u*,q*)";; W(u,q*)
Vp > 0, q* = P[q*+pA(u*)q*]
où A(u) est l'opérateur défini par :
q - <q, 1> eCu) - <q,e(u» 11
et P est la projeotion sur le cône positif C.
En fait (3.9) est équivalente à l'inégalité de gauohe du point-selle de <I>
sur U x C.
L'algorithme obtenu est un algorithme de point fixe pour la
résolution de l'équation (3.9), en vérifiant (3.8) à chaque étape.
Algori thme 1 :
(i) soit q0:l- 0 élément de C.
(ii) Min <:Q\e(u»
uEU
et soit uk une solution
(rv) Retour à (U) avec k'" k+1 ou arrêt, suivant le résultat du test de
convergence.
b) deuxième étane :
Dans un second temps, on fait la remarque suivante :
Remarque 3 : Si à l'étape k , on ohange qk en a.qk avec a. > 0, alors uk
n'est pas modifié et les qj suivants pour j > k sont changés en aqj.
Ceci signifie que l'algorithme génère une suite de directions qk et non
pas seulement une suite de points.
En conséquence, il est possible de modifier légèrement l'algoritlhme 1.
Algorithme 2 :
(i) soit po E E.
(ii) Min L; p~6.(u). Soit uk une solution.
uEU HI J. J.
(iii) ~+1 == Maxlo,p~+p[ei(uk)_j~I p~ 6jeuk)]} Vi € r
et p~+1 == [ ~€I q~+1 J-1 q~+1 Vi E r (3.11 )
1
1
1
1
1
1
CJt algorithme dont les opérations de remise à jour de pk, sont ici
détaillées est donc une variante de l'algorithme 1, où qk est remplacé à
chaque étape par le pk du simplexe, correspondant à cette mtme direction qk.
Définition: Une fonctionnelle K définie sur U est "localement" fortement
convexe sur U si pour tout sous-ensemble borné B de U il existe un nombre
positif a telque :
Vu, v E B et Va E[O,1J
Si K est sous-differentiable, ceci équivaut à dire que son sous-différentiel
est localement fortement monotone, c'est à dire que :
~ :> 0 : v(u,v) E B , Vc E ôK(u), Vd E ôK(v)
<e_d, u-v> > 2allu_vI12 •
Théorème: Si en plus des hypothèses (3.2) (où (3.2-iii) est renforcée
comme indiqué dans la note debas de page), 6. est "localement" fortement con-
vexe sur U et Lipschitzienne sur tout borné de1-u(S), l'algorithme 2 génère
une suite {uk} unique, pour un po' donné, et il existe des valeurs p > 0
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es) C'est assuré lorsque U est de dimension finie.
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tels que cette suite {ukJ converge vers l'unique solution u* du
problème (3.1); la suite {<ÏJ(uk,pk)J est monotone croissante
et tout point d'adhérence de la suite {pkJ réalise avec u* un point-selle.
La. preuve de ce théorRme est donnée par G. Cohen (1981).
Remarque 4 : Lorsque les fonctions ei ne sont pas strictement convexes,
l'unicité de uk, solution de l'étape (ii) de minimisation dans l'algorithme,
n'est plus assuree. Il en ~sulte que la fonction <li définie par
cjJ : p - Min <p,e(u)~·
uŒ
n'est pas différentiable mais sous-différentiable en général.
L'algorithme 2, résolvant Max <li(p), est alors un algorithme de sous-
p
gradient projeté. Il ne converge pas avec un pas p fixe mais avec un
pas pk décroissant et tendant vers Q, et tel que :
et ~ pk = + 00.
Q
Cependant on n'est pas du tout assuré de la convergence de la suite u k
comme cela est discuté au chapitre suivant.
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Recherche de point-selle dans le cas d'un
Lagrangien non strictement convexe.
1-~
Dans le problème du chapitre précédent, la non unicité de la solution
du problème de minimisation intervenant dans (3.14) soulève en plus de la
non différentiabilité de <\> (définie par (3.14», une difficulté supplémen-
taire : même si l'on parvient à trouver un système de multiplicateurs duaux
optimaux (maximisant la fonction duale <\», on n'a pas pour autant déterminé
la solution primale.
En effet, reprenons les notations du chapitre précédent et p Laçorg nous
dans le cas où la suite lpk} converge vers un p* optimal;
il y a un risque alors (et en fait une forte probabilité) pour que la solution
û(P*) E: Arg Min <p*,e(u» obtenue au premier niveau de l'algorithme ne soit
pas une solu'iŒn u* du problème (3.3), étant donné que Pensemble
Arg Min <p*,e(u» contient d'autres points que les solutions de (3.3).
uEU
Cela signifie donc que l'algorithme à la Uzawa détaillé dans le chapitre
précédent n'a pratiquement aucune chance de fournir une solution du
prob lème initial.
Dans ce chapitre, nous allons considérer de la manière la plus générale
:possible le problème suivant (le même que celui du chapitre précédent).
'lTouver un point-selle de
J(u) - + 00
si Iluil - + 00 , u restant dans U.
sur l'ensemble U x P.
Les hypothèses (H) sont les suivantes :
(H-i) J est une fonction convexe, semi-continue inférieurement, définie sur
l'espace de Hilbert U et U est un sous-ensemble convexe fermé de U.
Quand U n'est pas borné, nous supposons de plus que
1
1
1
1
1
1
L(u,p) = J(u) + <p,e(u» (4.1 )
l
1
1
(
1
1
1
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On dira alors que J est coercive sur U.
(H-ii) e est une fonction de U dans (1- (espace de Hilbert) et C est
-un cône convexe fermé de Co. e est C-convexe. ce qui signifie que
Vu. v E U. Va E[0.1 l. ae(u) + (1-a)S(v)-e[au+(1-a)v] E C.
On suppose de plus que la fonctionnelle
u - <p.e(u» est semi-continue inférieurement. Vp E C*
C* étant le cône conjugué de C.
(H-iii) P est un sous-ensemble convexe fermé de C*.
Quand P n'est pas borné. nous ferons l'hypothèse supplémentaire suivante.
appelée condition de Slater. ou de qualification des contraintes
o
:iruO E U tel que e(uO ) € - C
où représente l'intérieur. supposé non vide. de C.
Lorsque P = C*, L est le lagrangien du problème
Min J(u) sous e(u) € - C
uEU
et la recherche du point-selle sur U x C* fournit la solution de (4.2).
Si P = E (cf(3.3}-1» et si .r = 0, on retrouve le problème (3.3) du
chapitre précédent. On notera alors que l'hypothèse de coercivité (si U
n'est pas borné) est reportée sur e (cf. (3.2-iii». ce qui n'est pas gênant
car ° fj E. On peut aussi rester dans le contexte du problème (4.2) en
utilisant la formulation (3.4)-(3.5) (même observation concernant la
coercivité de J (u,y) = y).
Dans le cadre de cette formulation, nous. pouvons illustrer la remarque faite
plus haut concernant l'unici té, par l t exemple suivant
soit U =Co =: R. C = R.... U = [-10.+10]
J(u) ~ -u e(u) = lui -1.
Dans ce cas, l'unique solution du problème (4.2) est u* = 1 et le
multiplicateur optimal unique est p* = 1.
Cependant, ArgHinL(u,1) n'est pas réduit à hl mais est égal au segment [0,10].
Cela signifie que toute valeur de [0,10] est une solution du problème
Min L(u, p* ).
uŒ
Mais tout algorithme fournissant une suite {pkl convergente, approchera p*
soit par la droite, soit par la gauche"; étant donné que
ArgMin L(u,p) = {101 pour P < 1 et que Arg Min L(u,p) = {O} pour P 3l' 1,
il en resulte que l' algorithme cons idéré fournit une suite {uk 1 ayant soit 0,
soit 10, soit les deux valeurs, pour points d'adhérence.
Par suite, l'unique bonne solution u* = 1 ne peut en aucun cas être
obtenue au moyen d'un tel algorithme, et ce bien que la suite {pk} générée
converge bien vers p* = 1.
2- ~.
L'ensemble des points-selle du Lagrangien L(u,p) est toujours de la forme
u* X P*, où u* et p* sont convexes, fermés, bornés.
Il en resulte que si l'on désigne par û(p) l'ensemble des u E: U minimisant L
pour un P donné, la difficulté que nous venons de mettre en évidence ne
provient pas du' fait que U* n'est pas un singleton, mais plus généralement
du :fait que Û(p*) '" U* (on a toujours Û(p*):::l U*).
En. effet, dans js cas où Û(p*) = U*, l'algorithme considéré dans le chapitre
précédent fournie comme points d'adhérence de la suite luk} des éléments
de Û(p*), et donc des solutions du problème primaI. Dans ce cas,
favorable, où Û(p*) = U* '\fp* € P*, l'ensemble des points-selle est
dit stable.
Il s'agit là d'une s tabilité en u , pertinente pour les algorithmes du type
Uzava , Pour les algorithmes de type Arrow-Hurwicz où u et p jouent
un rcSle symétrique il faudrait exiger également la stabilité en p:
p(u*) = P*, Vu* € u* avec des notations similaires.
Cependant celle-ci est illusoire pourCIdes fonctionnelles linéaires en p telles
que L, sauf si vu* € U*, e(u*) E: - C, c'est à dire p* = lo}.
Cette p;ropriété de stabilité en u, moins restrictive que l'unicité de u*,
n'est cependant vérifiée à coup sûr que dans le cas où Û(p) est un
l
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singleton (quand L est strictment convexe en u ), Elle est donc rarement
vérifiée en pratique (le- cas des lagrangiens augmentés sera discuté plus
loin).
- Approximations successives de t\J
Pour maximiser la fonctionnelle duale
On peut utiliser l'approche développée dans Lasdon (1970). Cette approche
consiste à résoudre un programme linéaire comportant un nombre croissant de
contraintes à chaque itération. La méthode s'appuie sur une approximation
externe de <jJ par une enveloppe inférieure concave. constituée d'un
nombre fini d'hyperplans support de <jJ. L'approximation est redéfinie à
chaque itération par l 'addition d'un nouvel hyperplan au point maximum de
l'enveloppe précédente. La recherche de ce point maximum à l'étape n
de l'algorithme se fait au moyen d'un programme linéaire dont le programme
dual fournit une solution primale un admissible convergeant vers une
solution u* quand n - + "".
Décrivons l'algorithme dans le cas du problème (4.2) (dans le cas du problème
f'o rmu'lé vau chapi:tre précédent. on peut utiliser (3-4)-(3.5)). La recherche
du maximum de l'enveloppe inférieure d'hyperplans support de <jJ aux points
pk(k=1 •••• ,n) d'équations :
où vk € Arg Min L(u,l). donc e(vk) € ô<jJ(pk).
uEU
se formule
Max z (4.4)
z-.p c C*
sous la contrainte z" J(vk) + <P. e(vk » , k = 1, ••• ,no
Soit pn+1 la solution de ce problème.
Le problème dual se formule alors
sous les contraintes
n k~ a: = 1 ,
k=1
k = 1, ••• ,n
~ a,-ke(vk) € _ C •
k=1
Soit la:~} k = 1, ••• ,n une solution.
Alors, en raison de la C-convexité de e et grâce à (4.5), il est clair que
un = ~ a:kvk € U vérifie la contrainte du problème primaI (4.2). On
k=1 n
démontre que un - u* quand n - + 00.
L'étape n de !I,Ùgorithme consiste donc, connaissant 1(vk ,pk); k=1, ••• ,n 1
à résoudre par la programmation linéaire les problèmes duaux (4. 4) et (4.5),
ce qui définit pn+1 et un (et les a:~). Puis on doit résoudre :
Min L(u,pn+1 )
u€u
ce etui fournit vn+ 1 et donc une nouvelle paire (vn+1 ,pn+1) pour formuler
le problème (4.4) à l'étape n-st , N
Dans le cas où J (et e) sont additifs (J(u) = ~ J. (u.) ••• ) , il est
i=1 J. J.
possible d'ajouter N contraintes-supplémentaires à (4.4), à chaque itération.
Mais comme on ne peut en contrepartie supprimer au cours de l'algori t hme
certaines contraintes etui ne sont pas saturées, sous peine de ne plus assurer
la convergence en cas de dégénérescence, il en résulte alors une augmentation
très sensible de la taille de la mémpire de. stockage. Ceci constitue donc
pour les problèmes de grande dimension un handicap sérieux. Cette orientation
ne semble donc pas devoir être retenue dans notre contexte.
4 -. Solutions à la "Russe"
Polyak (1918) mentionne d'autres méthodes pour résoudre les problèmes
de point-selle sans hypothèse de "stabilité". Ce sont des méthodes etui
s'inspire davantage de l'algorithme d'Arrow-Hurwicz que de celui d'Uzawa.
Pour forcer l'unicité de la solution à chaque étape du calcul,
BakusMnskii et PoIyak (1914) proposent par exemple d'ajouter au Lagrangien
une fonctionnelle strictement convexe- concave (convexe en u et concave en p),
l
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tendant vers 0 au voisinage de l'optimum. Cette idée, à priori très
séduisante, présente l'inconvénient suivant lors de son application au
- schéma de l'algorithme d'Uzawa.
Dans le cas d'un problème de minimisation linéaire (ou linéaire par
morceaux) au premier niveau, pour lequel des méthodes de résolution très
performantes existent, l'introduction d'un terme strictement convexe
interdit leur utilisation. C'est justement le cas du problème qui a
motivé notre étude et pour lequel nous utilisons un programme liIléaire
très performant mis au point à liE D F par Maurras (1972).
Toujours en s'inspirant de Arrow-Hurwicz, Nurminskii et Verchenko (1977)
proposent pour leur part l'algorithme suivant
où n' représente la projection sur U et il la projection sur P.
L'examen des conditions de convergence de ce nouvel algorithme
révèle que en sus des conditions sur les "petits pas" pk et e;k, si
pk /e;k tend vers 0 (à une certaine vi tess e) quand k tend vers + co,
toute limite de la suite {pk} appartient à P*, mais dans ce cas aucun u*
de u* n'est généralement atteint. De même, si gk /pk tend vers 0 (à une
certaine vitesse) lorsque k tend vers + co, c'est la suite luk} qui
converge vers un élément u* de U* alors que la suite {pk} ne converge
généralement pas dans P*.
L'obtention d'un point-selle (u*,p*) E U* x p* au moyen d'un tel
algorithme n'est donc pas possible (à moins de faire "tourner" deux fois
l'algorithme avec des conditions différentes sur le ratio e;k4>k). De plus,
l'extension à un algorithme de type Uzawa n'est pas immédiate.
5 - Lagrangien augmenté
Les lagrangiens augmentés permettent de garantir la stab ili té en u
(cf. Rockafellar (1973)). Par contre, ils ont comme pour l'algorithme
de Bakhusinkii et PoIy ak , l'inconvénient de transformer le programme
pr-Lmal, linéaire en programme non linéaire.
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Le lagrangien augmenté peut s'introduire de la manière suivante : partant
du problème (4.2), on transforme la contrainte inégalité en contrainte
égalité en introduisant en terme .; E: C t e l ' que l'on se ramène au
problème suivant
Min J(u)
l;,u
eCu) +.; = 0
et sous .; E: C, u E: U
(H)
(Hi)
On peut ensuite se libérer de la cop.trainte (4.6-ii), soit en ajoutant
terme quadratique de pénalisation, soit en dualisant ces contraintes
en introduisant des mul tiplicateurs p (E:C-*).
L'idée du lagrangien augmenté est de superposer les deux procédés, ce
qui aboutit à :
avec c > 0 •
En minimisant par rapport à .; E: C on obtient :
qui représente le lagrangien augmenté du problème (4.2).
On démontre que l'ensemble des poinia-selle de Le sur U X C-*
(et non pas seulement sur U x C*) est le même que pour L sur U x C*. On
le notera donc encore 0"* x p* et U* est l'ensemble des solutions
de (4.2).
~~ ::é:~:i:o:u;l:~ e: &'~:; :::t::t~m~::p;on:~::~p~~ e:e~:::lP:
c uE:U c
singleton (penser au cas où u* lui-même n'est pas un singleton). Cependant,
conae démontré par Rockafellar (1973) en dimension finie (cf. Zhu (1982)
en dimension infinie), le lagrangien augmenté défini par (4.7) a deux
propriétés intéressantes :
a) la fonction q.,c définie par (4.8) est différentiable. Ceci s'explique
_ par le fait que 4>c est reliée à <jJ (définie par (4.3)) par la relation
Celle-ci se démontre en utilisant le problème dual du problème
définissant L
c
• La différentiabilité est une conséquence du fait que le
Max est atteint en un point unique dans (4.9).
Du point de vue algorithmique, on pourra donc utiliser un algorithme
d'Uzawa à "grand pas" (p > 0) ce qui est un avantage à la fois par rapport
à la méthode de Lasdon (où il faut résoudre un programme linéaire complet pour
remettre à jour p) et par rapport aux méthodes "à la Russe" 'lui utilisent
des "petits pas".
s ) Le lagrangien augmenté est stable en u, En effet
puisque
Mais
P* == Arg Max q., (p)
p€C* c
et que tV
c
est différentiable.
pour tout Û € û(p*) (cf. (4.18) ci-après et la remarque qui suit (4.18)),
c'est à dire vérifiant
D'après (4.10), (4.11), on déduit que p* réalise aussi le maximum de
On a donc:
Le(û,p) .;; Lc(û,p*), Vp € C*.
Les inéquations variationnelles (4.12) et (4.13) montrent qu e
(û,p*) E u* x p* et que donc û E Û(p~-) implique û ( U*.
Les algorithmes de type Uzawa cons truis ent alors des suites {uk l convergeant
vers U* (cf. Zhu (1982)). Cependant ils ont l' inconv6nient de transformer
un problème pr i.maL év en tuel.l.ement linéaire ou linéaire par morceaux en un
programme non linéaire. Dans no tre cas, cela empêchera l 'utilisation du
programme FLOHA.-X (très performant) au niveau pr-LrnaL (cf. I~aurras (1972)).
On se tourne donc vers un nouvel a Lgor-Lt hme préservant la nature linéaire
du problème primaI mais assurant malgré cela la convergence des solutions
primales.
6 _ Un nouvel alporithme de sous-gradient
Considérons le problème suivant
Max <jJ(p)
pEP
P est un sous ensemble fermé convexe d'un espace de Hilbert P.
<jJ est une fonction concave, sous-différentiable : ceci veut dire que
yp, ri! 0 <jJ(p) C P* tel que Vr E ô <jJ(p) la propriété suivant e es t
vérifiée :
(propriété transposée de la sous-différentiabilité des fonctions convexes).
- Rappelons ici la propriété classique :
Une condition nécessaire et suffisante pour que p* soit solution de (4.14)
est que:
Enonçons maintenant le Lemme suivant, dont la preuve est fournie en armexe
Lemme 1 : L'ensemble des paires (p*, et) satisfaisant (4.15) est de la forme
p* x Q*, où p* et Q* sont deux sous-ensembles convexes fermés, et la
fonction: (p,q) - <p,q> est constante sur p* x Q*.
Nous proposons un algori thme qui permette d'atteindre l'un des quelconques
des éléments (p*,q*) de p* x Q~-.
1
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Considérons l'algorithme suivant:
Algorithme 1
Ci) po € P, '1.0 € à q,(po), k = ° .
(ii) i/k € N l+1 = rrrl+ l'1.kJ
qk+1 = (1_ek+1 )qk + ek+ 1rk+1
et où rr désigne la projection sur P.
{pk} et {Ek } sont des suites réelles positives qui satisfont aux conditions
de théorème suivant :
Théorème 1 :
Soit q, une fonction concave, semi-continue supérieurement, sous-
différentiable sur P et à sous-gradients bornés. Si le sous-ensemble convexe
fermé de P de P n'est pas borné, on suppose que q,(pk) - - co
lorsque Ilpk Il - + co, pour toute suite {pk} c P.
De plus, si les hypothèses ci-dessous sont vérifiées
(i) pk = Y gk , Y > 0, gk € JO,1]
~ gk = + co ~ (gk)2 < + 00
kEN kŒ
ch2(ii) La suite {:k-1) est décroissante.
(iii) La série de terme gé ré r-a l ,
(gk-1_ tk)2 est convergente.
e
k
alors la suite {(l ,qk)} est bornée et tout point d'adhérence pour la
topologie faible est une solution (p*,q*) de (4.15). Enfin, si 4> est
fortement concave (cf. Auslender (1976 », la suite {pk} converge fortement
vers l'unique solution p*.
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La preuve de ce théorème est fournie en annexe.
Il semble possible d'éviter de faire l'hypothèse de sous-gradients bornés (mais
celle-ci est vérifiée pour le problème considéré dans cette thèse) et
d'envisager pour pk et Ek du choix moins restrictifs du type
pk = l Ek avec des conditions sur la suite III telles que
0< Y1 .. l" Y2·
7 _ Application de l'alg-orithme précédent à la recherche du point-selle
Revenons maintenant au problème de recherche d'un point-selle, du
Lagrangien L(utp) = J(u) + <Pte(u» sur U x P sous les hypothèses (H)
définies au début du chapitre et rappelons les résultats suivants qui sont
classiques :
~ : Sous les hypothèses (a), le Lagrangien L possède un point-selle
(u*,p*) sur U x P.
Lemme 2 : La. fonction lj> définie par
p - Min L(u,p)
uW
est concave et sous-différentiable, et le sous-différentiel ô 4>(p) de lj> en un
point p vérifie
ôlj>(p) = co e[û(p)]
- 27-
Si l'on rapproche maintenant ce résultat de (4.1S)t on constate que la
recherche d'un point-selle présente des liens étroits avec le problème traité à
1", section 6. Reprenons donc l' algorithme 1 en remplaçant dans (4.17)
r k +1 par e(uk +1 ) , uk +1 c ûcl+1 ) .
ou co représente la fermeture de l'enveloppe convexe.
Remarque: D'après (4.18), on s'aperçoit que lj> aera différentiable si Û(p)
est un singleton, ou si e applique û(p) sur un point-unique.
A l'aide de (4.18) et des deux inégalités variationnelles caractérisant
le point-selle (u*, p*) on obtient le résul tat suivant :
1
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p* -e: P*, e(u*) € ô lj>(p*) : <e(u*), p-p*> " 0 Vp € P •
1
1
1
1
1
1
1
Avec cette modification on peut alors intégrer (4.16) et (4.17) dans le
schéma de l'algorithme d' Uzawa (cf. Algorithme 1 du, cha-pi tre III) en lieu
et place de (iii) au deuxième niveau, sans toucher à l'étape de minimisation
du premier niveau (ii) qui fournit uk•
Le lemme 2 nous assure d'autre part que tout point d'adhérence de 'la
suite {qkJ appartient à co[e(û(p*»] et satisfait à l'inéquation
variatio=elle (4.15), associé à un p* E P*.
Enfin, s'il existe u E û(p*) tel que q* = e(ü), alors tü,p*) est un
point-selle car il vérifie (4.19) (inégalité de gauche du point-selle) et
évidemment l'inégalité de droite par définition de ir.
Le point non résolu est l' exis tence d'une représ entation de q* sous la
forme e(ü-) avec u E Û(p*). Pour tourner cette difficulté, on propose
une adaptation de l'algorithme 1 aux problèmes de point-selle :
AlgoriUme 2 :
(i ) po E P, vO E Û(pO), qO = e(vO), k = a
Remarque : vk est une combinaison convexe de toutes les solutions
obtenues au premier niveau de l'algorithme, au cours des itérations successives.
Cette combinaison convexe est récursive. On rapprochera cette observation de ce
ll.ui se passe dans l'algorithme décrit à la section 3 où la solution u*
également obtenue comme limite de combinaisons convexes de solutions du
premier niveau, mais où les combinaisons convexes ne sont pas obtenues
récursivement (il faut à chanue fois résoudre un programme linéaire
de taille croissante pour obtenir les "poids").
Théorème 3 : Sous les hypothèses CH) et sous les hypothèses du
théorème 1 concernant pk et gk, la suite {Cvk,pk)} est bornée et
tout point d'adhérence pour la topologie faible est un point-selle
(u*,p*) de L sur U x P.
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Une variante plus simple de l 'algori thme 2 peut-être égale:nent considérée :
Algori thme "3 :
avec uk +1 E: û(pk+1 ).
Ces deux algorithmes coïncident de manière évidente lorsque la fonction e est
affine. Quand e est convexe sans être affine, nous émettons la conjecture
que le théorème 3 reste valable pour l'algorithme 3, sans toutefois avoir pu
démontrer cette conjecture.
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Application au problème EDF
Nous présentons dans ce chapitre un algorithme de résolution du problème
posé par EDF (cf.chapitre l et II). Cet algorithme est une combLna Lson de
l'algorithme 2 du chapitre III et de l'algorithme 1 proposé au chapitre IV.
Il résoud le problème de la non-unicité de la solution primale à chaque
étape al. niveau de la minimisation, tout en conservant l'originalité de
l'algorithme 2 du chapitre III qui consiste à éviter le calcul de
projection sur autre chose que le cône positif.
Nous reprenons ici les notations spécifiques du problème EDF. Sans
décrire à nouveau en dé tail toutes ces no tations (cf. II), rappelons simplement
que le coût minimum s t exprLme de la manière suivante (cf.(2.6)):
sous les contz-aânt.es :
Aq(w) = 0
o .. qd(W) .;; ~d
°.. ~(w) : ~p(W)
\qt(w)1 .;; ~.
soit k l'indice de l'itération. L'algorithme se déroule ainsi
1 - Initialisation
Pour k = 0, il faut se donner une valeur initiale des paramètres duaux :
!p~(w) l t Ë T ; w = 0, •••• N
N étant le nombre d'aléas considérés dans le calcul de l'approximation
de l'espérance mathématique.
N o u s a v o n s c h o i s i p o u r n o t r e p a r t d e p r e n d r e 1 p o u r v a l e u r d u p o i d s
_ m i s s u r l ' a l é a f i c t i f ( w
O
) q u i r e p r é s e n t e l ' i n v e s t i s s e m e n t e x i s t a n t ;
c e c i r e v i e n d r a i t , d a n s l e c a d r e d ' u n e a p p r o c h e p r i m a l e , à i n i t i a l i s e r
l e s c a p a c i t é s d e s l i g n e s d u r é s e a u à l a c a p a c i t é e x i s t a n t e .
O n p o s e d o n c :
p~(o) = 1
' 1 f w = 1 , • • • , N
\ f t € T
i
1
1
1
1
1
1
1
2 - R é s o l u t i o n d u p r o b l è m e d e m i n i m i s a t i o n à l ' i t é r a t i o n
C e t t e p h a s e c o n s t i t u e l e p r e m i e r n i v e a u d e l ' a l g o r i t h m e . E l l e e s t
i d e n t i q u e p o u r t o u s l e s a l g . o r i t h m e s c o n s i d é r é s d a n s c e t t e é t u d e .
P o u r w = 1 , • • • , N o n r é s o u d d o n c l e s p r o b l è m e s d e m i n i m i s a t i o n
s u i v a n t s :
s o u s l e s c o n t r a i n t e s ( 5 . 2 ) .
C e t t e r é s o l u t i o n s e f a i t a u m o y e n d ' u n p r o g r a m m e l i n é a i r e d e f l o t à c o û t
m i n i m u m m i s a u p o i n t à l ' E D F p a r M a u r r a s , ( c ' e s t c e p r o g r a m m e p a r t i c u l i è r e m e n t
p e r f o r m a n t , F L O M A X , q u i n o u s a f a i t r e j e t e r d e s s o l u t i o n s d é t r u i s a n t l a
l i n é a r i t é d e ( 5 . 4 ) - c f . c h a p i t r e I V , s e c t i o n 4 e t 5 ) .
R e m a r q u e 1 . P o u r u t i l i s e r c e p r o g r a m m e o n p o s e c l a s s i q u e m e n t :
I q t ( w ) ! = q ; ( w ) + q~(w) a f i n d e l i n é a r i s e r l a f o n c t i o n n e l l e à m i n i m i s e r .
O n r a p p e l l e q u e
R e m a r q u e 2 . D a n s l ' a p p r o c h e s i m p l i f i é e c o n s i d é r é e p a r D o d u , o n n e p r e n d
e n c o m p t e q u e l e c o û t d e d é f a i l l a n c e ; e n e f f e t , a p r è s a v o i r c l a s s é l e s
g r o u p e s d e p r o d u c t i o n d i s p o n i b l e s ( d é t e r m i n é s p a r t i r a g e a l é a t o i r e )
d a n s l ' o r d r e d e s c o û t s c r o i s s a n t s d e p r o d u c t i o n , o n n e r e t i e n t q u e l e s
p r e m i e r s d e l a l i s t e a i n s i o r d o n n é e , d e t e l l e s o r t e . q u e h s o m m e d e
l e u r s c . i p a c i t é s s a t i s f a s s e a u p l u s j u s t e l a d e m a n d e t o t a l e s u r l e r é s e a u .
D a n s c e c a s o n p o s e c p ( w ) = 0 d a n s l e s f o r m u l e s c i - d e s s u s , e t l ' o n
m o d i f i e l e v e c t e u r ~p(W) e n c o n s é q u e n c e , e n d o n n a n t l a v a l e u r 0 a u x
c o o r d o n n é e s c o r r e s p o n d a n t à d e s g r o u p e s q u i , b i e n q u e d i s p o n i b l e s , o n t
é t é é c a r t é s p a r l a s é l e c t i o n a i n s i o p é r é e .
La solution optimale de (5.4)- (5.2), non nécessairement un i.qu e , calculée par
FLOMAX, est notée qk(w), w = 1, ••• , N.
3- Calcul du co{\t dual et du coût primaI.
a) I.e coû t dual (correspondant à la fonction q, du chapitre IV) qu'il
nous faut maximiser, et qui inférieur ou égal à la valeur q,(p*) du
point-selle, est évalué de la manière suivante :
q,(l) = ~ li 1: c q (w) + 1: cd(~d-q~(w))] + 1:[ctlq~(w)lp~(w)]}
w"'1 pPP d t
-f 1[~~(1-P~(0))]
b) Pour k > ° aller en c )
(5.5)
1
1
1
1
1
1
1
Pour k = 0, on pose z~(w) = Iq~(w}1 pour w = 0, ••• , N et t € T'
N
et a~ = &=0 p~ (w) 1q~ (w) 1 t E T
Puis aLI er en a)
Remarque 3 : On rappelle que, Vk E N, q~(O) = ~~ par convention.
c) Pour k > a on calcule
z~(w) = (l_ek)z~-l (w) + ekl q~(w) 1 C5.6)
a~ = (l_ek) a~-1 + ek ~ p~(w)lq~(w)l. (5.7)
w=O
d) Le coût primaI, rpk, supérieur ou égal à la valeur du point-selle,
est évalué à l'itération k de la manière suivante :
où
Y~ = ~~.N z~(w) pour t E T (5.9)
l
1
(
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1
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4. Remise à jour des paramètres duaux
On calcule :
s.~
a) Ce test por,te normalement sur l'écart entre le coüt dual q,(pk) et le
codt primaI 'Pk, c'est à dire sur la quantité suivante:
qui tend vers 0 lorsque l'on se rapproche de l'optimum.
b) Si le test d'arrêt n'est pas satisfait, faire k'" k+1 et retourner en 2.
6. Remarques et Commentaires.
a) Le schéma (S.10}-(5.11) est la transposition immédiate du schéma (iU)
(3.10)- (3 .11) de l'algorithme 2 du chapitre III.
b) Cependant, l'élément du sous-gradient de la fonctionnelle quasi-concave
<V(p)/ <:p,1> au point (Iq~(w) - ~ p~(w)lq~(w)l) t E T
w=O w=O,••• ,N
est remplacé par un terme résultant du "moyennage" des sous-gradients
(cf. (5.6), (S.7) et (5.10», comme pour le passage de l'algorithme de
sous-gradient simple à l'algorithme de sous gradient moyenné «4.16),(4.17».
L'algorithme proposé consiste donc bien en une combinaison des algorithmes
2 de III et 1 de ri •
c) Pour appliquer l'algorithme:2 de ri, il faudrait en toute rigueur
faire les moyennes des qk(w) o(cf(4.21» dont on se servirait
d'une part pour évaluer le coû b primaI 'Pk (pUisque qk(w) tend vers q*'
d'après le théorème 3), et d'autre part pour évaluer les capacités
optimales des lignes t E T de transport électrique : ~(w) représentant
la moyenne (au sens de (4.21» des q;(w) pour 1 .. k , le calcul
da la limiteoq~anci ~ tend vers + 00 de ~1'4(w)1 donnerait les valeurs
de ces capacl.tes op t Lma.Les,
1
1
1
1
1
1
1
1
1
La mise en oeuvre de cette procédure nécessiterait une taille mémoire
considérable sur ordinateur. Mais :
a) D'une part, q~(w) ne change plus de signe après quelques itérations,
et il revient donc au même d'utiliser dans l'algorithme z~(w) (cf. (5.6»
au lieu de 1<4(w) 1.
e) D'autre part, il semble que la non-unicité porte sur les variables qt (w)
(relatives à l'acheminement de la puissance électrique) et non sur les
variables ~ (w) et qd (w) (représentant la façon de produire la plissance
électrique et de satisfaire la demande); on a donc confondu qK(w)
(respectivement ~(w» avec la dernière valeur obtenue au cour; des
itérations, ~(w) (respectivement q~(w» dans le calcul du coû t primaI epk.
A ces heuristiques près, l'algorithme utilisé est alors l'algorithme~ 2
du chapitre IV (combiné à l'algorithme 2 du chapitre III).
r) L'algorithme 3 consisterait à faire les moyennes des qk(w) comme en (4.21)
pour obtenir ~(w), puis à utiliser l'expression:
l~(w)l - ~ p~(w)lqt(w)1 à la place de z~(w) - a~ dans la formule (5.10).
w=D
Si, COmme observé en a), les termes z~(w) et 1~(w)1 vont
pratiquement coincider (on est donc prNtiquement dans le cas e linéaire)
par contre a~ donné par (5.7) et ~ p~(w)I<4(w)1 ne coïncident
pas. Ceci est du au fait que la dériv~eopartiellede ~ en p (ou en q )
fait encore intervenir p explicitement (cf. Lemme 1 du Chapitre III),
alors que ce n'est pas le cas pour le lagrangien (4.1) linéaire en p
considéré au chapitre ri.
g) Si l'on n'accepte pas les considérations heuristiques des alinéas d ) et e },
l'algorithme décrit ci-dessus est l'algorithme 1 du chapitre ri (combiné avec
l'algorithme 2 du chapitre III). On a vu que cet algorithme appliqué au
problème du point-selle fournit un couple (p*,q*) vérifiant (4.15).
Cependant, si q* n'est pas de la forme eCu) pour u € B[Û(p*)]
on ne peut pas tirer de conslusion sur l'appartenance de ü à 0*. Ici,
on souhaite pouvoir calculer des expressions du type
y* = M~ Bi (u*) = ~Piei Cu*) pour u* E U* et p* E P*,
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pour évaluer les investissements optimaux. Il suffit donc de pouvoir
affirmer le corollaire suivant du théorème 1 du chapitre IV.
Tout point d'adhérence (p*,q*) de la suite construite par l'algorithme 1
du chapitre IV est tel qu e :
<p*,Q.*> = <p*,e(u*» pour u* E: U*
Preuve: On a vu qu e (p*,Q.*) E: p* x Q* (solution de (4.15» et que la
"'fcn.etionnelle (p,qJ - <p,q> est constante sur cet ensemble (Lemme 1,
chapitre IV). Comme, Vu*, E: U*, on a aussi (p*, e(u*» E: p* x 0.*, le
résultat est immédiat _
S'agissant du cas C- de dimension finie et P = ~ (cf(3.3-1» cela
prouve (avec (4.15» que
On pourrait de plus prouver que
et que pf;> 0 entraîne que ai (u*) = qf'
Ces remarques justifient de toute façon l'évaluation des investissements
optimaux dans notre problème par la limite des expressions (5.9).
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Résultats Numérigues
1. Exemple 1.
Nous avons app.Ld.qué l'algorithme 2 du chapitre IV à ml exemple test tiré
de l'ouvrage de Lemaréchal et Mifflin (1978) •
La fonctionnelle à minimiser est définie ainsi :
k = {1, .•• ,5]
i,j € {1, ••• ,1O}
~(j,i) = ak(i,j)
~(i,i) = sin(kp< ta + ~O ~(i,j)
j=1
jli
On cherche à minimiser Max ~ { [~ ~(i,j)X. ] x. - bk(i)X. }
k=1,5 i=1,10 j=1,10 J a, ~
Le meilleur résultat sur cet exemple a été obtenu avec
&n 1 ;pn=O,80.En X& El)1/2/V1+5/lgn_g*1
[(1+0,25(n-1)] 1=1
0,80 x cE El)1/2 est un terme qui permet à pn de décroitre beaucoup
moins Vi~~ que en dans les premières itérations.
Le facteur 1/V1+5/lgll-g*l' permet d'accélérer la décroissance de pn sa valeur
gn parvient au voisinage de g*.
gn est la valeur courante de la fonctionnelle et g* sa valeur
optimale (supposé e connue.)
En plus de la courb e 1 on peu t également donner le tableau suivant, où q
désigne le vecteur des sous-gradients moyennés courant (voir (4.20), x désigne
le vecteur courant, et x* le vecteur solution.
Iterations
50
100
200
300
400
500
Ilx-x*1\
533,7 3,163
-0,62 0,052
-0,8274 0,017
-0,8362 0,0078
-0,8408 0,0054
-0,8411 0,0042
-0,8412 0,0031
0,0051
0,06
0,03
0,013
0,0055
0,013
Valeur maximale du coût dual 0,227 106 obtenue après 150 itérations.
Valeur minimale du coût primaI correspondant 0,240 1é.
2. Exemple 2
On a fait tourner l'algorithme du chapitre V sur un mini réseau (3 arcs,
3 noeuds) avec 10 groupes de production. Toutes les données ont été tirées de
celles du réseau EDF : les 3 premières valeurs pour tout ce qui concerne
les arcs et les noeuds, le 10 premières valeurs pour leegroupee de production.
Rous avons également considéré 500 aléas.
Si P d é s tg ie le coût primaI et D le coût dual, le rapport ~:~Do est
inférieur à 10 0/0 en 90 itérations et inférieur à 4 0/0 en 150 itérations.
3. Exemple 3
pU :n~~u~ le même algorithme à ce mini réseau avec
(G!l)2
l
1
1
1
1
1
1
1
1
Valeur des pas dans le cas présenté ici
pn==~
1-+0,08 (n..1)
tP _ 1
HO,5(n-1 )
En == 1 "n et
1
1
1
1
(
1
1
D* est la valeur estimée du coût optimal (valeur du point-selle).
Gn est larorme du vecteur du sous-gradient intervenant dans l'algorithme.
Il s'agit alors d'un algorithme de sous-gradient avec le choix de pn proposé
par Polyak (1978). La vaLeur- 0,7 s'est avérée la meilleure valeur parmi
celles essayées pour k qui doit être comprise entre 0 et 2.
Comme fP reste constant le coût primaI reste divergent.
Le coat dual ne converge pas plus vite vers l'optimum que précédemment
0,215x1é en 150 itérations
0,224 x lé en 300 itérations.
4. Exemple 4.
La taille du réseau EDF ne nous a pas perm:is d'obtenir plus de 50 à 60 itéra-
tions pour l' algori thme du chapitre V.
Dans le cas présenté ici, pn = 0,15 10-6 Vn.
et En = --l...L.....- pour n ~ 1.
1 +20 n
Valeur maximale obtenue pour le coût dual 0,12 107
Valeur minimale obtenue par le coût primaI 0,28 107•
!f,re estimation du coût optimal calculé pour la solution fournie par EDF sur
les mêmes situations aléatoires donnant une valeur de l'ordre de 0,2.107,
il apparait que la cornrergence de cet algorithme pour ce problème est au
moins aussi lente que pour le petit réseau test de l'exemple 2 : 150 à
200 itérations, chaque itération comportant 500 calculs de FWMAX.
5. Conclusions.
Il serait souhaitable que d'autres expériences numériques permettent de
mieux évaluer la qualité des algorithmes présentés au chapitre IV. Sur les
exemples 2 et 3 notamment, on a vu que leur comportement se compare assez
favorablement à celui d'autres algorithmes plus connus (POlyak) mais qui
ne donnent pas le résultat escompté dans un problème de point-
selle. L'échec obtenu sur le problème EDF en vraie grandeur semble
plus dû au mauvais conditionnement de l'approche duale pour ce problème qu'à la
qualité intrinsèque des algorithmes utilisés.
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ANNEXE 1
PREUVES des LENHES et THEOREHES du chapitre IV
1. PREU"lE du LE:wrnE 1
::::. (Pl,q~), ::(p;:~,ql))
q; € à4>(P2)
4> concave
De plus, d'après (4.15)
satisfaisant (4.15)
l
1
1
1
1
1
1
1
Alors, d'après (4.15)
<q:j,P-p:j> "0, Vp € P
d'où, d'après (4) ci-dessus
<q:;,P-P2> .;;: ° , Vp € P •
De plus, puisque q:j E eq,(P"j),
q,(p) - q,(P"j) " <q"j,P-P:j> = <q"j,P-P2>' Vp
la dernière égalité d'après (4) ci-dessus.
Par ailleurs, on a par hypo tt7?s e
q,(P:j) = <J,(P2) = ~~~ </l(p).
A - 1
Vp € P,
t
1
1
1
1
1
1
De (6) et (7) ondéduit que 'li Eèlt(P2), ce qui montre avec (5) qu a Ta
paire (p~,qf) satisfait (4. 15). Il en va évidemment de même
pour la paire (pf' q2 ).
On a donc montré que si (pf,qf) et (P2,q2) sont solutions de
(4.15), il en est de même pour (:p2,qi) et (P1,q2")' c'est-à-dire que
l'ensemble des solutions est de la forme P* x Q*. De plus (4) montre que
la fonctionnelle (p,q) ~ <p,q> est constante sur ce sous-ensemble.
Montrons maintenant que P* x Q* est un convexe fermé.
Soit 11" == a p, + (1-a)P2 a E[0,1].
Alors q,(p) = Max q,(p) d'après (7) et la œricav i. té de q,. Donc p E P*, et
pEP
d'après ce qui précède (p,qf) et (P,q2) appartiennent aussi à P* x Q*
donc 'li E àcV(p) et q2" E ÔcVCP). Par convexité du sous-différentiel on a que
Par ailleurs
<'li' p-p> .;;O}
<q2'P-P> .;; °
Ceci montre CP,q) E p* X Q*, c'est à dire que ce sous-ensemble est convexe.
Montrons qu'il est fermé.
Comme P* est exactement égal à l'ensemble !p*!t(p*) = Max t(p)!.
pEP
cet ensemble est fermé en supposant cV s.c.s •• Soit hkl une suite dans Q
convergente 'fers q. Alors, Vp* E P*
<qk'P-P*> .;; ° , Vp € P
et par passage à la limite on a la même inéquation variationnelle pour q.
D'autre part, qk € ôq,(p*), et comme le scus-différentiel est ferué,
q € àq,(p*). Donc cr E Q*, c.q.f.d.
2. PREUVE du TP-EORE:Œ 1 •
2.1. Suppoacris d'abord que l'Al[;oritP.!r.e 1 (4.16)-(4.17) devienne
stationnaire (pk+1 = pk,qk+1=qk) au bout d'un non:.bre fini de pas et
montrons qu e le po i rrt stationnaire (notor.s le (p,q» est un po i.nt dû F-+ x C
E:1 ef'fe t , (]'''1,;;'3 (4.16f.-(4.17), on a
A - 2
et donc
lfp E: P, <q,p-p>,;; a
avec li' c à<jJ(P) ,
et donc (p,q) c p* x Q*.
2.2. On considère l'expression suivante
(8)
1
1
1
1
1
1
1
D'après (8) ci-dessus
D'où
oI>k ..: <jJ(Pk) - ty Ilpk+1-P* + (Pk+1-Pk)/Ek IJ2
0;; q,(p) .;; </I(p*).
2.3. Etudions la variation oI>k+1 - oI>k' On va étudier séparément la
variation des quatre termes de (g) ci-dessus.
• d'après la da fini tion du sous-différentiel d'une fonction concave.
b) t.r IlPk+2-p*1I2 ,;;tr j!Pk+1- P* + Y~+1 qk+1 112
d'après (4.16) et le fait que la projection est contt:actante.
2
tr HPk +2- P*!12 ~ h J!Pk +1- P*!l2 + Y;+1 J.f + ~+1 <qk+' ,Pk+,-p*>
où on a utilisé le fait que Ilqk+111..; M qui se déduit aisément de
l'hypothèse I!r)l.;; H, 'f't<.
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c) tr Il(Pk+2-Pk+1 )/€:k+11\2 ~ trÇ) \Pk +l - Pk + Y(~+l CJ.k+1-~qk)112
(d'après (4.16) et Je fait que la projection est contractante).
Err utilisant (4.17), on a -r
t.r Il(Pk+2-Pk+1 ) /~+11!2 "h{+1 lIPk+1-Pk + Y{+l r k +1
t.r (~+1-~) Ilpk+1-PkIl2 +ty II(Pk+1- Pk)/€:kI12 +
+ L 2 1\ ~+1 r k +1 + (~+1 (1-~+1 ) - ~)CJ.k 112 +2~+1
(~+1 (1-~+1 )-~)
<rk+1,Pk+l-Pk> + ~+1 <CJ.k,Pk+1-Pk> •
D'après (S) ci-dessus on a
Par ailleurs
(13)
(14)
~+1 (1-~+1 )-~
2
~+1
~+1-~
==--2-- - 1
~+1
1
1
1
1
1
et ~+1 - ~ "0 si la suite {~} est non croissante. Alors pour le
dernier terme de (13) on a
En considérant maintenant la somme du premier et du dernier terme dans le
second membre de (13), elle est majorée par
Finale:llent, de (13) et des considérations ci-dessus, on déduit
1 l ,
-::( \.~: t-1- . .;
(en utilisant (4.17)).
De plus
d'où
t
1
1
1
1
l
1
e ) Enréunissant les résultats de (11), (12), (15), (16), on obtient
q, _ q, ;;. _ L M2[(~-~+1+2~+1)2 + 2 ]
k+1 k 2 ~+1 ~+1
r) En utilisant (4.17),le deuxième terme dans le second membre de (17)
est égal à
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De plus, de (8) ci-dessus, on déduit
2.4. En utilisant les résultats de l'alinéa r) dans (n), on obtient
q.k+1- <I>k;;> - t- JI(5~+1+ 4(~-~+1) + (\:~\:+1 )2)
K+1
2
+ ~~ (!!Pk+1-P*1!2_llpk-P*1l2) +
<Qk+1,Pk+1-Pk+2> - (Qk'Pk-Pk+ 1> + ~+1(q,(P*)-q,(Pk+1))·
On a
(H2).La. série de terme
(où on a utilisé IIPN+1- PNII ~ y~lhNIl comme conséquence de (4.16 ».
2
les hypothèses suivantes (rn ). La. suite [l} est
~-1
On rappelle
décrC?issante.
général (\:-~\:)2 est convergente.
Re'ê'1rcue. Ces deux bypothèses sont toujours vérifiées pour des suf.t es {l:l,.l
tel que ~ _ k- a avec 1;2 < a .:; 1 (suites vérifiant les hypothèses du
Tb':or~:;:e 1) r.:ais r.ous ,,'3.';or.s pu vérifier que UI1) et (r2) sont tO:J.~:)'.l:-3 ur.e
o :.~ r.e 1
1
1
1
1
1
1
1
1
1
1
1
1
l
1
Avec (ni ), (na) et les hypothès es du Théorème 1, on déduit de (17) que
2
q; _ cI> ;;. - L _ 2yM2 e; _llip _p*1I 2 + <q ,p -p >
N 0 -ïl 0 2y€:0 0 0 1 0
- yr-f€:N + ~ ~(<v(px-) - <!J(Pk) (19)
k=1
où ~ est la somme jusqu'à N d'une série convergente.
2.5. De (19) on tire deux conclusions
a) En notant que le dernier terme de (19) est non-négatif, on conclue que le
second membre de (19) est supérieur à une certaine constante a, d'où
d'après (10) ci-dessus. Si P n'est pas borné, et si l'on suppose que
la suite {Pk l n'est pas bornée, on obtient une contradiction car on
aurait, d'après une hypothèse de théorème 1, que
b) De (19) on conclue aussi que
Grâce à (20) on montre que
(21 )
2.6. On va montrer que
C'e qui est équivalent à (21).
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Alors
En effet
d'après (20).
Par ailleurs, comme la suite {Pk} est bornée et comme tV est
concave s.c.s, tV est localement Li.ps chi.t.zd.enne et on désigne par L la
constante de Lipschitz sUr un ensemble contenant la suite {Pk l. D'après (23)
Alors Yk;;. K(o:), ou bien k VlN"1 (0:) et (22) est assuré, ou bien k E 1N1 (a:)
et l'on définit
RemarCluons que ka existe toujours car le complément de 1111 (a:) dans JN est
nécessairement infini d'après (23) (la série de terme général "k est
divergente).
Alors
C\I(p*) - q,(Pk) .; q,(p") - q,(Pk ) + 1 q,(Pk ) - q,(Pk) 1
k -1 0 a
<f + 'L,0 L IlPl+1-PlI1 (<\> Lipschitz et korIN1 (0:))
l=k
k -1
<~ + L 'L,0 YE:lllq111 (d'après (4.16))
l=k
ce qui démontre (22) (donc (21)).
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2.7. a) La suite II\..: l étant bornée est compacte dans la topolo~ie
faible. Pour tout point d'accumulation P et toute sous-suite {Pk
i
l
conv ez-gerrt e vers p, on a avec la semi-continuité supérieure de q., et (21)
ci-dessus
ce qui montre que p ( P*.
b) Si q., est fortement concave
et p* (P* est unique. On en déduit immédiatement que Pk - p* dans la
topologie forte.
2.8. Il reste à montrer un résultat de convergence sur la suite hk l. Pour
cela on étudie d'abord la quantité.
a) En considérant les inégalités (11) et (15) ci-dessus, on établit que
2 2 2~+1 - '\ .. - ~ (\:-~+1 +2\:+1) + <qk,Pk +1-Pk>
>- p CC \;-\:+1)2 + 4 ~+1 + 4(\:-~+1))
EJc+1
en utilisant l'inégalité (14).
A - 9
1
1
1
1
1
1
1
En sommant ces inégalités de k = 0 à N-1 ,on obtient
où BN est la somme jus'lu'à N d'une série convergente (d'après les
hypothèses (H1) et (H2) et celles du théorème 1). Compte-tenu de (25)
(f1N ,,;; <+>(p*»), (28) montre qu'au moins une sous-suite de la suite
{JI(Pk+l-Pk)/Ek,,2 j tend vers zéro. En fait on va montrer que toute la suite
tend vers zéro par un raisonnement analogue à celui du §2.6.
b) En effet, en reconsidérant les inégalités (27) et en sommant de k = l à
m-l, on obtient
où- Cl,Iil est la somme des termes l à m-l d'une série convergente.
L'inégalité ci-dessus se réécrit
Mais, d'après (21),
(30)
Enfin, du fait que d'après (28), au moins une sous-suite
1II(P~+1-Pki)/~iIl2j tend vers zéro,
~K3(a) : Vki ;;:'K3(a), tyll(Pki+l-Pki)/~iIl2.;;~ (32)
(en prenant la précaution de choisir K3 (a ) comme indice de la sous-suite(ki 1) .Alors en réunissant (29) à (32), et en posant
K(a) = max(K1(a), K2(a), K3(a» on voit que
'fa, :::K(a:) : "(:Il ;;:. K(a), tyl1 (P::J-Pr:-l ) A::_11\2 .; a
ce qu i, démontre (26).
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2.9. On montre maintenant que, pour tout
a):pe (8), on tire
p* € P*,
1
1
1
1
1
1
1
Comme la suite {Pk l est bornée et avec (26), on a que
b) ~ar ailleurs, de (16) on déduit que
en ayant posé t k = <qk,Pk+1-P*>. Remarquant que lim <qk+1'(Pk+2-Pk+1)/~+1>=
et utilisant le lemme ci-dessous (§2.13) on en déduit que lim sup t k .;;; 0
ce qui avec (34) établit (33).
2.10. Co=e la suite {qk} est borné, soit q un point d'adhérence dans la
topologie faible et (qk
i
} une sous-suite convergente vers q. D'après (S)
Le second membre tend vers zéro, et pour le premier, on a
, Vp (convergence faible),
lim <qk. 'Pk.+1> = lim <qk. ,p*> = <q,p*> (d'après (33). et la
~ ~ a, convergence fa~ble).
d'où finalement par passage à la limite (k i - + 00) dans l'inégalité ci-dessas,
(26),
[
1
1
1
1
1
1
2.11. Un calcul analogue à celui du §2.3.d) (mais pour P quelconque au lieu
de p*) conduit à
où l'on a posé maintenant t k = <qk,Pk+1-P>. Alors par le lemme ci-dessous
(§2.13) on a lim sup t k -c <I>(p*) - <I>(p) et pour les indices de la sous-suite {ki
comme précédemment on obtient, lim t
k i
= «[,p*-p> et donc
ce qui prouve que
ct € à <\>(P*) •
I.e. réunion de (35) et (36) montre que Cï € 0.* ce qui termine la preuve
du Théorème 1.
2.12. Remaraue : ~i~ + co<,\:'Pk> = <q*,p*> (37)
où la valeur du second membre de (37) est indépendante du couple (p*,q*)
choisi dans P* x Q* d'après le Lemme 1 • En effet, on a vu que
pour toute sous-suite d'indices ki tel que {qki
1 converge faibler!!ent '1.;
d'après (33) et la convergence faible. Mais comme la valeur <q,p*>
e::,t indépendante des points (p*,-q) dans P* X Q*, c'est toute la suite
<qk'Pk+ t> qui converge vers cette valeur.
2.13. Au cours àe la démons tration on a utilisé à deux repris es le lemme
suivant.
Leë:::le. Soit trois suites réelles {tk l , {SkI et {~l telles que
Alors lim sup t k,;; s* •
~. Il n'y a pas de perte de généralité à supposer s* = a (dans le cas
général, on considère les quantités t k - s* et sk - s* pour lesquelles (40)
est encore valable).
Notons que
log (1- ~) ::. ~ + co
donc log ~=1 (1-~) ~ - ~=1 ~ =- co
d'où Hm Q=~(1-E,) =0
On a
Va. > 0 : 3: K
1
(a) : Vk :;. K1 (a)
d'après (42). D'après (39)
k-1~={) (1-E1+1) ~ 31;0 \
1
1
1
1
1
1
1
:B: K
2
(a) : Vk:;. K
2
(a) , Iskl" t- (rappel: s* = 0). (44)
Posons ~(a) = max(K1 (a),K2(a)) et
~(a) ~(a)
M(a) = t={) El+1 Is l ! ~=1+1 (1-Em+1) (45)
K
(avec la convention: VK, ~=K+1 (1-E:m+1) = 1 ).
A1or~ d'après (42)
k-1
:B: K(a) ;l> K3(a) : V k ;;. K(a) , TI (1-(:,1+1)" 31'1(a.)· (46)m=K
3(a) l
En utilisant (40) récursivement, on obtient, Vk:;, K(a) :
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(46). Enfin enen passant aux valeurs absolues et en utilisant (43)
remarquant que
k-1 k-1 k-1 k-1 k-1
_1: rr (l-E ).;;; E E II (1-e ) + II (1 e ) 11~(a)+1 el+1 m=l+1 m+1 1=0 1+1 m=1+1 m+1 1=0 - 1+1 =
(considérer t k =sk = 1, Vk, et l'égalité dans (40)), on obtient par (47)
Va > 0, a K(a) , \Ik ;;. K(a), \:.;;; a ,
(47)
1
f
1
1
1
1
1
1
1
ce qui démontre le lemme.
Corollaire: Si on a l'égalité dans (40), alors lim t k = s*".
3. PREUVEdu THEO REr-rE:' 3
3.1. Soit t k +1 = (1-~+1 ) t k + ~+1 <Pk+1 ,e(uk+1 ) > , k = 0, 1, ••• (48)
partant de t = <p ,eCu ». Alors
o 0 0
~i~ + cotk = <p*,e(u*» (49)
où .(u*,p*) est un point-selle quelconque (rappelons que la valeur du second
me:Ilbre de (49) est indépendante du point-selle c1'.oisi).
On a en effet
en se servant de (4.20). Connne, d'après (26),
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1
l
1.
1
1
1
1
1
1
on a d'après le corollaire ci-dessus que
3.2. Avec \4~23) et la convexité de J
En utilisant (48), il vient
Par ailleurs puisque '\:+1 € Û(Pk+1) et par l'une des inégalités du point-selle
d'où avec (50)
d'où, par le lemme du §2.13
et, avec (49),
lim sup J(y k) .. J(u*) • (51 )
Par la coercivité de J, ceci montre que la suite lvkl est bornée.
Soit 'v un point d'adhérence faible et lvkil une sous-suite convergente
v.
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Alora, puisque J est s s c; i (même dans la topologie faible par
convexi té) et par (51)
3.3. On a également par convexité de l'application u ..... <p*,e(u»
mais avec (4.20).
(52 bis)
1
1
1
1
1
1
Comme les points d'adhé~'ence faible de {qk l sont des q* E 0.* et comme
<p*,q*> est constant sur P* X Q*, comme par aillem:-s il est évident que pour
tout point-selle (u*,p*), on a e(u*) E: 0.*, (52 bis) implic;,ue
et en considérant la sous-suite !vk.} du §3.2 ci-dessus et avec la
semi-continuité inférieure de l' appÜcation u .....<p*, e (u»
.. <p*,a(u*» .
3.4. Alors en additionnant (52) et (53)
L(V:,p*) .. L(u*,p*)
mais seule l'égalité est possible car u* E Û(p*).
Mais cecï, in'r1ique que l'cn a s:'multanément les égalités
J(v) = J(u*) et <p*,e(v» = <p*,e(u*»
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car si l'on suppose par exemple l'inégalité stricte dans (52), cela
implique à cause de l'éualité dans (54) une inégalité stricte en sens
inverse dans (53) ce qui est une contradiction.
Avec (55), il est trivial de vérifier les deux inégalités du point -se::'le
pour le couple (V,p*) ce qui achève la démonstration.
3.5. Remarque: De façon analogue à (48)..(49), on peut montrer facilement en
utilisant les résultats précédents que
pour t
k défini récursivement par
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A N N E X E 2
N o t e s u r l ' u t i l i s a t i o n d u p r o g r a m m e
1 - V a r i a b l e s d e t r a n s i t e t d e c a p a c i t f f i d e t r a n s p o r t .
l X ( 2 6 0 ) : t r a n s i t s u r c h a q u e a r c d a n s F l o m a x .
I B P ( 2 6 0 ) : C a p a c i t é m a x i m a l e d e c h a q u e a r c .
l E C ( 8 2 ) : C a p a c i t é e x i s t a n t e s u r c h a q u e a r c d u r é s e a u (~~)
I X X ( 8 2
x 5 0 1 )
: T a b l e a u d e s t r a n s i t s c i r c u l a n t a L g é b r - L q u e m e r r t s u r c h a q u e a r c
p o u r t o u s l e s a l é a s .
I X 2 ( 4 8
X 5 0 1 )
: T a b l e a u d e s c a p a c - i , : d ' S ' d e s a r c s d e p r o d u c t i o n p o u r c h a q u e a l é a .
I X 3 ( 4 8
x 5 0 1 )
: T a b l e a u d e s c a p a c i t é s d e s a r c s d e d é f a i l l a n c e _ p o u r c h a q u e a l é a .
l Q X : V a l e u r a b s o l u e d u t r a n s i t s u r u n a r c p o u r 1 a l é a 1 < Ç ( w ) 1
A A ( 8 2 ) : 2 : : p~(w)lq~(w)1 p o u r c h a q u e a r c .
B X ( 8 2 X 5 0 1 t : T a b l e a u d e s z~(w) p o u r t o u s l e s a r c s t e t l e s a l é a s
A B ( 8 2 ) : ~ 1J~ (w)z~ ( w ) p o u r c h a q u e a r c .
H N ( 8 2 ) : t a b l e a u s u i v a n t à s t o c k e r y~(w) = ~ z~(w) a i n s i q u e
Y~ - ~~ p o u r t o u s l e s a r c s .
J P ( 4 8 ) : P r o d u c t i o n f i x e a u n o e u d s M I P ( 1 8 5 ) : P u i s s a n c e m a x i m a l e d e c h a q u e
c e n t r a l e .
J D ( 4 8 ) : C o n s o m m a t i o n a u x n o e u d s .
M I P T O : P r o d u c t i o n t o t a l e d i s s i p é e s u r l e r é s e a u p o u r u n e s i t u a t i o n
a l é a t o i r e .
l C S O M : C o n s o m m a t i o n t o t a l e r é e l l e d u r é s e a u .
J B K ( 4 8 ' < 5 0 1 ) : T a b l e a u s e r v a n t à c o n s e r v e r l e s c a p a c i t é s m a x i m a l e s d e s a r c s
d e p r o d u c t i o n I B P , p o u r t o u s l e s a l é a s - J B K e s t i s s u d e A L E A T .
2 . V a r i a b l e s d e C o û t ,
l C T ( 8 2 ) C o û t u n i t a i r e d ' i n v e s t i s s e m e n t p o u r t o u s l e s a r c s ( C t . ) '
r c ( 2 6 0 ) C o û t p o u r - c h a q u e a r c e t p o u r u n a l é a i n t e r v e n a n t d a n s F l o m a x .
r c c o m p r e n d l e s c o û t a d e p r o d u c t i o n c p ( 0 ) e t l e s c o û t s d e d é f a i l l a n c e
( 2 4 0 0 0 o u 2 4 0 0 ) c d '
C F : C o û t d e d é f a i l l a n c e .
A - 1 8
1
1
1
1
1
1
1
AG : Coût dual.
COT : Coût pr-LmaL,
3. Autres variables.
_ IPA (185) : Taux de panne des centrales.
INGl (182) : sommets de départ des arcs de transport.
ING2 (182) : sommets d'arrivée des arcs de transport.
INGl (165 - 349) : Sommets reliés aux groupes de production.
B(82x501) : Tableau contenant les paramètres duaux (n~(w) et p~(w)) pour
tous les arcs et tous les aléas •
V(82) : E~(w) pour tous les arcs.
ROU(82) : tableau servant à stocker le pas pour chaque arc t.
R , P , T , : variables relatives au pas pk de l'algorithme.
PI : Pas Ek de l'algorithme.
RI : Terme de série divergenté pouvant servir au calcul de E~
NAL : Nb d'aléas.
NAF : Nb d'aléas y compris l'aléa fictif = NAL + 1
NL : nb d'arcs (82).
NN : nb de noeuds (48).
NG : nb de groupes de product ion (185).
IPAS : NO de l'itération.
IPAMAX : Numéro de la dernière itération désirée.
lA, !B, Z : variables d'Aléat.
M, N, NS, NC, NG1, NG2, IBAS, NUM, m, ISOL, JCOL • Variables de FLOMAX.
MUM, NNC : Variables relatives à FlOmax. (cf. II).
II - Quelques précisions sur l'utilisation du programme.
1 - Lecture des données.
Les valeurs continues dans leT sont multipliées par 1000.
JD - JP représente la demande réelle en chaque noeud.
2 - Initialisation des tableaux
* B (82x501 ) est initialisé à 0 sur tous les arcs pour les 500 aléas
et à 1 pour tous les arcs dans la 501 e situation aléatoire, fictive.
* NGl (260) et NG2 (260) sont des tableaux entrant dans FLOMAX et relatifs
au graphe:
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- pour un arc I t de transport, NG1 (I t) représente le sommet
de départ, NG2(I
t) représente le sommet d'arrivée.
Dans FLOMAX, les transits doivent être positifs.
Chaque arc est donc dédoublé en deux arcs de sens contraire, I t et
I t + NL: hG1 (It) = NG2(It +NL) = ING1(I t)
Soit
NG2(I t) = NG1 (rt +NL) = ING2 (It)
-Pour un arc I p deproduction (165 <;;;Ip<;;;212)
qui n'est pas un arc vrai, NG1 (Ip) = I p-164 représente le sommet,
l'arrivée de cet arc qui est dit arc rentrant. NG2(I p) = 0
- Pour un arc de défaillance I d(213 <;;; Id <;;; 260) on a aussi NG2(I d) = 0
car Id n'est pas un arc vrai.
NG1 (Id) = Id - 212 si l'arc est rentrant (défaillance réelle).
NG1 (Id) = 212-Id si l'arc est sortant (défaillance négative) •
.mL. Le tableau ING1(165 - 349) contenant les numéros des sommets reliés aux
groupes de production n'apparait plus dans la suite du programme car on
compile tous les groupes sur les arcs de production rentrant sur les sommets du
graphe, et à jusqu'à satisfaction de la demande.
Le tableau IBP(260) contient les bornes supérieures des transits pour
tous les arcs. (tableau nécessaire à FLOMAX).
- pour un arc de transport ou de défaillance il n'y a pas réellement
de limitation. On prend donc un nombre très grand : 150 000.
- pour un arc de production on calcule la somme des puissances
maximales des centrales empilées sur l'arc considéré.
3. Première partie de l'itération.
Elle est constituée par la résolution des 500 problèmes de Flot (calI
FLOMAX) correspondant aux 500 situations aléatoires (Boucle 14).
1
l
1
1
1
1
"* Le coût IC est obtenu par la répartition du coût unitaire par arc,
lCT sur tous les aléas (Boucle 20).
La suite du programme, jusqu'à l'étiquette 722, initialise les variables
de FLOMAX à la première itération.
"* Boucle 17 : lA étant initialisé, chaque appel de ALEAT fournit une
valeur uniforme entre 0 et 1, Z, 7 à condition de reprendre lA = IB après
chaque appel.
Chaque situation aléatoire correspondant à une valeur de L (cad de w),
est donc constitué par 185 valeurs Z aléatoirement tirées par ALEAT.
Chaque Z ainsi obtenu est comparé au taux de panne IPA de la
centrale correspondante. Si Z est inférieur au taux de panne, la
centrale est en panne.
Chaque fois qu'un groupe est déclaré en service à l'issue de ce test,
sa puissance maximale de production, MIP, s'ajoute à IBP sur l'arc de
production correspondant. Quand, au cours de cette opération, MIPTO
atteint on dépasse ICSOM, on sort de la boucle.
Les 500 situations aléatoires étant déterminées une fois pour toutes,
on conserve pour chaque L, les 48 valeurs de IBP ainsi obtenues dans le
tableau JBK (48x500), ce qui évite de refaire 1 e tirage à chaque itération.
* Vient ensuite l'initialisation des variables de transit IX. Au départ,
les arcs de transport et de production sont initialisés à 0 (IX( 1 - 212) )
!BAS = -1 car IX est en butée inférieèlre sur les contraintes •
Pour les arcs de base (IBAS=O),IX (2134260) est initialisé au signe près à la
valeur du second membres des contraintes : 1 JD-JP 1
En effet FLOMAX Lmpce e IX positif ou nul.
On a donc : si JD-JP;;' 0 IX = JD - JP.
et NG1 (1) = 1-212 Arc de défaillance rentrant.
si 3D - JP .;; 0 IX = JP-JD
et NG1 (1) = 212 - l Arc de défaillance sortant.
NUM sert à numéroter les arcs de base. Au départ NUM(I) = 1-212 puisque ici
213 ~ l .;; 260.
* La partie suivante du programme jusqu'à l'appel de FLOMAX est constituée
par la récupération des paramètres issus de FLOMAX à l'itération
précédente : BBP, IX, NUM, IBAS, NC.
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1
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Cette récupération permet d'initialiser les variables de FLOMAX après
la première itération de manière très performante et entraine ainsi un
gain de temps appréciable.
La. partie suivant l'appel de FIDMAX est constituée bien sûr par le
stockage de ces mêmes variables à l'aide des tableaux IXX, IX2, IX3, MUM,
Deux remarques :
.: IBAS ne pouvant contenir que l es valeurs suivantes :
- 1 (Butée inférieure), 0 (base) et +1 (butée supérieure),
il n'a pas été nécessaire de conserver IBAS sous la forme d'un tableau
(260 x 500). On ajoute à chaque IX issu de FLOMAX, la quantité entière
10 000 x (1 +IBAS). Deux tests simples permettant ensuite de récupérer la
valeur exacte de IX ainsi que IBAS.
- Il est aisé de constater que les arcs dédoublés avant de passer dans
FIDMAX, n'ont jamais tous les deux un transit non nu.l , Pour des raisons de
coût minimum, le transit passe soit dans 1 sens soit dans l'autre. Ceci nous
permet de ne garder en mémoire que la différence rxx(I,L)=IX(I)-IX(I+32 )
pour chaque arc.
Le signe de !XX permet ensuite de récupérer le sens dans lequel le transit
est non nul.
4. La seconde partie de l'itération
Une fois les transits calculés pour les 500 situations aléatoires,
on aborde l'algorithme de MINMAX proprement dit.
Les équations (2) et (3) iDnt indiquées ainsi que les phases du
calcul des coûts dual (AA,AG) et primaI (BX, INV et COT).
Enfin les équations (6) et (7) constituent le deuxième niveau
au cours duquel sont remis à jour les paramètres duaux B (S2x500).
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3307
C
C
C
C
C
1
6
q
10
Il
~332
REAl*ll IC,IX,IU,lflP,JQX,IXX,rX2,IX3,INV
com",ON IFLOII1,rJ,r.1S,Nc,rJGI (SIO),rJG2(SI0),1C(510), 1X(510) ,10A5(510),
HJUfl(100) ,I9P(510), IIJ(')10),ISOl(510) ,JCOL('il0)
DI~lENSIorJ AA (~3) , AB (1\3) , ROll (83)
COMMON D'X (1)3,502), IX2(119,5()2), IX3(49,502) ,JfJK(49,502)
CO"""ON RX(1\ s, 50;»
COPMON 8(ln,S02),~11.1~1(llq,SO")
OIf·IENSIOrJ nIP(2110), IFC (200), INV(100)
Dn'f.:NSIDrJ wr;I(SOO),Ii'IG2(SOO),ICT(100),V(100)
IN1EGER BlMIC,CROIX,ETOIL
DH1ENsrnr.l PfJC(SOI)
DII'-'Er.JSION JO(IOO), IPA(200), JP(IOO)
DAlA BlANC/IH I,CROIX/1H+/,ETOIL/IH*1
lEC=105
IMP=101l
Ir.R=10nooo
11'.0.5=1
AG=O.
r 'RMAT(tX,'TILT A UITERATION',1XtI3)
l=500
"'.'Al=FLOAT(tJAL)
, =1115
=lIB
=82
r, .=Nl+l
NS=2*fJL
1,'AMAX=611
TPI=l.
PI=l.
RI=l.
P,,=S.E-li
,,*******************1\'********************
LECTURES DES DONNEES
1t*****'***********************************
hJRMATC2613'
FORII1AT(13Ib}
,.. ,R~'A TC IbIS}
• Rr4AT(201Ll)
)R~IAT(2613)
'.AD(lEC, 1) (HlGI (T), I=l,r.JL)
~AD(lEC,I)CING2(I),I=I,rJU
pF.An(U:C,n)(ICT(I),I=l,NL)
READ(lEC,lJ (PJG1(I),I=165,3119)
PEAD (LFC,9) r rr c (1),1=1 ,NU
READ(LEC, 1 0) (,lIP( 1),1=1 ,NG)
RE" 0 ( LF C , 1 t ) CI PA ( Il , r =1 , r~ G)
REAO(LFC,9) (JP(I),I:;;I,fJflj)
REAO(LEC,Q)(JD(I),I=l,mn
WRIlE<rr4P,9) (J[l (I), 1=1 ,NN)
FORMAT(IX,l'H'i)
\>IRIlF(IMP,3307) IPAS
F()l<r~AT (1 x, • PI=', r Ib.ll)
r:.rTr~L ISATT()'J [IFS TM'LrAIIX
*****************************************
Ir:l=fJS+l
IG2:;;NS+NN
IO~Ir,2+1
IT=NS+2*NN
Ffl P •
'AT(IX,r2,Flh.iI,?TQ)
18
NAF=r'AL+I
FN~F=FLOAT (NAF)
R(l,1)=O.
no 701 L=l,NAL
DO 701 I=l,NL
A(1,L)=B (1,1)
COrJltNllE
00700 t=l,rJL
AA(I)=O.
8X(!,tIAF)=FLOAT(IEC(I)
IXX CI, tIAn =FLOAT (1EC (1)
B (l,NAn =1.
co-n ruue
DO 8 I=IG1, IT
NG2(I)=O
CON1INUf
00 18 I=I,NL
NG1CI)=HIGl (1)
NG2(I)=ING2(I)
JK=I+NL
NG1 (JKJ =ING2CIJ
NG2(JK)=INGI (1)
IBP(I)=150000
1BP(JK)=1500no
CONTINUE
1CSOM=O
00 118 I=l,~m
1CSOM=1CSO~l+JO(1) -JP (1)
K=I+NS
IC(K)=O
NGI (K)=1
KK=I+1G2
IBP(KK)=150000
CON11NUE
INITIALISHlor.IO'ALEAT
DEBUT DE L'ITERATION
**********************************'************************CONTINUE
FORMAT(\X, 'Rn=' ,EI6.8)
CF=O.
DO III L=I,NAL
M=tIN
N=I1
CALCUL DES COUTS D' 1IIVESTISSf'4ENT SUR CHADIIE ARC DE TRANSPflf/T
1''1 ?fl 1=I,':L
LI=IHll
lC(I)=FLOAT (IeTC Il )*fJ (I,Ll
'105 IC(LI)=rC(I)
1 20 i~~~~~~:ll 21,21,722
,21 com rr'IIE
177
C
C
C
C
C
C
C
C
C
C
15
26
*******************Ir********************"'*******It***********"'***
INITIALISATICHI DE FLO~1AX A L'ITERATION 1
DO 177 I=l,fA
K=I+NS
IBP(K)=O
JBK (I,U=O
CON1INUE
******************.******************tt**************** * * * * * * * * * *
CALCUL DES CAPACITES MAXIMALES DES ARCS DE PRODUCTIU~I
A PARTIR
DU TIRAGE ALEATOIRE DES GROUPES EN FONCTIONNEMENT
LI:: S GR0 Il Pf. SET A~JT RANGESPA R 0 R1) RED E CI)U T CR0 t S SANT,
ON LES PROlO EN corWTI= JUSQU'A SATISFACTIml DE LA DEr·IANDE
TOTALE REELLE *****"'********************
****************************************************************
M1Pl0=0
DO 17 J=l,NG
JK=J+NS
K1=INGI (JK)
CALL ALEAT(IA, IA,Z)
1A=I6
Z=100*Z
IL=Z
IF(IL-IPA(J»17,15,15
JAK (KI,U=JAK (KI ,LJ+r·1IP (J)
IK=KIHIS
IBP(IK)=J[}i«KI,L)
11I Pl o=~! l PTO+',' IP (J)
IF (MTPT 0- t CS(l~l) 17, 117, 117
CO~l1HIUE
CON1INliE
****************************************************************
1rJITIALISATIO~J DES VARIA!1LES NECESSAIRES AU FONCTIONNF,..,EtJT DE
FLOMAX : 18AS, NU~1., le, IX,
FL O~tA X : l A~S, ~!lJIA, 1c • IX. NC, ET /j G1 POUR LE S ARCS nE OEF" t LL ANe E
TOUJOURS POlIR L'ITERATION 1
POUR PLLlS OE PRECISrOrJS :CF NOTICE
*************** •• ***********************************************
DO 26 I=1.IG2
18A5(1)=-1
IX(I)=O
CON11NUE
K=O
DO 721 I=Hl, IT
K=K+l
rC(I)=24000
111-'" (~) =T
!fIAS(!)=.1
10=1-1(;2
IltCI)=JO(TO)-JP(IO)
1F(IX(I) 1I21,1I22,1I22
IX (I)=-IX(t)
1C(I)=2400
A - 25
422
721
722
C
C
C
C
i:
C
C
C
1723
l7221
7201
(7202
7203
[72011
l888
Nr,I(T)=IG2-I
GO 10 721
NG1(I)=I-IG2
CON1IlJUE
NC=O
GO la 7274
CO~JlWLlE
RE 1N1 TI ALI SAT ION 0 E FL nr1Ax AL' IlERATI 0 N K (K su P A 2 )
A PARTIR [JE L' ITERATIOrJ K-l POUR CHAQUE ALEA
**"'***************************-t-**lt******************k*****
NC=NNC (L)
DO 1723 I= 1. ~1
NI =1 +~J S
IBPUJI)=JBK(I,U
IX (NI)=IX2(!.L)
KI=I+IG2
IX(KI)=IX3(I.L)
COrJlHJUE
00 723 I=I.NL
LI=I+NL
IF' (IXXCI.L)) 7221.7222.7222
IX(I)=IXX(I.U
IX(l!)=O.
GO 10 723
IX(U)=-IXX(I.U
IX(I)=O.
CONl INlJE
00 888 K=I. Il
IF'(IF'IX(IX(K)+I.)-IGR) 7201.7202.7202
IBAS(K)=-l
Go 10 MB
IF r rr t x (IX (K)+I.)-2*IGR) 7203.7204.7204
IBAS(K)=O
IX(K)=IX(K)-IGR
GO 10 888
IBAS(K)=1
IX(K)=P(K)-2*IGR
CONl INliE
00 47 K=1 • ~1
NUM(K)=MUM(K.L)
CO""INUE
CON1INUE
**** APPEL DE FLOMAX *****
cour [JE PRnOUCTI0tl ET nE nFFhILLMICF. PAR ALEA
DO 2'l I=tn.IT
CF'=Cr+IX(I)*IC(I)
CONTHILJE
'820
.14
e
'C
. c
è C
.Cle
'C
C
r c
l ~
l ~
**********************'**'It****************************************
STOCKAGE DES VARIABLES ISSUES OF. FLO~'AX AL' ITERATION K
pOUR L' ALEA L EN VUE OE LEUR RECUPERATION POUR LE 'I,E~1E ALEA
A L'ITERATION Ki-!
*****************************************************************
NNC(L)=f\lC
DO 2"0 1=1,1T
IF CIHASCI) 21\0,298,299
Ix(I)=IX(I) +IGR
GO 10280
Ix(I)=IX(I)+2*IGR
Corn HIUE
DO 82 1=1,NL
LI=HNL
IXX(I,Ll=Ixe!J-IX(l!)
CQN11NlIE
no 820 I =1, r~
~HJ~,(I,L)=N1m(I)
NI=1+NS
IX2(I,Ll=IXcrJI)
KI=I+Ir.2
IX3(I,Ll=1X(KI)
CON11NUE
CONTHHJE
FIN DE LA BOUCLE SUR LES ALEAS
CALCUL OU COUT DUAL(AG(AA)) ET DU COUT PRIMAL (COTCINVl 1
AG=O.
00 3399 I=1,NL
INVeI)=O.
AAO)=O.
CON1INIIE
00 331 LZ=l,NAL
Do 331 1=1 , r~L
CALCUL DES TRANSITS DES ARCS POUR TOllS LES ALEAS
T'1X=AR~ (T X\(( T .1. 71 )
TF (T ~- TX( T,')~ + 1 1 - Tr; Il) "<) 1 , '\ Q;> • AG?
IF (IF1 X(I;)X+l.l -2* IG~) 893,894,89/j
l "lX=1 r] ~ -2 * 1 GR
GO 10 1191
10X=10X-IGR
CON11NUE
E(~lJATION (2)
BX (I.LZ)=( l.-PI) *BX r r.i.z: +PI*IQX
/lA(l)=AACI)+flCI,LZ)*IrlX
INV(I)=MIAXI(rrJV(I),OX(I,LZ»
CONl IrJUE
DO 333 I=I.NL
/lA (t) =AA Cl) +t\ (I.r'An *FLOAT (IEC (1»)
AG=AG+ (AA (I) -FLOAT CIEC (n) *FLOATC ICT (I»)" I.E-3
C
C *****************************************
C
C EQUATIOtJ (3)
C
c *****************************************
"c
AB(I)=(I.-PI) *AR(I)+PI*AA(!)
C
c
i ~33
.,.338
:'335
Le
C
C
C
C
l810
19 9 /10
l
C
(~
C
(~
CONTINUE
FORMAT(IX. 'TRM:SITS')
FORf~AT (1 X. 8F14 .2)
COUT MOYEN DE: PRODUCTION ET DE DEFAILLANCE
CF=CF*I.E-3
I~R Il E CJI~P r1 91l 2) CF
FORMAT(! X. 'CF=' ,EI6./I)
AG=AG+CF
FOR ~1 AT (l X, , AG=' , E 16 • Il )
l''RI1E(IMPrl979) AG
Crn=o.
00 810 I=l.NL
V(I)=O.
INV(I)=AI,1AXl (IIIV(I)-IEC (l) ,0.)
C0T=COT+INV(I) *FlOATCICT( I» "1.E-3
INV(!)=INVCI) +IECCl)
CONTHlliE
COT=COT+CF
FOR~jAT ( 1 X, , COT =' , E 11',. Il)
iIRIlECl'lP,Q9RI) COT
WRllF(P1P.318)
WRtlF.(P~P.VI'i)(AA(O. t=I,NLl
~IRI1E(WP.335)(l/IV(!). I=l.~ILJ
CALC\IL OF: LA NORf·'E OF L~ OIRFCTIOfJ DE 1HHlTFF
1'\1'\=0.
no 8001 LZ=I.lj,\F
00 1\001 I=I.;,L
BR=BIHCFLOATCICT(I)*(I\X(I,LZ)-ARCI»))**2
8001 CON1INUE
RB=SQRT(AB),d.E-3
c
C ************'*************11****"'**********
C
.C AJUSTEr~EtJT DES PAS nE l'AlGORITH~1E
8~81
C
C
C
C
C
C
C
C
c
c
C
c
. C
~c
137
136
C
PPS"=ABS(IIG-O.2IlE+07)
RI=1./(I.+FlllAT(IPIIS) )
TpI=TPI+RI
PI=O.05*R!*TPI**2
TO=PO*O.OOI*PPS/Bt3
TO=lO*RI
RO=10*I.E+3
TO=10/B8
DO 8~81 t=I.Nl
ROll (1) =TO*FlOAT (ICT (1))
CON1HJUE
REtHSE A JOUR DES PARAMETRES DUAUX
001330 LZ=1.NAF
00 1330 1=I.NL
************************.,,****************
EQUATION (6)
B(I.lZ)=8CI.LZ)+RflU(I)*(BX(I,LZ)-AA(I))
IF(BCI,LZ)) 137,136,136
B(I,LZ)=O.
CotJlINIJE
V(I)=V(I)+B(I,LZ)
corn INIIE
00 1369 l=I.NAF
Dn 1369 1=1 • ~!L
EaUATION (7)
B(I.l)=BCI,L)/V(I)
CO~l1 Io'JIIE
WRl1F(IMP,3307) IPAS
IF(IPAS-IPAMAX)8flt ,800,800
C(FITr·,1,W
Tt' \ <;=T" ~ S + 1
WRllE(!'·lP,lIS) RI)
FIN DE l'ITERATIOII
A - 29
GO 10 60
CO~J1 INIJE
STOP
END
A - 30
SOUS-PROGRAMllE DE GENERATIOI\J
D'UNE SUITE DE IJOMBRES PSEUDO-ALEATOIRES
SUBROUTINE ALEATCIA,IB,Z)
lA: ~IJAIJn on APPELLE ALEAT POUR LA PREMIERE FOIS, lA DOIT
AVOIR 1j1lF: VALEUR ENTIERE, !llPAIRE ET INFERIEURE A 9
CHlfFRES~ DAI\JS LES APPELS SlIIVA'ITS,OI\J REINITIALISE LA
VALEUR DE rA EN LUI DONNANT U VALEUR r s GErJEREE PAR
LE PROGPAIM1E
IB:VALEUR ENGENDREE PAR LE PROGRAMME
Z:VALEUR UNIFORME SUR CO,1) ENGENDREE PAR ALEAT
2**16+3=F,5539
IA=IA*f>5539
IFCIB.GE.O) GOTO 1
I6=IB+21474113647+1
2**31=2111741l3647+1
1 Z=IB
Z=7*0.4656613E-9
2** (-31) =0.46%613E-9
RETURN
END
A - 31
1
1
1
1
(
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