The quantum Fisher information (QFI) measures the amount of information that a quantum state carries about an unknown parameter. The (entanglement-assisted) QFI of a quantum channel is defined to be the maximum QFI of the output state assuming an entangled input state over a single probe and an ancilla. Both the channel QFI and the optimal input state could be solved via a semidefinite program (SDP). In quantum metrology, people are interested in calculating the QFI of N identical copies of a quantum channel when N → ∞, which we call the asymptotic QFI. It was known that the asymptotic QFI grows either linearly or quadratically with N .
The quantum Fisher information (QFI) measures the amount of information that a quantum state carries about an unknown parameter. The (entanglement-assisted) QFI of a quantum channel is defined to be the maximum QFI of the output state assuming an entangled input state over a single probe and an ancilla. Both the channel QFI and the optimal input state could be solved via a semidefinite program (SDP). In quantum metrology, people are interested in calculating the QFI of N identical copies of a quantum channel when N → ∞, which we call the asymptotic QFI. It was known that the asymptotic QFI grows either linearly or quadratically with N .
Here we obtain a simple criterion that determines whether the scaling is linear or quadratic. In both cases, we found a quantum error correction protocol achieving the asymptotic QFI and an SDP to solve the optimal code. When the asymptotic QFI is quadratic, the Heisenberg limit, a feature once thought unique to unitary quantum channels, is recovered. When the asymptotic QFI is linear, we show it is still in general larger than N times the channel QFI, showing the non-additivity of the channel QFI of general quantum channels.
I. INTRODUCTION
Quantum metrology studies parameter estimation in a quantum system [1] [2] [3] [4] [5] . Usually, a quantum probe interacts with a physical system and the experimentalist performs measurements on the final probe state and infers the value of the unknown parameter(s) in the system from the measurement outcomes. It has wide applications in frequency spectroscopy [6] [7] [8] [9] , gravitational-wave detectors [10] [11] [12] [13] and other high-precision measurements [14] [15] [16] [17] .
The quantum Fisher information (QFI), whose operational meaning is given by the quantum Cramér-Rao bound, characterizes the amount of information a quantum state carries about an unknown parameter [18] [19] [20] [21] . To explore the fundemental limit on paremeter estimation, we usually consider the situation where the number of quantum channels N (or the probing time t) is large. The Heisenberg limit (HL), an O(N 2 ) (or O(t 2 )) scaling of the QFI, is the ultimate estimation limit allowed by quantum mechanics. It could be obtained, for example, using GHZ states in noiseless systems [9, 22] . On the other hand, the standard quantum limit (SQL), an O(N ) (or O(t)) scaling of the QFI, usually appears in noisy systems and could be achieved using product states. Much work has been done towards determining whether or not the HL is achievable for a given quantum channel [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] . Some necessary conditions were derived-for example, it was shown that the HL cannot be achieved for programmable channels [24] . Using the channel extension method, another necessary condition, which we will call the HNKS condition, was derived [23, 27] . In particular, for a special type of quantum channel where we estimate the Hamiltonian parameter under Markovian noise, HNKS becomes sufficient [30, 31] .
In general, the optimal QFI achievable in a quantum system always has a leading term equal to F HL · N 2 or F SQL · N , corresponding to either the HL or SQL scaling. We call the leading term the asymptotic QFI. As pointed out earlier, for general quantum channels, there was not a unified approach to determine whether the scaling is HL or SQL. For quantum channels where the scalings are known, it is also crucial to understand how to achieve the asymptotic QFI. For example, for unitary channels, the HL is achievable and a GHZ state in the multipartite two-level systems consisting of the lowest and highest energy states achieves the asymptotic QFI [22] . Under the effect of noise, a variety of quantum strategies were also proposed to enhance the QFI [8, 10, [36] [37] [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] , but no conlcusions for general quantum channels were drew. One natural question to ask is whether entangled probes can improve the QFI, compared to product states. When estimating the noise parameter in teleportation-covariant channels (e.g. Pauli or erasure channels) [49, 50] , it was shown that entanglement between probes are unnecessary and product states are sufficient to achieve the asymptotic QFI. However, when estimating the phase parameter in dephasing or erasure channels, the channel QFI is no longer additive. The asymptotic QFI is achievable using spin-squeezed states [8, 28, 37] . When viewing the QFI as a function of the probing time, it was also shown that the asymptotic QFI with respect to (wrt) the Hamiltonian parameter is achieved using the approximate quantum error correction techinque under general Markovian dynamics [51] .
Given a quantum channel, we aim to answer the following two important questions: does it follow the HL or the SQL, and how to achieve the asymptotic QFI? In this paper, we answer these two open problems using a quantum error correction (QEC) protocol. QEC has been a powerful tool widely used in quantum computing and quantum communitation to protect quantum information from noise [52] [53] [54] [55] . In quantum metrology, we also need to protect the quantum signal from noise [28] [29] [30] [31] [32] [33] [34] [56] [57] [58] [59] [60] [61] [62] [63] [64] . Here is a typical example where QEC was proven useful: when a qubit is subject to a σ z signal and a σ x noise, the QFI follows the SQL if no quantum control is added. However, the HL could be recovered using fast and frequent QEC [56] [57] [58] [59] [60] [61] . The result could be generalized to any system with a signal Hamiltonian and Markovian noise [30, 31] . These QEC protocols, however, all rely on fast and frequent quantum operations and have limited practical applications.
In this paper, we consider general quantum channels that are arbitrary functions of the unknown parameter, which could be (but not necessarily is) either the Hamiltonian parameter or
The ancillary system is assumed to be arbitrarily large in both cases. the noise parameter. We first prove that for any single qubit dephasing channel where both the phase and the noise parameter vary wrt an unknown parameter, the asymptotic QFI is always achievable. Second, we show that by choosing a suitable two-dimensional QEC code and a recovery channel, every quantum channel can simulate a single qubit dephasing channel. Moreover, after the optimization over both the code and the recovery channel, the QFI for the logical dephasing channel is exactly the same as the asymptotic QFI. Both the asymptotic QFI and the optimal input state could be solved via an SDP, providing a roadmap towards practical implementations of our QEC protocol. From the theoretical perspective, our results provide a well structured theory explaining the asymptotic behaviour of the QFI which might also bring inspiration for other research fields in the quantum information community.
II. MAIN RESULTS
The quantum Cramér-Rao bound is a lower bound of the estimation precision [18] [19] [20] [21] ,
where δω is the standard deviation of any unbiased estimator of ω, N expr is the number of repeated experiments and F (ρ ω ) is the QFI of the state ρ ω . The quantum Cramér-Rao bound is saturable asymptotically (N expr 1) using maximum likelihood estimators [65, 66] . Therefore, the QFI is a good measure of the amount of information a quantum state ρ ω carries about an unknown parameter. It is defined by F (ρ ω ) = Tr L 2 ρ ω , where L is a Hermitian operator called the symmetric logarithmic derivative (SLD) satisfyinġ
where˙ denotes ∂ ∂ω . We will use L A [B] to represent Hermitian operators satisfying B = 1 2 (LA + AL).
The QFI could also be equivalently defined through purification [23] :
where ρ ω ∈ S(H P ), |ψ ω ∈ S(H P ⊗ H E ), H P is the probe system which we assume to be finite-dimensional, H E is an arbitrarily large environmant and S( ) denotes the set of density operators in . We consider a quantum channel E ω (ρ) = r i=1 K i ρK † i , where r is the rank of the channel. The entanglement-assisted QFI of E ω (see Fig. 1a ) is defined by,
Here we utilize the entanglement between the probe and an arbirarily large ancillary system H A . We will omit the word "entanglement-assisted" in the definitions below for simplicity. Practically, the ancilla is a quantum system with a long coherence time, e.g. nuclear spins [60] or any QEC-protected system [31] . It also helps simplify the complicated calculation of the QFI. The convexity of QFI implies the optimal input state is always pure. Using the purification-based definition of the QFI (Eq. (3)), we have [23]
where · is the operator norm, H r is the space of r × r Hermitian matrices and K = (K 1 , . . . , K r ) T . K = (K 1 , . . . , K r ) T = uK represents all possible Kraus representations of E ω via isometric transformations u [23] . Let h = iu †u and α =K †K = (K − ihK) † (K − ihK). The minimization could be performed over arbitrary Hermitian operator h in C r×r [27] . Any purification of the optimal ρ in Eq. (5) is an optimal input state in H P ⊗ H A . The problem could be solve via a (quadratic) SDP [27, 35] (see also Appx. F). Note that the optimal input state would in general depend on the true value of ω and in practice should be chosen adaptively throughout the experiment [67, 68] .
Consider N identical copies of the quantum channel E ω [23, 27] (see Fig. 1b 
Clearly F N ≥ N F 1 using the additivity of the QFI. An upper bound of F N (E ω ) could be derived from Eq. (6) (see Appx. A),
where β = iK † (K − ihK). If there is an h such that β = 0,
and F N (E ω ) follows the SQL asymptotically. Therefore, it is only possible to achievable the HL if H / ∈ S, where
Here span H {·} represents all Hermitian operators which are linear combinations of operators in {·}. We call it the HNKS condition, an acronym for "Hamiltonian-not-in-Kraus-span". One can check that H and β are always Hermitian by taking the derivative of K † K = I. Note that different Kraus representations may lead to different H, but it does not affect the validity of H / ∈ S. For a unitary channel r = 1 and
ωUω is exactly the Hamiltonian for ω, explaining its name. The HL is achievable for unitary channels because S = span H {I} and we always have H / ∈ S for nontrivial H.
We will show in Sec. V that HNKS is also a sufficient condition to achieve the HL, giving the following theorem:
Furthermore, in Sec. V and Sec. VI, we will provide a QEC protocol which achieves the QFI upper bound (Eq. (8)) asymptotically both when H ∈ S or H / ∈ S:
There exists an input state |ψ N solvable via an SDP such that
For any η > 0, there exists an input state |ψ η,N solvable via an SDP such that
In the following, we will first prove Theorem 2 and Theorem 3 for a single qubit dephasing channel where both the phase and the noise parameter vary wrt ω. Then we will generalized the results to arbitrary quantum channels E ω using a QEC protocol. Theorem 1 will be a corollary of Theorem 2. The roadmap to achieve the asymptotic QFI is illustrated in Fig. 2 .
refers to the upper bounds here. In this section, we will show the above equalities hold for any single qubit dephasing channel
which is the composition of the conventional dephasing channel ρ → (1 − p)ρ + pσ z ρσ z (0 ≤ p < 1) and the rotion in the When H / ∈ S, the logical qubits are noiseless. We choose the GHZ state of N -logical qubits as the optimal input. (d,e) When H ∈ S, each logical qubit is subject to an effective dephasing noise. We choose the spin-squeezed state of the Nlogical qubits with suitable parameters as the optimal input. We plot the quasiprobability distribution Q(θ, ϕ) = | θ, ϕ|ψ | 2 on a sphere using coordinates (x, y, z) = (sin θ cos ϕ, sin θ sin ϕ, cos θ) [69] ,
Both p and φ are functions of an unknown parameter ω. As shown in Appx. B, the HNKS condition is equivalent to p = 0 and the QFI upper bounds of
where
HL,SQL (D ω ) and provide the optimal input states in both cases. When HNKS is satisfied (p = 0), D ω is unitary. Using the GHZ state
as the input state, we could achieve
. To calculate the optimal QFI when HNKS is violated (p > 0), we will use the following two useful formulae. For any pure state input |ψ 0 and output ρ ω = D ⊗N ω (|ψ 0 ψ 0 |), we have, for all N ,
where F p (ρ ω ) = Tr(L 2 p ρ ω ) is the QFI wrt ω when only the noise parameter p varies wrt ω, where the SLD L p satisfies
is the QFI wrt ω when only the phase parameter φ varies wrt ω. The proof of Eq. (16) is provided in Appx. C. Another useful formula is [70] ,
for arbitrary ρ as a function of ω and arbitrary Hermitian operator J where J ρ = Tr(Jρ) and
Consider an N -qubit spin-squeezed state [37, 69] :
x,y,z with (k) denote operators on the k-th qubit. Let |ψ 0 = e iφJz |ψ µ,ν . Using Eq. (16) and Eq. (17), we have for
As shown in Appx. D, as N → ∞, with suitable choices of (µ, ν), we have (up to the lowest order of N ), ∆J 2 Fig. 2e using the quasiprobability distribution Q(θ, ϕ) = | θ, ϕ|ψ µ,ν | 2 on a sphere [69] . Therefore,
has a factor of 1/(4p(1−p)) enhancement when we estimate the phase parameter (ṗ = 0). When we estimate the noise parameter (φ = 0), however, F SQL (D ω ) = F 1 (D ω ). In general, F SQL /F 1 is between 1 and 1/(4p(1 − p)).
To sum up, we proved Theorem 2 and Theorem 3 are true for dephasing channels. The ancilla is not required here. When the noise is non-zero, the QFI must follow the SQL and there exists a spin-squeezed state achieving the QFI asymptotically. In particular, the squeezing parameter should be tuned carefully such that both the J x and J y variance are small such that both the noise and the phase parameter are estimated with the optimal precision.
IV. THE QEC PROTOCOL
In this section, we introduce a QEC protocol such that every quantum channel simulates the dephasing channel introduced in Sec. III. To be specific, we find the encoding channel E enc and the recovery channel R such that
The contruction fully utilizes the advantage of the ancilla. Let dim H P = d and dim H A = 2d. We pick a QEC code
, and a recovery channel
Here A 0,1 are matrices in C d×d satisfying Tr(A † 0,1 A 0,1 ) = 1, R = (|R 1 · · · |R M ) and Q = (|Q 1 · · · |Q M ) are matrices satisfying RR † = QQ † = I. The last ancillary qubit in H A guarantees the logical channel to be dephasing, which satisfies
and F HL,SQL (D L,ω ) could then be directly calculated using Eq. (14) . Below, we will show that by optimizing F HL,SQL (D L,ω ) over both the recovery channel (R,Q) and the QEC code (A 0,1 ), the QFI upper bounds F
V. ACHIEVING THE HL UPPER BOUND
When H / ∈ S, we construct a QEC code such that the HL upper bound F (u) HL (E ω ) is achieved. For dephasing channels, the HL is achievable only if |ξ| = 1. Since any transformation R ← e iϕ R does not affect the QFI, without loss of generality (WLOG), we assume ξ = 1. It means that the QEC has to be perfect, i.e. satisfies the Knill-Laflamme condition [53] 
where U 0,i and U 1,i are also unitary. Let
for 1 ≤ i ≤ r . We could also add some additional |R i and |Q i to them to make sure they are two complete and orthonormal bases. Then one could verify that ξ = 1 anḋ
where 
subject to C 1 ≤ 2, Tr(CS) = 0, ∀C ∈ H d , S ∈ S, (30) where · 1 is the trace norm. A similar SDP problem was considered in Ref. [31] . The optimal |ξ| is equal to 2 min S∈S H − S and the optimalC could be solved via an SDP. Any A 0 , A 1 such thatC is optimal would achieve the optimal QFI. It means there exists an encoding, and therefore an optimal input state |ψ N which is the logical GHZ state, such that
, where we used the fact that for any S ∈ S there exists an h ∈ H r such that S = K † hK and vice versa. Theorem 2 is then proven. Note that, given the optimalC, we can always choose A 0 A † 0 and A 1 A † 1 with orthogonal supports and the last ancillary qubit in H A could be removed because |0 L and |1 L in this case could be distinguished using projections onto the orthogonal supports in H A [31] . Therefore a d-dimensional ancillary system is sufficient.
We have demonstrated the QEC code achieving the optimal HL for arbitrary quantum channels. The code is designed to satisfy the Knill-Laflamme condition and optimize the QFI. The logical dephasing channel is exactly the identity channel at the true value of ω and any change in ω results in a detectable phase, allowing it to be estimated at the HL.
VI. ACHIEVING THE SQL UPPER BOUND
When H ∈ S, the situation is much more complicated because when |ξ| = 1 we must also have |ξ| = 0 and no signal could be detected. Therefore we must consider the trade-off between maximizing the signal and minimizing the noise. To be exact, we want to maximize
We will show for any η > 0, there exists a near-optimal code and recovery such that
and product states are sufficient to achieve F SQL (E ω ). Detailed derivations could be found in Appx. E and we sketch the proof here. To simplify the calculation, we consider a special type of code, the perturbation code, first introduced in Ref. [51] , where
satisfying Tr(C † D) = 0 and Tr(C † C) = Tr(D † D) = 1. In this section, we defineC = C † D + D † C (differed by a factor of ε √ 1 − ε 2 from theC defined in Sec. V) and also assume C is full rank so thatC could be an arbitrary Hermitian matrix. ε is a small parameter and we will calculate F SQL (D L,ω ) up to the lowest order of ε.
To proceed, we first introduce the vectorization of matrices | = ij ij |i |j for all ∈ C d×d to simplify the nota-
satisfying
We consider the regime where both the signal and the noise are sufficiently small-both the denominator and the numerator in Eq. (32) will be O(ε 2 ). The recovery matrix T should also be close to the identity operator. We assume T = e iεG where G is Hermitian and let σ = EE † , σ = i(F E † − EF † ). Expanding T, E 0 , E 1 around ε = 0, we first optimize F SQL (D L,ω ) over all possible G, which gives (up to the lowest order of ε),
The maximization could be calculated by taking the derivative wrt G. We can show that the optimal G is
and the corresponding optimal QFI is
.
Now F SQL (D L,ω ) is a function of the code (C and D) only. We will further simplify it such that it is a function of only C and
Then we can verify that
and
At this stage, it is not obvious why the maximization of F SQL (D L,ω ) over C andC is equal to F (u) SQL (E ω ). To see that, we need to reformulate the SQL upper bound using its dual program. First we note that
where we are allowed to exchange the order of maximization and minimization thanks to Sion's minimax theorem [71, 72] . Fixing C, we consider the optimization problem min h:β=0 4Tr(C † αC). When C is full rank, we can show that it is equivalent to maxC ∈H d f (C,C), whereC is introduced as the Lagrange multiplier associated with the constraint β = 0 [73] . The procedure to find a near-optimal code such that
SQL (E ω ) − η for any η > 0 goes as follows:
(1) Find a full rank C such that Tr(C † C ) = 1 and min h:β=0 4Tr(C † αC ) > F (3) Calculate F SQL (D L,ω )| C=C ,D=D using Eqs. (33)- (35) and Eq. (37) . Find a small ε > 0 such that
The numerical algorithms for step (1) and (2) are provided in Appx. F, where the most computationally intensive part is a SDP.
To conclude, we proposed a perturbation code which could achieve the SQL upper bound with an arbitrarily small error. We take the limit where the parameter ε which distinguishes the logical zero and one states is sufficiently small. Note that if we take ε = 0, the probe state will be a product state and we can only achieve F 1 (D L,ω ). This discontinuity appears because we must first take the limit N → ∞ before taking the limit ε → 0 and the impact of a small ε becomes significant in the asymptotic limit.
VII. EXAMPLES

A. Depolarizing channels
In this section, we calculate F 1 , F SQL and F HL for depolarizing channels N ω (ρ) = N (U ω (ρ)) where N (ρ) = (1 − p)ρ + p x σ x ρσ x + p y σ y ρσ y + p z σ z ρσ z , (46) p x,y,z ≥ 0, p = p x + p y + p z < 1 and U ω (·) = e − iω 2 σz (·)e iω 2 σz . First, we notice that HNKS is satisfied if and only if p x = p z = 0 or p y = p z = 0. When HNKS is satisfied, F HL (N ω ) = 1. It is the same as the F HL when there is no noise (p = 0) because the Kraus operator (σ x or σ y ) is perpendicular to the Hamiltonian (σ z ) and could be fully corrected. It is consistent with previous results for single qubit Hamiltonian estimation that the HL is achievable if and only if the Markovian noise is rank-one and not parallel to the Hamiltonian [29, [56] [57] [58] [59] [60] [61] . As calculated in Appx. G,
where w = 4 pxpy px+py + (1−p)pz
In the equations above, when p x = p y = 0, we take pxpy px+py = 0, in which case N ω becomes the dephasing channel introduced in Sec. III where φ = ω and p is independent of ω.
We observe that
and the equality (w = 1) holds if and only if p x = p y and p z + p x = 1/2, in which case F SQL (N ω ) = F 1 (N ω ) = 0 and N ω = N becomes a mixture of a completely dephasing channel and a completely depolarizing channel [74] where ω cannot be detected. The asymptotic QFI is in general non-additive. In particular, when p 1, we have w 1 and F SQL (N ω ) F 1 (N ω ). We also illustrate the difference between F SQL (N ω ) and F 1 (N ω ) in Fig. 3 by plotting F SQL (N ω ), F 1 (N ω ) as a function of p x and p y when p z = 0.1. F SQL (N ω ) = F 1 (N ω ) = 0 at (p x , p y , p z ) = (0.4, 0.4, 0.1). The ratio F SQL (N ω )/F 1 (N ω ) increases near the boundary of p x + p y < 0.9.
B. U-covariant channels
Let U = {U i } n i=1 ⊂ C d×d be a set of unitary operators such that for some probability distribution
is a unitary 1-design [75] , satisfying
For example, when U is a unitary orthonormal basis of C d×d ,
is a unitary 1-design [76] . Given a quantum channel
|k k|, T ω is called teleportation-covariant [49, 77] . It was shown that F 1 (T ω ) = F SQL (T ω ) when T ω is teleporation-covariant using the channel simulation technique [49] . Here we prove that F 1 (T ω ) = F SQL (T ω ) for all U-covariant channels, using only the definitions of F 1 and F SQL in the minimax formulation.
Let h be a solution of min h max ρ 4Tr(ρα). As explained in Appx. F, for every ρ which is a solution of max ρ min h 4Tr(ρα), (h , ρ ) is a saddle point, i.e.
for all ρ and h, where α = α| h=h . Then |C ∈ H P ⊗ H A is an optimal input state of a single quantum channel T ω , if and only if ρ = C C † satisfies Eq. (52). According to Eq. (51), if |C is an optimal input, |U C = (U ⊗ I)|C is also an optimal input for all U ∈ U and satisfies Eq. (52). Then n i=1 p i U i ρ U † i = I d also satisfies Eq. (52), implying the maximally entangled state | I d is an optimal input for T ω . The discussion above also works for T ⊗N
VIII. CONCLUSIONS AND OUTLOOK
In this paper, we focus on the asymptotic behaviour of the QFI of a quantum channel when the number of identical channels N is infinitely large. We consolidate the HNKS condition by showing it unambiguously determines whether or not the scaling of the asymptotic QFI is quadratic or linear. In both cases, we show that the optimal input state achieving the asymptotic QFI could be solved via an SDP. To find the optimal input state, we reduce every quantum channel to a single qubit dephasing channel where both the phase and the noise parameter vary wrt the unknown parameter and then optimize the asymptotic QFI of the logical dephasing channel over the encoding and the recovery channel. The optimal input state is either the logical GHZ state (when HNKS is satisfied) or the logical spin-squeezed state (when HNKS is violated). This provides a unified framework for channel estimation while previous known results are centered on either Hamiltonian or noise estimation separately.
The metrological protocol we considered in Fig. 1b is usually called parallel strategies where N identical quantum channels act in parallel on a quantum state. Researchers also consider a more powerful protocol called sequential strategies where we allow arbitrary quantum controls between each quantum channels [28] . The QFI optimized over all possible inputs and quantum controls has a similar (but different) upper bound [78] to Eq. (8), from which we can see that Theorem 1 and Theorem 3 still hold ture for sequential strategies. The conclusions in Ref. [30, 31] and Ref. [51] could be viewed as an instance of Theorem 1 and Theorem 3 for sequential strategies where we estimate the Hamiltonian parameter under Markovian noise in an infinitely small time interval. Theorem 3, which holds for both parallel and sequential strategies also implies when HNKS is violated (for example when we estimate the proportion of two quantum channels in a mixture of them), there is no advantage of sequential strategies over parallel strategies asymptotically. Related problems were also considered in the asymmetric channel discrimination setting where it was also shown that there is no advantage of sequential strategies over parallel strategies asymptotically [79-81]. Finally, it would also be interesting to see whether our results are generalizable to scenarios where memory effect is considered [82, 83]. 
The solution is
Therefore, F N (E ω ) ≤ 4 α (N ) ≤ 4N α (1) + 4N (N − 1) β (1) 2 and the inequality holds for any Kraus representation of E ω . We can choose K = uK, then
where h = iu †u is an arbitrary Hermitian matrix, 
where ξ = (1 − 2p)e −iφ = 0| D ω (|0 1|) |1 is a complex number completely determining the channel. When p = 0, we must also haveṗ = 0. Then β =φ 2 σ z + h 11 and F (u)
We can also calculate the channel QFI
It could be achieved using |ψ 0 = |0 +|1 √ 2 .
Appendix C: A useful formula for calculating the QFI of dephasing channels
In this appendix, we prove Eq. (16) in the main text. Let |ψ = e −iφJz |ψ 0 and a subspace
z ) j k |ψ with real r ,(j1,...,j N ) . For example, one can use the Gram-schmidt procedure to find {|e } n =1 because ψ|
Then 
Note that in principle Eq. (C3) only holds true when {|ψ } is a complete basis of H ⊗N P , that is, span{|ψ } = H ⊗N P . However, here we only consider all states in the subspace Z because Π Zρω Π Z =ρ ω .
The derivative of ρ ω wrt ω iṡ
Then we have
where a = ψ | ∂ρω ∂pṗ |ψ ∈ R, b = ψ | ∂ρω ∂φφ |φ ∈ R. Therefore,
which is the same as Eq. (16) in the main text.
The output state is
It was shown in Ref. [69] that choosing ν = π 2 − 1 2 arctan b a , In this appendix, we optimize the QFI
using Eqs. (34)- (35) . We expand T and E 0 E † 1 around ε = 0
Then
where we used Tr(F † F ) = 1 and Tr(σ) = 0 because Tr(E † F ) = 0. Then 
shown as Eq. (36) in the main text, where in the second step we used the fact that any rescaling of G (G ← G/x) should not change the optimal QFI.
To find the optimal G, we first observe that Tr(σ) = Tr(σ) = 0. Therefore, WLOG, we assume Tr(Gσ) = 0 because G ← G − Tr(G) 
WLOG, assume τ ij = Tr(C † K † i K j C) = λ i δ ij , which could always be achieved by performing a unitary transformation on K. We also have λ i > 0 for all i because C is full rank and {|K i } r i=1 are linearly independent. Using an orthonormal basis
where 1 ≤ i, j ≤ r and r + 1 ≤ i , j ≤ d 2 . Then we can show Eqs. (41)- (43) in the main text. 
τ ijτ ji λ i + λ j = −2Tr(CH) + Tr(L τ [τ ]τ ).
(E20)
Therefore, we conclude that 
where we used the fact thatC ← xC does not change the result. Eq. (E22) is then proved.
where d and d are the input and output dimension of E ω , I n is a n × n identity matrix andK =K − ihK.
To find the full rank C , we first find a density matrix ρ such that 
It could be done via the following two-step algorithm [51]:
1) Find an h using the SDP (Eq. (F2)), such that α = α| h=h satisfies α = min h:β=0 α .
2) Let Π be the projection onto the subspace spanned by all eigenstates corresponding to the largest eigenvalue of α , we find an optimal density matrix ρ satisfying Π ρ Π = ρ and 
This two-step algorithm could also be used to find ρ whose purification is the optimal input state of a single quantum channel E ω achieving F 1 (E ω ):
1) Find an h using the SDP in Eq. (F2) without the requirement β = 0, such that α = α| h=h satisfies α = min h α .
2) Let Π be the projection onto the subspace spanned by all eigenstates corresponding to the largest eigenvalue of α , we find an optimal density matrix ρ satisfying Π ρ Π = ρ and Re[Tr(ρ (iK † δh)(K − ih K))] = 0, ∀δh ∈ H r .
(F6)
Note that Ref. [35] provides another SDP algorithm which could be used to solve ρ and α .
2. The validity of the algorithm to find the optimal C For completeness, we prove the validity of the above two-step algorithm. According to Sion's minimax theorem [71, 72] , for convex compact sets P ⊂ R m and Q ⊂ R n and g : P × Q → R such that g(x, y) is a continuous convex (concave) function in x (y) for every fixed y (x), then (F7)
