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As the interest in Artificial Intelligence continues to grow it is becoming more and more important
to investigate formalization and tools that allow us to exploit logic to reason about the world. In
particular, given the increasing number of multi-agents systems that could benefit from techniques of
automated reasoning, exploring new ways to define not only the world’s status but also the agents’
information is constantly growing in importance. This type of reasoning, i.e., about agents’ percep-
tion of the world and also about agents’ knowledge of her and others’ knowledge, is referred to as
epistemic reasoning.
In our work we will try to formalize this concept, expressed through epistemic logic, for dy-
namic domains. In particular we will attempt to define a new action-based language for multi-agent
epistemic planning and to implement an epistemic planner based on it. This solver should provide
a tool flexible enough to be able to reason on different domains, e.g., economy, security, justice and
politics, where reasoning about others’ beliefs could lead to winning strategies or help in changing a
group of agents’ view of the world.
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1 Introduction
The proliferation of agent-based and IoT technologies has enabled the development of novel applications
involving hundreds of agents. Considering that self-driving cars and other autonomous devices that can
control several aspects of our daily life are going to be available en mass in just a few years it will not
be long until massive systems of autonomous agents, each acting upon its own knowledge and beliefs to
achieve its own (or group) goals, become available and widely deployed.
To maximize the potentials of such autonomous systems, multi-agent planning and scheduling re-
search [1,8–10,24,28] will need to keep pace. Moreover creating a plan for multiple agents to achieve a
goal will need to take into consideration agents’ knowledge and beliefs, to account for aspects like trust,
dishonesty, deception, and incomplete knowledge. The planning problem in this new setting is referred
to as epistemic planning in the literature; that is epistemic planners are not only interested in the state of
the world but also in the knowledge or beliefs of the agents.
Nevertheless, reasoning about knowledge and beliefs is not as direct as reasoning on the “physical”
state of the world. That is because expressing, for example, belief relations between a group of agents
often implies to consider nested and group beliefs that are not easily extracted from the state description
by a human reader. For this reasons it is necessary to develop a complete and accessible action language
to model multi-agent epistemic domains [2] and to advance also in the study of epistemic solvers [4, 19,
23, 26, 34].
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In our research we are exploring the epistemic planning problem with particular focus on formalizing
an updated version of the action language proposed in [2] and on developing a multi-agent epistemic
solver flexible enough to be used in several scenarios such as: economy, security, justice and politics.
During this study we also intent to confront problems related to epistemic dynamic logic such as: i) the
complexity of the plan existence problem (as explored in [3]); and ii) the use of alternative or implicit
data structures that would help in representing epistemic states more efficiently.
2 Background
2.1 Dynamic Epistemic Logic
Logicians have always been interested in describing the state of the world through formalism that would
allow to reason on the world with logic itself. This interest has lead, among other things, to the formaliza-
tion of the well-known planning problem [29] and to the introduction of several modal logics [6, 30, 33]
used to describe different types of domains. The differences between these logics are not merely syntac-
tical but they carry implications in both expressiveness and complexity. Let us take for example, without
going into details, the boolean propostional logic and the linear temporal logic (LTL). The first one,
being one of the simplest logics, is mostly used to encode the world as a series of facts that can be true or
not and, therefore, allows to “reduce” properties of the domain to boolean formulae. The latter instead,
even if it is based on propositional logic, introduces new modal operators that allow to reason also about
time (with a little abuse of the term). The absence of these operators in the first one makes propositional
logic, adopted to represent problems such as n-queens or circuit-SAT, not expressive enough to encode
problems, e.g., timeline-based planning problem [16], that LTL can deal with. So, in general, we have
that different logics have diverse operators and therefore are suitable for different type of reasoning on
the world.
Nevertheless, even if different, both the two logics introduced above are limited in reasoning only
on the state of world, i.e., on its “physical” properties and on their changes. Dynamic Epistemic Logic
(DEL), on the other hand, is used to reason not only on the state of the world but also on information
change. As said in [33] information is something that is relative to a subject who has a certain per-
spective on the world, called an agent, and that is meaningful as a whole, not just loose bits and pieces.
This makes us call it knowledge and, to a lesser extent, belief. The idea behind DEL is, therefore, to
have a formalization that allows to reason on dynamic domains where, not only the state world is taken
into consideration, but also the knowledge/beliefs that the agents have about the world and about the
knowledge/beliefs of each other are considered.
2.1.1 Epistemic Logic
Dynamic Epistemic Logic is, clearly, connected to epistemic logic: that is the logic that allows to reason
on the knowledge/belief of agents in static domains. This logic is based on two main concepts: i) Kripke
structures, a data structure that is widely use in literature [2, 13, 33] to model its semantics; and ii) belief
formulae, a type of formula that takes into consideration epistemic operators and is used to represent the
knowledge/beliefs of the agents. As it is beyond the scope of this work to give an exhaustive introduction
on epistemic logic we will provide only the fundamental definitions and intuitions; the reader who has
interest in a more detailed description can refer to [13].
Let A G be a set of agents and let F be a set of propositional variables, called fluents. We have that
each world is described by a subset of elements of F (intuitively, those that are “true” in the world).
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Moreover in epistemic logic each agent ag ∈ A G is associated with an epistemic modal operator Bag
that intuitively represents the knowledge/belief of ag. Finally, epistemic group operators Eα and Cα are
also introduced in epistemic logic. Intuitively Eα and Cα represent the knowledge/belief of a group of
agents α and the common knowledge/belief of α respectively. To be more precise, as in [2], we have
that:
Definition 2.1. A fluent formula is a propositional formula built using the propositional variables in F
and the traditional propositional operators ∧,∨,⇒,¬. We will use ⊤ and ⊥ to indicate True and False,
respectively. A fluent atom is a formula composed by just an element f ∈ F , instead a fluent literal is
either a fluent atom f ∈F or its negation ¬f. During this work we will refer to fluent literals simply as
fluents.
Definition 2.2. A belief formula is defined as follow:
• A fluent formula is a belief formula;
• let ϕ be belief formula and ag ∈A G , then Bagϕ is a belief formula;
• let ϕ1,ϕ2 and ϕ3 be belief formulae, then ¬ϕ3 and ϕ1 opϕ2 are belief formulae, where op ∈
{∧,∨,⇒};
• all the formulae of the form Eαϕ or Cαϕ are belief formulae, where ϕ is itself a belief formula
and /0 6= α ⊆A G .
From now on we will denote with LC
A G
the language of the belief formulae over the sets F and A G
and with LA G as the language over beliefs formulae that does not allow the use of C.
Example 2.1. Let us consider the formula Bag1Bag2ϕ . This formula expresses that the agent ag1 believes
that the agent ag2 believes that ϕ is true, instead, Bag1¬ϕ expresses that the agent ag1 believes that ϕ is
false.
As mentioned above the classical way of providing a semantics for the language of epistemic logic
is in terms of pointed Kripke structure [22]. More formally:
Definition 2.3. A Kripke structure is a tuple 〈S,pi,B1,. . . ,Bn〉, such that:
• S is a set of worlds;
• pi : S 7→ 2F is a function that associates an interpretation of F to each element of S;
• for 1≤ i≤ n, Bi ⊆ S×S is a binary relation over S.
Definition 2.4. A pointed Kripke structure is a pair (M,s) where M is a Kripke structure as defined
above, and s ∈ S, where s represents the real world.
Following the notation of [2], we will indicate with M[S],M[pi], and M[i] the components S,pi , and
Bi of M, respectively. Intuitively M[S] captures all the worlds that the agents believe to be possible and
M[i] encodes the beliefs of each agent. More formally the semantics on pointed Kripke structure is as
follows:
Definition 2.5. Given the belief formulae ϕ ,ϕ1,ϕ2, an agent agi, a group of agents α , a pointed Kripke
structure (M = 〈S,pi,B1, ...,Bn〉, s):
(i) (M,s) |= ϕ if ϕ is a fluent formula and pi(s) |= ϕ ;
(ii) (M,s) |= Bagiϕ if for each t such that (s,t) ∈Bi it holds that (M,t) |= ϕ ;
(iii) (M,s) |= Eαϕ if (M,s) |= Bagiϕ for all agi ∈ α ;
(iv) (M,s) |= Cαϕ if (M,s) |= E
k
αϕ for every k ≥ 0, where E
0
α ϕ = ϕ and E
k+1
α ϕ = Eα(E
k
αϕ);
(v) the semantics of the traditional propositional operators is as usual.
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2.1.2 Knowledge or Belief
As pointed out in the previous paragraph the modal operator Bag represents the worlds’ relation in a
Kripke structure and, as expected, different relations’ properties imply different meaning for Bag. In
particular in this work we are interested in representing the knowledge or the beliefs of the agents. The
problem of formalizing these two concepts has been studied in depth bringing to an accepted formal-
ization for both knowledge and beliefs. In fact we have that when a relation1 respects all the axioms
presented in Table 1 is called an S5 relation and it encodes the concept of knowledge while when it
encodes all the axioms but T it characterizes the concept of belief. Following these characterization we
will refer to knowledge and belief as S5 and KD45 logic respectively.
Property of B Axiom
Biϕ ⇒ ϕ T
Biϕ ⇒BiBiϕ 4
¬Biϕ ⇒Bi¬Biϕ 5
¬Bi⊥ D
(Biϕ ∧Bi(ϕ ⇒ ψ))⇒Biψ K
Table 1: Knowledge and beliefs axioms. [13].
Intuitively the difference between the two logics is that an agent cannot know something that is not
true in S5 but she can believe it in KD45. As this introduction is not supposed to explore in depth this
topic we will not go into further detail and we address the interested reader to [13].
2.1.3 Complexity Overview
Finally, as last note on DEL we will present two short, but informative, tables that summarize the com-
plexity results in the epistemic logic and in the epistemic planning fields (Table 2a and Table 2b respec-
tively). The information presented in these tables serve to provide the reader with a general idea on “how
hard” the problem of reasoning on information change is.
SAT Complexity Epistemic logic
NP-complete S51, KD451
PSPACE-complete
S5n, KD45n
with n≥ 2
EXPTIME-complete
S5Cn , KD45
C
n
with n≥ 2
(a) Complexity of the satisfiability problem w.r.t.
knowledge and beliefs logics [13].
Action type
Plan Existence
Complexity
Non factual with propositional
preconditions
EXPSPACE
Factual with propositional
preconditions
NON-ELEMENTARY
Factual with epistemic
preconditions
UNDECIDABLE
(b) Complexity of the plan existence problem [3].
Table 2: Complexity results in dynamic epistemic logic.
1In our case the relation between the world in a Kripke structure.
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2.2 Multi-Agent Epistemic Planning
Epistemic planning [4] refers to the generation of plans for multiple agents to achieve goals which can
refer to the state of the world, the beliefs of agents, and/or the knowledge of agents. It has recently
attracted the attention of researchers from various communities such as planning, dynamic epistemic
logic, and knowledge representation.
With the introduction of the classical planning problem, in the early days of artificial intelligence,
several action languages (e.g., A , B, and C ) have been developed [14] and have also provided the
foundations for several successful approaches to automated planning. However, the main focus of these
research efforts has been about reasoning within single agent domains. In single agent domains reasoning
about information change mainly involves reasoning about what the agent knows about the world and
how she can manipulate it to reach particular states. In multi-agent domains, on the other hand, an
agent’s action may change the world, other agents’ knowledge about it and their knowledge about other
agents’ knowledge about the world. Similarly, goals of an agent in a multi-agent domain may involve
manipulating the knowledge of other agents—in particular, this may concern not just their knowledge
about the world, but also their knowledge about other agents’ knowledge about the world.
As said before, epistemic planning is not only interested in the state of the world but also in the
beliefs and the knowledge of the agents. Although there is a large body of research on multi-agent
planning [1, 8, 9, 17, 18], very few efforts address the above mentioned aspects of multi-agent domains,
which pose a number of new research challenges in representing and reasoning about actions and change.
Due to its complexity, the majority of search based epistemic planners (e.g., [7, 11, 19–21, 26, 34])
impose certain restrictions, such as the finiteness of the levels of nested beliefs. Such restrictions permit,
for instance, in [19, 26, 34] to solve the problem by translating it into classical planning.
On the other hand, to the best of our knowledge, only few systems [23,25] can reason about epistemic
knowledge in multi-agent domains without these limitations. In particular [23] and the language mA ∗,
that is the language that [23] implements, are the starting points of this research work. As we will explain
in the following sections the main objectives of this thesis are: i) to formalize a complete and flexible
epistemic action-based language; ii) to study alternative representations for epistemic models; iii) to
implement a competitive planner to reason on information change; and iv) to explore the concept of
heuristics in epistemic planning. Given the amount of information to properly introduce mA ∗ and the
concept of event update semantics we redirect the reader who is not familiar with these two topics to [2]
for a clear and complete explanation.
3 Goals of the research
As already pointed in the previous sections our work tries to explore in depth the multi-agent epistemic
planning problem. In particular this research aims to tackle the problem from several points of view, with
the ultimate goal to provide a design (and an implementation) of an efficient epistemic planner that can
reason on the full extent of S5Cn and KD45
C
n with n≥ 1.
To reach this main objective we are investigating multi-agent epistemic planning from different lev-
els. Following the the major sub-goals of our work will be presented.
• To formalize an action-based language that would be used to express epistemic domains. This new
language will use [2] as base. Our design of a language will be mainly interested in dealing with:
i) “false beliefs”, i.e., the situation when an agent has false beliefs about the world and tries to modify
the world itself. Solutions to this problem may be found in literature, e.g. [23], but are somewhat
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unsatisfactory. ii) We will also be interested in providing a formalization for the concepts of trust, lies
and deception. iii) Finally, we would also like to increase the expressiveness of mA ∗, e.g., by adding
the possibility to perform announcements of belief formulae.
• To study alternative data structures for epistemic states. This can be done on two different levels:
– Introducing completely new data structures exploiting, for example, concepts from the widely stud-
ied knowledge representation [5] and graph theory [27] literature.
– Another interesting approach, following what is done in the model checking community, is to repre-
sent the states through symbolic data structures. This will also imply the introduction of a transition
function that can deal with symbolic state representation.
• As last, and maybe most substantial, contribution of the thesis we would like to design and implement a
flexible and complete epistemic solver. Whilst the formalization of the language and the introduction
of new data structures will surely help in reducing the search time, the inherent complexity of DEL
will always be a strong limitation for epistemic planners. That is why our work will be focused on
designing a solver that makes a strong use of heuristics. In fact, as shown in [23], reasoning on the
full extent of KD45Cn at the moment is only possible when the length of the problems is really short
(w.r.t. to the classical planning ones). That is why we believe that to provide a significant upgrade
in performance it is necessary to introduce heuristics in this setting. As final note on the planner it is
important to clarify that our solver could also be useful when exploited without heuristics. For example
it could be used to reason on small domain where the information about the world is so intricate that
would impossible for humans to reason about it. Providing examples of the various scenarios where
the planner could be used, even with different configurations, will also be taken into consideration
during our research.
4 Status of the research
In this section we quickly present the work done on the goals introduced previously. Given the early
stage of the research the results are often not completely demonstrated or fully tested; nevertheless we
are positive to accomplish that in the next future. We will now provide, without tedious technical details,
the status of the research of each one of the three sub-goals presented in Section 3; the reader who is
interested in a more complete introduction to these is mainly addressed to [12, 23].
• Language formalization: we are currently investigating different lines of work that consider the
description of a new epistemic action-based language from diverse points of view. First of all let us
stress once again that this new language will be strongly based on mA ∗ [2].
– In respect to the “false belief” problem we sketched a solution that involves to apply some small
changes to the transition function of mA ∗. Intuitively we think that by allowing epistemic actions
(i.e., sensing and announcement) to modify not only the edges of the state but also its nodes could
provide a clean solution to this problem.
– On the other hand we introduced in mA ∗ the concept of trust as a globally visible relation between
agents. From this concept we formalized, thanks to the introduction of two new events in the
announcement transition function, the (un)trustworthy announcement that takes into consideration
the trust that the listener has w.r.t. the announcer.
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– Starting from the concept of (un)trustworthy announcements we were also able to expand2 the lan-
guage from being able to characterize only fluent formulae announcement to being able to announce
belief formulae as well.
• Alternative data structures: as already said Kripke structure is the classical way to provide semantics
for epistemic logic but this does not mean that is the only one. In particular in [12] we introduced an
extension of mA ∗, called mA ρ , that bases the state representation on possibilities, a data structure
introduced in [15] and derived from non-well-founded sets theory. As shown in the paper, using
these structures allows to have a more accurate concept of epistemic state equality. Moreover, being
possibilities based on sets, we think that some aspects of epistemic planning, e.g., the group operators,
could be reduced to set operations providing a cleaner semantics and a faster implementation.
• Epistemic Solver: as main objective of our research we hope to provide a multi-agent epistemic
planner flexible enough to be used in real world scenarios. As starting point we took the solver
presented in [23] and we reformatted it. At this point of our study we have a modular C++ solver that:
– encodes the language mA ∗ and is as powerful as the ones presented in [23];
– exploits the dynamic programming paradigm to encode more efficiently the search-space;
– has a more clean transition function that prunes, when necessary, useless nodes of the Kripke struc-
ture to reduce the memory overhead;
– allows parametric state representation. Thanks to this it is now only necessary to describe a new
state representation, e.g., possibilities, in the programming language and the solver will be able to
reason on it. This feature will permit to have a planner with several options that could be used
differently depending on the domain.
• Heuristics: with [23] we started to explore the concept of heuristics in epistemic planning. At this
point of the our study we did not implement new heuristics yet but we are constantly exploring new
options. Few informal ideas that we have had are:
– to provide a normal form for belief formulae to introduce mutex in the Epistemic Planning-Graph;
– to solve epistemic problems as an instance of classical planning (with limited nested knowledge) to
score the e-states;
– to use techniques of local search where, as parameters to optimize, we take into consideration the
knowledge or the ignorance of a group of agents;
– and finally, to exploit more classical approaches, e.g., the Monte Carlo strategy, to try to reduce the
search-space.
In this brief section we defined what we think are the main aspects of our research. Nevertheless
there are other directions that our work can follows as epistemic planning is a relatively new field of
study and needs to be explored from several points of view. In the following a short and summarizing
list of alternative research directions is given.
• In [31] the computation of the initial state in S5 is addressed but it is still an open question how to
allow the same type of construction in KD45. We formalized a possible solution for this problem but
is yet to be verified thoroughly.
• Due to their high computational power, ASP solvers could be exploited to solve the epistemic planning
problem or at least some of its components (as in [32]).
2Correctness still to be proven.
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• On the same line of the previous point there is the possibility to exploit well known techniques from
the model checking field to deal with the common knowledge entailment. This operator is, in fact,
strongly connected to the notion of fixed point.
• Finally, an important feature of classical planning problems that has not be formalized yet for the epis-
temic ones are static laws. Static laws could play a really important role from both the expressiveness
and flexibility points of view.
5 Open issues
Multi-agent planning and DEL are widely studied areas but their combination is relatively new and less
explored. In addition to that multi-agent epistemic planning, given its heavy formalism and inherent
complexity, it is not a really “accessible” field of study and therefore not easy to be tackled. In the
following we list the main problems that we are facing in working on this project.
• First of all a small non-technical issue: we noticed a substantial lack of real-world examples where
epistemic planning can be adopted and that could help in responding to the question “why using epis-
temic planners when the classical ones are extremely faster?” We, ourselves, are trying to provide
real-world scenarios that could exploit multi-agent epistemic planning but we recognize that experts
from other fields, e.g., law or economics, could be very helpful in formalizing more attractive exam-
ples.
• Another problem is the one relative to heuristics. As we are not dealing only with world’s properties
we should include in our heuristics also the concepts of belief (or knowledge). The main problem that
we are facing when considering heuristics is that is not always knowledge what an epistemic planner
seeks but, potentially, different combinations of ignorance and knowledge for each agent.
• From the action-language point of view the problems reside in the complexity of its formalism. While
understanding every single detail of an epistemic planning language can be really challenging, im-
plementing or changing it is even harder. This is reflected into a general difficulty of the topic that
often discourage new researchers in investigating this field. A cleaner formalization of the epistemic
planning problem could help the community to grow.
• One last problem is the subjectivity of some epistemic-related concepts. For example what is a lie? Or,
again, when is an agent being deceptive? Formalizing these concepts requires rules that may change
from person to person or from situation to situation.
6 Conclusions
In this paper we presented the main concepts regarding our ideas on how to develop a solver for multi-
agent epistemic planning problems. We identified three major sub-goals that, in our opinion, are the
ones that are the most significant for the epistemic planning community and we provided some research
directions that we intent to follow in the next future. Moreover, we identified the major issues we are
encountering while developing our ideas that could be used as starting points for related works that could
bring benefits to the entire community.
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