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Abstract—The emerging network paradigm of Software De-
fined Networking (SDN) has been increasingly adopted to im-
prove the Quality of Experiences (QoE) across multiple HTTP
adaptive streaming (HAS) instances. However, there is currently
a gap between research and reality in this field. QoE models,
which offer user-level context to network management processes,
are often tested in a simulation environment. Such environments
do not consider the effects that network protocols, client pro-
grams, and other real world factors may have on the outcomes.
Ultimately, this can lead to models not functioning as expected
in real networks. On the other hand, setting up an experiment
that reflects reality is a time consuming process requiring expert
knowledge. This paper shares designs and guidelines of an SDN
experimentation framework (SDQ), which offers rapid evaluation
of QoE models using real network infrastructures.
Index Terms—Software Defined Networking; Quality of Expe-
rience; Experimentation; Adaptive Streaming
I. INTRODUCTION
High quality video streaming accounts for a large portion
of today’s Internet traffic [3], with HTTP adaptive streaming
(HAS) established as the predominant method of streaming
content across networks to heterogeneous devices. On its
own, HAS offers improvements in Quality of Experience
(QoE), as the video delivered is adaptive to the prevailing
network conditions [6]. However, when other devices share
the same network, fluctuations can occur [7]. Software Defined
Networking (SDN) has opened up a wealth of opportunities
for improving QoE [12], [6]. This is achieved through a
greater level of control and awareness of the behaviour of the
underlying network. However, one of the current issues within
the QoE community relates to the popularity of simulation
environments, particularly for the evaluation of QoE models
[15] [13]. Simulations can overlook the effects of network
protocols, client programs, or other real world factors and
ultimately can lead to models not behaving as anticipated in
real networks [5]. On the other hand, setting up an experiment
environment that reflects real network configurations is a time
consuming process requiring expert knowledge.
In this paper we go beyond the use of SDN to simply
improve QoE, but consider how SDN can in fact support the
rapid experimentation and testing of QoE models within a
real network environment, thus addressing the aforementioned
issue. We consider OpenFlow as a means to supporting inno-
vation in QoE research in much the same way that it was
originally conceived as a mechanism to enable researchers
to innovate within networks. This paper highlights some of
the challenges of integrating QoE models using hardware
SDN equipment and shares experiences in realising a SDN
experimentation testbed. We also demonstrate the benefit of
SDQ using an existing QoE model [13].
II. BACKGROUND AND RELATED WORK
HTTP Adaptive Streaming (HAS) is widely adopted for
video distribution. Using MPEG-DASH as an example, media
content is encoded into representations, each of which is a
version of the content prepared in segments using different
encoding specifications. The adaptation logic (between repre-
sentations) is often determined at the player, with decisions
based upon criteria such as estimated throughput [9] and
buffer occupancy [8]. There has been significant effort placed
in improving the QoE of adaptive video streaming. Most of
this work in this area including [7], [8], [10] focuses on
optimising the network efficiency or the QoE on individual
media streams. Without coordination between HAS clients,
TCP-based resource allocation can lead to unfairness at the
user level [13] and severe fluctuations in multi-stream environ-
ments [10]. With the increasing number of HAS streams, it is
essential to orchestrate network resource consumption through
1) a better understanding of the user-level requirements of user
applications, and 2) a transparent network resource allocation
service in content networks.
Software Defined Networking [16], through the decoupling
of the control plane from the packet forwarding plane, allows
network services such as load balancing and context aware
resource allocation to be realised and automated as part of the
service delivery chain [12]. This has led to a significant body
of research investigating the use of SDN for QoE assessment
and improvement including [11], [4]. We first demonstrated
the feasibility of a SDN-assisted video quality management
framework in [6]. Through fairness modelling using video
quality, switching impact and cost efficiency as the impact
metrics [14], a scalable resource allocation model UFair was
introduced. This is designed to improve delivered video quality
and user-level fairness between HAS media streams [13].
QoE models are often proven using programmatic simu-
lation for their ease and rapid nature. Simulations overlook
some networking and client aspects, which result in models
not working as expected in real networking environments [5].
In contrast, to test a QoE model in a real-world environment
requires multiple switches and even more clients, all of which
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Fig. 4. UFair across households
required functionality, we conducted two representative ex-
periments: one where the QoE model was used for network
resource allocation and the other with no QoE model applied.
SDQ was used to capture experiment data, monitor traffic, and
enforce traffic limits per flow and per household.
C. Results
This section compares the results of the two experiments
(one with QoE model active and the other without) ran with
the assistance of the SDQ framework. Figures 3 and 4 depict
the allocation of network resources on the aggregation link
between all households. Without a global network view, TCP-
based resource allocation causes fluctuations in the network
(Figure 3), which ultimately deteriorates the user experience
through an increased switching of streams.
Through this experimentation, SDQ has shown to be an
effective framework to support QoE experiments relating to
adaptive video content. The whole toolset, including stream-
lining the orchestration of the QoE model, virtualisation
infrastructure, and physical OpenFlow equipment, allows re-
searchers to focus on human factor modelling and helps to
verify the feasibility of any QoE model.
VI. CONCLUSIONS
Often, researchers use simulations to test QoE models
due to the ease, agility and low cost that they offer when
compared to real world testing. However, simulations often
fail to recognise some of the additional effects that are present
in actual networks and the technologies that use them. This
leads to models behaving differently in reality, lessening the
contribution of experimental findings. This paper introduces
SDQ, a framework that uses SDN to facilitate rapid exper-
imentation of QoE models in such a realistic environment.
SDQ aids QoE researchers by reducing the barrier to entry for
SDN-assisted QoE experiments. An example use case, using
the UFair model, demonstrates how a QoE model previously
tested solely in simulation can be evaluated in the real world.
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