In the Training step, including (K-1) parts patients, the tuning parameters (g, R) were selected empirically by choosing the values that gave the highest power to predict sensitive patients on a set of possible (g, R) combinations. In practice, we recommend the following approach based on 10-fold cross-validation to select the best combination from a set of M possible combinations (using Training step (K-1) patients only):
Part 1: Split the data to T parts with the same sample size randomly, here T=10 is recommended. Remove the t-th part patients and carry out step 1 of the three-step procedure (described in Materials and Methods) on the remaining patients. Then, using step 2 of the three-step procedure, determine if the t-th part patients is classified as sensitive according to different possible tuning parameter combinations. Empirically, we try top g from 1 to 200 significant genes (with significant radiotherapy-expression interactions), and set R that ranges from 0.005 to 0.5 by 0.005. Then, a total M=20000 possible tuning parameter combinations would be tried.
Part 2: Repeat part 1 only from t=1 to 10, let each study patient to be predicted exactly one time under a tuning parameter combinations. Try all M=20000 possible tuning parameter combinations and form M subsets of sensitive patients, each corresponding to a set of tuning parameters.
Part 3: For each of the M subsets, compare survival among the predicted sensitive patients who received the radiotherapy and the predicted sensitive patients who did not received the radiotherapy. Select the tuning parameter combination that provides the smallest P value in Logrank test. This tuning parameter combination would be used to filter the sensitive patients on validation patients at Step 2: Prediction step.
This approach preserves the validity of predicting radiosensitive patients in k-th subset, as only the data from the (K-1) parts is used to determine the tuning parameters. This procedure is a nested inner loop of K-fold crossvalidation applied only in Training step (K-1) patients. In this procedure, T=10 is recommended, 10-fold cross validation usually have small and stable bias and error [1] . One may try leaving-one-out cross-validation (LOOCV) to get a stable result. However, LOOCV can be very time consuming to implement.
In addition, for different (K-1) patients in Training step, the tuning parameters (g, R) might be different. Theoretically, the reselection of the tuning parameters (g, R) or significant genes for different loops of the crossvalidation is essential to the validity of the approach [2] . However, it does not mean that the classifications and selection are unstable or that the classifier will not predict accurately for independent data. Good genomic signatures are generally not unique. [3, 4] . As described by Freidlin [4] , to save computational time, the first cross-validation subset could be used to select the turning parameter (g, R).
