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Transition metal dichalcogenides have been the primary materials of interest in the field of valleytronics for
their potential in information storage, yet the limiting factor has been achieving long valley decoherence times.
We explore the dynamics of four monolayer TMDCs (MoS2, MoSe2, WS2, WSe2) using ab initio calculations
to describe electron-electron and electron-phonon interactions. By comparing calculations which both omit and
include relativistic effects, we isolate the impact of spin-resolved spin-orbit coupling on transport properties. In
our work, we find that spin-orbit coupling increases carrier lifetimes at the valence band edge by an order of
magnitude due to spin-valley locking, with a proportional increase in the hole mobility at room temperature.
At temperatures of 50 K, we find intervalley scattering times on the order of 100 ps, with a maximum value
∼140 ps in WSe2. Finally, we calculate excited-carrier generation profiles which indicate that direct transitions
dominate across optical energies, even for WSe2 which has an indirect band gap. Our results highlight the
intriguing interplay between spin and valley degrees of freedom critical for valleytronic applications. Further,
our work points towards interesting quantum properties on-demand in transition metal dichalcogenides that
could be leveraged via driving spin, valley and phonon degrees of freedom.
Keywords: valleytronics, carrier dynamics, transition metal dichalcogenides, spin-valley locking
Transition metal dichalcogenides (TMDCs) represent a
class of semiconducting 2D materials of significant scientific
potential.1 Specifically, TMDCs are a key player in the fields
of spintronics2–4 and valleytronics5,6 which seek to use degrees
of freedom beyond charge to accelerate electronic computing
and information processing. These materials offer quantum
properties on-demand7,8 with interesting possibilities to create
topological states and non-equilibrium matter through driven
phonon states.9,10 Monolayer TMDCs are furnished with in-
equivalent valleys at the K and K ′ points of the Brillouin
zone,11 due to the absence an in-plane inversion center. As
a result, carriers in the K and K ′ valleys acquire an addi-
tional quantum number known as their valley index or valley
pseudospin. Heavy transition metal atoms in these materials
introduce strong spin-orbit coupling, with large spin-splitting
of opposite signs at theK andK ′ valleys near the band edges,
leading to spin-valley coupling.11–14 Consequently, scattering
of charge carriers between valleys necessitates a simultaneous
spin flip in addition to a large momentum transfer (K ↔ K ′),
and is therefore expected to be a slow process.15,16
In the current state-of-the-art in valley physics, specific val-
leys can be targeted and selectively populated via polarized
light17,18 and magnetic fields.19–21 These methods for breaking
valley degeneracy have now been well-explored, and a central
limit in valleytronics remains the valley polarization lifetime
which directly determines the retention time of information
represented by the valley state.22
Quantifying valley polarization times in monolayer TMDCs
has been led by experimental investigation,12,15,23–26 while the-
oretical work has come along only recently.27 Difficulties in
quantifying valley polarization times are clear from the wide
range (from picoseconds to nanoseconds) of reported lifetimes.
Outside of general experimental difficulties in 2D materials,
one reason for such a discrepancy is the role of multi-particle
excitations including excitons and trions. Excitons have large
binding energies due to ineffective dielectric screening in 2D
materials, which complicates valley population mechanisms
based on optical excitation. The difference between exciton
valley dynamics and free electron or hole valley dynamics is
significant. While exciton valley lifetimes are expected to be
short, individual electron and hole lifetimes are expected to be
considerably longer, and therefore represent the best candidates
for effective information storage.13
The potential for valleytronic applications is particularly
enhanced by strong spin-orbit coupling at the band edges of
heavy-metal monolayer TMDCs includingMoS2, MoSe2, WS2
and WSe2. The valence band splitting is primarily due to dxy
and dx2−y2 orbitals of the transition metal, with splits ranging
up to 0.5 eV for the heavier tungsten monolayers.28–31 The con-
duction band split is significantly smaller, as this band is mostly
composed of d orbitals with magnetic quantum numberm = 0.
This small conduction band split means that the inequivalentK
and K ′ valleys are susceptible to intervalley scattering.27 The
larger splitting of the valence band therefore makes this edge
much more attractive for valleytronic applications. The exact
role of spin-orbit coupling in carrier lifetimes and mobilities
is, however, not yet known unambiguously.
In this manuscript, we investigate valley physics and trans-
port properties of TMDCs using an ab initio framework, fully
including the impact of electron-electron and electron-phonon
interactions, and self-consistent spin-orbit coupling. We com-
pare these results to spin degenerate, non-relativistic calcula-
tions, enabling us to quantify the crucial impact of spin-orbit
coupling in increasing the valence band lifetimes near the K
and K ′ points and the corresponding hole mobilities. In par-
ticular, we show that the large spin-orbit coupling precludes
intervalley scattering near the valence band edge, increasing
carrier lifetimes and mobilities by an order of magnitude. We
also predict energy distributions of carriers excited upon op-
tical absorption, and find that they are dominated by direct
transitions rather than indirect phonon-assisted transitions for
all relevant photon energies.
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Figure 1. Monolayer TMDC structure and electronic band structure.
(a,b) TMDC crystal structure and (c) corresponding Brillouin zone. The
K andK′ points are energetically degenerate but inequivalent due to
a lack of an inversion center. (d–g) Calculated electronic band struc-
ture and density of states for each monolayer, with band gaps anno-
tated. Three of the four monolayers are predicted to be direct band gap
semiconductors, except for WSe2 which is predicted to have an indi-
rect band gap with the conduction edge at theQ point, consistent with
experiment.32,33
We start with first-principles electronic structure calcula-
tions of the four TMDC monolayers considered here, sulfides
and selenides of tungsten and molybdenum, all of which adopt
the hexagonal crystal structure illustrated in Fig. 1. Correspond-
ing electronic band structures and densities of states are shown
in Fig. 1d–g. We find that WSe2 is predicted to have an indi-
rect gap, with its conduction band edge at the Q point rather
than the K point (see Fig. 1c), consistent with experimental
findings,32,33 while the remaining three materials have a direct
gap at theK point. All materials are mechanically stable as in-
dicated by no imaginary frequencies in the calculated phonon
band structures (see SI).
Next,we use first-principles calculations of electron-electron
and electron-phonon scattering rates to predict the net carrier
lifetimes, shown as a function of carrier energy in Fig. 2. The
relative contributions of the two scattering mechanisms to the
total scattering rate, τ−1kn = (τ e-ekn)−1 + (τ
e-ph
kn )
−1, are shown
using the color scale. Electron-phonon scattering (red) dom-
inates the net scattering near the band edges, while electron-
electron scattering picks up further from the band edges due
to a quadratically increasing phase space for scattering. The
Figure 2. Total scattering lifetimes for hot carriers near the Fermi level
(T = 298 K). Calculations are performed with (right) and without (left)
spin-orbit coupling. The color bar indicates the relative contributions
to scattering from from electron-phonon (red) and electron-electron
(blue) interactions. Lifetimes are enhanced by over an order of magni-
tude at the valence band edge when spin-orbit effects are considered
for each monolayer, due to spin-valley locking.
scattering times near the band edges are the longest, because
the phase space for electron-phonon scattering is proportional
to the density of states near the carrier energy, which vanishes
at the band edges.
Spin-Valley Locking Captured from First Principles.
Overall, in Fig. 2, the predicted scattering times with and with-
out spin-orbit coupling are qualitatively similar throughout,
and quantitatively similar far from the band edges. However,
especially near the valence band edge, spin-orbit coupling dra-
matically alters the electron-phonon scattering rate, increasing
the net hole lifetime by about an order of magnitude in all four
monolayers. At room temperature (298 K), maximum hole life-
times in MoS2 and MoSe2 are ∼2 ps, while they exceed 4 ps
in the tungsten TMDCs.
To understand the reason for lifetime enhancement due
to spin-orbit coupling, Fig. 3 shows the calculated electron-
phonon matrix elements (squared and summed over all phonon
modes) connecting a state at the valence band edge at the K
point of the Brillouin zone (BZ) with the highest valence band
states at all other points of the BZ. Note that without spin-orbit
coupling, the results are six-fold symmetric and there is strong
electron-phonon coupling between theK andK ′ points, which
3Figure 3. Electron-phonon coupling for valence-band-edge carriers.
Electron-phonon matrix element squared and summed over phonon
modes, between the valence-band edge state at the K point and the
highest valence band state for each wave-vector k in the Brillouin zone
(BZ), both with and without spin-orbit coupling for each of the four
monolayer TMDCs. Without spin-orbit coupling, the matrix element is
mostly non-zero throughout the BZ, while with spin-orbit coupling, half
the BZ goes dark with essentially zero electron-phonon coupling to
the highest occupied band. This is because these transitions would
involve final electronic states with opposite spin. The strong spin-orbit
splitting causes these states to be inaccessible via electron-phonon in-
teractions. This results in spin-valley locking and much higher carrier
lifetimes.
are inequivalent due to the absence of inversion symmetry. In
this case, there are two degenerate spin states at each of theK
and K ′ valleys, and phonons strongly couple the states with
the same spin. Since these are at the same energy, these states
are accessible for electron-phonon scattering and result in in-
tervalley scattering that limits the lifetime(s) of the carriers.
Spin-orbit coupling completely changes this picture, as
shown in Fig. 3. The two spin states in each of the K and
K ′ valleys are no longer degenerate, and the energy split oc-
curs in the opposite direction at the two valleys. Consequently
the valence band edge at the K and K ′ points have opposite
spins, and the intervalley scattering between these equal energy
states must involve a spin flip,13 which has an extremely small
matrix element. This manifests in Fig. 3 as an entire half of the
BZ centered on the intervalley scattering process has an essen-
tially zero electron-phonon matrix element. The phonon states
which coupled the spin-degenerate electronic states in the case
without spin-orbit coupling have now been split away to an
energy inaccessible at room temperature for electron-phonon
scattering. This forces the carriers of a given spin to remain
locked to a given valley, and this spin-valley locking produces
the sharp increase in the electron-phonon lifetime of holes near
the valence band edge for all four TMDCs in Fig. 2. On the
other hand, the spin-orbit split at the conduction band edge is
negligible and there is hence no electron lifetime enhancement
compared to the non spin-orbit case.
As shown above, the rate of intervalley scattering deter-
mines the valence-band-edge carrier lifetimes. These carrier
lifetimes are therefore the time for which holes remain locked
to a valley, effectively the retention time of valley information
in valleytronic devices. Despite a number of experimental in-
vestigations using a variety of methods, the valley retention
times have not yet been conclusively determined. Using ex-
actly the same first-principles methodology as above, we also
calculate the band-edge hole lifetimes at T = 50 K, where the
lifetimes are expected to be longer (and more useful for val-
leytronics) due to lowered phase space for scattering. We find
the valley retention time to be 57 ps and 67 ps for MoS2 and
MoSe2, and 62 ps and 138 ps for WS2 and WSe2. The rela-
tive lifetime values among the four monolayers correlate with
the strength of the electron-phonon coupling seen in Fig. 3.
This lifetime trend also correlates with the predicted energy
difference between the Γ andK valleys at the valence edge.
The methods used to calculate these lifetimes only capture
processes in an atomically perfect crystal, ignoring potential
interactions with defects and substrates, and therefore represent
a best-case scenario for monolayer TMDC valley lifetimes. Un-
ambiguous experimental determination of the limiting valley
retention times is challenging precisely because it is impossible
to disentangle substrate interactions and dopant/defect effects.
Additionally, excitonic and other multi-particle effects compli-
cate signatures from optical measurements, all of which we
exclude in our theoretical predictions above. Consequently, we
predict the best-case valley lifetime in monolayer TMDCs at
50 K to exceed the 100 ps scale for WSe2, and to be roughly
on the same order of magnitude for the others.
Spin-orbit Enhanced Hole Mobility. The enhancement of
band-edge carrier lifetimes due to suppression of intervalley
scattering should result in a corresponding increase in the
carrier mobility due to spin-orbit coupling (since mobility
µ = eτ/m∗ ∝ τ in Drude theory). Fig. 4 shows the intrinsic
carrier mobility due to electron-phonon scattering as a func-
tion of carrier density, both for electrons and holes, with and
without spin-orbit coupling. As expected, the hole mobility is
enhanced by over an order of magnitude when spin-orbit cou-
pling is considered, exactly as was the case for carrier lifetimes.
Previous theoretical predictions of hole mobilities in these
materials,34–37 are all below 1000 cm2V−1s−1because they do
not include spin-orbit interactions; our non-relativistic calcu-
lations are in good agreement with these previous studies. The
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Figure 4. Hole and electron mobility versus carrier density at T =
298 K. Hole mobility is enhanced by spin-valley locking by over an
order of magnitude across all four TMDCs in the calculations includ-
ing spin-orbit coupling, compared to those that do not include it. The
corresponding effect on electron mobility is less pronounced, where in-
stead lowering of theQ valley in the spin-orbit calculations introduces
low-energy scattering and decreases the mobility. WSe2 is an excep-
tion where theQ point is sufficiently isolated fromK at the conduction
edge, such that this scattering is suppressed and the electron mobility
increases.
trend in hole mobility is consistent with the corresponding life-
times,with the largest holemobility inWS2∼ 104 cm2V−1s−1.
On the other hand, electron mobility is less drastically af-
fected by spin-orbit coupling. The differences can be explained
based on the band structures calculated with and without spin-
orbit coupling. In the spin-orbit case, the conduction band edge
is found to be nearly degenerate between the K and Q points
(see Fig. 1). This introduces low-energy scattering between
these two valleys. Meanwhile, non-relativistic calculations find
the K and Q valleys are more energetically separated, mak-
ing intervalley scattering via phonons less accessible. Conse-
quently, electron mobility is predicted to decrease due to spin-
orbit coupling for some TMDCs, as shown in Fig. 4. However,
in the case ofWSe2, the energy difference between theK andQ
conduction valleys is larger, and spin-orbit coupling increases
the electron mobilities instead.
Experimentally-measured mobilities in monolayer TMDCs
are smaller than theoretical predictions due to several inher-
ent non-idealities including substrate effects, trapped impuri-
ties, air-borne adsorbates, and overall sample quality including
defects and grain size.38,39 Our predictions shed light on the
underlying physics of carrier lifetimes and transport in 2D
TMDCs, underscoring the importance of spin-valley locking
(a) MoS2 (c) MoSe2
(b) WS2 (d) WSe2
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Figure 5. Hot carrier energy distributions as a function of optical excita-
tion energy. The distribution at each photon energy is normalized such
that a flat distribution would yield 1, while the color scale indicates the
contribution from direct and phonon-assisted processes. Direct tran-
sitions dominate hot carrier generation for each of these monolayers,
even in the case of the (slightly) indirect-gapped WSe2.
not just in valleytronics, but also in overall charge transport for
electronic applications such as in field-effect transistors.
Finally, we investigate the energy distributions of carriers
that are excited upon optical absorption in these materials, ac-
counting for both direct and phonon-assisted transitions using
our previously established first-principles methodology.40–47
Fig. 5 show that direct transitions dominate carrier generation
in all these materials, as expected for direct gap semiconduc-
tors where the band gap and optical gap are equal so that direct
transitions are always allowed. However, this is also the case
for the indirect-gap WSe2 because the small energy difference
of the conduction band edges at theK andQ points results in a
small difference between the band gap and optical gap, making
it behave essentially as a direct band gap semiconductor.
Conclusions. We use first-principles calculations of carrier
dynamics in monolayer TMDCs with an ab initio treatment of
electron-electron and electron-phonon interactions to elucidate
the critical effect of spin-orbit coupling in these materials. Our
results highlight the importance of spin-valley locking of holes
near the valence band edge at theK andK ′, a consequence of
spin-orbit coupling, on carrier lifetimes, valley retention time
and charge transport. In particular, we find that spin-orbit cou-
pling enhances the hole lifetimes and mobilities by an order
of magnitude in all four materials considered here. Electron
lifetimes and mobilities are less affected in comparison, due
to much smaller spin-orbit coupling effects near the conduc-
tion band edge. We predict the ideal valley relaxation time in
these materials at a lower temperature of 50 K to be at the
100 ps scale, with the largest value for WSe2 ∼140 ps ex-
ceeding the others by about a factor of two. While our results
focus on monolayer systems, multilayer and heterostructured
TMDC systems with strong spin-orbit coupling should also
have similar spin-valley locking physics, which necessitate a
5careful analysis of the intervalley scattering mechanisms, fully
accounting for the effect of phonons from a self-consistent
spin-orbit coupling perspective.
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METHODS
Computational Details.We used the open-source JDFTx density-
functional theory software for structural relaxation, electronic band
structure, phonon and electron-phonon matrix element calculations.48
We carried out all calculations each with relativistic and non-
relativistic ultrasoft pseudopotentials49 to investigate the effect of spin-
orbit coupling. For the exchange-correlation functional, we used the
PBEsol generalized-gradient approximation,50 which yielded relaxed
lattice constants within 1% of experimental values. To eliminate effect
of periodic images in the out-of-plane direction, we used truncated
Coulomb interactions throughout for these 2D materials.51
All electronic calculations employed a 18 × 18 × 1 Γ-centered
k-point mesh for BZ sampling with a plane-wave energy cutoff of
30 Hartrees. Phonon properties were calculated from symmetry-
irreducible perturbations in a 6 × 6 × 1 supercell, also done both
with and without self-consistent spin-orbit coupling. Directly calcu-
lating electron-phonon scattering properties in DFT is expensive due
to the energy mismatch between electron and phonon scales necessi-
tating extremely fine BZ sampling. Consequently, we convert all elec-
tron, phonon and electron-phonon properties calculated at the above
‘coarse’ BZ meshes to a basis of maximally-localized Wannier func-
tions52 (starting from transitionmetal d and chalcogen p trial orbitals).
We then interpolate these properties40,53 to substantially finer electron
k and phonon q meshes with ∼ 1000 points per dimension (∼ 106
total), used for all carrier scattering and optical response properties
described below.
Carrier Lifetimes. The total carrier lifetime is determined by
electron-electron and electron-phonon scattering, with the total scat-
tering rate given by Matthiessen’s rule:
τ−1kn =
(
τ e-ekn
)−1
+
(
τ e-phkn
)−1
(1)
for electrons of each band n at wave-vector k in the two dimensional
BZ. The electron-electron scattering rate is calculated from the imag-
inary part of the carrier self-energy, given by:40,54
(
τ e-ekn
)−1
=
2pi
h¯
∫
BZ
dk′
(2pi)2
∑
n′
∑
GG′
ρ˜k′n′,kn(G)ρ˜
∗
k′n′,kn(G
′)
× 1
pi
ImWGG′(k
′ − k, εkn − εk′n′). (2)
The above expression is essentially the imaginary part of the inter-
action of the one-particle electronic density matrices ρ˜k′n′,kn(G)
through the dynamically screened Coulomb interaction,WGG′(k′ −
k, ω) evaluated within the random phase approximation. This cal-
culation is performed directly in the plane-wave basis of reciprocal
lattice vectorsG andG′, and involves a sum over a full second set of
electronic states (k′n′). See Ref. 40 for further details.
We calculate the electron-phonon scattering rate using Fermi’s
Golden rule:40(
τ e-phkn
)−1
=
2pi
h¯
∑
n′α±
∫
BZ
Ωdk′
(2pi)2
δ(εk′n′ − εkn ∓ h¯ωqα)
×
[
nqα +
1
2
∓
(
1
2
− fk′n′
)] ∣∣∣gqαk′n′,kn∣∣∣2 , (3)
where εkn and fkn are energies and Fermi occupations of electrons
at wave-vector k in band n, ωqα and nqα are angular frequencies
and Bose occupations of phonons at wave-vector q with polarization
index α, and gqαk′n′,kn is the electron-phonon matrix element coupling
them to final electronic state (k′n′) (a three-vertex in the diagram-
matic picture) with q = k′ − k by momentum conservation. Above,
the summation over ± accounts for phonon emission and absorption
processes.
Mobility.For calculating carriermobilities, we first evaluate carrier
momentum relaxation times due to electron-phonon scattering,
(τpkn)
−1 =
2pi
h¯
∑
n′α±
∫
BZ
Ωdk′
(2pi)2
δ(εk′n′ − εkn ∓ h¯ωqα)
×
[
nqα +
1
2
∓
(
1
2
− fk′n′
)] ∣∣∣gqαk′n′,kn∣∣∣2
×
(
1− vkn · vk′n′|vkn||vk′n′ |
)
, (4)
which is identical to (3) except for an additional final factor account-
ing for the scattering angle between initial and final electron band
velocities vkn (defined by v ≡ ∂ε/∂k). Then, we calculate the mo-
bility by solving the linearized Boltzmann equation using a full-band
relaxation-time approximation,40,43,55
µ¯(εf) =
e
|n(εf)|
∑
n
∫
BZ
gsdk
(2pi)2
∂fkn(εf)
∂εkn
(vkn ⊗ vkn)τpkn, (5)
where the Fermi function derivative selects out carriers that contribute
to transport at a particular doping level specified by Fermi level posi-
tion εf, andwhere gs (= 1with and= 2without spin-orbit coupling) is
the spin-degeneracy factor. Above, the Fermi-level dependent carrier
density is defined as
n(εf) =
∑
n
∫
BZ
gsdk
(2pi)2
fkn(εf)− n0,
6where n0 is the number density of carriers in the neutral DFT calcu-
lation; this is positive for n-type semiconductors with a net electron
density and negative for p-type semiconductors with a net hole den-
sity. By varying the Fermi level position from near the valence band
edge to near the conduction band edge, we trace out the hole mobil-
ity (when n < 0) and then the electron mobility (when n > 0) as a
function of carrier density |n| as shown in Fig. 4.
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