Motivated by the success of powerful while expensive techniques to recognize words in a holistic way [1, 2, 3] , object proposals techniques emerge as an alternative to the traditional text detectors. In this paper we introduce a novel object proposals method that is specifically designed for text. We rely on a similarity based region grouping algorithm that generates a hierarchy of word hypotheses. Over the nodes of this hierarchy it is possible to apply a holistic word recognition method in an efficient way.
Introduction
Textual content in images can provide relevant information in the process of image understanding and retrieval. It can be used for image search in large collections, and in many other applications such as automatic translation, aid tools for visually impaired people, robot navigation, etc. However, robust reading of text in uncontrolled environments is a challenging task due to a multitude of factors such as the diversity of acquisition conditions, low resolution, font variability, complex backgrounds, different lighting conditions, blur, etc.
Until recently, existing methods have approached this difficult task by relying on the detection and recognition of individual characters. So the initial set of detected character candidates are then grouped into words based on spatial and/or lexicon constraints. Individual character segmentation is central on such methods, and has attracted vast interest from researchers in the scene text understanding field [5, 6, 7, 7, 8, 9] . However, a proper character segmentation is not always feasible with existing techniques. Figure 1 shows some examples of scene text where individual character segmentation is particularly difficult: e.g. cursive text, dot-matrix text, text with low contrast, degraded characters, heavily-cluttered backgrounds, and characters affected by highlights, shadows, blur, partial occlusions, or with very low quality.
In this paper we take a different approach that generates word proposals without an explicit character segmentation. Similarly to state-of-the-art object detection systems [10, 11] , the main idea is to produce a set of good quality word proposals and then run a classifier on the proposed bounding boxes. Jaderberg et al. [3] have recently shown that such a holistic approach can lead to impressive performance gains in end-to-end word spotting benchmarks. Their system is based on a deep Convolutional Neural Network for holistic word recognition that is applied to a set of region proposals provided by a fast detector [12] and a class-independent object proposals algorithm [13] . In this paper we show how this performance gain can be even broader by using class-specific proposals. Our main contribution is the design of a text-specific object proposals algorithm by taking into account the particular specificities of text. Our method is grounded in the same intuitions developed during the last decade for traditional text detection methods based on connected components grouping [14, 15, 16, 17, 18, 19] : we rely on a hierarchical clustering analysis that iteratively agglomerates a set of connected components by their proximity and similarity. But there are two fundamental differences in the way we design this agglomerative process: (1) we do not assume the initial connected components correspond to individual characters; and (2) it does not aim to model the exact formation of a well-defined hierarchy of character sequences (i.e. with characters at the first level, bi-grams at the second level, etc.). Instead, we consider here of our interest any connected component extracted from the input image by casting them as potential text part candidates -that may potentially be just small strokes, disjoint character-parts, or merged groups of characters such as in cursive text. Then, we build several similarity hierarchies, using complementary similarity cues, with the hope that every text instance (e.g. words) in the input image will correspond to some connected component grouping (a node) in, at least, one of such hierarchies. Figure 1 shows how our method is able to produce good quality word proposals in different real cases for which existing individual character segmentation techniques are not well-suited.
In the experimental section of this paper we compare our text proposals with the ones obtained with well known class-independent algorithms, demonstrating that our method is superior in its ability of producing good quality word proposals in an efficient way. We show impressive recall rates with a few thousand proposals in different standard benchmarks, including focused or incidental text datasets, and multi-language scenarios. Moreover, the combination of our object proposals with existing whole-word recognizers [2, 3] shows state-of-the-art end-to-end word spotting performance in several standard datasets, and, in some benchmarks, outperforms previously published results with a noticeable gain.
Related Work

Scene text detection
An exhaustive survey of recent developments in scene text detection and recognition can be found in [20] and [21] , while corresponding surveys of earlier works on camera-based document and scene text analysis are also available in [22, 23] .
Scene text detection methods can be categorized into sliding window search methods and connected component based approaches. In the first category, Coates et al. [5] , and in a different flavor Netzer et al. [24] , propose the use of unsupervised feature learning to generate the features for character versus background classification and character recognition. Concretely, Coates et al. [5] evaluate a single-layer Convolutional Neural Network model on each possible 32-by-32 window of the input image at multiple scales. Wang et al. [6] and Jaderberg et al. [7] have also used CNNs for text detection in a similar manner, but using deeper CNN models.
Other than CNNs, more traditional hand-crafted features and statistical models have been also used within this exhaustive search approach. Wang et al. [25] , extending their previous work in [26] , have built an end-to-end scene text recognition system based on a sliding window character classifier using Random Ferns, with features originating from a HOG descriptor. Mishra et al. [27] have proposed a closely related end-to-end method based on HOG features and a SVM classifier.
Methods based in sliding window yield good text localization results. Their main drawback compared to connected component based methods is their high computational cost, as sliding window approaches are confronted with a huge search space. Moreover, these methods are limited to the detection of a single language and orientation for which they have been trained on.
Connected component based methods, on the other hand, are based on a typical bottom-up pipeline: first, they apply a segmentation algorithm to extract regions (connected components); then, they classify the resulting regions into character or background; and finally, the identified characters are grouped into longer sequences (i.e. words or text lines).
Yao et al. [16, 28] have proposed a method for detecting multi-script and arbitrary oriented text by extracting regions (connected components) from the Stroke Width Transform (SWT) domain, a local image operator proposed earlier for text detection by Epshtein et al. [29] . Other methods have build on top of the SWT algorithm by combining it with specialized edge detectors [30] or deep belief networks [31] .
On the other hand, another technique extensively used to extract character candidate connected components is the Maximally Stable Extremal Regions (MSER) [32] algorithm. Neumann and Matas [33] have proposed a method for scene text detection and recognition that performs individual MSER classification using hand-crafted region-based features (e.g. aspect ratio, compactness, etc.), demonstrating the ability of MSER algorithm for detecting promising character candidates. They further extend their work in [8] proposing a region representation derived from MSER where character/non-character classification is done for each possible Extremal Region (ER).
The effectiveness of MSER for character candidates detection is also exploited by Chen et al. [34] , Novikova et al. [35] , Alsharif et al. [36] , and Yin et al. [18] among many others. Some of this works have proposed extensions to the MSER algorithm in order to filter or enhance the regions in the component tree. For example Yin et al. [18] obtain state-of-the-art performance with a method that prunes the MSER tree using the strategy of minimizing regularized variations. Chen et al. [34] have proposed to combine the Canny edge detector with MSER to cope with blurred and low quality text.
Huang et al. [37] make use of the MSER tree as a character proposals generator and apply a deep CNN text classifier to their locations. This way, they take advantage of both texture-based and region-based text detection approaches. Another method that combines the advantages of sliding-window and region-based approaches is proposed by Neumann and Matas in [9] , where characters are detected as image regions that contain certain strokes with specific orientations in specific positions.
All the aforementioned mentioned methods, either region-based or texture-based, rely in generating individual character candidates and are complemented with a post-processing step where regions assessed to be characters are grouped together into words or text lines based on spatial, similarity, and/or collinearity constraints.
This way, the hierarchical and recursive structure of text has been traditionally exploited in a post-processing stage with heuristic rules [29, 34, 38, 8] , usually constrained to search for horizontally aligned text in order to avoid the combinatorial explosion of enumerating all possible text lines.
Yao et al. [16] make use of a greedy agglomerative clustering for arbitrary oriented text components grouping in which neighboring regions are grouped together if their average alignment is under a certain threshold. Yin et al. [18] propose a self-training distance metric learning algorithm that can learn distance weights and clustering thresholds simultaneously for character groups detection in a similarity feature space. A similar metric learning approach has been also explored by the authors if this paper in [19] .
It is important to notice that all these grouping processes are assuming that their atomic elements are wellsegmented individual characters. Either because they directly validate the arrangement of character sequences using a typographic model [29, 34, 38, 8] , or because they learn an optimal grouping strategy from examples of wellsegmented character groupings [18, 19] .
In this paper we introduce a scene text detection methodology that takes inspiration from existing connected components based methods but does not assume that the individual connected components are well segmented characters. Thus, we do not rely in a rigid grouping model to describe the way individual characters are organized in larger orderly sequences.
Generic object proposals algorithms
Over and above the specific problem of scene text detection the use of object proposals methods to generate candidate class-independent object locations has become a popular trend in computer vision in recent times. The main benefits are the reduction of the search space by providing a small set of high quality locations, thus allowing the use of more expensive and powerful recognition techniques, and the ability to naturally localize objects without a fixed aspect ratio. A comprehensive survey of the state of the art in class-independent object proposals algorithms can be found in Hosang et al. [39, 40] .
In general terms, we can distinguish between two major types of object proposals methods: the ones that make use of exhaustive search to evaluate a fast to compute objectness measure [41, 42, 13] , and the ones where the search is driven by segmentation and grouping processes [11, 43, 44] .
In the first category, Alexe et al. [41] propose a generic objectness measure for a given image window that combines several image cues, such as a saliency score, the color contrast to its immediate surrounding area, the edge density, and the number of straddling contours. Computation of these features is made efficient by using integral images, thus making possible the fast evaluation and ranking of a large number of windows.
Cheng et al. [42] propose a very fast objectness score using the norm of image gradients (NG feature) in a sliding window provided with an efficient technique for resizing windows into a small fixed size. The main idea of their BInarized Normed Gradients (BING) algorithm is that, although object and non-object windows present huge variation in the image space, in proper scales and aspect ratios where they correspond to a small fixed size their corresponding Normed Gradients (NG) feature share strong correlation.
A different sliding window driven algorithm (EdgeBoxes) is given by Zitnick et al. [13] , where a box objectness score is measured as the number of edges [45] that are wholly contained in the box minus those that are members of contours that overlap the box's boundary. Using efficient data structures they manage to evaluate millions of candidate boxes in a fraction of second.
On the other hand, methods based on segmentation and grouping make use of image's inherent structure through segmentation to guide the search. With this spirit, Gu et al. [46] proposed the "recognition using regions" paradigm, with a method that makes use of a hierarchical segmentation engine [47] and considers each node in the hierarchy as an object part hypothesis.
Van de Sande et al. [48, 11] build a selective search method by postulating that a single segmentation and grouping strategy is not enough to generate high quality object locations in any conditions, and thus propose an algorithm that uses multiple complementary strategies. In particular, they start from superpixels using different parameter settings [49] for a variety of color spaces. Then they produce a set of hierarchies by greedily agglomerating adjacent regions using different complementary similarity measures, producing a set of object candidate windows. Yanulevskaya et al. [50] build on top of the selective search approach but make use of a classifier trained to predict at each stage of the hierarchy the best possible merge.
Another method based on superpixels merging is due to Manen et al. [43] , using the connectivity graph induced by the segmentation [49] of an image, with edge weights representing the likelihood that two neighboring pixels belong to the same object, their Randomized Prim's algorithm generate proposals by sampling random partial spanning trees with large expected sum of weights.
On the other hand, Krähenbühl et al. [44] compute an over-segmentation of the image using a fast edge detector [45] and the Geodesic K-means algorithm [51] . Then they identify a small set of seed superpixels, aiming to hit all objects in the image, and identify object proposals as critical level sets of the Geodesic Distance Transform (SGDT) computed for several foreground and background masks for these seeds. Overall, all generic object proposals algorithms seem designed to target objects that can be isolated from its background as a single body: grouping-based methods do it by agglomerating adjacent regions; and most of the sliding window based methods do it intrinsically as they are actually trained with examples of such object type. Thus, in their majority these generic methods are not adequate for text detection, just because they are designed for a different task.
However, the use of generic object proposals techniques for scene text understanding has been exploited recently by Jaderberg et al. [3] with impressive results. Their end-to-end pipeline combines object proposals from the EdgeBoxes [13] algorithm and a trained aggregate channel features detector [12] with a powerful deep Convolutional Neural Network for holistic word recognition. Still, their method uses a CNN-based bounding box regression module on top of region proposals in order improve their quality.
In this paper we design a text-specific selective search method that, contrary to existing generic algorithms, aims directly to the detection of text component groupings. Our method is similar to the generic selective search algorithm [48] , but differs from it in many aspects by taking into account the specificities of text regions, that are fundamentally different of the generic notion of object as normally used in Computer Vision research.
TextProposals: a text-specific selective search algorithm
Our text-specific object proposals algorithm is divided in three main steps: (1) an initial over-segmentation of the input image from which we obtain a set of connected components; (2) the creation of word hypotheses through several bottom-up agglomeration processes; and (3) a ranking strategy that prioritizes the best word proposals. Figure 2 shows the details of our method giving rise to good quality word proposals in two different examples. From left to right we show: the detail of a single word from the original input image, the initial over-segmentation (each connected component in a different color), and the group of connected components that generates the word proposal with better Intersection over Union with the ground truth word bounding box. In the case of the word in the top row, the best proposal has been generated by applying the Single Linkage Clustering (SLC) algorithm using the Euclidean distance in a three-dimensional space defined by the average intensity value of the connected component and the x, y coordinates of their centers. In the bottom row the same strategy does not produce a good word proposal, because the shadowing effect breaks the color similarity of text regions, instead the best proposal is generated in the space defined by the diameter of the enclosing ellipse of the regions and the x, y coordinates of their centers.
It is important to notice how in these examples we make use of many overlapping regions (connected components) that are not filtered in any way by their shapes or any other attribute. Also notice how the best grouping in the top row example would be rejected by any discriminative rule/classifier based on regions collinearity.
The examples in Figure 2 show also that our grouping can not rely in a single similarity measure of text-parts, as due to design, scene layout, and environment effects different similarity cues might be active in each case. As a result a flexible approach is proposed, where various weak similarity cues are explored independently.
Region decomposition
The first step in our method is the initial pixel-level segmentation where the atomic parts, that will give rise to text groupings, are identified. For this we make use of the Maximally Stable Extremal Regions (MSER) algorithm [32] as in many existing text detection methods. However, since the regions that are of our interest are not only wellsegmented characters, we can relax the parametrization of the MSER algorithm in order to produce a richer oversegmentation with many overlapping regions. The obtained regions are not filtered in any way.
In fact, the proposed method is not strictly dependent on MSER and would be able to produce similar results with any other over-segmentation technique as far it is able to extract small level sets (connected components) corresponding to text parts. Thus, the use of the MSER algorithm here can be seen as a way to optimize the whole object proposals method by reducing the number of regions to analyze compared with using the whole component tree of the image.
Group Hypothesis Creation
The grouping process starts with a set of regions R c extracted with the MSER algorithm. Initially each region r ∈ R c starts in its own cluster and then the closest pair of clusters (A, B) is merged iteratively, using the single linkage criterion (SLC) (min { d(r a , r b ) : r a ∈ A, r b ∈ B }), until all regions are clustered together (C ≡ R c ).
For defining the distance metric d(r a , r b ) in order to describe similarity relations between text-parts of a higherlevel text grouping (e.g. words) we aim to use simple and low computational cost features. The list of the weak similarity cues we use is as follows:
• Intensity and color mean of the region. We calculate the mean intensity value and the mean color, in L*a*b* colorspace, of the pixels that belong to the connected component.
• Intensity and color mean of the outer boundary. Same as before but for the pixels in the immediate outer boundary of the region.
• Stroke width. We approximate the stroke width of a region with the mean value of the Distance Transformed connected component mask.
• Gradient magnitude mean on the border. We calculate the mean of the gradient magnitude on the border of the region.
• Diameter of the region. Major axis of their fitting ellipse.
Each of these similarity features is coupled with spatial information, i.e. the x, y coordinates of the regions' centers. So, independently of the similarity feature, we restrict the groups of regions that are of our interest to those that comprise spatially close regions. Thus, we apply the SLC analysis using different complementary distance metrics d (i) with i = 1, . . . , 7:
where f i is one of the simple similarity features listed above, and {x a , y a }, {x b , y b } are the coordinates of the centers of regions r a and r b respectively. Using d (i) (r a , r b ) as defined equation 1 our clustering analysis remains rotation invariant by using the Euclidean distance between the regions' centers. And thus our method is able to generate proposals for arbitrary oriented text instances. If needed it is possible to prioritize horizontally aligned regions to merge first by adding a multiplier λ ∈ [0, 1] to the x coordinates term.
Obviously, the more we diversify our grouping strategies, the more chances we have to find a good proposal for a given target word, but this at the cost of increasing the total number of word proposals. Following we list a number of possible diversification strategies that can be combined in different ways. In the experimental section 4.1.1 we will analyze the performance of different combinations of these strategies in order to find an optimal configuration as trade-off between detection recall and number of generated proposals. Diversification by complementary similarity cues. We use SLC clustering as explained before in different similarity feature spaces. Diversification by use of different color channels. We extract regions using the MSER algorithm on different color channels separately.
Diversification by use of different spatial pyramid levels. We extract MSER regions from a three-level spatial pyramid.
As can be appreciated using all mentioned diversification strategies would generate a total of 84 similarity hierarchies (3 pyramid levels × 4 color channels × 7 similarity cues).
Text Proposals Ranking
Once we have created our similarity hierarchies, each one representing a set of text group hypotheses, we need an efficient way to sort them in a ranked list of proposals that prioritizes the most promising ones.
For this we propose the use of a weak classifier to obtain a text-likeliness measure of proposals. The idea is thus to train a classifier to discriminate between text and non-text hypotheses, and to produce a confidence value that can be used to rank them. Since the classifier is going to be evaluated on every node of our hierarchies, we aim to use a fast classifier and features with low computational cost. We train a Real AdaBoost classifier with decision stumps using as features F i (G) the coefficients of variation of the individual region features f i described in the previous section 3.2 (e.g. diameter, foreground mean intensity value, etc.):
where µ i and σ i are respectively the mean and standard deviation of the i'th feature f i in a particular group G,
In addition we also use another set of simple bounding box based features that proved to improve the weak classifier performance. First we obtain the bounding box of the group constituent regions, and the bounding box enclosing only the regions' centers. A set of simple features originates from calculating: (1) the ratio between the areas of both bounding boxes, (2) the ratio between their widths, (3) the ratio between their heights, (4) the ratio between the difference of their left-most x coordinates and the difference of their right-most x coordinates, and (5) the same as in 4 but for the top/bottom y coordinates differences. All the used group-level features can be computed efficiently in an incremental way along the SLC hierarchies, and all f i individual region features have been previously computed for the cluster analysis. To train the classifier we mine for positive and negative samples in the ICDAR2013 training set images with the following procedure: first, for each training image we generate similarity hierarchies using all the diversification strategies described in section 3.2; second, for each regions grouping (node) in each of the 84 generated hierarchies we find the best matching ground-truth annotation in terms of their bounding box Intersection over Union (IoU); then we take the group as a positive sample if IoU > 0.7, otherwise we take it as a negative sample if IoU < 0.2 and it does not fully overlap with a ground truth bounding box. This way we obtain approximately 200k positive samples and 1 million negative samples, then we balance the training data by randomly selecting 200k of the negative samples.
At test time we obtain a probability value for each proposal by applying Logistic Correction to the raw AdaBoost classifier output [52] output. Thus providing a list of proposals ranked by scores in the range [0, 1].
Hierarchy-based inference and optimization
With the ranked list of word proposals we can build an end-to-end pipeline straightforward by evaluating a holistic word recognition method in all of them (or in the N best ranked) and then performing a Non-Maximal Suppression (NMS) strategy as in [3] . However, being our word proposals organized in a hierarchy where each node (i.e. proposal) has an inclusion relation with its respective childs allows us to do a much more efficient inference.
First of all, object proposals algorithms normally need to remove duplicated detections in order to not waste computation resources by evaluating the final classification model more than once in the same bounding box. In our case the number of duplicated detections may account for large numbers, because in many cases our agglomerative clustering merges overlapping regions that produce no change in the merged grouping bounding box. At the time of building our similarity hierarchies we take this into account and set a flag for whether the classifier response (both the word transcription and the classification score/probability) has to be calculated in a particular node or it can be just propagated from it's childs. This process of deduplication within a single hierarchy has no cost for us. Since we have several independent hierarchies, we also maintain a hash table of evaluated bounding box.
Similarly, we also take advantage of the inclusion relation between nodes in the hierarchy to do an implicit NonMaximal Suppression (NMS) of the end-to-end system outputs. For this, we walk the nodes of the hierarchy and evaluate the holistic word recognizer in all nodes where it is worth (because they are among the N best proposals and their bounding box has not been already evaluated), and then we select only the nodes for which the model recognition score is better than for any of its descendants and any of its ancestors in the hierarchy. This is, a given node A is selected as an output of the end-to-end system if its recognition score R ∫ is larger than a given classification threshold R ∫ (A) > τ and the following inequalities hold:
where suc(A) is the set of all successor nodes of A and anc(A) is the set of its ancestors. While a final NMS procedure is needed to find an agreement between the different hierarchies outputs, at this point the number of boxes to be processed with NMS is minimal.
Experiments and Results
In this section we conduct exhaustive experimentation of our text-specific object proposals algorithm. We basically do two different kind of experiments: in Section 4.1 we analyze the quality of the word proposals generated by our method; in Section 4.2 we integrate our method with two well known holistic word classifiers [2, 3] and evaluate the end-to-end word spotting performance of the system.
In our experiments we make use of the following scene text datasets: the ICDAR Robust Reading Competitions datasets (ICDAR2003 [53] , ICDAR2013 [54] , and ICDAR2015 [4] ), the Street View Text dataset (SVT) [26] , and the Multi-Language end-to-end (MLe2e) dataset [55, 56] . In all cases we provide results for their official test sets. The ICDAR2013 train set has been used to train the proposals ranking model described in Section 3.3, and the other available training data has been used as validation data for the setting of parameters in our method.
Quality of object proposals
The evaluation framework used in all this section to evaluate the quality of the generated word proposals is the standard for object proposals methods [39, 40] and is based on the analysis of the detection recall achieved by a given method under certain conditions. Recall is calculated as the ratio of ground truth bounding boxes that have been predicted among the word proposals with an intersection over union (IoU) larger than a given threshold. This way, we evaluate the recall at a given IoU threshold as a function of the number of proposals, and the quality of the first ranked N proposals by calculating their recall at different IoU thresholds.
First we conduct a baseline analysis in order to set up the optimal diversification and ranking strategies to use in the rest of the experiments. For this we use a validation dataset that contains 200 images randomly selected from the MLe2e and SVT training sets. Then we compare our method with generic object proposals algorithms in their ability to produce good word proposals in the ICDAR2003 and SVT datasets. Finally we further test the robustness of our method in more unconstrained scenarios: multi-lingual, and incidental text.
Evaluation of diversification strategies
We analyze the performance of different variants of our method by evaluating different combinations of diversification strategies presented in Section 3. Table 1 Notice that while an IoU score of 0.5 is normally accepted in generic object detection tasks, for scene text detection we would rather prefer better quality proposals, e.g. with IoU around 0.7, because intuitively proposals with a 0.5 IoU are likely to contain only part of the ground-truth word and thus may complicate the final recognition. On the other hand good word proposals do not necessary need to reach large IoU scores because in some cases the ground-truth information is quite ambiguous in describing the bounding box padding allowed for a "word object" annotation. To illustrate this issues we show in Figure 3 some examples of word proposals generated by our method and the IoU with their matching ground truth bounding boxes. Ultimately, we note that IoU-based analysis of object proposals is not only task dependent but also very sensible to the dataset bounding boxes annotations quality/consistency. By manual inspection in the validation dataset we decided to focus our baseline analysis at the 0.6 and 0.7 IoU thresholds. As a result of this analysis we have selected for further evaluation a particular combination of diversification strategies (see bold text in Table 1 ) as a trade-off between detection recall and number of proposals. This combination will be used in the rest of the experiments in this paper as "TextProposals".
It can be appreciated that the selected combination produces significant gains at 0.6 and 0.7 IoU thresholds compared to other less diverse options. In particular, the difference of using three color channels (RGB) instead of one (I) is notable, and adding the second level (P1) while produces a rather small gain has practically no cost in number of proposals. We also observe redundancy in using the intensity channel in combination with RGB channels, as well as in adding the Lab color similarity cues (F lab ,B lab ). Figure 4 shows the effect that different ranking strategies have in our TextProposals in three different datasets. The provided plots illustrate how the recall varies by taking into account only a certain number of proposals, prioritizing the ones with higher rank. Apart of the ranking provided by the weak text classifier described in section 3.3 we analyze the performance of three other ranking strategies: a pseudo-random ranking, a cluster meaningfulness ranking, and a totally flat ranking (i.e. every proposal has the same priority and thus the first generated is the first evaluated).
Evaluation of proposals' rankings
The pseudo-random ranking is similar to the one proposed in [48, 11] , each word hypothesis is assigned with an increasing integer value, starting from 1 for the root node in the dendrogram and subsequently incremented for the rest of the nodes up to the leaves. Then each of this values is multiplied with a random number between zero and one, providing a ranking that is randomly produced but prioritizes larger regions. As in [48, 11] the ranking process is performed before removing duplicates, so a particular grouping that has been found several times within the different hierarchies has more chances to appear in the top of the list.
For the meaningfulness ranking (NFA), we make use of the cluster quality measure detailed in [57] . Intuitively this value is small for groups comprising a set of very similar regions, that are densely concentrated in small volumes of the feature space, and Thus seems well indicated for measuring text-likeliness of our proposals. However, the ranking obtained this way is going to prioritize large text groups, e.g. paragraphs, rather that individual words, and at the same time will give a high priority to any other groups of similar patterns (e.g. groups of bricks in a wall, or leaves in a tree). As can be appreciated the area under the curve (AUC) provided by the weak text classifier is better than the rest of strategies analyzed. Particularly important is the observation that with this ranking using only the best 100 proposals (in average) we reach around 70% of the maximum attainable recall. Since the overhead of using the classifier is negligible we use this ranking strategy for the rest of the experiments in this paper.
Comparison with state of the art generic methods
In this section we analyze the performance of our TextProposals in comparison with the following state-of-the-art generic object proposals methods: BING [42] , EdgeBoxes [13] , Randomized Prim's [43] (RP), and Geodesic object proposals [44] (GOP). We use publicly available code of these methods with the following setups. For BING we use the default parameters: base of 2 for the window size quantization, feature window size of 8 × 8, and non maximal suppression (NMS) size of 2. For EdgeBoxes we also use the default parameters: step size of the sliding window of 0.65, and NMS threshold of 0.75; but we change the max number of boxes to 10 6 . GOP is configured with Multi-Scale Structured Forests for the segmentation, 150 seeds heuristically placed, and 8 segmentations per seed. For RP we use the default configuration with 4 color spaces (HSV,Lab,Opponent,RG). Table 2 shows the performance comparison of all the evaluated methods in the ICDAR2013 dataset, while a more detailed comparison is provided in Figure 5 . All time measurements have been calculated by executing code in a single thread on the same i7 CPU. Figure 6 shows qualitative results of our TextProposals in this dataset.
As can be appreciated our method outperforms all evaluated algorithms in terms of detection recall on this dataset. Moreover, it is important to notice that detection rates of all the generic Object Proposals heavily deteriorate for large IoU thresholds while our method provides much more stable rates, indicating a better coverage of text objects (see the high AUC difference in Figure 5 bottom plots) .
The low recall rates of grouping-based object proposals algorithms were foreseeable, since as discussed before these methods are designed to detect generic objects by agglomerating adjacent regions. Similarly, the BING proposals algorithm is trained to detect single body objects with compact shapes. In the case of the EdgeBoxes algorithm the provided comparison makes more sense, because it has been already integrated in a scene text end-to-end recognition pipeline [3] with good results. Thus, a direct comparison can be established, and the better performance of our TextProposals in Table 2 and Figure 5 allows us to hypothesize a consequent improvement on the end-to-end results of [3] by exchanging the proposals generation module. This claim is supported with experimental evidence in section 4.2. Table 3 and Figures 7 and 8 show analogous experiments for the SVT dataset.
Results on the SVT dataset exhibit a distinct scenario than in ICDAR2013. In general, recall rates are lower for all evaluated methods while still there is a clear difference between the two best performing methods (TextProposals and EdgeBoxes) and the rest. However, TextProposals and EdgeBoxes maximum recalls at 0.5 IoU threshold are equal in SVT, while TextProposals is slightly better at 0.7 and 0.9. The difference between the results in the ICDAR2013 and SVT datasets can be explained because both datasets are very different in nature, SVT contains more challenging text, with lower quality and many times under bad illumination conditions, while in ICDAR2013 text is mostly well focused and flatly illuminated.
Moreover, in this dataset our method does not provide the same stability property shown before for large IoU thresholds. This behavior is also related with the distinct nature of the datasets, but also, as discussed before, with the fact that SVT ground-truth annotations are less consistent in terms of the extra padding allowed around word instances.
Still top plots in Figure 7 demonstrate that the AUC of our TextProposals are much better that the ones of EdgeBoxes at all IoU thresholds. This provides an noticeable boost in performance when we limit our analysis to a relatively small set of proposals (e.g. as for 1000 proposals in the bottom-left plot in Figure 7) .
In order to evaluate our method in more unconstrained scenarios we conduct a similar analysis on the MLe2e and ICDAR2015 datasets. In this experiment we only evaluate the TextProposals and EdgeBoxes algorithms. The MLe2e dataset contains well-focused and horizontal text instances in four different scripts. On the other hand, while the type of text found in the ICDAR2015 "Incidental Scene Text" dataset can be considered similar to the one in SVT, the ICDAR2015 contains a large number of non-horizontal and very small text instances. Figure 9 shows performance plots for our TextProposals and the EdgeBoxes detector in these two datasets. Figures 10 and 11 show the best word proposals generated by our method on images of these datasets. As can be appreciated TextProposals is clearly superior to EdgeBoxes in both cases.
The most important observation from Figure 9 is the tiny recall rate of EdgeBoxes in the ICDAR2015 dataset. This result makes clear that the EdgeBoxes algorithm is not well suited for detecting non-horizontal and small-sized text. Contrary to EdgeBoxes, our TextProposals perform similarly in both SVT and ICDAR2015 datasets. Thus, proving to be more robust on detecting these challenging types of text.
End-to-end word spotting
In this section we build an end-to-end scene text recognition pipeline by combining our TextProposals with two state-of-the-art holistic word recognizers: the word embeddings method of Almazan et al. [2] and the holistic CNN classifier of Jaderberg et al. [3] . Table 4 shows the obtained end-to-end word spotting F-scores on ICDAR2003 and SVT datasets and compare them with the state-of-the-art. The combination of TextProposals with Jaderberg et al. [3] CNN model outperforms the best previously published results, which are actually from [3] , in most of the columns in the Table. The other variant, using Almazan et al. [2] for recognition, provides also competitive results. Figure 12 shows qualitative word In Table 4 it is particularly interesting the comparison with the end-to-end pipeline in [3] . Since both pipelines make use of object proposals algorithms and the same final recognition model, this comparison directly relates to the quality of the object proposals algorithms. This demonstrates that our TextProposals provide an extra boost of performance to the end-to-end system. Tables 5 and 6 show a comparison of our end-to-end pipeline with the participants in the last ICDAR Robust Reading Competition on the ICDAR2013 (focused text) and ICDAR2015 (incidental text) datasets. As can be appreciated, the combination of TextProposals with the DictNet [3] CNN recognizer shows competitive results on the ICDAR2013 dataset, while outperforms with a clear margin all the competition participants on the ICDAR2015 Incidental Text challenge.
It is important to notice here that ICDAR2015 is a much more challenging dataset than ICDAR2013. In the case of ICDAR2013 Focused Text dataset, specialized text detectors can still perform very well in combination with strong statistical models for recognition. See for example the very good performance of methods combining traditional text detectors with holistic word recognition CNNs (Deep2Text-I and Deep2Text-II), Recurrent Neural Networks (Megvii-Image++), or even the more traditional shape based character classifiers with dictionary-based language models (TextSpotter).
On the other hand, the incidental text instances found in ICDAR2015 dataset are normally less suitable for traditional specialized text detectors. Incidental text is many times very small in size, has low quality, and/or is not strictly horizontal. This qualities make of our TextProposals a better solution in this dataset.
Moreover, it is also important to notice that the DictNet [3] CNN model that we integrate with our TextProposals is limited to a list of 90k words that was not designed for the ICDAR2015 dataset. While it includes all words in ICDAR2003 and SVT test sets ground-truth, the list of 90k words matches only 70% of the words that appear in the ICDAR2015 test set, so limiting the maximum attainable recall to 0.7. Table 6 : Comparison of end-to-end recognition and word spotting F-scores on ICDAR2015 (Incidental Text) dataset.
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Conclusion
In this paper we have presented a text specific object proposals algorithm that is able to reach impressive recall rates with a few thousand proposals in different standard datasets, including focused or incidental text, and multilanguage scenarios.
We have seen how the proposed algorithm, while still rooted in the same intuitions developed in existing specialized text detectors, introduces important methodological contributions. By not making any assumption about the nature of the initial set of regions (connected components) to analyze or about the structure of the region groupings that are of our interest, we ended up with a less rigid definition of the involved grouping process. This methodological shift has proved to be beneficial from the perspective of an object proposals approach.
The performed experiments allow to conclude that text-specific object proposals are a realistic alternative to generic object proposals algorithms, and also to specialized text detectors. This is further supported by experimental evidence showing how the use of our TextProposals leads to improve the state-of-the-art in challenging end-to-end scene text recognition datasets.
