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Summary. Dupuytren disease is a fibroproliferative disorder with unknown aetiology that of-
ten progresses and eventually can cause permanent contractures of the fingers affected. We
provide a computationally efficient Bayesian framework to discover potential risk factors and
investigate which fingers are jointly affected. Our Bayesian approach is based on Gaussian
copula graphical models, which provide a way to discover the underlying conditional indepen-
dence structure of variables in multivariate data of mixed types. In particular, we combine the
semiparametric Gaussian copula with extended rank likelihood to analyse multivariate data of
mixed types with arbitrary marginal distributions. For structural learning, we construct a com-
putationally efficient search algorithm by using a transdimensional Markov chain Monte Carlo
algorithm based on a birth–death process. In addition, to make our statistical method easily
accessible to other researchers, we have implemented our method in C++ and provide an inter-
face with R software as an R package BDgraph, which is freely available from http://CRAN.R-
project.org/package=BDgraph.
Keywords: Bayesian inference; Bayesian model averaging; Birth–death process; Dupuytren
disease; Gaussian copula graphical models; Risk factors
1. Introduction
Dupuytren disease is a hereditary disorder that affects people world wide. It is, however, more
prevalent in people with northern European ancestry (Bayat and McGrouther, 2006). The dis-
ease is an incurable ﬁbroproliferative disorder that alters the palmar fascia of the hand and may
cause progressive and permanent ﬂection contracture of the ﬁngers. Initially, skin pittings and
subcutaneous nodules appear in the palm; Fig. 1(a). At a later stage, cords appear that connect
the nodules and may contract the ﬁngers into a ﬂexed position; Fig. 1(b). Contractures can arise
in a single ray or in multiple rays. The disease mostly appears on the ulnar side of the hand, i.e.
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(a) (b)
Fig. 1. (a) A patient with a mild form of Dupuytren disease whose fingers have not been affected by the
disease (the palmar nodules and small cords have no signs of contracture) and (b) a patient with Dupuytren
disease whose fingers have been affected by the disease (image provided by D. C. Broekstra and P. M. N.
Werker at the University Medical Centre Groningen)
it affects the pinky and ring ﬁngers most frequently (see Fig. 3 in Section 3). The only available
treatment is surgical intervention. Although much is known about the disease, the questions
arising are as follows.
(a) What variables affect the disease and in what way?
(b) Should surgical intervention focus on single or on multiple ﬁngers?
The ﬁrst is an epidemiological question; the second is a clinical question.
Empirical research has described the patterns of occurrence of Dupuytren disease in multiple
ﬁngers, Meyerding (1936) stated that the disease mainly affects the pinky and ring ﬁngers; at
the later stage also the middle and index ﬁngers and the thumb may be involved. Tubiana et al.
(1982) found that the disease barely affects the radial side alone, and that the radial effect is
often associated with an affected ulnar side. More recently, Lanting, Nooraee, Werker and van
den Heuvel (2014), using a multivariate ordinal logit model, suggested that the middle ﬁnger
is substantially correlated with other ﬁngers on the ulnar side, and disease in the thumb and
index ﬁnger are correlated. They took into account age and sex, and tested for hypotheses of
independence between groups of ﬁngers. However, so far, no serious multivariate analysis of
the disease has been performed taking into account potential risk factors.
Essential risk factors of Dupuytren disease include both phenotypic and genotypic factors
(Shih and Bayat, 2010), such as genetic predisposition and ethnicity, as well as sex and age.
However, it is unclearwhetherDupuytren disease is a complex oligogenic or a simplemonogenic
Mendelian disorder. Several lifestyle risk factors (some considered controversial), including
smoking, excessive alcohol consumption, manual work and hand trauma, have been linked to
the disease (Geoghegan et al., 2004; Godtfredsen et al., 2004). In addition, several diseases,
such as diabetes mellitus and epilepsy, are thought to affect the severity of Dupuytren disease.
However, the role of these lifestyle factors and diseases has not been fully elucidated, and the
results of different studies are occasionally conﬂicting (Lanting, Broekstra, Werker and van den
Heuvel, 2014).
In this paper we analyse data collected by the Department of Plastic Surgery of the Univer-
sity Medical Centre Groningen in the north of the Netherlands involving patients who have
Dupuytren disease. Both hands of the patients are examined for signs of Dupuytren disease.
These are tethering of the skin, nodules, cords and ﬁnger contractures in patients with cords. The
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severity of the disease is measured by the angles on each of the 10 ﬁngers. Recorded potential
risk factors include smoking habits, alcohol consumption, whether participants had performed
manual labour during a signiﬁcant part of their life and whether they had sustained hand in-
jury in the past, including surgery. In addition, information about the presence of Ledderhose
diabetes, epilepsy, peyronie, knuckle pad, liver disease and familial occurrence of Dupuytren
disease, deﬁned as a ﬁrst-degree relative with Dupuytren disease, was collected.
The primary aim of this paper is to model the relationships between the risk factors and
disease indicators for Dupuytren disease from the viewpoint of multivariate data analysis. In
this regard, graphical models (Lauritzen, 1996) provide a potential way to decode the under-
lying relationships between variables in multivariate data. However, most research effort in the
literature has been focused on multivariate normal models; see Mohammadi and Wit (2015),
Dobra et al. (2011), Yuan and Lin (2007) and Meinshausen and Bu¨hlmann (2006) and their
references. A frequentist method for inference of graphical models with mixed variables was in-
troduced in Abegaz and Wit (2015) and Liu et al. (2012). We develop a computationally efﬁcient
Bayesian statistical method based on Gaussian copula graphical models (GCGMs) for discov-
ering the joint conditional independence structure of binary, ordinal or continuous variables
simultaneously.
Our Bayesian framework is based on theGCGMs that were proposed byDobra andLenkoski
(2011). In GCGMs, the graph selection procedure is embedded inside a semiparametric frame-
work, using the extended rank likelihood (Hoff, 2007). In this paper we design our Bayesian
framework for GCGMs on the basis of a computationally efﬁcient search algorithm, using a
transdimensional Markov chain Monte Carlo (MCMC) approach based on a continuous time
birth–death process (Mohammadi and Wit, 2015, 2016a). The algorithm that Mohammadi and
Wit (2015) proposed is concerned with Gaussian graphical models only. The copula approach
allows more general data structures of mixed type. Furthermore, our approach can handle
missing data without any additional computational effort, if the missingness is completely at
random.
In Section 2 we illustrate our Bayesian framework based on GCGMs. In addition, we describe
the performance of our method and we compare it with state of the art alternatives. In Section
3 we analyse the Dupuytren disease data set based on our Bayesian method. In this section,
ﬁrst we study potential phenotype risk factors for Dupuytren disease. Second, we analyse the
relationship between the severity of Dupuytren disease in pairs of ﬁngers on both hands. The
result may help surgeons to decide whether they should operate on one ﬁnger or whether they
should operate on multiple ﬁngers simultaneously. Finally, we discuss the connections between
existing methods and possible future directions.
The program that was used to analyse the data can be obtained from
http://wileyonlinelibrary.com/journal/rss-datasets
2. Methodology
Graphical models provide an effective way to describe statistical patterns in multivariate data
(Whittaker, 2009; Lauritzen, 1996). In this context undirected Gaussian graphical models are
commonly used, since inference in such models is tractable. In such graphical models, the graph
structure is characterized by its precision matrix, i.e. the inverse of the covariance matrix:
the non-zero entries in the precision matrix show the edges in the conditional independence
graph. In the real world, however, data are often non-Gaussian, like the data set that is con-
sidered in this paper. For non-Gaussian continuous data, variables can be transformed one
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to one to Gaussian latent variables. For discrete variables, however, there is no one-to-one
transformation into latent Gaussian distributions. A common approach is to apply an MCMC
method to simulate both the latent Gaussian variables and the posterior distributions (Hoff,
2007). Another Bayesian approach is the GCGMs that were developed by Dobra and Lenkoski
(2011), in which the sampling algorithm is based on a reversible jump MCMC algorithm and
a Cholesky decomposition of the precision matrix. Alternatively, our method implements a
birth–death MCMC approach (Mohammadi and Wit, 2015), which has several computational
advantages compared with the reversible jump MCMC approach as we show in our simulation
examples.
2.1. Gaussian copula graphical models
In graphical models, conditional dependence relationships between random variables are pre-
sented as a graph G. A graph G= .V ,E/ speciﬁes a set of vertices V ={1, 2, :::,p}, where each
vertex corresponds to a random variable, and a set of edges E. The absence of an edge between
two vertices speciﬁes the pairwise conditional independence of these two variables given the
remaining variables, whereas an edge between two variables determines the conditional depen-
dence of the variables. In our application, for example, disease risk factors (such as disease
factors, alcohol and hand injury) will be the nodes, and dependences between them will be the
edges.
Copulas provide a ﬂexible tool for understanding dependence between random variables, in
particular for non-Gaussian multivariate data. In our case, we consider 23 variables of mixed
type: discrete, binary and ordered categorical variables; see Section 3.1.
Let Y be a collection of continuous, binary, ordinal or count variables with marginal distribu-
tion Fj of Yj and F
−1
j its pseudoinverse. For constructing a joint distribution of Y , we introduce
a multivariate normal latent variable as follows:
Z∼Np.0,Σ/,
where Σ is the correlation matrix. We deﬁne the observed data as
Yj =F−1j {Φ.Zj/}:
A Gaussian copula-based joint cumulative distribution of Y is given by
P.Y1y1, : : : ,Ypyp/=Φp[Φ−1{F1.y1/}, : : : ,Φ−1{F.yp/}|Γ]:
Our aim is to infer the underlying graph structure of the mixed variables Y= .Y.1/, : : : ,Y.n//
implied byn independent drawsof latentGaussian variablesZ= .Z.1/, : : : ,Z.n//. FollowingHoff
(2007) and Dobra and Lenkoski (2011), we impose the latent samples z, given the observations
y, to belong to the set
A.y/={z∈Rn×p :max{z.s/j :y.s/j <y.r/j }<z.r/j <min{z.s/j :y.r/j <y.s/j }}: .1/
It follows that inference on the latent space can be performed by substituting the observed data
y with the event z∈A.y/. For a given graph G and precision matrix K=Σ−1, the extended rank





In the next sections we develop a Bayesian approach based on the extended rank likelihood
given in equation (2).
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2.2. Bayesian Gaussian copula graphical models
In the Bayesian framework, we consider the joint posterior distribution
P{K,G|z∈A.y/}∝P{z∈A.y/|K,G}P.K|G/P.G/, .3/
where P{z∈A.y/|K,G} is the extended rank likelihood that is deﬁned in equation (2), P.K|G/
denotes a prior distribution of a precisionmatrixK for a given graph structure andP.G/ denotes
a prior distribution for a graph G.
In particular, we develop a simple and efﬁcient continuous birth–death MCMC algorithm
for the posterior computation that converges much faster than the reversible jump MCMC
algorithm in Dobra and Lenkoski (2011). Moreover, we evaluate the results by using posterior
predictive checks on the scale of the original mixed variables.
For the prior distribution of the graph, we consider a discrete uniform distribution over the
graph space, as a non-informative prior. We consider the G-Wishart (Roverato, 2002) distri-
bution as prior distribution of the precision matrix. The G-Wishart distribution is the Wishart
distribution restricted to the space of precision matrices with 0 entries speciﬁed by a graph G.










where b>2 are the degrees of freedom, D is a symmetric positive deﬁnite matrix and IG.b,D/
is a normalizing constant.
Since the G-Wishart distribution is a conjugate prior together with the multivariate normal










where bÅ =b+n and DÅ =D+S with S = z′z where z is a single point in A.y/, i.e. a G-Wishart
distribution, WG.bÅ,DÅ/.
2.2.1 Sampling algorithm for posterior inference
Sampling from the joint posterior distribution (3) can be undertaken by a computationally
efﬁcient birth–deathMCMCalgorithm introduced inMohammadi andWit (2015) forGaussian
graphical models only. Here we extend their algorithm for the more general case of GCGMs.
Our algorithm is based on a continuous time birth–deathMarkov process inwhich the algorithm
explores the graph space by adding or removing an edge in a birth or death event respectively.
The birth and death rates of edges are determined by the stationary distribution of the process.
The algorithm is designed in such a way that the stationary distribution equals the target joint
posterior distribution of the graph and the precisionmatrix (3). The time between two successive
events has an exponential distribution. Therefore, the probabilities of birth and death events
are proportional to their rates.
Mohammadi and Wit (2015), section 3, proved that the birth–death MCMC (BDMCMC)
algorithm converges to the target joint posterior distribution of the graph and the precision
matrix and proposed to use the birth and death rates
βe.K/= P{G
+e,K+e \ .kij, kjj/|Z∈A.y/}
P{G,K \kjj|Z∈A.y/} , for each e ∈E, .4/
δe.K/= P{G
−e,K−e \kjj|Z∈A.y/}
P{G,K \ .kij, kjj/|Z∈A.y/} , for each e∈E, .5/
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in which G+e = .V ,E∪{e}/ for the inclusion of an edge from the graph G and K+e represents
an updated precision matrix when an edge is included, and similarly for G−e = .V ,E \{e}/ and
K−e. Details of the BDMCMC algorithm are as follows.
Given a graph G= .V ,E/ with a precision matrix K, iterate the following steps.
Step 1: sample the latent data. For each r∈V and j ∈{1, 2, : : : ,n}, update the latent value
z
.j/
r from its full conditional distribution













truncated to the interval in equation (1). This sampling step can be easily modiﬁed to handle
data that are missing at random, i.e., if yr is missing, then the full conditional Zr|K,ZV\{r}
is the untruncated multivariate normal distribution given in expression (6).
Step 2: sample the graph based on the birth-and-death process.
Step 3: sample the new precision matrix, according to the type of jump.
In our algorithm, the ﬁrst step is to sample the latent variables given the observed data. Then,
on the basis of this sample, we calculate the birth and death rates and waiting times. The birth
and death rates are used to calculate the type of jump. Details on how to calculate the birth
and death rates efﬁciently are discussed in Section 2.2.2. Finally in step 3, according to the
jump selected, we sample a new precision matrix by using a direct sampling scheme from the
G-Wishart distribution that was developed by Lenkoski (2013).
For our algorithm, the Rao–Blackwellized sample mean (Cappe´ et al. (2003), section 2.5) pro-
vides an effectiveway to estimate theposteriorprobabilityof eachgraph.TheRao–Blackwellized
estimate of the posterior graph probability is the proportion to the total waiting times for that
graph (Fig. 2, bottom right-hand side). The waiting times for each graph act as the weights of
that graph (e.g. {W1,W2, : : :} in Fig. 2, bottom left-hand side).
Fig. 2. Visualization of our algorithm: at the top is the mixed observed data transformation using the copula
to sample the latent variables; the bottom left-hand side is a continuous time BDMCMC algorithm where
{W1,W2,. . .} denote waiting times and {t1, t2,. . .} denote jumping times; the bottom right-hand side shows
the estimated posterior probability of the graphs which are proportional to the sum of their waiting times
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2.2.2. Computing the birth and death rates
Calculating the birth and death rates (4) and (5) has been a major bottleneck of the BDMCMC
algorithm. Here, we explain how to resolve the computational bottleneck and come up with an
efﬁcient way to calculate the death rates; the birth rates are calculated in a similar manner.




































and K1 =Ke,V\eK−1V\e,V\eKV\e,e. To compute the death rates (7), we need to determine the ratio
of the prior normalizing constants, IG.b,D/=IG−e .b,D/.
To compute the ratio of such normalizing constants, Mohammadi and Wit (2015), using
ideas from Wang and Li (2012) and Cheng and Lenkoski (2012), developed an approach which
borrows ideas from the exchange algorithm (Murray et al., 2012) and the double-Metropolis–
Hastings algorithm (Liang, 2010). Following Mohammadi and Wit (2015), we augment the







in which we evaluated the ratio of the prior normalizing constants with a value of H.·/ in
equation (8) at K˜.
2.2.3. Simulation study
We perform a simulation study with respect to different graph structures to evaluate the perfor-
mance of the BDMCMC method proposed and compare it with an alternative approach pro-
posed by Dobra and Lenkoski (2011). We generate data from a latent Gaussian copula model
with ﬁve different types of variables, including ‘Gaussian’, ‘non-Gaussian’, ‘ordinal’, ‘count’
and ‘binary’. We performed all computations with our R package BDgraph (Mohammadi and
Wit, 2016a,b).
We consider three different kinds of synthetic graphical model, having p nodes:
(a) random—a graph in which the edges are randomly generated from independent Bernoulli
distributions with probability 2=.p−1/;
(b) cluster—a graph in which the number of clusters is max {2, [p=20]}. Each cluster has the
same structure as a random graph;
(c) scale free—a graph which has a power low degree distribution generated by the Baraba´si–
Albert algorithm (Albert and Baraba´si, 2002).
With regard to the graph structure G, the corresponding precision matrix is generated from
K∼WG.3, Ip/. For each graphical model, we consider various scenarios based on two different
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Table 1. F1-score (10) and MSE for our method and the Dobra and Lenkoski(2011) method, with 50 replications and standard deviations in parentheses†
p n Graph F1-scores MSE
BDMCMC Dobra– BDMCMC Dobra–
Lenkoski Lenkoski
10 30 Random 0.54 (0.13) 0.52 (0.11) 6.4 (1.4) 9.1 (0.9)
Cluster 0.55 (0.16) 0.54 (0.12) 6.2 (1.5) 8.8 (1.1)
Scale free 0.56 (0.17) 0.53 (0.10) 5.9 (1.4) 8.9 (0.8)
10 100 Random 0.69 (0.14) 0.67 (0.12) 4.5 (1.7) 6.3 (1.4)
Cluster 0.73 (0.14) 0.72 (0.12) 3.9 (1.5) 5.5 (1.1)
Scale free 0.68 (0.15) 0.67 (0.13) 4.3 (1.5) 6.1 (1.0)
40 400 Random 0.74 (0.07) 0.55 (0.05) 19.3 (4.8) 60.5 (6.0)
Cluster 0.80 (0.05) 0.65 (0.05) 19.6 (4.7) 59.3 (7.0)
Scale free 0.73 (0.08) 0.52 (0.07) 19.5 (5.4) 64.8 (12.4)
40 800 Random 0.83 (0.06) 0.70 (0.07) 11.8 (3.5) 35.9 (6.5)
Cluster 0.84 (0.05) 0.75 (0.05) 16.7 (4.7) 37.2 (5.8)
Scale free 0.82 (0.07) 0.68 (0.07) 12.5 (4.1) 37.6 (6.7)
†The best models are in italics.
numbers of variables p = {10, 40} and various sample sizes; Table 1. For each scenario, we
generate data and ﬁt our BDMCMC and the Dobra and Lenkoski (2011) approaches using a
uniform prior for the graph and the G-Wishart prior WG.3, Ip/ for the precision matrix. We run
the two algorithms with the same starting points using 100000 iterations and 50000 iterations
as a burn-in.
To assess the performance of the graph structure, we compute the F1-score measure which is
deﬁned as
F1-score= 2TP2TP+FP+FN, .10/
where TP, FP and FN are the number of true positive, false positive and false negative results
respectively. The F1-score lies between 0 and 1, where 1 denotes perfect identiﬁcation and 0
denotes poor identiﬁcation. Also, we use the mean-square error (MSE) of the posterior edge
inclusion probabilities. We calculate the posterior edge inclusion probabilities on the basis of









where N is the number of iterations and W.K.t// is the waiting time for the graph G.t/ with the
precision matrix K.t/.
Table 1 reports comparisons of the BDMCMC method with the Dobra and Lenkoski (2011)
method where we repeat the experiments 50 times and report the average F1-score and MSE
with their standard errors in parentheses. Our BDMCMC method performs well overall as its
F1-score is larger and its MSE is lower than those of the Dobra and Lenkoski (2011) method
in all scenarios under consideration, mainly because of its faster convergence rate. Simulations
suggest that the BDMCMC algorithm converges in approximately a quarter of the time of the
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algorithm of Dobra and Lenkoski, which results in the different F1-score and MSE behaviour
under ﬁnite MCMC iterations, as reported in Table 1.
3. Analysis of Dupuytren disease data
Here we analyse the data that were collected on patients who have Dupuytren disease in both
hands from the north of the Netherlands by the Department of Plastic Surgery of the University
Medical Centre Groningen. The data were originally described by Lanting et al. (2013) and
Lanting,Nooraee,Werker and van denHeuvel (2014). The data consist of 279 patients who have
Dupuytren disease (n=279); among those patients, 79 have an irreversible ﬂection contracture
in at least one of their ﬁngers. Therefore, the data consist of many 0s as shown in Fig. 3, i.e.,
though the hands are affected by the disease, the ﬁngers did not show any sign of contraction
and the total angle measure is taken as 0.
The severity of the disease in all 10 ﬁngers of the patients is measured by the angle of each
ﬁnger, which is deﬁned as the sum of angles for the metacarpophalangeal joints. To study the
potential phenotype risk factors of Dupuytren disease, we consider 13 potential phenotype
risk factors. These are smoking habits (Smoking), alcohol consumption (Alcohol), whether
Fig. 4. Inferred graph for the Dupuytren disease data set based on 13 risk factors and the total degrees
of flection in all 10 fingers: it reports the selected graph with 26 edges for which their posterior inclusion
probabilities (11) are more than 0:4 (+, positive relationship between nodes; , negative relationship)
Bayesian Modelling of Dupuytren Disease 639





















































































































Fig. 5. Image visualization of the posterior edge inclusion probabilities of all possible edges in the graph,
for 10 fingers with 13 risk factors
participants performed manual labour during a signiﬁcant part of their life (Labour), whether
they had sustained hand injury in the past including surgery (HandInjury), disease history in-
formation about the presence of factors Ledderhose,Diabetes, Epilepsy, Peyronie, Knucklepads
and liver disease (LiverDisease) and familial occurrence of Dupuytren disease which is deﬁned
as a ﬁrst-degree relative with Dupuytren disease (Relative).
For each ﬁnger we measure angles of the metacarpophalangeal joints, three interphalangeal
joints (for thumbs we measure only two interphalangeal joints); then we sum those angles
for each ﬁnger as a measure of the severity of Dupuytren disease. The total angles can vary
from 0◦ to 270◦; however, in this data set the minimum is 0◦ and the maximum is 157◦. The
age of participants (in years) ranges from 40 to 89 years, with an average age of 66 years.
Smoking is binned into three ordered categories (never, stopped and smoking). Amount of
alcohol consumption is binned into eight ordered categories (ranging from no alcohol to more
than 20 units of consumption per week). All other variables are binary.
In Section 3.1, we infer the Dupuytren disease network of the ﬁngers with the 13 potential risk
factors on the basis of the BDMCMC approach. In Section 3.2, we consider only the severity
measurements of the 10 ﬁngers to infer the interaction between the ﬁngers.
3.1. Inference for Dupuytren disease with risk factors
We apply our Bayesian framework to infer the conditional (in)dependence structure among the
640 A. Mohammadi, F. Abegaz, E. van den Heuvel and E. C. Wit



















Fig. 6. Trace plot of the number of edges included in the estimated graphs against iterations of the BDMCMC
algorithm with 100 different starting points
23 variables, to identify the potential risk factors of Dupuytren disease and to discover how
they affect the disease. In implementing the BDMCMC approach to analyse this data set, we
place a G-Wishart prior WG.3, I23/ on the precision matrix. We run the BDMCMC algorithm
for 2 million iterations with 1 million sweeps burn-in. The results are displayed in Figs 4 and 5.
By using the median probability model of Barbieri and Berger (2004), Fig. 4 visualizes 26
edges that have posterior probabilities larger than 0:4. Similarly, Fig. 5 shows the image of all
posterior inclusion probabilitieswhere the degree of darkness increaseswith increasing posterior
probabilities.
The edges in the graph show the interactions between the 10 severity measurements of
Dupuytren disease and 13 risk factors. For example, the results show that factors Age, Alcohol,
Ledderhose, HandInjury and Relative, among those 13 risk factors, have a signiﬁcant associ-
ation with the severity of Dupuytren disease. As expected, increased alcohol use, the presence
of ledderhose disease and having a direct relative with Dupuytren disease increase the severity
of the disease. However, surprisingly, correcting for all other variables, age and the presence of
hand injury decreases the severity of Dupuytren disease. Fig. 4 also shows that factor Age is a
hub in this graph and it plays a signiﬁcant role as it affects the severity of the disease directly
and indirectly through the inﬂuence of other risk factors such as Ledderhose.
Further we checked the stability of the graph selected with highest posterior probability at
convergence of the algorithm with 100 different starting points. The resulting Fig. 6 shows the
traces of the number of edges in the estimated graphs plotted against iterations of theBDMCMC
algorithm with the 100 different starting points. The plot shows good mixing around a stable
graph model size, which is 42, and the algorithm converges after around 300 iterations.
3.2. Severity of Dupuytren disease between pairs of fingers
In this section, we consider the relationship between the occurrence of Dupuytren disease in
pairs of ﬁngers on both hands. Interaction between ﬁngers is important because it help surgeons
to decide whether they should operate on one ﬁnger or on multiple ﬁngers simultaneously. The
main idea is that, if ﬁngers are almost independent in terms of the severity of Dupuytren disease,
there is no reason to operate on the ﬁngers simultaneously. In contrast, if there is a strong
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Fig. 7. Inferred graph of the Dupuytren disease data set based on the total degrees of flection in all 10
fingers: it reports the graph selected with eight edges for which their posterior inclusion probabilities (11) are
more than 0.4










































































































Fig. 8. Image visualization of the posterior edge inclusion probabilities of all possible edges in the graph,
for 10 fingers
relationship between ﬁngers, then joint surgery may be recommended if one of the ﬁngers is
affected.
We apply the BDMCMC approach for the 10 variables of Dupuytren disease severity mea-
sures by using the G-Wishart WG.3, I10/ prior on the precision matrix. We run the BDMCMC
algorithm for 2 million iterations with 1 million sweeps as burn-in. The results are displayed in
Fig. 7 and Fig. 8.
Fig. 7 visualizes the graph selected with eight edges, for which the posterior inclusion prob-
abilities (11) are greater than 0:4. The edges in the graph show the interactions between the
ﬁngers with regard to the severity of Dupuytren disease.
The results show signiﬁcant co-occurrences of Dupuytren disease in the ring ﬁngers and
middle ﬁngers in both hands. This suggests that disease in themiddle ﬁnger is strongly associated
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Fig. 9. Empirical ( ) and predictive ( ) conditional distributions for the total angle of finger 4 in the right hand
conditionally on four categories of variable Age: (a) P (Right 4j40 < age < 50); (b) P (Right 4j50 < age < 60);
(c) P (Right 4j60 < age < 70); (d) P (Right 4j70 < age < 90)
with the ulnar side of the hand. Surprisingly, our results also show a strong relationship between
the middle ﬁngers in both hands. Moreover, the results show that the joint interactions between
ﬁngers in both hands are almost symmetric. These results support the hypotheses that the disease
has genetic factors or other biological factors that affect similar ﬁngers in both hands.
3.3. Fit of model to Dupuytren data
Posterior predictive checks can be used for checking whether the Bayesian approach ﬁts the
Dupuytren data set well or not. If the model ﬁts the Dupuytren data, then simulated data
that are generated under the model should look like the observed data. In this regard, ﬁrst,
on the basis of our estimated graph from the BDMCMC algorithm in Section 3.1, we draw
simulated data from the posterior predictive distribution. Then, we compare the samples with
our observed data. Any systematic differences between the simulations and the data determine
potential failings of the model.
We obtain the conditional distributions of the potential risk factors and disease severity
measures on the ﬁngers for both simulated and observed data. The empirical and predictive
conditional distributions of some selected variables are presented in Figs 9, 10 and 11.
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Fig. 10. Empirical ( ) and predictive ( ) conditional distributions for total angles of finger 5 in the right hand
conditionally on variable Relative: (a) P (Right 5jRelative = 0); (b) P (Right 5jRelative = 1)



























Fig. 11. Empirical ( ) and ( ) predictive conditional distributions for total angles of finger 2 in the right hand
conditionally on variable Ledderhose: (a) P (Right 2jLedderhose = 0); (b) P (Right 2jLedderhose = 1)
Fig. 9 displays the empirical and predictive distributions of disease severity measure on ﬁnger
4 in the right hand (Right4) conditionally on variable Age in four categories {.40, 50/, .50, 60/,
.60, 70/, .70, 90/}. The variable Right4, based on the Tubiana classiﬁcation, was grouped into
ﬁve categories: category 1, 0◦ for the total angle; 2, degree between .1◦, 45◦/; 3, degree between
.46◦, 90◦/; 4, degree between .90◦, 135◦/; 5, degree more than 135◦. The results in Fig. 9 show
that the ﬁt is good, since the predicted conditional distributions, in general, are the same as the
empirical distributions.
Similarly, Fig. 10 plots the empirical and predictive distribution of disease severity measure
on ﬁnger 5 in the right hand (Right5) conditionally on variable Relative and Fig. 11 plots the
empirical and predictive distribution of disease severity measure on ﬁnger 2 in the right hand
(Right2) conditionally on variable Ledderhose. These results also suggest that the BDMCMC
approach ﬁts the Dupuytren data well as the predicted conditional distributions are in agree-
ment with the empirical distributions.
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4. Conclusion
In this paper we have implemented a Bayesian method for discovering the effect of potential risk
factors of Dupuytren disease and the underling relationships between ﬁngers on both hands
with regard to severity of the disease.
The results of the case-study clearly demonstrate that age, alcohol, relative and ledderhose
diseases all affect the severity of Dupuytren disease directly. However, in contrast with what
was reported before, age and the presence of hand injury are inversely related to the severity of
Dupuytren disease when correcting for the other variables. Other risk factors affect Dupuytren
disease only indirectly. Another important result is that the severity of Dupuytren disease in
ﬁngers is correlated: in particular, the middle ﬁnger with the ring ﬁnger. This implies that
a surgical intervention on either the ring or the middle ﬁnger should preferably be executed
simultaneously.
In our case-study, we consider the 13 potential phenotype risk factors. It would be interesting
to consider those phenotype risk factors jointly with other genotype risk factors that are cited
in the literature. For example, in a genomewide association study, nine genes were identiﬁed as
being associated with Dupuytren disease (Dolmans et al., 2011). Bayesian inference for all these
risk factors requires a computationally efﬁcient search algorithm that can potentially explore
the underlying graph structure to uncover complicated patterns among these variables. Our
Bayesian framework is well suited to this kind of problem.
We have compared our BDMCMC Bayesian approach with an alternative Bayesian approach
(Dobra and Lenkoski, 2011) by using a simulation study on various types of graph structures.
Although both approaches converge to the same posterior distribution our approach has some
clear advantages on ﬁnite MCMC runs. This difference is mainly due to our implementation of
a computationally efﬁcient algorithm, which is a continuous time MCMC algorithm based on
a birth–death process.
Of course, our extended Bayesian method is not limited only to this type of data. It can
potentially be applied to any kind of data where the observed variables are binary, ordinal or
continuous.
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