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Abstract
An adaptive version of identifying codes is introduced. These codes are motivated by various engineering
applications. Bounds on adaptive identifying codes are given for regular graphs and torii in the square grid.
The new codes are compared to the classical non-adaptive case.
© 2008 Published by Elsevier Inc.
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1. Introduction and motivations
Given a connected undirected graph G = (V ,E) and an integer r  1, we define Br(v), the
ball of radius r centered at v ∈ V , by
Br(v) =
{
x ∈ V : d(x, v) r},
where d(x, v) denotes the number of edges in any shortest path between x and v. For short, a
ball of radius r will be called an r-ball in the following. Whenever d(x, v)  r , we say that x
and v r-cover each other (or simply cover if there is no ambiguity). A set X ⊆ V covers a set
Y ⊆ V if every vertex in Y is covered by at least one vertex in X.
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v ∈ V , we denote by
KC,r (v) = C ∩ Br(v)
the set of codewords which r-cover v. Two vertices v1 and v2 with
KC,r (v1) = KC,r (v2)
are said to be r-separated, or separated, by code C.
A code C such that |KC,r (v)|  1 for all v ∈ V is called an r-covering code of G (it is
sometimes also called an r-dominating set of G). In other words, the set of vertices V is r-
covered by the set of r-balls centered at vertices of C.
A code C such that |KC,r (v)|  1 for all v ∈ V is called an r-packing (of r-balls) in G. In
other words, the r-balls centered at vertices of C are all pairwise disjoint.
A code being both an r-covering code and an r-packing of G is called an r-perfect code.
A code C is called r-identifying (or simply identifying if there is no ambiguity), if the sets
KC,r (v), v ∈ V , are all nonempty and distinct [15]. In other words, the set of vertices V is r-
covered by C.
Remark 1. For given graph G = (V ,E) and integer r , there exists an r-identifying code C ⊆ V
if and only if
∀v1, v2 ∈ V (v1 = v2), Br(v1) = Br(v2).
If this holds, we say that G is r-identifiable, or identifiable. In the following, we consider only
identifiable graphs.
The motivations come, for instance, from sensor networks, where identifying codes are used
to devise location and detection systems [18]. Identifying codes were originally defined for the
purpose of fault diagnosis in multiprocessor systems [15]. Such a system can be modeled as
a graph, where vertices are processors, and edges are links between processors. Assume that
at most one of the processors is faulty, and that we wish to test the system and locate the faulty
processor. For this purpose, some processors (constituting the code) will be selected and assigned
the task of testing their neighbourhoods (i.e., the vertices at distance at most r). Whenever a
selected processor (i.e., a codeword) detects a fault, it sends an alarm signal, saying that one
element in its neighbourhood is faulty. We require that we can uniquely tell the location of the
faulty processor based only on knowledge of the set of codewords which gave alarm.
Using r-identifying codes can be seen as follows: given the graph G and the code C, we ask,
in one step, |C| queries to the codewords (“is there a faulty vertex in Br(c)?”, for all c ∈ C).
Thanks to the global answer from the codewords, we can locate the faulty vertex (if there is one)
or conclude that all vertices work correctly.
Adaptive identification [17, Section 1.2.7] consists in asking the queries one after the other;
this allows to choose a new query according to the answers we received so far. This can also be
seen as a game, where the first player secretly chooses a vertex to be faulty in a graph, or no
vertex, and the second player tries to locate it by asking queries of the type
“is there a faulty vertex in Br(v)?”
for v ∈ V . If the graph is identifiable, then the second player will always succeed. In the follow-
ing, “query” and “ball” will be equivalent.
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We denote by ir (G) the minimum cardinality of an r-identifying code in a graph G; in
adaptive identification, we want to minimize the maximum number of queries required for iden-
tification, and we denote by ar(G) this minimum number. Obviously, for all r  1 and all
r-identifiable graphs G, we have
ar(G) ir (G).
Sometimes we also consider the density of such codes, which is simply the ratio of ar(G) (or
ir (G)) over the number of vertices of G. We mentioned previously that any r-identifying code
must r-cover all vertices. In adaptive r-identification, it may happen that all vertices have to be
r-covered by queries (for instance, if there is no faulty vertex in the graph), but this will not
always be the case.
We illustrate adaptive identification with the following detailed example, which will be the
basis for several subsequent generalizations.
Example 1. Let T5,5 be the 5 × 5 torus in the square lattice (see Fig. 1), that is to say the graph
having vertex set
V = {(i, j): 0 i  4, 0 j  4},
and edge set
E = {{(i, j), (i, j + 1)},{(i, j), (i + 1, j)}: 0 i  4, 0 j  4},
with all sums carried modulo 5.
It is known that this graph admits a 1-perfect code, that is, a set of five balls of radius one (and
cardinality five) which do not intersect and contain all 25 vertices (see Fig. 2).
Since the minimum density of a 1-identifying code in the infinite square grid is equal to
0.35 [2], the cardinality of a 1-identifying code in T5,5 is at least 0.35×25 = 9. Indeed, suppose
that there exists a 1-identifying code C in T5,5 with smaller cardinality. Then, by tiling torii, one
can construct a 1-identifying code of density |C|25 < 0.35 in the infinite grid, contradicting [2].
With adaptive 1-identification however, we can locate a faulty vertex, or conclude that there is
none, with at most 7 queries, as we now show (we will show later in Theorem 2 that 7 is the best
possible, i.e., a1(T5,5) = 7).
First, we consider a ball of radius one, for instance
B1((2,2)) =
{
(2,2), (2,1), (2,3), (1,2), (3,2)
}
,
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Fig. 3. Three queries to B1((2,2)) in the 5 × 5 torus T5,5.
and we assume that it contains at most one faulty vertex, and that there is no faulty vertex out-
side. How to locate this vertex or know that there is none? This will be the heart of adaptive
identification, as we shall see later. Here, it is easy to see that we can answer with at most three
queries (see Fig. 3):
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Q1) is there a faulty vertex in B1((1,1))?
If YES,
Q2) is there a faulty vertex in B1((3,1))?
If YES, the faulty vertex is (2,1).
If NO, the faulty vertex is (1,2).
If NO,
Q2) is there a faulty vertex in B1((3,3))?
If YES,
Q3) is there a faulty vertex in B1((1,3))?
If YES, the faulty vertex is (2,3).
If NO, the faulty vertex is (3,2).
If NO,
Q3) is there a faulty vertex in B1((2,2))?
If YES, the faulty vertex is (2,2).
If NO, there is no faulty vertex.
Note that if we already know from the start that there is a faulty vertex in B1((2,2)), we still
need three queries to locate it, because log2 5 = 3.
Now, how to locate a possible faulty vertex in the 5 × 5 torus? Consider the perfect code
given in Fig. 2, where the centers of the balls are (0,0), (2,1), (4,2), (1,3) and (3,4). We
question each of the first four balls in turn. At the first positive answer, we apply the three-query
process described before, which guarantees that we need at most 4+3 = 7 queries. If we get four
negative answers, then we do not need to question the last ball, but instead immediately apply
the three-query process, which leads also to 7 queries.
The topic of this paper is, after introducing adaptive identification, to generalize Example 1
in several directions (torii of bigger sizes and adaptive r-identification for r  1), and to analyze
the performances of adaptive identification with respect to classical identifying codes.
Before that, we give a somewhat extreme example, where adaptive 1-identification requires a
number of queries which is only logarithmic with respect to the size of any 1-identifying code.
Example 2. Our construction is recursive (see Fig. 4): we consider the graph G0 = (V0,E0),
with V0 = {v, v1, v2} and E0 = {{v, v1}, {v, v2}}, we take a copy G′ of G0, we consider a new0
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G′1 of G1, we consider a new vertex x, and we link x to w′ and to all vertices in V1, to obtain the
graph G2, and so on, until we obtain the graph Gh, which has Xh = 2h+2 − 1 vertices, which we
number from 1 to Xh, going from left to right and from top to bottom.
If we ask whether there is a faulty vertex in the ball of radius one centered at vertex 1, a YES
answer tells us that the vertex is either equal to 1 or 3, or belongs to Vh−1; whereas a NO answer
shows that if it exists, it belongs to V ′h−1 \ {3}: the query divides the graph into approximately
two halves. Asking the second query in the appropriate half again divides the graph into two
halves. This informal argument shows that, by successive dichotomies, it is possible to perform
adaptive 1-identification in a number of queries which is logarithmic in Xh.
On the other hand, consider, in Xh, two consecutive “leaves” 2 and 2 + 1 (where 2h+1 
2  2h+2 − 2). The only vertices that can 1-separate these two leaves are themselves, which
shows that at least one of them must belong to a 1-identifying code. This implies that any 1-
identifying code has a size which is linear in Xh.
The paper is structured as follows: the next section contains general bounds on ar(G) for a
regular graph G, Section 3 is dedicated to torii in the square lattice, and we conclude the paper
by giving perspectives for further research in the area of adaptive identification in graphs.
2. General bounds
Recall that ar(G) denotes the minimum number of queries for an adaptive r-identifying code
in an r-identifiable graph G = (V ,E). We also define the following parameters:
• cr(G) is the maximum cardinality of an r-packing of G,
• γr(G) is the minimum cardinality of an r-covering code in G.
Note that cr(G) γr(G), with equality if r-perfect codes exist in G.
If G is r-regular, that is, if all r-balls have the same cardinality, then, if we denote by vr(G)
this cardinality, we have
cr(G) × vr(G) |V | γr(G) × vr(G),
with equalities if r-perfect codes exist in G.
Let also dr(G) be the minimum number of queries to identify an r-ball in G, i.e., the minimum
number of queries for identifying a given r-ball Br in G, assuming that there is no faulty vertex
outside Br (hence there is one or zero faulty vertex in Br ). In the introduction we have already
shown that d1(T5,5) = 3 (see Example 1).
Theorem 1. Let r  1 and let G be an r-regular r-identifiable graph. Then we have
cr(G) − 1 +
⌈
log2
(
vr(G) + 1
)⌉
 ar(G) γr(G) − 1 + dr(G).
Proof. Let G = (V ,E) be an r-regular r-identifiable graph. For the lower bound, it suffices to
notice that it is possible that the answer to the first cr(G)−1 queries is NO. Indeed, by definition,
cr(G) − 1 r-balls Br(x1), . . . ,Br(xcr (G)−1) cannot cover the whole vertex set of G, hence there
may be a faulty vertex in V \ (Br(x1)∪ · · ·∪Br(xcr (G)−1)), or no faulty vertex at all. Hence after
the (cr (G) − 1)th query, there remain at least vr(G) uncovered vertices, and there are at least
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faulty vertex at all in the graph. To discriminate between these vr(G) + 1 possibilities, we need
at least log2(vr (G) + 1) queries.
For the upper bound, let us consider {x1, . . . , xγr (G)} an r-covering code of minimum cardi-
nality in G. Let us consider the following strategy: we ask the query “is there a faulty vertex
in Br(xi)?” for i = 1, . . . , γr (G) − 1, until the answer is YES. If we get a positive answer at
the kth query, 1  k  γr(G) − 1, then we know that there is a faulty vertex in Br(xk) and we
find it with, by definition, at most dr(G) queries. Hence we located the faulty vertex in at most
γr(G) − 1 + dr(G) queries. If the answer to the first γr(G) − 1 queries is NO, then we know
that either there is a faulty vertex in Br(xγr (G)), or there is no faulty vertex at all. Hence if we
identify Br(xγr (G)), then we are done. By definition, this can be done it at most dr(G) queries,
which leads to a total number of queries of γr(G) − 1 + dr(G). 
3. Torii in the square lattice
In this section, we assume that the dimensions of the torus are “large enough” with respect
to r .
Given two integers p and q , the p × q torus in the square lattice, denoted Tp,q , is the graph
having vertex set
V = {(i, j): 0 i  p − 1, 0 j  q − 1},
E = {{(i, j), (i, j + 1)},{(i, j), (i + 1, j)}: 0 i  p − 1, 0 j  q − 1},
with sums on the first coordinate carried modulo p, and sums on the second coordinate carried
modulo q . The torus T5,5 is depicted in Fig. 1. Obviously, vr(Tp,q) = 2r2 + 2r + 1.
If p and q are both multiples of 2r2 + 2r + 1, then there exists an r-perfect code in Tp,q [8,9].
In this case, we have
cr(Tp,q) = γr(Tp,q),
and to get good lower and upper bounds on ar(Tp,q), one could derive bounds on dr(Tp,q) and
use Theorem 1.
Hence, the next section is dedicated to computing general bounds on dr(Tp,q), that we use in
Section 3.2 to derive close bounds on—and, for many values of r , exact values of—ar(Tp,q) in
the perfect case. In Section 3.3, we give the asymptotic value of ar(Tp,q) in the general case.
3.1. General bounds on dr(Tp,q)
Lemma 1. Let r  1, p  2 and q  2, and let Tp,q be the p×q torus in the square lattice. Then
we have⌈
log2
(
2r2 + 2r + 2)⌉ dr(Tp,q) 2⌈log2(r + 1)⌉+ 1.
Proof. The lower bound is the general one for a dichotomic search in a set of cardinality 2r2 +
2r +2 (there can be either a faulty vertex—2r2 +2r +1 possibilities—or no faulty vertex at all).
For the upper bound, one can see an r-ball in Tp,q as the disjoint union of r + 1 “packets,” each
of them containing exactly 2r +1 vertices, except for one which contains only r +1 vertices (see
Fig. 5 for r = 3).
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Now, to identify an r-ball Br((i, j)) of Tp,q , one can use the following three-fold strategy:
first, look in which packet of Br((i, j)) could the faulty vertex be; then, look in which row of the
candidate packet could the faulty vertex be; finally, look if there is a faulty vertex in the candidate
row, and if yes locate it. We have to be careful with the fact that we do not know a priori whether
there is a faulty vertex in Br((i, j)) or not.
The first phase in the identification of Br((i, j)) is as follows. We apply a dichotomic search
using queries of the form “is there a faulty vertex in Br((i − k, j − k))?”, where the values
of k are taken among 1,2, . . . , r . This provides us with the candidate packet, and uses at most
log2(r + 1) queries.
We move to the second phase. If the candidate packet is the lowermost one, i.e., consists of
r + 1 vertices, then the faulty vertex, if it exists, can be trivially located in log2(r + 1) queries.
Assume then that the candidate packet consists of 2r + 1 vertices. The packet is a disjoint union
of r + 1 rows, each of them containing exactly two vertices, except for one which contains only
one vertex. In this packet, denote by (a, b) the unique vertex which is the center of an r-ball that
contains the packet. By a dichotomic search using queries of the form “is there a faulty vertex
in Br((a + k, b + 1 − k))?”, where the values of k are taken among 1,2, . . . , r , one can find the
candidate row to contain a faulty vertex in at most log2(r + 1) queries. Note that no query
covers the uppermost row, since k  1. Hence, the candidate row is the uppermost one if and
only if all the queries in the second phase answer NO.
We move to the third phase. Here we have the candidate row and need to decide whether there
is a faulty vertex, and if yes, which of the two vertices is the faulty one. If the candidate row
consists of two vertices then necessarily there was a query in the second phase that answered
YES, hence we know that there is a faulty vertex, and in order to locate it suffices to check one
of two vertices. If the candidate row consists of a single vertex, then a single query checks if it is
faulty. We conclude that the third phase consists of one query.
Summing up the number of queries in the three phases we obtain that the overall number of
queries is at most 2log2(r + 1) + 1. 
Note that it is easy to check that for all r  1,(
2
⌈
log2(r + 1)
⌉+ 1)− ⌈log2(2r2 + 2r + 2)⌉ ∈ {0,1}.
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We start by the case r = 1, where we can directly apply Theorem 1.
Theorem 2. Let p  5 and q  5 be both multiples of 5, and let Tp,q be the p × q torus on the
square lattice. Then we have
a1(Tp,q) = pq5 + 2.
Proof. We have already seen in the introduction of this paper (see Example 1) that
d1(Tp,q) =
⌈
log2
(
v1(Tp,q) + 1
)⌉= log2 6 = 3.
This also follows immediately from Lemma 1. If p and q are both multiples of 5, then we know
that there exists a 1-perfect code in Tp,q , i.e.,
c1(Tp,q) = γ1(Tp,q) = pq5 .
The conclusion follows from Theorem 1. 
In general, when p and q are both multiples of 2r2 + 2r + 1, there exists an r-perfect code in
Tp,q , and we have
cr(Tp,q) = γr(Tp,q) = pq2r2 + 2r + 1 .
Hence, by Theorem 1 and Lemma 1, we know that
pq
2r2 + 2r + 1 − 1 +
⌈
log2
(
2r2 + 2r + 2)⌉ ar(Tp,q)
and
ar(Tp,q)
pq
2r2 + 2r + 1 + 2
⌈
log2(r + 1)
⌉
.
For infinitely many values of r , we actually have⌈
log2
(
2r2 + 2r + 2)⌉= 2⌈log2(r + 1)⌉+ 1. (1)
For instance, computation shows that this is the case for r = 1,3,6 and 7, and for r = 2m − s,
1 s  2m−2, m 4. For r = 2,4 and 5, there exist ad hoc strategies showing that
dr(Tp,q) =
⌈
log2
(
2r2 + 2r + 2)⌉.
An example of such a strategy is given for r = 2 in Fig. 6. We obtain the following theorem.
Theorem 3. For all r = 1, . . . ,7, and for all r = 2m − s, 1 s  2m−2, m 4, we have
ar(Tp,q) = pq2r2 + 2r + 1 − 1 +
⌈
log2
(
2r2 + 2r + 2)⌉,
for all p and q which are both multiples of 2r2 + 2r + 1.
For other values of r , however, the bounds of Lemma 1 differ by at most 1, hence we have:
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Theorem 4. For all r  8, we have
ar(Tp,q) −
(
pq
2r2 + 2r + 1 − 1 +
⌈
log2
(
2r2 + 2r + 2)⌉
)
∈ {0,1},
provided that p and q are both multiples of 2r2 + 2r + 1.
Proof. Straightforward from Lemma 1 and the remark following its proof. 
3.3. General case
We consider the general case, of a tori which does not necessarily admit an r-perfect code.
We have the following asymptotic result:
Theorem 5. Let r  1, p  2 and q  2, and let Tp,q be the p × q torus in the square lattice.
Then we have
ar(Tp,q) = pq2r2 + 2r + 1 + Θ(p + q).
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cr(G) − 1 +
⌈
log2
(
vr(G) + 1
)⌉
 ar(G) γr(G) − 1 + dr(G)
for any r-regular r-identifiable graph G. We first note that log2(vr (G) + 1) = O(1) and
dr(Tp,q) = O(1). It remains to estimate cr(Tp,q) and γr(Tp,q).
Let us define p′ as the greatest multiple of 2r2 + 2r + 1 which is smaller than or equal to p.
Similarly, let us define q ′ as the greatest multiple of 2r2 + 2r + 1 which is smaller than or equal
to q . Clearly, we have
cr(Tp,q) cr(Tp′,q ′) = p
′q ′
2r2 + 2r + 1 .
Now, since p′  p − (2r2 + 2r + 1) and q ′  q − (2r2 + 2r + 1), we have
p′q ′
2r2 + 2r + 1 =
pq
2r2 + 2r + 1 + Ω(p + q).
Combining with Theorem 1, we obtain
ar(Tp,q) = pq2r2 + 2r + 1 + Ω(p + q).
Similar arguments reveal that
γr(Tp,q)
pq
2r2 + 2r + 1 + O(p + q)
and
ar(Tp,q) = pq2r2 + 2r + 1 + O(p + q),
which concludes the proof. 
This confirms the intuitive idea that an optimal strategy consists in, first, r-covering the graph,
and then locating the faulty vertex with a dichotomization of the first r-ball answering YES.
Asymptotically, the cost of the optimal strategy is then approximately equal to the cardinality of
an optimal r-covering code of the graph, that is to say
pq
2r2 + 2r + 1 + Θ(p + q),
which has density tending to
1
2r2 + 2r + 1
as p and q tend to infinity. One can compare this density with the non-adaptive case, where we
know that any minimum r-identifying code has density greater than or equal to 38r+4 as p and q
tend to infinity, for all r  1 [4]. When r = 1, it is known that the best possible density is equal
to 0.35 [2], vs. 0.2 for adaptive 1-identification.
4. Conclusions and perspectives
In this paper we introduced adaptive identification in graphs, that we studied on torii in the
square lattice. For some values of r and p,q , we gave the exact values of ar(Tp,q). We refer
to [1] for similar results for torii in the king lattice (see [4,5] for classical identification in this
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graph). It is interesting to note that adaptive identification in the king lattice is related to another
search problem, studied in [19]. One can also consider other types of grids, like the triangular or
the hexagonal grids, which were already studied in the non-adaptive case [4,6,11]. The study of
the hypercube could also be of interest, since it is maybe the most studied topology for identi-
fication [3,13–15] (and for many other coding problems too [7]). In the case of the hypercube,
we predict that things do not behave so nicely as in the 2-dimensional square lattice. Indeed, like
multidimensional square grids, hypercubes are (0–2)-graphs, that is to say that the intersection
of two 1-balls is of cardinality either 0 or 2. This means that it is not so easy to identify a 1-ball
with 1-balls in the hypercube, since a 1-ball cannot split another 1-ball into two halves of roughly
even cardinalities like in the case of the square lattice.
In general, if G is an r-regular graph, the value of ar(G)− γr(G) strongly depends on dr(G),
which is the minimum number of queries required to identify an r-ball Br in G, assuming that
there is no faulty processor outside Br . We do not know the exact value of dr(G) for all values of
r when G is a torus in the square lattice, and we leave here as an open problem the computation
of dr(Tp,q) for all r  1.
We suggest also two possible generalizations of adaptive identification. The first one consists
in locating not only one, but at most a fixed number t  1 of faulty vertices, that is to say to study
adaptive (r, t)-identifying codes. This problem has already been studied for the non-adaptive
version of these codes [10–13,16]. The second perspective for further research is to consider that
vertices have probabilities of defection, which would lead to minimizing the expected number of
queries and not only the greatest possible number of queries (worst-case analysis). We show in
Fig. 7 a simple example, taken from [17, Section 1.2.7], where the expected number of queries
is less than the greatest number of queries in the worst case. In this example, p ∈ [0,1] is the
probability that no vertex is faulty in the path on three vertices P3, and 1−p3 is the probability that
any vertex of P3 is faulty. It is easy to see that a1(P3) is 2, and that an optimal adaptive strategy
is to ask first “is there a faulty vertex in B1(x1)?”, and then “is there a faulty vertex in B1(x3)?”.
However, we let the reader check that, if we take into account the probabilities, it is cleverer to
ask first “is there a faulty vertex in B1(x2)?” as soon as p > 25 .
Observe that the path P3 is such that a1(P3) = i1(P3). An open problem is to characterize all
graphs G for which ar(G) = ir (G).
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