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ABSTRACT 
The objective of this research is to study theoretically the growth 
rate and tip radius of unconfined ice crystals along their basal plane 
in flowing subcooled and aqueous NaCl solutions at flow velocities 
above 1 cm/sec and low degrees of subcooling. The data analyzed were 
those of Barduhn's group from Syracuse University. 
A shape-preserving model was used in constructing dendritic growth 
models. This qualitatively explained the solute effects, namely, the 
tip sharpening, and enhancement in growth velocity with salt 
concentration with a well-defined maximum at low solute concentration. 
The importance of kinetics in the analysis of crystal growth was felt, 
A method to estimate the kinetics in ice crystals was proposed. 
Three fundamental theoretical models for forced convection heat 
and mass transfer from parabolic cylinders and paraboloids of revolution 
which could be used in dendritic growth are developed. They are: 
Oseen type rectilinear flow. Potential flow and Oseen's viscous flow 
approximation, the results of which in terms of the Nusselt number at 
the stagnation point are given below. 
Oseen type rectilinear flow; (low Re, low Pr) 
,-Pe/2 
= (P 
erfc {Jf) cylinders) 
Bu = ^  : parabolic 
k V ir — 
hR 2 
Nu = r- = _ /pe/2\ (Paraboloids of 
k Ej^CPe/z) revolution) 
vi 
Potential flow approximation: (high Re, low Pr) 
Nu = ^  (Parabolic 
cylinders) 
hR 2 (Pe/2)^®^^ g(-Pe/2) 
"" " F - r (Pe/2, Pe/2) (Paraboloids of 
revolution) 
Oseen type viscous flow approximation: (low Re, any Pr) 
N u = M =  1  
k y 
» -J f(z)dz 
J-^e 1 dy 
erfc ^ z} 
where f(z) = Pe z[l — 
erfc 1" yRe/2} 
1 (Parabolic 
erfc {y®} cylinders) 
(Paraboloids of 
revolution) 
where Ugg = free stream velocity, 
R = tip radius of parabolic cylinder or paraboloid of 
revolution, 
a = thermal diffusivity, 
V = kinematic viscosity, 
k = thermal conductivity, 
h = heat transfer coefficient. 
vii 
pe = UJR/of, 
Re = UJl/v, 
Pr = v/of, 
E^(x) = J e"^ y"^ dy 
r(a,x) = J e ^y^'^dy (a > 0) . 
There were no experiments in the literature to check the validity 
of the above three models. 
viii 
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CHAPTER 1. INTRODUCTION 
Dendritic growth of crystals is extremely important for 
metallurgical systems. Its application ranges from the development 
of superalloys to the growing of very high-quality crystals for 
microprocessors. Homogeneity of structure is critical in the 
determination of alloy strength, corrosion resistance and other 
important properties. As dendritic growth has a profound influence in 
general on the properties of materials, and therefore, is an extremely 
important area of science and technology, it has attracted the 
attention of many researchers. Despite these efforts, much remains 
unknown about dendritic growth. Ignorance of physical parameters of 
the materials and the physics underlying the dendritic growth and the 
complexity of the geometry of the dendrite make this area of science 
extremely difficult to analyze. Even for simple systems like ice and 
succinonitrile whose physical parameters are relatively well-known, the 
physics of dendritic growth are still unknown. The advantage of knowing 
the physical properties and simple geometry of ice and succinonitrile 
respectively, has attracted the researchers to concentrate on these 
systems. 
The present work goes beyond the work of Barduhn's group, which 
analyzed the a-axis growth rate and the tip radius of ice crystal from 
pure and saline water. Even though their data were consistent 
experimentally, no physical explanation for the growth behavior was 
given by them. Even the growth rate data of Simpson's group, which was 
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independently carried out, agreed reasonably veil with that of Barduhn's 
group. They also failed to provide any satisfactory physical 
explanation. The consistency of the reported data and the failure of 
any theoretical explanation were the prime motivations for the present 
work. 
The main purpose of the present work is to analyze and predict the 
a-axis growth rate and the tip radius for the growth of ice crystal from 
pure and saline water in forced convection systems. The analysis is 
limited to a range where the knowledge in theory is maximum, which 
helps in having a high level of confidence in the analysis. The main 
emphasis will be given to the understanding of the physics of the 
problem rather than getting into involved mathematics. 
The practical application of studying ice crystal growth from 
saline solution is given in detail by Huang (1975). He has claimed 
that the lower energy requirement for freezing the water at low 
undercooling (~ 1°C) than evaporating it \«hile obtaining pure water 
from saline water makes this study important. The author feels that at 
present, this analysis is more important in the area of dendritic 
growth than in solving the fresh water problem. 
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CHAPTER 2. LITERATURE SURVEY 
The following chapter presents a critical review of the most 
significant contributions to the area of crystal growth. It is presented 
in two sections. The first section deals with the processes in which 
heat and mass transfer occur by molecular diffusion only. The second 
section deals with the important works on the growth of ice crystals. 
Interest in solidification processes originated from a desire to 
understand metallurgical systems such as tin, nickel, phosphorous, etc. 
where molecular conduction with a moving boundary is the main mode of 
heat and mass transfer. Therefore, most of the theoretical models 
which have been developed have neglected convection. These theories do 
not necessarily apply for ice crystal systems in which convection plays 
an equally important role. However, these theories can help in 
understanding the mechanism of ice crystal growth. Therefore, this 
chapter has been divided into two sections. In the first section, 
mostly the physical explanations for crystal growth are provided, whereas 
the second section deals with the analysis of ice crystal growth in 
detail. 
Review of Existing Theories 
Crystals have been observed to grow in a shape-preserving manner 
from the melt at a constant rate either as needles, i.e. nickel and tin 
crystals as observed by Orrok, 1958,^ and succinonitrile as observed by 
^As cited by Trivedl and Tiller (1978). 
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Glicksman et (1976) or as plates, i.e. ice as observed by 
Kallungal (1974). The words, "shape-preserving manner", refer to the 
fact that the shape of the tip region of the crystal during the process 
of growth does not change. That means, if the crystal is shaped like 
a paraboloid of revolution (Sn, Ni or SON) or like an elliptic 
paraboloid (ice), the tip radius and the geometry remain unchanged as 
the crystal grows. One can imagine that shape-preserving steady growth 
is possible only if the interface in the tip region of the crystal is 
subjected to an unchanging environment as it grows. In other words, 
time invariant temperature and concentration distributions persist 
near the tip region of the crystal. Otherwise, one would get unsteady 
growth as Kallungal (1974) observed for ice under certain conditions. 
The reason for Kallungal's observation of unsteady growth will be 
described later. 
The observation of dendrites (needles or plates) growing at a 
constant rate confused researchers for a long time because previously, 
the molecular diffusion of heat or mass was thought to control the 
process and to have a square root dependence on time. It was only the 
pioneering work of Ivantsov (1947) which proved theoretically that 
needle-shaped (paraboloids of revolution) crystals can grow at a constant 
rate in a shape-preserving manner if heat and mass transfer are the 
controlling mechanisms. The key to Ivantsov's result is the apparent 
convection effect of the moving boundary which enables a steady state 
to exist. Further, Horvay and Cahn (1961), following Ivanstov's 
technique, proved that spheroid and paraboloid shaped crystals also can 
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grow in a shape-preserving manner under steady-state conditions. In all 
the above cases, the crystal surface has been assumed to be Isothermal 
and theory yielded the relationship between the undercooling 
(AT = - t^) and the Peclet No, (vR/2af). The complete solution to 
the problem still remained unresolved because there was no way of 
determining from theory the growth velocity and the tip radius 
separately. On the other hand, the crystal growth rate data of Orrok, 
1958,^ for Ni and Sn or ice (as in Table 2,1) were seen to observe a 
power law model of the type, v = a(AT)", consistently in idiich the 
growth velocity is fixed once AT is specified. Hence, the necessity 
was felt for some further constraint as a closure to the problem so 
that both V and R could be determined as functions of AT, 
Temkln (1960) used Zener's maximum growth rate principle for a 
needle (paraboloid of revolution) shaped crystal to separate the growth 
velocity and the tip radius. He recognized the nonlsothermality of the 
freezing front due to the Glbbs-Thomson curvature effect and the surface 
kinetics and incorporated into the analysis the solid conduction to the 
tip in the crystal created by the nonuniform surface temperature 
distribution. He postulated that the tip assumes the radius, which 
enables it to grow at the maximum possible rate. His results were 
obtained for a negligibly small value of the Peclet No, More rigorous 
solutions for the growth of nonlsothermal crystals were obtained by 
Kotler and Tarshls (1968, 1969), Trlvedi (1969, 1970) and 
^As cited by Trlvedi and Tiller (1978). 
6 
Table 2.1. Experimental constants in the equation v = aT^ for free 
growth of ice crystals growing parallel to a-axis in 
quiescent distilled water 
Investigators n a Subcooling range 
Lindenmeyer and Chalmers, 1966* 2.39 0.023 2.0 - 6.5°C 
Hallet, 1964® 1.9 0.080 0 - 20°C 
Farrar and Hamilton, 1965* 2.04 0.0096 0.03 - 1.02°C 
Pruppacher, 1967 * 2.22 0.035 0.5 - 9°C 
Huige and Thijssen, 1969* 2.22 0.030 0.9 - 5°C 
Simpson et jd, (1974) 3.0 ? 0.1 - 1.0°C 
Boiling and Tiller (1961) 2.62 0.0165 1.57 - 4.77°C 
Kallungal and Barduhn (1977) 2.17 0.0118 0.11 - 1.00°C 
Macklin and Ryan, 1968* 2.29 0.0227 2.4 - 9,3°C 
®As cited by Kallungal (1974). 
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Holzman (1970a, b) by solving the energy balance equation and using the 
maximum growth principle for both parabolic cylinders (platelets) and 
paraboloids of revolution (needles). Boiling and Tiller (1961) assumed 
the entire crystal to be at the tip temperature (which is below the 
melting point due to capillary and kinetic effects) and used the maximum 
growth rate principle in order to determine the growth rate and 
subcooling relationship. Glicksman and Schaefer (1968) used this 
approach in analyzing their data. Schaefer (1978) has called into 
question the validity of steady-state theories because they neglect the 
effect of side branching. Trivedi (1978), in turn, has criticized 
Schaefer's analysis. Holzman (1970a, b) proved that the nonisothermal 
crystal growing at maximum velocity cannot grow steadily in a shape-
preserving manner. 
In all of the above works on nonisothermal crystals, it is assumed 
that the crystal grows in a shape-preserving manner. The heat balance 
equation Is solved with the boundary conditions of specified temperatures 
at an infinite distance from the crystal (t^ = const) and at the crystal 
surface (t^ = variable). The temperature on the crystal surface is 
taken to be as dictated by surface kinetics and the capillary effect. 
From the solution of the above equations, Holzman (1970a, b) has checked 
that the interface heat balance equation violates the original 
assumption of shape-preserving growth if the maximum growth principle is 
applied. The solution shows that the crystal tends to bulge out at a 
distance of one tip radius from the tip. This is because by using the 
8 
Tnairimiim growth principle, the problem becomes overspecified by 
specifying t^, interface balance and the shape. As a result, no steady 
shape-preserving solution is obtained. Since it does not result in a 
shape-preserving solution, it does not agree with the experimental 
observations of Orrok, 1958,^ or Nash and Glicksman (1974). On this 
basis, one can challenge all these works which used the maximum 
growth principle. 
Crystal growth rate data were usually represented by an equation 
of the form, v = a(AT)"; where v = growth velocity and AT = subcooling 
(T^ - t^). The values of a and n vary widely among various 
experimental studies and strongly depend on 
(a) the material properties of the crystal, 
(b) the crystal geometry, shape and orientation, and 
(c) the mechanism controlling the growth process (i.e. surface 
kinetics, diffusion with a moving boundary, thermal convection, forced 
convection, surface tension driven convection, solid phase conduction, 
etc.). 
Even though the solution of the conduction equation together with 
the maximum growth rate assumption predicts a power law model 
V = a(AT)'^, the matching of the growth velocity and the tip radius with 
the experimental data of Glicksman et (1976) for SCN crystals was 
very poor. The predicted growth velocity was much higher than the 
experimental value and the observed tip radius was higher by a factor of 
^As cited by Trivedi and Tiller (1978). 
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6,5 than predicted by the maximum growth rate. However, two important 
things vAiich can be noticed from the data of Glicksman et (1976) for 
SON are: 
(1) If the tip radius data from the experiments are used in the 
energy balance equation, fairly good agreement with experiment is 
observed. 
(2) The experimental tip radius data suggest that the crystal 
surface is isothermal. Capillary effect is observed to be negligible. 
Thus, there is practically no solid conduction to the tip (as thermal 
conductivity of SON crystal is low and almost the same as that of its 
melt). 
This implied that the solution of heat balance equation predicts 
the Peclet No, (vR/2a) with reasonable accuracy and only the constraint 
which separates the growth velocity and the tip radius is invalid. In 
other words, the tip never assumes a radius so that it can grow at the 
maximum rate. 
The stability theory was used as an alternative to the maximum 
growth principle. The "stability concept", which was originated by the 
Chalmer's group (Chalmers, 1964), was first successfully applied to a 
spherical crystal surface by Mullins and Sekerka (1963). There they 
perturbed a sphere and calculated \Aiether the perturbation will grow or 
decay. In another paper (Mullins and Sekerka, 1964), they analyzed 
the stability of a planar interface growing in a supercooled melt with 
solute being rejected at the interface. The stability analysis for 
cylinders and spheres both in pure and binary melt was done by Coriell 
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and Parker (1965) and Kotier and Tiller (1966), who included the 
interface attachment kinetics into the stability analysis using an 
expression of the form - = |j,^6T for the kinetics. All of these 
results for planar, spherical and cylindrical surfaces were generalized 
by Trivedi (1980), who showed that they can be represented by a 
general equation which gives almost the same result irrespective of 
the shape of the surface. 
The stability theory predicts whether a crystal of certain size 
and shape growing in an undercooled melt will be stable or not. The 
main idea behind stability is that if any perturbation on the surface 
of the crystal starts growing, then the crystal is unstable. On the 
other hand, if the perturbation dies out (absolute) or it grows at the 
same rate as the unperturbed surface of the crystal (relative), the 
crystal is stable. The former condition is termed as the absolute (or 
marginal) stability, whereas the latter is termed as the relative 
stability. 
Any perturbation on the crystal surface in an undercooled pure 
melt is acted upon by two factors which determine whether it will grow 
or not. These factors are; (1) the temperature gradients in the 
neighborhood of a perturbation, the surface of which is convex to the 
melt, are enhanced with respect to those near the unperturbed surface 
which tends to enhance the growth rate of the perturbation; (2) the 
capillary effect which tends to reduce the growth of the perturbation 
in two ways by reducing the temperature at the tip of perturbation. 
The reduction of the temperature at the tip of perturbation reduces the 
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temperature gradient at the interface and also causes solid conduction 
to the tip of the perturbation from the crystal. Both of these effects 
are related to each other and they tend to retard the growth of the 
perturbation. 
If the enhanced temperature gradient is high enough to overcome 
the capillary effect, then the perturbation grows; otherwise, it dies 
out. The characteristic dimension of the unperturbed crystal (for 
example, the tip radius of a paraboloid of revolution or radius of a 
spherical crystal) has a large effect on its stability. Larger 
crystals are more unstable compared to the smaller ones. A crystal of 
larger dimension tends to have perturbations with a smaller capillary 
effect, and hence, the perturbation will have a better chance of 
growing than that on a small crystal. One can find a characteristic 
or critical dimension (for example, radius for sphere, cylinder or 
paraboloid of revolution) of a crystal for which the crystal is 
absolutely or relatively stable. 
If the crystal is grown from a binary, solute redistribution occurs. 
Continuous rejection of the solute at the interface of the crystal 
causes solute polarization \^ich reduces the temperature gradient near 
the crystal surface as a result of the freezing point depression. The 
concentration of the salt near the interface being higher than the free 
stream value causes a lower equilibrium freezing temperature near the 
interface than that of the freezing temperature corresponding to the 
free stream condition. Thus, a perturbation on the crystal surface 
meets a gradually increasing temperature potential for growth as it 
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grows. As a result, the crystal becomes more unstable compared to the 
identical crystal grown from the pure melt. In other words, a crystal 
grown from the binary melt is smaller in critical dimension than one 
grown from pure melt. 
At this point, one can say with confidence that any crystal whose 
dimension is larger than that of a critical size while growing in an 
under cooled melt cannot grow with a smooth surface. This fact was used 
by Langer and Muller-Krumbhaar (1977, 1978), Langer et al. (1978), 
Langer (1980) and Doherty et (1978) for predicting the tip radius 
and growth velocity. Langer et (1978) suggested that the crystal 
grows with a radius such that the tip is marginally stable against all 
perturbations. It fit the experimental growth rate data of 
Glicksman et (1976) with reasonable accuracy. Only the tip radius 
vs AT dependence was not accurately satisfied. Independently, 
Doherty et al. (1978) came out with their theory predicting that tip 
radius will be such that it will be relatively stable. This also fit 
the experimental data of Glicksman et al, (1976) with reasonable 
accuracy, but again gave wrong dependence of R on AT. Since most of the 
analyses have been done using the absolute stability theory of 
Langer (1980), the term "stability theory" will from here on refer to 
this theory only. 
The prediction for the radius and the growth velocity by stability 
theory was accurate to ± 15% with the experiment of Glicksman et al. 
(1976) (as estimated by Huang and Glicksman (1981a, b)). It also 
predicted an enhancement of the growth velocity for a crystal growing 
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from a dilute binary melt (Langer, 1980). The growth velocity vs 
solute concentration curve for the growth of a crystal from a binary 
melt was seen to go through a maximum. This is \diat has been observed 
by Fujioka (1978), Lindenmeyer, 1959,^ and Huang (1976) for ice grown 
in aqueous, quiescent solution of NH^I, KCl and NaCl, respectively. 
The stability theory also agrees with the sharpening of the crystal 
tip of ice (Figure 4 of Langer (1980)) when it is grown from aqueous 
solution as obtained by Huang (1976). If one neglects convection and 
uses the maximum growth principle, these peculiarities cannot be 
explained, Temkin (1962), using the maximum growth principle, predicted 
that with increased salt concentration, the growth velocity decreases 
and tip radius increases \^ich is exactly the opposite of the above 
observations. At this point, the author wishes to point out that the 
predictions for ice should not be taken too seriously because the theory 
neglects fundamentally important features for ice crystals, the shape 
and the contribution of the convective heat transfer, the description 
of \fljich will be given in the next section. SON is also affected by 
convection, as shown by Huang and Glicksman (1981a, b), but the effect 
is not so strong. However, the basic difference between the predictions 
of the two theories, the maximum growth and the stability theory, for 
the growth velocity and tip radius for a crystal growing from an 
aqueous melt when conduction is the main mode of heat transfer is 
remarkable. Unfortunately, no one has taken any experimental data for 
^As cited by Trivedi and Tiller (1978). 
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the growth velocity or tip radius for a crystal growing from a binary 
melt where molecular diffusion is the basic mode of heat transfer. 
In short, looking at the present information, one can say the 
stability theory is superior to the maximum growth principle because 
(1) stability theory fits the experimental data better than the 
maximum growth velocity, and (2) the shape preserving solution, which 
is also observed from the experiments, is predicted only by the 
stability theory. 
Although the stability theory looks to be the most promising, it 
has some drawbacks. First, since the linearized perturbation (as used 
in stability theory) predicts the exact solution only when the 
perturbations are small, no information can be extracted regarding the 
changes that would occur in the crystal as the perturbation grows. 
Second, the stability theory could not accurately predict the dependence 
of the tip radius on the undercooling. If one looks Into Figure 4 of 
Langer and Muller-Krumbhaar (1977), it is seen that for SCN data of 
Glicksman et (1976), the stability theory predicts the tip radius 
being proportional to (AT)'^*^^^, whereas the experiment suggests it to be 
proportional to (AT) Third, when Langer (1980) used the stability 
theory result for the sphere to fit the data (Glicksman et al., 1976) for 
succinonitrile crystals whose shapes are that of a paraboloid of 
revolution, it fit better than that of the stability theory results 
applied to a paraboloid of revolution geometry. These questions are not 
answered as yet. Moreover, as pointed out by Huang and Glicksman (1981a, 
b), in stability theory the assumption that the dendritic tip radius 
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approximates the perturbation wavelength needs to be justified 
rigorously. 
The author feels that the absolute stability theory is clearly the 
best available and also the most physically realistic theory, despite 
the described drawbacks. These drawbacks may be due to the linearization 
in stability analysis, and/or the effect of side branching, and/or due 
to the little effect of natural convection, and/or due to the 
uncertainty in material properties like the surface kinetic coefficient 
and the value of interfacial energy. The above material properties are 
very important and, in fact, their values have been manipulated to force 
fit the experimental data to a particular theory (Fernandez, 1967), It 
is very difficult to estimate these properties by any other means. 
Moreover, the experimental data are also scarce. However, by 
conducting more careful experiments, one might be able to overcome these 
deficiencies. 
Ice Crystal and Convective System 
Among all the crystals studied as yet, the most intensely studied, 
but poorly understood, is ice crystal growth. Some people have claimed 
that they have been able to predict ice crystal growth successfully. 
However, their representation of either the geometry or the heat 
transfer mechanism is found to be erroneous. For convenience, review of 
the work on ice crystals has been subdivided into two sections: the 
first section deals with growth In quiescent water and in the second 
section, the forced convection ice crystal growth systems have been 
reviewed. 
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Ice crystals grow as elliptic paraboloids, as shown in Figure 1. 
Only Mason, 1958 ^  has reported ice crystals to grow as needles 
(paraboloids of revolution) when grown in water vapor in the subcooling 
range from 3®C to 5°C, but no one else has reported this geometry. For 
ice growth at low subcooling (up to 1°C), ice crystals have been 
reported by Barduhn's group to grow as shape-preserving elliptic 
paraboloids with an aspect ratio of about 100. Unfortunately, some 
researchers have tried to fit the ice crystal data assuming them to be 
paraboloids of revolution. By considering the wrong geometry, the heat 
transfer rate due to conduction is increased considerably and thus, 
one overlooks the convective mechanism of heat transfer which augments 
conduction. So the agreement of their (Langer, 1980 and Trivedi 
and Tiller, 1978) work with the growth rate data of Fujioka (1978) 
is only fortuitous even though they have claimed success in fitting 
the data. Furthermore, the data of Fujioka exhibit a much stronger 
dependence of v on AT than those of others (n = 2.65), as seen in 
Table 2.1. 
Free convection growth 
Ice crystals growing from quiescent undercooled pure water set 
up a tenqperature field as they grow. This is required to transfer the 
latent heat from the advancing freezing front. The temperature 
distribution in undercooled water causes a density variation which is 
^As cited by Kallungal (1974). 
17 
ICE GROWTH 
DIRECTION 
V 
WATER FLOW 
^oo»^co»^oo 
R = TIP RADIUS 
->• 
PARABOLIC CROSS SECTION 
OF MODEL CRYSTAL 
(a) ENLARGED CROSS SECTION A-A 
WATER FLOW 
SCALLOP 
RADIUS 
R 
SCALLOPED EDGE CRYSTAL GROWTH 
(b) PLAN VIEW OF ACTUAL GROWING CRYSTAL 
Figure 1, Schematic of freely-growing crystal 
18 
strong enough to cause a significant flow field in the undercooled 
water. So, natural convection is always present in case of ice crystal 
growth as it is with any other dendritic growth. The effect of natural 
convection is coiq»arable in magnitude with the conduction with moving 
boundary. 
Unless one incorporates the natural convection into one's analysis, 
it cannot be correct. This can be visualized by looking at the effect 
of the orientation of the dendrite, and hence, the flow field with 
respect to the direction of growth as observed by Kallungal and Barduhn 
(1977). If the flow field is slow, and is in the same direction in 
which the ice crystal is growing, then the flow carries warm water ahead 
of the tip of the crystal which, as it grows, meets the warm fluid 
(which has taken up the heat of fusion from the sides of the crystal 
during its flow) and as a result, the growth of the ice crystal 
becomes retarded and the result is unsteady growth unless AT is large. 
On the other hand, if the ice crystal grows opposite to the direction 
of the flow field, then the tip always meets cold fluid which results 
in a faster steady growth. This is, in fact, what was observed by 
Kallungal (Figure 16, Kallungal's thesis, 1974). He could never get a 
steady-state growth while growing the crystal downward because natural 
convection created downward flow. However, the crystals growing 
vertically upward gave a fast steady growth. He observed a consistent 
growth in the horizontal direction, but the growth rate was somewhat 
slower than the vertical growth rate due to difference in flow pattern. 
This shows how the orientation of the ice crystal with respect to the 
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earth can greatly affect crystal growth rate in quiescent water. 
If the ice crystal is grown in an aqueous melt, the solute is 
rejected and accumulates continuously at its interface, \Ailch causes a 
concentration gradient, similar to the temperature gradient, with the 
highest solute concentration at the crystal interface. Since the 
heavier layers are adjacent to the surface, downward currents are 
caused by mass concentration gradients. However, temperature gradients 
may cause upward or downward currents, depending on whether the maximum 
density of the solution is at a higher or lower temperature than that 
at which the experiment is conducted. At about 2.4% (wt) NaCl, the 
freezing point and maximum density point are the same, and for higher 
salt concentrations, the maximum density occurs below the freezing point. 
The density difference caused by concentration gradients is much 
larger than that created by temperature gradients. For dilute salt 
solutions, the thermal coefficient of volumetric expansion is on the 
order of 10 whereas mass coefficient of volumetric expansion 
-2 -1 is about 10 (wt %) , Thus, a concentration difference of 1% causes a 
buoyancy force about two orders of magnitude larger than a temperature 
difference of 1°K, 
The effect of variation of density with salt concentration and the 
temperature can be very significant on ice crystal growth. The effect 
of orientation of flow field with respect to the direction of ice 
crystal growth has been described earlier in this section. Due to the 
same reasons as mentioned before, some peculiarities were obtained by 
Vlahakis and Barduhn (1974), Kallungal (1974) and Huang and 
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Barduhn (1979) for ice grown in undercooled saline water. They have 
reported the occurrence of steady-state growth for ice crystals growing 
vertically upward in a solution with the salt concentration less than 
2.37% (the density conversion point for salt-water system). No steady 
growth rates were observed in quiescent solution when the salt 
concentration was between 4 and 6 wt % and they were not observed for 
any salt concentration (0,25 to 6 wt %) when the growth direction was 
horizontal or downward. The natural convection currents were so strong 
that their effect could be overcome only by a forced velocity of 
1 cm/sec or greater. As Kallungal and Barduhn (1977) have observed, 
only for forced velocities greater than 1 cm/sac, the crystal growth 
rate becomes steady and independent of direction. 
Review of experimental results All of the reported data from 
the literature for ice crystal growth rates in quiescent water can be 
expressed as: v = a(AT)". 
The values of a and n, and the range of subcooling of the 
experiments are given in Table 2.1. 'n' has been found to be close to 
2. Only Fujioka (1978) reported n to be as high as 2.65. 
One finds that no two investigators agree on the reported values of 
the growth rate constants a and n, and the disagreements reach an order 
of magnitude. Before Kallungal (1974), none of the researchers had 
noticed the effect of natural convection. This is a possible reason 
for the scatter of the data because as described earlier, the 
orientation of the crystal with respect to the earth profoundly affects 
the natural convection and thus, the rate of growth. Thus, only the 
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result of Kallungal (1974) and his contemporaries, Vlahakis and 
Barduhn (1974) and Huang (1976), is worth analyzing. They have grown 
ice in such a condition that the flow field caused by density variation 
is opposite to crystal growth direction and thus, they have obtained 
steady growth, 
Barduhn and his students, Kallungal (1974) and Huang (1975), have 
taken growth rate data for ice both from undercooled pure water and 
saline solution. For pure water, the growth rate was found to be 
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V ^ 0.0118(AT) * and for saline water, the growth rate varies 
approximately as the square of subcooling. The exponent on AT varies 
with the salt concentration and ranges from 2.3 to 1.9 (Figure 5, 
Huang, 1975), plots of growth rate vs salt concentration show a 
maximum at about 1% salt for all AT (Figure 4, Huang, 1975). The 
maximum rates range from 2.8 to 4.5 times the rate for pure water for 
the same subcooling. The tip radius for ice crystals from pure water 
is seen to be a function of the undercooling given by R = 0.6/AT 
(microns). The data for the tip radius of ice growing in saline water 
were not taken systematically. Only the sparse data reported by 
Vlahakis and Barduhn (1974) for growth in 0.15% NaCl solution are 
available and indicate R = 0.27(AT') (microns), which in the range 
of subcooling AT < 1°C is less than the 0,6(AT)reported for pure 
water. This shows that for aqueous melts, tip sharpening and the 
resulting enhancement of the growth velocity occurs for ice crystals. 
For saline water, unfortunately, they have not measured the tip radius 
for all cases and tip radius data were obtained only for = 0.15%. 
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Some data also were taken by Barduhn's group for slowly flowing 
water and saline solutions. The similarity as reported by them 
(Figure 18, Kallungal, 1974) between the pure water and saline solution 
for slowly flowing solutions (< 0.8 cm/sec) is that the tip radius seems 
to be independent of flow velocity. This is curious because the flow 
velocity affects the concentration and temperature distribution in the 
liquid phase, and therefore, the concentration and thus, the 
temperature at the interface is changed. 
The other set of data which has been analyzed by Langer (1980) and 
Trivedi and Tiller (1978) is that of Fujioka (1978) who has grown ice 
horizontally from quiescent pure water and aqueous solutions of NH^I, 
His experimental result for the growth velocity in the range of 
subcooling of approximately 2°C reports the value of n in the equation 
V = a(6T)^ as 2,65. This is the highest reported value in the 
literature. He has also reported enhancement of growth velocity with 
concentration, but no measurement of tip radius for the aqueous 
solution case has been taken by him. 
Theoretical models As pointed out earlier, Langer (1980) and 
Trivedi and Tiller (1978) have claimed success in predicting the growth 
rate of ice crystal data of Fujioka (1978) using models for conduction 
with a moving boundary. They have considered the Ice to be a paraboloid 
of revolution, which is definitely not true. Langer (1980) has applied 
stability theory in his model and he obtained remarkably good agreement 
with Fujioka*s (1978) data on the growth velocity of ice grown in pure 
water. However, his analysis predicts the tip radius to be proportional 
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to (AT) whereas the data of Kallungal and Barduhn (1977) and 
Fujioka (1978) show that tip radius varies as (AT)~^. His results are 
shown on a log-log plot (Figure 4, Langer, 1980), which tends to make 
the difference between the theory and experiment less obvious. If 
he had used a parabolic cylinder, the growth rate would have been much 
lower and R ~ AT 
The agreement of Langer's (1980) analysis with the experimental 
growth velocity data seems to be a coincidence (Gill and Mollendorf, 
1980) because the heat transfer rate for paraboloid of revolution with 
moving boundary is close to the heat transfer rate of a circular 
cylinder with slow flow induced due to natural convection. Figure 2 
compares the result and shows the remarkable effect of geometry. It 
shows how enormously the heat transfer rate will go down if the actual 
geometry (elliptic paraboloid) is used. To answer the question of why 
the heat transfer rate by conduction with moving boundary from a 
paraboloid of revolution is higher than that of an elliptic paraboloid 
(which is effectively a parabolic cylinder for ice), one can compare a 
sphere and a cylinder. A simple explanation for the sphere having more 
heat transfer rate than a cylinder placed under identical conditions is 
that the sphere has higher solid angle for interaction than that of a 
cylinder. So, by considering the wrong geometry, the augmentation in 
conductive heat transfer fortuitously accounted for the overlooked 
convective mechanism. If one uses the elliptic paraboloid for analysis 
along with stability theory, the prediction of growth velocity will be 
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much below the data of Fujioka (1978). Moreover, the stability theory 
assumes the crystal surface to be Isothermal, but in the case of ice, 
Kallungal's (1974) experimental data on tip radius suggest it to be 
nonisothermal due to capillarity. Thus, Langer's result seems to be 
very misleading. 
The same criticism can be applied to Trlvedl and Tiller's (1978) 
work. They, as did Langer (1980), have assumed the ice crystal to be 
a paraboloid of revolution and applied the maximum growth principle to 
analyze Fujioka's data. 
The only work based on natural convection is that of Huang (1976). 
He applied the boundary layer assumptions and the maximum growth 
principle to analyze his data. In Huang's analysis, the flow field 
due to natural convection during ice crystal growth is maintained 
exactly opposite to crystal growth direction. Huang considers the 
crystal to be a parabolic cylinder \diich is approximately true. He 
neglects the solid phase conduction, but assumes the crystal to be at 
the temperature of the tip to apply the maximum growth principle. He 
predicts the growth velocity to be; v = 0.008(AT)^*^. Thus, both the 
coefficient and the exponents are underpredlcted. The tip radius is 
also underpredlcted by a factor of 4.5, but he does obtain R (y(AT)"^, 
which qualitatively agrees with the experiment. 
The reasons for his model's prediction of erroneously low values 
are: (a) the moving boundary effect, which is comparable to the flow 
induced due to natural convection, has been neglected; and (b) since 
the dimension of tip radius and the flow velocity are small compared to 
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boundary layer thickness, the usual boundary layer theory assumptions 
do not apply. His model also suffers from the criticism for the 
application of the maximum growth criterion and neglecting solid 
conduction. 
For the case of ice growing in saline water, Huang's (1976) 
boundary layer model predicts a weak maximum in growth velocity vs 
concentration curve at a 0.86 wt % salt concentration. However, the 
maximum theorized enhancement of 15% is not as much as is observed 
experimentally. Moreover, Huang's model does not predict any tip 
sharpening. Thé enhancement in growth velocity is caused by the rapid 
flow field obtained due to the concentration gradient. It is competing 
against the freezing point depression due to the high concentration of 
salt at the interface; so, a maximum is observed. 
Langer's model, on the other hand, predicts an enhancement of 
growth velocity and sharpening of tip with increasing salt concentration 
which is comparable to the experiments of Huang (1976), 
This suggests that there is a need to develop a more realistic 
model in which the phenomenon which causes the tip sharpening can be 
revealed clearly. Moreover, the model has to be complete enough to 
account for the effect of the natural convection and moving boundary. 
In fact, free dendritic crystal growth in quiescent melts in tdiich 
free convection is important is much more difficult to deal with than 
forced convection systems, so no successful theories of such systems 
which give even qualitative agreement with experiments have been 
published. Comparison between the theory and the experiments is most 
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likely to be successful if the tip of the crystal grows vertically 
upward with respect to the earth, in which case, the flow is 
symmetrical and downward and the tip is a stagnation point. In this 
case, the fluid flows back along the dendrite parallel to a-axis, as 
shown in Figure 1, 
Some fascinating buoyancy effects occur in crystal growth systems. 
Hurle (1977) has reviewed the effect of hydrodynamics on vapor growth, 
melt growth and solution growth. He points out the lack of 
understanding of convective effects in crystal growth including buoyancy 
and surface driven flows. One of the primary difficulties is that the 
boundary layer assumptions do not apply. Another is that free surfaces 
are always present. Both of these difficulties (buoyancy and free 
surfaces) are present in the growth of ice dendrites. Thus, the problem 
of dendritic growth is extremely difficult, and at present, the 
solutions which describe even the simple case of thermal and natural 
convection at very low Grashoff number with moving boundaries do not 
exist. 
This section can be summarized as follows : 
(1) Growth rates of ice crystal at zero or low velocities from 
undercooled pure water depend strongly on the orientation of the 
growing crystal. Steady growth rates are observed only for crystals 
growing vertically upward and horizontally, 
(2) Ice crystals from quiescent salt solution can be grown at a 
steady-state while growing crystals vertically or horizontally (at a 
salt concentration less than 2,3 wt %), 
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(3) Buoyancy driven forces, the moving boundary effect, and the 
Glbbs Thomson effect determine the heat transfer rate from the crystal 
to the melt. Buoyancy force Induced by concentration gradient is much 
larger than that by thermal gradient. It is extremely difficult to 
account for these things. No one has been successful in modeling ice 
crystal growth. 
(4) Solute redistribution plays an important role in determining 
the shape of the ice crystal. This can be thought to be the major 
cause of the enhancement of ice crystal growth at 1 wt % salt 
concentration, and it is intimately connected with the sharpening of 
the tip of the crystal. 
Forced convection systems and ice crystal growth 
Theoretical work on forced convection systems is limited. Cantor 
and Vogel (1977) studied metal systems theoretically and assumed that 
thermal conduction and mass diffusion are confined to a thin stagnant 
layer (Nernst film theory) adjacent to the crystal surface. The 
thickness of the layer was assumed to be determined by boundary lays-
theory and was given by 5% gp ^ = ARe~^^^(pr or Sc)"^^^. However, by 
using their Figures 6 and 7, one can show that the boundary layer 
thickness is between 3 and 800 times the tip radius (depending on the 
assumed flow velocity), which conçletely invalidates boundary layer 
assumptions. The work of Doherty et al. (1978) has the same kind of 
limitations. They neglected the basic nature of the flow field which 
29 
creates its own temperature or concentration nonuniformities along 
streamlines. At low Reynold's number, especially if the Prandtl No. is 
small (as in metal systems), the thickness of thermal boundary layer 
becomes large and conduction along streamlines must be considered in 
conjunction with the velocity field. Cantor and Vogel (1977) and 
Doherty et (1978) did not do this. The same criticism may be made of 
the stability analysis of Coriell et (1976). One can see intuitively 
that the assumption that convection manifests Itself in a "thin 
stagnant layer" will lead always to a more unstable interface which is 
at odds with the somewhat more realistic model that Delves (1968) used 
to study the influence of stirring on stability. 
In many ways, crystal growth from a pure melt which is forced at 
high velocity to impinge on the tip of the crystal in a well-defined 
way is the simplest system to interpret theoretically because the 
effects of the moving boundary and of natural convection can be rendered 
insignificant. Fernandez and Barduhn (1967), Vlahakis and Barduhn (1974), 
Simpson et al. (1974), Kallungal and Barduhn (1977) and Huang (1975) 
have studied various aspects of the ice crystal growth in experimental 
forced convection systems with well-defined velocities up to 70 cm/sec 
vAiich are far higher than those necessary to eliminate moving boundary 
and natural convection effects. 
Fernandez and Barduhn (1967) developed an oversimplified forced 
convection boundary layer heat transfer model, based on an isothermal 
parabolic platelet (cylinder) geometry which predicts the growth rate 
and its dependence on system parameters reasonably well. But it has 
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two serious problems. First, the radius is underpredicted by a factor 
of 4.5. Second, it does not include the solid conduction in the crystal 
which is quite significant compared to the heat transferred from the 
solid to the melt. Simpson et al. (1975), using a slow flow velocity 
distribution (Stokes flow) but neglecting conduction compared to 
convection in the streamwise direction, obtained very similar results. 
These theories can be summarized in the form 
m u2/2(AT)3/2 (2.1) 
where A = a function of Frandtl number and is 1.485 for Fernandez 
and Barduhn and 1.188 for Simpson, 
L = latent heat of fusion, 
= thermal conductivity of water, 
Y = interfacial tension, and 
= 273.12°K. 
Fernandez got the value of A from Goldstein (1938) and Simpson 
from a numerical calculation for the flow velocity around a parabolic 
cylinder carried out by Davis (1972). Kallungal (1974) claims that 
Fernandez's boundary layer theory is superior to Simpson's Stokes flow 
for two reasons: 
(1) Since Fernandez's boundary layer theory has been applied to 
the tip region of the crystal which is a stagnation region where the 
solution for the boundary layer theory represents the exact solution 
for the Navier-Stokes equation. This has been proven by Meksyn (1961) 
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and Cole (1968). 
(2) Stokes flow results come from numerical calculations which 
may not be as accurate as analytical results of Fernandez. 
In each case, the maximum growth principle was employed which 
yields the relationship: 
3Yr^ 
for the radius of the tip of the crystal. The central simplifying 
assumptions of these analyses are that they neglect the moving boundary 
effect, conduction along streamlines, natural convection and 
nonisothermal effects in the ice due to surface curvature and interfacial 
kinetics. 
It is surprising that Equation (1) for Fernandez agrees reasonably 
well with the measured growth rate in forced convection systems. As 
shown in Figure 3, the data converge to a single line with slope 
predicted by Equation (1). At sufficiently low values of U^, the data 
level off above the forced convection result and this may be caused 
either by the effects of thermal convection, the moving boundary or 
conduction along streamlines. One sees also that the data peel off 
from the single line of Equation (2.1) at higher values of AT. 
Obviously, the competition among mechanisms becomes more intense as 
2 is reduced and AT is increased, because as AT increases, Gr/Re which 
is a parameter for measuring relative effect of natural convection with 
respect to forced convection increases; also, the moving boundary 
effect becomes more important at higher AT. Thus, at higher AT values. 
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the discrepancy in Figure 3 between the growth velocity prediction by a 
forced convection model and the experimental data increases because of 
both increased natural convection and the more rapid movement of the 
moving boundary. 
Equation (2.1) contains no empirical constants if one uses 
predetermined values for the interfacial tension. However, the 
interfacial tension, V, often is chosen in such a way as to give the best 
correspondence between the experimental data and the theory. The values 
2 
of Y which give the best fit are 51.6 ergs/cm using the Fernandez-
2 
Barduhn result and 33.4 ergs/cm using Simpson's form. Table 2.2 shows 
the measured values of Y obtained by various investigators using 
completely different methods, and it is seen that the values of Y used 
in Equation (2.2) to fit data are not unreasonable when compared to 
the values obtained by other methods. 
It is possible that variation in measured surface energies seen 
in Table 2.2 is partially attributable to the anisotropic nature of ice. 
The most recent direct measurements of Hardy, 1977,^ indicate that 
2 
Y = 28 ergs/cm , which is somewhat lower than those vAiich correlate 
the data in Figure 2. 
Although the growth rates are predicted quite well by forced 
convection theory using Equation (2.2), the tip radius is not. 
Equation (2.2) leads to the proper reciprocal dependence of R on AT 
which is given by; 
^As cited by Gill and Mollendorf (1980). 
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Table 2,2, Equilibrium experimental values of ice-water interfacial 
energy associated with planes parallel to the c-axis 
2 Y (erg/cm ) Reference and Method 
27,53 + 0.37 Wood and Walton, 1970* 
Nucleation experiments 
32.1 Turnbull, 1950* 
Nucleation experiments 
15 to 32 Quoted by Ketcham and Hobbs, 1969* 
Nucleation experiments 
44 + 10 Jones, 1973* 
Shape of grain boundary groove 
41 + 9 Jones and Chadwick, 1971* 
Shape of grain boundary groove 
3 3 + 3  K e t c h a m  a n d  H o b b s ,  1 9 6 9 *  
Measurement of dihedral and contact angle 
45 + 15 Suzuki and Kuroiwa, 1972* 
Measurement of dihedral and contact angle 
46 Jones, 1970* 
Measurement of dihedral and contact angle 
44 + 10 Skapski et al., 1957* 
Capillary cone 
28 Hardy, 1977* 
*As cited by Gill and Mollendorf (1980). 
35 
3Y[» 
(2.3a) 
- V 
However, it predicts the magnitude of R to be significantly smaller than 
the measured values which have been reported by Kallungal (1974), as 
shown below: 
^theoretical " (microns) (2.3b) 
Rexpti = 0.6/AT (microns) (2.4) 
The result in Equation (2.3a) is used to obtain Equation (2.1), 
which agrees well with experimental data. Therefore, it seems reasonable 
to be suspicious of both the measurements which led to Equation (2.4) 
and the theory as well. 
In order to assess the effect of freezing point depression due to 
curvature, the Gibbs-Thomson relation is used: 
•^E 
" RpgL (2.5) 
where t^ = interfacial temperature, 
Tg = T^ = equilibrium temperature of flat surface, i.e. 
273.12°K, 
Pg = crystal density, 
L » latent heat of fusion, and 
Y = interfacial tension. 
If one uses Equation (2.2) in Equation (2.5), one gets 
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On the other hand, if one uses Equation (2.4) in Equation (2.5) for 
parabolic cylinders, one obtains 
t^ = Tg - 0.07 AT (2.7) 
Thus, the predicted temperature depression is over 4 times the one based 
on reported measurements of the tip radius which, as mentioned earlier, 
are open to suspicion. Unfortunately, no investigators have reported 
data on simultaneously measured values of R and t^ which would provide 
a check on the validity of the data. This is indeed a difficult thing 
to do, but it would be highly desirable. 
The data on aqueous solutions are different from those for pure 
water (Figure 8, Huang, 1975). Figure 4 shows how the aqueous solution 
data differ from the pure water data which fit Fernandez's theory well. 
Solution data have a lower exponent on the solution velocity in the 
growth velocity vs solution velocity curve compared to the pure water 
case. It seems some other phenomenon also is competing with the forced 
convection. Huang's (Figure 11, 1975) data (Figure 5 here) shows that 
even at the solution velocity of 10 cm/sec, the unknown phenomenon is 
active. One may guess the effect of solute redistribution to be the 
competing process. However, no explanation has been given by Barduhn's 
group or anyone else. 
One more thing is also lacking in the literature. Detailed data 
on the tip radius for the case of pure or saline water at high (greater 
than 1 cm/sec) forced velocity have not been provided, Barduhn's group 
has assumed that since at low flow velocities (less than 1 cm/sec) 
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tip radius is independent of flow velocities, it remains so at higher 
velocities also. This assumption may not be true. 
Summarizing this section, one finds: 
(1) At low flow velocities, the moving boundary or natural 
convection are important. At higher forced velocities, these effects 
become negligibly small. 
(2) The tip radius (experimental) is not a function of the flow 
velocity up to 1 cm/sec (Kallungal, 1974). 
(3) Not a single theory has been successful in interpreting the 
data, even for the pure water case. 
(4) The peculiarities observed in the case of aqueous solutions, 
i.e. tip sharpening and lowering of the exponent on solution velocity 
in the growth velocity vs solution velocity curve, have not been 
explained at all. 
In short, it is safe to say that there is much room for improving 
the understanding about the growth of ice crystals from both pure water 
and aqueous solutions. There are some useful experimental data 
available, but more data are needed and not a single realistic theoretical 
model exists. 
40 
CHAPTER 3. THEORETICAL ANALYSIS 
The rate of growth of a crystal into a supercooled melt is 
determined by the heat transfer occurring at the freezing interface. 
The latent heat released from the crystal front is transferred to the 
supercooled liquid. Thus, the crystal growth velocity can be related to 
the heat transfer rate. 
If the crystal is grown from an aqueous melt, another phenomenon 
which occurs simultaneously with heat transfer is the solute 
redistribution. The solute redistribution affects the temperature 
distribution and as a result, the heat transfer rate is affected. There 
are many effects which influence the heat transfer rate. They are: 
(1) crystal geometry (shape), 
(2) conduction in the melt, along with the moving boundary effect, 
(3) solid phase conduction created by a nonisothermal crystal 
surface which is a consequence of the Gibbs-Thomson curvature effect, 
(4) thermal convection induced by buoyancy forces caused by 
temperature gradients (gravitational field effects), 
(5) concentration driven convection induced by buoyancy forces 
caused by concentration gradients (gravitational field effects), 
(6) forced convection which may be caused by various devices, 
(7) surface kinetics, and 
(8) interactions among dendrites and branching of dendritic arms. 
Success in predicting the crystal growth rate and shape lies in 
how accurately one can quantify the various parameters associated with 
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the factors listed above and solve the system of governing equations 
which describe the temperature and concentration distributions. Both 
of these are extremely difficult. The parameters like surface kinetics, 
interfacial tension, etc, are not known accurately and the system of 
equations which takes all of the effects into account is nonlinear. 
Hence, it will be advantageous to study a system in which some of these 
effects can be rendered negligible and thus, make the system simpler to 
analyze. 
The simplest system to analyze is the forced convection system. 
If one operates at a very high velocity of the supercooled melt, the 
effect of natural convection created by concentration and thermal 
gradients and the effect of the moving boundary, which is an apparent 
convection, becomes negligible. The moving boundary effect also becomes 
negligible when the tip velocity is small which occurs when: 
(1) the latent heat of fusion is large, 
(2) the conductivity of the supercooled melt is low, and 
(3) the undercooling is small. 
These three factors are responsible for the low growth velocity of 
the ice crystal. If, under these conditions, a high forced velocity of 
a supercooled water is impinged on the tip, the effects of natural 
convection and the moving boundary are rendered negligible. As a 
consequence, one is left with fewer important things to worry about such 
as forced convection, crystal grometry, solid phase conduction and 
surface kinetics. It is now desirable to analyze the effect of these 
important parameters on the mechanism of crystal growth. 
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Mechanism of Crystal Growth 
There is a strong tendency for a dendritic crystal to grow in a 
supercooled solution or melt in which the Gibbs free energy of the 
liquid is larger than that of the solid phase and increases with the 
distance ahead of the solid-liquid interface. The crystal melts vtiea. 
the free energy of the solid is greater than that of the liquid. In a 
pure melt, such as growth of ice in supercooled water, the dendritic 
morphology can develop only if the temperature gradient in the liquid is 
negative at the Interface. The main characteristics of the solid that 
forms when the temperature gradient at the interface is negative is that 
it possesses a tree-like growth form having a trunk and branches of 
different order extending in unique directions determined by the 
crystallographic form of the material. In the case of a pure melt, the 
only driving force that can cause a crystal to grow is temperature. 
Hence, the distribution of temperature during the crystal growth needs 
a careful consideration. 
Factors causing temperature drops during the crystal growth 
If one considers a total driving force AT = (T^ - t^), defined as 
bath subcooling, there are three resistances that act in series to use 
up this total driving force. One is the capillary effect which decreases 
the thermodynamic equilibrium temperature by an amount given by the 
Gibbs-Thomson relation: 
YT» 1 1 
43 
where r^ and are the principal radii at any point on the interface. 
It is evident from Equation (3.1) that the smaller the radii of 
curvature, the greater the portion of AT which is used up by the 
capillary effect. 
Atomic deposition onto the solid takes up another portion of the 
total driving force given by 
6T = Tg - t^ (3.2) 
ÔT controls the rate of atomic deposition (kinetics) depending on the 
particular mechanism of deposition that is operative. For pure 
materials, 
v^ = f(6T, crystallographic face being considered) (3.3) 
Where v^ is the growth velocity at the interface normal to the face. 
The crystallographic face has a great influence on the temperature 
drop due to surface kinetics because the mechanism of atomic deposition 
on various crystallographic faces may be different. 
The remaining portion of the total driving force is used up for 
the transfer of heat away from the crystal 
= ti - t. (3.4) 
Hence, 
ATg + ÔT + ATjj = T^ - t^ = AT (3.5) 
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In the case of aqueous solutions, there is a further drop in 
temperature which is proportional to solute concentration and thus, 
causes freezing point depression 
AT^ = mC^ (3.6) 
The interfacial temperature, t^, must be at some value such that 
the atomic deposition rate given by Equation (3.3) is equal to the 
microscopic freezing rate determined by the heat transfer from the 
crystal. 
One sees clearly from above that for a given material and value of 
AT, when all external variables are kept constant, it is possible to 
have varying growth rates depending on the value of radii of curvature. 
Hence, in order to pin down this additional degree of freedom, one has 
to choose a criterion which links the growth velocity and radii and 
which is plausible on physical grounds. The author proposes the 
condition of shape-preserving growth, a condition which is observed 
experimentally, and claims it to be the most realistic concept. A 
detailed description of the shape-preserving growth concept will be given 
later. 
Shape of Ice Crystal and the Temperature 
Distribution on Its Surface 
It has been shown by several investigators (Kallungal, 1974) that 
the exact shape of an ice crystal has a very important effect on the 
heat transfer to or from the crystal. Therefore, in order to make any 
worthwhile theoretical analysis based on the transfer of the latent heat 
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of solidification from the crystal, one needs to have a model with 
realistic geometry whether it be mathematically convenient or not. 
Dendritic ice crystals are observed to grow from subcooled water 
(~ 1°C) or in a shape-preserving manner having a shape as seen in 
Figure 1, The growth along the a-axis is considerably faster than the 
growth along the c-axis (normal to the basal plane) suggesting that the 
growth along the basal plane is heat transfer controlled and the growth 
perpendicular to the basal plane is controlled by kinetics (Fernandez, 
1967; Poisot, 1968; Simpson et al, 1974). The scallop radius and the 
tip radius are found experimentally to be functions of the applied 
subcooling and they decrease with increasing subcooling. The tip radius 
is of the order of 1 micron and the scallop radius is about 70 times the 
tip radius in the range of subcooling from 0.1 to 1°C. Thus, an ice 
crystal has the shape of a dendritic platelet and is best approximated 
by an elliptic paraboloid with the ratio of scallop radius to tip 
radius, Rg/R^, lying in the range of 50 to 100. For heat transfer 
analysis, the simplest shape to deal with mathematically is the 
parabolic cylinder, and it can be shown that the heat transfer results 
for a parabolic cylinder and an elliptic paraboloid of aspect ratio 100 
are almost identical for pure conduction with moving boundary and Oseen^s 
flow approximation in forced convection. 
Since the physical dimensions of the growing crystals are very 
small, particularly near the tip, Fernandez and Barduhn (1967), 
Tiller (1957) and Temkin (1960) have calculated the depression in 
freezing point due to curvature by using the Gibbs-Thomson relation. 
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Since the curvature varies over the crystal surface, the temperature also 
varies and this prescribes a temperature distribution on the surface of 
the crystal. Of course, the temperature distribution on the surface 
will depend on the shape that is used to approximate the growing ice 
crystal. This effect is commonly referred to as the capillary effect 
and is partially responsible for an ice crystal being nonisothermal. 
The other factor which is responsible for further changes in the 
temperature distribution is the molecular deposition kinetics. This 
temperature distribution is superimposed on the temperature 
distribution obtained using the capillary effect to arrive at the final 
temperature distribution on the crystal surface. Mathematically, the 
interface temperature at any point of any crystal is given by the 
relation 
ti(x. y, .) . ^ (L + ^ (3.7) 
where r^ and r^ are the principal radii of curvature at the point 
(x, y, z) and is the surface kinetics coefficient which is linearly 
related to '6T' by the equation 
6T = v^/M,^ (3.8) 
In Equation (3.8), it has been assumed that surface kinetics are 
independent of the crystallographic faces. 
Thus, Equation (3.7) suggests that any crystal of small radius is 
noni sothermal. 
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In the case of ice, the peculiar behavior seen is the nonisotropy. 
As pointed out earlier, the a-axis growth is heat transfer controlled, 
whereas the c-axis growth (growth normal to the basal plane) is kinetics 
controlled. The kinetics of growth normal to the basal plane of ice 
have been studied by Hillig (1958), Michaels et al. , 1966,^ Farrar and 
2 3 4 
Hamilton, 1965, Farrar and Yates, 1966, Sherwood and Brian, 1967, 
and Simpson et (1974), All have concluded that c-axis growth of 
ice is indeed nucleation controlled and Simpson's model for it is 
Vg = 1.734 X 10~^ exp (—cm/sec (3.9) 
However, the values of the coefficients in Equation (3,9) are doubtful 
for the following reasons: 
(1) Simpson et al's. (1974) arrangement for ice crystal growth was 
similar to Figure 1. Since for water pe « 1, the heat transfer from 
the c-axis (Figure 1) is mostly molecular diffusion controlled. 
Simpson took data for only two flow velocities (5 cm/sec and 12.5 cm/sec) 
and both were too low. Thus, one cannot expect an appreciable 
enhancement on heat transfer coefficient of the faces normal to the 
c-axis. 
^As cited by Kallungal (1974). 
^As cited by Kallungal (1974). 
^As cited by Kallungal (1974). 
^As cited by Kallungal (1974), 
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(2) The succinonitrile data of Huang and Glicksman (1981a, b) show 
that a typical oscillation of the interface goes on at a certain 
distance from the tip. Simpson's measurement of c-axis growth was 
conducted almost at the same distance from the tip. Since he used a 
lower magnification lens (author's guess because he admits the difficulty 
in taking the growth data along c-axis), it is probable that he might 
have failed to notice the oscillation of the interface. 
(3) Simpson's measurements for the c-axis growth were of the order 
of lO'^ cm for which the accuracy of the measurement certainly raises 
doubt. 
Solid Conduction in the Ice Crystal 
The surface of the ice being nonisothermal makes the mathematical 
analysis much more complicated. One has to incorporate into the 
interfacial energy balance the solid conduction \Aiich creates an internal 
flux to the surface inside the ice crystal which is moving at a constant 
rate. Since the thermal conductivity of the ice is high (about 4 times 
that of water) and the nonisothermality is significant for dendrites 
with small tip radius, the conduction inside the ice cannot be neglected. 
Fortunately, the effect of the moving boundary on the solid 
conduction is negligible for the experimentally observed cases of 
Barduhn's group (Trivedi, 1970), due to the low growth velocity of the 
crystal. Moreover, the solid conduction for an elliptic paraboloid of 
aspect ratio 100 is almost the same as that for a parabolic cylinder 
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with the same tip radius (Trivedi and Yost, 1981)^. The solid 
conduction to the surface of the stationary parabolic cylinder has been 
evaluated by Kallungal (1974) considering the nonisothermality due to 
the capillarity only. He found this to be quite significant conçared 
to the heat transferred by the ice to the under coo led water. However, 
he has not evaluated the effect of surface kinetics of the solid 
conduction. The effect of surface kinetics on solid conduction, which 
as pointed out earlier, is believed to make i±ie ice crystal more 
isothermal, is difficult to estimate because it depends on the growth 
velocity which is unknown and also is the one which one wants to 
estimate. 
Theoretical Analysis 
As pointed out earlier, the success in solving the problem depends 
on the success of: 
(a) accurate evaluation of the parameters such as interfacial 
tension and surface kinetic coefficients, and solution to the system of 
governing equations ; and 
(b) a realistic theory to determine the shape of the crystal. 
The governing equations for the growth of ice crystal from aqueous 
solution can be written as: 
Ps^ n^ = " 9g (3.10) 
(energy balance at the interface) 
1r. K. Trivedi and F, G. Yost, Department of MSE, Iowa State 
University, private communication. 
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= k(C^ - C^) = - D(^) interface (3.11) 
(mass balance at the interface) 
= h(t^ - TJ (3.12) 
For pure melt. Equation (3.11) does not exist. 
Looking at Equations (3.10) and (3.11), one can see that there are 
three unknowns; v, R, and only two equations. So, one more 
constraint is necessary. 
To solve for h and k, the forced convection system is the easiest 
to handle. Moreover, the velocity field, lAiich is known a priori once 
the shape is specified, leaves one with the free stream velocity, U^, 
as another degree of freedom which can help in comparing the theory 
with experiments. At present, only a few theories for forced 
convection have been proposed. They are Fernandez-Barduhn boundary 
layer theory and Simpson's Stokes flow theory. As described in the 
last chapter, both give exactly the same parametric dependence of v 
and R on AT and U^. They suffer from the following shortcomings ; 
(1) conduction along streamwise direction is neglected, 
(2) solid phase conduction is neglected, 
(3) underpredict the tip radius for a pure melt by a factor of 
4.5, 
(4) fail to explain the dependence of tip radius and growth 
velocity on in the aqueous solutions satisfactorily, and 
(5) use of maximum growth velocity for closure. The maximum growth 
velocity considers only the tip and predicts the radius on the basis 
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of ^  = 0 vhich is a maximum for v. One can see intuitively that one 
oR 
has to go beyond the tip to find the tip radius. 
It will be a good idea to analyze the above points and see what 
realistic modifications can be achieved. The explanation given by 
Kallungal (1974) for using the boundary layer theory is that, at the 
stagnation point, the boundary layer assumptions satisfy the complete 
heat equation. This may not be exact for very slow flows. One can see 
that conduction along streamlines must be important as tends to 0 
ô^T because the boundary layer theory, which neglects —r, predicts 
q^ -»• 0 as -> 0, xdiich clearly is impossible. A good review of heat 
transfer results (theoretical), where conduction along streamline is 
considered as given by Hill and Sleicher (1969). The work of Cole and 
Roshko (1954) and potential flow approach can be applied for a 
parabolic cylinder. These can give an estimate of the effect of 
conduction along streamline. 
The neglect of solid conduction is the most controversial point. 
As the growth velocity is found to be proportional to the square root 
of flow velocity, xrfhiich is the boundary layer theory result for heat 
transfer coefficient, one might intuitively guess (Equation (3.10)) 
that probably the solid conduction is not that important for ice growing 
in pure water. The explanation given by Kallungal (1974) is that the 
surface kinetics, acting against capillarity, makes the crystal 
isothermal. This may be possible and deserves very careful consideration. 
The failure of previous theories to explain the behavior of the 
tip radius and growth velocity in the aqueous solutions can be 
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attributed to the assumption of maximum growth velocity. If one Imposes 
the shape-preserving criterion, the observed behavior can be explained 
qualitatively. 
Shape-Preserving Growth 
It is experimentally observed that during the growth of Ice 
crystals, the shape of the crystals Is preserved. That is, as shown in 
Figure 6, if (a) and (b) represent the position of freezing front of a 
growing crystal at two different times, the distances from a set of 
fixed points on the moving Interface (a) to the corresponding points on 
the moving Interface (b) along the growth direction are equal. For 
example, in Figure 6, = A^\^^ = aV. That 
is, the velocity in the growth direction is constant. In other words, 
in order to achieve shape-preserving growth, the distribution of 
velocity v^ along the normal to the interface has to be uniquely 
distributed along the interface for a given shape. This means that in 
Figure 6, the ratio of normals A^aJ, A^^aJ^, A^^^A^^^, A^^A^^, A^aJ[ are 
certain unique functions of the shape of the freezing interface (a). 
This calls for a definite distribution of heat transfer at the 
Interface. Since ice crystals are observed to take up a unique shape 
(elliptic paraboloid), it seems that for them, only one stable heat 
transfer distribution is possible under the experimental conditions. 
The distribution of heat transfer at the surface of the crystal 
is mainly due to the following: 
(1) distribution of liquid phase heat transfer coefficient due to 
crystal shape and convection pattern. 
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Figure 6, Shape preserving growth 
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(2) distribution of surface temperature due to capillarity and 
kinetic effects, capillarity and kinetics effects have a reciprocal 
relationship with the shape; that is, they both result from and 
determine the shape, and 
(3) distribution of solid conduction to the surface of the crystal 
which depends on the crystal shape and surface temperature distribution. 
The solution of the dendritic growth problem with forced convection 
may be much simpler than one might imagine because there may be only 
one possible shape. Moreover, the information obtained from the 
experiments, which are already available, can be utilized directly. The 
experimental observations show that ice crystals grow as elliptic 
paraboloid which can be approximated as parabolic cylinders. For a 
parabolic cylinder, the heat transfer coefficient at the tip varies as 
• 1/2 
R' ' (for boundary layer theory), whereas the solid conduction varies as 
r"^. The variation of dependence of q and q on tip radius might yield 
a unique solution to the problem. 
The distribution of the local heat/mass transfer coefficient for 
a body immersed in a flowing stream of liquid is useful to analyze. 
It is a well-known fact that as one travels along the surface back from 
the stagnation point, the local heat/mass transfer coefficient drops 
gradually until the separation point is reached (Schlichting, 1980). 
If for the system (Sc/Pr) > 1, the rate of drop in local mass transfer 
coefficient is higher than that of the heat transfer coefficient. 
For example, the boundary layer results for the local heat and mass 
transfer coefficient for ice-aqueous solution system (where Sc/Pr ~ 200) 
as a function of x, where x is the distance along the surface from the 
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stagnation point of a parabolic cylinder having a tip radius R, are: 
2 
K = h(0)(l - 0.643 ~) (3.13) 
* R 
and 
k = k(0)(l - 0.667 (3.14) 
* R^ 
where h(0) and k(0) are the heat and mass transfer coefficients, 
respectively (for the stagnation point). 
The distribution of the local heat/mass transfer coefficient can 
be utilized to explain the experimental data of Barduhn's group for 
growth velocity and tip radius of ice crystals growing from aqueous 
solutions. Barduhn's group failed to explain their data qualitatively 
because they looked only at the tip of the ice crystal. The detailed 
explanation for Ice crystal growth data from aqueous solutions will be 
given later. 
Qualitative Explanation of Barduhn's Experimental Data 
(Two Point Analysis) 
Let a crystal be Imagined to grew from the melt in a shape-
preserving fashion. This means, if one considers two points, I and II 
on the moving interface (I being the tip), the normal velocities at I 
and II bear a constant ratio If at any instant the ratio 
of normal velocities of I and II exceeds that of A^A^/A^^A^^, the tip 
increases at a faster rate and, thus, the tip radius gets reduced. 
On the other hand, if the ratio is less than that of A^A^/A^^A^^, the tip 
radius Increases. This simple idea will be utilized to explain the 
experimental data of Barduhn's group qualitatively. 
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Growth of ice from pure melt 
When an ice crystal is grown from pure melt, the tip radius is 
found to vary inversely with the supercooling by the relation: 
R~ 0.6/AT (microns). The tip radius was found to be independent of 
flow velocity over the range of flow velocity measured which was 0 to 
0.8 cm/sec (Kallungal, 1974). On this basis, Kallungal (1974) concluded 
that the tip radius is independent of flow velocity in general. However, 
for the same low range of flow velocity, the growth velocity was found 
to be a very weak function of flow velocity (Figure 13, Kallungal, 1974). 
The author's experience with the experimental setup of Barduhn's group 
indicates that it is very difficult to measure the tip radius for high 
flow velocity. The fragile nature of ice makes it very difficult to 
rotate the crystal for taking photographs at hi^ flow velocities. The 
author feels that the tip radius may be shown to be a weak function of 
flow velocity if the experiments are carried out at higher flow velocity. 
The shape-preserving criterion can show qualitatively that the tip 
radius decreases as supercooling increases. Here, the response of the 
interface of a crystal ((a) in Figure 7) to an increase in supercooling 
will be analyzed. Let the interface (a) be imagined to grow in a 
shape-preserving manner at an undercooling of AT^. As discussed 
earlier, 
"^ nj. 
If pt II is sufficiently far from the tip, its curvature is low, and 
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Figure 7. Two-point analysis 
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hence, ATj^ ~ AT^^. Moreover, AT^ < AT^^ and » qg (due to 
capillarity). As » a"a^^, h^ » h^^. Now, if AT^ is raised to 
ATg, where ATg > AT^, then one can see 
h^(AT2 - (AT^ - AT;)) -
- Isjj 
will be greater than A^AÎ/A^^aÎ^ Where (AT^ - AT^) is the capillarity 
effect at I at the considered time (one mi^t use some numerical values 
to prove this). Thus, the point I will grow fast and the tip radius 
will get reduced. The reduction in tip radius increases both q and h_, 
I 
but reduces AT^. 
The above competing processes (solid conduction and liquid phase 
heat transfer) result in a new shape-preserving crystal interface which 
has a smaller tip radius than the previous one. Hence, the shape-
preserving criterion also indicates that the tip radius should 
decrease with increase in undercooling. 
In the same way, the nature of the response of the tip radius to 
increasing the flow velocity can be analyzed by looking at the rate of 
increase of h^ and h^^ with the flow velocity. Since the conduction 
along the streamline is believed to be important for heat transfer, 
both h; and h^^ may be weak functions of the flow velocity. As the flow 
velocity is increased, both h^ and h^^ can be believed to increase 
slowly, and as a result, the tip radius might get reduced. Ignorance 
of the relationship of hj and h^^ with makes it difficult to predict 
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the exact response of tip radius with the flow velocity. 
Evaluation of the dependence of growth velocity on the flow 
velocity and undercooling (v a is very difficult. However, 
from the previous qualitative analysis, some feel for the result can 
be obtained. The strong dependence of the tip radius on supercooling 
suggests that the growth velocity is a strong function of the 
supercooling. This is because 'h' is inversely related to R (h a R 
for boundary layer theory), which is again inversely related to AT (for 
example, Kallungal's (1974) result is R ~ microns). Thus, h varies 
directly as AT, and as a result, the expression p^Lv = hAT - qg may 
make v a function of (AT)^, f^ere n could be greater than 1. 
When conduction along streamlines is important, the heat transfer 
coefficient at the tip is believed to be proportional to U™ where 
m < 1/2 (1/2 is the boundary layer theory result). If the tip radius 
is believed to be a weak function of flow velocity, one can assume q^ 
to be almost independent of flow velocity. Thus, ydti&a. one evaluates 
V, which is proportional to hAT - qg ((or all^AT - q^), where a = a 
constant), the dependence of v on becomes v a U™ where m' > m. This 
is because qg being independent of tends to raise the dependence of 
(hAT - qg) on (than that of hAT). 
1/2 3/2 
Hence, the experimental observation of v a AT is not 
unreasonable. It is very unfortunate that the solution of h as a 
function of x (Figure 7) for complete heat convection-diffusion equation 
does not exist for any geometry; otherwise, the exact parametric 
dependence could have been evaluated. 
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Growth of ice from saline water 
The distribution coefficient for salt in ice water system is close 
to zero. So, salt is rejected at the advancing crystal interface 
during crystallization from solution. The concentration of the salt at 
the interface becomes higher than that in the free stream due to the 
rejection at the interface, and as a result, salt diffuses away from 
the interface. This phenomenon is referred to as concentration 
polarization and common to all separation processes. The interfacial 
salt concentration changes the temperature at the interface due to the 
freezing point depression of water. This, in turn, affects the heat 
transfer from the interface. Consequently, crystallization from 
solution is basically a coupled heat and mass transfer problem and 
will be discussed as such here. 
The distribution of interfacial salt concentration along the 
interface is very critical in determining the shape of the interface 
which is important in determining the heat and mass transfer rates 
there. If a crystal interface (a) (Figure 7) is imagined to grow in a 
shape-preserving manner, the tip (point I) rejects salt from saline 
I I 
water by a magnitude corresponding to k whereas that for point II 
II11 is À during the same period of time. The ratio of the magnitudes 
of and A^^A^^ is given by; 
- "in - - '-n 
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C, and C, are determined from 
h hi 
V C = \(C - CJ (3.16) 
T hi  ^ h  
= ^ 1% - V (3.17) 
(T^ includes the curvature effect and is given by t^^ = - YT^/pgL 
(1/r- + 1/r,)). C. and C. are self-adjusting and depend on the values 
^ ^11 
values of kj, and 
As mentioned earlier, for the salt water system 
If AT J < ATjj and » q^ , one can prove that k^/k^^ > v^/v^ . 
From Equations (3,16) and (3.17), it can be proven that C. < C. 
I II 
In other words, one can say that the concentration of the salt at the 
tip is minimum and as a result, the freezing point depression at the 
tip is minimum. Hence, the solute redistribution along the interface 
of the crystal affects solid conduction in a way which is exactly 
opposite to that due to capillarity. Unlike the solid conduction 
induced by capillarity, it helps the tip to grow faster and decreases R. 
The above concept will be utilized to explain the data taken by 
Barduhn's group. Huang (1975) observed the following differences for 
the growth from aqueous solution compared to growth in pure water ; 
(1) Reduction in tip radius and a different dependence on 
temperature (R = 0.27/(AT*)^*^ microns, AT' < 1°C), 
(2) lowering of exponent n in v ~ U^, compared to that predicted 
by the boundary layer theory (\Aiich predicts accurately for pure water 
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case) even at high flow velocities at which the natural convection is 
negligible (Figures 8 and 9, Huang, 1975), and 
(3) a marked increase in growth velocity with up to equal 
to about 1% wt (Figures 10 and 11, Huang, 1975) when = 0, 0,1 and 
1.0 cm/ sec. 
If an ice crystal, imagined to grow in pure water in a shape-
preserving manner, is suddenly brought into the aqueous undercooled 
melt at the same undercooling and allowed to grow, it would adjust to 
a different shape. The nature of the departure from the original shape 
will be analyzed by the two-point analysis as was done before. This 
may explain the differences observed by Huang (1975). 
Behavior of tip radius As proven earlier, the two-point analysis 
suggests that the solute redistribution along the crystal interface 
causes a change in solid conduction from the tip because the 
interfacial temperature drop induced by salt concentration is a minimum 
at the tip. Both of these effects cause the tip to grow faster than the 
sides of the crystal, and as a result, the tip radius is reduced. The 
reduction in tip radius goes on until the capillarity effect offsets 
the effect caused by solute redistribution. Hence, the crystal 
interface assumes a new shape with a smaller tip radius than that for 
pure melt. 
The changed dependence of tip radius on the subcooling is due to the 
old and the new temperature distribution at the interface which alters 
the solid conduction. 
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Change in dependence of growth velocity on solution velocity Due 
to the change in solid conduction created by the effect of interfacial 
concentration on interfacial temperature for growth in aqueous 
solutions, the dependence of growth velocity on the solution velocity 
changes even at high flow velocity \Aiere the natural convection is 
believed to be absent. Since the conduction due to solute redistribution 
favors the growth of the tip, it acts as though it were removing a 
resistance to growth of the tip. It will be shown later that the solid 
conduction due to solute redistribution is high at low flow velocity. 
As a result, the dependence on the solution velocity gets reduced. 
The actual subcooling, AT, may also change the exponent on 
solution velocity on the growth velocity vs solution velocity curve. 
Actual subcooling AT, i.e. (t^^ - mC^ - t^), contains which is 
given by 
kC. 
CI = ^  (3.18) 
is a function of as are k and v. Thus, one can expect a 
change of dependence on in the growth velocity vs solution velocity 
curve. 
Enhancement in growth velocity with solute concentration Figures 
10 and 11 of Huang (1975) indicate there is a marked increase (a factor 
of 3) in growth velocity with up to 1 wt % of and after this, 
growth velocity reduced with C^. The enhancement in growth velocity 
is higher for low flow velocity and there is no enhancement at all for 
the flow velocity of 60 cm/sec. No care has been taken to find out 
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the flow velocity at which the enhancement ceases, 
Huang (1975) has defined undercooling, AT', as 
AT- = (T^ - mC„ - tj (3.19) 
Comparing this with AT in Equation (3.18), it can be proven that 
the actual driving force for growth is less than AT'. Huang's AT' is 
not a function of solution velocity, \Aiereas the actual driving force 
at the tip, AT, is a function of the solution velocity. From 
Equation (3.18), one can see that an increase in can increase the 
interfacial salt concentration. Thus, the difference between the 
actual AT and AT' can increase at higher salt concentration (C^) due 
to high freezing point depression. 
The difference in absolute value of C. and C. (Equations (3.14) 
I II 
and (3.15)) may be more at low flow velocities than at high velocities. 
This is because affects k more than h and v depends directly on h, 
as seen in a heat balance at the interface, v is decreased by 
capillarity, solid conduction and the freezing point depression, 
whereas k, like h, has no corresponding reduction. This indicates that 
one gets less solid conduction due to solute redistribution at high 
flow velocities. Thus, at high flow velocities, the effect of solute 
redistribution (along the interface) which enables the tip to grow 
faster may be minimized. The freezing point depression, on the other 
hand, gets reduced due to high mass transfer coefficient, and hence, 
helps the crystal to grow fast. 
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Another factor which is very important in the case of low flow 
velocity is the natural convection. The effect of concentration driven 
natural convection is enormous and it markedly increases the heat 
transfer rate from the interface of the crystal. This also affects 
both the level of polarization and the concentration distribution on 
the surface of the dendrite. 
The ideas in the preceding four paragraphs help explain the data 
on (Figures 10 and 11, Huang, 1975) growth velocity vs salt 
concentration at different flow velocities. For the growth of ice from 
aqueous solutions, the following distinctive differences occur compared 
to the growth from pure water. 
(a) The reduction in tip radius caused by the existence of solute 
increases the capillarity effect and the solid conduction to the tip. 
(b) The freezing point depression due to solute at the interface 
causes the tip to grow slower. 
(c) The effect of (a), which increases the heat transfer rate from 
the crystal surface, is because h depends on R. 
(d) The change in solid conduction due to the solute redistribution 
helps the crystal to grow faster. 
Effects (a) and (b) reduce the growth velocity of the tip, 
vhereas (c) and (d) enhance it. Thus, a competition goes on and 
probably at a concentration of about 1 wt %, a maximum in growth rate 
occurs. After 1 wt 7, concentration, the freezing point depression takes 
over other effects and the growth velocity is reduced. 
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The high enhancement at low flow velocities 0 cm/sec and 0.1 cm/sec 
probably is because of natural convection idiich is believed to be 
negligible compared to forced convection at a velocity of 10 cm/sec. 
The low values of effects (d) and (b), due to high velocity (10 cm/sec), 
give rise to a small enhancement at about a salt concentration of 1 wt %. 
At a flow velocity of 60 cm/sec, the polarization is very small and the 
distribution of solute at the interface of the crystal becomes almost 
uniform. Thus, the effect (d), which was the most important factor for 
the growth enhancement, becomes negligible. As a result, no enhancement 
of the growth velocity with salt concentration is observed. 
In short, the solution to the problem lies in a thorough analysis 
of the following factors that contribute to growth enhancement or 
reduction, i.e. 
(1) level of solute polarization, 
(2) solute redistribution, i.e. distribution of solute on dendrite 
interface, 
(3) natural convection (thermal), 
(4) natural convection (material), 
(5) forced convection, and 
(6) crystal shape. 
All these factors are to be carefully analyzed to determine v and R. 
Combined Effect of Heat and Mass Transfer 
Fernandez (1967) has calculated the combined effect of heat and 
mass transfer. Both h and k get enhanced due to the moving boundary. 
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However, his calculation 
Therefore, the effect of 
analysis. 
showed that the enhancement is negligible, 
the combination has been neglected in this 
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CHAPTER 4. M/ŒHEMATICAL ANALYSIS OF ICE CRYSTALS 
CROWN IN PURE AND SALINE WATER 
In Chapter 3, the qualitative analysis of ice crystal growth rate 
data has been presented. The concept of shape-preserving growth has 
been developed. In this chapter, an attempt is made to give some 
quantitative results to support the arguments presented in the earlier 
chapter. 
Due to the impossibility of solving the full heat convection-
diffusion equation, boundary layer assumptions are made. The matching 
of the theory and experiments is discussed, keeping the validity of the 
assumptions in mind. 
Shape-Preserving Solution for Pure Water 
Mathematical analysis 
The following assumptions are made to obtain a quantitative 
expression for the growth rate and tip radius. 
(1) For ice crystal growth, the effect of side branching is 
neglected, and the shape of the crystal is approximated as a parabolic 
cylinder. 
(2) The nonuniform temperature of the crystal surface and the 
consequent nonisothermality of the crystal is only due to the Gijbbs-
Thomson effect, which relates the local curvature and the local 
equilibrium temperature of a freezing surface. The effect of kinetics 
is neglected. 
(3) The ice crystal grows in a well-defined forced flow field and 
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the tip of the crystal is a stagnation point. 
(4) Boundary layer theory assumptions are made; that is, conduction 
along the streamlines is neglected. 
(5) The problem is split into tvo separate regions which may be 
treated independently rather than as a single two-region problem in 
which the regions are coupled. In other words, the ice phase and water 
phase are treated separately. 
(6) For the liquid phase heat transfer analysis, the 
nonisothermality in the ice crystal can be neglected. 
(7) The effects of the moving boundary on the heat transfer rate 
for both ice and water phases are neglected. This has been proven to 
be a good approximation by Trivedi (1970) and Fernandez (1967). 
With these assumptions, the governing differential equations and 
boundary conditions are (see Figure 8a): 
Liquid phase: 
= 0 (continuity) (4.1) 
(4.2) 
(% component of momentum) 
(4.3) 
at y = 0; u = V = 0, t = tw (wall temp.) (4.4) 
at y = «; u = U(x), t = t^. (4.5) 
10 
cc® 
%\> • <«9^  
el* 
K,^  
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where U(x) is the potential flow velocity around a parabolic cylinder 
and is given by (Van Dyke, 1964) (see Figure 8b): 
The inviscid surface speed, U^, in Equation (4,7) when expanded 
around the stagnation point as a function of x (Figure 8a), gives 
U(x) = {(|) - |(|)^ + ^ (f)^ - . . (4.7a) 
where is the undisturbed velocity at a large distance from the surface. 
The series form in Equation (4.7a) is useful for obtaining the formal 
Blasius series solution. Unfortunately, the series converges only 
for x/R < Tr/4. 
Making Equations (4.1) to (4.6) dimensionless by the transformations 
X = x/R, Y = y/R , 
u = u/U^, V = v/U^, U = » and 
- t - t. , 
t t where Re = — , 
w ® 
one obtains 
Il + ^  = 0 (4,1a) 
+ = + $ (4.2a) 
+ (4'3a) 
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The boundary conditions transform to 
at Y = 0; u = v = 0, t = 1 (4.4a) 
as Y ®; u = U(x), t 0 (4.5a) 
and at X = 0; ^  = 0 (4.6a) 
In order to solve Equations (4.1a) through (4.6a), a general 
Blasius series expansion method was applied, where the potential flow 
velocity is written as: 
U(X) = a^X + agX^ + a^X^ + a^X? (4.8) 
and where the coefficients a^, a^, ... depend on the particular shape 
of the body. For example, for a parabolic cylinder a^ = 1, a^ = -2/3, 
ag = 11/15, etc., lAere powers of X are odd because of the symmetry. 
Making a transformation 
z = /i^ Y (4.9) 
and denoting 
ÏÏ = II = a^XF^ + 4 a^X^Fg + 6 a^X^F^ + . . . . (4.10) 
_ aUj 1 3 _5 
V = - - {a^^XF^ + 4 a^X Fg + 6 agX"^Fg +....} 
+ ^ 0 agX^Fg + . .] 
+ z— [a^XF^ + 4 a^X^Fg + 6 a^X^F^ . . . .] (4.11) 
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where F^, F^ and F^ are the functions depending on the variable z and 
primes are their derivatives with respect to z, and il> is the stream 
function. Equations (4,10) and (4.11) satisfy the continuity equation. 
By substituting the expansions given in Equations (4.8) through 
(4.11) into Equation (4,2a) and collecting terms of the same powers 
of X and with the same combinations of a^, a^, a^ an infinite 
set of differential equations is generated. In order to make the 
higher order functions independent of the body shape parameters a^, a^, 
ag, .,,, it was necessary to split them up in the following manner: 
^5 - «5 + «5 (4-12) 
The first four ordinary differential equations of the infinite set 
for the universal functions are given below: 
F^' - F^F^'' - 1 = F^'"' (4,13) 
4 F^'Fg' - 3 F^F^" - F^Fg" = 1 + F^'" (4.14) 
6 Fj'G^' - 5 - F^G^" = 1 + G^" ' (4,15) 
6 F^'Hg' - 5 F^^"Hg - F^Hg" = 1/2 H^'" 
- 8(F3'^ - F3F3") (4,16) 
Similarly, for the temperature distribution, a series expansion 
was developed which was of the form: 
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where = a^/a^, d^ = a^/a^ and t^, t^, etc. are functions 
of z only. In this expansion, the zeroth order term, t^, is the 
stagnation point heat transfer solution. 
Substituting the expansions given by Equations (4.17), 
(4.10) and (4.11) into Equation (4.3a) and collecting terms of the 
same power of x, another infinite set of ordinary differential 
equations is generated. As was previously done for the flow terms, the 
higher order functions, starting with t^, were split in the same manner, 
which gives 
2 
- ^3 
^4 " '•'4 âjâj ^4 • • * (4.18) 
The first four ordinary differential equations of the infinite set 
for the universal function (F's and t's) are given below. 
+ pr t^' = 0 (4.19) 
tg" + Pr [F^t^' + 12 Fgt^' - 2 F^tg] = 0 (4.20) 
*4" + Pr + 30 Ggt^' - 4 = 0 (4.21) 
+ pr [F^ç^' + 30 + 12 F^I^' " ^  h' % 
- 8 Fg'Fg] = 0 (4.22) 
The boundary conditions for the flow equations (4.13 through 4,16) 
and the heat transfer equations (4.19 through 4.22), satisfy the no 
slip condition and wall temperature at the wall and the potential flow 
expression and free stream temperature conditions far from the wall. 
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They are given below. 
at z = 0, 
u = 0 - » -  =  F g '  =  F g '  =  .  .  .  .  =  0  
v = 0-»- F^ = Fg = Fg = . . . . = 0 (4,23) 
t = 1 -> (t^ - 1) = 1^2 = =,... = 0 
and as z ->• CO, 
Û = Û ^ (F^' - 1) = (Fg' - 1/4) = (Gg' - 1/6) 
= Hg* = . , . . = 0 
t = 0-> t^ = t2 = <|>^=Ç^=. . . . = 0 (4,24) 
The Nusselt number was defined from the equation: 
\ 95^ 1 y = 0 
which yields 
which, again, in terms of the universal function becomes 
Nu = - {t^' + dgtg'X^ + d^t^'X^ + . . | } (4.25) 
z=0 
The numerical solutions to differential equations from (4.13) to 
(4,16) and (4,19) to (4,22) with the boundary conditions (4,23) and 
(4,24), were obtained by Wolf and Szewczyk (1966) using the Runge-Kutta 
method. However, many printing errors exist in their paper, which the 
preceding discussion corrects. The values for t^'j , t2'| are 
ZsO z=0 
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given in Table 4.1 as a function of Prandtl number. 
Table 4.1. Gradients of some selected universal functions as a function 
of Prandtl number (Wolf and Szewczyk, 1966) 
Pr 
10 -1.3348 -1.2913 0.9645 
100 -2.9863 -2.9529 0.9888 
1000 -6.5291 -6.5243 0.9993 
In the present vork, the relationship between the universal series 
functions and the prandtl number has been established empirically and 
the expression for the Nusselt number in Equation (4.25) is given below. 
= 0.607 ^  Re^^W^^[l + 1.04 - 0.077 (log^^^Pr)"®*^^^ Nu 
h 
2 
(r) ]; 10 < pr < 1000 (4.26) 
In Equation (4.26), the first term, 0.607 Re^^^Pr^^^, 
represents the result for the stagnation point, and the other term is 
the correction for going beyond the stagnation point. The form 
1.04 - 0.077 (log^gPr) was chosen to fit the data in Table 4.1 
most closely. 
For a parabolic cylinder, s 1, a^ = -2/3 and R = tip 
radius. 
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Substituting the values of and a^ in Equation (4.26), one 
obtains : 
Nu = ~ = 0.607 [1 - | {1.04 - 0.077 
V 
2 
(log ioPr)-0'545} (|) ] . . . . (4.27) 
Equation (4.27) is valid for x/R < Tr/4, since, as indicated 
earlier, the potential flow velocity for parabolic cylinder does not 
converge for higher values of (x/R). 
Solid phase (see Figure 8b): 
Because the crystal is assumed to be a parabolic cylinder, it is 
convenient to use parabolic coordinates. Therefore, the following 
transformations are made. 
x/R = X = (Ç^ - r?) /2  
z/R = Z = Çn (4.28) 
y/R = Y 
Under these transformations, the surface of the body is represented 
by Ti = 1, -1 and the domain inside the body is represented by 
0<Ç<<»;-l<ri< +1; and - « < Y < ». 
Heat transfer in the solid phase is described by the Laplace 
equation, which in parabolic cylinder coordinates, is given by: 
_2 , 1 3% sS, 
Of V T = Of {-2—2 (—2~ + + —2~ ~ ® r 
Ç +T1 âç an 3% { 0 < Ç < «} 
which gives : 
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a t -1 < n < 1 
= 0 (4.29) 
ÔÇ ôri » < Ç < " 
This equation has to be solved with the boundary conditions 
prescribed at the surface n = 1. The surface temperature is dictated 
by the Gibbs-Thomson effect and is given by; 
Y T 
- 's - ?;!§ (J ^  ç2^3/2 . at T, = ± 1 (4.30) 
•where Y= inter facial energy = 28 .SEM for ice-water, 
cm 
T^ = melting point of ice • 273.1°K, 
L = latent heat, and 
Pg = density of ice. 
is the curvature of a parabolic cylinder (Figure 8b). As 
R(i + 
one can see, the curvature is maximum at the tip of the crystal and it 
is reduced as one moves away from the tip. Hence, the temperature of 
the crystal surface, t^, is a minimum at the tip. This induces a heat 
flux to the tip reducing the growth rate of the tip of the crystal. 
The other boundary conditions are: 
Ti = 0; ypj- = 0 (symmetry) (4.31) 
Ç = 0; = 0 (symmetry) (4.32) 
Ç -><»; the temperature, t^, is finite. (4.33) 
Making Equations (4.29) to (4.33) dimensionless by the 
79 
transformation 
one obtains : 
^  +  ^ =  0  l < n < l  ( 4 . 2 9 a )  
>5^ V 0 < Ç < 00 
at n = ± 1, 0 o/o (4.30a) 
(1 + n ' 
at n = 0, •||| = 0 (symmetry) (4,31a) 
at Ç = 0, ^ = 0 (symmetry) (4.32a) 
as Ç -> «, 0 remains finite. (4.33a) 
The Equation (4.29a) has to be solved with the boundary conditions 
in Equations (4,30a) to (4.33a). Due to the symmetry of the problem, 
one can use the domain for n from 0 to 1 and the boundary condition 
in Equation (4.30a) at n = 1 to solve the problem. Applying separation 
of variables, one can obtain: 
0 = J(0 E(n) (4.34) 
where J and E are functions of Ç and n, respectively. 
Using Equation (4.34) in Equation (4.29a) and dividing the 
resulting equation by 0, one can obtain: 
80 
(4.35) 
^ dn^ ^ dC 
Since the left side of Equation (4.35) has to be a function of n, 
v&iereas the right side has to be a function of g, it seems that both 
sides of Equation (4.35) have to be equal to a constant. Choosing that 
2 
constant to be X , one can obtain the functions E = CoshXn and 
J = Cos in order to satisfy the boundary conditions in Equations 
(4.31a) to (4.33a). 
Hence, the solution to the differential Equation (4.29a) and the 
boundary conditions from Equations (4.31a) to (4.33a) are given by; 
00 
0 = J Cos XÇ Cos h Xn F(X) d X (4.36) 
o 
where F(X) is an arbitrary function of X. 
Now F(X) has to be chosen such that Equation (4,36) would satisfy 
the boundary condition in Equation (4.30a). Substituting the value of 
0 at n = 1 in Equation (4.36), one obtains; 
, " 2 
f (0 = V t 79 = r Cos XÇ Cos h X F(X) dx = - (4.37) 
(1 + O ' o 
Applying the Fourier Integral Transform to Equation (4.38) gives: 
9 " 
Cos h X F(X) = -^ J f(C') Co8(XC') dÇ' (4.38) 
o 
where f( Ç' ) = o/ o  .  
(1 + 5' ) ' 
Using Equation (4,38) in the Equation (4.36) gives; 
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® " IT Iq ^°Cos  ^ gy2y3/2 Cosaç') dÇ' 
which on simplification yields: 
» = ' 9(S' ") (4-39) 
" 7 -3/2 
= Cos (^) J* - (1 + \ ) 
o 
Cos h •? (Ç + \) 
/ ^ 
^ Cos TT n + Cos h ÏÏ (Ç + X) 
Cos h "I (Ç - X) 
•*• Cos IT n + Cos h IT (Ç - X) ^ ' 
The right-hand side of Equation (4.39) has an singularity at 
(Ç + X) = ^  Cos h ^(Cos IT n), \diich makes the evaluation of the 
temperature, 8(5, n) > difficult. The main aim of this analysis was to 
evaluate the heat flux at the surface which can be obtained by 
differentiating Equation (4,39) and substituting n = 1. However, 
the singularity still remains in the heat flux expression. In order to 
obtain the heat flux, the temperature, 0(Ç, n), was evaluated at two 
different values of n close to n = 1 and from the difference, the 
derivative was estimated. Working with temperatures is advantageous 
over the heat flux because one has some knowledge about the temperature 
at the interface. 
The temperatures, 0(5, ri), for different values of n and Ç were 
evaluated numerically. The results so obtained are tabulated in 
82 
Table 4,2, The third column represents the value of 0 corresponding 
to the value of r\ and Ç given in the second and first columns, 
respectively. The fourth column represents the surface temperature of 
the crystal at the value of Ç given in the first column. The fifth 
column gives the derivative of 9 with respect to n; (?» n = 1). 
The derivative - ^  | , as estimated from the fifth column, 
T1=l 
can be approximately related to Ç by an equation of the form: 
- # I = (1 - 4 Ô (Ç < 0.4) . (4.40) 
n = 1 
Table 4,2. Temperature distribution due to the curvature effect as 
given by Equation (4.39) 
c n 9(s,n) 8(5,n=i) 
8(E=l.n) - e(E.n) 
1 - n 
0 0.98 -0.98 -1 1.0 
0.1 0.98 -0.9661 -0.9851 0.9537 
0.2 0.96 -0.9105 -0.9428 0.8194 
0.3 0.96 -0.8525 -0.8787 0.6551 
0.4 0.96 -0.7817 -0.8004 0.4676 
Equation (4.40) is valid for low values of Ç and agrees fairly well 
up to the point Ç = 0.4. For higher values of Ç (>0.4), the derivative 
goes to zero quickly as the flat interface of the parabolic crystal 
2 
surface is approached. The form (a - bg ) was chosen in order to apply 
83 
the shape-preserving criterion. Its usefulness will become clear later. 
The conductive heat flux in the solid to the surface of the ice 
crystal is given by: 
•'s<5' = • "s âT 
k 1 , 
® ® ^ (1 - 4 T); Ç < 0.4 
n = 1 
K'^m 9 -1/2 2 
=  - § — | ( i + 0  ( 1 - 4  C) ;  0. 4  
PsLR 
k , 
= (1 - 4.5 O; Ç <0.4 . (4.41) 
Ps^ 
Here (1 + has been expanded by binomial series and multiplied 
2 
with (1-4 Ç ), From the resulting expression, powers of Ç higher than 2 
have been neglected, 
Ç in Figure 8b can be related to x in Figure 8a. The relationship 
is given by: 
I . ^ + I Jdn {Ç +i/l + (4.41a) 
which for low values of Ç(< 0.8), yields 
I « Ç < 0.8 . (4.41b) 
Thus, using Equation (4.41b) in Equation (4.41), one obtains: 
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k VC 2 
q (x/R) = [1 - 4.5(|) ] (4.42) 
Ps^ 
The primary reason for choosing a different coordinate system 
(Figure 8a) in evaluating the liquid phase heat transfer coefficient was 
to take advantage of the earlier work done in this area. 
The shape-preserving condition for a parabolic cylinder is given 
by (Horvay and Cahn, 1961); 
ç!-
.2" T - = v(0) [1 - 0,5 (4.43) 
AT? 
The right-hand side of Equation (4.43) has been obtained by 
2 -1/2 
expanding (1 + Ç)" by using the binomial series and neglecting 
powers of Ç higher than 2 and substituting x/R for Ç, The temperature 
distribution at the surface of the crystal, as given by the Gibbs-
Thomson curvature effect, is (Horvay and Cahn, 1961): 
YE 
Alj/;) . 4Tj(x/R) = (1 + - T_ (4.44) 
= "m - V - ^  (1 + î')'"' 
Equation (4.44) and (4.30) are the same. Here only t is 
substituted from Equation (4.30). 
Expanding (1 + by us: 
powers of Ç higher than 2 and substituting x/R instead of one obtains ; 
2 —3 /2 Ç ) ing the binomial series, neglecting 
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AT^(x/R) = AT - ^  [1 - 3/2(x/R)^] . (4.45) 
YT 
For the ice-water system, under experimental conditions, —— is 
Pg 
approximately 0,4% of AT and can be neglected with respect to AT with 
an error less than 1 part per 100, Hence, from Equation (4.45), one 
can obtain: 
AI^(x/R) = AI + i ^ (|) . (4.46) 
S 
Therefore, one sees that in Equation (3.10): 
qj^ = hCAT + I (|) ] (4.47) 
and 
k YC ^2 
q_ = [1 - 4.5(g) ] . (4.48) 
Thus, using Equations (4.47), (4.48), (4.27), and (4.43) in 
Equation (3.10), one obtains: 
2 
PgL v(0) [1 - 0.5 (|) J 
= 0.607 ^  Re^/Z pr^^^ [1 - § {1.04 - 0.077 (log^^Pr)"®*^^^} 
2 "YT 2 k YC 2 
(%)] [AT + I ^  (|) ] - -2-^ [1 - 4.5 (|) ] . (4.49) 
R^ ^ Ps^ ^ p ^ 
•^s 
By equating coefficients of equal powers at x and neglecting powers 
of X greater than 2, one can obtain the following two equations with 
the two unknowns v(0) and R: 
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LE FC VP 
p L v(0) = 0.607 rS AT - | (4.50) 
PsLR 
k 
0.5 PgL v(0) = 0.607 ^  AT {| [1.04 -
k 'YT 
0.077 (logioPr)-0'545 _ | m_ _ 45 ^s_m ^ (4.51) 
^ p LRAT p LR 
s s 
For the ice-water system, Pr = 13.4. Using this value and solving 
for v(0) and R, one can obtain: 
R = 6.98 (v)^^^ (j^~) AT-2/3 (4.52) 
and ^ 4/3 
v(0) = 0.5457 ^ 773 6T^/^ . (4.53) 
(V p,L) ' 
One can see from Equations (4.52) and (4.53) that: 
, k YE^ 
v(0) R'^ = 26.59 -Vf . (4.54) 
p , I  
2 
Thus, the shape-preserving solution yields v(0) R = constant and 
is related to the property of the system. 
If one analyzes the expressions for v(0) and R using the 
properties of the ice-water system given in Table 4.3, one can find 
that the solid conduction to the tip is negligible compared to the 
liquid phase heat transfer. Nevertheless, solid conduction plays a 
central role in determining the form and magnitude of Equations (4.52) 
and (4.53). 
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Table 4.3. Properties of ice-salt-water system 
Ceo (wt %) 0 0.5 1 1.5 2.0 
|i, (g/cm sec) 1.798 X 10'^ 1.83 1.85 1.87 1.89 X 10" •2 
3 
Pg (g/cm ) 0.9998 1.002 1.005 1.010 1.015 
2 (cm /sec) 1.798 X 10"^ 1.815 1.83 1.845 1.86 X 10" •2 
k (cal/cm sec °K) 1.348 X 10"^  1.34 1.33 1.33 1.32 X 10' •3 
Cp (cal/g °C) 1.00738 0.997 0.987 0.981 0.976 
2 D (cm /sec) 0.74 X 10"^ 0.71 0.69 0.66 0.63 X 10' •5 
L (cal/g) 79.71 79.55 79.4 79.25 79.1 
3 
Pi (g/cm ) 0.917 0.917 0.917 0.917 0.917 
Pr 13.4 13.61 13.71 13.81 14.0 
Sc --- 2550 2670 2810 2960 
2 
Y (ergs/cm ) 28.0 — -  —  --- ---
m (°K/wt %) 0.6 0.6 0.6 0.6 0.6 
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6111 and Mollendorf (1980) used the simplified boundary layer 
theory model to analyze ice crystal growth rate. They also assumed that 
the nonisothermallty is due to the Gibbs-Thomson effect only. They 
used maximum growth principle to close the problem. Their method is 
given below. 
The Nusselt number expression for the stagnation point of a 
parabolic cylinder for the ice-water system (Pr = 13,4), as given by 
Fernandez (1967), is; 
. U R 1/2 
Nu = ^  1.485 (-^ ) . (4.55) 
Equation (4.55) can also be obtained from Equation (4.27) by 
substituting Pr = 13.4 and x = 0. However, the constant so obtained 
is 1.44 instead of 1.485. As the difference is insignificant and since 
Equation (4,55) was obtained from an approximate method by H, B. Squire 
(Goldstein, 1938), one can safely Ignore the difference between the 
two results. 
The conductive heat flux to the tip in the solid as obtained from 
Equation (4.42) by substituting x = 0 Is: 
q_(0) = . (4.56) 
PX 
The temperature difference between the tip and undercooled water, 
as given by Equation (4.46), is; 
AT^(x = 0) = AT (4.57) 
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An Interfacial heat balance at the tip yields: 
p Lv(0) = h AT^ - qg(0) . (4.58) 
Using Equations (4.55), (4.56) and (4.57) in Equation (4.58), one 
can obtain: 
1/2 y. k "YT 
p L v(0) = 1.485 (-^) - AT ^ 
Ps^ 
or 
U„ 1/2 k w 
pL v(0) = 1.485 (~) k AT - -2—| . (4.59) 
Ps^ 
Applying the maximum growth principle which says = 0 to 
Equation (4,59), yields: 
P,L - 1.485 k iT(-l/2) R'3/2 (4.60) 
+ 3 . 
Ps^ 
By rearranging Equation (4,60), one can obtain: 
R = 1.9  ^ AT-2/3. (4.61) 
Substitution of Equation (4,61) in Equation (4.59) yields: 
v(0) = 0.8 Yn . (4.62) 
(v P,L) ' (W 
From Equations (4.61) and (4.62): 
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? K'^m 
v(0) R'' = 2.888 -Vf , (4.63) 
The results of the shape-preserving analysis and the maximum growth 
principle are very much similar. The power law dependence of the growth 
velocity and the tip radius on undercooling and flow velocity, as given 
by Equations (4.52), (4.53), (4.62) and (4.63), are exactly the same; 
only the constants differ. The maximum growth principle predicts about 
50% higher growth velocity and about 8.5 times higher tip radius 
2 
than the shape-preserving analysis. Both of them predict v(0) R = 
constant. However, the values of the constant differ considerably. It 
is almost higher by an order of magnitude for the shape-preserving 
analysis. 
The similarity between these two analyses is very surprising. 
They Include exactly the same physics in the analysis. The only 
difference is in the method of closing the problem. Hence, no matter 
how the problem is closed, the power law dependences predicted by the 
two methods are exactly the same. However, both the methods underpredlct 
the growth velocity and overpredlct the tip radius. The critical 
difference between the two is that the shape-preserving criterion 
explains the solute effect, \diereas the maximum growth principle falls 
to do so. On this basis, the shape-preserving analysis has been 
claimed superior to the maximum growth principle. At present, the 
author does not have any clear idea as how to explain why both the 
methods give so similar results. This needs further investigation. In 
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the forthcoming analysis, only the results of shape-preserving criterion 
are presented. 
Figures 9 and 10 compare the experimental values of R and v(0) to 
the theory. The following conclusions can be drawn from Figures 9 and 
10. 
(1) The growth velocity is underpredicted by a factor of 6 or 7. 
That is, the observed tip velocities are 6 to 7 times greater than 
those predicted, 
(2) The tip radius is overpredicted by an order of magnitude. 
This could be the reason for the predicted growth velocity to be low. 
(3) The power law dependence of v(0) on and AT, is 
incorrectly predicted. The experimental data are closer to 1/2 and 
3/2 which are the values obtained theoretically by Fernandez (1967). 
(4) The earlier experiments did not show any dependence of tip 
radius on flow velocity, whereas the present theory predicted it to 
be Moreover, the dependence of R on AT is observed 
experimentally to be proportional to AT ^ instead of AT'^^^, as predicted 
by the present theory. It is worth pointing out that the dependence 
of the tip radius on the flow velocity was not observed systematically 
and no data exist for a flow velocity greater than 1 cm/sec. 
Discussion of the assumptions Involved in the analysis of shape-
preserving growth 
In order to account for the discrepancies between the present 
theory and the experiments, the accuracy of the assumptions in the 
92 
100.0F 
BOUNDARY LAYER THEORY AND 
SHAPE PRESERVING GROWTH 
(SOLID CONDUCTION INCLUDED) 
10.0 
to 
z 
§ 
CJ 
^ = 7.8561 (AT)"2/3 u MICRONS 
W 
1.0 
0.1 
BARDUHN'S EXPERIMENTAL RESULT 
' s> • 
N 
J  I  I  I  1 1 1 1 1  I I I  I  I I I  I  I  I  I  I  I  I I I  
0.01 0.1 1.0 10.0 
AT in °C 
Figure 9, Tip radius vs undercooling as a function of flow velocity 
for ice crystals grown in pure water 
1 
CO 
§ 
.^v(o)=6.463 xlO"^ U^2/3(AT)4/3 
2 
EXPERIMENTAL (BARDUHN) 
BOUNDARY LAYER THEORY 
WITH SHAPE PRESERVING 
GROWTH 
fC, 
3 
10000 100 1000 0.  
IN CM/SEC 
Figure 10. Growth velocity vs flow velocity as a function of undercooling for ice crystals 
grown in pure water 
94 
shape-preserving growth is discussed below. 
(a) To check the functional dependence of R on U^, a series of 
experiments was conducted by the author and Schillaci (1982), The 
shape of the ice crystal was found to be something other than a 
parabolic cylinder. Due to the preliminary nature of the experiment, 
it was very difficult to establish the exact shape of an ice crystal, 
even though this shape is very Important. The present work assumes 
the ice crystal to be a parabolic cylinder. By assuming this shape, 
the liquid phase heat transfer coefficient, the temperature of the 
interface, the distribution of solid phase conduction, and the 
condition for shape-preserving growth, as given by Equations (4.27), 
(4.45), (4.42) and (4.43), respectively, were fixed. As a result, a 
shape-preserving analysis could be conducted. 
For a shape different from the parabolic cylinder, Equations (4.27), 
(4.45), (4.42) and (4.43) have to be modified. Now the question arises 
as to what is the exact shape. The best way to answer this question is 
to perform more sophisticated experiments to observe the ice crystals. 
The use of high-speed movie cameras can also show how the shape is 
established from the time of nucleation. The importance of shape has 
been emphasized in the present work. Hence, for any worthwhile 
mathematical analysis, the shape has to be clearly known. Only after 
establishing the shape, can the effect of the flow velocity on the 
characteristic dimension of the crystal be established. 
(b) The present work neglects the moving boundary effect and the 
effect of natural convection at the considered range of flow velocity. 
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1 cm/sec to 60 cm/sec. One might guess that these effects, if 
significant, would increase the growth velocity vAien included in the 
analysis. The justification of neglecting the moving boundary has 
been given by Fernandez (1967). 
For natural convection to be important, one looks into the 
1/2 1/2 
parameter (Re/Gr ' ). For low values of (Re/Gr ), the natural 
convection is important. From ice crystal experiments at a flow 
1/2 3 
velocity of 1 cm/sec, Re/Gr = 10 . For a circular cylinder, 
natural convection has no effect on heat transfer at all when 
1/2 3 
Re/Gr = 10 (Gebhart and Fera, 1970). Without any experiments on 
parabolic cylinders, one might have to expect similar results in the 
present case. Thus, the natural convection may not have any 
significant role for the pure water case. 
(c) The validity of the assumption of neglect of conduction 
along streamline in the liquid phase heat transfer coefficient was 
checked looking at the single problem of heat transfer to a flat 
plate. 
For a flat plate, as given in Schlichting (1980): 
••T/2 ^00^ 
6/x = 5.83 Re^" ' , where Re^ = (4.64) 
ôj/6 = Pr"l/3 (high Pr) (4.65) 
where = undisturbed free stream velocity, 
6 = momentum boundary layer thickness, 
0^ = thermal boundary layer thickness, and 
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X = distance from the leading edge of the flat plate. 
Hence, 
(6j/x)^ = 34 Re^"^ Pr"^^^ . (4.66) 
a^T ' ^00 
and —r can be approximated as s and s—, respectively. 
X 6^^ 
(T is the wall temperature and is the temperature of the fluid 
2 9^ ô^T 
stream.) Thus, if (x/6„) » 1, then —r » —r ; in other words, 
^ ôy^ ôx^ 
2/3 
conduction along streamlines can be neglected if Re Pr » 34, 
For the experimental conditions, the maximum value of Re = —^ 
2/3 
= 1,0 and Pr = 13,4, Thus, Re Pr « 34, If one expects similar 
results to Equation (4.66) for a parabolic cylinder, which can be 
obtained by approximating R as x, it clearly shows that the boundary 
layer theory is in error. The Inclusion of conduction along streamlines 
would predict a higher value of growth velocity due to an increased 
heat transfer rate. It also would predict a lower tip radius than that 
predicted by the boundary layer theory. It may make both the growth 
velocity and tip radius less dependent on flow velocity, in Chapter 6. 
one particular case, where conduction along streamlines is considered, 
is analyzed, 
(d) The present analysis neglects the role of kinetics completely. 
Ice crystals show strong anisotropy. Their growth rate along the 
a-axis is heat transfer controlled, whereas the c-axis growth rate is 
kinetics controlled. 
In the literature, the kinetics have been treated as a resistance 
to heat transfer by lowering the temperature of the surface of the 
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crystal. For example, if one assumes first order kinetics, the rate 
expression for crystal growth can be written as: 
ÔT (4.67) 
where = 1st order kinetic coefficient, 
6T = temperature drop at the interface due to the effect of 
kinetics, and 
= growth velocity of the interface of the crystal. 
Hence, the temperature of the interface of the crystal = melting point 
of the flat interface - the Gibbs-Thomson curvature effect - 5T. That 
is, 
<1 - T. -
The above expression assumes the temperature effects to be 
additive. 
Even though many theories have been presented postulating how the 
growth occurs by molecular deposition on the crystal surfaces, no 
theory has been presented relating 6T to the growth mechanism. In 
other words, no theory predicts from the growth mechanism. All the 
theoretical work along this line has been to try a rate expression of 
the type as given in Equation (4.67) or any other order to fit the 
experiment and the theory. In the area of crystal growth where the 
heat and mass transfer play an important role, this particular 
approach of fitting the rate expression has been eiiq>loyed. 
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Use of Equation (4.68) in the heat transfer analysis affects the 
heat transfer rate from the crystal interface as it modifies the 
temperature of the interface of the crystal. Thus, the growth velocity 
\diich is a function of the heat transfer rate is affected, depending 
on the rate expression used for the kinetics. The rate expression is 
chosen in such a way that the best correspondence between the theory 
and the experiment is attained. Use of this approach is meaningful only 
if the factors involved in the crystal growth other than kinetics are 
accurately known. 
For anisotropic crystals, no theoretical model for the kinetics 
has been postulated. One might try to use the expression of the type 
Equation (4.67), which is a first-order kinetics expression. To 
account for the anisotropy, can be chosen to be a function of the 
distance along crystal interface. It can be assumed to be infinite 
at the tip and reducing to a finite value at the sides. This nature 
of ensures no kinetics at the tip and some finite kinetics at the 
sides of the crystal, which is a typical characteristic shown by 
ice-crystals. 
Taking this additional assumption into consideration in the shape-
preserving analysis. Equation (4.30) can be modified as; 
where is a function of position. Using Equation (4.43) in 
Equation (4.69), one obtains the crystal Interface temperature as: 
VC. 2 -3/2 
ATi(S) = AT - (1 + S ) (4.69) 
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ti(S) - - V 
Rewriting Equation (4.70), one obtains: 
t.(Ç) = t (S) = t (Ç) + t (Ç) (4.71) 
i s lj_ i2 
where 
'i.<« - T. - (1 + (4-72) 
1 "^ 8 
'l2<" = - (1 + (4-73) 
and 
tg(%) = temperature of the crystal interface. 
One can see that t. (g) is a minimum at the tip and it increases to 
^1 
T as one moves along the interface. Hence, the distribution t, (Ç) 
m 
induces a conductive heat flux to the tip which slows down the growth 
of the top of the crystal. On the other hand, the distribution of 
|j,^(Ç) makes t^ (^) zero at the tip and a lower value at the sides ( |j^ 
being finite) of the crystal. The nature of this temperature 
distribution at the crystal interface creates a conductive heat flux 
back from the tip of the crystal toward its base, which tends to help 
the tip grow faster. Thus, the anisotropy acts exactly opposite to 
the Gibbs-Thomson : ^vature effect. 
In order to perform a shape-preserving analysis, which includes 
kinetics, one has to determine every term in Equations (3.10) and (3.12). 
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In Equation (3.10), h can be substituted from Equation (4.27). AT(Ç) is 
given by Equation (4.69), which can be written as; 
'ITiO = 'I - ^  (1 + ^ (4.74) 
In order to determine the distribution of q^, one has to solve 
Equation (4.29) with the boundary conditions in Equations (4.31), (4.32), 
(4.33) and (4.71) at n = 1. Since the system of Equations (4.29), (4.31), 
(4.32), (4.33) and (4.71) is linear, the principle of superposition can 
be applied. So the solution can be split into the following two 
problems : 
(i) Equation (4.29) with the boundary conditions as in Equations 
(4.31), (4.32), (4.33) and (4.72) at n = 1, which gives: 
' s  -  ' i =  T m  -  ( 1  +  a t  n  -  1  .  
1 8 
(ii) Same as (i), but the boundary condition at n = 1 is replaced 
by Equation (4.73), which gives: 
- - zif&r (1 + A-"' 
•-2 ^o(%) 
The solution to the first problem given as heat flux, q (%), has 
already been solved and is given by Equation (4.42). The second problem 
can be solved only if M-qCO known. Let -q^ (Ç) denote the 
distribution of heat flux along the interface of the crystal due to the 
second problem. It will be a function of v(0), R, and k^. The 
negative sign is chosen to indicate that the heat flux due to the 
kinetics helps the tip to grow fast. 
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Writing the heat balance at the crystal interface as given by 
Equation (3.10) one obtains: 
PgL v(0) (1-0.5 x^/R^) 
Ic 
= 0.607 Re^/^ Pr^/S ^  [1 - | {1.04 - 0.077 
(logj„Pr)-°-=*= ^ <1 + 
viO) ] .VZ|(i.4.5 4) 
+ qg^ (v(0), R, kg, x/R) . (4.75) 
For obtaining Equation (4.75), Equations (3.10), (4.27), (4,41), 
(4.42) and (4.74) were used. Now Equation (4.75) has to be solved by -
the method followed earlier. The only difference is that Equation (4.69) 
was solved assuming (^(5) to be infinite, which makes q^ =0. 
The term 5T in Equation (9) gives a higher resistance at the 
l^ o 
sides than at the tip. One can assume that this helps the tip to grow 
faster than the sides and thereby, reduces the tip radius of the 
crystal compared to the case where no kinetics are considered. The heat 
flux q also helps the crystal to grow faster and it may tend to 
®2 
reduce the tip radius. 
The nature of q , the solid conduction, is very important in 
®2 
deciding the tip radius and the growth velocity. One can compare 
Fernandez's (1967) result and Gill and Mollendorf's result (1980) to 
see the effect of solid conduction. Fernandez, by assuming an 
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isothermal crystal, could predict the growth velocity and its power 
law dependence on undercooling and flow velocity reasonably well. 
On the other hand, when Gill and Mollendorf (1980) included the Gibbs-
Thomson curvature effect, the growth velocity and the power law 
dependences were erroneously predicted. Hence, one can expect that the 
inclusion of kinetics in the shape-preserving analysis would definitely 
affect the theoretical prediction. Depending on the distribution of 
HQ(Ç) and hence, (Ç), it may increase the growth velocity, reduce 
the tip radius and change the power law dependence of the growth 
velocity and the tip radius on the flow velocity and the undercooling. 
Since the nature of the distribution of m.Q(Ç) is unknown, one might try 
to use different expressions for to see how much it affects the 
prediction. It seems that a good fit between the experiment and 
theory could be obtained by choosing a proper expression for for 
without the kinetics the growth velocity is underpredicted and the tip 
radius is overpredicted. This is left as work for the future. 
As has already been pointed out, the use of a kinetic expression 
is meaningful only if the other factors affecting the crystal growth 
are accurately known. Unfortunately, the expressions for the heat 
transfer coefficients for situations encountered in dendritic growth 
are unknown, so adding kinetics into the analysis complicates the 
problem further. To avoid this, one can perform forced convection 
experiments on succinonitrite which is isotropic and does not show any 
typical kinetic effect. Obtaining agreement between the theory (for a 
paraboloid of revolution) and the experiments for succinonitrite would 
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give confidence in predicting heat transfer rates for a different geometry 
like ice-crystal. After obtaining enough information about a simple case 
like succinonitrile, one should analyze ice crystals where the kinetics 
are important. 
Mathematical analysis 
This analysis is conducted vlth a view to explaining quantitatively 
the anomalies observed when ice crystals grow in saline water. The 
approach in this section will be to show that the typical behavior of 
ice crystals in saline water can be explained. 
If one uses the assumptions in Chapter 4, the complete set of 
governing equations for crystal growth is given as; 
Shape-Preserving Solution for Saline Water 
pLv(x/R) = h(x/R) AT^(x/R) - q^Cx/R) (4.76) 
(interfacial heat balance) 
v(x/R) C^(x/R) = k (C^ - CJ (4.77) 
(interfacial salt balance) 
where from Equation (4.27), h is given by; 
h = 0.607 ~ Re^/^ Pr^^^ [1 - § {1.04 - 0.077 
(l°8loPf) (4.78) 
for x/R < Tr/4 and high pr. 
and the expression for AT^ is; 
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AT^(x/R) = (T^ - TJ 
YE 
=  \  - Tu E  -  "  <=i W >  -
•^s 
= (^m - ® C« - TJ - m[Cj^(x/R) - Cj 
II 
AT' 
6'^ /^  (4.79) 
for lov values of Ç, where Ç = x/R. Thus, Equation (4.80) can be written 
as: 
AT ^(x/R) = AT' - m[C^(x/R) - Cj 
YT 2 -3/2 
(1 + ^ ) . (4.80) 
From Equation (4,78), one can obtain: 
v(x/R) 
k(x/R) CjWR) = Cjl - ' (4.81) 
and 
k(x/R) = 0.607 I Re^/Z Sc*''" [1 - f {1.04 
0.077 (logioSc)-0'545} *!] 
= k(0) [1 - 0.667 xW] (4.82) 
where 
k(0) = 0.607 I Re^/^ Sc^^^ (4.83) 
where k(0) is the mass transfer coefficient at the stagnation point. For 
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obtaining Equation (4.82), Equation (4.27) and the value of Sc = 2700 
were used. 
It is to be noted that Equation (4.82), which can be rewritten as: 
k(x) = k(0) [1 - 0.667 xV], (4.84) 
is valid for x/R < TT/4. 
Equation (4.84) shows that the mass transfer coefficient decreases 
as one moves away from the stagnation point. If one expects the same 
rate of decrease up to x/R = 1, the mass transfer coefficient decreases 
to one-third of its value at the stagnation point. Using Equations (4.82) 
and (4.43) in Equation (4.81), one obtains: 
- 1  
4Ci(=c/E) - Cj = m C„ [1 - [1 - 0.667 
m v(0) 1 
(1 + x2/R2)l/2 (1 - 0.667 x^/R^) ^ ^ 
x/R < Tr/4 . 
If one assumes Equation (4.85) to be valid for all x, one can see 
1 1/2 
that will increase with x and at a value of x/R = (g-g^) « 1.24, 
2 1 it will become infinite. For (x/R) > it will become negative 
which is clearly impossible. One might guess that after some distance, 
X, from the stagnation point, the interfacial salt concentration may 
be constant. How far one has to go to have a constant interfacial 
concentration, if it really happens, is difficult to estimate. Thus, 
Equation (4.85) is strictly valid for x/R < IT/4. No one knows what 
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happens thereafter. 
Using Equation (4.85) in Equation (4.80), one obtains: 
YE 
AT^(X/R) = [AT' - ^  (1 + 
m v(0) 1 
- "k(Ô) . r2,l/2 _2,.2, 
or 
(1 + n (1 - 0.667 x /R ) 
^ CI + A-"/"] 
[1 + 
® "oo I-" k(o) ^ ç2^1/2 _ 0 667 xf/RZ) 
- Pm - ^  
S 
- ^ » <=- + ÎW (1 ^  ^ )l/2 (i . 0.667 A 
for low values of x, \àiere x/R = Ç, 
In order to obtain the distribution of the conductive heat flux 
in the solid phase, one has to solve Equations (4,29), (4.31), (4.32), 
(4.33) and (4.87) at ri = 1, instead of Equation (4.30). 
Rewriting Equation (4,87). one obtains: 
T,(x/R) = t (x/R) = t (5) + t (5) at n = 1 (4.88) 
i s ®1 ®2 
where 
Y£ 
t (T, . 1,5 ) . I„ - ^  <1 + at T, . 1 (4.89) 
1 s 
and 
0 = - m Cjl + ^  
(1 + (1 - 0.667 f) 
-] at n = 1 (4.90) 
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where t (n, 0 and t (n, Ç) represent the temperature corresponding to 
®1 
the particular values of ri and Ç, The reason for splitting the 
interface temperature tg(x/R) to tg(n = 1, C) and tg(n = 1, Ç) is to 
use the results obtained in the earlier part of the analysis. 
Moreover, as the system of Equations (4,29), (4.30), (4.31) and 
(4,87) is linear, the principle of superposition can be applied. So it 
can be split into the following two problems. 
(i) Equation (4.29) with boundary conditions as in Equations (4,31), 
(4.32), (4,33) and (4.89) at n = 1. 
(ii) Equation (4.29) with boundary conditions as in Equations (4.31), 
(4.32), (4.33) and (4.90) at n = 1. 
The first problem has already been solved in the earlier section 
and the heat flux evaluated by this is given by Equation (4.42). One 
can redesignate it as; 
q„ = [1 - 4.5 x7R^] . (4,91) 
1 Ps^ 
Following a similar procedure, the solution to the second problem 
can be obtained and it is given by; 
(tg + m CJ 
es^(n, 0 = - m v(0)/k(0) 
s= Cos r 1 
° (1 + (1 - 0.667 
Gosh I (Ç + X) Cosh I (Ç - X) 
Cos IT n + Cosh Tr(Ç + X) Cos tt n + Cosh 7r(Ç - X) 
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2 
The Integral in Equation (4.92) has a singularity at \ = 1/0.667 in 
addition to that at (Ç + X) = - ^  Cos h"^(Cos TTÇ). This creates 
problems in evaluating 0 (n, Ç). Moreover, the expression for 
®2 
0 (n = Ç)> which enters as a boundary condition in the problem, is 
2 2 
not valid for Ç > m/4. One can use (1 + 0.167 X ) instead of 
- ^ =— which comes from the modification of the 
(1 + X ) ' (1 - 0.667 X ) 
boundary condition at ^ = 1 by expansion of 9~T7? 5" 
(1 + ^  (1 - 0.667 C) 
2 
for the low values of Ç. However, the expression (1 + 0.167 X ) does 
not converge as X which violates the requirement in the boundary 
2 
condition at n = 1 as Ç -»• «. It seems as though by using (1 + 0.167 X ) 
one is saying that the salt concentration increases up to « as 
Ç -> ». This is definitely not true. One might assume that the 
concentration of salt becomes constant after a certain value of S. 
Still the question to be answered is how far does one have to go to 
obtain a uniform salt concentration at the interface. Can one have an 
expression for the mass transfer coefficient for the entire range of g? 
If one looks at the terms inside the bracket of Equation (4.92), 
one can see that they converge rapidly as X increases. At n = 1 and 
Ç = 0, they have a singularity at X = 0. For higher values of the 
singularity moves towards higher values of X (Ç = X) because at n = 1, 
the singularity exists at Cos h {0}, For values of n close to, but less 
than 1, the singularity does not exist. But for values of n close to 
n = 1, a sudden maximum in the value of the bracketed term is observed. 
For any value of n, the maximum occurs at higher values of X for higher 
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values of Ç, Thus, for higher values of Ç, one has to go to higher 
values of X before convergence is achieved. However, as one goes to 
higher and higher values of X, the concentration, as reflected in the 
2 
term (1 + 0.167 X ), is in greater error. Thus, the use of expression 
9 
(1 + 0,167 X ) in Equation (4.92) overestimates the values of 0 (n, Ç) 
®2 
The overestimation is more at higher values of Ç than at lower values. 
2 
The error in using (1 + 0.167 X ), compared to the actual case, is 
difficult to estimate. 
2 
Rewriting Equation (4.92) by substituting (1 + 0.167 X ) instead 
of 9~ï75 T"» obtains; 
(1 + (1 - 0.667 X^) 
ts + * C* 
9s^(n. " m C„ v(0)/k(0) 
Cos h I (Ç + X) 
= Cos p- J (1 + 0.167 X ) {gog m n + Cos h tt(Ç + X) 
Cos h ^  (Ç - X) 
Cos TT n + Cosh Tr(Ç - X) ^  (4.93) 
9 (n, Ç) in Equation (4,93) was evaluated numerically for different 
®2 
values of Ç for points close to, but less than n = 1. The derivative was 
estimated by difference of temperature values close to r| = 1. The 
reason for working with temperatures instead of differentiating 
Equation (4,93) has been discussed earlier. Table 4.4 presents the 
result. The first column denotes the values of ^ corresponding to the 
values of 0 in the same row. The second and third columns denote 
®2 
the temperature 0 at the given values of n and the value of Ç in the 
®2 
same row. The values of 6^ in the second column were computed fran 
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Table 4,4. Temperature distribution due to the distribution of salt at 
the crystal interface (Equation 4.93) 
8s2(n=i,C) - es2(Tl=0.96,Ç) 
Ç 0_ (n=o.96,5) e (n=i,S) ^ 
®2 2 90 , 
0 1.013119 1.0 0.328 
0.1 1.014784 1.001669 0.328 
0.2 1.019798 1.006679 0.328 
0.4 1.039842 1.026719 0.328 
0.5 1.054866 1.041749 0.328 
Equation (4.93), whereas the values in the third column were given by 
2 
the boundary condition at n = 1, i.e. (1 + 0.167 K ). Thus, the values 
in the second column are overestimated and the overestimation increases 
with C. The fourth column gives the estimate of the derivative close 
to n = 1 by difference between the values of 9 given in the second 
®2 
and third columns. Thus, q (%) = heat flux distribution due to the 
®2 
distribution of interfacial concentration 
. ^  I . " M , 
= ^ n - 1 ' n = 1 
k, » C. '(O) , I 
k(0) '• /5 5- 3n •" 
R 
k m v(0) 
= - 0.328 g 
vFT7 ^ 
1^+? 
Ill 
or 
k m C v(0) 2 
q, (S) = - 0.328 ^  (1 - 0.5 x^/R^) (4.94) 
as Ç = x/R for low values of x. 
Noting that the values of 9 (n,Ç) in the second column are over-
*2 
predicted and the overprediction is higher at higher values of one 
can say that the derivative as estimated by the fourth column should be 
decreased as g increases. The above fact can lead one to believe that 
it is possible for the actual heat flux distribution to be 
q„ (0 = -A (1 - b xW) (4.95) 
®2 
m v(0) k 
where A < 0.328 and 
b > 0.5. 
From Equations (4.91) and (4.94), the total conductive heat flux in the 
solid is given by; 
q (x/R) = q + q = (1-4.3 x^/R^) 
® ®1 ®2 PgU. 
k m C v(0) 2 2 
-  0 . 3 2 8  ^ X  / *  )  •  ( 4 . 9 6 )  
Using Equations (4.96), (4.80), (4.85) and (4.43) in Equation (4.77), 
one obtains: 
PgLv(O) [1 - 0.5 xf/R^)] 
k 
= 0.607 ^  Re^/Z pfl/S [1 - | (1.04 - 0.077 
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(logj^QPr)"®*^^^} xW] [AT' - ^  (1 + x2/R2)"3/2 
m C v(0) (1 - 0.5 x^/R^) k Yr„ 2 
D 1/2—1/3 r~2—] 2 ~2^ 
0.607 I Re^'^Sc^'^ (1 - 0.667 x /R^) p^tR R^ 
k m C v(0) 
+ 0.328 ^  (1 - 0.5 xVR^) . (4.97) 
Expanding Equation (4.97) by the binomial theorem, neglecting 
powers of x higher than 2, and equating the coefficient of x° and x^, 
two equations were obtained \diich were solved for two unknowns, v(0) 
and R. The two equations are given as follows: 
PgL v(0) = 0.607 ^  Rel/Zpr^/S [AT' - ^  
»C. V (0) 
0.607 I Re^/Zgcl/S ^ 
and 
Ic 
0.5 PgL v(0) = 0.607 ^  Rel/2prl/3 {| [1.04 - 0.077 (log^^pPr)"®*^^^]} 
r,T. _5L__JL^ ].3 
^ Ps^ 0.607 g Rel/:scl/3^ ^ p^LR 
m v(0) k YCj^ 
" 0.607 I Rel/:scl/3 " p^ 
kg m v(0) 
+ RÔT" • (4.99) 
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Table 4.5 represents some selected values of input parameters of 
flow velocity, salt concentration and undercooling AT'. Figures 11 
through 13 represent the data. The graphs are limited to 
10 < < 60 cm/sec because this analysis fails to show any maximum in 
growth velocity with salt concentration. The possible reasons for the 
failure to predict a maximum are discussed below. 
Discussion of results 
(1) One can see from Table 4.5 that it shows no tip sharpening 
effect. Its distribution is exactly equal to the distribution of 
normal growth velocity as given by Equation (4.43). Moreover, h being 
underpredicted by the boundary l^er theory hm(C^ - C^) could not show 
much tip sharpening. It would be interesting to see how the actual 
q , as given by Equation (4.95), would modify the result. One might 
choose different values of b in Equation (4.95) to show its effect on 
the result of the analysis. 
(2) Figures 11 and 12 do not show any maximum in growth velocity 
with salt concentration. At higher flow velocities, the growth velocity 
decreases with concentration which was also observed experimentally. 
However, at lower flow velocities, the growth velocity is predicted to 
increase with the salt concentration. This could be due to two reasons. 
First, since the use of boundary layer theory underpredicts the heat 
transfer coefficient by a substantial amount, the freezing point 
depression term hm(C^ - C^) is underpredicted. Second, since the tip 
sharpening effect is not revealed from the analysis, it does not 
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Table 4,5. Calculated values of the growth velocity and tip radius for 
ice crystals grown in saline water using boundary layer 
theory 
t 
AT Coo in Ugg in Growth vel. Tip radius 
in °K wt % cm/sec v(0) in cm/sec R in microns 
0 7.905 X 10"^ 7.556 
0.5 7.908 X 10"^ 7.465 
0,28 1.0 20 7.918 x lO"^ 7.376 
2.0 7.972 X 10"^ 7.208 
4 0 8.201 X 10"^ 6.894 
6.0 8.636 X 10"3 6.589 
0 1.029 X 10*2 6.682 
0.5 1.013 X 10"^ 6.602 
0.28 1.0 30 1 X 10"^ 6.527 
2.0 9.746 X 10"^ 6.390 
4.0 9.378 X 10"3 6.156 
6.0 9.132 X 10"^ 5.956 
0 1.61 X 10"^ 5.438 
0.5 1.555 X 10"^ 5.373 
0.28 1.0 60 1.479 x lO"^ 5.315 
2.0 1.406 X lO'Z 5.216 
4.0 1.255 X 10"^ 5.061 
6.0 1.139 X 10"^ 4.945 
0 9.24 X 10"^ 6.855 
0.5 9.813 X 10"^ 6.768 
0.44 1.0 20 1.047 x lO"^ 6.673 
2.0 1.224 X 10"^ 6.454 
4.0 2.179 X 10"2 5.704 
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Table 4.5. (Continued) 
t 
AT Coo in Uoo in Growth vel. Tip radius 
in °K wt % cm/sec v(0) in cm/sec R in microns 
0 1.454 X 10"2 5.524 
0.5 1.486 X 10"^ 5.456 
1.0 20 1.518 X 10"^ 5.388 
2.0 1.599 X 10"^ 5.250 
4.0 1.844 X 10"2 4.952 
0 1.894 X 10"2 4.877 
0.5 1.9 X 10"2 4.818 
1.0 30 1.906 X 10"^ 4.761 
2.0 1.925 X 10"^ 4.651 
4.0 1,999 X 10"2 4.443 
6.0 2.132 X 10"^ 4.238 
0 2.969 X 10"^ 3.9656 
0.5 2.91 X 10"^ 3.908 
1.0 60 2.839 X 10"^ 3.865 
2.0 2.729 X 10"2 3.787 
4,0 2.546 X 10"2 3.66 
6.0 2.404 X 10"^ 3.556 
1 4.454 X 10"^ 
5 7.442 X 10'^ 
10 1.047 X 10-2 
20 -2 1.518 X 10 
30 1.906 X 10-2 
60 2.839 X 10-2 
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Table 4,5, (Continued) 
f 
AT Ceo in Uja in Growth vel. Tip radius 
in °K wt % cm/sec v(0) in cm/sec R in microns 
1 1.945 X 10"^ 
5 3.747 X 10"3 
0.28 1 10 5.386 x lO"^ 
20 7.918 X 10"^ 
30 1 X 10"2 
60 1.499 X 10"^ 
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10-1 
60 CM/SEC 
00 
30 CM/SEC 00 
CM/SEC 
3 10 
C IN WT% 
Figure 11. Effect of solute on the growth velocity of ice crystals 
at a fixed undercooling (0.28*0) as predicted by 
boundary layer theory 
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AT' = 0.44°C 
60 CM/SEC 
U„ = 30 CM/SEC 
20 CM/SEC 
10-^1 I I I I I 
0 1 2 3 4 5 6 
IN WT% 
Figure 12. Effect of solute on the growth velocity at a fixed 
undercooling (0.44°C) as predicted by boundary 
layer theory 
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10 
C„ = 1 WT% 
10""'h-
SLOPE FOR PURE WATER 
AS PREDICTED BY 
BOUNDARY LAYER THEORY 
PREDICTION FOR SALT 
WATER USING BOUNDARY 
LAYER THEORY 
(j> 
us 
oo 
g 
o 
> 
10 -3 
10'' 
J 1 I I I I I I I 
ioi 
U_ IN CM/SEC 
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10' 
Fisuffi 13, Effsctz of solution velocity on growth velocity for a 
fixed solute concentration (1 wt %) as predicted by 
boundary layer 
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account accurately for the Gibbs-Thomson curvature effect x^ich should 
Increase as the tip sharpens. 
(3) Figure 13 compares the slope of the growth velocity vs 
solution velocity for pure and saline water. The trend is exactly the 
same as that observed by Huang (1975). The slope for pure water was 
higher than that for saline water. Figure 13 shows exactly the same 
trend. For pure water, the exponent is 2/3, whereas for saline water, 
it is 0.57, 
(4) This analysis neglects the natural convection. It was pointed 
out earlier that the density difference caused by concentration gradients 
are much larger than those created by temperature gradients. For 
dilute salt solution, the thermal coefficient of volumetric expansion is 
on the order of 10 ^  °K whereas the mass coefficient of volumetric 
expansion is about 10"^(wt %)'^. Thus, a concentration difference of 
1% causes a bouyancy force of two orders of magnitude larger than a 
temperature difference of 1°C. For a concentration difference of 1 wt % 
at = 1 cm/sec, Re/Gr^^ = 10^ and at 60 cm/sec, Re/Gr^^ = 6000. 
Thus, up to what flow velocity the natural convection, if present, plays 
an important role and is worth finding out. One can check this 
experimentally by changing the orientation of the crystal growth with 
respect to gravity. This could give an estimation of the role played 
by the natural convection on crystal growth. 
Kallungal and Barduhn (1977) have shown the effect of the natural 
convection for ice crystals grown in quiescent and slowly flowing pure 
water. No one has tried to estimate the flow velocity which is required 
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to eliminate the natural convection for ice crystals grown in flowing 
saline water, 
(5) In the foregoing analysis, one can see that the expressions 
2 for h, k, q^, v, etc, are truncated to match the form (a - bx ). In 
most of these cases, they are exact for low values of x. The higher 
order terms of x become important at hi^er values of x. The main 
purpose for truncating was to match the condition for the shape-
preserving growth for a parabolic cylinder, as given by Equation (4,43). 
The reason for retaining only two powers of x from the series 
expansions of h, k, etc,, was that the system has two unknowns (v(0) 
and R) to solve. Thus, it was possible to obtain a solution to the 
problem. However, by truncating the series, the problem becomes 
oversimplified. 
(6) This analysis also neglects the kinetics and deviation of shape 
from the parabolic cylinder. These effects may be playing a crucial 
role in determining the solute redistribution along the surface of the 
crystal. Solute redistribution modifies the temperature of the crystal 
interface and the distribution of conductive heat flux in the solid. 
This needs a more complete investigation. One has to have a convincing 
agreement for the pure water case before getting into further 
complications as addition of solute in the system. 
Modified Boundary Layer Theory 
In order to see how an increased heat transfer coefficient and 
Equation (4,95) would affect the results of the analysis, some 
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arbitrary expressions were tried. The heat transfer coefficient used 
was twice that predicted by Equation (4.78), The factor 2 was chosen, 
keeping in mind that inclusion of conduction along streamline increases 
the heat transfer coefficient up to that extent. The values of A and b 
m k ... 
in Equation (4.95) were chosen to be + 0.328 and 1.5, 
respectively. The change of the values of b from 0.5 to 1.5 is in the 
expected direction. The analysis was carried out exactly in the same 
fashion. The results of some selected input parameters are presented 
in Table 4.6 and Figures 14 to 17. 
Results and discussion 
The results (Figures 14 to 17) show the tip sharpening effect, and 
a maximum in growth velocity. They also show higher enhancement at 
low flow velocities and higher undercooling. The enhancement may not 
be as high as observed in the experiment, but it still follows the 
proper trend. Thus, using the shape-preserving concept, the anomalies 
observed in ice growth from saline water could be explained. Due to 
the arbitrariness in choosing number, the theoretical predictions by 
this analysis have not been compared with the experiments. 
The analysis using the modified boundary layer theory may be far 
from convincing. Here the nunAers are used arbitrarily to prove the 
point. Nevertheless, this proves that using certain combination of 
variables, one can explain the typical behavior shown by ice crystals 
grown in saline water. There are so many uncertainties that one 
cannot estimate everything accurately. The best way to proceed in this 
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Table 4,6, Calculated values of growth velocity and tip radius of ice 
crystals grown from saline water by using the modified 
boundary layer theory 
AT 
in °K 
Coo in 
wt % 
Uco in 
cm/sec 
Growth vel. 
v(0) in cm/sec 
Tip radius 
R in microns 
0.22 
0 
0,5 
1.0 
2.0 
4,0 
6.0 
60 
3.901 X 10 
4.042 X 10 
4.046 X 10" 
4.007 X 10" 
3.865 X 10" 
3.844 X 10 
-2 
- 2  
- 2  
3.671 
2.512 
1.966 
1.435 
1.0 
0.7868 
0.28 
0 
0.5 
1.0 
2.0 
4.0 
6.0 
100 
5.382 X 10 
5.344 X 10" 
5.189 X 10 
4.808 X 10" 
4.124 X 10 
- 2  
- 2  
- 2  
3.611 X 10 - 2  
3.202 
2.319 
1.883 
1.452 
1.103 
0.9477 
0,2 
0 
0.5 
1.0 
2.0 
4.0 
6.0 
40 
1.905 X 10 
1.987 X 10 
2.009 X 10 
2.001 X 10 
1.978 X 10 
- 2  
- 2  
- 2  
- 2  
- 2  
5.236 
3.554 
2.765 
2.002 
1.371 
0 .2  
0 
0.5 
1.0 
2.0 
4.0 
6.0 
60 
2.461 X 10 
2.477 X 10 
2.432 X 10 
2.295 X 10 
2.032 X 10 
1.829 X 10 
- 2  
- 2  
- 2  
-2 
- 2  
- 2  
4.694 
3.338 
2.679 
2.031 
1.507 
1.269 
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Figure 14. Effect of solute on growth velocity of ice 
crystals at a fixed undercooling (0,2®C) as 
predicted by modified boundary layer theory and 
solid conduction expression (Nu = 2 x Nu(b.l.t), 
qsaCx) = qs2(0) fi)) 
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10 -1 
9 
8 
7 
5 -
4 ^  
3 -
2 X 10 -2  
AT = 0.28"C 
= 100 CM/SEC 
U„ = 60 CM/SEC 
C„ IN WT% 
Figure 15. Effect of solute on growth velocity of ice 
crystals at a fixed undercooling (0.28OC) as 
predicted by modified boundary layer theory 
and solid conduction expression 2 
(Nu = 2 X Nu(b.l.t), qggCx) - qg (0) (1 - 1.5 ^ )) 
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AT' = 0.2°C 5.0 
4.5 
4.0 
00 
= 40 CM/SEC z § 
o 
s: 
3.0 00 
2.5 — z 
cc 
2.0 
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IN WT% 
Figure 16, Effect of solute on the tip radius of ice crystal 
at a fixed undercooling (0,2°) as predicted by 
modified boundary layer theory and solid 
conduction expression (Nu = 2 x Nu (b.l.t), 
qs2<^> = SsgfO) - 1.5 ^ )) 
127 
4.0 
3.5 
3.0 
•U„ = 60 CM/SEC 
CO 
z: 
s 
o 
h-H 
z 
" 2.0  
= 100 CM/SEC 
0.0 
Figure 17. Effect of solute on the tip radius of ice crystal 
at a fixed undercooling (0.28°) as predicted by 
modified boundary layer theory and solid 
conduction expression (Nu = 2 x Nu (b.l.t), 
AsgCx) = 982(0) 
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direction is to look into different things separately. Before moving 
into the saline water area, one has to have a complete understanding 
of the pure water case. 
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CHAPTER 5. FORCED CONVECTION HEAT AND MASS TRANSFER TO 
DENDRITIC STRUCTURES (PARABOLIC CYLINDERS 
AND PARABOLOIDS OF REVOLUTION) 
It has been pointed out earlier that the two different shapes, 
observed during dendritic growth, are parabolic cylinders and paraboloids 
of revolution. However, no slow flow, forced convection heat and mass 
transfer results for these geometries exist in the literature. Previous 
results Include boundary layer theory assumption where conduction 
along streamlines is neglected. Such analyses give erroneous results 
at low Reynolds and Peclet numbers. In dendritic growth, low Reynolds 
and Peclet number flow situations generally occur. This chapter gives 
some useful heat transfer results for different flow situations. These 
results should cover many of the cases which are lacking in the 
literature. 
The three cases investigated are given below; 
(1) Oseen type rectilinear flow approximation, 
(2) Oseen's viscous flow approximation, and 
(3) Potential flow approximation. 
Oseen type rectilinear flow approximation was used initially by 
Cole and Roshko (1954) for a circular cylinder. Here the flow yield 
is assumed to be constant and such that the fluid does not react to the 
body at all. This type of assumption is good for low Reynolds number 
flow situations and for low Prandtl number fluids. Moreover, the 
Reynolds number has to be small due to the small characteristic 
dimension of the body which ensures that most of the fluid will be 
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moving at the undisturbed free stream velocity, U^. Low Prandtl number 
ensures most of the resistance to heat transfer lies in the undisturbed 
fluid stream. 
The differential equation for heat transfer and the boundary 
conditions for the Oseen type rectilinear flow case are given by; 
The approximation that u = seems to give fairly good results for 
heat transfer from circular cylinders to air (Pr = 0,7) at low Reynolds 
number (< 1) (Cole and Roshko, 1954). This gives exactly the first 
order approximation to the matched asymptotic expansion solution of 
Hieber and Gebhart (1968) for the Nusselt number for a cylindrical 
geometry at low Reynolds and low Prandtl number. At high Prandtl number, 
Hieber and Gebhart's (1968) expression was a little different from the 
rectilinear flow approximation (RFA). The first term of the high Pr 
solution, their Equation (15), was about 15% higher for a Pr = 15 than 
the low Prandtl number solution (their Equation (12)). The second order 
terms for both the high and low Pr cases were negative and small. Thus, 
the first term is believed to give a reasonably accurate simple solution 
up to a Prandtl number of 15, Wiich should be higher than the 
experimental values for ice-crystal growth. However, Hieber and 
(5.1) 
Boundary conditions. 
t = t^ on the body 
t = t far from the body 
(5.2) 
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Gebhart's (1968) expression seemed to underpredict the heat transfer 
result for high Frandtl number fluids. No satisfactory explanation was 
given by them to account for this discrepancy. 
Since all real fluids have finite viscosity, Oseen's viscous flow 
approximation (OVFA) was attempted which is valid for low Reynolds 
number flows. It includes viscous effects and first order acceleration 
effects. The result presented here is valid for all Frandtl numbers. 
Initially, the flow field is solved with Oseen's approximation and then 
the velocity field thus obtained is used to solve for the heat transfer 
results. The validity of the results obtained depends on how accurately 
the flow field is represented by Oseen's approximation. Davis and 
Werle's (1972) Figure 2 conq>ares the skin friction predicted by Oseen's 
flow solution, as given by Wilkinson (1955) and his own numerical 
solution for a paraboloid of revolution geometry. It agrees fairly 
well as a first approximation up to Re = 1,0. Davis (1972) points out 
that Oseen's flow approximation is not a good one for a parabolic 
cylinder geometry. He referred to a paper by Van Dyke in 1971 which the 
author could not locate. So no discussion about his comments could be 
made here. Moreover, since he bases his comments on comparing the 
results to his numerical results rather than experimental, one cannot 
be very confident about his comments. Nevertheless, since no analytic 
results exist for paraboloids of revolution and parabolic cylinders, 
the present work is definitely a significant contribution along these 
lines. 
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With Oseen's viscous flow assumption, the differential equation 
and boundary conditions for any geometry are given by; 
V • u = 0 (continuity) (5.3a) 
1 2 
• Vu = - — Vp + vV u (momentum transfer) (5.3b) 
u . Vt = a V^t (5.4) 
u = 0, t = t on the body 
~ w 
u = U^ , t = t far from the body 
(5.5) 
The flow field was solved first by Wilkinson (1955), for both 
parabolic cylinder and paraboloids of revolution. However, he just 
presented the method of solution. He did not give the expression for 
the velocity. In the present work, the results are presented on a more 
complete form. 
The potential flow approximation is valid for high Reynolds number 
flows for low Frandtl number fluids like liquid metals in which dendritic 
growth is of great practical importance. For these cases, the thermal 
boundary layer is much thicker than the momentum boundary layer, and 
outside the momentum boundary layer, potential flow exists. Hence, 
most of the resistance to heat transfer lies in the region vAiere the 
flow field closely approximates potential flow. 
With the potential flow assumptions, the governing differential 
equation and the boundary conditions for any geometry are; 
Up . Vt = a V^t (5.6) 
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t = t on the body 
(5.7) 
t = t far from the body 
where u is the potential flow velocity, 
~P 
Configuration, Coordinate Transformation (Parabolic 
Cylinder and Parabolic Coordinates), and Method of Solution 
Figures 18a and 18b illustrate the configuration considered here. 
Because the body is of the form of a parabolic cylinder (two-
dimensional) or a paraboloid of revolution (three-dimensional), it is 
convenient to use parabolic cylinder and paraboloid of revolution 
coordinates. Both of these systems are orthogonal curvilinear 
coordinate systems. For any transformations from cartesian coordinates 
(x, y, z) to orthogonal curvilinear coordinates (Ç, n, 4») system, the 
following equations are useful. 
Any vector u is represented as: 
u  =  u ^  +  v e y  +  w e ^  ( 5 . 8 )  
in cartesian coordinate systems, and by; 
% = "s 5% + "n 5n + "4, JS(j) (5.9) 
in a curvilinear coordinate system, where (e , e , e ) and 
•' ' » 'vy' ~z' 
(e^, e^, e^) are the unit vectors and (u, v, w) and (u^, u^, u^) are 
the components of the vector along the respective directions. 
For the transformation for a vector from one to the other coordinate 
system, one has to know the angles between one coordinate system with 
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Figure 18a, Forced convection heat transfer from parabolic 
cylinders, n =» 1, and -1 represent the surface 
of the parabolic cylinder 
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X 
n=0 
a 11 i I 
Figure 18b. Forced convection heat transfer from paraboloids 
of revolution, n • 1 represents the surface of 
the paraboloid of revolution 
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the other. For example, e^ is given by: 
e^ = Cos (x, Ç) eç + Cos (x, n) e^ 
+ Cos (x, 4)) 6(1, (5.10) 
•where Cos (A, B) is the cosine of angle between A and B axes. 
For this transformation, the scale factors are given by: 
Y ° (5.11) 
"n - (5-12) 
(5.13) 
The gradient is given by: 
„ Ô Ô Ô 
V = e ?— + e T— + e 
ox ôy ~z ÔZ 
The Laplace is given by: 
2 \ 1 râ a . 
+ &(#&,)+&(#&)] 
The divergence of a vector is given by: 
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ç n <p ^ ^ 
+ In [-^ V + h [-4^ (S'i*) 
The heat equation, which is mostly used in this charter, is given 
by; 
+ + + + <=•"> 
in the cartesian coordinate system, and 
» 5 Tç H + % ^  ^ elf l|> 
in a curvilinear coordinate system. 
Parabolic cylinder coordinate (Figure 18a) 
For the parabolic cylinder, the following transformations are made: 
I = X = (5^ - n^)/2 
I = z = Ç n (5.19) 
| = Y  =  Y  
Under the transformation (Equation 5.19), the surface of the body 
is represented as n = 1, -1 and the domain outside the body is given by 
0<Ç<®, - excluding -1 <n < 1, and - » < Y < ». 
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The relations of unit vectors in cartesian coordinates to that in 
parabolic cylinder coordinates are given by; 
The scale factors are given by; 
hç = h^ = R V r+7 (5.22) 
hy = 1 (5.23) 
The heat equation is given by; 
1 at 1 ôt St 
i/r + n -/r + n 
' + (5.24) 1  2 2  ^  2-*^ 2  
R(r+n) ar an ay^ 
If t is not a function of y, then the y dependent terms drop out. 
The X derivative, which is to be used explicitly, is given by; 
a s a n  a 
2 
n 
d 4 0  d
^ = 7775c-7773 rn <5.^) 
Parabolic coordinate (Figure 18b) 
The transformations are; 
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x/R = X = - n^/2 
y/R = Y = Ç Ti sin (|) (5.26) 
z/R =  Z  =  Ç  n  Cos <|) 
Under these transformations, the surface of the body is given by 
ri = 1, and whole domain outside the body is given by 1 < n < *, 
0 < Ç < », 0 < * < 2w. 
The relations of unit vectors in cartesian coordinates to those in 
parabolic coordinates are given by; 
(5.27) 
e = n sin f ^ e - Cos (|) e. 
n 5"~n ~(p 
(5.28) 
e 
~z 
(5.29) 
The scale factors are given by; 
(5.30) 
- R 5 I, (5.31) 
The heat equation is given by: 
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+ -ô^^-|] (5.32) 
rn a* 
The (|) dependent terms drop out due to symmetry. 
The X derivative, which is explicitly used is given by: 
+ n^) 
Method of solution 
In this chapter, the energy equation has been solved in parabolic 
cylinder and parabolic coordinates. Therefore, in every analysis the 
velocity expressions are given in parabolic cylinder or parabolic 
coordinates. By use of Equations (5,19), (5.20) and (5.21) or (5.26), 
(5.27), (5.28) and (5,29), one can transform the velocity expression 
from parabolic cylinder or parabolic cylinder coordinate to cartesian 
coordinates. 
In both of these cases, the body is represented by n = 1, and the 
fluid flow is in the x direction such that the tip of the parabola 
forms the stagnation point. The body surface is at the temperature t^ 
and free stream is at t^. Heat transfer occurs from the body to the 
fluid. 
For all three approximations of the flow field, the temperature is 
assumed to be a function of n only which is true because it satisfies 
the differential equation and the boundary conditions. 
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Solution 
Oseen type rectilinear flow approximation (ORFA) 
Parabolic cylinder For the configuration given in Figure 18a, 
the differential equation (Equation 5,1) and the boundary conditions 
(Equation 5.2) can be written as: 
I; = «(T-z + A) (5.34) 
ox oz 
and 
2 2 
t = t on the body, i.e. at ^  ^ 
" K z (5,35) 
t = t^ far from the body 
Changing x to SX and z to RZ, and making the Equations (5.34) and (5.35) 
dimensionless, one obtains: 
^  + ^ -Pe||=0 (5.36) 
where 
and 
Pe = peclet number = (5.37) 
z2 
0 = 1 on the body, i.e. at X = —^— 
0=0 far from the body , 
(5.38) 
Changing Equations (5,36) and (5.38) to parabolic cylinder coordinates 
with the help of Equations (5.19) to (5,25), one obtains: 
A + S!|] . pe [-^ -L_ II . __2_ , 0 
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which simplifies to: 
[( 1% - n||] = 0 (5.39) 
OS OT) 
Thé boundary conditions become; 
a t  n  =  1 ;  0 = 1  b o d y  t e n ç e r a t u r e  
at n -»• «o; 0^0 free stream temperature 
at Ç = 0; 'Il = 0 due to symmetry 
as g + 0; 0 is finite. 
(5.40) 
Postulating 0 to be a function of r) only, one can transform Equations 
(5.39) and (5.40) to; 
2 
^ + pe n ^  = 0 (5.39a) 
dn 
and 
at n = 1; 0 = 1 
as 0"*'O . 
(5.40a) 
The solution to Equations (5.39a) and (5.40a) is given by; 
e _ (ilisL.) -  ^ n) (5.41) 
* - (t* - V -
erf G 
Equation (5.41) also satisfies Equations (5.39) and (5.40). 
Defining the heat transfer coefficient by the ratio of the total 
heat flux to the temperature difference, one obtains; 
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h (t„ - = - k 1 + P U*, n C (t^ - I (5.42) 
n = 1 n = 1 
where ^  | is the temperature gradient at the interface of the 
T1 = 1 
body, and U^, n is the component of velocity vector ^  normal to the 
interface of the body. 
In Equation (5.42), the first term at the right-hand side is the 
diffusive heat flux from the body and the second term is the convective 
heat flux. The convective term arises because the fluid passes right 
througjh the body. Here, n is the conçonent of the velocity vector 
normal to the body. n can be estimated by obtaining the dot 
product of Ugg e^ with e^. Equation (5.20) is useful in obtaining the 
expression for n. Using Equations (5.20) and (5.41) in Equation 
(5.42), one obtains: 
P 
1 - V 
or 
e-PG/2 P Cp 1 
•] 
k 
/l + erf C, 
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Hence, 
»»(5) - f = 7== 
AA + Ç erf C 
u„R 
where Pe = —— . 
Of 
The Oseen type rectilinear flow approximation is valid for low 
Reynolds and low Prandtl number flow situations. If the Peclet number 
(Pe) is low, one can neglect the second term in the brackets on the 
right-hand side of Equation (5.43). For example, for Pe = 0.01, 
jh 2pe e-P:/: 
erf C 
= 0.085, which is much bigger than Pe. So for low 
Peclet numbers. Equation (5.43) becomes: 
-Pe/2 
Bu . ^ = (1 + ;=r (5.44) 
er£ C iM 
which at the stagnation point (Ç = 0) gives; 
_-Pe/2 
Nu = ^  = = — (5.45) 
erf C {/l^} 
However, at hi^ Peclet number, Pe becomes comparable to 
JH pe e PG/2 — and cannot be neglected. Even at Pe = 0.1, 
erf C {/p} 
/2 Pe g-Pe/2 
is 0.32. Since this ORFA is valid for low Re and 
erf C {/p} 
Pr, and hence, very low Pe, Equation (5.45) can approximate the actual 
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result fairly well. 
Although the physical situation with ORFÂ is totally different, the 
mathematical solution is identical to that for diffusion with a moving 
boundary as solved by Horvay and Cahn (1961), 
Paraboloid of revolution For the configuration given in 
Figure 18b, the differential Equation (5.1) and the boundary conditions 
(Equation 5.2) can be represented by: 
^ - 1  
3C R 
t = t^ on the body, i.e. at ^  g— 
and (5.46a) 
t = t^ far from the body . 
Changing to the parabolic coordinates by use of Equations (5.26) 
to (5.33), and making Equations (5,46) and (5.46a) dimensionless by the 
transformation 
and neglecting ^  terms due to symmetry, one obtains: 
+ (| - Pe O || + ^  + (^  + Pe n) = 0 (5.47) 
with 
at n = 1, 0 = 1 
as n 9 ->• 0 
00 (5.48) 
at Ç = 0; = 0 (symmetry) 
as C » 0 is finite 
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\^ere Pe = , 
01 
By postulating that 0 = 0(r)) only, one can solve Equations (5.47) 
and (5,48), The solution is given by: 
C - t. E (p rS 
where E^(x) is the exponential integral and is given by: 
00 —t 
Ei(x) = J f- dt . (5,50) 
X 
Defining the heat transfer coefficient by Equation (5.42) and 
using Equations (5.49) and (5,27) in Equation (5,42), one obtains: 
_pe/2 
Nu(Ç) = ^  = ^ [-^ Pe] (5.51) 
For low Peclet numbers, again Pe is negligible compared to 
2 
„ >- ... and Equation (5.51) becomes: 
hR 1 2 
s»(0 = ^  • (5-5:) 
Vï + 5 
At the stagnation point Ç = 0, the Nusselt number is given by: 
- Sp ' • (5-53) 
Figure 19 compares the result given by Equations (5.45) and (5.53). 
It also shows the effect of shape on the heat transfer coefficient. One 
sees that the heat transfer coefficient for a paraboloid of revolution is 
much larger than that for a parabolic cylinder, especially at smaller 
values of Pe. This is possibly because at higher Peclet numbers the 
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10" 
,0 2 3 
2a 
Figure 19, Nusselt number at the stagnation point vs Peclet 
number for parabolic cylinders and paraboloids of 
revolution with the Oseen type rectilinear flow 
approximation (ORFA) 
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convection plays an important role in heat transfer, and the convective 
field, as considered here, is unaffected by the presence of the body, 
2 
The previous statement becomes clear if one substitutes ^  = ^ -1 = 0 
^ ar 
in Equations (5.39) and (5.47), and compares the resulting equations 
for high values of Pe, For high values of Peclet number, 1/n « pe n as 
n > 1, Thus, one can neglect 1/n in Equation (5.47). As a result, 
both of the resulting equations become identical. So, at high Pe, both 
of the geometries yield identical results. 
0seen's viscous flow approximation (OVFA) 
Here Oseen's viscous flow approximation is applied to parabolic 
cylinders and paraboloids of revolution. For these cases, as shown 
in Figures 18a and 18b, the differential equations and the boundary 
conditions (Equations 5.3a and 5.3b) and Equation (5.5) can be written 
as: 
1; +1; +1; = * (s-s*) 
u.ë = -i|? +V(2-Z + 2-% + —z —5: —z) (5.56) 
» p ay --^2 - ^ 2 - a,: 
. Si - -, a, +  Vf;;, +  +  ^ ,2) 
Here, u, v and w are the components of velocity vector u in the 
X, y and z directions, respectively, p is the pressure. 
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Let 
u  =  0 ,  v = w = 0  o n  t h e  b o d y  ( 5 . 5 8 )  
u = Ugg, V = w = 0 far from the body (5,59) 
u' = u - U„ (5.60) 
fs/ rsXO ^ ' 
where u' = perturbed velocity vector whose components are u', v', and w' 
along X, y and z directions, respectively. 
Substitution of Equation (5.60) in Equations (5.54) to (5.59) 
yields; 
ISr + igr + Isr = o 
..g. 
B- = - i I? + vrAl + Al + 
u = U^5 v = w = 0 on the body (5,65) 
u = V = w = 0 far from the body . (5.66) 
Making Equations (5.61) to (5,64) dimensionless by the transformation 
X = x/R, Y = y/R, Z = z/R, and Re = —^ , one obtains; 
lr + ^  + lr-0 (5.67) 
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(5.69) 
(5.70) 
If M and N are defined in such a vay that 
(5.71) 
(5.72) 
(5.73) 
and 
(5.74) 
One can see that Equations (5.67) to (5.70) are satisfied only if 
the following two Equations (5,75 and 5.76) are satisfied; 
Hence, the solution to Oseens viscous flow equation boils down to 
solving Equations (5.75) and (5,76) with the boundary conditions of 
Equations (5.65) and (5,66). 
The steps followed in solving the flow equations are given below. 
(1) Equations (5,75) and (5,76) are transformed to parabolic 
cylinder and paraboloid of revolution coordinates by the use of 
Equations from (5.19) to (5.33). Here, the Y conçonent for the parabolic 
(5.75) 
(5.76) 
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cylinder and the (() component for paraboloid of revolution vanish. The 
equations so obtained are given below: 
2 2. \as2 - ._2 ( Ç  +  n  )  
which simplifies to: 
S ^ S • ° 
TTTÂ 7?t7) ^  
which simplifies to: 
<=.7=) 
which simplifies to: 
which simplifies to: 
(5.79) 
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Equations (5,77) and (5.78) are for the parabolic cylinder and Equations 
(5,79 and (5.80) are for the paraboloid of revolution, 
(2) Equations (5.77) to (5.78) and (5.79) to (5.80) were solved 
postulating M and N to be functions of r\ only. The solutions are given 
below. 
For the parabolic cylinder: 
M = A n + B (5.81) 
N = Ci jV®'® /^dt + Cg (5.82) 
o 
For the paraboloid of revolution ; 
M = A log n + B (5,83) 
» -Ret^/2 
N = Ci J g dt + Cg (5,84) 
where A, B, and are the constants of integration. 
The expressions for M and N were substituted into Equations (5.71) 
to (5,73), The resulting expressions were made to satisfy the boundary 
conditions. Equation (5.65) at n = 1 and Equation (5,66) at n -> «, by 
choosing the proper values of the constants A, B, and C^. The 
perturbed velocity (u', v', w') so obtained is used in Equation (5,60) 
to give the expression for actual velocity. The expressions for 
velocity are given below. 
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For parabolic cylinders; 
erf c n) 
erf c {yRe/2} 
« = [1 -
2 % { ^ 
(Î + n ) ^  
] e (5.85) 
'  ( i *  ti') erf c {J f }  
For paraboloids of revolution: 
2 ,  
2 e-ae/2 _ .-Ren /2 
~ ° • R»((: + n") 
 ^"" SI. t 
' E^(Re/2) J 5% + Re '•^^^2 ^  ^ 2^ E^(Re/2) ^ 4 
In Equations (5.85) and (5.86), the coefficients of e^, ^  and e^ 
a r e  u ,  v  a n d  w ,  r e s p e c t i v e l y ,  a n d  u  =  u  e  +  v e  +  w e ,  
^ /vy fs, 2 
One can use Equations (5.20) and (5.21) in Equation (5.85) and 
Equations (5.27), (5.28) and (5.29) in Equation (5.86) in order to 
obtain u in parabolic cylinder and paraboloids of revolution coordinates. 
The expressions so obtained are given below. 
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For parabolic cylinders; 
Here, 
U F erf c {J^ n} 
u = " [1 ^ 
K + erf c {/|^} 
] S; (5.87) 
u_ n 
Vr+7 
[1 
erf c {^f^ n) 2 g-RG/Z _ g-Ren^/2 
erf c {yp-} 
uç = 
u„ Ç 
[1 -
erf c 
erf c {^2^} 
(5.88) 
and "n = - [1 -
erf c Ti} 
l/C^ + erf c 
1 e-Re/2 _ g-Ren /2 
"/S erf c {Jf) 
] (5.89) 
For paraboloids of revolution: 
U„ Ç E (Ren"/2) 
U = L [1 - p /n«/o\ ] ®.£ 
2 yç + n 
E^(Re/2) 
u„n E/Ren /2) 
[1 1 
E^(Re/2) 
2 3-Re/2 _ ^-Ren"/2 
^6 n KG E^(Re/2) 
(5.90) 
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U„Ç E^CRerf/Z) 
#7 2 "1" n 
Here, ^ 5-' E,(Re/2) ^ (5.91) 
U^n E^(Ren^/2) 
"n = • 2 • Ei(Re/2) 
2 e-^®/2 _ g-Ren^/2 
- 4- ] (5.92) 
n Ke Ej^(Re/2) 
In Equations (5.87) and (5,90), as n u^ and u^ become 
V j ]  
——2%^ and , respectively. These are the components of ^  
vF+V i/FT7 
along the Ç and n directions. In the heat transfer analysis, it will be 
seen that only u^ is needed for both the cases of parabolic cylinders 
and paraboloids of revolution. Hence, Figures 20 and 21 are plotted 
to show the variation of u^ with respect to ri for different values of 
Re (0.01, 0,1, 1) for the parabolic cylinder and the paraboloid of 
revolution. In the plot, u is normalized with respect to its free 
stream value, i.e. . Both of the figures show that for low 
#77 
Reynolds numbers the momentum diffuses to a larger distance from the 
surface of the body, so "the boundary layer" is thicker. The diffusion 
of the momentum is larger for parabolic cylinders than it is for the 
paraboloids of revolution for the same Re. 
CM 
0 .6  
CM 
0.5 
c 
.8 
0.4 
tr 3 
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n 
Figure 20. Velocity profile around parabolic cylinder with Oseen's viscous flow approximation 
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CM 
CM 
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0.0  
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n 
Figure 21, Velocity profile around paraboloids of revolution with Oseen's viscous flow approximation 
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Substituting Equations (5.88) and (5.89) in Equation (5.24) and 
dropping out the Y dependent terms, the energy equation for parabolic 
cylinders is obtained as: 
«.Ç .. « f/F"' , at 
CI ] t 
erf c 
U^ n erf c n) 
erf c 
1 ,-ae/2 . e-Rsn:/2 ^ 
" ^  „f c (# •} 
= J > <r~^  + (5.93) 
K(5>r-fO 55 
Equation (5,93) has to be solved with the following boundary conditions 
(Figure 18a). 
(1) at Ti = 1, i.e. the surface of the boundary, t = t^ 
(2) as n -»• «; t + t^, 
ôt (5.94) 
(3) at Ç = 0; ^  = 0 (symmetry) 
(4) as C "*• ®; t is finite. 
Making Equations (5,93) and (5.94) dinensionless by defining 
t 
e = t . t (5.95) 
w » 
Pe = UJR/a (5.96) 
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one obtains: 
erf c 
c 1) 1 ^-Re/2 . , 59 
- nil —  —  J 
erf c {J^) ^ erf c {J^} 
= fcC^ +  ^ ] .  (5.97) 
ôn^" 
Boundary conditions are; 
(1) 
(2) 
at 
as 
II 
+
 
1, 
eo; 
0 = 1  
0 -> 0 
(3) at c = 0; 
(4) as K ^ oo; 0 is finite . 
(5.98) 
(5.99) 
(5.100) 
(5.101) 
Similarly, using Equations (5.91), (5.92) in Equation (5.32), 
dropping out (j) dependent terms and using Equations (5.95) and (5.96), 
the energy equation for the paraboloid of revolution is obtained as: 
s [1 " E^ {Re/2} ÏÏÇ 
E. {Ren^/2} 2 e-Re/2 _ _-Ren^/2 ^ 
" {Re/2} ^g^2 E^(Re/2) ^ ^  
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Equations (5.98) to (5,101) also represent the boundary conditions 
for Equation (5.102). 
Equations (5,97) and (5,102) were solved by postulating 6 to be a 
function of n only which is true because it satisfies the differential 
equation and the boundary conditions. The solutions for both cases 
are of the same form and can be given as: 
« - / f(z)dz 
e = =— (5.103) 
V 00 
00 - J f(z)dz 
J e ^ dy 
1 
erf c z} 
where f(z) = Pe z [1 
erf c {M} 
1 .-Re/2 ^-Rez^/2 
i ] (5,104) 
# « iM 
1 E^(RezV2) 
and = Pe z [1 + 
2 
(for the parabolic cylinder) 
2 ,  
pe =2 ®l<^®/2) 
^-Re/2 ^-Rez^/Z 
- ] (5,105) 
,2 Re 
(for the paraboloid of revolution) 
The temperature profiles, 9 vs n, for some selected values of 
Re (0,1 and 1,0) and Pr (0,01, 1, 10) are plotted in Figures 22 and 23 
o Re 
A Re 
• Re 
Re 
1.0, Pr = 10.00 
1.0, Pr = 1.00 
1.0, Pr = 0.01 
1 2 3 4 5 6 7 8 9  1 0  
n 
Figure 22, Temperature profile around parabolic cylinders with Oseen's viscous flow approximation 
4-) 
I 
8 0.6 — 
o Re = 1.0, Pr = 10.00 
6 Re = 1.0, Pr = 1.00 
O Re = 1.0, Pr = 0.01 
9 Re = 0.1, Pr = 10.00 
® 0.4 -
Figure 23. Temperature profile around paraboloids of revolution with Oseen's viscous flow 
appr oximation 
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for both geometries. One can see that at lower Pr, the temperature 
profile extends to a larger distance from the body and the "thermal 
boundary layer" is thicker. At Pr = 0,01, it extends beyond the 
distance upto which momentum diffuses. One can coiqpare Figures 20 and 
21 with Figures 22 and 23 to verify this. 
Defining the Nusselt number from the heat flux expression, vAtich 
is given as; 
for both geometries, and using Equation (5,103) in Equation (5,106), 
one obtains: 
Su(5) . J (5.107) 
„ -J £(z)dz 
yi + Ç e dy 
for both parabolic cylinders and paraboloids of revolution. Hence, the 
Nusselt number at the stagnation point (Ç = 0) is given by; 
Nu = ^ (5,108) 
« -J f(z)dz 
Je dy 
1 
Equations (5,107) and (5,108), with Equation (5.104), give Nu for the 
parabolic cylinders, and with Equation (5,105), they give Nu for 
paraboloids of revolution. 
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Figures 24 and 25 give the plot of Nusselt number at the stagnation 
point vs Reynolds number for various Frandtl numbers for parabolic 
cylinders. Figure 26 gives the same plots for paraboloids of revolution. 
As one can see for both configurations the heat transfer results for 
high Prandtl number fluids are more sensitive to Reynolds number than 
for low Frandtl number fluids. Coiiq>aring Figures 24 and 26, one can see 
how much the shape of the body affects the heat transfer results. 
Low Reynolds number (< 1) flow situations occur for dendritic 
growth. The present calculations cover the growth of needle-shaped 
metal dendrites (Pr = 0.01), of succinonitrlte dendrites (Pr = 41), or 
parabolic cylinder shaped ice dendrites (Pr ~ 10). Thus, these results 
are very important and, to the best knowledge of the author, is the 
first successful attempt to obtain them. They are valid for all 
possible Prandtl numbers fluids flowing at low Reynolds number. 
Potential flow approximation 
The potential flow velocity u^ for parabolic cylinders is given 
by Van Dyke (1964) and that for paraboloids of revolution is given by 
Milne-Thomson (1938). In the present work, their potential flow 
velocity expressions are modified to represent the flow field for the 
configuration given in Figures 18a and 18b. They are: 
yÇ + n yç + T) 
(for the parabolic cylinder) 
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Re = U^R/v 
Figure 24, Nusselt number at the stagnation point vs Reynolds number 
for parabolic cylinders with Oseen's viscous flow approximation 
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0.26 -
Pr = 0.10, 
Pr = 0.01 
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0.10 0.01 1 . 0 0  
Re = U^R/v 
Figure 25. Nusselt number at the stagnation point vs Reynolds number for 
parabolic cylinders with Oseen's viscous flow approximation 
(low Frandtl number results) 
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Re = U„R/v 
Figure 26. Nusselt number at the stagnation point vs Reynolds number 
for paraboloids of revolution with Oseen's viscous flow 
approximation 
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".5 
yç + n nyg + n 
(for the paraboloid of revolution) 
In Equations (5.109) and (5.110), the coefficient of e^ is u^^ 
and that of e^ is u^^; vhere u^ = u^^ e^ + u^^ e^ . 
The convection diffusion equation for heat transfer in parabolic 
cylinder coordinates is given by (Figure 18a): 
ÈË + "pn It 
n 9 ac 
vF+7 
= (5.111) 
Using the values of u^^, u^^ from Equation (5.109) in Equation (5.111), 
and making the resulting equation dimensionless by the use of 
Equations (5.95) and (5.96), one obtains: 
Pe [^ - (n-1) P] = (^ + ^ ) (5.112) 
ÔC ôn 
The convection diffusion equation for heat transfer in paraboloid of 
revolution coordinates is given by; 
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Using Equations (5.110), (5.95) and (5,96) in exactly the same 
fashion, one obtains: 
(for paraboloids of revolution) 
The boundary conditions for Equations (5.112) and (5.114) are the 
same as Equations (5.98), (5.99), (5.100) and (5.101). Equations (5.112) 
and (5.114) were solved postulating 0 as a function of n only. The 
solutions are given below. 
t t L " 
8 = t - t = erf c [yp (n-1)] (5.115) 
W 00 ' 
(for parabolic cylinders) 
(for paraboloids of revolution) 
J ^ t*"l dt; a > 0 (5.117) 
where r(a,x) = incomplete Gamma function 
Tt ^a-1 
X 
Defining the Nusselt number by Equation (5.106) and (5.107) and 
following the identical procedure used before, one obtains: 
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Nu(0 = ^ (5.118) 
l/l + ^  
For 
which at the stagnation point becomes: parabolic 
cylinders 
Nu = ^  (5.119) 
/ 2 r (Pe/2, Pe/2) 
/l + -
(5.120) 
S 
For 
which at the stagnation point becomes : paraboloids 
« . - e -Ts'.'^ sr <=•-> 
Figure 27 represents the expression for the Nusselt number for both the 
parabolic cylinder and paraboloids of revolution, as given by 
Equations (5,119) and (5.121). The usefulness of these results has 
been discussed earlier. 
Unfortunately, for parabolic cylinders and paraboloids of 
revolution, no experimental data exists. As a result, it is very 
difficult to give the ranges of Reynolds number and Prandtl number over 
which the preceding results are valid. Nevertheless, they are 
fundamental results which will be useful in dendritic growth and other 
applications. 
J L 
10"^ 10"2 10"^ 10° 10^ 
Peel et number = (U^R/a) 
Figure 27, Nusselt number at the stagnation point vs Peclet number for parabolic 
cylinders and paraboloids of revolution with potential flow approximation 
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CHAPTER 6. MATHEMATICAL ANALYSIS OF ICE CRYSTAL GROWN FOR PURE 
WATER WHERE CONDUCTION ALONG STREAMLINES IS INCLUDED 
IN THE LIQUID PHASE HEAT TRANSFER COEFFICIENT 
Comparison of All Heat Transfer Models 
In Chapter 4, it vas pointed out that due to the small dimension 
of the crystal conduction along streamlines plays an important role in 
the liquid phase heat transfer. In Chapter 5, a few theoretical models 
for forced convection heat and mass transfer were presented vAiere the 
conduction along streamlines was included. In this chapter, data on 
ice crystals grown in pure water are analyzed based on the models 
developed in Chapter 5. 
At present, excluding the works presented in Chapter 5, two 
different models for heat transfer from a parabolic cylinder exist in 
the literature. They are the boundary layer model of Fernandez and 
Barduhn (1967) and Simpson et al.'s (1975) Stokes flow model, as 
discussed by Kallungal (1974). A comparison of these two models has 
been given in Chapter 2. 
Figure 28 presents the plot for the Nusselt number at the 
stagnation point of a parabolic cylinder vs Peclet number for water at 
0°C (Pr = 13.4) as predicted by all the models. One can see that 
0seen's viscous flow model and the Stokes flow model of Simpson predict 
somevAiat similar results. 
Simpson's Stokes flow model is based on the numerical calculation 
by Davis (1972) for low Reynolds number flow. Simpson assumed a linear 
velocity profile which, in terms of the coordinate system given in 
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O SIMPSON'S STOKES FLOW MODEL 
D FERNANDEZ'S BOUNDARY LAYER THEORY 
A POTENTIAL FLOW MODEL 
• OSEEN'S VISCOUS FLOW 
A OSEEN'S RECTILINEAR FLOW APPROXIMATION 
• OSEEN'S RECTILINEAR FLOW APPROXIMATION 
(WITH CONVECTION CORRECTION) 
< BARDUHN'S EXPERIMENTAL RANGE > 
Figure 28, Nusselt number at the tip vs Peclet number as 
predicted by various models for the heat transfer 
from parabolic cylinders to water at 0°C (Pr = 13.4) 
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Chapter 5 (Figure 18a), is given by: 
..1/2 
+ n 
«r = -==- ae ' (n-1) (6.1) 
^ /o 2 
One can compare Equation (6,1) with Equation (5,88), which gives 
the result for Oseen's viscous flow approximation. Equation (5,88) 
always presents higher u^ than Equation (6.1). At higher Re, u^ from 
Equation (5.88) is higher than that from Equation (6.1) than at lower 
Re. 
Simpson et al, (1975) neglected the Ç dependence of temperature 
(Figure 18a), which turns out to be exactly true for the analytic 
result for Oseen's viscous flow approximation if the surface 
temperature is constant. However, since uÇ is higher in Oseen's 
viscous flow approximation, it gives a higher heat transfer coefficient 
than the Simpson model, And moreover, since u^ given by Equation (5,88) 
is higher than that predicted by Equation (6,1) at higjher Re, as 
Re (or Pe in Figure 28) increases the heat transfer result for Oseen's 
flow approximation becomss higher and higher than that of Simpson's 
model, 
Simpson's model has one more drawback. The use of a linearized 
velocity is valid only when the thermal region in vbich temperature 
changes occur is thin. Hence, his model fails for low Frandtl number 
fluids like liquid metals. Thus, Oseen's viscous flow model is superior 
to Simpson's Stokes flow model. 
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From Figure 28, it can be noticed that the boundary layer result 
gives higher Nu at low Peclet number than Oseen's viscous flow 
approximation. This is strange, because at lower values of the Peclet 
number, conduction becomes more important. Thus, the boundary layer 
theory, which neglects conduction along streamlines, should give 
lower values of the heat transfer coefficient at low values of Fe 
than Oseen's viscous flow approximation. The author does not have any 
physical explanation for this behavior. Mathematically, this typical 
nature becomes clear if one looks at the dependence of u^ on n as 
given by Equation (5.88). increases with Re more rapidly for 
Oseen's viscous flow approximation than the corresponding velocity 
1/2 
term which increases as Re with the boundary layer theory 
assumptions. Thus, at hi^er Re or Fe when Pr is constant, the heat 
transfer coefficient as estimated with Oseen's viscous flow 
approximation yields a higher result than that of the boundary layer 
theory. 
One can notice that the boundary layer result is close to that 
of Oseen's viscous flow approximation. Hence, it may be concluded that 
the boundary layer theory gives a complete solution to the energy 
equation at the stagnation point. 
The result for the Oseen type rectilinear flow approximation 
(Equation 5.45) predicts the highest heat transfer rate. However, this 
is valid only for very low Peclet number. Equation (5,45) is a 
simplification of Equation (5,43), where the convective heat flux 
U<»,np Cp(t^ - too) through the body is taken into consideration. At 
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very low Peclet number, Equations (5.43) and (5,45) yield the same result. 
As the Peclet number is increased, the [-Pe] term in Equation (5.43) 
becomes important, and as a result, the prediction by Equation (5,43) 
falls below that of Equation (5,45), One peculiar thing is noticeable 
from Equation (5,43), At high Peclet number. Equation (5,43) predicts 
the Nusselt number to be less dependent on the Peclet number. This is 
clearly opposite to what one would expect. At high Peclet number, 
convection is more important and hence, the heat transfer rate should be 
highly dependent on the peclet number. The reason for obtaining this 
peculiar behavior becomes clear if one looks into Equation (5.42) which 
is the dimensional form of Equation (5,43). At high Peclet number, the 
term U^^n p Cp (t^ - in Equation (5,42) becomes significant, since 
it represents the convective heat flux through the interface of the body 
due to the hypothesized flow field which assumes that fluid flows 
through the interface of the body also; one can see that here the 
convective heat flux is into the surface of the body and it acts against 
the conductive heat flux. Thus, at higher Peclet number, the convective 
effect becomes predominant, ^ ich results in giving weak dependence 
of the heat transfer coefficient on the Peclet number. Due to this 
peculiar nature, one can ignore the results of Equation (5,43) at high 
Peclet number. 
Equation (5.45) can also be derived by assuming the flow field in 
the liquid phase to be This type of assumption is sometimes taken 
for the heat transfer analysis for the stagnation region of a body in a 
flowing fluid stream. Here, the heat flux at the interface is taken to 
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be purely conductive, and as a result, the term U^,n p Cp (t^ - t^J is 
omitted from Equation (5.42). 
As indicated earlier, the heat transfer result of Cole and Roshko 
(1954) for the analysis of Oseen's rectilinear flow approximation for a 
circular cylinder has been compared with experiments by Hieber and 
Gebhart (1968). It underpredicts the result for high Prandtl number 
fluids. Thus, Equation (5.43), which is the equivalent result for the 
parabolic cylinder geometry, may be believed to underpredict the heat 
transfer result for pure water (Pr = 13.4). On the other hand, since 
Equation (5.45) predicts a high heat transfer coefficient at high Peclet 
number, it may be believed to give fairly good results. Hence, in 
this chapter, the results of Equation (5.45) will be used in the analysis 
of ice crystal growth. 
All three models, OVFÂ, ORFA and the potential flow approximation 
developed in Chapter 5 predict 
Nu(Ç) = Nu(Ç=0)/ JÏV? (6.2) 
where Nu(Ç=0) represents the Nusselt number at the stagnation point. 
The factor 1/^1 + ^  in Equation (6.2) results from the scale 
factor of parabolic cylinder coordinates. 
If one neglects the Gibbs-Thomson curvature effect and assumes the 
crystal interface to be at the melting point, one will find that 
If Tc AT 
pLv(0 = hAT = Nu(Ç) f AT = Nu(Ç=0) f -==1 (6.3) 
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where AT = T - t . 
m 00 
In Equation (6.3), is zero, as there is no curvature effect. 
One can see from Equation (6.4) that: 
Thus, Equation (6.4) predicts exactly the same dependence on Ç as 
the requirement for the shape-preserving growth for a parabolic cylinder. 
One can compare Equation (4.43) with Equation (6.4) to verify this. 
Since Equation (6.3) is true for any value of R, an isothermal 
parabolic cylinder shaped crystal of any tip radius will grow in a 
shape-preserving manner. Thus, any radius is a possible solution for a 
shape-preserving growth. This is identical to Horvay and Cahn's (1961) 
result for diffusion with moving boundary problem. 
Due to the possibility of multiple shape-preserving solutions, one 
has to close the problem by an additional constraint. Here, the 
maximum growth principle and the stability criterion were used. The 
primary justification for using the maximum growth principle is 
historical, having first been used by Zener, 1949,^ and it does provide 
relatively simple means of obtaining a solution to the problem. 
If the crystal is assumed to be nonisothermal due to the Gibbs-
Thomson curvature effect, then q^, if significant, would affect the tip 
of the crystal more than its sides. Thus, when q^ is included in the 
^As cited by Gill and Mollendorf (1980). 
v(0 a 1 (6.4) 
179 
analysis with any liquid phase heat transfer expression given by 
Equation (6.2), the tip will be slowed down to a larger extent than its 
sides and as a result, the crystal will tend to widen up at the sides. 
The exact shape will be somewhat different from a parabola. One can use 
Equations (6.2), (4.41) and (4.44) in Equation (3.10), and Equation (3.12) 
to verify this. At the present stage, it is very difficult to predict 
anything further about this because widening of the crystal would change 
q^, q^ simultaneously. A more detailed analysis is necessary, assuming 
the crystal shape to be little different from a parabolic cylinder. 
Application of Maximum Growth Principle in the Analysis 
of Ice Crystal Growth Rate Data 
Here the following assumptions are made. 
(1) The geometry of ice crystals can be approximated as a parabolic 
cylinder. 
(2) The nonisothermality of the ice crystals is only due to the 
Gibbs-Thomson curvature effect. Kinetics effects are neglected. 
(3) Moving boundary effects are negligible. 
(4) The maximum growth principle is obeyed which says that the 
tip assumes such a radius that it enables the crystal to grow at a 
maximum velocity. 
With these assumptions, the interfacial energy balance at the tip, 
as given by Equations (3.10) and (3.12), is; 
PgL v(0) = h(t^ - tj - qg(0) (6.5) 
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(t^ - t^) at the stagnation point is obtained by substituting Ç = 0 in 
Equation (4.44) which gives: 
y T 
(t^ - tj = AT - -5^ ». AT (6.6) 
y T 
(as is about 0.38% of AT). 
Ps^ 
is given by Equation (4.56) as: 
k 
q, = (6.7) 
Ps" 
Substitution of Equations (6.6) and (6.7) in Equation (6.5) gives: 
p Lv(0) =hûT - , (6.8) 
py 
The first term (heat flux on liquid phase, h AT) on the right-hand 
side of Equation (6.8) increases as R decreases, whereas the second 
term (heat flux in the solid phase) increases as R decreases. These 
two competing processes give a maximum growth velocity at a certain 
value of R. The maximum growth velocity principle predicts that the tip 
radius of the crystal corresponds to the maximum value of the grotfth 
velocity. It can be obtained by setting = 0. 
Two different models were used to predict h in Equation (6,8). 
They are: 0seen's viscous flow model and Oseen type rectilinear flow 
approximation. The results are discussed below. 
Use of Oseen's viscous flow approximation (OVFA) 
The heat transfer coefficient, h, in OVFA is given by Equation 
(5,108). Due to its complexity for use in Equation (6.8), a plot for 
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Nu vs Re was made for Pr = 13.4. A form of Equation Nu = A Re^ was made 
to approximate Equation (5.108) in the range of Re from 0.01 to 1.0. One 
can see from Figure 29a that Nu = 1.48 Re^*^^ is a good approximation to 
Equation (5.108) for 0.01 < Re < 1.0 (experimental range). For high 
Prandtl number fluids (10 < Pr < 100), the correlation is given by 
Nu = 0.7736 Re^'^^^ Pr^^^. In order to avoid unnecessary details, the 
plot is not presented here. 
Thus, h is given by 
h = 1.48 I Re°'^^^ (6.9) 
Use of Equation (6.9) in Equation (6.8) gives; 
U„ 0.547 _ , „ k Yr„ 
pLv(O) = 1.48 (—) k R-0-^53 _ _ _s_m (6.10) 
Pgl^ 
Equation (6.10) is similar to Equation (4.59). Following the same 
steps, which enables one to obtain Equations (6.61), (4.62) and (4.63) 
from Equation (4.59), one obtains ; 
k YE -0.292 U 0.7 1.292 
v(0) ~ 0.83 ^  <-) 61 (6.11) 
and 
k 0.646 VT 0.646 U -0.35 -0.646 
R - 2.02 (^) (^) (—) AT (6.12) 
and 
v(0)R^ = 3.387 -VS . (6.13) 
One can see that Equations (6.10) to (6.13) are almost the same as 
Gill and Mollendorf's (1980) result (Equations 4.61 to 4.63). Even the 
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10.0 
ACTUAL CURVE, EQUATION (5-108) 
APPROXIMATED LINE, Nu = 1.48 
BARDUHN'S EXPERIMENTAL RANGE 
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0.0 L_ 
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Figure 29a. Nusselt number at the stagnation point vs Reynolds 
number (with Oseen's viscous flow approximation) for 
heat transfer from parabolic cylinders to water at 
0°C (Pr = 13.4) 
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power law dependences are almost equal. Figures 29b and 29c compare the 
growth velocity and the tip radius with Barduhn's experimental data. 
One can see that OVFA with the maximum growth principle underpredicts 
the growth velocity by a factor of 6 to 7 and overpredicts the tip 
radius by a factor of 5 to 6. The power law dependencies on the 
undercooling and the flow velocity are not obeyed. 
If one assumes that the OVFA gives the best result for the liquid 
phase heat transfer coefficient, one can clearly see that kinetics has 
to be included in the analysis to obtain a sound model for ice-crystal 
growth. 
Use of Oseen type rectilinear flow approximation (ORFA) 
The result for the Oseen type rectilinear flow approximation predicts 
the highest heat transfer rate. Because there are no experimental data to 
decide the best model and earlier theories underpredict the growth 
velocity, the Oseen type rectilinear flow approximation will be used in 
the analysis. One might expect this model to overpredict the heat 
transfer rate, because it gives a high convective effect. 
Substituting from Equation (5.45) and AT from Equation (6.6) in 
Equation (6.8), one obtains; 
•Uo9R/2a 
(6.14) 
10^ 
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Figure 29b. Growth velocity vs solution velocity for ice crystals grown in pure water 
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Figure 29c. Tip radius vs undercooling as a function of flow velocity 
for ice crystals grown in pure water 
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The maximum growth velocity as given by Equation (6.14) was traced 
out using a computer to determine the corresponding v(0) and R for 
different values of and AT. Figures 30 through 35 represent the 
results of the theoretical calculations. Figures 30 and 33 compare 
the experimental results to the theory. 
Discussion Both the rectilinear flow expression for the heat 
transfer rate, which employs too hi^ a value for the flow velocity 
especially at higher Pe, and the use of the maximum growth principle, 
should tend to predict a high value for the growth velocity compared to 
the experiments. Indeed, one finds that the analysis predicts 
approximately the correct values of the growth velocity at lower values 
of (Ugg ~ 1 cm/sec) and over predict s the growth velocity at higher 
(Figure 30). However, it does not predict the correct exponent on 
undercooling or flow velocity as seen from the experiments. If one 
assumes v ~ AT^, one finds a = 0.78, b = 5/4 theoretically, whereas 
a = 1/2, b = 3/2 experimentally. One cannot say that the failure to 
predict the correct exponent is due to natural convection or the 
neglect of the moving boundary. Because one can see from Figure 3 that 
at a flow velocity greater than 1 cm/sec, these effects seem to 
disappear completely. All the experimental data converge to a single 
3/2 
line in the plot of v/AT vs U^. Hence, in the present situation, 
either the flow field is erroneously represented or the effect of 
kinetics is important. As indicated previously, it is believed that 
the important factor is kinetics, which already has been discussed in 
Chapter 4, 
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Ul in 
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Figure 30, Growth velocity vs solution velocity for different values of undercooling 
for ice crystals grown in pure water 
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Figure 31, Growth velocity vs Reynolds number for ice crystals 
grown in pure water as calculated by Oseen's 
rectilinear flow approximation with maximum 
growth principle 
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Figure 32, Growth velocity vs undercooling as a function of 
flow velocity for ice crystals grown in pure water 
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Figure 34, Tip radius as a function of flow velocity as 
calculated by Oseen's rectilinear flow approximation 
with maximum growth principle (R is approximately 
proportional to Uœ"0.27) for ice crystals grown 
in pure water 
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gure 35, Tip radius vs Reynolds number for ice crystals grown 
in pure water as calculated by Oseen's rectilinear flow 
approximation with maximum growth principle 
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One can see that the heat transfer expression has a definite effect 
on the exponential dependence of the growth velocity and tip radius on 
the undercooling and the flow velocity. For example, Figure 32 shows 
that the growth velocity is proportional to the 5/4 power of undercooling 
whereas Gill and Mollendorf (1980), using the boundary layer theory, 
predicted it to be 4/3. Hence, one can conclude that the accuracy in 
the heat transfer expression is important in the analysis. 
Application of Stability Analysis to Oseen Type 
Rectilinear Flow Approximation (ORFA) 
This analysis was done in order to obtain a unique solution to the 
problem of dendritic crystal growth with the Oseen type rectilinear 
flow approximation for the growth velocity and tip radius. This analysis 
also provides some more information regarding the role of convection 
on morphological stability. As pointed out earlier. Langer and 
Nuller-Krumbhaar's (1978) stability analysis for a purely conductive 
2 
system yields vR = constant. This result is also obtained by using 
the maximum growth principle (Gill and Mollendorf, 1980) vhen solid 
conduction due to curvature is included in the analysis. The same 
result is also obtained for a shape-preserving solution when the 
boundary layer theory assumptions are made. However, the forced 
2 
convection experiments on ice crystal do not yield vR = constant. 
The present analysis makes an attempt to predict whether convection 
2 
would change the relation, vR = constant, in any way. Thus, a very 
simple convective flow problem was formulated and analyzed. 
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In this analysis, a plane front was assumed to grow steadily at a 
constant velocity. Supercooled liquid was assumed to flow with a 
uniform velocity (similar to the Oseen's rectilinear flow approximation) 
which is equivalent to assuming the fluid flows through the body. That 
is, the assumption is taken that the flow field is not influenced by 
the body at all. This is similar to the Cole and Roshko (1954) analysis 
for flow over a cylinder, and Hieber and Gebhart (1968) have shown that 
this is the first approximation to the viscous flow case and yields 
good results for small Re. Therefore, it is believed that this analysis 
will give some insight into the stability of the crystal interface with 
forced convection. 
If one compares the result of this analysis with that of the 
stagnation in plane flow (Schlichting, 1980), one finds that the present 
analysis yields a higher heat transfer rate because the assumption of 
undisturbed flow stream increases the convective effects significantly. 
Thus, this analysis can be believed to give the results of an 
overemphasized convective case. 
Figure 36 represents the physical situation for the problem. The 
assumptions taken in this analysis are: 
(a) only heat transfer controls the crystal growth, 
(b) the planar interface is moving at constant velocity, v, in 
the z direction, 
(c) constant physical properties, and 
(d) only the liquid is undercooled and the solid is at the melting 
temperature. 
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(B) PERTURBED CASE 
Figure 36, Stability of a planar interface with Oseen's 
rectilinear flow approximation 
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The analysis for the case of no convection was carried out by 
Mullins and Sekerka (1964). They perturbed the surface of the crystal 
sinusoidally with a small amplitude perturbation and found whether the 
perturbation would grow or die out. They determined the condition for 
which absolute stability occurs and the longest wavelength of the 
perturbation for \4iich the crystal is absolutely stable. It is 
hypothesized (Huang and Glicksman, 1981a) that the crystal grows with a 
tip radius equal to the longest stable wavelength of the perturbation. 
The result of the Mullins and Sekerka (1964) analysis was: 
First the unperturbed system will be considered. For the convective 
system, as described in Figure 30, the differential equation and the 
boundary condition for the unperturbed case are given by; 
(6.15) 
where 
(6.16) 
SI, 
(6.17) 
T = T for all time at the interface (6.18) 
m 
^ interface 
PgLV (6.19) 
heat balance at the interface 
T_ = T at z, ->• » 
L » 1 (6.20) 
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In order to locate the interface at z=0, one can change the 
equations to a moving coordinate system whose x axis moves vith the 
crystal interface at velocity v along the direction. The moving 
coordinate system is given by: 
z = - vt (6.21) 
and 
= li " ^ It 
The application of Equations (6.21) to (6.23) to Equations (6.17) to 
(6.20) yields: 
U + V ÔT^ ôT^ 
T J = (6.25) 
z=0 
ÔT 
âT I „ = Ps^ '' 
z=0 
h as z « (6.27) 
Since the plane front is assumed to move at a constant velocity, steady 
state can be assumed. Hence, Equation (6.24) can be written as: 
h\ U„ + v BT^ 
—T + < —) ôT = 0 (6.24a) 
oz 
Neglecting v with respect to U , in Equation (6,24a)one obtains: 
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aV I). M 
r f +  - â r - °  
oz 
The solution to Equation (6,24b) with the boundary conditions in 
Equations (6.25) and (6.26) is given by; 
+ (Tm - V exp(- —) (6.28) 
Using Equation (6,28) in Equation (6.26), one gets: 
T -
^ —- = Stefan number (6.29) 
00 p 
Hence, for small Stefan number one can neglect v with respect to 
in.Equation (6.24a). This has been done in order to obtain 
Equation (6.24b). 
The solution, Equation (6.28), also can be written in the form: 
\ - "Û; —) (6.30) 
where 
« 1 - 5 = 1  ( 6 . 3 1 )  
z=u 
Now if a morphological perturbation on the crystal interface is 
introduced which is given by; 
z = (|) = ô(t) Sin wX (6.32) 
where the amplitude of the perturbation, 6(t), is a small quantity, and 
w = 2Tif where f = frequency of the sinusoidal perturbation, cj) = 
perturbed interface. Hence, the domain for the liquid phase is 
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(j) < z < <» and that for the solid phase is - » _< z < The differential 
equations and the boundary conditions describing the system for both 
the liquid and the solid phase surrounding the perturbation are given by: 
(a) Liquid phase 
ÔT_ 
(<t! < Z < 09) 
The boundary conditions are: 
(1) periodicity in x direction, which originates because the 
system is extended upto an infinite distance in the x direction and the 
perturbed surface repeats itself at a distance of x = ^  . This gives 
Tj^(x,z) = + 7"* (6.34) 
2ir 
^ (x,z) ^   (6.35) 
dx dx 
(2) as 2 ->• »; T^ ->• T^ (6.36) 
(3) at z = i.e. the perturbed interface, both the Gibbs-Thomson 
curvature effect and the interfacial heat balance equations are obeyed. 
The curvature effect dictates the temperature of the perturbed 
interface which gives: 
Tj^(x,z-(j)) = Tg(x,z=*) = T^ - r T^ K (6.37) 
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- ô^ (j)/ôx^  
where k = curvature = ' _ -
[1 + 
~ 6 Sin wx (6,38) 
2 
as (^) = 0(6^) which can be neglected with respect to 1. Application 
of Equation (6.38) in Equation (6.37) yields; 
ÏL(x,z=0) = T^(x,z=(j)) = T - r T 6 w^ Sin wx (6.39) 
Jj S tu lu 
An interfacial heat balance at the perturbed interface yields; 
ôT-(x,z=(j)) ÔT (x,z=*) 
•hïT 
= PgLv + 6 Sin wx (6.40) 
where = temperature in the solid and 
S = rate of growth of the perturbation . 
(b) Solid Phase 
For the solid phase perturbation, the differential equation and 
the boundary conditions are; 
+ + = o (6.4i) 
dx dz s 
(- 00 < z < (|)) 
V ^^s 
The moving boundary effect, — T—, can be neglected which has been 
oz 
justified by Delves (1975). The boundary conditions for Equation (6.41) 
are: 
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(1) periodicity in x direction (as discussed before). 
(x,z=*) = Tg(x + — ,z=(|)) (6.42) 
ÔT ÔT 
(x,z=(j)) = — (x + 2TT/W, 2=*) (6.43) 
(2) as z Tg = (6.44) 
(3) at z = i.e. the crystal interface. Equations (6.39 and 
(6.40) are obeyed. 
The solution to Equation (6.33) with the boundary conditions in 
Equations (6.34), (6.35), (6.36) and (6.39) is given by: 
Tj^(x,z) = T^+ (T^ - T«) exp(- —) 
-(F + G^) 6 e'^^ Sin wx (6.45) 
/«/ 2 
wk = (^) +/ <2^) + w (6.46) 
and is given by Equation (6.31). 
The solution to Equation (6.41) with boundary conditions in 
Equations (6.42), (6.43), (6.44) and (6.39) is given by: 
Tg(x,z) = T^ - r w^ 6 e^® Sin (wx) (6.47) 
Using Equations (6.45) and (6.47) in Equation (6.40), one gets a 
nonlinear ordinary differential equation for Ô. By collecting the 
coefficients of terms of first order in 6 (because 6 is small), one 
obtains : 
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- r T w (k, w* + k w) - ÏLG (W* - m /a 
6/6 a ^ PL ° — — (6.48) 
For absolute (or marginal) stability, 6/6 = 0 which gives; 
2 
r Tm w (k^ w* + kgW) = -k^Gj^(w* - —) (6.49) 
2 Substituting w = 2Tr/R (in the term F w ) as hypothesized by 
Huang and Glicksman (1981a) and -k^G^ = pLv(O) in Equation (6,49), 
one obtains : . 
(e.30, 
(™* -
For pure conduction. Equation (6.15) gives; 
\ 
PL 
(V R^) convection + ^ s ^ rn "ll 
-i = (6.51) 
(v R ) conduction (w* - U^/a) 
9 UoR 
Substituting w = ^  and pe = in Equation (6.50), one can obtain: 
2 . r \ 
'^convection PL 
^ + (k,^k ) 1 
T J (6.52) 
o 
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It is seen that the term in the bracket on the right-hand size of 
Equation (6,52) is always greater than 1 and it is a function of flow 
velocity This indicates that for high Peclet numbers (i.e. Pe ~ 4Tr) 
2 
vR may not be constant. However, this analysis overemphasizes the 
role of convection and hence, the value of the peclet number at which 
2 
vR = constant fails for a real case is hard to determine. 
Equations (6.14) and (6.52) represent the interfacial heat balance 
at the tip and the result of stability analysis, respectively. They 
contain two unknowns, the growth velocity v or v(0) and the tip radius 
R. These two equations were solved numerically to yield the growth 
velocity and the tip radius for different values of and AT. 
Table 6.1 presents the results of the calculation. Figures 37, 38, 39 
and 40 present the data and compare them to the experiment. As one 
can see, the theoretical prediction is closer to the experimental values 
than the boundary layer theory. It predicts lower growth velocity and 
larger tip radius compared to the prediction obtained using the maximum 
groX"7th principle. However, neither the growth velocity nor the tip 
radius obeys the proper power law dependence on AT and U^. The growth 
0 85 1 17 
velocity, v, was predicted to be proportional to * AT * , 
whereas the experiments showed it to be AT^*^. Even the power 
law prediction of the stability analysis is different from that of the 
maximum growth principle. However, one thing is noticeable. With the 
Oseen type rectilinear flow approximation, the power law dependence of 
the growth velocity on the undercooling, and the flow velocity with the 
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Table 6.1. Result for stability analysis with ORFA (calculated values 
of growth velocity and tip radius) 
^00 at v(o) in R in v(o) conv. 
cm/sec ®K cm/sec microns ~ 2a v(o) cond. 
0.172 2.84 X 10"^ 17.13 0.587 1.12 
0.28 4.96 X 10"^ 12.78 0.438 1.0878 
0.44 8.37 X lO"^ 9.74 0.334 1.066 
0.7 1.44 X 10"^ 7.36 0.252 1.05 
1.0 2.2 X 10"^ 5.94 0.203 1.04 
1.3 3.0 X 10"^ 5.06 0.173 1.034 
0.172 1.18 X 10"^ 9.26 1.586 1.36 
0.28 2.02 X 10"^ 6.8 1.164 1.252 
0.44 3.34 X lo"^ 5.14 0.88 1.185 
0.7 5.63 X 10"^ 3.88 0.664 1.136 
1.0 8.44 X 10"^ 3.13 0.536 1.11 
1.3 1.14 X lO'l 2.67 0.458 1.092 
0.172 2.22 X 10"^ 7.4 2.53 1.625 
0.28 3.77 X 10"2 5.3 1.814 1.4189 
0.44 6.19 X 10"2 3.95 1.355 1.3 
0.70 1.035 X 10"1 2.96 1.014 1.216 
1.0 1.541 X 10"1 2.38 0.8154 1.170 
1.3 2.070 X 10"1 2.03 0.695 1.143 
0.172 5.21 X 10'^ 6.141 5.26 2.64 
0.28 8.76 X lo"^ 4.06 3.48 1.94 
0.44 1.42 X lO"^ 2.906 2.49 1.61 
0.70 2.36 X lO'l 2.12 1.815 1.419 
1.0 3.48 X 10"1 1.68 1.44 1.32 
1.3 4.65 X lO"^ 1.42 1.22 1.26 
,0 10 
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Figure 37. Growth velocity vs solution velocity for ice crystals grown in pure water 
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Figure 38 Growth velocity vs undercooling for ice crystals grown in 
pure water as calculated by Oseen's rectilinear flow 
approximation with stability criterion for planar interface 
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Figure 39. Tip radius vs solution velocity for ice crystals grown in 
pure water as calculated by Oseen's rectilinear flow 
approximation with stability theory 
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Figure 40, Tip radius vs undercooling for ice crystals grown in pure 
water 
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maximum growth principle assumption is different from the result of the 
stability analysis. 
The disagreement between the theory and the experiment again could 
be due to the neglect of kinetics or inaccuracy in the reported shape 
of the dendrite or inaccuracy in the heat transfer expression used in 
the analysis, 
2 
One can see clearly from column 6 of Table 6.1 that v R = constant 
is not obeyed in general. However, for low values of Peclet number, it 
2 is obeyed. This means that for convective systems v R = constant may 
not be obtained. If one compares the results of the stability analysis 
with a purely conductive system and a convective system, it can be seen 
that the stable tip radius is larger in the latter case. Thus, 
convection Increases the stability of the interface. Delves (1971) 
has attempted to study convection by doing a conduction analysis and 
using a finite film thickness. His results also indicate that convection 
increases the stability of the Interface, 
Langer and Muller-Krumbhaar (1978), using the absolute stability 
criterion, have attained success in predicting the growth rate and the 
tip radius data for succinonltrlle (Huang and Glicksman, 1981a, b), 
However, due to natural convection, their prediction fails at lower 
values of undercooling. No stability analysis, where a realistic 
convective flow field is considered, exists in the literature. 
One can see that only partial success has been achieved in 
Interpreting the growth mechanism of ice crystals in forced convection 
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systems. Whether it is due to the failure in interpreting the kinetics, 
or heat transfer rate or the use of stability analysis, still remains 
to be answered. Much more remains to be known about the growth 
mechanism in quiescent water. Langer (1980) has claimed success in 
interpreting ice crystal growth rate data by the use of his universal 
theory of dendritic growth. His analysis is definitely questionable. 
He assumed a wrong geometry, neglected kinetics, and ignored the natural 
convection \diich Kallungal (1974) found to be very inq>ortant. Hence, 
it is just a coincidence that he could correlate Fujioka's (1978) data. 
Thus, much more work remains to be done to get a complete answer to 
all these questions. 
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CHAPTER 7. CONCLUSIONS MD RECOMMENDATIONS FOR FUTURE WORK 
Conclusions 
(1) Shape is an important part of the crystal growth problem. 
Any solution vAiich does not yield a shape-preserving crystal cannot be 
a solution to the problem. Hence, the critical step in the analysis 
is to establish the shape of the crystal. The easiest way to determine 
the shape is to gain as much information as possible from the 
experiments. The present work emphasized the usefulness of careful 
observation of ice crystal, which is lacking in previous work. 
(2) The three effects of solute on the ice-crystal growth 
problem are: (a) significant reduction in characteristic dimension, 
(b) enhancement of growth velocity by a factor of 3 to 4, up to a 
maximum which occurs at a small value of the salt concentration and 
(c) differences in the dependence of the growth velocity on the flow 
velocity and undercooling compared to those when no solute is present. 
These were explained qualitatively with some success. This was handled 
by using a shape-preserving criterion as a fundamental assumption on 
constructing a dendritic growth model. 
A distribution of solute concentration at the crystal interface 
with a minimum at the tip was recognized. This distribution causes a 
minimum freezing point depression at the tip which results in a 
conductive heat flux from the tip to the sides of the crystal. Both 
these effects help the tip to grow faster than the side. As a result, 
the tip sharpening and an enhancement in growth velocity occur. 
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(3) A quantitative match between the theory and the experiment on 
ice crystals could not be obtained. The probable causes were thought 
to be due to the uncertainties in the shape, the heat transfer analysis 
and the kinetics. 
(4) The lack of theoretical models to handle the anisotropic 
crystal growth problem in the literature was recognized. It is very 
important to incorporate the kinetics in the analysis. Otherwise, one 
may not attain complete success in interpreting ice crystal growth 
data. As future work, a method to estimate the kinetics in ice crystal 
growth was proposed. 
(5) For the first time, three different analytic expressions for 
forced convection heat and mass transfer were developed which are useful 
in the dendritic growth problem. They covered both low Reynolds number 
and high Reynolds number flow for high or low Frandtl number fluids 
over geometries corresponding to parabolic cylinders and paraboloids 
of revolution. Comparison of the above three models, namely, Oseen 
type rectilinear flow model, Oseen's viscous flow model and the 
potential flow model, suggested that one perform certain experiments 
to gain confidence about the heat transfer results. 
(6) The importance of experimentation and analysis of the 
succinonitrile system was indicated. No forced convection growth rate 
data for succinonitrile exist in the literature. The heat transfer 
models developed for the paraboloid of revolution geometry would be 
useful in the theoretical analysis. 
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Recommendations for Future Work 
The following theoretical and experimental work may provide very 
useful results in these areas. 
(1) The most important thing to do is to observe growing ice 
crystals. One can use the high-speed photographic techniques of Huang 
and Glicksman (1981a, b). Experiments should be conducted over a 
very wide range of input parameters. Movie cameras can give a very 
good feeling about how ice crystals grow. This would also establish 
the shape accurately, 
(2) Extensive forced convection experiments also should be carried 
out on succinonitrile. Its simple geometry and the absence of any 
anisotropic effects make it simpler to analyze and experiments with it 
can show to what extent the kinetics affect ice crystal growth. For 
example, if the tip radius of succinonitrile becomes a function of flow 
velocity, one can conclude that kinetics have a strong effect on the 
ice crystal growth, 
(3) In the present work, the heat and mass transfer models using 
Oseen's approximation as a solution for the flow field over parabolic 
cylinders and paraboloids of revolution were developed. The validity 
of this approximation should be checked by using the results of the 
Oseen's approximation in the Navier-Stokes equation. For a more 
refined solution for the flow field, a matched asymptotic expansion 
method could be used. 
Davis (1972) and Davis and Werle (1972) have given a brief review of 
existing perturbation solutions of the Navier-Stokes equation for flow 
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around parabolic cylinders and paraboloids of revolution. These 
solutions can be used in solving the energy equation. Kassoy (1967) and 
Hieber and Gebhart (1968) have used this approach in solving the energy 
equation for the geometry of a circular cylinder. Their method can be 
extended for parabolic cylinders and paraboloids of revolution. 
Success in predictions of the growth rate and tip radius depends 
largely on the accuracy one obtains in computing heat transfer rates. 
Succinonitrile crystals are affected only by the heat transfer rate. At 
present, the analysis of the succinonitrile system is important because 
it can help in understanding ice crystal growth, 
(4) Simple empirical models for the kinetics of ice crystal 
growth should be tried to fit the data. This should be done after 
having a reliable theory which represents heat transfer so that the 
model is realistic and simple enough for further use in the direction 
of mechanistic explanations of the nature of molecular attachment. 
(5) The role of natural convection should be revealed 
experimentally by changing the orientation of crystal growth with 
respect to gravity. As indicated earlier, the concentration gradient 
causes a strong bouyancy effect. Hence, while growing ice crystals in 
saline water, one has to estimate the minimum value of flow velocity 
which is required to eliminate the natural convection. This information 
is needed before developing any mathematical model for ice crystals 
grown in saline water. 
(6) As a further investigation in this area, one should study the 
development of side branches in dendritic growth. Some surface 
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instabilities have been reported in the literature for purely 
conductive systems. It will be a matter of interest to see vdiat 
happens in a convective system and why. 
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APPENDIX 
In the foregoing mathematical analysis, the shape of the ice-crystal 
is assumed to be a parabolic cylinder. The experimental evidence also 
shows the shape to approximate a parabolic cylinder. This assumption 
is used to estimate the tip radius by measuring the width (w) of the 
crystal at a certain point on the axis of the crystal and the length (j6) 
2 
of that point from the tip of the crystal, w /ôi then gives the radius 
of the crystal, assuming parabolic shape. Since the crystal cross-section 
is very small, w is small for large value of H, Thus, a small error in 
i does not greatly affect the estimate of the tip radius. 
In the pictures from which the measurements were taken, the tip 
regions were not well-developed. Thus, a slight deviation of the shape 
of the crystal from a parabola ^  the tip would not be observable. It 
2 
also would not significantly affect the calculation of w /64. However, 
it could affect the result of the analysis significantly in another way. 
For example, a little rounding of the tip of the crystal #iich makes the 
tip region approximate a circle rather than a parabola while not affecting 
(w /ôJÎ) would modify the rate of change of curvature at the tip. For a 
parabola, the rate of change of curvature is given as ^ „ 
R(i+r) 
(Figure 8b). This curvature dictates the calculated heat flux 
distribution due to the Gibbs-Thomson curvature effect as given by 
Equation (4,42). As one can see, since the curvature changes rapidly 
at the tip of the parabola, the calculated heat flux also changes rapidly. 
Equation (4.48) shows that for a value of Ç ~ x/R 0.4, the heat flux 
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drops to 25% of the heat flux at the tip. However, if the crystal is 
assumed to be circular at the tip, the curvature of the tip will be 
constant along the interface for a short distance. As a result, the 
equilibrium temperature due to the curvature effect would also be 
constant. This would significantly affect the distribution of the heat 
flux at the interface of the crystal. If the radius of the tip of the 
crystal is larger than that of the approximated parabola, the temperature 
would remain almost constant. Thus, the shape of the tip of the crystal 
will affect the calculated conductive heat flux in the solid and its 
distribution at the interface of the crystal significantly. 
The shape of the tip also affects the liquid phase heat transfer 
coefficient and the distribution of growth velocity along the interface 
of the crystal. Turian (1973)^ has evaluated the effect of shape on the 
liquid phase heat transfer coefficient using a linearized perturbation 
analysis for a small deviation in shape. However, the effect was found 
to be small. 
The effect of the change in the distribution of the conductive heat 
flux in the analysis of the growth velocity and the tip radius is 
significant. This becomes clear if one looks into the analysis in 
Chapter 4. By choosing different values of b in Equation (4.95), 
significantly different results for the growth velocity and the tip 
radius may be obtained. Also, the absolute value of conductive heat 
flux in the solid is very important in the analysis of the crystal growth 
^As cited by Kallungal (1974). 
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problem. Fernandez (1967), using an isothermal model, could fit the 
experimental data very well, whereas when Gill and Mollendorf (1980) 
included the nonisothermality due to the Gibbs-Thomson curvature effect, 
the theory underpredicted the growth velocity by an order of magnitude. 
As one can see, a small change in shape at the tip of the parabola 
can modify the distribution of conductive heat flux and hence can 
influence the result of the analysis. Thus, the shape is an important 
part of the analysis and has to be reflected as accurately as possible 
in order to obtain a realistic model. This needs more careful observation 
of the tip region of the crystal by the use of a high power microscope 
in the experiment. In the absence of such measurements, the parabolic 
assumption is the best estimate. 
