A simple method for checking the assumption of identical distribution in a sequence of censored data is presented. It is based on a generalization of Wilcoxon's rank statistic. The authors demonstrate the usefulness of this technique on the Stanford Heart Transplant and on the Radiation Therapy Oncology Group data. Easy to interpret plots give visual aid to interpret the type of change.
INTRODUCTION
Let T 1 , T 2 , . . . be a sequence of independent random variables. The test of the null hypothesis H 0 : T i , i = 1, . . . , n are identically distributed against the alternative H 1 : there exists a τ, 1 ≤ τ < n, such that T 1 , . . . , T τ have distribution function F (1) (t), T τ +1 , . . . , T n have distribution function F (2) (t) and F
(1) (t) = F (2) (t) for some t,
is called the at-most-one-change (AMOC) change-point problem. It has been widely investigated from many points of view as it has important applications in medical studies, quality control, etc. For an extensive reference list, see for example Csörgő and Horváth (1997) .
A random variable T is censored on the right if one can only observe X = min(T, C), where C is either a random variable or a constant. This situation often arises in medical investigations, where T is the survival time after treatment of a patient, but occasionally it cannot be observed because of the termination of the study or for some other reason.
Although the literature on the AMOC change-point problem is extensive, the important case when the T i 's are censored has not received much attention. We are aware of the work of Stute (1996) only. In this paper, we propose a simple procedure for testing for a change-point, when the variables of interest T i are randomly censored on the right. The results are described in Section 2 and briefly illustrated in Section 3. The proofs are relegated to an appendix.
RESULTS
Assume that the T i 's and the C i 's are independent sequences of continuous, independent random variables, and that (X 1 , δ 1 ), . . . , (X n , δ n ) are observed, where
Let Y i = (X i , δ i ) and assume that the C i 's are identically distributed with distribution function G. Define the score function h as
This score function was used by Gehan (1965) and Mantel (1967) in their generalization of Wilcoxon's rank statistic for censored data. In this generalization, the regular rank of uncensored observations is replaced by the generalized rank of (X i , δ i ) defined as
Here, it is proposed to reject H 0 for large values of
where B denotes a Brownian bridge.
The distribution of the right-hand side of (3) is well known, so tests of significance can be performed at any prespecified level α. See Section 3 for details.
Let the estimator of the change-point τ = τ (n) be the point k where the test statistic takes its maximum, that is,
and as n → ∞,
where
and
Constants B 1 , B 2 and B 3 are defined in (A.2), (A.3) and (A.4), respectively.
Relation (4) can be restated in terms of the change-point parameter λ and its estimatorλ =τ/n as |λ −λ| = O P (1/n), which is the same rate as we get using other type of change-point estimators. (See Csörgő and Horváth (1997) for references.)
The consistency of the test based on (2) easily follows from Theorem 2. It can also be used to approximate the power of the test for large sample sizes, and its proof shows that the two-sample and the change-point test statistics have identical asymptotic distributions. For the test using the statistic in (3), the critical values are obtained from the well-known identity
which yields 1.63, 1.36 and 1.22 for α = 0.01, 0.05 and 0.10, respectively. If one is looking at the epidemic alternative
(2) (t), and
as a test statistic and the asymptotic critical values are obtained from
calculated by Kuiper (1960) . They are 2.00, 1.75 and 1.62 for α = 0.01, 0.05 and 0.10, respectively.
APPLICATIONS AND DISCUSSION OF PROPERTIES
Example 1. Starting with Crowley and Hu (1977) , the survival times of patients in the Stanford Heart Transplantation Program have been studied extensively. See Kalbfleisch and Prentice (1980) for a description. One interest is to see whether there was a change in survival time over the years. The covariates were disregarded, and we looked at the variables X, time until death or censoring, and δ, the indicator of event X = T . The order of entry into the study is available. We tested for one change in the data set of size n = 103. The resulting P-value of 0.04 indicates change in the survival time over the period 1967-1974. The changepoint estimator isτ = 49 corresponding to the year 1971. Figure 1 is the plot of {
. . , 103} and shows that the survival time increased. This concurs with Kalbfleisch and Prentice's findings that the year of acceptance to the study is significant. They used time dependent covariates in the proportional hazards model. If we consider only patients who received transplant, the null hypothesis of no change in survival time distribution is not rejected as the P-value is 0.2; in other words, the increase in survival time of patients is not due to change in transplant technique. The plot in Figure 1 gives a tool to see changes in survival time over the period 1967-1974 . A marked change in the slope of the graph can direct analysts to ponder questions like what happened that caused a change in the survival time.
Although we tested for one abrupt change, gradual changes in one direction can lead to the rejection of the null hypothesis.
Example 2. The Radiation Therapy Oncology Group in the United States collected n = 195 survival times. See Kalbfleisch and Prentice (1980) for a detailed description. Assuming random censorship, the test based on (3) resulted in an observed value of 0.78 and a P-value of 0.578, giving support to H 0 . Figure 2 shows the plot of {
The graph suggests a test for the epidemic alternative H 1 , but the result is not significant (P = 0.23). Hence Kalbfleisch and Prentice's use of the proportional hazards model with time independent covariates is justified. It is known that the test using Gehan's scores does not have optimal efficiency properties in the two-sample problem. The comparison of Lemma 1 in the Appendix and Theorem 2 shows that the change-point test statistic has the same asymptotic distribution as the two-sample test statistic under fixed alternatives. This is true for other change-point tests, including rank or sign tests, and the maximum likelihood type (cf. Gombay and Horváth 1996) . Hence we can conclude that for large samples, Efron's (1967) and Gilbert's (1962) conclusions about the efficiency are valid for our change-point test statistic as well, and that our test is not optimal (cf. Peto and Peto (1972) for two sample tests).
In the two-sample problem, Efron (1967) suggested another generalization of Wilcoxon's scores for censored data, which is more efficient than Gehan's if no more than 2/3 of either sample consists of censored observations. In our examples, roughly a quarter of the observations are censored overall. However, using our estimate of change-pointτ = 49 in the Stanford Heart Transplant data, the afterchange sample has more than 2/3 of observations censored. Hence, we cannot hope to obtain better efficiency by using the more complicated Efron scores. In any case, the purpose of our change-point test is to see that H 0 is not too wildly violated before a user will do other statistical inference, so the use of the most powerful test is not as important as in the two-sample problem. The simplicity and easy visual interpretation of the scores balances this lack of optimality.
In Liu (1998) , extensive simulation studies were done to see how the changepoint estimatorτ performs, and what the power is. The results support the theoretical findings that the test is not very powerful, and that the power decreases quickly when the change occurs close to the beginning or end of the sequence. Stute's (1996) method is also kernel-based, and the kernel in his study also takes ±1 values. However, the weight he used is the reciprocal of {1−H n (x)}{1−H n (y)}, where H n is the empirical distribution function of the X i 's, so smaller observations are given smaller weight, whereas all our observations have the same weight. Because of this weighting, variance estimation is necessary in Stute's method. Also, because the integrals are not evaluated over the whole line, a proportion of the largest observations is lost asymptotically.
APPENDIX: PROOFS
Proof of Theorem 1. Terms
It is easy to see that max |U i | → 0 as n → ∞, hence by Theorem 24.1 of Billingsley (1968) ,
where B(t) is a Brownian bridge, and from this the claim follows.
The proof of Theorem 2 is based on the following two lemmas.
Lemma 1. Under the conditions of Theorem 2, as n → ∞,
where H (1) and H (1) are defined by (5) and σ 2 is defined by (6).
Proof of Lemma 1. We define the following distribution and sub-distribution functions,
along with their corresponding empirical counterparts:
Let F n,i denote the σ-field generated by { (X 1 , δ 1 
.
We have
because given (X τ +1 , δ τ +1 ), . . . , (X n , δ n ), the random variables Z n,i , i = 1, . . . , τ are conditionally independent identically distributed, hence by Dvoretzky (1972 ) (cf. Sen (1981 , p. 27) the central limit theorem holds for
and that for i = 1, . . . , τ, σ n /σ→1 in probability as n → ∞, where σ 2 is defined in (6), and
Lemma 2. Under H 1 and the conditions of Theorem 2,
Proof of Lemma 2. For the sake of simplicity, we limit the exposition of the proof to the statistic
and to the corresponding change-point estimator
, which are to be used for the one-tailed alternative of D 1 > 0. The proof of the more general statement for the two-sided alternative D 1 = 0 follows immediately, hence it will be omitted. Relation (A.5) is equivalent to
We show that the first term on the left hand side of (A.6) is zero. The proof for the second term is similar by symmetry, so it will be omitted.
and H n and H n be the corresponding empirical distribution function and empirical sub-distribution function of X 1 , . . . , X n , respectively.
For i = 1, . . . , τ, we can write
are independent identically distributed random variables with standard deviation σ * , and E (Q i /σ * ) > 0, the error O P n −1/2 being uniform in i = 1, . . . , n. Let (k) be a sequence of strictly increasing integers and {m(k)} be another sequence such that
where W is a Wiener process, we get by (A.8) that for k large enough .10) by using the law of the iterated logarithm for the first term.
From (A.9) and (A.10),
(A.11) On the other hand,
By the strong law of large numbers, as k → ∞ (A.13) hence the left-hand side of (A.12) increases to ∞ at the rate of k 1/2 . As U i , i = 1, . . . , τ are identically distributed, putting (A.7), (A.11), (A.12) and (A.13) together, we get 
