Regression analysis for competing risks data can be based on generalized estimating equations. For the case with right censored data, pseudo-values were proposed to solve the estimating equations. In this article we investigate robustness of the pseudo-values against violation of the assumption that the probability of not being lost to follow-up (un-censored) after t-years is independent of the covariates. Modified pseudo-values are proposed which rely on a correctly specified regression model for the censoring times. Bias and efficiency of these methods are compared in a simulation study. Further illustration of the differences is obtained in an application to bone marrow transplantation data and a corresponding sensitivity analysis.
Introduction
Survival analysis (and more generally: event history analysis, including competing risks) is characterized by incomplete observation, in particular right-censoring. This has led to the development of special methods for this field which are capable of dealing with censored data. Such methods are summarized in a number of text books including Andersen et al. (1993) and Kalbfleisch & Prentice (2002) .
In spite of the existence of a tool box with excellent techniques for survival analysis, the fact that no individual random variable is available as target for, e.g. regression analysis, is a shortage. Thus, without censoring the observed survival time, T i , (or some suitable transformation, such as log(T i )) could be used as the outcome variable in an ordinary linear regression model, or the indicator I(T i ≤ t) could be used as outcome in a binary logistic regression model for any fixed time point, t. Furthermore, once a regression model has been set up, its fit can be assessed using standard residual plots and scatter plots.
A step in the direction of defining a "standard outcome variable" in survival analysis is provided by means of pseudo-observations (e.g., Andersen et al. (2003) , Andersen & Pohar Perme (2010) ). These are defined, as follows. Suppose interest focuses on some function, f (·) of the survival time, e.g. f (T ) = I(T > t) or f (T ) = X ∧ t. (Note 1 that, due to right-censoring, in most applications of survival analysis it is not possible to construct a pseudo-value for the event time itself f (T ) = T .)
Let θ be an approximately unbiased estimator of the expectation θ = E( f (T )) based on observing a censored sample (( T i , ∆ i ), i = 1, . . . , n). Thus, T i = T i ∧U i for some potential right-censoring times U 1 , . . . ,U n and ∆ i = I(T i ≤ U i ). For f (T ) = I(T > t), we have θ = P(T > t) = S(t) and S(t) would typically be the Kaplan-Meier estimator. The pseudo-observation for subject i is now
with θ (−i) the estimator applied to the sample of size n − 1 obtained by eliminating subject i from the data. Note that without censoring, the expectation θ could be estimated by the simple average (1/n) ∑ n i=1 f (T i ) and the ith pseudo-observation would be simply f (T i ). In that respect, the pseudo-observation θ i is a natural replacement for the incompletely observed random variable f (T i ). This intuition was further strengthened by Graw et al. (2009) who showed the following property for the competing risks situation.
Suppose that failure can be due to a number, k of causes, D = j, j = 1, . . . , k. The cause j cumulative incidence is then
and the cumulative incidence can be estimated non-parametrically by the Aalen-Johansen estimator
Here,
is the Nelson-Aalen estimator for the integrated cause-j specific hazard and S(t) the Kaplan-Meier estimator using all failures. Counting process notation has been introduced:
is the observed number of subjects still at risk at time t−. Define also the process
counting observed events of any cause across the sample. Klein & Andersen (2005) proposed to use the pseudo-values
to estimate a regression parameter β which quantifies the effect of covariates Z on the cumulative incidence. Specifically, generalized estimating equations (GEE) of the form
were considered, where g is a suitable model, e.g. given via some link function, and V represents weights including a working covariance matrix. Graw et al. (2009) then showed that the pseudo-observations have the property
This is a key property for the consistency of the solution to (1). It, however, relies on two assumptions:
for a distribution function C 0 and
In this article we are concerned with situations in which (2) is violated and the Aalen-Johansen estimator may be biased for F j (t). Gill (1980, page 36) 
where, N c (t) = I( T i ≤ t, ∆ i = 0) is the counting process for censoring and C 0 the (unconditional) product limit estimator of C 0 (t). This means that the Aalen-Johansen estimator can be represented as a sum:
If censoring is independent of covariates Z then the Aalen-Johansen estimator is consistent for F j (t) (Aalen, 1978) . Now, suppose that U is only conditionally independent of (T, ∆) given Z and denote F j (t|z) = P(T ≤ t, D = j|Z = z) for the conditional cumulative incidence function and also C(t|z) = P(U > t|Z = z) for the conditional censoring survival distribution. Under conditional independence, we have E(∆|T = t, Z = z) = C(t − |z) (Begun et al., 1983) (t|Z) . Therefore, in this situation the Aalen-Johansen estimator converges to
Thus, if censoring depends on covariates the Aalen-Johansen estimator has a largesample bias for F j (t) which is expressed by the difference between F j (t) and (5). The magnitude of the bias for estimating the marginal survival function was explored in a small simulation study by Andersen & Pohar Perme (2010) .
The purpose of the present paper is to study this problem in a competing risks setting. We will examine the bias when censoring depends on covariates and pseudoobservations are based on the Aalen-Johansen estimator for estimating regression coefficients and the cumulative incidence. We will also study to what extent this potential bias can be reduced (or eliminated) when basing pseudo-observations on alternative estimators which are marginally approximately unbiased even in the presence of covariate-dependent censoring. The idea behind such alternative estimators is to use a regression model to estimate C(t|z). As indicated above, when censoring does depend on covariates and C i ( T i ) is consistent for C(t|z) then the limit of the modified estimator is
The structure of the paper is as follows. In Section 2 alternative, inverse probability of censoring weighted estimators for F j (t) are introduced and the resulting bias reduction when basing pseudo-observations on such estimators is studied via Monte Carlo simulations in Section 3. In Section 4 we present a case study, while the final Section 5 contains a brief concluding discussion.
Alternative estimators
Suppose we have a model for C(t|z) and a corresponding estimate C(t|z) which is consistent if the model is correctly specified. Based on this estimate and motivated by equations (4) and (5) the modified estimator is defined:
Having obtained such a model, pseudo-observations are calculated in the usual way
We will study three ways of computing the leave-i-out estimator F
is used for the censoring distribution, i.e., B(t) is the cumulative censoring baseline hazard and γ is the censoring regression coefficient. The first one is simply to re-fit the censoring model n times by eliminating each subject i = 1, . . . , n, in turn, to obtain estimators γ (−i) and B (−i) (·) for the model parameters. Thereby we get
This approach will be computationally quite involved and another extreme would be to use the same censoring model for all subjects, i, that is, to fit the censoring model once to obtain estimators γ and B(·) and compute the pseudo-value using
This leads to F i j (t) = 0 for i without a cause j event observed and this choice is therefore equivalent to the Scheike et al. (2008) "direct binomial regression" approach. A compromise between the computationally intensive (6) and the inefficient (7) (since censored observations do not contribute to the estimating equations (1)) is to use the same γ based on the full data data set for all i but to re-estimate the cumulative baseline hazard
n times without one observation, i = 1, . . . , n. This leads to
4
Simulation study of bias and efficiency
In this section we will study bias and efficiency for the choices (6)-(8). Competing risks data were generated according to the Fine-Gray model (Fine & Gray (1999) ) for the event, "1", of interest with cumulative incidence function
where Λ 0 (t) = t 0 λ 0 (u)du and λ 0 (t) = pe −t /(1 − p(1 − e −t )) with probability of a cause 1 event p.
The following scenarios were considered
• p is 0.5 or 0.8
• a single binary covariate Z with P(Z = 1) = 0.25 or 0.5
• covariate effect β ∈ {0, 0.75, 1.25} on the cumulative incidence
• independent exponential censoring with rate = 0.75 (approximately 38% censoring, i.e. moderate) or rate = 1.25 for comparison (corresponding to approximately 50% censoring, i.e. high),
• dependent censoring following a Cox model with baseline hazard = 0.5 and covariate effect γ = 0.75 (approximately 38% censoring) or baseline hazard = 1 and covariate effect γ = 0.5 (approximately 50% censoring)
• 500 repetitions of datasets with n = 200 (or n = 500) individuals each.
Pseudo values were calculated at 6 time points equally spaced on the event scale, i.e., timepoints are set after 14, 28, 42, 56, 70, 84% of collected event status information (i.e., censored events are accounted for as well).
We first briefly examined the bias of the marginal mean E( F i j (t)). Table 1 shows the results where the average of pseudo-values at 6 time points using different definitions are compared to the true values which are 0.25 -0.75 mixtures of F 1 (t | Z = 1) and
As expected, bias is negligible when censoring does not depend on covariates. However, for covariate-dependent censoring we do see a bias when using pseudovalues based on the Aalen-Johansen estimator, at least for larger values of t, and the bias tends to be eliminated using either of the alternative estimators (6)-(8). The same tendencies were seen (not shown) for n = 500, for p = 0.8, for β = 1.25 and for larger fractions of censored observations. However, for a symmetrically distributed covariate (P(Z = 1) = 0.5) no bias was seen in any case.
Next, and more importantly, we studied estimation of regression coefficients, β when the cumulative incidence followed the Fine-Gray model (eq. (9)), both when C does and does not depend on covariates ("dependent" and "independent" censoring, respectively). Table 2 shows the results.
We see that estimates are unbiased when censoring is independent (and when P(Z = 1) = 0.5). The estimator based on (7) ("SameCens"), as expected, has a larger variability as a consequence of the fact that observations which do not correspond to observed cause 1 failures do not contribute to the GEE (1). However, when censoring depends on Z, estimates using the simple Aalen-Johansen estimator are (downward) biased. This bias disappears when replacing the AJ pseudo-values by either (6), (7) or (8). In terms of averages these three estimates perform similarly whereas, as with independent censoring, estimates based on (7) were more variable. The considerably heavier computational burden for using (6) compared to (8) is noteworthy.
4 Case study
BMT data
In this section we illustrate the impact of choosing different pseudo-values for estimating regression coefficients in real data. We provide a re-analysis of data from a study on leukemia patients (Szydlo et al., 1997) . As part of this study, the effects of bone marrow transplantation (BMT) on the risk of relapse were analysed using the data collected for 1715 patients. We analyse the outcome variable time to relapse which was observed for 311 patients in presence of the competing risk of relapse-unrelated death which was observed for 557 patients. The remaining 847 patients were right-censored at the end of their follow-up time. (Table 3) .
The same data were recently used to illustrate clinically useful measures in competing risks regression (Gerds et al., 2012) where also the dependence of the censoring times on the covariates was demonstrated. Table 2 : Means,¯ β , of estimated regression coefficients based on four definitions of pseudo-values AJ: Aalen-Johansen estimator; SameCens: (7); KeepCox: (8); RefitCox: (6). p = 0.5, β = 0.75, moderate censoring Independent censoring Dependent censoring 
Sensitivity analysis
We performed a sensitivity analysis to further investigate if the observed similarities between different pseudo-values for estimating regression coefficients (Table 3) are specific to the current sample or could be expected in this situation. BMT-like data were simulated as follows. Categorical variables were drawn independently from a multinomial distribution with class probabilities equal to the observed class frequencies of the corresponding variable in the original BMT data set. Subsequently, individual competing risks data were generated by first flipping a coin to decide which event occurred. The probability of this binomial experiment was obtained as 1
where LP is the linear predictor obtained by multiplying the regression coefficients of the Fine-Gray analysis of relapse in the original BMT data (Table 3) with the simulated covariate matrix. Event times were then drawn from the distribution P(T ≤ t | D = j, Z = z), j ∈ {relapse, death} conditional on the event type. Event times were right-censored if they exceeded the corresponding censoring times which were drawn from the exponential distribution with rates according to the linear predictor obtained with the current covariates and the regression coefficients from the Cox model for the censoring times (Table 4) . Data sets of size 500 were simulated in this way. The various pseudo-values were applied to each data set and regression coefficients were estimated. Table 5 shows average results of 1000 simulation runs. These simulation results show a bias of the standard Fine-Gray analysis and the AJ pseudo-value appraoch. The pseudo-value aproaches which used the (correctly specified) Cox regression model to estimate the conditional censoring distribution reduced the bias for most of the regression parameters, however they had larger variances, indicated by larger mean squared errors. 
Discussion
We have examined the potential bias when basing inference on the simple AalenJohansen pseudo-observations in situations where censoring may depend on covariates. Overall, the bias tended to be small for the scenarios studied and the bias could be eliminated by basing the calculation of pseudo-values on the alternative cumulative incidence estimators (6)- (8), all of which take the dependent censoring into account. In terms of bias reduction, the three estimators studied showed similar behavior. However, the estimator (7) (labeled "SameCens" in Tables 1-2) provided estimators with a larger standard deviation due to the fact that observations in which the failure in question is not observed provide no contributions to the GEE (1). The two remaining estimators (labeled "RefitCox" and "KeepCox" in Tables 1-2) show variability of similar magnitude. Since both are unbiased, this calls for a general recommendation of using the less computationally demanding (8).
In the simulations mimicking the BMT data, the three approaches were able to reduce the bias of the Fine-Gray approach and the AJ pseudo-value approach, both assume that the censoring mechanism is independent of the predictors. However, on the cost of a larger variance. The loss of efficiency can partly be explained by the data reduction induced by selecting a limited number time points for the pseudo-value approach.
Finally, one may ask why pseudo-values should be used at all when the Fine-Gray model is available, also in versions capable of dealing with covariate-dependent censoring. Pseudo-observations may have their place in competing risks regression because they allow flexible choices of link functions and because, as mentioned in the introduction, they provide the user with an outcome variable which may be used for graphical goodness of fit assessment. All methods rely on a correct specification of the nuisance model for censoring, so, if at all possible, studies should be planned in such a way that covariates do not affect the distribution of censoring.
