Abstract-A key factor in the design of power electronic converters is the development of control systems and, in particular, the determination of their stability. Due to ease of application, the Bode criteria are currently the most commonly used stability criteria, with regard to both its classic version and to the subsequent revisions proposed in the literature. However, as these criteria have a limited range of applicability, on occasions, it is necessary to resort to other universally applicable criteria, such as the Nyquist criterion. Unlike Bode, the Nyquist criterion can always be applied, although its use considerably complicates the tuning of the controller. This paper proposes a new stability criterion, called generalized Bode criterion, which is, on the one hand, based on the Nyquist criterion, and therefore, always applicable, and, on the other hand, calculated from both the Bode diagram and the 0 Hz phase of the open-loop transfer function, thus, making the criterion easy to be applied. This way, the proposed criterion combines the advantages of Nyquist and Bode criteria and provides an interesting and useful tool to be applied to the controller design process. The criterion is validated by means of simulation and experimental tests made on a voltage control loop for a stand-alone photovoltaic (PV), system, including a battery, a boost converter, an inverter, and an ac load. The tests are also used to show the limitations of the classic Bode criterion and its revisions to correctly determine the stability of complex systems.
The classic control theory started with the industrial revolution and the Watt steam engine [17] prompting the need to analyze the stability of control systems. In 1868, Maxwell presented the first known stability analysis, solving the linear differential equation of motion applied to steam engine governors [18] . However, he did not manage to establish a stability criterion for other types of governors with a higher order differential equation. This was subsequently achieved by Routh in 1876, when he presented his stability criterion [19] . The increased importance of electrical and electronic systems revived the focus on control systems and the study of their stability, with the Bell Laboratories playing a key role. In 1932, Nyquist presented his stability criterion as a graphical method based on the frequency domain [20] . A few years later, in 1940, Bode developed his stability criterion based on the Nyquist criterion [21] .
Thanks to the fact that it greatly eases the controller design, nowadays the Bode stability criterion is still commonly used in many types of systems, such as power electronic converters [4] [5] [6] [7] [8] , [11] , [12] , [14] , [16] , [22] , [23] . However, this criterion has a limited applicability range, which means that the criterion is only valid under certain application conditions, given the fact that it is based on specific cases of the Nyquist criterion. This has led to revisions of the Bode criterion [24] , [25] , permitting the analysis of a larger number of power electronic systems.
Despite these revisions, there are power electronic systems where none of these criteria can be applied, such as those whose open-loop transfer function has poles in the complex right halfplane (RHP) [14] [15] [16] , [22] , [26] , [27] . Rules of thumb has been created for the design of these systems, such as the one establishing that if there are poles in the RHP, then the loop crossover frequency must be twice the RHP pole frequency [14] , [15] , [22] , [26] , [27] .
The revisions can also fail in correctly determining the stability of more common systems, such as those with resonances, where various gain margins may appear. An example of this is the grid current control loop in inverters with LC or LCL output filters [2] [3] [4] [5] [6] [7] [8] [9] . Again, in these systems, it is common to use a rule of thumb for the design process, consisting in locating all the resonance peaks under 0 dB [5] , [7] , [27] . However, although this rule achieves system stability, it is not strictly necessary [28] . Other examples of complex power electronics systems with resonances are control loops with resonant controllers [3] , [9] [10] [11] [12] [13] . In these systems, the phase and gain margin information does not make it possible to determine the system stability [10] .
In short, the traditional Bode criterion and its revisions still have limited applicability for power electronics, having to resort for certain systems, to design rules that are not theoretically justified and are too restrictive. In order to correctly analyze the control of these systems, other stability criteria need to be used. The Maxwell or Routh criteria are criteria that can always be applied, yet they complicate the controller tuning process as they work directly with the characteristic polynomial of the closedloop transfer function of the system. The Nyquist criterion, which can also be applied to any system, uses information from the open-loop transfer function, but, in practice, is still difficult to apply to the controller design process as it is not intuitive [29] and it makes both the stability analysis and the controller tuning more complicated [10] , [30] , [31] .
It is therefore clear that, in order to study the control of power electronic converters, it is necessary to have a stability criterion that can always be used and that is easy to apply to the controller design. This paper proposes a new criterion called generalized Bode criterion (GBC), which is based on the Nyquist stability criterion but is applied from the information obtained from the system open-loop Bode diagram and the 0 Hz phase. Therefore, the proposed criterion combines the advantages of the Nyquist and Bode criteria. It can be applied to any system whatsoever, being based on the Nyquist criterion, and it is also easy to apply to the design of controllers, as it uses information from the Bode diagram.
This paper is organized as follows. Section II makes a stateof-the art review of the classical stability criteria. Section III develops and formulates the proposed GBC and identifies the conditions under which the Bode criterion and its revisions are applicable. Section IV goes on to study different power electronics examples and to classify them according to the proposed criterion. Finally, in Section V, the validity of the criterion is demonstrated at a simulation level and also with experimental results in a system with an RHP pole in which the Bode criterion and its revisions cannot be applied, but where it is possible to apply the proposed criterion, which correctly determines stability.
II. STATE-OF-THE-ART OF STABILITY CRITERIA

A. Maxwell's Criterion
Maxwell determined that, for a system to be stable, all the closed-loop transfer function poles must have a negative real part [18] . Although the advantage of this criterion is that it can be applied to any system whatsoever, it is not normally used in the design of control loops due to the fact that it is difficult to analyze how the controller parameters affect the closed-loop poles of the system.
B. Nyquist Criterion
According to the Nyquist criterion, a system will be stable if the number of open-loop transfer function poles in the RHP P is equal to the number of times that the Nyquist diagram for this function makes anti-clockwise encirclements at point (−1, 0j), N [20] . Although this criterion can also be applied to any system, yet again it is difficult to analyze the influence of the controller on the Nyquist diagram and, therefore, to carry out the controller design task [10] , [30] , [31] . This difficulty is shown in Section IV-A when the Bode and Nyquist diagrams of a studied application are compared. Moreover, on occasions, it can be a complex task to count N .
C. Bode Criterion and Its Revisions
The Bode criterion determines that a system is stable if both its open-loop phase margin PM and gain margin GM are positive [21] . This is the most used criterion in power electronics systems due to the fact that the Bode diagram of the openloop transfer function is the sum of the Bode diagrams of the non-compensated open-loop transfer function and the controller transfer function, what makes the analysis of the influence of the controller on the system response much easier. The main disadvantage of this criterion is that it can only be applied if the system satisfies certain conditions, as will be detailed later on, due to the fact that it is based on a series of specific cases of the Nyquist criterion.
Revisions have been made in order to extend the applicability of this criterion. In [24] , the criterion is extended so that it can be applied to systems with more than one gain margin. This criterion, hereinafter called revised Bode criterion I, determines that a system is stable if its open-loop transfer function has no RHP poles (i.e., P = 0) and all its gain margins are positive [24] . Having positive gain margins mean that all the crossings of the Bode diagram with phase ±n·180
• (where n is an odd number) take place with gain lower than 0 dB.
In [25] , another modification is proposed, hereinafter called revised Bode criterion II, which permits the application of the Bode criterion to systems whose open-loop transfer function does have poles in the RHP, determining that a system is stable if it satisfies the next condition
for 0 and 1 integrator • (where n is an odd number) with a gain greater than 0 dB and with increasing or decreasing phase, respectively, and P is the number of poles in the RHP of the open-loop transfer function. The revised Bode criterion II does not analyze transfer functions with more than two integrators.
D. Application Example
In order to understand how the previously mentioned criteria are applied, the next transfer function is analyzed
The Bode and Nyquist diagrams of this transfer function are depicted in Fig. 1 . The studied transfer function has two gain margins, namely one positive and one negative. Applying both the traditional Bode and the revised Bode criterion I, the system is determined as unstable since it has a negative gain margin. The transfer function in (2) has one RHP pole. Thus, P = 1. From the Bode diagram information, it can be obtained that there is a crossing with −180
• with increasing phase and gain higher than 0 dB (i.e., S + = 1). Another crossing with −180
• and decreasing phase exists, but its gain is lower than 0 dB and it is therefore not counted. By applying (1), the revised Bode criterion II determines that the system is unstable since 1 − 0 = 1/2. Finally, the stability is checked with the Nyquist criterion. The number of encirclements around ( − 1, 0j) is equal to 1. According to the Nyquist criterion, the system is stable, which demonstrates that none of the Bode criteria determines correctly the stability of the system.
III. PROPOSED STABILITY CRITERION: THE GBC
A. Development and Formulation of the GBC
The GBC proposed in this paper is based on the Nyquist criterion and is applicable to any system at all. However, it uses information from the Bode diagram, thereby considerably facilitating the design of the controller.
As it was indicated previously, to apply the Nyquist criterion, it is necessary to calculate N . A simple method consists in counting the crossings of the Nyquist diagram with an auxiliary half-line placed in a random direction, which starts at point (−1, 0j) [32] . Thus, based on the crossings with this half-line, the Nyquist criterion can be reformulated as
where N + C indicates the number of crossings between the Nyquist diagram and the half-line when the phase is increasing and N − C indicates the number of crossings when the phase is decreasing. The positive angle is defined as the anti-clockwise rotation in relation to the real axis of the Nyquist diagram. Fig. 2 shows how it is possible to determine the number of crossings for a given half-line and, therefore, the value of N , which is independent of the half-line, is selected.
In [32] , the proposal is to extend the concept of crossings to the Bode diagram in order to calculate N using the Bode diagram instead of the Nyquist one. The relationship between diagrams means that if the half-line starting at (−1, 0j) is placed in the direction of the real negative half-axis, the crossing points have a phase equal to ±n · 180
• (where n is an odd number), and a gain greater than unity (greater than 0 dB). These points are easily identifiable on the Bode diagram, as shown in Fig. 3 , where C + and C − are the crossings with the half-line counted on the Bode diagram when the phase is increasing and decreasing, respectively.
While the Nyquist diagram is defined for all frequencies, the Bode diagram is solely defined for positive frequencies. If the transfer function coefficients are real, then the Nyquist diagram is symmetrical for positive and negative frequencies and, therefore, there are an identical number of crossings at positive and negative frequencies. This can be checked by locating the auxiliary half-line in the direction of the negative real half-axis. In the case of the diagram in Fig. 2 , there would be two positive crossings N + C = 2, one at a positive frequency (C + = 1) and the other at a negative frequency, and two negative crossings N − C = 2, again one at a positive frequency (C − = 1) and the other at a negative frequency. The positive frequency crossings are indicated in Fig. 3 .
Crossings can also occur at frequency 0 Hz called C 0 hereinafter, which must be counted and are key to correctly determining stability. However, these crossings are not shown on the Bode diagram, as it only includes positive frequencies.
Based on the identification between the Nyquist and Bode diagrams, and including the crossings points at 0 Hz, this paper proposes a new stability criterion called GBC, which establishes that
where • (with n an odd number) that have gain greater than 0 dB and increasing phase, C − is the crossings counted under the same conditions as C + but with decreasing phase, and C 0 is the number of crossings occurring at frequency 0 Hz, taken as positive if they occur with increasing phase and as negative with decreasing phase. The calculation of C 0 is analyzed in Sections III-B and III-C.
From the above-mentioned equation, the necessary condition for stability can be deduced by imposing on (4) the constraint that there should be no unstable closed-loop poles (i.e., Z = 0). Therefore, a system will be stable if and only if
In order to apply (5), the following steps are done in the openloop transfer function. First, P is obtained by inspection. Then, with the Bode diagram information, C + and C − are calculated, as shown in Fig. 3 . In order to determine the system stability, only C 0 remains to be determined.
B. C 0 Calculation for Transfer Functions of Up To Two Integrators
For the analysis presented ahead, the open-loop transfer function L(s) is expressed in factored form as in (6) , where K G is the dc gain without integrators and the number of poles is greater than the number of zeros Function L(s) is a generic function that has k poles at origin (k < 0 means −k zeros at origin), and n + 2j zeros, and m + 2i poles in the rest of the complex plane. As indicated, the function satisfies the condition m + 2i + k > n + 2j. For the zeros, n are simple zeros, with time constants τ z ,n , and 2j are complex conjugate zeros, with natural frequencies ω z ,j and damping factors ξ z ,j . For the poles, m are simple poles, with This section analyses the value of C 0 for transfer functions up to two integrators (i.e., k ≤ 2), whereas the following section generalizes the calculation for any transfer function. The analyses are supported by Fig. 4 , where the dashed lines indicate infinite gain. As the aim is to calculate C 0 , particular attention is paid to what occurs between frequencies 0 − and 0 + Hz, frequencies infinitesimally smaller and greater than 0 Hz, respectively. It is important to remind that each integrator introduces a rotation in the Nyquist diagram of 180
• in clockwise direction with infinite gain between 0 − and 0 + Hz [33] . Given the fact that the functions have more poles than zeros, for infinite frequencies, the Nyquist diagram is always located at the origin. The values for C 0 for the cases studied are summarized in Table I . − to 0 + Hz does not produce any crossings with the auxiliary half-line, which is painted in red in the graphics, being in this case C 0 = 0. If K G is negative, then the Nyquist diagram at 0 Hz is located at a point on the negative real half-axis, given that K G introduces −180
1) No Integrators in L(s)
• at a frequency of 0 Hz. In this case, if −1 < K G < 0, then the shift from 0 − to 0 + Hz on the Nyquist diagram occurs at a point with phase −180
• but with a gain lower than 0 dB, not leading to crossings with the half-line, so that C 0 = 0 [see • and a gain greater than unity, producing a crossing with the half-line. Depending on whether the 0 + Hz phase is slightly smaller or greater than −180
• , C 0 = −1 and C 0 = 1 is obtained, respectively, as shown in Fig. 4 
(c) and (d).
2) One Integrator in L(s) (k = 1): In this case, the presence of the integrator gives the Nyquist diagram a clockwise rotation of 180
• between 0 − and 0 + Hz with an infinite gain. The integrator also introduces −90
• at a frequency of 0 Hz. Two possible cases can be distinguished. If K G is positive, then it does not introduce phase, being the total phase at 0 + Hz −90
• . This case gives rise to C 0 = 0. If K G is negative, it introduces another −180
• at a frequency of 0 Hz, being the total phase at 0 + Hz −270
• , and obtaining a value of C 0 = −1. Both cases are illustrated in Fig. 4 (e) and (f), respectively.
3) Two Integrators in L(s) (k = 2): The two integrators cause the Nyquist diagram to rotate clockwise 360
• between 0 − and 0 + Hz and with infinite gain. Furthermore, they introduce −180
• at a frequency of 0 Hz. Again, the total phase at 0 Hz depends on the sign of K G . If K G is positive, then the total phase at 0 Hz is −180
• , obtaining a value of C 0 equal to −2 or 0 if the phase at 0 + Hz is, respectively, slightly less or slightly greater than −180
• , as shown in Fig. 4 (g) and (h). If K G is negative, then the total phase at 0 Hz is 0
• , being in this case C 0 = −1, as shown in Fig. 4(i) .
4) L(s)
With Zeros at the Origin (k < 0): This is the simplest case, given the fact that the zeros at the origin cause the Nyquist diagram to be located at the origin of the complex plane for frequency 0 Hz. Moreover, there is no rotation with infinite gain [33] . Consequently, C 0 = 0.
C. Generalization of the Calculation of C 0 for Any Transfer Function
As shown in the examples of Fig. 4 and Table I , the calculation of C 0 depends on the number of integrators, on the sign and the value of K G , and, on occasions, on the exact phase at 0 + Hz. The calculation of C 0 for any transfer function is generalized ahead. In order to simplify the notation, all the phase contributions are calculated as multiples of 90
• .
1) Odd Number of Integrators in L(s) (k > 0 and Odd):
Each integrator introduces a phase of −90
• . Therefore, the contribution of the k integrators at a frequency of 0 Hz θ int can be expressed as
In turn, K G provides at 0 Hz a phase of 0 • or −180
• depending on its sign. In multiples of 90 • , this phase θ K G can be calculated as
where sign is a function that takes the value 1 when the sign is positive and −1 when it is negative. The total phase at 0 Hz θ 0 is obtained by the sum of (7) and (8) . It is then necessary to normalize this phase between 0 and −3 (in other words, between 0 and −270
• ) through (9) , where θ TOT is the total normalized phase and fix is the function of MATLAB, which serves to round value θ 0 / 4 to the integer value closest to zero, which is given by
From here, the value of C 0 for these systems can be obtained by
where the first term counts whether or not there has been a crossing, depending on the value of the total normalized phase, and the second term adds additional crossings due to the fact that at every two integrators, there is a 360
• rotation with infinite radius.
2) Even Number of Integrators in L(s) (k > 0 and Even):
When k is an even number, the total phase at 0 Hz is always located at 0
• or −180
• . In this second case, it is necessary to know whether at 0 + Hz, the phase is slightly greater or less than −180
• . For this purpose, the first step is to calculate the phase of the transfer function without integrators L 0 (s), expressed in (11) . Subsequently, this expression is derived and it is evaluated for a frequency of 0 Hz. The result ϕ 0 is shown in (12) 
If the sign of ϕ 0 is positive, the phase increases between 0 − and 0 + Hz, and therefore, as the phase at 0 Hz is exactly −180 • , the phase at 0 + Hz will tend to have a value slightly greater than −180
• . If the derivative is negative, then the phase decreases between 0 − and 0 + Hz, and the phase at 0 + Hz shall have a value slightly lower than −180
• . Based on the analysis mentioned above, the value of C 0 for these functions can be calculated as follows:
(k > 0 and even ) .
In this case, the first and second terms serve to count the crossings depending on the value of the total normalized phase at 0 + Hz. These are complementary terms, so that the first only intervenes when the phase at 0 Hz tends to −180
• , influencing in this case the phase derivative sign at 0 Hz. The second term only intervenes when the phase at 0 Hz tends to 0
• . Just like the case of k odd number, the last term counts additional crossings due to the increase in the number of integrators.
3) No Integrators in L(s) (k = 0): In this particular case, the position of the diagram at frequency 0 Hz solely depends on the value of K G , and, in particular, whether this is greater than or less than −1. The position at 0 Hz θ k =0 can therefore be obtained by
From here, the value of C 0 for these systems can be calculated as
D. Limitations on the Application of the Bode Criteria
Knowing the relationship between the Nyquist and Bode diagrams, and thanks to the proposed GBC, it is possible to identify the application conditions for the Bode criterion and its revisions.
The Bode criterion requires a positive gain margin and a positive phase margin, being the only ones in the system. This conditions result in imposing C + = C − = 0. Using the GBC, from (5), it is easy to identify that the traditional Bode criterion is only valid for systems in which C 0 = P .
For its part, the revised Bode criterion I requires that P = 0 and that all the gain margins are negative (it allows more than one phase margin). This second condition means again that
, it is obtained that the systems in which it can be applied are those which have C 0 = 0. Therefore, the applicability of this criterion is limited to the systems that have C 0 = 0 in Table I .
Finally, the revised Bode criterion II does consider RHP poles and negative gain margins. Comparing (1) and the GBC, it can be obtained that for systems with zero and one integrators, the revised Bode criterion II can only be applied if C 0 = 0. For systems with two integrators, the criterion has solely been developed for cases in which K G > 0, this being their application condition. The revised Bode criterion II cannot be applied to systems with more than two integrators.
IV. APPLICATION EXAMPLES
Once the GBC has been developed, it is now applied to different case studies to show its potential for both analyzing the system stability and helping in the design of the controllers. For this purpose, two cases are analyzed first in depth and simulated. The first case represents a system without poles at the origin and the second represents a system with one pole at the origin. After that, a broad number of applications are mentioned as systems where the GBC provides a useful and valuable tool to analyze stability and design controllers. These systems represent the different cases that were shown in Table I .
A. Case Study 1: Open-Loop Transfer Function Without Integrators
The analyzed system in this first case study is the current control of a three-phase grid-tied inverter with an LC filter. The system is shown in Fig. 5 and its characteristics are summarized in Table II . The grid impedance, together with the LC filter, creates an LCL filter whose behavior and transfer function are well known [2] , [8] . The inverter is connected to a 400 Vrms line voltage and 50 Hz grid.
The control scheme for the inverter current is shown in Fig. 6 . It includes a proportional-resonant (PR) controller. Feedforward compensations of the dc-link voltage v dc and the capacitor voltage v c are also included, the latter being used to both reject the grid voltage disturbance and damp the resonance [8] , [9] . The delays due to computation and to zero-order-hold (ZOH) are included and modeled by the first-order Padé approximation [8] . The Bode plot of the non-compensated open-loop transfer function is shown in Fig. 7 . As it can be observed, the LCL resonance is well damped, whereas the anti-resonance remains.
The PR controller used in this system has three resonant terms, namely one at grid frequency, to improve the reference tracking, and two more at fifth and seventh harmonic frequencies, to improve the current quality. For this system, all resonant terms are placed below the open-loop crossover frequency. Then, the PR transfer function can be expressed as follows [34] :
where ω f is the grid frequency, ω 5 and ω 7 are the fifth and harmonic frequencies and ω c is the resonant bandwidth of the resonant term, which is chosen as 5 rad/s [35] , [36] .
The open loop does not have RHP poles. Then, according to the GBC, the system will be stable if and only if
The open-loop transfer function does not have integrators either (k = 0). Regardless of the resonant gains values, it will always have positive dc gain. Therefore, from Table I , C 0 = 0 and the stability condition can be reduced to
Once the stability condition has been established, the controller can be designed. In first place, K p is adjusted to obtain a phase margin of 45
• . The resulting open-loop crossover frequency is 800 Hz, being this frequency above the resonant terms as indicated previously. Then, according to [34] From the information provided by the Bode plot of Fig. 8 , it can be concluded that the system meets the stability condition given in (18) , since there are two 180
• crossings with increasing phase (C + = 2) and two more with decreasing phase (C − = 2), all of them caused by the resonant terms.
Finally, the current control is simulated in Simulink, where the PR controller is discretized with the Tustin with prewarping method, as suggested in [37] . A non-ideal grid voltage source is included in the simulation with a value of 3% of the nominal grid voltage for the fifth and seventh harmonics. Fig. 9 shows the reference and measured current. As expected, the designed PR controller achieves an accurate tracking and a satisfactory harmonic rejection. Moreover, although some negative gain margins in the Bode diagram from Fig. 8 exist, the system is stable as predicted by the easy analysis performed with the GBC. This first case example has shown the potential of the GBC to be easily used both in the stability analysis and in the design of the controller. On the contrary, if the analysis had been made on the basis of the Nyquist diagram shown in Fig. 8, it would have been more difficult due to the complexity of this diagram. In particular, in the Nyquist diagram, it is not intuitive to know how variations either in the system or in the controller affect the stability, which is easy to investigate with the GBC. For example, in the Bode diagram of Fig. 8 , it can be seen that the antiresonance of the LCL filter is close to producing 180
• crossings, something that is difficult to see in the Nyquist diagram. With the GBC, it is easy to see that these crossings would not be a problem in case of appearing since they would have negative gain and, therefore, would not be counted.
Finally, it is worth to mention that, since the proposed criterion is applied together with the Bode diagram, the useful information provided by this diagram, such as crossover frequencies, gain and phase margins, etc., remains available for the controller design process. 
B. Case Study 2: Open-Loop Transfer Function With One Integrator
The dc-link voltage control of the application shown in Fig. 10 is now selected. It consists of a battery system, a boost converter, a group of PV panels directly connected to the converter dc bus, and a single phase stand-alone inverter connected to an ac load.
This conversion system has already been studied in previous publications [22] , [38] , [39] . At the times in which the photovoltaic (PV) power P pv is greater than that required by load P ac the batteries are charged by absorbing the surplus PV power. Otherwise, the batteries deliver the remaining power and are discharged.
The boost converter is controlled by a cascade control loop, whereby the external control loop controls the bus voltage v dc generating the reference for the internal control loop, responsible for controlling the current through the inductor i L [14] , [15] , [22] . The control diagram is shown in Fig. 11 , where the voltage filter corresponds to the first-order approximation of the implemented moving average filter to eliminate the component at double the frequency of the ac load.
To obtain the system plant G(s), a small-signal system analysis was made of the system, whereby the small-signal variables are marked with a circumflex and the steady-state values are capitalized. The dynamic resistance of panel R pv represents the small-signal transfer function of the characteristic I−V of the PV panels. The inverter and ac load are modeled as a constant power load. Operating, the G(s) function is [22] 
where
Fig . 12 shows the final control diagram where the inner current control loop is approximated by a gain, as it is assumed to be much faster than the voltage control loop. Again, the digitization time delays due to computation and ZOH are modeled by the first-order Padé approximation [8] . Finally, feed-forward compensations are included with the measured and filtered bus and battery voltages. Function G(s) contains a zero in the complex RHP ω z and a pole ω p that can either be in the LHP or RHP. When operating at higher voltages than the one corresponding to the maximum power point (MPP), the pole is located in the LHP. As the operating voltage decreases, the pole shifts toward the RHP and enters it when the operating voltage is below the one of MPP. This is a common phenomenon due to the P-V characteristic of the photovoltaic panel [14] , [15] , [22] . The airborne wind turbine system and some motor drive applications show a similar phenomenon, with movement of a pole between the LHP and RHP depending on the direction of power flow through the system ac/dc converter [16] , [23] .
The value of ω p depends on the capacitor value and the characteristics of the photovoltaic panels and its voltage operating point, which in turn depends on the irradiance and temperature. An example of the values of the pole in terms of frequency f p for different conditions of irradiance, ambient temperature, and operating voltage is shown in Fig. 13 . The graphs correspond to the photovoltaic system that will be used in the experimental results, the characteristics of which are given in Table III. The variation of the pole between the RHP and LHP must be taken into account in the controller design. At present, a rule of thumb is commonly applied in the controller design process, consisting in setting a loop crossover frequency that is double the greatest frequency at which the pole can appear in the RHP [14] , [15] , [22] , [23] , [26] . For the case under study, the controller will be designed following this rule of thumb. It is first necessary to determine the maximum frequency at which the pole appears in the RHP.
In the studied system, the situation that would cause the system to operate at a lower voltage is considered to be a 2 kW positive load step operating close to the MPP. For the given bus capacitor value and depending on the control loop crossover frequency, this load change entails a voltage drop of between 30 and 40 V. Therefore, the minimum operating voltage for the system is set to 150 V, which for the worst irradiance and temperature conditions corresponds to a pole frequency of 7.5 Hz, as shown by the black dot in Fig. 13 . The loop crossover frequency is therefore set at 15 Hz, based on the design rule of thumb.
A proportional-integral (PI) controller was selected for this application. In order to obtain an adequate overshoot in the system, it was considered sufficient to select a phase margin of 20
• in the most critical operating conditions. The open-loop transfer function L(s) is the one shown in (22) , which includes two first-order filters with time constants τ f to eliminate noise in the current reference present in the 
The complete control scheme characteristics are provided in Table IV , which, together with the imposed design restrictions for the worst operating point, give K p = 0.051 y T n = 0.202. The resulting Bode diagram is shown in Fig. 14 .
As it has been explained, the open-loop transfer function has one pole in the RHP. Thus, P = 1. In addition, as the system has one integrator and negative dc gain, from Table I , C 0 = −1. From Fig. 14 , the number of crossings is obtained: C + = 1 and C − = 0. With this information, the GBC determines that the system is stable. This information is checked against the Maxwell criterion, which also determines that the system is stable, given the fact that all the poles of the closed-loop transfer function of the system have negative real part. The simulation results concerning this case study, together with the experimental tests, that validate the analysis are shown in Section V.
C. Other Examples of Application
Apart from the two examples studied in the previous sections, the wide variety of power electronics systems makes it possible to find examples for all the different cases of Table I . In order to validate the applicability of the GBC, this section analyses some of these examples, which are summarized in Table V. 1) K G > 0 and k ≥ 0: A PR controller applied to the current control of an inverter with an L or LCL filter is an example of an open-loop system with k = 0 and K G > 0, which leads to C 0 = 0, as shown in Table V . This has been the example of case study 1, but this is also the case for systems whose behavior can be modeled by a first-order transfer function (e.g., induction motors) and are controlled with PR controllers. However, if a PI or a proportional-integral-resonant controller is used in these applications [13] , [34] , [36] , [40] , an open loop with one integrator and positive gain is obtained (i.e., k = 1, K G > 0), corresponding to another case of Table V, which also has C 0 = 0.
The use of a double PI controller (named PII controller from now on) can improve the disturbance rejection and, therefore, the reference tracking [41] , [42] . If again, the inverter from case study 1 or similar systems is controlled with a PII controller, an open loop with two integrators and positive gain is obtained (i.e., k = 2, K G > 0). As it has been shown in (12) (see Section III-C) and Table V, depending on the zeros and poles of the transfer function, two different cases, with C 0 = 0 or C 0 = −2, can occur.
Another application with positive gain and two integrators in the open-loop transfer function is the synchronous reference TABLE V  EXAMPLES OF APPLICATION FOR THE DIFFERENT CASES OF TABLE I frame phased-locked loop (PLL) [43] [44] [45] [46] , in which the first integrator comes from a PI controller and the second one is due to the integration needed to transform the frequency into the angle position.
The dc-link voltage control of inverters in which the relationship between the capacitor voltage and current is approximated by 1/(C·s) and which includes a PI controller [47] [48] [49] is another example of an open loop with two integrators. The plant of these dc voltage control loops has negative gain, since it is necessary to decrease the controlled current in order to increase the dc voltage. However, it is a common practice to calculate the voltage error as the measured minus the reference voltage [47] [48] [49] , which has the same effect as multiplying the open-loop gain by -1, obtaining positive dc gain for the open-loop transfer function, and therefore, being the same case (i.e., k = 2, K G > 0) as the previous PII controller systems and PLL control loops. In these last two power electronics examples (i.e., the PLL and the dc voltage control loops), as the PI controller zero is much closer to the origin than the rest of poles and zeros in the open loop, from (12), ϕ 0 is always positive, which means that the phase at 0 Hz is increasing, and therefore, C 0 = 0.
2) K G < 0 and k ≥ 0: The system analyzed in Section IV-B consisting in the voltage control of the dclink with the PV generator (see Fig. 10 ) can have different controllers, all of them resulting in open-loop transfer functions with K G < 0.
If a proportional controller is used, the open loop has zero integrators (k = 0 and K G < 0). In this system, the controller gain should be high enough to obtain K G < −1, and therefore, according to Table V , C 0 will be 1 or -1 depending on the zeros and poles of the open-loop transfer function. This case is an example of applications in which the steady-state error caused by avoiding the integral term is small or even negligible. By contrast, if a PI controller is used, the control loop is the one studied in case study 2, which means that it has k = 1, K G < 0, and C 0 = −1. Finally, if the system is controlled with a PII controller, the open loop has two integrators and negative gain, which corresponds to k = 2, K G < 0, and therefore, C 0 = −1.
3) k < 0: Finally, there are also power electronics examples with more zeros than poles at the origin, such as the active damping control loops of LCL filters. Two main different active damping implementations are usually proposed, which damp the system by using the capacitor current through a proportional gain [50] [51] [52] [53] or the capacitor voltage through a derivative [50] , [51] , [54] . Due to the relationship between voltage and current capacitor in the first case and to the implementation of a derivative in the second case, a zero at the origin appears in the active damping open loop of both systems. They are, therefore, examples of k < 0 and consequently C 0 = 0, independently of the value of K G , as shown in Table V. 4) On the Sign of K G : Even though the proposed stability criterion can be applied to any system whatsoever, it can be noticed that the practical examples given in Table V with By reordering (5), the proposed stability criterion can be represented by
As the difference between crossings is always an integer, for the system to be stable, if P is an odd number, C 0 must be an odd number as well, which can only occur for K G < 0 (see Table V ). In the same way, if P is zero or an even number, C 0 must be zero or an even number too, which can only occur for K G > 0. If these conditions are not met, it is impossible to make the system stable. In order to overcome this problem, the control designers usually multiply the open loop by -1 to change the sign of K G , as it has been previously mentioned in the examples about the dc-link voltage control of inverters [47] [48] [49] .
V. SIMULATION AND EXPERIMENTAL RESULTS FOR CASE STUDY 2
This section proposes two tests to demonstrate the GBC and to validate its application for the system of Section IV-B. Both tests are designed so that the voltage operating point changes, therefore changing the characteristics of the system until instability is reached. In order to do it, the stability limit of the system must be identified first.
The evaluation of the stability can be made with the classical stability criteria. Bode criterion should not be used to determine the stability of this system as it has more than one gain margin. In fact, if it is applied, it will determine that the system is unstable as there is a negative gain margin, as can be seen in Fig. 14. It is also not possible to apply the revised Bode criterion I, since the system also has an RHP pole. If applied, it would lead to the same wrong stability conclusion. It is not possible to apply the revised Bode criterion II either, because the system has negative dc gain and a value of C 0 = −1. If (1) is applied, the revised Bode criterion II would determine that the open loop is unstable as a pole lies in the RHP P = 1 and from the Bode diagram in Fig. 14 , S + = 1 and S − = 0. By contrast, the GBC proposed in this paper can be applied, and as explained previously, it determines correctly that the system is stable.
From the GBC and the Bode diagram, more information can be obtained about the system stability, being possible to evaluate the theoretical justification of the rule of thumb used in the design. In the studied system, for the worst operating point, a pole lies in the RHP and, if K p stays positive, C 0 = −1. From (5), it can be determined that for the studied system to be stable 
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. That means that the difference between positive and negative crossovers must be 1, i.e., C + − C − = 1. This is the justification of the design rule of thumb, which thereby tries to guarantee the occurrence of a positive crossing by choosing a crossover frequency in which the RHP pole has already introduced almost all its positive phase. This condition is also the stability limit of the system, and can be used to identify the operating point after which the system becomes unstable. Fig. 15 shows the area of interest of different Bode diagrams of L(s) for different f p values in the RHP (some of them even more restrictive than the design limit). As can be seen, there is a frequency slightly lower than 10 Hz, after which C + − C − = 1, making the system unstable. Depending on the temperature and irradiance conditions, this pole frequency will be associated with a certain operating voltage.
Two tests are carried out first with the PSIM simulation software and then experimentally. They include the characteristics of the system shown in Table III and the control loop parameters from Table IV . In each test, if the bus voltage decreases under 50 V, the system is disconnected because it reaches the nominal voltage of the batteries.
The experimental setup, shown in Fig. 16 , used AMREL SPS400X75, a programmable dc power supply, instead of the batteries, a boost converter, developed at the Public University of Navarra (UPNA) with analog current control, a PV system, also located at the UPNA facilities, comprising a total of forty eight BP 585 modules, whose characteristics are shown in Table III and an AMREL PLA7.5K-600-400 programmable load, whose power output was controlled in order to physically emulate the operation of the ac load, and the inverter. At the frequencies of interest of the dc voltage control loop, the programmable load has the same effect as the inverter and ac load from Fig. 10 , since both acts as constant power loads. The voltage control was implemented in an Arduino Due board.
The experimental tests were carried out on a sunny day, with a low temperature (10
• C) and clear sky, in order to have a high, practically constant irradiance value, estimated at 800 W/m 2 . The I-V and P-V curves of the PV generator during the tests were obtained experimentally and are shown in Fig. 17 . These same conditions are used for the simulation results.
A. Test I: Change in the PV Panel Operating Point
This test starts in an operating point slightly below to MPP, where the load power is greater than that of the photovoltaic panels and, therefore, the batteries provide the remaining power. Starting from this voltage, steps are introduced in which the reference voltage is reduced by 10 V at a time. This test represents a progressive increase of the pole frequency, given the fact that, maintaining irradiance and temperature constant, a reduction in the operating voltage is equivalent to increase the pole frequency, as shown in Fig. 13 .
The simulation results are shown in Fig. 18(a) . As the voltage decreases, the system responds with greater overshoot, oscillating at the 140 to 130 V step. Faced with a step in which the reference voltage changes from 130 to 120 V, the voltage drops and the system becomes unstable, reaching 50 V and being disconnected. The threshold voltage from which the system becomes unstable is approximately 90 V, given the fact that this is the point at which the voltage drop trend changes. For the irradiance and temperature conditions, the value of this threshold voltage is close to a pole frequency of approximately 10 Hz, as shown in Fig. 13 , which is the limit that guarantees C + − C − = 1 and, therefore, a stable system. The result is in line with the theoretically anticipated result.
The experimental results are shown in Fig. 18(b) and demonstrate that, effectively, the system becomes less stable as the operating voltage decreases, progressively increasing the overshoot (which is a bit higher than in the simulation results). Yet again, in the last voltage step, the voltage decreases under the threshold voltage, leading to system instability. In this case, the voltage at which the system becomes unstable corresponds to a voltage slightly below 90 V, which is also close to the theoretical and simulation results.
B. Test 2: Change in the Controller Gain
This test studies two different scenarios, which again start from an operating point to the left of the MPP. At a certain instant, the original value of K p , K p1 is changed to a new value K p2 = 0.2 · K p1 . This change reduces the system crossover frequency resulting in C + − C − = 1, and obtaining, therefore, an unstable system. Based on this situation, in Scenario 1, the value of K p1 is recovered when the voltage decreases under 130 V, returning to a stable system. In Scenario 2, K p2 is maintained during the rest of the simulation.
The simulation results are shown in Fig. 19(a) . These results show how, for Scenario 1, the system becomes unstable when K p = K p2 , but it is able to recover the reference voltage when K p = K p1 is recovered. For Scenario 2, the system becomes unstable and the voltage decreases to 50 V when it is disconnected.
The experimental results of Fig. 19 (b) also demonstrate the results previously anticipated by simulation. In Scenario 1, after recovering the original value of K p , the system manages to recover the reference voltage, whereas in Scenario 2, the voltage drops to 50 V as the system becomes unstable and it is disconnected.
The simulation and experimental results show the stability limit condition, validating the GBC and demonstrating the limitation of the applicability range of the traditional Bode, revised Bode I, and revised Bode II criteria, and the risk of offering incorrect conclusions with regard to the stability of certain systems.
VI. CONCLUSION
This paper proposes a new stability criterion, named GBC, which responds to the need for a stability criterion that is applicable under any conditions, being based on the Nyquist criterion, and that is easy to apply to the design of controllers, as it solely uses information from the open-loop transfer function of the Bode diagram. The proposed criterion thus combines the advantages of the Nyquist criterion applicability and Bode criteria practicability.
For the formulation of the criterion, particular attention is paid to what occurs at frequency 0 Hz, as this is one of the key stability factors. Besides, the paper also identifies and shows the limited applicability of the Bode criterion and its revisions to determine the stability of certain complex system, which could lead to incorrect conclusions with regard to stability. After that, in order to generalize the study to any transfer function, it is analyzed how the proposed criterion can be applied to the most common cases appearing in power electronics converters.
The theoretical development was validated at a simulation and experimental level, applying the criterion first to the control of the current of a three-phase grid-tied inverter with a multi-resonant controller and then to the voltage control for a stand-alone battery PV system. Two tests are carried out on the latter system, one test modifies the panel operating point until instability is achieved, whereas the other test modifies the controller. The results of the tests validate the GBC and show how this criterion helps to establish some guidelines for the controller design process.
