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Abstract
Contention at the storage nodes is the main cause of long and variable data access times in distributed storage systems. Offered
load on the system must be balanced across the storage nodes in order to minimize contention, and load balance in the system
should be robust against the skews and fluctuations in content popularities. Data objects are replicated across multiple nodes in
practice to allow for load balancing. However redundancy increases the storage requirement and should be used efficiently. We
evaluate load balancing performance of natural storage schemes in which each data object is stored at d different nodes and each
node stores the same number of objects. We find that load balance in a system of n nodes improves multiplicatively with d as
long as d = o (log(n)), and improves exponentially as soon as d = Θ (log(n)). We show that the load balance in the system
improves the same way with d when the service choices are created with XOR’s of r objects rather than object replicas, which
also reduces the storage overhead multiplicatively by r. However, unlike accessing an object replica, access through a recovery set
composed by an XOR’ed object copy requires downloading content from r nodes, which increases the load imbalance in the
system additively by r.
I. INTRODUCTION
Distributed computing systems are built on a storage layer that provides data write/read service for executing workloads.
Overall performance of a computing system therefore depends on the data access (I/O) performance implemented by the
underlying storage system. In fact in practical systems, data access times are the main bottleneck to performance [1]. Indeed
access times in modern large scale systems (e.g., Cloud systems) greatly suffer from storage nodes that exhibit poor or variable
performance [2]. Poor performance is caused by many factors, but primarily it comes from multiple-workload resource sharing
and the resulting contention at the system resources [3]. Poor or variable performance is possible at any level of load but it is
certainly aggravated at overloaded storage nodes [4]. It is therefore paramount for distributed systems to be able to balance
offered data access load across the storage nodes.
It follows that in order to achieve good data access performance, it is desirable to balance the offered load across the storage
nodes as evenly as possible. In modern storage systems (e.g., HDFS [5], Cassandra [6], Redis [7]), data objects are replicated
and made available across multiple nodes so that the offered load for each object, which we refer to as the demand for the
object, can be split across multiple nodes (service choices). The best support for load balancing is achieved when each object is
stored at each node, but that is mostly not feasible at large scale, where only limited redundancy can be used. If the demand
for each object is known and fixed, each object could be stored with an adequate level of redundancy. However, in practice,
object popularities, and in turn their demand, are not only unknown but also fluctuate over time. Thus load balancing should be
robust against skews and changes in object popularities [1], [8].
Load balancing has been considered in two important settings. The first, we call the dynamic setting, in which load balancing
is addressed from the point of view of scheduling tasks for processing. Here the nodes correspond to single queues which
are processed independently and in parallel. Load balancing amounts to interrogating some subset of all the queues so as to
offer new task to those nodes which are least loaded. The simplest of these models is one in which each task is sent to the
node with the least number of tasks. Clearly this achieves ideal load balance. This scheme is only practical for a relatively
small number of nodes but becomes unworkable for large scale systems with tens of thousands of nodes or more. For this
reason a great deal of attention has been placed on developing schemes which offer tasks to a restricted number of nodes.
These schemes include those based on the well known power of d choices paradigm. A range of asymptotic results have been
obtained following this direction. Often these have been obtained using analysis based on balls into bins models [9]–[11].
All of the above literature addresses load balancing question from the point of view of spreading tasks evenly across the
nodes. Its main weakness however is that the well-understood power of d choices is only applicable for systems where the
arrivals can be placed into any one of the nodes. For instance, for scheduling compute tasks across the nodes within the same
data center. However, the flexibility of querying any d bins at random does not exist in storage systems. This is because each
object is typically stored only at a limited number of nodes and an arriving request can only be served at one of the nodes that
host the requested object.
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2A more appropriate model for storage is to suppose that each request is offered to one of a subset of nodes, each of which
hosts the requested object. Kenthapadi and Panigrahy propose a model in [12] along these lines where subsets of nodes are
represented as edges in a graph. They studied this restricted model for power of two choices with n balls and n bins. Edges are
selected according to incoming object requests and then the arrival gets assigned to the least loaded node among the vertices of
the edge. Godfrey then extended this in [13] to general power of d choices. Applying this model to a system with n storage
nodes with each object being replicated d = Ω (log(n)) times, Godfrey’s results lead to the conclusion that effective load
balancing can be achieved in the sense of power of d choices. Godfrey then goes on to show if d grows more slowly, then the
above conclusion for the power of d schemes is no longer valid. Storage schemes we consider in this paper are a natural special
case of the balanced allocations on hyper graphs that was considered by Godfrey. Beyond the above conclusions, Godfrey’s
results provide little insight into practical storage schemes, for example how to distribute different objects across various storage
nodes or what gain can be made from using coded schemes based on object XOR’s. Finally Godfrey’s results are shown only
for the lightly loaded case, which is when the cumulative load offered on the system scales in the order of the number of
nodes. This paper extends Godfrey’s results for the case with concrete storage schemes and without restricting ourselves to the
lightly loaded case. Furthermore we examine i) the number of different objects stored per node, ii) object overlaps between
the storage nodes, iii) using coded objects rather than plain replicas, and address their impact on storage efficiency and load
balancing performance.
Under the dynamic setting, load offered for the objects is not known a priori. Requests arrive sequentially and each is
assigned to a node based on the current load at each node. We now turn to the second setting, namely the static setting. In
this setting, a different question is asked: is it feasible to carry the load if the load offered for each object is known from the
start. Any arrival to node assignment strategy realized under the dynamic setting is achievable under the static setting. This is
because knowing the offered loads for the stored objects in advance makes it only easier to balance the load. Load balancing
performance in the static setting therefore represents the best-case performance of the system.
The question asked in the static setting gives rise to two distinct approaches. The first approach leads to the design of
redundancy schemes, namely batch codes. They balance the load as long as any m objects are chosen with replacement out
of all objects and are requested simultaneously [14]. Storage schemes we consider fall into the class of combinatorial batch
codes [15]. The second approach asks the question other way around and seeks to find the set of all object demand vectors
that can be supported by a system with a given storage scheme, namely the system’s service capacity region [16], [17]. Our
treatment of load balancing falls into this second approach. [16] and [17] only address the case where each node stores a
single object, their approach being to find the system’s complete service capacity region. However determining this region with
multiple objects at each node appears to be a largely intractable problem. In our approach however we rely on a new stochastic
formulation which allows us to analyze load balancing in this scenario and to draw a range of conclusions on the design and
structure of storage schemes. Also under the service rate approach, the primary question is that of system stability. In this
paper however we address the related problem of feasibility of load balancing, i.e., the degree to which storage resources can
be adapted according to changes of the object popularities.
It is helpful at this point to add a few words by way of explaining the model setup that we use in this paper. First, we
consider only regular balanced storage schemes in which each object is replicated d times (hence regular) and each node
stores the same number of objects (hence balanced). Storage schemes specify where each object copy is stored, and therefore
determine the set of all possible ways that one can split and assign the individual object demands across the nodes. Second, as
far as object demands are concerned, we suppose that the cumulative load is fixed but the all object popularities are equally
likely. This is motivated by the fact that the cumulative demand for all the objects stored in the system is known to vary slowly
over time and therefore it is easy to estimate (see, e.g., Fig. 7 in [18]). Individual demands for objects fluctuate much more
rapidly. In addition, our assumption of fixed cumulative load on the system is the continuous generalization of the offered load
model used in the batch code problem.
We now turn to the metrics which we will be using to analyze load balancing performance. These metrics can be understood
by considering Fig. 1. Fig. 1 shows a simplex region that corresponds to the set of all possible demand vectors for three objects.
If load balancing is ideal, then for all these vectors stability can be achieved. However this is too onerous in practice as it
would require an unacceptably large storage overhead. A compromise therefore is to minimize the fraction of demand vectors
which cannot be supported. Under our formulation, this corresponds to our assumption that the object demands are uniformly
distributed on the simplex region. This is indeed the standard model used in the study of load balancing in the dynamic setting.
Overall, we measure the robustness of load balancing as the probability PΣ that the system will be stable when the demand
vector is sampled uniformly at random from the simplex region defined by cumulative load Σ. We also use another metric that
is closely connected to PΣ to measure the load imbalance. Precisely for a system of n nodes under a cumulative load of Σ,
load imbalance I is given by minimizing the maximum load and dividing it by its minimum possible value Σ/n.
With the metrics now established, we can state the main contributions of this paper. These can be understood by the following
questions with respect to load balancing and storage:
Q1 How does I scale with the number of objects and nodes in the system where there is no storage redundancy?
Q2 Does the degree of the overlaps between the service choices of different objects play a critical role in terms of achieving
better load balance? How does I depend on the number of service choices d provided for each object?
3ρa ρb
ρc
Fig. 1: An illustration of the demand offered for three objects a, b, c and the fraction of those that are supported by the system. Simplex
region corresponds to all demand vectors that can be offered on the system. It is given by {(x, y, z) | x+ y + z = Σ} for cumulative load Σ.
Shaded region shows the demand vectors that are supported by the system.
Q3 XOR’ing reduces storage requirements, however can effective load balancing still be achieved using XOR’s rather than
object replicas?
We address these questions for common storage schemes with regular balanced redundancy. Optimizing storage schemes for
various purposes are studied elsewhere (e.g. for improving data access in [19]),
Our contribution: From the results of the paper we are able to conclude the following answers A1, A2 and A3 for the
questions Q1, Q2 and Q3 given above.
A1: For the storage schemes with no redundancy, we find I = Θ (log(n)/m) where m is the number of different objects
stored on each node. This implies that in the limit as n→∞, load imbalance grows as log(n). This implies that if we want to
maintain a load of Σ/n in the maximally loaded node, we need n log(n) nodes in the system.
A2: To answer Q2, we considered d-replication storage schemes. Different storage schemes under a regular balanced requirement
lead to differences in the way objects overlap at the nodes. By examining three different storage designs, we found that the
scheme with consistently small overlaps outperforms schemes with fewer overlaps which are necessarily larger in size. For
one class of schemes limited overlap, which we call the r-gap schemes, we have obtained the following asymptotic results
I = Θ (log(n)/d) when d = o (log(n)) and I = Θ (log log(n)/ log(n)) when d = Θ (log(n)). These results imply that i)
creating d service choices for each object initially reduces the load imbalance in the system multiplicatively by d, ii) there is
an exponential reduction in load imbalance as soon as d reaches of order log(n). This quantifies the tradeoff between storage
and service capacity for r-gap schemes.
A3: Using XOR’s reduces the amount of storage needed but at the same time increases the capacity needed to access various
objects. This is because in order to obtain a single object, we have to access several object codes. An r-XOR object code is
one which is constructed from r objects. Our asymptotic results show that storage with d-fold redundancy implemented with
r-XOR’s have the advantage that it has the same scaling of I in d as if the service choices were created with replicas. Thus in
large scale systems, there is no loss of significant benefit over replication. XOR’ing can be used to trade off between storage
and the access capacity.
The paper is organized as follows: Sec. I gives an overview of the literature on load balancing in storage context. We also
discuss the connections between our approach and the prior work. Sec. II presents our storage and offered load model, and its
connection with uniform spacings. We also precisely define the metrics that we use to evaluate load balancing performance. In
Sec. III we consider storage schemes with no redundancy and answer Q1. In Sec. IV we consider storage schemes with object
replication and answer Q2. In Sec. VI we use XOR’s rather than object replicas to create the storage redundancy and answer
Q3.
II. SYSTEM MODEL AND PERFORMANCE METRICS
In this section we introduce our system model and define the metrics we use throughout to evaluate load balancing performance.
We study load balancing in the static setting with a continuous service and offered load model. Our model reveals an interesting
connection of the load balancing problem to convex polytopes and the spacings between ordered random uniform samples,
which are known by the name of uniform spacings [20]. We elaborate on this in Sec. II-B. The latter connection enabled us to
apply prior results on uniform spacings in answering the questions posed in Sec. I.
A. Storage and Access Model
We consider a system of n storage nodes s1, . . . , sn hosting k data objects o1, . . . , ok, possibly with redundancy. Each node
provides the same capacity for content access, which is defined as the maximum number of bytes that can be streamed from
4a node per unit time. An object denotes the smallest unit of content, and mathematically, it is a fixed-length string of bits.
XOR’ing multiple objects is carried out bitwise.
We refer to the offered load for object oi as its demand ρi. Demand for an object represents the average number of bytes
streamed from the system per unit time to access the object, divided by a single node’s content access capacity. We refer to a
node that hosts an object as a service choice for the object. Multiple service choices for an object can be created by replicating
it over several nodes. We consider d-choice storage schemes with replicas in Sec. IV. Alternatively, XOR’ed object copies can
be used to create multiple service choices. We consider d-choice storage schemes with XOR’s in Sec. VI. When XOR’ing is
used, a service choice for an object refers to a recovery set, that is, a set of nodes that can jointly recover the object. Accessing
an object through one choice shall not interfere with accessing the same object through another choice. Different service choices
for the same object are therefore disjoint.
Demand for an object can be arbitrarily split across its service choices. When a load of ρ is exerted by an object on a
recovery set, each node within the set will be offered a load of ρ. Load on a node is given by the sum of the offered load
portions exerted on it by the objects for which the node can serve as a choice. A node is said to be stable if the load on it is
less than 1. A system is said to be stable if every node within the system is stable. We assume that each of the object demands
ρi’s is split across its service choices so that the load on the maximally loaded node is minimized. As we describe further in
Sec. II-C, this can be obtained by solving a norm minimization problem given the storage scheme and the value of ρi’s.
A storage allocation defines how each object is assigned, possibly with redundancy, to storage nodes. This paper focuses on
regular balanced d-choice storage allocations.
Definition 1. A regular balanced d-choice allocation stores each object with d service choices and distributes object copies
across the nodes so that each node stores the same number of different objects (either as an exact or XOR’ed copy).
There are many different ways to design a d-choice allocation. We detail some of them in Sec. IV and VI. In the rest of the
paper, unless otherwise noted, allocation itself will refer to a regular balanced allocation.
Connection with the batch codes: A (k,N,m, n, t) batch code encodes k objects into N copies with redundancy and
distributes them across the n nodes in such a way that any m of these objects can be accessed by reading at most t objects
from any node [14]. The goal while designing batch codes is to minimize the total storage requirement. Redundancy can be
either in the form of replicating individual objects or encoding (e.g., XOR’ing) multiple objects together. Multiset batch codes
are concerned with a more general case in which the selection of m objects for access is done with replacement. It should be
noted that each of the objects needs to be accessed separately, that is, content that is read for accessing an object cannot be
used to access another object.
In Sec. IV we will consider storage allocations that are constructed by object replication. Such allocations implement batch
codes as follows.
Lemma 1. Any d-choice regular balance storage allocation with object replication represents a (k, kd, n, n, 1) batch code and
a (k, kd, d, n, 1) multiset batch code.
Proof. See Appendix IX-A.
Batch codes with replication are known as combinatorial batch codes and their construction has been well studied [15], [21].
In particular, a combinatorial batch code is named as d-uniform if it stores each object in exactly d nodes, which is exactly the
d-choice requirement we consider here. An approach that is based on block designs has been given in [22] to construct optimal
d-uniform batch codes.
B. Offered Load and Uniform Spacing Model
We suppose that the system can be offered any object demand (offered load) vector (ρ1, . . . , ρk) in the set
SΣ =
{
(ρ1, . . . , ρk)
∣∣∣ k∑
i=1
ρi = Σ, ρi ≥ 0
}
. (1)
That is, cumulative offered load remains constant but the object popularities can change arbitrarily. The cumulative condition
we impose on the offered load is the continuous generalization of the load model assumed in the multiset batch code problem.
Recall that a multiset batch code is designed to support a user who can simultaneously access m objects that are selected with
replacement out of all objects stored in the system.
We further assume that the demand vector (ρ1, . . . , ρk) is sampled uniformly at random from SΣ. Uniform distribution across
all possible demand vectors models the case where no a priori knowledge is given on the object popularities. In other words, it
represents the case with maximum uncertainty about the object popularities. This assumption is the continuous generalization
of what has been used in balls-into-bins models. There each ball arrives for one of the stored objects chosen uniformly at
random from all stored in the system. In addition as we discuss shortly, sampling demand vectors uniformly at random is able
to model the skewed nature of object popularities in real systems [8]. However it should be noted that modeling with a more
general distribution would yield additional insight on load balancing under more specific and possibly more realistic offered
5load models. An example for such model would be one that puts larger probability mass on the demand vectors representing
skewed object popularities.
In what follows, we define uniform spacings. They are mathematical objects connected with the uniform sampling of
points from a simplex. Let U(1), . . . , U(k−1) be k − 1 i.i.d. uniform samples in [0, 1], given in non-decreasing order. Then
Si = U(i) − U(i−1)’s for i = 1, . . . , k, where U(0) = 0 and U(k) = 1, are known as k uniform spacings on the unit line.
Lemma 2 (see e.g. [20]). Uniform spacings (S1, . . . , Sk) are uniformly distributed over the simplex{
(s1, . . . , sk)
∣∣∣ k∑
i=1
si = 1, si ≥ 0 for i = 1, . . . , k
}
.
Lemma 2 implies that object demands, the ρi’s in our model under a cumulative load of Σ can be seen as k uniform spacings
in [0,Σ]. This connection allows us to use the results on uniform spacings to evaluate load balancing performance in systems
with d-choice storage allocation. We do the evaluation in terms of the performance metrics defined in the following subsection.
We next examine the popularity skew characteristics captured by our uniform offered load model (as promised above).
Without loss of generality, let us assume that the cumulative demand Σ offered on the system is 1. Let N(α, β) denote the
number of objects with a demand of ≥ α and ≤ β. Then N(α, β) is given by the number of uniform spacings that are within
[α, β]. An asymptotic characterization of N(α, β) has been given in [23] as follows.
Theorem 1. ( [24, Theorem 8.1-2-3])
R1 . N(α/k, β/k) is asymptotically normally distributed as k →∞ with an asymptotic mean and variance
µk ∼ k
(
e−α − e−β) , σ2k ∼ k (e−α − e−β − (αe−α − βe−β)2) .
R2 . N(α/k2, β/k2) has an asymptotic Poisson distribution with parameter β − α.
R3 . N((log(k) + α)/k, (log(k) + β)/k) has an asymptotic Poisson distribution with parameter e−α − e−β .
Results in Theorem 1 tell us a great deal about the object popularities implemented by our demand model. With high
probability, only a few of the objects will be highly popular (ρ ∼ log(k)/k), only a few will have very low popularity (ρ ∼ 1/k2),
while most objects will have around-average popularity (ρ ∼ 1/k). This reflects the skewed object popularities observed in real
storage systems (see e.g. Fig. 3 in [25]).
C. Storage Service Capacity
We now obtain mathematical expressions determining the service capacity region for a storage system. In particular, we will
express the set of all object demand vectors under which the system with a given storage allocation can operate under stability.
Service capacity for systems that store content with erasure coding was first studied in [16] and further studied in [17]. We
adopt a formulation similar to the one introduced in [16]. The formulation we present in this section provides a geometric
interpretation of the performance metrics PΣ and I introduced in Sec. II-D.
Definition 2. Service capacity region for a system with a given storage allocation is the set of all object demand vectors
ρ = (ρ1, . . . , ρk)’s under which the system can operate under stability.
In what follows, we explain how to express the service capacity region as a solution for a system of linear inequalities. Let
us consider a system in which object oi is stored on di nodes for i = 1, . . . , k. Then its demand ρi can be distributed across its
di service choices, each handling a fraction of ρi. Let us denote the portion of ρi that is assigned to the jth choice of oi with
ρ
(j)
i . Then we have ρi = ρ
(1)
i + · · ·+ ρ(di)i . We represent the stacked collection of all these per-node demand portions with the
following vector of size (d1 + · · ·+ dk)× 1:
xT =
(
ρ
(1)
1 , . . . , ρ
(d1)
1 , . . . , ρ
(1)
k , . . . , ρ
(dk)
k
)
.
Converting back to ρ from x is a matter of matrix-vector multiplication as ρ = T · x, where T is a binary matrix of size
k × (d1 + · · ·+ dk). System stability is ensured if and only if the total demand flowing into each node is less than its capacity
1. This can be expressed as a linear inequality for each node and a matrix inequality for the whole system of n nodes as
M · x ≺ 1, x  0, (2)
where ≺ and  denote the standard partial orderings in Rn, and 0 and 1 denote the all-zeros and ones vectors of length n.
Overall service capacity region of the system is given by
C = {ρ | ∃x; M · x ≺ 1, T · x = ρ, x  0} . (3)
M expresses the storage allocation and it is a binary matrix of size n× (d1 + · · ·+ dk). It is constructed by setting M [i, j]
to 1 if the demand portion x[j] flows into node-i, and to 0 otherwise. When storage redundancy is created with only object
replicas, each column of M becomes a binary representation of a node that stores the corresponding object copy. Precisely,
each column of M would consist of a single 1, and the position of this 1 within the column is equal to the position of the
6represented node within the sequence of all nodes. For instance for the system that stores a, b, c across three nodes by allocating
two service choices for each as {(a, c), (b, a), (c, b)}, we have
x =
(
ρ(1)a , ρ
(2)
a , ρ
(1)
b , ρ
(2)
b , ρ
(1)
c , ρ
(2)
c
)
, M =
1 0 0 0 0 10 1 1 0 0 0
0 0 0 1 1 0
 .
When storage redundancy consists of coded objects, some of the demand portions ρ(j)i ’s might be assigned to recovery
sets. A recovery set for an object is a set of nodes from which the object can be recovered. When a demand portion of ρ is
assigned to a recovery set, then a fraction of ρ capacity will be used up at each node within the recovery set. Then columns of
M that consist of multiple 1’s represent recovery sets for the corresponding objects. For instance for the storage allocation
{(a, b+ c), (b, a+ c), (c, a+ b)}, we have
x =
(
ρ(1)a , ρ
(2)
a , ρ
(1)
b , ρ
(2)
b , ρ
(1)
c , ρ
(2)
c
)
, M =
1 0 0 1 0 10 1 1 0 0 1
0 1 0 1 1 0
 .
Lemma 3. Service capacity region for any storage system is a convex polytope.
Proof. Convex polytope expressed by (2) in Rd1+···+dk+ consists of all demand portion vectors x’s under which the system is
stable. Capacity region C is the linear transformation of this polytope by T . Hence C is another convex polytope in Rk+.
As noted in Sec. II-A, we consider the case where object demands ρi’s are split across their choices such that load on the
maximally loaded storage node is minimized. This means that for a given object demand vector ρ, out of all demand portion
vectors x’s that satisfy (2), system will split the demands across the nodes according to x∗. This achieves the best possible
load balance. So that x∗ is the optimal solution for the following convex optimization problem:
min
x
‖M · x‖∞ ; T · x = ρ, x  0, (4)
where ‖·‖∞ denotes the infinity norm.
Copying an object, to a node that did not previously host it, increments the number of service choices for the object. We
next state a simple but useful fact as the first step to understanding the gains of increasing the number of service choices for
the objects.
Lemma 4. Let a system’s capacity region be C for a given storage allocation. Keeping the number of nodes fixed, let us store
an object replica (or a coded copy) on a node that did not previously host the object (or any object present in the coded copy).
Let C′ be the system’s capacity region for this modified allocation. Then C ⊂ C′.
Proof. See Appendix IX-C.
D. Performance Metrics
We now give precise definitions for the two metrics that we use to quantify load balancing performance in distributed storage.
First metric measures the system’s robustness against the presence of skews and changes in object popularities. We quantify
robustness as the fraction of demand vectors that are supported by the system in the simplex that consists of all vectors that
sum up to Σ.
Definition 3 (Measure of robustness). For a system with a given storage allocation, let the capacity region be the polytope C
and let SΣ be defined for a given cumulative load Σ as in (1). PΣ for the system is given by
PΣ = Volume (C
⋂SΣ)
Volume (SΣ) . (5)
PΣ is obviously 0 when Σ > n, hence we assume Σ ≤ n implicitly throughout. The shaded region in Fig. 1 illustrates the
intersection of the simplex SΣ and system’s capacity region. Recall that the demand vector (ρ1, . . . , ρk) offered on the system
is sampled uniformly at random from SΣ. Therefore another way to define PΣ is it is the probability that the system defined
by SΣ will be stable.
The expression given for PΣ in (5) is a useful geometric interpretation. It implies that once the capacity region of a system
is determined, evaluating PΣ for it becomes a computational geometry problem. Finding volumes or pairwise intersections of
convex polytopes are well studied problems, and numerous efficient algorithms are available to compute both in the literature,
e.g., see [26]. Eq.(5) essentially gives a recipe to exactly compute PΣ for a system with any given storage allocation. This also
together with the fact that service capacity region is a convex polytope (Lemma 3) implies PΣ is non-increasing in Σ.
Corollary 1. For any storage system, if Σ > Σ′ then PΣ ≤ PΣ′ .
Proof. See Appendix IX-B.
7Second metric measures the load imbalance across the storage nodes. In the balls-into-bins model, load imbalance is quantified
by the number of balls in the maximally loaded bin. Our metric is a continuous generalization of this. In addition, we relate the
load on the maximally loaded node to its smallest possible value. This makes our metric independent of the cumulative offered
load.
Definition 4 (Measure of load imbalance). Consider the system with n storage nodes operating under a cumulative load of
Σ. Load imbalance factor I for the system is defined as minimum of the maximal load on any node over all feasible loads,
divided by its minimum possible value, i.e., Σ/n.
It is given as
I = ‖M · x
∗‖∞
Σ/n
. (6)
where M is the binary matrix representing the system’s storage allocation (as described in Sec. II-C), and x∗ is the solution
for the minimization program given in (4).
Notice that I is always ≥ 1. We abstract away the resource sharing dynamics and other system related aspects and evaluate
performance through the metrics of load imbalance. It should be noted that this is the same approach taken in previous studies
with balls-into-bins models. Even though much complexity is abstracted away from the system model, load balance is a good
proxy to get an understanding of system’s performance in terms of response time. This is because the more evenly the load is
balanced, the smaller the system’s response time is. We argue this for illustrative purposes as follows. Let us suppose that
resource sharing at each storage node is implemented with a first-come first-served (FCFS) or a processor sharing (PS) queue.
Response time at a node will then get increasingly larger and more variable the greater the load is to the node. Let us denote the
average response time of node i under an average offered load of ρi ∈ (0, 1) with T (ρi). We know that under either FCFS or
PS queue, T (ρ) will scale as ρ/(1− ρ), which is a convex monotonically increasing function of ρ. Roughly, ρi/
∑n
i=1 fraction
of the request arrivals will experience an average response time of T (ρi). By Jensen’s inequality, we find for all non-negative
ρi’s that
n∑
i=1
ρi∑n
i=1 ρi
T (ρi) ≥ T
(
1
n
n∑
i=1
ρi
)
.
Notice that the right hand side of the above inequality is the average system response time when the load is perfectly balanced
across the nodes. This tells us that perfect load balance minimizes the average response time under any cumulative offered load.
The same argument given above can be used to observe that load balance is desirable to optimize other convex quantities such
as the second moment of response time.
Lemma 4 given in the previous sub-section says that storing an additional redundant object copy in the system expands the
service capacity region that is supported by the system. Keep in mind that the total capacity in the system does not change but,
by creating additional storage redundancy, we are able to use the available capacity more efficiently for content access. This
helps show how increasing storage redundancy improves load balancing performance in terms of PΣ and I.
Corollary 2. Consider a system with load balancing performance of PΣ and I . Suppose a new redundant object copy is stored
in the system as described in Lemma 4, and let P ′Σ, I ′ represent the metrics of load balancing performance for the modified
system. Then we have P ′Σ ≥ PΣ and I ′ ≤ I.
Proof sketch. By Lemma 4, C ⊂ C′. This together with (5) directly implies P ′Σ ≥ PΣ. In order to see I ≥ I ′, it is enough to
observe the following. For an arbitrary object demand vector ρ, let x be the demand portion vector that minimizes the load on
the maximally loaded node in the unmodified system. Given that C ⊂ C′, x is also achievable by the modified system.
E. Note on the proofs and notation
We place the proofs in Appendix in order not to disrupt continuity of the text. Throughout log refers to the natural logarithm,
and logi refers to i times iterated logarithm, e.g., log2(x) stands for log log(x).
III. LOAD BALANCING WITH NO REDUNDANCY
In this section we consider allocations in which each of the k objects is stored on only a single node and each of the n
nodes stores m = k/n different objects. We assume n|k. Demand for each object in this case has to be completely served by
the only node hosting the object, and each node has to serve the total demand for all objects stored on it.
As discussed in Sec. II-B, object demand vector (ρ1, . . . , ρk) can be described by k uniform spacings in [0,Σ]. Given that uni-
form spacings are exchangeable RV’s, we can say without loss of generality that node si stores objects o(i−1)m+1, . . . , oim. Then
load li exerted on si is given by li =
∑im
(i−1)m+1 ρj . For the system to be stable, all li’s must be < 1. Thus max{l1, . . . , ln} < 1
is necessary and sufficient for system stability. This implies PΣ for the system is given by Pr {max{l1, . . . , ln} < 1}. In the
uniform spacing literature, RV’s li have been studied and are called non-overlapping m-spacings. Their maximum is referred to
as the maximal non-overlapping m-spacing.
8Definition 5. Maximal non-overlapping m-spacing for k uniform spacings on the unit line is defined for k = m · n as
M
(no)
k,m = maxi=1,...,n
U(im) − U((i−1)m), or as max
i=1,...,n
im∑
j=(i−1)m+1
Sj .
In a system of n nodes storing k objects under a cumulative demand of 1, load on the maximally loaded node is given by
M
(no)
k,m . Using a combination of the ideas presented in [27]–[29], we can derive the following convergence results for M
(no)
k,m .
Lemma 5. For fixed m, as n→∞
Pr
{
M
(no)
k,m ·mn− log(n)− fn < x
}
→ G(x). (7)
where G(x) = exp (− exp(−x)) is the standard Gumbel function and fn = (m− 1) log2(n)− log((m− 1)!).
We have as n→∞
M
(no)
k,m ≤
log(n)
mn
+O
(
log2(n)
n
)
a.s. (8)
In addition
M
(no)
k,m ·mn
log(n)
→ 1 a.s. (9)
Proof. See Appendix IX-D.
Now we are ready to express the metrics PΣ and I for the system with single-choice allocation.
Lemma 6. In system with single-choice storage allocation,
PΣ = Pr
{
M
(no)
k,m < 1/Σ
}
, I = M (no)k,m · n. (10)
Proof. When system operates under a cumulative offered load of Σ, load on the maximally loaded node is given by M (no)k,m · Σ.
This together with the definition of PΣ (Def. 3) and I (Def. 4) gives us (10).
Using Lemma 6 and Lemma 5, we determine the behavior of PΣ and I for large n as follows:
Theorem 2. Consider a system with single-choice storage allocation. For fixed m, we have as n→∞
Pr {I ·m− log(n)− fn < x} → G(x), (11)
I ·m− fn
log(n)
→ 1 a.s. (12)
where fn = (m− 1) log2(n)− log((m− 1)!).
If Σn = bn · n/ log(n) for some sequence bn > 0, then we have in the limit n→∞
PΣn =
{
1 lim sup bn < m,
0 lim inf bn > m.
(13)
Proof. See Appendix IX-I
Remark 1. Theorem 2 implies for a system of n nodes with no redundancy and fixed m that load imbalance I = Θ (log(n)).
This is due to the following fact. As n increases, maximal load on any node decays as Σ/n in the case with perfect load
balancing. However due to the skews in popularity, demands for the popular objects go down as log(n)/n (recall Theorem 1).
This is why the load imbalance in the system grows with n as log(n). The scaling of load imbalance with log(n) as we find
here is aligned with the well-known result derived in the dynamic load balancing setting: if n balls arrive sequentially and each
is placed into one of the n bins randomly, maximally loaded bin will end up with Θ(log(n)/ log2(n)) balls w.h.p. [10].
In addition (12) shows that I decays multiplicatively with m for large scale systems. This implies that in large scale systems,
if system can support a cumulative load of Σ while storing k objects, it will be able to support a cumulative load of r × Σ
while storing k × r objects.
9IV. LOAD BALANCING WITH d-FOLD REDUNDANCY
In this section we consider d-choice allocations in which each of the k objects is stored on d different nodes (d-choices) and
each of the n nodes stores kd/n different objects.
As discussed in Remark 1, load imbalance I in the system decays with the number of objects (m) stored per node. We here,
also in Sec. VI, consider the worst case for load balancing, that is k = n. This makes the problem more tractable to formulate
and study the load balancing problem. This also makes it easier to explain and interpret the derived results. Results that we
present here can be extended for the general case with a fixed value of k/n > 1 by using arguments that are very similar to
those we discuss here.
In what follows, we first define and discuss maximal d-spacing. It is a mathematical object defined in terms of uniform
spacings and is instrumental while deriving our results. We then present our results on the load balancing performance of
systems with d-choice allocations.
A. Uniform spacings interlude
Definition 6 (Mk,d). Maximal d-spacing within k uniform spacings on the unit line is defined as
Mk,d = max
i=0,...,k−d
U(i+d) − U(i) or max
i=1,...,k−d+1
i+d−1∑
j=i
Sj ,
where d is any integer in [1, k], and U0 = 0 and Uk = 1 as given in Sec. II-B.
It is worth to note that maximal d-spacing Mk,d defined above is the overlapping counterpart of the maximal non-overlapping
m-spacing M (no)k,m defined in Def. 5. We extensively use the results presented in [24], [28], [30], [31] on Mk,d while deriving
our main results. We state the ones that we mainly use in the following.
Lemma 7. ( [31, Theorem 1]) For any integer d ≥ 1, we have as k →∞
Pr {Mk,d · k − log(k)− (d− 1) log2(k) + log((d− 1)!) ≤ x} → G(x). (14)
Lemma 8. ( [24, Theorem 2, 6]) For d = o(log(k)), we have as k →∞
Mk,d · k − log(k)
(d− 1) (1 + log2(k)− log(d))
→ 1 a.s. (15)
For d = c log(k) + o(log2(k)) with some constant c > 0,
Vk =
Mk,d · k − (1 + α)c · log(k)
log2(k)
satisfies
lim sup
k→∞
Vk = β
∗(1 + α)/α a.s.
lim inf
k→∞
Vk = −β†(1 + α)/α a.s.
(16)
where α is the unique positive solution of e−1/c = (1 + α)e−α, and β∗ and β† are constants taking values in [−0.5, 1.5] and
[−1.5,−0.5] respectively.
Uniform spacings we have considered so far are defined on the unit line segment. However, in order to evaluate load balancing
performance in systems with d-choice storage allocation, we need to consider uniform spacings on the unit circle.
Definition 7 (M (c)k,d). Maximal d-spacing within k uniform spacings on the unit circle is defined as
M
(c)
k,d = max
i=1,...,k
i+d−1∑
j=i
Si, where Si = Si−k for i > k.
We show in Appendix IX-E that results stated in Lemma 7 and 8 for maximal d-spacing on the unit line carry over to its
counterpart defined on the unit circle.
B. Evaluating PΣ and I for systems with d-choice storage allocation
A d-choice storage allocation defines a d-regular balanced bipartite mapping from the set of objects to the set of nodes,
which we refer to as the allocation graph. Its construction can be described as follows: i) Map primary copies for all objects to
nodes with a bijection f0, ii) For i going from 1 to d, map the ith redundant object copies to nodes with a bijection fi such
that fi(o) 6= fj(o) for every j < i and o. Thus every node stores a single primary and d− 1 redundant object copies, and each
copy stored on the same node is for a different object. We refer to a node with the id of the primary object copy stored on it,
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i.e., object oi is hosted primarily on si. Subscript in si or oi will implicitly denote i mod n throughout. We denote the set of
nodes that host object oi with Ci. In other words Ci consists of the service choices available for oi.
Number of service choices available for the objects is not the only factor that impacts load balancing performance in storage
systems. Layout of the content across the storage nodes also plays a role in load balancing. Given that the total number of
object copies stored in the system is greater than the number of storage nodes, we need to have |Ci ∩ Cj | > 0 for some j 6= i.
Overlaps between Ci’s might lead to contention when the content popularity is skewed towards objects with overlapping service
choices. Both number of overlapping Ci’s and size of the overlaps shall be minimized in order to improve load balancing
performance. However, size and number of overlaps cannot be reduced together given a fixed number of nodes in the system.
For every regular balanced d-choice allocation with object replicas we have
k∑
i=1
∑
j 6=i
|Ci ∩ Cj | = (d− 1)d · k, (17)
where | · | denotes the cardinality of a set. This equality follows by observing that each node serves as a service choice for d
different objects and each is counted in exactly d− 1 of the overlaps Ci ∩ Cj’s. It should be noted that the sum in (17) is
equal to twice the cumulative cardinality of the overlaps between all pairs of (Ci, Cj)’s. Main point to convey here is that
cumulative cardinality of the overlaps is fixed. Hence reducing size of overlaps between some of the Ci’s can only come at the
cost of enlarging overlaps between some other Cj’s.
We first consider the two following simple designs for constructing d-choice storage allocations.
Definition 8 (Clustering design). Suppose d|n. Simplest construction is to form clusters of d nodes such that each node within
the same cluster hosts the same set of d objects. In other words, fi’s to map object copies to nodes are chosen such that the
allocation graph is composed by n/d separate d-regular complete bi-partite graphs.
Definition 9 (Cyclic design). Next simplest design follows a cyclic construction by picking fi’s such that fi+1(o) = fi(o) + 1
mod n for i = 0, . . . , d− 1 and every o.
For instance, 3-choice allocation for 7 objects a, . . . , g with cyclic design would look likeag
f
 ba
g
 cb
a
 dc
b
 ed
c
 fe
d
 gf
e
 . (18)
For a given set of objects S, union of their choices Ci’s forms the node expansion of S, which we denote by N(S). If
|N(S)| = x, then there is at most x amount of capacity available for the joint use of the objects within S. It is surely impossible
to stabilize the system when the cumulative demand for S is greater than N(S). Thus it is desirable to increase the size of
node expansions in the allocation graph in order to guarantee stability for larger skews in content popularity. Greater expansion
for a given S requires reducing the size of overlaps between Ci’s for the objects in S. This would imply overlapping Ci’s with
the Cj’s of objects outside of S.
It is not easy to define a knob that regulates both the overlaps between Ci’s and the node expansions in the allocation graph.
We next define a class of allocations in which the overlaps and node expansions are loosely controlled by a single parameter.
Definition 10 (r-gap design). An allocation is an r-gap design if |Ci ∩ Cj | = 0 for j > i and min{j − i, n− (j − i)} > r.
Lemma 9. In a d-choice allocation with r-gap design, r ≥ d−1 and x ≤ |N(S)| ≤ x+2r for any S = {oi, oi+1, . . . , oi+x−1}
for any i.
Proof. See Appendix IX-F.
We can use the properties of r-gap design to find necessary and sufficient conditions for the stability of the storage system.
Lemma 10. Consider a system with d-choice storage allocation that is constructed with an r-gap design and operating under
a cumulative demand of Σ. Then for system stability, a necessary condition is given as
M
(c)
n,i ≤ (i+ 2r)/Σ, for any i = 1, . . . , n− 2r, (19)
and a sufficient condition is given as
M
(c)
n,r+1 ≤ d/Σ. (20)
In other words, we have for i = 1, . . . , n− 2r
Pr
{
M
(c)
n,r+1 ≤ d/Σ
}
≤ PΣ ≤ Pr
{
M
(c)
n,i ≤ (i+ 2r)/Σ
}
.
Proof. See Appendix IX-G.
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Notice that clustering or cyclic design is an r-gap design. Hence the necessary and sufficient conditions given in Lemma 10
for system stability are valid for storage allocation with either design. In addition, well-defined structure of these two designs
allows us to refine the results given in Lemma 10 as follows.
Lemma 11. In a d-choice allocation constructed with clustering or cyclic design
Pr
{
M
(c)
n,d ≤ d/Σ
}
≤ PΣ ≤ Pr
{
M
(c)
n,d+1 ≤ 2d/Σ
}
.
Proof. See Appendix IX-H.
Using the bounds given in Lemma 11, we can find an asymptotic characterization for PΣ and I as follows.
Theorem 3. Consider a system with d-choice storage allocation constructed with clustering or cyclic design.
When d = o (log(n)), in the limit n→∞ we have almost surely
1
2
≤ I · d
log(n) + (d− 1)(1 + log2(n)− log(d))
≤ 1. (21)
If Σn = bn · n/ log(n) for some sequence bn > 0, then in the limit n→∞
PΣn =
{
1 lim sup bn/d < 1,
0 lim inf bn/2d > 1.
(22)
When d = c log(n) for some constant c > 0, in the limit n→∞ we have almost surely
1
6
≤ 2cα
3(α+ 1)
· I · log(n)
log2(n)
≤ 1, (23)
where α is the unique positive solution of e−1/c = (1 + α)e−α. If Σn = bn · n/ log(n) for some sequence bn > 0, then in the
limit n→∞
PΣn =
{
1 lim sup bn · 1.5τ/d < 1,
0 lim inf bn · 0.25τ/d > 1,
(24)
where τ = c(1 + α)2/α.
Proof. See Appendix IX-J
Remark 2. Theorem 3 implies that load imbalance I = Θ (log(n)/d) when d = o (log(n)), and I = Θ (log log(n)/ log(n))
when d = Θ (log(n)). These imply that i) d choices for each object initially reduces load imbalance multiplicatively by d,
ii) there is an exponential reduction in load imbalance as soon as d reaches of order log(n), i.e., I goes from Θ(log(n)) to
Θ (log log(n)/ log(n)) as d goes from 1 to Θ (log(n)). Second implication extends Godfrey’s first observation in [13] to the
static setting under general offered load. Godfrey derived his results with the dynamic balls-into-bins model under light offered
load, i.e., when O(n) balls are sequentially placed into n bins. Godfrey’s second observation implies in the dynamic setting
that for any 1 < d < Θ (log(n)/ log log(n)), there exists a d-choice storage allocation such that incrementing d from 1 to 2
will not yield exponential reduction in load imbalance. First implication given above shows this observation of Godfrey for a
concrete storage design and extends it to the static setting under general offered load.
In what follows, we discuss some of our arguments using simulation results on I . We compute I by taking an average of its
values obtained from 105 simulation runs. Within each simulation run, object demand vector that is offered on the system is
sampled uniformly at random from the simplex SΣ, which is defined by a fixed Σ as in (1).
Fig. 2 plots I for n = 100. Notice that I is close to log(n) when d = 1 as suggested by Theorem 2. As d is incremented, I
decays as 1/d as suggested by Theorem 3. This illustrates that our asymptotic results are close estimates for the finite case.
Construction with r-gap design decouples Ci’s that are r-apart at the cost of enlarging the overlaps between those that are
close to each other, e.g., see this in the clustering or cyclic design. Balanced Incomplete Block Designs (BIBD) allow control
of the overlaps between every pair of Ci’s.
Definition 11 (BIBD, [21]). A (d, λ) block design is a class of equal-size subsets of X (the set of stored objects), called
blocks (storage nodes), such that every point in X appears in exactly d blocks (service choices), and every pair of distinct
points is contained in exactly λ blocks.
Since we assume k = n, block designs we consider are symmetric. A symmetric BIBD with λ = 1 guarantees that
|Ci ∩ Cj | = 1 for every j 6= i. Since this case represents the minimal overlap between Ci’s we focus on this case. By block
design in the remainder, we refer to (d, 1) symmetric BIBD. Since every pair of Ci’s overlaps at one node, we have
k∑
i=1
∑
j 6=i
|Ci ∩ Cj | = (k − 1)k.
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Fig. 2: Simulated average values for PΣ and I for a system that implements d-choice allocation with cyclic design. Cumulative offered load
on the system is set to Σ = 0.8n. System stores k = n objects across n nodes.
Then by (17), block designs are possible only if k = d2− d+ 1. For instance a 3-choice allocation with block design looks likeab
c
 af
g
 ad
e
 bd
f
 be
g
 cd
g
 ce
f
 (25)
The sufficient and necessary conditions presented in Lemma 10 cannot be used on a storage allocation with block design,
since they are not r-gap design. However using ideas that are similar to those used to derive Lemma 10, we can find the
following conditions on the system stability.
Lemma 12. Consider a system with d-choice allocation constructed with block design and operating under a cumulative
offered load of Σ. For stability of the system, a necessary condition is given as M (c)n,d ≤ (d2 − 2d + 3)/Σ and a sufficient
condition is given as M (c)n,d ≤ d/2Σ.
Proof. See Appendix IX-K.
Stability conditions given in Lemma 12 allow us to find bounds on PΣ and I for storage allocations with block design,
similar to those that were stated in Theorem 3. We do not state them here since they are obtained by simply modifying the
multiplicative factors in the bounds given in Theorem 3. The upper bound on I in this case decays as 1/d with increasing
d, which says that providing d service choices for each object initially reduces load imbalance at least multiplicatively by d.
However, the lower bound on I decays in this case as 1/d2, that is, block design can possibly implement better scaling of I in
d compared to clustering or cyclic design.
Our asymptotic analysis does not allow ordering different designs of d-choice storage allocations in terms of their load
balancing performance. As discussed previously, all d-choice allocations yield the same cumulative overlap between object
choices Ci’s (recall (17)) and each design gives a different way of distributing the overlaps across Ci’s. With simulations we
find that it is better to evenly spread the overlaps between Ci’s using block design, that is, many but consistently small overlaps
is better than fewer but occasionally large overlaps. Fig. 3 shows average I for systems with 3- and 5-choice allocations that
are constructed using clustering, cyclic or the block design. We see here, and other simulation results we omit, that the largest
gain in load balancing is achieved by moving from clustering to cyclic, while moving further to block design yields a smaller
gain in I. Furthermore cyclic design exists for any value of k, n and d < n, while block designs exist only for a restricted
set of k, n and d. Cyclic design therefore appears to be favorable for constructing multiple-choice storage allocations in real
systems.
Currently we don’t have a rigorous way to understand how designs with different overlaps compare with each other in terms
of PΣ or I. In the following subsection, we present our intuitive reasoning on why consistently small overlaps is better in
terms of load balancing than shrinking overlaps between some objects and making them larger for others.
C. On the impact of overlaps between the service choices of objects
Storage redundancy allows the system to split the demand for the popular objects across multiple nodes, hence enabling the
system to achieve better load balance across the nodes in the presence of skews in object popularities. In order to minimize the
risk of overburdening a storage node, a natural strategy would be to decouple the overlaps between the service choices (Ci’s)
for the objects that are expected to be more popular than others. In this paper we assume no a priori knowledge on the object
popularities; in particular we assume cumulative demand remains constant at Σ while all possible object popularity vectors
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Fig. 4: Service capacity region of regular balanced d-choice allocation for d = 1, 2, 3.
are equally likely, which implies that the object demands are distributed as the uniform spacings within [0,Σ] (Sec. II-A).
Our model then seeks to answer how one should design the overlaps between the service choices of objects when no a priori
knowledge is available on the object popularities.
Recall from (17) that all d-choice allocations yield the same cumulative overlap between object choices Ci’s and each design
gives a different way of distributing the overlaps across Ci’s. With simulations (as presented in Fig. 3) we found that in order
to achieve higher load balancing performance, it is better to spread the overlaps evenly across all pairs of objects (using
block design) than distributing them in an unbalanced manner by implementing smaller overlaps between some objects while
implementing larger number of overlaps between others (such as using clustering or cyclic design). Reducing the overlaps
between the service choices for a given set of objects S enlarges the node expansion of S (as explained in detail in Sec. IV-B),
hence increasing the capacity available for jointly serving the objects within S. However this leads to reduction in the node
expansion for other sets of objects, hence reducing the capacity available for the joint use of those objects.
Overall reducing the service choice overlaps between the objects that are known to be more popular than others will allow
the system to balance the offered load, which is expected to be skewed towards the popular objects, more effectively. However
reducing the overlaps for a particular set of objects is risky when we don’t know which objects are going to be more popular,
because this would increase the overlaps for other sets of objects, one of which might end up being the true set that is more
popular than others. This is exactly the case implemented in our offered load model; few objects will be highly popular while
most of them will have average popularity (as implied by R3 and R1) and we don’t know a priori which of those that are
highly popular. When no information is available on which objects will be more popular, it is not possible to select the objects
to decouple in their choices. Then the natural strategy would be to avoid the risk of large overlaps. Indeed the simulations
show for our case with no a priori knowledge on object popularities that allocating the service choices for a group of sets
of objects with smaller service choice overlap (as in clustering or cyclic design) performs on average worse than treating all
objects the same and minimizing the overlaps across the service choices of all pairs of objects (as in block design).
The rationale of favoring many but consistently small overlaps over fewer but occasionally larger overlaps has very recently
been observed to perform well also in the context of scheduling compute jobs with bi-modal job size distribution. Authors
in [32] consider replicating every arriving job (ball) across r nodes (bins), in which the overlaps between the set of nodes
assigned to subsequent jobs impact queueing times at the nodes. Authors observed that the most effective way to control the
overlaps across the subsequent node-assignment rounds is to use a block design, which balances the large jobs across the nodes
more effectively than cyclic or random job-to-node assignment strategies.
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V. INTERPRETING LOAD BALANCING PERFORMANCE WITH THE SHAPE OF SERVICE CAPACITY REGION
Fig. 4 plots the capacity region C for a system of three servers and three objects with d-choice allocation constructed with
cyclic design for d = 1, 2, 3, (Def. 9). When d = 1, C is given by the standard unit cube. Setting d = 2 extends C by a unit
length at the skew corners that lie on coordinate axes. We call them skew corners because the object demand vectors that are
close to the corners represent the load scenarios with skewed object popularities. Setting d = 3 extends the skew corners by
an additional unit of length and yields a simplex capacity region. This implies that the total capacity that is available in the
system (which is 3 in this example) can be arbitrarily used for serving any stored object when d = 3, i.e., when each object is
available at every server.
We previously observed that incrementing d from one to two yields the greatest increase in the system’s load balancing
performance and further increments yield diminishing gains (cf. Fig. 2). We here look into this through the geometric interpretation
of PΣ that was given in (5). As a Corollary of Lemma 4, capacity region for d-choice allocation is contained by that for
(d+ 1)-choice allocation. This can be seen for the example given in Fig. 4. Recall that SΣ is the k − 1 dimensional standard
simplex of side length Σ as defined in (1) and C is the k dimensional polytope representing the system’s capacity region. PΣ
is proportional to Vol(A) where A := SΣ ∩ C (by (5)), which increases with d, hence PΣ increases with d. A is a k − 1
dimensional polytope such that SΣ and A share the same (Chebyshev1) center. Again examples in Fig. 4 help seeing this.
In order to better understand the effect of incrementing d on the load balancing performance, let us go through the examples
given in Fig. 4. Suppose Σ = 3. Then we have Vol(SΣ) = 9
√
3/2. When d = 1, A = {(1, 1, 1)} and Vol(A) = 0, hence
PΣ = 0. When d = 2, A is a polygon with the set of vertices
{ (0, 1, 2), (0, 2, 1), (1, 0, 2), (1, 2, 0), (2, 0, 1), (2, 1, 0) }
and Vol(A) = 3√3, hence PΣ = 2/3. When d = 3, A = SΣ, hence PΣ = 1. This geometric view can be extended to larger
dimensions. Incrementing d extends C by a unit length in the skew corners, which also expands A. This expansion in A
happens outward from its center with equal amount in every direction when d is small. However, the boundary of SΣ does not
allow expansion in every direction beyond a value of d. Furthermore, the shape of SΣ causes the expansion per increment in d
to diminish in volume as d gets larger. Thus, the increase in Vol(A), so the increase in PΣ per increment in d diminishes as d
gets larger.
VI. d-FOLD REDUNDANCY WITH XOR’S
In this section we will answer Q3 posed in the Introduction. So far we have only considered d-choice storage allocations
with object replicas. A replicated copy adds a new service choice for only a single object, while a coded copy can add a new
choice simultaneously for multiple objects. When an XOR of r objects (i.e., r-XOR) is stored on a node that did not previously
host any of the XOR’ed objects, each of the r objects will gain a recovery set, i.e., a set of r nodes that can jointly serve the
object of interest.
We here consider the d-choice storage allocation with r-XOR’s, which is implemented by distributing the k exact object
copies and k(d− 1)/r of their r-XOR’ed copies evenly across the storage nodes while complying with Def. 1. This makes sure
that each object can be directly accessed through its exact copy and through d− 1 recovery sets. Note that we consider recovery
sets that contain a single XOR’ed object, which potentially is less storage efficient than schemes that have been previously
proposed based on batch codes [14]. For instance, the 3-choice allocation given in (18) with object replicas is implemented
with 2-XOR’s as [
a
d+ c
] [
b
f + g
] [
c
a+ b
] [
d
b+ e
] [
e
a+ d
] [
f
g + c
] [
g
e+ f
]
. (26)
Allocation with r-XOR’s reduces the storage overhead multiplicatively by r. However, object access from a recovery set
requires downloading an object copy from each of the r nodes that jointly implement the choice, hence download overhead of
object recovery grows multiplicatively with r. As a direct consequence of this, load imbalance factor grows additively with r as
stated in the following.
Theorem 4. Consider a system with d-choice storage allocation that is created with r-XOR’s, where r ≥ 2 is an integer.
When d = o (log(n)), in the limit n→∞ we have almost surely
1
2
≤ I · d
log(n) + βn,d
≤ 1, (27)
where βn,d = r(d− 1) (1 + log2(n)− log (1 + r(d− 1))), and if Σn = bn · n/ log(n) for some sequence bn > 0, then
PΣn =
{
1 lim sup bn/d < 1,
0 lim inf bn/2d > 1.
(28)
1Chebyshev center c of a set S is computed by solving minc,r{r | ‖x− c‖ ≤ r, ∀x ∈ S}
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When d = c log(n) for some constant c > 0, in the limit n→∞ we have almost surely
1
2
≤ I
(α+ 1)
(
3
2cα · log2(n)log(n) + r
) ≤ 1, (29)
where α is the unique positive solution of e−1/c = (1 + α)e−α, and if Σn = bn · n/ log(n) for some sequence bn > 0, then
PΣn =
{
1 lim sup 1.5τ · bn/d < 1,
0 lim inf 0.25τ · bn/d > 1,
(30)
where τ = c(1 + α)2/α.
Proof. See Appendix IX-L.
Remark 3. Theorem 4 implies that d-choice allocation with r-XOR’s achieves the same scaling of the load imbalance factor I
in d as if the service choices were created with replicas (as stated in Remark 2), while also reducing the storage requirement
multiplicatively by r. However, accessing an object from a recovery set requires downloading r object copies to recover one,
thus, increasing the object access overhead multiplicatively by r. As a consequence of this, I in this case increases additively
in r, which can be seen from its limiting value range given in (27) and (29).
A. A note on the constructing d-choice allocations with r-XOR’s
A d-choice storage allocation with r-XOR’s consists of k exact and k(d− 1)/r of r-XOR’ed object copies, and distributes
them across the nodes in a way that complies with the balanced and regular allocation requirements given in Def. 1. This
means each object has d− 1 XOR’ed choices, thus each object should be a part of d− 1 different XOR’ed copies. In addition,
sets of objects that are XOR’ed together should not intersect pairwise at more than one object since this would violate the
requirement that service choices must be disjoint for each object.
Clearly, d-choice allocation with r-XOR’s does not exist for all values of k, n, and d. First of all, as described previously
in this Section, k(d− 1)/r of r-XOR’ed object copies are required, which means we need to have r|k(d− 1). Second, the
requirement that XOR’ed sets should intersect pairwise at most at one object is similar to a block design. Indeed the 3-choice
allocation with 2-XOR’s given in (26) is constructed based on a symmetric BIBD with λ = 1 (see Def. 11 and the following
paragraph). We do not address the construction of d-choice allocations with r-XOR’s, but only study their load balancing
performance by assuming their existence.
VII. CONCLUSIONS
Storage systems need to have the ability to balance the offered load across the storage nodes in order to provide fast and
predictable content access performance. Data objects are replicated across multiple nodes in modern systems to implement
robust load balancing in the presence of skews and changes in object popularities. In this paper, we developed a quantitative
answer for two natural questions on implementing resource efficient distributed storage with robust load balancing ability: 1)
How does the ability of load balancing improve per added level of storage redundancy for each data object? 2) Can storage
efficient alternatives be used instead of replication to improve load balancing?
As an answer for the first question, we found that system’s load balancing performance initially improves multiplica-
tively with the level of added storage redundancy d. Somewhat interestingly, once d reaches within a linear range of
log(total # of storage nodes), system’s load balancing performance improves exponentially. As an answer for the second
question, we found that implementing storage redundancy with XOR’s of r objects rather than object replicas yield the same
improvement in load balancing performance, while also reducing the storage overhead multiplicatively by r. However, accessing
a data storage by decoding from XOR’ed content requires jointly accessing r storage nodes (in contrast to a replica being
available at a single node), which reduces the load balancing performance multiplicatively by r.
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IX. APPENDIX
The following expression of Mk,d=1 (maximal spacing within k uniform spacings in the unit line) is well known
Mk,d=1 =
max {E1, . . . , Ek}
E1 + · · ·+ Ek in distribution,
where the Ei’s denote i.i.d. unit-mean Exponential random variables (RV’s).
Joint distribution of the k uniform spacings on the unit line (S1, . . . , Sk) is known to be the same as the joint distribution
of (E1/Σ, . . . , Ek/Σ) where Σ = E1 + · · · + Ek. Using this representation, maximal non-overlapping m-spacing within k
uniform spacings on the unit line can be expressed as follows.
Lemma 13. For k = mn, we have
M
(no)
k,m =
max {Γ1, . . . ,Γn}
Γ1 + · · ·+ Γn in distribution,
where Γi’s are i.i.d. as Gamma with a shape parameter of m and a rate of 1, i.e., Γi =
∑m
j=1Ej .
A. Proof of Lemma 1
Proof. As discussed in Sec. IV-B, a regular balanced d-choice allocation with object replicas defines a balanced d regular
bipartite mapping from the set of objects and the set of nodes, which we refer to it as the allocation graph. First, by Ko˝nig’s
theorem, every regular bipartite graph has a perfect matching, hence the allocation graph has a perfect matching.
Let S be a set of objects and N(S) denote its neighborhood, i.e., the set of all nodes that host at least one of the objects
in S. Since the allocation graph has a perfect matching, by Hall’s theorem, we have |N(S)| ≥ |S| for every S. This shows
that the storage allocation defines a (k, kd, n, n, 1) batch code. Given that the graph is d regular, it can only qualify for a
(k, kd, d, n, 1) multiset batch code.
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B. Proof of Corollary 1
Proof. Recall that system stores k objects. Let us denote its capacity region with C and denote its intersection with SΣ with
TΣ. Notice that SΣ′ is obtained by scaling SΣ down with Σ′/Σ, hence we have
Volume(SΣ′)/Volume(SΣ) = (Σ′/Σ)k.
For any x ∈ TΣ ⊂ C, its scaled version Σ′/Σ · x also lies in C. This comes from the convexity of C. (Notice that origin
0 ∈ C.) Let us then scale down TΣ with Σ′/Σ, and denote it with T ′Σ. Then T ′Σ will also lie in C. We also know that
Volume(T ′Σ)/Volume(TΣ) = (Σ′/Σ)k.
We have T ′Σ ⊆ C
⋂SΣ′ , then
PΣ′ = Volume(C
⋂SΣ′)
Volume(SΣ′) ≥
Volume(T ′Σ)
Volume(SΣ′) =
Volume(TΣ) · (Σ′/Σ)k
Volume(SΣ) · (Σ′/Σ)k = PΣ.
C. Proof of Lemma 4
Proof. Let the initially given storage allocation that yields the capacity region C be described by the matrices T and M (in the
sense of (2)). The described modification on the allocation says that a new service choice is added for one of the stored objects
by creating an additional service choice for the object via replicating it on a node that did not previously host the object, or by
adding a new choice simultaneously for multiple objects via encoding the objects together and storing the coded copy on a
node that did not previously host any of the encoded objects. We consider these two cases separately in the following.
When the new service choice is created with replication: Let a tagged object be copied to a node that did not previously
host the tagged object. The newly added choice can be captured by adding a new column to both allocation matrices T and
M . Without loss of generality, suppose this new column is appended to both matrices at the end. Let us denote the modified
versions of these matrices as T ′ and M ′ respectively.
First, we show that any point in C also lies in C′. Let us define D = {x | M · x  1, x  0}, and D′ similarly with M ′.
Let p ∈ C, then there is an x in D such that p = T · x. Let us generate x′ by appending a 0 at the end of x. Then, x′ ∈ D′
since M ′ · x′ = M · x  1, and T ′ · x′ = p. Thus, p also lies in C′, which implies C ⊆ C′.
Next, we show that there is at least one point that lies in C′ but not in C. Suppose that the tagged object is stored in d+ 1
nodes after its number of choice is incremented (the modification). Then, the system can supply (d+ 1)C of demand for the
tagged object and zero demand for all other objects, while it could not supply this before the modification is implemented on
the storage allocation. This together with the fact that C ⊆ C′ implies C ⊂ C′.
When the new service choice is created with coding: Let a new coded object copy be stored on a node that did not previously
host any of the objects that constitute the coded copy. This adds a new choice for multiple objects simultaneously, which can be
captured (as in the case above with replication) by adding new columns to allocation matrices T and M . The same arguments
used above for the case with replication can be easily repeated here to show C ⊂ C′ holds for this case as well.
D. Proof of Lemma 5
Proof. Proof of (7): By Lemma 13, we have
M
(no)
k,m =
max {Γ1, . . . ,Γn}
Γ1 + · · ·+ Γn in distribution, (31)
where k = m · n and Γi’s are i.i.d. as Gamma with a shape parameter of m and a rate of 1.
From Darling [27, Sec. 3], we know for fixed m as n→∞
Pr
{
1/M
(no)
k,m > m
n
log(n)
− (m− 1)mn log2(n)
log2(n)
+m log(Γ(m))
n
log2(n)
+m
n
log2(n)
x
}
→ G(x). (32)
From this we get
Pr
{
M
(no)
k,m <
log(n)
mn
(
1− (m− 1) log2(n)
log(n)
+
log(Γ(m))
log(n)
− x
log(n)
)−1}
→ G(x).
Defining
αn =
x
log(n)
+ (m− 1) log2(n)
log(n)
− log(Γ(m))
log(n)
,
we can write
Pr
{
M
(no)
k,m <
log(n)
mn
(1− αn)−1
}
→ G(x).
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Using Taylor expansion on 1/(1− αn), we can write
Pr
{
M
(no)
k,m <
1
mn
(
x+ log(n) + (m− 1) log2(n)− log(Γ(m))
)}
→ G(x),
which gives us (7).
Proof of (9):
For the maximal spacing Mk,d=1 in k uniform spacings on the unit line, results in [28, Theorem 2.1] imply
lim
k→∞
Mk,d=1 · k/ log(k) = 1 a.s. (33)
The same theorem actually shows that error in the above convergence is O(log2(k)/ log(k)) a.s. as k →∞. The presented
proof follows from the following
Pr {|Mk,d=1 · k/ log(k)− 1| > δk} = O(k−δk) (34)
for any sequence such that δk log(k)→∞ and δk → 0 as k →∞.
Recall that M (no)k,m refers to the maximal non-overlapping m-spacing in k = n ·m uniform spacings on the unit line. By
applying the argument that is used to prove [28, Theorem 2.1], we here show that a modified version of (33) holds also for
M
(no)
k,m . In the statement of the Lemma, this is expressed in (9).
The following bound, which is similar to that given in [24, Lemma 7], will allow us to obtain a result almost the same as
(34). Let uk be a fixed sequence to be defined later. Using the representation of M
(no)
k,m that is given in (31)
Pr
{
M
(no)
k,m > uk
}
= Pr
{
M
(no)
k,m > uk;
n∑
i=1
Γi ≤ k − k3/4
}
+ Pr
{
M
(no)
k,m > uk;
n∑
i=1
Γi > k − k3/4
}
≤ Pr
{
n∑
i=1
Γi ≤ k − k3/4
}
+ Pr
{
max {Γ1, . . . ,Γn} > uk
(
k − k3/4
)}
(a)
≤ e−
√
k/2 + n · γm
(
uk
(
k − k3/4
))
,
(35)
where i) Γi’s are i.i.d. as Gamma with a shape parameter of m and a rate of 1, ii) (a) follows by a large deviation argument
on the left side of the expression and a union bound on the right side, iii) γm denotes the tail distribution of Γi as
γm(x) ∼
∫ ∞
x
um−1
Γ(m)
e−udu.
For some sequence δk > 0, let us set
uk =
(1 + δk) log(k) + (m− 1) log2(k)
k
.
We know by [24, Lemma 5] that as x→∞
γm(x) ∼ x
m−1
Γ(m)
e−x.
Now define k = k−1/4 and further suppose that δk = O(log2(k)/ log(k)). Then we get
γm
(
uk
(
k − k3/4
))
∼ ((1− k) ((1 + δk) log(k) + (m− 1) log2(k))))
m−1
Γ(m) · k(1+δk)(1−k) log(k)(m−1)(1−k)
≤ O
(
k−(1+3δk/4)
)
.
(36)
Substituting this estimate into (35) we obtain
Pr
{
M
(no)
k,m > uk
}
≤ O
(
n−δk/2
)
. (37)
Arguing as in the proof of [28, Theorem 2.1], let us define the subsequence kt, t = 1, 2, . . . to be kt = be
√
2tc where
rounding is to the largest multiple of m. Further choose the subsequence δkt to be
δkt =
log(t)
α
√
t
= O
(
log2(kt)
log(kt)
)
.
Notice that δkt as given above satisfies our previous assumptions: δkt · log(t)→∞ and δkt → 0 as t→∞.
For 0 < α < 1/
√
2 we have ∑
t
k
−δkt/2
t =
∑
t
e− log(t)/(α
√
2) <∞.
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Then by Borel-Cantelli lemma, it follows that the inequality
M
(no)
kt,m
>
(1 + δkt) log(kt) + (m− 1) log2(kt)
kt
occurs finitely often. Thus we have
M
(no)
kt,m
≤ log(kt)/kt +O (log2(kt)/kt) a.s. (38)
Given that (kt+1 − kt) ∼ kt/ log(kt), again from Darling [27, Sec. 3] we have the following bound for 0 ≤ ` ≤ kt+1 − kt∣∣∣∣ log(kt + `)kt + ` − log(kt)kt
∣∣∣∣ = O(` · log(kt)kt · kt+1
)
≤ O(1/kt) (39)
Clearly M (no)kt,m ≥M
(no)
kt+`,m
. Therefore it follows from (38) and (39) that
M
(no)
k,m ≤ log(k)/k +O (log2(k)/k) a.s.
This shows (8).
We can therefore conclude that
lim sup
k→∞
M
(no)
k,m · k/ log(k) ≤ 1. (40)
Given that M (no)k,m ≥Mk,d=1, from (33) it immediately follows
lim inf
k→∞
M
(no)
k,m · k/ log(k) ≥ 1.
This together with (40) implies us that as k →∞
M
(no)
k,m · k/ log(k)→ 1 a.s.
This gives us (9).
E. Maximal d-spacing on the unit circle
We here show that the maximal d-spacing Mk,d for k ordered uniform samples on the unit circle (see Def. 7) converge to its
counterpart M (c)k,d that is defined on the unit line. We are aware that almost sure convergence implies, convergence in probability,
which then implies convergence in distribution. However in the following, we present the convergence first in distribution, then
in probability, finally in almost sure sense because we believe it contributes to a better understanding of the arguments.
Lemma 14. For d < k,
Pr {Mk,d > x} ≤ Pr
{
M
(c)
k,d > x
}
≤ k
k − d Pr {Mk,d > x} . (41)
Proof. Let us denote the events {Mk,d > x} and
{
M
(c)
k,d > x
}
respectively with L and C.
First inequality is easy to see; if a sequence of spacings s = (s1, s2, . . . , sk) ∈ L then s ∈ C, while the opposite direction
may not hold. Thus, L ⊆ C, hence Pr{L} ≤ Pr{C}.
Next we show the second inequality. Let s ∈ L. Then, at least k− d different permutations of s lie in L. In order to see this,
let the maximal d-spacing within s be m = (si, . . . , si+d−1). Shifting (by feeding what is shifted out back in the sequence at
the opposite end) s to left by at most i− 1 times will preserve m, hence each of the i− 1 shifted versions will also lie in L.
Similarly, shifting s to right by at most k − (i + d − 1) times will also preserve m. We call such permutations, which are
obtained by shifting with wrapping around, a cyclic permutation.
Let us introduce a set L′ ⊂ L such that for any s ∈ L′, no cyclic permutation of s lies in L′. L contains at least k − d
cyclic permutations of every s ∈ L′. This together with the fact that all sequences of spacings are equally likely (Lemma 2)
gives us (k − d) Pr{L′} ≤ Pr{L}.
Now let s′ ∈ C. All k − 1 cyclic permutations of s′ will also lie in C (recall that we are now working on the unit circle).
This together with the fact L′ ⊂ L ⊆ C and Lemma 2 gives us k · Pr{L′} = Pr{C}. Putting it all together, we have
Pr{C}/k = Pr{L′} ≤ Pr{L}/(k − d), which yields the second inequality.
A simpler way to find the second inequality in (41) is given as follows. Recall that the uniform samples, together with
the 0 point, are ordered on the unit circle as 0, U1, . . . , U(k−1). Let us denote the index of the sample at which the maximal
d-spacings starts with I , e.g., I = i means that the maximal d-spacing starts at the ith minimum uniform sample, I = 0 means
it starts at the point of 0. We have
Pr {Mk,d > x} ≥ Pr
{
M
(c)
k,d > x; I ≤ k − d+ 1
}
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since the event on the right implies the event on the left. The right hand side of this inequality can be written as
Pr
{
M
(c)
k,d > x
}
· (k − d)/k,
using the independence of the events and the fact that I is uniform on 1, . . . , k.
Lemma 15. For d = o(k), M (c)k,d/Mk,d → 1 in probability as k →∞.
Proof. It is easy to see M (c)k,d ≥Mk,d. Let D = M (c)k,d −Mk,d and S be the set of all sequence of spacings for which D > 0.
For every s ∈ S, d− 1 of its cyclic permutations (see the Proof of Lemma 14 for the definition of a cyclic permutation) also
lie in S while the remaining k − d of them lie in Sc (complement of S). Thus, for every d points in S, there are at least
k − d points in Sc, and all the points in S or Sc (i.e., all spacings) have the same probability measure (by Lemma 2). This
gives us the following upper bound Pr{D > 0} = Pr{S} ≤ d/k, which → 0 as k → ∞. This implies M (c)k,d/Mk,d → 1 in
probability.
In order to use the results known for the convergence of Mk,d in probability or a.s. while we work with M
(c)
k,d, we need the
following Lemma.
Lemma 16. For d = o(k), M (c)k,d/Mk,d → 1 a.s. as k →∞.
Before we move on with the proof of Lemma 16, we next express the maximal d-spacing M (c)k,d on the unit circle in terms of
the two different instances of its counterpart defined on the unit line.
Let 2m + 1 ≥ 1 be arbitrary and place 2m + 1 i.i.d. uniform random variables on the unit circle with 0 ≤ U(1) ≤ . . . ≤
U(2m+1) ≤ 1 where the points 0 and 1 are identified. Let O denote the linear sequence starting at 0 and P be the linear
sequence starting at U(m+1) the median, without loss of generality. We know U(m+1) = a ∈ (0, 1) almost surely. By adding
further i.i.d. uniform variates we get two sequences of uniform spacings with parameter k ≥ 2m+ 1, where the first starts at O
and the second at P .
Let dk = o(k) be a sequence of dk-spacings for the kth realisation. Let M
(c)
k,dk
be the maximal circular dk-spacing on the
previously constructed unit circle (as defined in Def. 7), and let M (O)k,dk , M
(P )
k,dk
be the maximal dk-spacing for the unit line
segments that stretch along the sequences O and P respectively. We say that the circular spacings are covered by O and P if
any circular dk-spacing on the circle is either a dk-spacing for O or for P (or both). This will always be the case if the number
of intervening points Nk going from the beginning of O to the beginning of P clockwise is such that Nk ≥ dk and also for
the number of points Mk going from the end of P to the end of O clockwise. Clearly if the circle spacings are covered by O
and P ,
M
(c)
k,dk
≤ max
{
M
(O)
k,dk
,M
(P )
k,dk
}
. (42)
We now show that a.s. for any sequence there is a Kd sufficiently large so that ∀k ≥ Kd it holds that Nk,Mk ≥ dk. It is
enough to show this for Nk as the same argument will apply to Mk.
The interval from the beginning of O to the beginning of P has length a (recall U(m+1) = a) and therefore
Nk/k → a a.s.
by the strong law of large numbers. Therefore ∃K such that ∀k ≥ K, Nk ≥ a×k2 and a > 0 a.s. Since dk = o(k) it
follows that ∃KN ≥ K such that Nk ≥ dk, k ≥ KN . By the same argument ∃KM such that Mk ≥ dk, k ≥ KM . Now
Kd = max{KN ,KM} is the required number and it follows that inequality (42) holds ∀k ≥ Kd a.s.
Now we are ready to prove Lemma 16, that is to show M (c)k,d/Mk,d → 1 a.s.
Proof. First, given that M (c)k,d ≥Mk,d, we have
lim inf
k→∞
M
(c)
k,d/Mk,d ≥ 1. (43)
Next using (42), we have
M
(c)
k,d ≤ max
{
M
(O)
k,dk
,M
(P )
k,dk
}
.
This allows us to find
lim sup
k→∞
M
(c)
k,d/Mk,d ≤ max
{
lim sup
k→∞
M
(O)
k,d /Mk,d, lim sup
k→∞
M
(P )
k,d /Mk,d.
}
This, together with the fact that M (O)k,d and M
(P )
k,d converge to Mk,d a.s., gives us
lim sup
k→∞
M
(c)
k,d/Mk,d ≤ 1. (44)
Putting (43) and (44) together completes the proof.
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In the following, we show that the results given in Lemma 7 and 8 for Mk,d carry over to M
(c)
k,d.
Lemma 17. For any integer d ≥ 1, we have as k →∞
Pr
{
M
(c)
k,d · k − log(k)− (d− 1) log2(k) + log((d− 1)!) ≤ x
}
→ G(x). (45)
Proof. Let us first denote the event that the maximal d-spacing on the unit circle lies between the 1st and kth uniform sample
with E, meaning that (M (c)k,d | E) = Mk,d. Since the maximal spacing is equally likely to start at any one of the uniform
samples U0, . . . , Uk−1, we have Pr {E} = (k − d)/k. Let us also define
fk = log(k) + (d− 1) log2(k)− log((d− 1)!).
By the law of total probability
Pr
{
M
(c)
k,d · k − log(k)− fk < x
}
= Pr
{
M
(c)
k,d · k − log(k)− fk < x;E
}
+ Pr
{
M
(c)
k,d · k − log(k)− fk < x;Ec
}
. (46)
Left hand side of the sum above can be bounded as
Pr
{
M
(c)
k,d · k − log(k)− fk < x;E
}
(a)
= Pr {Mk,d · k − log(k)− fk < x;E}
(b)
≥ Pr {Mk,d · k − log(k)− fk < x} − Pr {Ec} ,
where (a) follows from (M (c)k,d;E) = (Mk,d;E), and (b) comes from the inequality for events A and B
Pr {A;B} = Pr {B} − Pr {B;Ac} ≥ Pr {B} − Pr {Ac} .
Putting this in (46) gives us
Pr
{
M
(c)
k,d · k − log(k)− fk < x
}
≥ Pr {Mk,d · k − log(k)− fk < x} − Pr {Ec}+ Pr
{
M
(c)
k,d · k − log(k)− fk < x;Ec
}
,
where
Pr
{
M
(c)
k,d · k − log(k)− fk < x;Ec
}
→ 0
since Pr {Ec} = d/k → 0 as k →∞. Overall this gives us
lim inf
k→∞
Pr
{
M
(c)
k,d · k − log(k)− fk < x
}
≥ lim inf
k→∞
Pr {Mk,d · k − log(k)− fk < x} .
Given that M (c)k,d ≥Mk,d, we have the lower bound
lim sup
k→∞
Pr
{
M
(c)
k,d · k − log(k)− fk < x
}
≤ lim sup
k→∞
Pr {Mk,d · k − log(k)− fk < x} .
Both the lower and upper bounds given above are equal to G(x) by Lemma 7, hence showing (45).
Lemma 18. For d = o(log(k)), we have as k →∞
M
(c)
k,d · k − log(k)
(d− 1) (1 + log2(k)− log(d))
→ 1 a.s.
Proof. For brevity, let us define the function
f(x) =
x · k − log(k)
(d− 1) (1 + log2(k)− log(d))
.
The fact that M (c)k,d ≥Mk,d gives us
f
(
M
(c)
k,d
)
≥ f (Mk,d)
for k sufficiently large a.s. By (15) in Lemma 8, the right hand side of the above inequality → 1 as k →∞ a.s. Then we have
lim inf
k→∞
f
(
M
(c)
k,d
)
≥ 1. (47)
Inequality (42) gives us
f
(
M
(c)
k,d
)
≤ f
(
max
{
M
(O)
k,dk
,M
(P )
k,dk
})
for k sufficiently large a.s. This implies that
lim sup
k→∞
f
(
M
(c)
k,d
)
≤ max
{
lim sup
k→∞
f
(
M
(O)
k,d
)
, lim sup
k→∞
f
(
M
(O)
k,d
)}
.
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By (15) in Lemma 8,
lim sup
k→∞
f
(
M
(O)
k,d
)
= 1 and lim sup
k→∞
f
(
M
(P )
k,d
)
= 1 a.s..
Hence we have
lim sup
k→∞
f
(
M
(c)
k,d
)
≤ 1.
This together with (47) concludes the proof.
Lemma 19. For d = c log(k) + o(log2(k)) with some constant c > 0,
Vk =
M
(c)
k,d · k − (1 + α)c · log(k)
log2(k)
satisfies
lim sup
k→∞
Vk = c
∗(1 + α)/α a.s.
lim inf
k→∞
Vk = −c†(1 + α)/α a.s.
(48)
where α is the unique positive solution of e−1/c = (1 + α)e−α, and c∗ and c† are constants taking values in [−0.5, 1.5] and
[−1.5,−0.5] respectively.
Proof. Shown applying the same ideas used in the proof of Lemma 18 given above.
F. Proof of Lemma 9
Proof. Recall that nodes are indexed by the index of the primary object copies they store, i.e., node si stores the primary copy
for object oi for i = 1, . . . , k. We denote the set of choices for oi with Ci.
Proof of r ≥ d− 1: We first prove that r ≥ d− 1 by contradiction. Suppose r < d− 1. Pick an arbitrary object oi with the set
of choices Ci. Then oi−r is co-located together with oi on one of the nodes in Ci, which we refer to as s∗. Given that s∗ is a
choice for oi, any object stored on it need to be in the set {oi−r, oi−r+1, . . . , oi+r}. By now s∗ stores oi and oi−r by design,
then we now look at the remaining d− 2 storage slots of s∗. Given that s∗ ∈ Ci, r-gap allocation dictates that s∗ can store
only objects within {oi−r, . . . , oi+r}. We assumed that s∗ stores oi−r which means s∗ ∈ Ci−r as well. So if s∗ stores any
object in {oi+1, . . . , oi+r} then Ci−r ∩ Cj 6= ∅ for some j > i, which would violate the definition of r-gap design. Therefore
all the remaining d− 2 storage slots of s∗ need to be occupied by the objects in the set O = {oi−r+1, . . . , oi−1}, which means
there needs to be at least d− 2 different objects within O (the same object cannot be store multiple times on the same node),
implying r ≥ d− 1.
Perhaps, an easier way to show this is given as follows. The objects which may share a node with an object i are those
within a set
Si = {rmin ≤ i ≤ rmax}
where rmax − rmin ≤ r and we apply arithmetic mod n. Such sets always contain at most r + 1 elements. For example if
r = 2 and i = 3, we may take the set {2, 3, 4}, if n ≥ 5, which has 3 = r+ 1 elements. Or if n = 6, i = 5 and r = 4 we may
take the set {5, 6, 1, 2, 3} and note that 3− 5 + 6 = 4 using arithmetic mod 6. The set contains 5 elements.
Now consider an object i and the corresponding node set Ci. It has d2 slots which have to be occupied. Since all sets
containing i have at most r+ 1 elements under an r gap design, it must be the case that (r+ 1)d ≥ d2 which implies r ≥ d− 1.
Proof of the lower bound for the node expansion of sets of objects: We next show that x ≤ N(S) ≤ x + 2r for
any S = {oi, . . . , oi+x−1} for i = 1, . . . , n. Allocation defines a regular bipartite graph, then by Hall’s theorem we have
|N(S)| ≥ x. The copies of oi can expand across at most ni−r, . . . , ni+r, and the copies of oi+x−1 can expand at most across
ni+x−1−r, . . . , ni+x−1+r. Then S can expand at most across ni−r, . . . , ni+x−1+r, meaning |N(S)| ≤ x+ 2r.
G. Proof of Lemma 10
Proof. Necessary condition: System is surely unstable if a set of objects S has a cumulative offered load larger than |N(S)|.
Lemma 9 states that every consecutive i objects expands across at most i+ 2r nodes, meaning that the system can possibly
be made stable only if the cumulative offered load for any i consecutive objects is less than i+ 2r, which is exactly what is
expressed in (19).
Sufficient condition: Suppose that the maximum offered load on any r consecutive objects is d, which can be described with
the maximal r-spacing as M (c)n,r · Σ ≤ d (recall Σ is the cumulative offered load on the system).
Let x be an integer in [1, n]. Consider the following spiky load scenario starting at ox; offered load ρi for oi is d when
i = x+ (r+ 1)j, j = 0, 1, . . . , bn/(r+ 1)c and 0 otherwise. In this case, an offered load of magnitude d for each spiky object
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oi can be supplied by using up the capacity in all the nodes available in its set of d choices Ci since all other objects that
overlap with oi in their service choices have 0 offered load (by the r-gap design property). System can supply the spiky load
regardless of the value for x. Given that the system’s service capacity region is convex (Lemma 3), any convex combination of
any set of spiky load scenarios can also be supplied by the system. This can be expressed as follows: system can operate under
stability as long as the offered load on every r + 1 consecutive objects is at most d, which implies (20).
H. Proof of Lemma 11
Proof. Lower bounds come from substituting r = d− 1 in those given in Lemma 10. Upper bounds come from observing that
every d + 1 consecutive objects expand to at most 2d nodes in the design with clustering, and every d consecutive objects
expand to 2d− 1 nodes in the design with cyclic construction.
I. Proof of Theorem 2
Proof. Recall that the load at the maximally loaded node lmaxn is given by M
(n)
k,m · Σn. Almost sure convergence given in (9)
implies for Σn = bn · n/ log(n) that
lmaxn ·m/bn → 1 a.s.
This implies in the limit n→∞ for any δ > 0
Pr {|lmaxn ·m/bn − 1| > δ} = Pr {lmaxn > bn/m · (1 + δ)}+ Pr {lmaxn < bn/m · (1− δ)} → 0.
Given that both terms in the sum above is non-negative, we have
Pr {lmaxn > bn/m · (1 + δ)} → 0, Pr {lmaxn < bn/m · (1− δ)} → 0.
Recall from (10) that PΣn is given by Pr {lmaxn < 1}. Then the convergence of probabilities given above implies (13).
(11) and (12) come from substituting I = M (n)k,m · n (by (10)) in the convergence results given in Lemma 5.
J. Proof of Theorem 3
Proof. We first need to recall Lemma 11; under a cumulative demand of Σ, M (c)n,d · Σ ≤ d is sufficient and M (c)n,d · Σ ≤ 2d is
necessary for the system stability. Here we will refer to d as dn to make it explicit that it is a sequence in n.
Proof of (22): In this case d = o (log(n)). Almost sure convergence given in (15) together with Lemma 16 implies for
Σn = bn · n/ log(n) that
M
(c)
n,d · Σn/bn → 1 a.s.
Recall that M (c)n,d · Σn/dn ≤ 1 is sufficient and M (c)n,d · Σn/2dn ≤ 1 is necessary for system stability, which respectively imply
that PΣn → 1 if lim supn→∞ bn/dn < 1, and PΣn → 0 if lim infn→∞ bn/2dn > 1, hence (22).
Proof of (24): In this case d = o (log(n)). Almost sure convergence given in (16) together with Lemma 16 implies for
Σn = bn · n/ log(n) that in the limit n→∞ we have almost surely
0.5τ ≤M (c)n,d · Σn/bn ≤ 1.5τ.
Then the sufficient and necessary conditions (as used in the previous step while showing (22)) for system stability imply (24).
Proof of (21) and (23): In order to prove (21), let us now suppose that content access capacity at each node is C, in which
case the sufficient and necessary conditions for stability are respectively written as M (c)n,d ·Σ ≤ dC and M (c)n,d ·Σ ≤ 2dC. Using
these we find that C ≥M (c)n,d · Σ/d is sufficient and C ≥M (c)n,d · Σ/2d is necessary for system stability. This means that the
maximum load on any node in the system will lie in [M (c)n,d · Σ/2d, M (c)n,d · Σ/d], which implies that the load imbalance factor
I for the system lies in [M (c)n,d · n/2d, M (c)n,d · n/d].
Finally using the results of almost sure convergence given for Mn,d in Lemma 8 (hence given for M
(c)
n,d as well due to
Lemma (16)), we find (21) and (23).
K. Proof of Lemma 12
Proof. We use the following fact, which we refer to as F here: in a storage allocation with block design, every pair objects
overlaps at exactly one node in their choices.
Necessary condition: Expansion of a set S of d objects is maximized (of size d2) when the choices for each object are pairwise
disjoint. This is not possible due to F. Let us start forming S by picking an arbitrary object oi with the set of choices Ci. In
order to maximize the expansion of S, let us form the rest of S by selecting one object from each node in Ci. Given F, no pair
in S \ oi is hosted on the same node. However, this does not prevent all objects within S \ oi to be hosted on some other node
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(since a node hosts d different objects). In this case the expansion of S will consist of d+ (d− 1) + (d− 2)2 = d2 − 2d+ 3
nodes, which gives us the necessary condition for stability.
Sufficient condition: We here consider the spiky load scenario discussed in the proof of Lemma 10; let x be an integer in
[0, n], and the offered load for oi is ρ if i = x+ dj for some j = 0, 1, . . . , bn/dc and 0 otherwise. Let us refer to objects with
spiky load as “a spiky object”. Each spiky object shares its d choices with every other spiky object, and the worst case sharing
is when the object has to share d− 1 of its choices with others. In the worst case, system is stable only if ρ ≤ 1 + (d− 1)/2,
which gives us the sufficient condition for stability.
L. Proof of Theorem 4
Proof. This proof is very similar to that of Theorem 3, except that it is more subtle due to the fact that there is no cyclic
equivalence of regular balanced d-choice allocation with XOR’s unlike the case in allocations with object replicas. That is
why we first find auxiliary cyclic allocations that serve as lower or upper bound on the load balancing ability of the d-choice
allocation with r-XOR’s (this is what makes the proof subtle and lengthy), then we derive our results by studying these auxiliary
cyclic allocations.
We start by showing sufficient and necessary conditions for the system stability.
(i) Sufficient condition for system stability: This part consists of three intermediate steps.
Step 1: Cyclic allocation with r-XOR’s. Consider a cyclic d-choice allocation in which for each object oi that is primarily
stored on node si, d− 1 choices (recovery sets) are formed by the d− 1 consecutive disjoint r-sets of nodes that come right
after si (in the order of node indices, by wrapping around the sequence of nodes if necessary). For instance, in 3-choice cyclic
allocation over nodes [1, . . . , 6] with r = 2, pairs of nodes (s5, s6) and (s1, s2) can jointly serve the object o4 that is primarily
stored on s4 (recall that we assume the total number of stored objects k is equal to the total number of storage nodes n).
Notice that a cyclic allocation cannot be truly implemented with XOR’s. This is because an additional r-XOR’ed copy adds
a new choice simultaneously for r objects over a set of r + 1 nodes, and it is not possible for all these added choices to be a
proper cyclic choice. For instance, let objects a, b and c be stored on nodes s1, s2 and s3 respectively, and let us store a+ b
on s3. Then, s2 and s3 form a choice for a, which is a proper cyclic choice, while s1 and s3 form a choice also for b and this
is improper for a cyclic allocation, which we simply refer to as a non-cyclic choice. However, it is still possible to create an
allocation that implements both cyclic and non-cyclic choices with XOR’s, then restrict it to behave as a cyclic allocation as
follows. Firstly, each of the d− 1 cyclic recovery choices can be created for each object via a separate XOR’ed copy. These
XOR’ed copies will incur non-cyclic choices as discussed, but we will ignore and never use them for object access. For instance
in the previous example, the incurred non-cyclic choice implemented by a, a+ b stored on (s1, s3) can be ignored and never
used to access b, while a new proper cyclic choice can be added for b by storing b+ c on s4. In the following we use cyclic
allocation, which is created with the restriction described here, merely as a tool to derive our results.
Step 2: Cyclic achieves smaller capacity region than non-cyclic. Capacity region of non-cyclic (our regular balanced) allocation
with XOR’s contains that of its cyclic counterpart. It is slightly subtle to see why this statement is true; we explain it as
follows. In non-cyclic d-choice allocation with r-XOR’s, each node participates in at most k · d/r different choices, while in its
cyclic counterpart, each node participates in exactly k · d/r different choices. In other words, non-cyclic allocation is using the
capacity at the nodes more efficiently than its cyclic counter part, while implementing the same number of choices for each
object. This expands the capacity region everywhere, or keeps it the same at worst. To better understand this, consider the
following example of a 2-choice allocation with 2-XOR’s and its corresponding allocation matrix[
a
e+ f
]
,
[
b
]
,
[
c
a+ b
]
,
[
d
]
,
[
e
c+ d
]
,
[
f
]
M =

1 0 0 0 0 0 0 0 0 1 0 1
0 1 1 0 0 0 0 0 0 0 0 0
0 1 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 0 0 1 1 0 0 0
0 0 0 0 0 0 0 0 0 1 1 0
 . (49)
We next briefly explain what M represents. System achieves stability by splitting (balancing) the demand for each object
across its d choices in such a way that no node is over burdened (i.e., each node is exerted a load of < 1). Each service choice
for an object is either implemented by a single (primary) node or jointly by r nodes (an XOR’ed choice). Portion of an object’s
demand that is forwarded to and supplied by one of its XOR’ed choices flows simultaneously into the r nodes that jointly
implement the choice. Each 1 within the ith row of M represents the assignment of an object’s demand portion to node si.
For instance, s1 implements the first (primary) choice for a (hence the first 1 in the 1st row), and participates in the second
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choice for objects e and f (hence the second and third 1 in the 1st row). The cyclic counterpart of the allocation given above
in (49) would be [
a
e+ f
]
,
[
b
f + a
]
,
[
c
a+ b
]
,
[
d
b+ c
]
,
[
e
c+ d
]
,
[
f
d+ e
]
M c =

1 0 0 0 0 0 0 0 0 1 0 1
0 1 1 0 0 0 0 0 0 0 0 1
0 1 0 1 1 0 0 0 0 0 0 0
0 0 0 1 0 1 1 0 0 0 0 0
0 0 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 0 1 0 1 1 0
 , (50)
where the incurred non-cyclic choices are ignored in M c, e.g., a is never accessed from f + a and f . Each row sums to 3 in
M c, while half the rows sum to less than 3 in M (notice the additional 1’s in M c). In other words, non-cyclic allocation
implements the same number of choices for each object with smaller overlap between different choices compared to its cyclic
counterpart. A node’s capacity is shared by all the service choices in which the node participates implementing. Thus, it is
better to have less overlap between choices in terms of achieving greater capacity region. This is the “inefficiency” of cyclic
allocation that causes it to achieve smaller capacity region than its non-cyclic counterpart.
Let D = {x | M · x  1, x  0}, and Dc be defined similarly with M c. It is easy to see that any x in Dc will also lie in
D (recall the additional 1’s in M c). In addition, non-cyclic d-choice allocation and its cyclic counterpart share the same T
(i.e., the other allocation matrix that yields the capacity region C (or Cc) by transforming D (or Dc); recall from Sec. II-C).
Thus, we have C ⊇ Cc. This together with Def. 3 implies that probability PΣ for non-cyclic d-choice allocation is at least as
large as that for its cyclic counterpart.
Step 3: A sufficient condition for the stability of cyclic allocation. Recall from Lemma 10 how we found sufficient condition for
stability when the allocation is constructed with the clustering or cyclic (r-gap in general) designs. Using the same arguments,
a sufficient condition for the stability of the cyclic d-choice allocation with r-XOR’s is found as M (c)n,1+r(d−1) ·Σ ≤ d, where Σ
is the cumulative offered load on the system and M (c)n,1+r(d−1) is the maximal (1 + r(d− 1))-spacing for n uniform spacings
on the unit circle. The reason for caring about (1 + r(d− 1))-spacing’s in this case (rather than d-spacing’s as was the case for
allocations with object replicas) is because an object’s first choice is implemented by the (primary) node that stores the object,
and its XOR’ed choices are implemented by the d− 1 disjoint r-sets of nodes following up the primary node in (cyclic) order.
The reason for keeping the right hand side of the sufficient condition unchanged at d (as for the allocations with replication)
is that object access from an r-XOR’ed choice requires accessing all r nodes that jointly implement the choice, so r(d− 1)
nodes that form the d − 1 XOR’ed choices for an object can at most provide a capacity of d − 1, which together with the
capacity of the primary node adds up to d.
Final Step: Putting it all together. As discussed above, PΣ for cyclic d-choice allocation is a lower bound for that of its
non-cyclic counterpart. Thus, the sufficient condition M (c)n,1+r(d−1) · Σ ≤ d for the stability of cyclic allocation will also be
sufficient for the stability of its non-cyclic counterpart (i.e., our regular balanced allocation).
(ii) Necessary condition for system stability: We again here relate the cyclic allocation with r-XOR’s as introduced in part
(i) to its non-cyclic counterpart (our regular balanced allocation). We do this again in three intermediate steps that are in the
same spirit with those given in part (i).
Step 1: Cyclic-plus allocation. Recall in part (i) that we created a cyclic d-choice allocation by firstly adding all k(d − 1)
XOR’ed copies that are necessary to implement the d − 1 cyclic choices for each object, and then ignoring the incurred
non-cyclic choices by never considering them for object access (e.g., recall the non-cyclic allocation in (49) and its cyclic
counterpart in (50)). Let us also consider and use the incurred non-cyclic choices for object access here, and refer to this form
of the allocation as cyclic-plus.
Cyclic-plus achieves greater capacity region than non-cyclic. Capacity region of cyclic-plus allocation will contain that of
its non-cyclic counterpart, which together with Def. 3 implies that PΣ for cyclic-plus allocation will be at least as large as that
of its non-cyclic counterpart. This is because cyclic-plus allocation implements all the choices that its non-cyclic counterpart
implements and plus some additional choices (e.g., compare (49) with (50)), which will yield at least as large of a capacity
region everywhere as the one without the additional choices.
Step 2: A necessary condition for the stability of cyclic-plus allocation. In cyclic-plus d-choice allocation, there are d cyclic
and d non-cyclic choices for each object. Notice that each non-cyclic choice for an object is due to a cyclic choice of another
object. Consider an object primarily stored on si, then si+1 mod n participates in this object’s first cyclic choice and all of
its non-cyclic choices. This is a direct consequence of how cyclic choice with XOR’s are constructed. For instance, consider
object a in (50), its first cyclic choice is (b, a+ b) and its only non-cyclic choice is (f + a, a), where both b and f + a are
stored on the node that comes right after a’s primary node. Thus, all of the d additional non-cyclic choices and the first cyclic
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choice for an object depend on a single node, which will be a bottleneck when these choice need to be used simultaneously to
access the object. In other words, all of these d+ 1 choices (one cyclic and d non-cyclic) can simultaneously yield at most as
much capacity as of a single node’s capacity.
Due to the bottleneck node described above, even the additional non-cyclic choices are not sufficient to achieve stability in
a cyclic-plus d-choice allocation with r-XOR’s when any 1 + r(d− 1) consecutive nodes have a cumulative offered load of
> 2d− 1, that is when M (c)n,1+r(d−1) ·Σ > 2d− 1, hence a necessary condition for its stability is given as M (c)n,1+r(d−1) ·Σ ≤ 2d.
This is easy to see using the exact same arguments we used to show the corresponding necessary stability condition in Lemma 10
for d-choice allocation with object replicas.
Final Step: Putting it all together. We showed above that probability PΣ for cyclic-plus allocation is an upper bound on that
of its non-cyclic counterpart, thus M (c)n,1+r(d−1) · Σ ≤ 2d is also a necessary stability condition for non-cyclic (our regular
balanced) d-choice allocation.
In the remainder, we will refer to d as dn to make it explicit that it is a sequence in n. We will also refer to 1 + r(d− 1) as
D.
Proof of (28) and (30). Follows from the exact same arguments used in the Proof of respectively (22) and (24) (Theorem 3).
Proof of (27) and (29). Using the same arguments used in the Proof of (21) and (23) (Theorem 3), we can conclude here that
load imbalance factor I for the system lies in [M (c)n,D · n/2d, M (c)n,D · n/d]. And again similarly, using the results of almost sure
convergence given for Mn,D (hence for M
(c)
n,D due to Lemma 16) in Lemma 8, we find (27) and (29).
