We introduce an offline dynamic Steiner network problem in which a directed graph, as well as changes to its vertices and edges over a set of discrete times, are given as input; the goal is to find a minimal sub-graph satisfying a set of k time-sensitive connectivity demands. This problem is motivated by our work in computational biology, and naturally arises when the task is to infer cellular signaling cascades from high throughput measurements of protein activity. We show that this problem, Dynamic Directed Steiner Network (D-DSN), is NP-hard to approximate to a factor of k − , for every fixed k ≥ 2 and > 0. This bound is tight, as certified by a trivial approximation algorithm. Conceptually this demonstrates, in contrast to known approximability and fixed-parameter tractability results for the traditional Steiner problems, that a time dimension adds considerable complexity even when the problem is offline.
Introduction
In molecular biology applications, networks are routinely defined over a wide range of basic entities such as proteins, genes, metabolites, or drugs, which serve as nodes. The edges in these networks can have different meaning, depending on the particular context. For instance, in protein-protein interaction (PPI) networks, edges represent physical contact between proteins, either within stable multi-subunit complexes or through transient causal interactions (i.e., an edge (x, y) means that protein x can cause a change to the molecular structure of protein y and thereby alter its activity). The body of knowledge encapsulated within the human PPI network (tens of thousands of nodes and hundreds of thousands of edges in current databases, curated from thousands of studies [Ca+15] ) is routinely used by computational biologists to generate hypotheses of how various signals are transduced in eukaryotic cells [Wu+13] . The basic premise is that a process that starts with a change to the activity of protein u and ends with the activity of protein v must be propagated through a chain of interactions between u and v. The natural extension regards a process with a certain collection of protein pairs {(u 1 , v 1 ), . . . , (u k , v k )}, where we are looking for a chain of interactions between each u i and v i . In most applications, the identity of u i and v i is assumed to be known (or inferred from experimental data), while the identity of the intermediate nodes and interactions is unknown. The goal therefore becomes to complete the gap and find a probable subgraph of the PPI network that simultaneously enables signals between all the protein pairs, thereby explaining the overall biological activity. Since the edges in the PPI network can be assigned with a probability value (reflecting the credibility of their experimental evidence), and by taking the negative log of these values as edge weights, the task becomes minimizing the total edge weight, leading to an instance of the Steiner network problem. We have previously used this approach to study the propagation of a stabilizing signal in pro-inflammatory T cells, leading to the identification of a new molecular pathway (represented by a subgraph of the PPI network) that is critical for mounting an auto-immune response, as validated experimentally by perturbation assays and disease models in mice [Wu+13] . Variations on this idea have been used successfully by [Sco+05] , [HF09] , [Yos+09] , [BS+12] and others.
While these studies contributed to the understanding of signal transduction pathways in living cells, they ignore a critical aspect of the underlying biological complexity. In reality, proteins (nodes) can become activated or inactivated at different points in time and with different dynamics, thereby giving rise to a PPI network that changes over time [PSS10] . Recent advances in mass-spectrometry based measurements provide a way to estimate these changes at high throughput (e.g., measuring phosphorylation levels or overall protein abundance, proteome-wide) [Kan+15] . The next challenge is therefore to study connectivity problems that take into account not only the endpoints of each demand, but also the time (or condition) in which this demand should be satisfied. This added complication was recently tackled by Mazza et al. [Maz+14] , who introduced the "Minimum kLabeling (MKL)" problem. In this setting, each connectivity demand comes with a label, which represents a certain experimental condition or time point. The task is to label edges in the PPI network so as to satisfy each demand using its respective label, while minimizing the number of edges in the resulting subgraph and the number of labels used to annotate these edges. They give a minimal theoretical analysis of MKL, then present an ILP-based algorithm that works well in several experiments. While MKL was an important first step, the challenge remains to satisfy connectivity demands for different conditions, while taking into account changes to the activity of proteins under each condition, thus providing more reliable hypotheses for the mechanism of signal transduction. Simplifying the experimentally-measured activity of proteins to a binary view of presence/absence, the work presented here aims to address this challenge.
A time-varying perspective on Steiner problems also naturally fits into several lines of work in theoretical computer science. We briefly summarize a few of them here.
Directed Steiner problems The Steiner tree problem, along with its many variants and generalizations, is a core family of NP-hard combinatorial optimization problems. The following is a brief overview of several lines of research that motivate the present work.
In the Directed Steiner Network problem (DSN), we are given a weighted directed graph G = (V, E, w) and k connectivity demands (a 1 , b 1 ), . . . , (a k , b k ) ∈ V × V ; the goal is to find a minimumweight subgraph H ⊆ G in which each a i has a path to b i .
When k is fixed, DSN admits a polynomial-time exact algorithm [FR99] . For general k, Chekuri et al. [Che+11] gave the best known approximation algorithm with ratio O(k 1/2+ ) for any fixed > 0 (see also [FKN09] , which gives the same guarantee for a slightly more general problem). On the complexity side, Dodis and Khanna [DK99] showed that there is no polynomial-time O(2 log 1− n )-approximation for DSN unless NP ⊆ DTIME n polylog(n) . An important special case of DSN is Directed Steiner Tree (DST), in which all demands have the form (r, b i ) for some root node r. This problem has a O(k )-approximation scheme [Cha+99] and a lower bound of Ω(log 2− n), assuming NP ⊆ ZPTIME n polylog(n) [HK03] .
It is an open question whether a polylogarithmic approximation is possible.
Online Steiner problems Steiner problems (mostly undirected) have also been studied in the online setting. Imase and Waxman [IW91] first posed the online Steiner tree problem, and showed algorithms for approximating the lowest-cost tree. Since then, algorithms have been devised which deal with numerous variations in the online setting, and which guarantee low update times [Łąc+15] .
Offline dynamic connectivity Some attention has been given to offline or semi-offline problems in which the input contains a time dimension, but the algorithm receives all temporal changes up-front before having to provide any (possibly online) output.
Eppstein [Epp94] considered an offline version of the dynamic Minimum Spanning Tree (MST) problem: given a sequence of edge updates (insertions, deletions, or weight changes) as input up-front, compute a corresponding sequence of changes to the MST. This advance knowledge of the changes to the graph enables faster MST "updates" than in the online scenario.
In a more recent line of work, Łącki and Sankowski [ŁS13] defined a graph timeline: a sequence of undirected graphs G 1 , . . . , G T on a common vertex set V , such that each G i and G i+1 differ by at most one edge. They presented algorithms which, given a graph timeline and some offline processing time, can then quickly answer online queries about whether there exists a u-v path in any or all of the graphs G i , . . . , G j . Their results were subsequently improved by [KŁ15] .
In this paper, we introduce offline dynamic versions of Directed Steiner Network. One way to frame such a problem is to fix the vertex set V , but give each edge a set of existence times:
1. A directed graph G = (V, E, w) with non-negative edge weights.
2. An existence function σ : E × [T ] → {0, 1}, where T is a positive integer. Intuitively, σ(e, t) states whether edge e ∈ E exists at time t ∈ [T ].
Output: A minimum-weight subgraph H ⊆ G such that all demands are satisfied at their respective times: for each (a, b, t) ∈ D, H contains an a → b path P along which all edges exist at time t. That is, ∀e ∈ P : σ(e, t) = 1.
This problem formulation naturally arises from our work on PPI networks: the nodes V represent proteins; the edges E represent protein interactions, weighed by the confidence of the supporting experimental data (for e ∈ E, w(e) = − log(p(e)) where p(e) is the probability associated with interaction e); the existence function σ can be derived from a proteome-wide assay, e.g., measuring protein abundance or phospnorylation levels over a set of T time points or experimental conditions. Notably, while in this setting we assign states of presence/absence to proteins (nodes), it is mutually polynomial-time reducible with the formulation above (where the existence function is defined over the edges; see subsection 2.1). The connectivity demands include pairs of proteins (a, b) that represent the known end points of an unknown signal transduction cascade that is active in experimental condition t ∈ [T ]. Finally, the desired output is a maximum-probability subgraph of the PPI network G that explains the transduction of signals between all the queried protein pairs in the respective experimental condition, while taking into account the experimentally-derived information of protein presence/absence.
Our Results
We show that Edge-Dynamic Directed Steiner Network and closely related problems are NP-hard to approximate to within a factor of k − , for every k ≥ 2 and every > 0. Thus the best approximation ratio one can hope for is k, which is easily achieved by taking the union of shortest paths for each demand. This contrasts the non-dynamic Steiner network problems, which have exact polynomial-time solutions when k is constant.
Our proof is via a reduction from Feige's k-prover system [Fei98] , which can be viewed as an extension of the Label Cover problem to partite hypergraphs. In section 3, we give a sketch of the reduction, as well as an example, before presenting the full proof.
We can easily show that Edge-Dynamic Directed Steiner Network is equivalent to node-dynamic and node-and-edge-dynamic variants of the problem. Thus the hardness result applies to all three. The node-dynamic variant gives rise to a nice flow-based integer linear program. We perform experiments using the ILP that suggest its usefulness on instances of modest size, and make our software available for public use 1 .
Lastly, we discuss special cases. When the k demands exist in far fewer than k time points, it is easy to o(k)-approximate these problems using black boxes for the classic DSN problem. In another, in which the edge existences have a monotonicity property, we have been unable to devise a nontrivial approximation algorithm, and leave it as a compelling open problem.
Preliminaries

Problem Variants
There are several natural ways to formulate the dynamic directed Steiner network problem. With respect to approximability, we will soon show that the following are equivalent:
Definition 2.1 (Edge-Dynamic Directed Steiner Network (ED-DSN)). This is the formulation described before: the inputs are G = (V, E, w), σ :
The task is to find a minimum-weight subgraph that satisfies all of the demands. Definition 2.2 (Node-Dynamic Directed Steiner Network (ND-DSN)). In this variant, nodes have existence times given by a function ρ : V × [T ] → {0, 1}, and each edge (u, v) ∈ E exists precisely when u and v both do. A path satisfies a demand at time t iff all edges along that path exist at t.
Definition 2.3 (Dynamic Directed Steiner Network (D-DSN)).
In this fully dynamic variant, both existence functions ρ (for nodes) and σ (for edges) are given as input. To make the problem welldefined, we are guaranteed that if ρ(u, t) = 0 or ρ(v, t) = 0, then σ((u, v), t) = 0. A path satisfies a demand at time t iff all its nodes and edges exist at t.
Additionally, define the parameterized problems k -ND-DSN, k -ED-DSN, and k -D-DSN to be the same problems respectively, but restricted to having exactly k connectivity demands.
The following observation enables our hardness results to apply equally to all three problem variants, and lets us slightly simplify the presentation. (k -D-DSN reduces to k -ND-DSN) Let (u, v) be an edge existent at a set of times τ (u, v), whose endpoints exist at times τ (u) and τ (v). To make this a k -ND-DSN instance, create an intermediate node x (u,v) existent at times τ (u, v), an edge (u, x (u,v) ) with the original weight w(u, v), and an edge (x (u,v) , v) with zero weight. A solution of cost W in the k -D-DSN instance corresponds to a k -ND-DSN solution of cost W , and vice-versa.
(k -ND-DSN reduces to k -ED-DSN) Let (u, v) be an edge whose endpoints exist at times τ (u) and τ (v). To make this a k -ED-DSN instance, set the edge to exist at times τ (u, v) ← τ (u) ∩ τ (v). Every node now exists at all times, and every edge keeps its original weight. A solution of cost W in the k -ND-DSN instance corresponds to a k -ED-DSN solution of the same cost, and vice-versa.
Label Cover
Our reductions are from Label Cover and its generalization to partite hypergraphs, both of which we now state.
Definition 2.4 (Label Cover (LC)
). An instance of this problem consists of a bipartite graph G = (U, V, E) and a set of possible labels Σ. The input also includes, for each edge (u, v) ∈ E, projection functions π
: Σ → C, where C is a common set of colors; Π = {π e v : e ∈ E, v ∈ e} is the set of all such functions.
A labeling of G is a function φ : U ∪ V → Σ assigning each node a label. We say a labeling φ satisfies an edge
The task is to find a labeling that satisfies as many edges as possible.
The above definition is a slight generalization of the original formulation given in [Aro+93] . It has the following gap hardness, which follows easily from the PCP theorem [Aro+98] combined with Raz's parallel repetition theorem [Raz98] .
Theorem 2.1. For every > 0, there is a constant |Σ| such that the following promise problem is NP-hard: Given a Label Cover instance (G, Σ, Π), distinguish between the following cases:
• (YES instance) There exists a total labeling of G; i.e. a labeling that satisfies every edge.
• (NO instance) There does not exist a labeling of G that satisfies more than |E| edges.
Label Cover has the following natural generalization, with a similar approximation gap:
). An instance of this problem consists of a k-partite, k-regular hypergraph G = (V 1 , . . . , V k , E) (that is, each edge contains exactly one vertex from each of the k parts) and a set of possible labels Σ. The input also includes, for each hyperedge e ∈ E, a projection function π e v : Σ → C for each v ∈ e; Π is the set of all such functions. A labeling of G is a function φ : k i=1 V i → Σ assigning each node a label. There are two notions of edge satisfaction under a labeling φ:
• φ strongly satisfies a hyperedge e = (v 1 , . . . , v k ) iff the labels of all its vertices are mapped to the same color, i.e. π e
• φ weakly satisfies a hyperedge e = (v 1 , . . . , v k ) iff there exists some pair of vertices v i , v j whose labels are mapped to the same color, i.e. π e
Theorem 2.2. For every > 0 and every fixed integer k ≥ 2, there is a constant |Σ| such that the following promise problem is NP-hard: Given a k -Partite Hypergraph Label Cover instance (G, Σ, Π), distinguish between the following cases:
• (YES instance) There exists a labeling of G that strongly satisfies every edge.
• (NO instance) Every labeling of G weakly satisfies at most |E| edges.
Theorem 2.2 easily follows from Feige's k-prover system [Fei98] by taking the number of repetitions to be (a constant depending on k and ) large enough so that the error probability drops below .
Hardness of Dynamic Steiner Problems
Overview of the Reduction
We first outline our strategy for reducing Label Cover to the dynamic Steiner problems; specifically, we reduce to 2-ED-DSN. A similar hardness for k -ED-DSN is obtained by using the same ideas, but reducing from k -Partite Hypergraph Label Cover.
Consider the nodes u 1 , . . . , u |U | on the "left" side of the LC instance. We build, for each u i , a gadget (which is a small subgraph in the Steiner instance) consisting of multiple parallel directed paths from a source to a sink-one path for each possible label for u i . We then chain together these gadgets, so that the sink of u 1 's gadget is the source of u 2 's gadget, and so forth. Finally we create a connectivity demand from the source of u 1 's gadget to the sink of u |U | 's gadget, so that a solution to the Steiner instance must have a path from u 1 's gadget, through all the other gadgets, and finally ending at u |U | 's gadget. This path, depending on which of the parallel paths it takes through each gadget, induces a labeling of the left side of the LC instance. We build an analogous chain of gadgets for the nodes on the right side of the LC instance.
The last piece of the construction is to ensure that the Steiner instance has a low-cost solution if and only if the LC instance has a consistent labeling. This is accomplished by setting all the u i gadgets to exist only at time 1, setting the v j gadgets to exist only at time 2, and then merging certain edges from the u i -gadgets with edges from the v j -gadgets, replacing them with a single, shared edge that exists at both times. Intuitively, the edges we merge are from paths that correspond to labels that satisfy the Label Cover edge constraints. The result is that a YES instance of LC (i.e. one with a total labeling) will enable a high degree of overlap between paths in the Steiner instance, so that there is a very low-cost solution. On the other hand, a NO instance of LC will not result in much overlap between the Steiner gadgets, so every solution will be costly.
Let us define some of the building blocks of the reduction we just sketched:
• A bundle is a graph gadget consisting of a source node b 1 , sink node b 2 , and parallel, disjoint strands (defined shortly) from b 1 to b 2 .
• A chain of bundles is a sequence of bundles, with the sink of one bundle serving as the source of another.
• A simple strand is a directed path of the form b 1 → c 1 → c 2 → b 2 .
• In a simple strand, we say that (c 1 , c 2 ) is the contact edge. Contact edges have weight 1; all other edges in our construction have zero weight.
• More generally, a strand can be made more complicated, by replacing a contact edge with another bundle (or even a chain of them). In this way, bundles can be nested, as shown in Figure 3 .1.
• We can merge two or more simple strands from different bundles by setting their contact edges to be the same edge, and making that edge existent at the union of all times when the original edges existed (Figure 3 .2). Before formally giving the reduction, we illustrate a simple example of its construction.
Example 3.1. Consider a toy Label Cover instance whose bipartite graph is a single edge, label set is Σ = {1, 2}, and projection functions are shown: Our reduction outputs this corresponding 2-ED-DSN instance:
1 -s t r a n d (u, ∅, v, 1)-path 2 -s t r a n d (u, 1, v, 2)-path (u, 2, v, 2)-path 1 -s t r a n d 2 -s t r a n d
Blue (green) edges exist at time 1 (2). The demands are (u S 1 , u S 2 , 1) and (v S 1 , v S 2 , 2). The gadget for the Label Cover node u (the blue subgraph) consists of two strands, one for each possible label. In the v-gadget (green subgraph), the strand corresponding to a labeling of '2' branches further, with one simple strand for each agreeing labeling of u. Finally, strands (more precisely, their contact edges) whose labels map to the same color are merged.
The input is a YES instance of Label Cover whose optimal labelings (u gets either label 1 or 2, v gets label 2) correspond to 2-ED-DSN solutions of cost 1 (both gadgets traverse the (u, 1, v, 2)-path, or both traverse the (u, 2, v, 2)-path). If this were a NO instance and edge e could not be satisfied, then the resulting 2-ED-DSN gadgets would have no overlap.
Inapproximability for Two Demands
We now formalize the reduction in the case of two demands; later, we extend this to general k. Theorem 3.1. 2-ED-DSN is NP-hard to approximate to a factor of 2 − for every constant > 0.
Proof. The reduction is from Label Cover. Given the LC instance (G = (U, V, E), Σ, Π), construct a 2-ED-DSN instance (a graph G S , along with two connectivity demands) as follows. Create nodes u S 1 , . . . , u S |U |+1 and v S 1 , . . . , v S |V |+1 . Let there be a bundle from each u S i to u S i+1 ; we call this the u i -bundle, since a choice of path from u S i to u S i+1 in G S will indicate a labeling of u i in G. The u i -bundle has a strand for each possible label ∈ Σ. Each of these -strands consists of a chain of bundles-one for each edge (u i , v) ∈ E. Finally, each such (u i , v)-bundle has a simple strand for each label r ∈ Σ such that π
(r); call this the (u i , , v, r)-path. In other words, there is ultimately a simple strand for each possible labeling of u i 's neighbor v such that the two nodes are in agreement under their mutual edge constraint. If there are no such consistent labels r, then the (u i , v)-bundle consists of just one simple strand, which is not associated with any r. Note that this subgraph of u i -bundles is acyclic, and that every u S 1 → u S |U |+1 path has a total weight of exactly |E|.
Similarly, create a v j -bundle from each v S j to v S j+1 , whose r-strands (for r ∈ Σ) are each a chain of bundles, one for each (u, v j ) ∈ E. Each (u, v j )-bundle has a (u, , v j , r)-path for each agreeing labeling of the neighbor u, or a simple strand if there are no such labelings.
Set the entire subgraph of u i -bundles to exist at time 1 only. Set the v j -bundles to exist solely at time 2. Now, for each (u, , v, r)-path in the time 1-subgraph, merge it with the (u, , v, r)-path in the time 2-subgraph, if it exists. The set of connectivity demands is
We now analyze the reduction. The main idea is that any u S i → u S i+1 path induces a labeling of u i ; thus the demand u S 1 , u S |U |+1 , 1 ensures that any 2-ED-DSN solution indicates a labeling of all of U . Similarly, v S 1 , v S |V |+1 , 2 forces an induced labeling of V . In the case of a YES instance of Label Cover, these two connectivity demands can be satisfied by taking two paths with a large amount of overlap, resulting in a low-cost 2-ED-DSN solution. In contrast when we start with a NO instance of Label Cover, any two paths we can choose to satisfy the 2-ED-DSN demands will be almost completely disjoint, resulting in a costly solution. We now fill in the details.
Suppose the Label Cover instance is a YES instance, so that there exists a labeling * u to each u ∈ U , and r * v to each v ∈ V , such that for all edges (u, v) ∈ E, π
The following is an optimal solution to the constructed 2-ED-DSN instance:
• To satisfy the demand at time 1, for each u-bundle, take a path through the * u -strand. In particular for each (u, v)-bundle in that strand, traverse the (u, * u , v, r * v )-path.
• To satisfy the demand at time 2, for each v-bundle, take a path through the r * v -strand. In particular for each (u, v)-bundle in that strand, traverse the (u, * u , v, r * v )-path. In tallying the total edge cost, the time 1-subgraph incurs a cost of |E|, since one contact edge in G S is encountered for each edge in G. The time 2-subgraph accounts for no additional edge cost, since all contact edges correspond to a label which agrees with some neighbor's label, and hence were merged with the agreeing contact edge in the time 1-subgraph. And clearly a solution of cost |E| is the best possible, since every u S 1 → u S |U |+1 path at time 1 (and every v S 1 → v S |V |+1 path at time 2) contains |E| contact edges.
Conversely suppose we started with a NO instance of Label Cover, so that for any labeling * u to u and r * v to v, for at least (1 − )|E| of the edges (u, v) ∈ E, we have π
. By definition, any solution to the constructed 2-ED-DSN instance contains a simple u S 1 → u S |U |+1 path P 1 at time 1 and a v S 1 → v S |V |+1 path P 2 at time 2. P 1 alone incurs a cost of exactly |E|, since one contact edge in G S is traversed for each edge in G. However, no more than |E| of the contact edges traversed in P 2 also belong to P 1 (if more than |E| contact edges could be shared, then by the merging process, this implies that more than |E| edges could be consistently labeled, which is a contradiction). Thus the solution has a total cost of at least (2 − )|E|.
It follows from the gap between the YES and NO cases that 2-ED-DSN is NP-hard to approximate to within a factor of 2 − for every constant > 0.
Inapproximability for General k
Theorem 3.2 (Main Theorem). For all k ≥ 2, k -ED-DSN is NP-hard to approximate to a factor of k − for every constant > 0.
Proof. The generalization from the k = 2 case is straightforward, and the reduction is from k -Partite Hypergraph Label Cover. We design k demands composed of parallel paths corresponding to labelings, and merge edges as before so that a good global labeling corresponds to lots of overlaps between those paths.
Given the k -PHLC instance (G = (V 1 , . . . , V k , E), Σ, Π), where v t,i denotes the i-th node in V t , construct a k -ED-DSN instance as follows. For every t ∈ [k], create nodes v S t,1 , . . . , v S t,|Vt|+1 . Create a v t,i -bundle from each v S t,i to v S t,i+1 , whose -strands (for ∈ Σ) are each a chain of bundles, one for each incident hyperedge e = (v 1,i 1 (v 1,i 1 , 1 , . . . , v t,i , t , . . . , v k,i k , k )-path for each agreeing combination of labels-that is, every k-tuple ( 1 , . . . , t , . . . , k ) such that π e v 1,i 1
, where e is the shared edge. If there are no such combinations, then the e-bundle is a single simple strand.
Set each subgraph of v t,i -bundles to exist only at a distinct time t; call this the t-subgraph. Now, for each (v 1,i 1 , 1 , . . . , v k,i k , k ), merge together the (v 1,i 1 , 1 , . . . , v k,i k , k )-paths across all t-subgraphs that have such a strand. Finally, the connectivity demands are
The analysis follows the k = 2 case. Suppose we have a YES instance of k -PHLC, with optimal labeling * v to each node v ∈ k t=1 V t . Then an optimal solution to the constructed DSN instance is to traverse, at each time t and for each v t,i -bundle, the path through the * v t,i -strand. In particular for each (v 1,i 1 
In tallying the total edge cost, the 1-subgraph incurs a cost of |E|, one for each contact edge. The 2, . . . , k-subgraphs account for no additional cost, since all contact edges correspond to a label which agrees with all its neighbors' labels, and hence were merged with the agreeing contact edges in the other subgraphs.
Conversely suppose we have a NO instance of k -PHLC, so that for any labeling * v , for at least (1 − )|E| hyperedges e, the projection functions of all nodes in e disagree. By definition, any solution to the constructed k -ED-DSN instance contains a simple v S t,1 → v S t,|Vt|+1 path P t at each time t. Again, P 1 alone incurs a cost of |E|. However, at least (1 − )|E| of the hyperedges in G cannot be weakly satisfied; for these hyperedges e, for every pair of neighbors v t,it , v t ,i t ∈ e, there is no path through the e-bundle in v t,it 's * v t,i t -strand that is merged with any of the paths through the e-bundle in v t ,i t 's * v t,i t -strand (for otherwise, it would indicate a labeling that weakly satisfies e in the k -PHLC instance). Therefore paths P 2 , . . . , P k each contribute at least (1 − )|E| additional edge weight, and we conclude that the solution has cost at least (1 − )|E| · k.
It follows from the gap between the YES and NO cases that k -ED-DSN is NP-hard to approximate to within a factor of k − for every constant > 0.
Note that a k-approximation algorithm is to simply choose H = tP t , whereP t denotes the shortest a t → b t path at time t. Thus by Theorem 3.2, essentially no better approximation is possible for fixed k. We note that non-dynamic Steiner network problems are efficiently exactly solvable when k is fixed to a constant. This result shows that the complexity of the problem increases drastically when moving to the dynamic case.
An Exact Algorithm
We can derive a natural integer linear program for the dynamic Steiner problems by first reducing them to a simplified variant, then writing its ILP via network flows.
Simplifying the Demands
The simplified dynamic Steiner problem we will consider is the following.
Definition 4.1 (Node-Dynamic Simple DSN (ND-sDSN) ). This problem is a special case of ND-DSN in which the k demands are precisely (a, b, 1), (a, b, 2) , . . . , (a, b, k), for some a, b ∈ V .
In other words, all of the k demands originate from the same source node a and end in the same target node b, and each demand occupies a distinct time point t ∈ [k]. The following reduction demonstrates a trade-off for the dynamic Steiner problems: the demands can be simplified, but possibly at the expense of more time points.
Lemma 4.1 (ND-DSN reduces to ND-sDSN). An instance of ND-DSN with graph G = (V, E, w) and k demands (not necessarily at distinct times) can be converted to an instance of ND-sDSN with 2k + |V | nodes, 2k + |E| edges, and k demands (at distinct times).
Proof. Given an instance of ND-DSN
, generate a new instance as follows: Initialize G to G. Add to G a universal source node a and universal target b. Define a new set of time points
1. Create new nodes x i , y i . Add zero-weight edges (a, x i ), (x i , a i ), (b i , y i ), and (y i , b).
. Given a solution H ⊆ G containing an a → b path at every time i ∈ [k], we can simply exclude the auxiliary nodes a, b, x i , and y i to obtain a solution H ⊆ G to the original instance, which contains an a i → b i path in G at every time t i and has the same cost. The converse is also true by including the auxiliary nodes.
Exact Solution via ILP
ND-sDSN has a natural integer linear programming formulation in terms of flows:
Each variable d uvt denotes the flow through edge (u, v) at time t. Constraint (4.2) prevents routing flow through nodes that do not exist. 
Simulations
We implemented the ND-DSN to ND-sDSN reduction and the above ILP in Python, using Gurobi optimization software (code is available at: https://github.com/YosefLab/dynamic_connectivity). To test the feasibility of the ILP in practice, we generated random instances using the following procedure:
(a) Instantiate a pool of nodes V .
(b) Independently sample β arborescences (directed trees). The ith one is created by uniformly sampling γ nodes from V , activating those nodes at a new time t i , and generating a random arborescence spanning the nodes. Demands are added from the root to each leaf at time t i .
(c) Let the graph G be the union of all the arborescences, with all edges having unit weight. Using 32 threads of a workstation running an Intel Xeon E5-2690 processor and 250GB of RAM, optimal solutions to instances of modest size (generated using the procedure just described) were within reach: 9,000 9,000 8 hours 1,000 2,000 5 8,000 8,000 7 hours 1,000 5,000 2 5,000 5,000 15 hours Table 4 .1: ILP solve times for some random instances generated by our random model.
Instances of modestly greater size were beyond reach for this hardware and software.
Special Cases
Non-Unique Demand Times
A simple scenario in which an o(k)-approximation is possible for the dynamic Steiner problems is when many of the demands occur at overlapping times, allowing us to approximate individual Directed Steiner Network instances and combine them. The current best approximation algorithm for DSN, due to Feldman et al. [FKN09] , achieves ratio O(k 1/2+ ) for any fixed > 0.
Proposition 5.1. If an instance of ED-DSN has a number of times T = O(k 1/2−δ ) for some δ > 0, then it can be approximated to within a ratio of O(k 1−δ+ ) for every fixed > 0.
Proof. For all times t ∈ [T ], let G t = (V, E t ) be the static graph whose edges are precisely those that exist at time t. Let D t = {(a, b) : (a, b, t) ∈ D}. To approximate ED-DSN, compute an approximate solution H t to the DSN instance (G t , D t ) for each t, then output the subgraph t H t . Clearly we have that cost
Similarly for ED-DSN in which all demands originate from a single source node, we can get an improved approximation using a union of arborescences-one for each time point. The current best approximation algorithm for Directed Steiner Tree (the special case of DSN in which all demands start at a root node r) has ratio O(k ) for every fixed > 0 [Cha+99] , and enables the following observation:
Proposition 5.2. If an instance of ED-DSN has a number of times T = O(k 1−δ ) for some δ > 0, and all its demands are of the form (r, b i , t i ) for some common node r, then it can be approximated to within a ratio of O(k 1−δ+ ) for every fixed > 0.
Monotonic Existence Functions
Definition 5.1 (Monotonic ED-DSN) . In this special case of ED-DSN, the edges exhibit the following monotonicity property: if for some edge (u, v) ∈ E and some time t ∈ [T ] we have σ(u, v, t) = 1, then σ(u, v, t ) = 1 for all t ≥ t.
Similar monotonic cases can be defined for ND-DSN and D-DSN. We believe the following is a compelling question:
Open Question 1. Is there a polynomial-time o(k)-approximation algorithm for Monotonic ED-DSN?
In the best scenario, techniques used to approximate the classic Directed Steiner Network problem, such as those of [Cha+99] , [FKN09] , or [Che+11] , might be extended towards the dynamic monotonic problems. We have discovered obstacles to applying the algorithm of [Cha+99] , but cannot rule out other approaches.
On the hardness side, we have been unable to extend our reduction to the monotonic case, and wonder if one can prove a similar hardness result as in the general case:
Open Question 2. Is Monotonic k-ED-DSN hard to approximate within a factor k − ?
Discussion
Our reduction from k -Partite Hypergraph Label Cover to the dynamic Steiner problems depends, in more than one way, on k being fixed. One might hope, then, to obtain a nontrivial approximation in terms of n and T instead of k. When k = Θ(n 2 T ), the shortest paths heuristic only guarantees a ratio of O(n 2 T ). Using an algorithm of [FKN09] that approximates DSN to within O(n 4/5+ ), we can improve this to O(n 4/5+ · T ).
Open Question 3. Is there a better approximation algorithm in terms of n and/or T ?
On the complexity side, we note that the best known lower bound purely in terms of n is the same as that for DSN: Ω(2 log 1− n ) unless NP has quasipolynomial-time algorithms [DK99] . Recall a conceptual message of Theorem 3.2: if we seek an approximation in terms of k, then the best we can do is to consider the graph at each individual time (in the reduction, each demand occurred at a separate time). We ask if there is a strong lower bound that demonstrates a similar message when trying to approximate in terms of n and t:
Open Question 4. Can we show an inapproximability of Ω(T · 2 log 1− n ) for ED-DSN?
Finally, on the biology side, we expect the work here and particularly the ILP formulation and its implementation to provide a basis for future investigations of cellular signaling, by overlaying high throughput measurements of protein activity on the increasingly larger databases of proteinprotein interactions.
