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Band gap in Bi2Se3 topological insulator nanowires: magnetic and geometrical effects
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Stimulated by the recent realization of three dimensional topological insulator nanowire interfer-
ometers, a theoretical analysis of quantum interference effects on the low energy spectrum of Bi2Se3
nanowires is presented. The electronic properties are analyzed in nanowires with circular, square
and rectangular cross-sections starting from a continuum three dimensional model with particular
emphasis on magnetic and geometrical effects. The theoretical study is based on numerically exact
diagonalizations of the discretized model for all the geometries. In the case of the cylindrical wire, an
approximate analytical solution of the continuum model is also discussed. Although a magnetic field
corresponding to half quantum flux is expected to close the band gap induced by Berry phase, in
all the studied geometries with finite area cross-sections, the gap closes for magnetic fields typically
larger than those expected. Furthermore, unexpectedly, due to geometrical quantum interference
effects, for a rectangular wire with a sufficiently large aspect ratio and smaller side ranging from
50A˚ and 100A˚, the gap closes for a specific finite area cross-section without the application of a
magnetic field.
I. INTRODUCTION
Topological insulators (TI) are two1 or three2 dimen-
sional materials which, due to the bulk-boundary corre-
spondence, show new interesting features when confined
in one direction and interfaced with the vacuum. In-
deed, in the bulk gap, they exhibit conductive surface
states protected by time reversal symmetry3,4. These
energy states connect the bulk valence band with the
bulk conduction band through the formation of Dirac
cones5,6. In this paper, we will consider Bismuth-based
three-dimensional TI7–9, focusing on the binary com-
pound Bi2Se3. Indeed, this system has a simple elec-
tronic structure: a single Dirac cone present at the Γ
point of the Brillouin zone and a bulk gap of the order
of 0.5 eV7,10.
In the slab configuration, when the two interfaces with
the vacuum are sufficiently far from each other, the struc-
ture of the Dirac cone is preserved. Close to the Γ point,
due to the spin-momentum locking at the surface, a rota-
tion of the spin occurs when one considers different mo-
menta in the Brillouin zone. The spin-momentum lock-
ing can be described by a Rashba model similar to that
used for the description of spin-orbit couplings in two di-
mensional electron gases11,12. However, if the thickness
of the material consists of a few unit cells in the direc-
tion orthogonal to the interface, the electronic states of
the two surfaces tend to hybridize through the thin bulk,
hampering the formation of the Dirac cone5. As a result,
at the Γ point, there is the opening of a gap whose size
is typically smaller than that of the bulk gap.
A different situation takes place when the TI is con-
fined into two directions as in the case of a nanowire.
In a naive way, one can think that the surface states
always communicate with each other favoring quantum
interference effects. As a consequence, the opening of a
small gap at the Γ point occurs even for large nanowire
cross-sections. In the nanowire, the opening of the gap
is ascribed to the role played by the Berry phase, the ge-
ometrical phase which characterizes the system relating
the states on the cross-section perimeter with consequent
real space spin-texture. Actually, the surface states not
only are conductive, but they also show a particular spin
rotation along the perimeter of the wire cross-section.
Some of the mentioned properties have recently been re-
ported. In presence of a magnetic field Aharonov-Bohm
oscillations have been detected showing that the trans-
port is confined to the surface13. Furthermore, in pres-
ence of a weak magnetic field applied parallel to the axis
of the nanowire, experimental studies report peaks of the
conductance at magnetic fields corresponding to fluxes
close to half quantum flux (±h/2e)14. The presence of
this peak is explained by the fact that the effects of the
Berry phase on the electronic spectrum are eliminated by
the interference effects due to the magnetic field that is
able to restore the Dirac cone. It is worth noticing that,
in some cases, the experimental value for the magnetic
field able to close the Berry phase gap can also be 20%
larger than that corresponding to half quantum flux15.
Stimulated by these results, in this paper, we study
how the effects of the Berry phase in a Bi2Se3 nanowire
open a gap at the Dirac cone for different geometries of
the cross-section. We point out that the starting point of
our analysis is not given by a surface model16–19, but by
a three dimensional continuum bulk model considering
not only circular20,21, but also square/rectangular cross
sections for the nanowires. Through an exact numerical
diagonalization of the discretized model, we study the
electronic states of the nanowire with cylindrical, square
and rectangular cross-sections since exact analytical so-
lutions for the entire nanowires are not available. We find
that the gap energy and the related behavior in the pres-
ence of magnetic field are qualitatively similar for differ-
ent cross-sections but they quantitatively depend on the
2size and the geometry of the nanowire.
In the case of cylindrical nanowires, we resort also to an
approximated analytical solution valid in the continuum
limit. Actually, a simple approximated analytic calcula-
tion, exact only close to the asymptotic limit of infinite
radius, has been proposed in the case of a full cylinder21.
In this work, we improve the approximations used in the
previous paper, reporting an analytical solution which is
valid for large but finite radii of the cylindrical nanowire.
The effects of the Berry phase continue to be robust, but,
for finite radii, the closure of the gap takes place for mag-
netic fields larger than those corresponding to half quan-
tum flux. In fact, we find that the additional magnetic
field decreases with increasing the nanowire radius van-
ishing only in the limite of infinite radius. Concerning the
numerical diagonalization, we use a grid with a variable
mesh for the cross-section in order to accurately simu-
late a circle of fixed radius. For radii larger than 100A˚,
the numeric approach perfectly reproduces the analytical
results. With decreasing the radius, the numerical solu-
tions show some deviations from the analytical results.
We numerically analyze the electronic states of a
nanowire with square/rectangular cross-sections consid-
ering not only different confining directions, but also dif-
ferent aspect ratios between the side lengths of the rect-
angle. In particular, in the case of a square cross-section,
the electron density of the surface states exhibits peaks at
the corners due to the boundary conditions and not to ad-
ditional corner potentials as discussed in the literature22.
In all the geometries, only for infinite area cross-
sections, the closure of the gap in the presence of the
magnetic field occurs for half quantum flux. With de-
creasing the cross-section area, the gap closes for mag-
netic fields larger than those corresponding to half quan-
tum flux showing a dependence on the size and geometry
of the nanowire. Moreover, quite unexpectedly, we find
a non monotonic behavior of the energy gap as a func-
tion of the cross-section characteristic length. For all the
geometries, we point out the presence of a minimum and
maximum of the energy gap at the Γ point in the range
from 50 to 100A˚. As a consequence, close to the mini-
mum, the magnetic field for the gap closing gets signifi-
cantly reduced. In particular, in the case of a rectangle
with aspect ratio equal to 1/6, the minimum coincides
nearly with zero energy. This implies that the gap can
be closed at a finite length without any magnetic field.
With decreasing the aspect ratio, close to the minimum
of the gap, the system behaves decoupling the two sides
with the shortest length along the perimeter, restoring
in a certain sense the case of a single confinement in the
direction orthogonal to these sides.
The paper is organized as follows. In Sec. II, the low
energy continuum model for Bi2Se3 close to the Γ point
is considered; in Sec. III, the analytical and numeri-
cal solutions for the electronic states of the cylindrical
nanowire are discussed; in Sec. IV, square/rectangular
nanowires are investigated; in Sec.VI, conclusions and
discussions.
II. LOW ENERGY CONTINUUM MODEL
CLOSE TO Γ POINT
Bi2Se3 is a material with a layered structure where
each layer contains both atomic species forming a tri-
angular lattice. The inversion of band responsible for
the topological properties is due to the strong spin-orbit
coupling of the Bi atoms. Only pz orbitals (perpendicu-
lar to the layers) of both Bi and Se atoms are relevant
for the electronic structure near the Fermi level. The
features of bulk and surface electronic states have been
theoretically studied and experimentally investigated by
angle resolved photoemission spectroscopy (ARPES)4,23.
At the Γ point of the Brillouin zone, the TI Bi2Se3 has
surface states corresponding to a single Dirac cone.
As discussed in Ref. [10], an adequate description of
the low energy bulk states around the Γ point can be
obtained if we consider only the states near the Fermi
energy. Neglecting the contribution of s orbitals, we can
consider the combination of the p orbitals of the two
atomic species in a single unit cell according to their
parity. The states relevant to our model are labelled as
|P1±z 〉 and |P2±z 〉, where ± denote the parity. The impor-
tant symmetries of the system are the time reversal T ,
the rotation symmetry C3 along z direction and inversion
symmetry I. In the four-dimensional basis (|P1+z , ↑〉,
|P2−z , ↑〉, |P1+z , ↓〉, |P2−z , ↓〉), the representation of the
cited symmetry operators is given by T = K · iσy ⊗ I2,
C3 = exp(i(pi/3)σz ⊗ I2), and I = I2 ⊗ τz where K is the
complex conjugation operator, σx,y,z and τx,y,z denote
the Pauli matrices in the spin and orbital space, respec-
tively. In the presence of a magnetic field Bz parallel to
the z axis and neglecting non linear terms, the low energy
continuum model describing the electronic properties of
Bi2Se3 close to the Γ point is given by the following
Dirac hamiltonian H:
H =M I2 ⊗ τz − iB σz ⊗ τx∂z
− iA [σx ⊗ τx∂x + σy ⊗ τx(∂y + iBzx)] , (1)
where M is a mass operator which can be written as
M = M0 −M2∇2, and the parameters A and B control
the inter-orbital and inter-spin couplings. We choose a
gauge with the vector potential equal to A = (0, Bzx, 0).
For the three dimensional bulk with zero magnetic
field, one gets from Eq. (1) the following H3D matrix
at the momentum k = (kx, ky , kz):
H3D(k) =


M B kz 0 A k−
B kz −M Ak− 0
0 Ak+ M −B kz
Ak+ 0 −B kz −M

 , (2)
with k+ = kx + iky and k− = kx − iky. The topologi-
cal nature of the material is determined by the relative
sign between M0 and M2. If the ratio between the two
parameters is positive, then the insulating state is Z2
3with topological index ν = 0 i.e. the material is a trivial
insulator. Otherwise, one gets ν = 1 and the material
is a strong topological insulator. The strong topologi-
cal insulator has surface states protected by strong and
weak disorder unlike the weak topological insulator that
in presence of disorder pushes the metal surface state into
the bulk, opening a gap in the Dirac cone24.
If we look at the problem of a slab of this material23,
new surface states appear in the gap energy around zero
energy. For example, if we confine along z direction and
the slab thickness is very large, the positive surface en-
ergy is given by E1(kx, ky) = A
√
k2x + k
2
y . On the other
hand, if we confine along x direction (with slab thick-
ness still very large), one gets the positive surface energy
E2(ky, kz) =
√
A2k2y + B
2k2z . The difference of the two
energies E1(kx, ky) and E2(ky, kz) is related to the slope
of the Dirac cone in a two dimensional Brillouin zone
which depends on the values of the parameters A and B
in Eq. (1).
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FIG. 1. The Energy spectrum E(kx = 0, ky) in eV (ky (in
unit of A˚−1). The projected bulk energies are indicated by the
blue areas, the surface energies due to the confinement along
z direction by red dashed lines. Top panel: energies with the
choice of parameters made in this paper (M0 = −0.28 eV ,
M2 = 40.00 eV A˚
2 and A = B = 3.33 eV A˚). Bottom panel:
energies with the fit parameters taken from the ab initio cal-
culations in Ref.[10].
The tunable parameters in the Hamiltonian can be
obtained by fitting the band structure obtained by ab
initio calculation10,25 close to Γ point. In this paper,
we have further reduced the number of free parameters
choosing A = B and assuming hole-particle symmetry.
However, as shown in Fig. 1, the restriction is not se-
vere. In the rest of the paper, we fix: M0 = −0.28 eV ,
M2 = 40.00 eV A˚
2 and A = B = 3.33 eV A˚.
In the following, as discussed in the introduction, we
accurately investigate the electronic properties of the sur-
face and bulk states for nanowires with different cross-
section geometries. Due to the electron-hole symmetry,
we typically focus on the electronic spectrum correspond-
ing to positive energies.
III. CYLINDRICAL NANOWIRE:
ANALYTICAL AND NUMERICAL SOLUTION
In the case of a wire with a circular cross-section and
with translation invariance along z axis, one can exploit
the symmetries of the geometry to obtain an approximate
analytical solution. A solution of the problem, that is
exact in the asymptotic limit of infinite radius, has been
proposed in Ref.[21]. In fact, this solution is based on an
adiabatic separation between the radial direction (“fast
variable”) and the angular variable (“slow variable”). In
this section, we improve that analytical approach intro-
ducing a better description of the radial component of
the wavefunction. Moreover, we will test the analytical
approximated solution by using exact diagonalization of
a discretized model.
Following the approach proposed in Ref.[21], it can be
shown that the approximate surface eigenfunctions of the
hamiltonian in Eq. (1) can be found in the form
ψm(kz ; r, φ) =
[
1√
2
u1(φ) + c
±(m, kz)u2(φ)
]
f(r)eimφ,
(3)
where polar coordinates (r, φ) are used. In Eq. (3), we
have introduced the two orthogonal four component vec-
tors
u1(φ) =


1
i
eiφ
ieiφ

 , u2(φ) =


1
−i
−eiφ
ieiφ

 , (4)
where f(r) is a solution of the following differential
equation:
M0f(r)−M2
(
f ′(r)
r
+ f ′′(r)
)
= −Af ′(r). (5)
If one defines a = M2M0/A
2 and z = Ar/M2, the so-
lution of (5) with boundary condition f(R) = 0 (R is the
4cylinder radius) can be found in terms of combinations of
hypergeometric functions and Laguerre polynomials26–28:
f(z) = e
1
2 (1−
√
1+4a)zHy(a,R)La(a, z)−Hy(a, z)La(a,R)
Hy(a,R)
,
(6)
where
Hy(a, z) = HypergeometricU
[
−1−
√
1 + 4a
2
√
1 + 4a
, 1,
√
1 + 4az
]
and
La(a, z) = LaguerreL
[
1−√1 + 4a
2
√
1 + 4a
,
√
1 + 4az
]
.
We note that the validity of this solution is extended
to lower values of r compared to what done in Ref.[21]
since in this paper the term (1/r)∂r of the Laplacian is
taken into account.
In equation (3) the coefficient c±(m, kz) is given by:
c±(m, kz) = ± 1|Em,kz |
[(
M2
R2
〈R
2
r2
〉 − A
R
〈R
r
〉
)
×
(
m+
1
2
− Φ〈r/R〉
Φ0〈R/r〉
)
+ iBkz
]
, (7)
where the sign ± corresponds to positive and negative
eigenvalues given by:
Em,kz = ±
[(
M2
R2
〈R
2
r2
〉 − A
R
〈R
r
〉
)2
×
(
m+
1
2
− Φ〈r/R〉
Φ0〈R/r〉
)2
+B2k2z
]1/2
. (8)
In Eq. (8), the symbol 〈·〉 indicates the average value
over the radial function f(r), Φ is the flux threaded by the
cross-section, and Φ0 = h/(2e) is the magnetic quantum
flux.
Notice that in Eq. (8) the parameter m labels the
cylinder sub-bands whose spectrum can be also within
the bulk gap. Moreover, in the absence of the flux Φ,
thanks to the factor 1/2 close to the parameter m, all
the sub-bands are doubly degenerate in m. In particu-
lar, the lowest sub-band is degenerate for m = −1 and
m = 0, therefore for this energy there are two associ-
ated eigenvectors ψ±−1(kz ; r, φ) and ψ
±
0 (kz; r, φ). In the
top panel of Fig. 2, for R = 65A˚, we show the posi-
tive eigenvalues (red lines) associated to m = −1, 0 (first
sub-band) and m = −2, 1 (second sub-band) as obtained
by Eq. (8) as a function of kz. As shown in the same
panel, there is a good agreement between these analyt-
ical results with those (black lines with circles), numer-
ically exact, obtained by using exact diagonalization of
a discretized model (see Appendix for details about the
numerical method).
As expected, a small gap of the order of 0.04eV (about
one tenth of the bulk gap) is obtained. It is worth notic-
ing that the opening of the gap has nothing to do with
finite size effects, but it is directly related to the factor
1/2 close to the parameter m in Eq. (8). This factor 1/2
represents the signature of the Berry phase. Actually, the
Dirac cone present at Γ point is removed by the Berry
phase effect stemming from adiabatic paths around the
cylinder perimeter14,16. This result, that is reproduced
here starting from a three dimensional bulk model (full
cylinder), has been first discussed in a two dimensional
cylindrical surface (hollow cylinder) since the key ingre-
dient resides on the quantum interference effects on the
surface17,20. However, when the cylinder radius gets re-
duced, the solutions are no longer strictly confined on the
surface and the electrons experience a finite probability
to stay into the bulk.
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FIG. 2. Top panel: energy dispersion (in units of eV ) for the
first and second sub-band with positive energy as a function
of kz (in units of A/M2 ≃ 0.083A˚
−1) for R = 65A˚. Ener-
gies come out from two approaches: Eq. (8) of our approx-
imate analytical solution (red lines) and those derived from
the numerically exact solution (black lines with circles). Bot-
tom panel: gap energy (in units of eV ) at kz = 0 as a func-
tion of the cylinder radius R (in units of A˚) for three types
of approaches: Eq. (8) of our approximate analytical solu-
tion (red line), energy derived from the analytical solution
of Ref.[21], and energy obtained from the numerically exact
solution (black line with circles).
5We, then, focus our study on how the gap changes as a
function of the cylinder radius R. In the bottom panel of
Fig. 2, we compare the gap computed with E q.(8), that
calculated in Ref.[21], and that obtained numerically by
using exact diagonalization. The three approaches coin-
cide at large values of R confirming the asymptotic va-
lidity of the approximated analytical solution, but they
exhibit significant differences at small R. However, even
if quantitatively different in this regime, both our ana-
lytical solution in Eq. (8) and the numerical one show
a minimum-maximum structure for radii R ranging from
40 to 60 A˚. We remark that this behavior is not present in
previous analyses proposed in the literature where only
the limiting case of very large R has been investigated.
This non monotonic behavior of the gap energy is some-
how unexpected and is one of the main results of this
work.
We should emphasize, as already mentioned, that the
observed gap has nothing to do with the bulk gap of Fig.
1 (of the order of 0.5 eV). It is, as mentioned above, a
consequence of the Berry phase associated to the elec-
tronic state peaked at the cylinder surface and can be
traced back to the term 1/2 present in Eq. (8). How-
ever, the gap value is controlled in Eq. (8) by the fac-
tor
(
M2
R2 〈R
2
r2 〉 − AR 〈Rr 〉
)2
that strongly depends on the ra-
dial wavefunction through the average values of R/r and
R2/r2. When R is reduced and the radial wavefunction is
not any longer strictly peaked at the cylinder surface, this
factor provides an extra contribution to the gap. Naively
one would have expected a simple monotonic increase of
the gap since 〈R/r〉 and 〈R2/r2〉 should increase when R
decreases. Our calculation, instead, shows a non mono-
tonic behavior that is confirmed by both the approximate
analytical solution and the “numerically exact” solution.
This behavior depends on how the “surface state” fills
up the cylinder upon reducing the radius R. In order
to clarify this point, in the upper panel of Fig. 3, we
plot the first sub-band wavefunction probability density,
obtained numerically, for the radii corresponding to the
lowest analyzed value (37A˚, red line) and for the R values
corresponding to the minimum (42A˚, blue line) and max-
imum (55A˚, orange line) (radii corresponding to vertical
dotted lines in the bottom panel of Fig. 2). We can see
how, for the the radius corresponding to the maximum,
the wave function extends to lower values of r compared
to the case R = 42A˚, thereby entering the bulk more
than the wave-function corresponding the minimum.
One of the main features of the TI is related to the
spin texture. We start from the analytic solution to un-
derstand the complex spin behavior of these nanowires.
For simplicity, we consider the case with kz = 0. In the
absence of magnetic field, as reported in Eq. (8), the two
states for m = 0 and m = −1 correspond to the same
energy and they can be written as
ψ±0 (r, φ) =
(
1√
2
u1(φ) + c
±(0)u2(φ)
)
f(r),
ψ±−1(r, φ) =
(
1√
2
u1(φ) + c
±(−1)u2(φ)
)
e−iφf(r), (9)
where c±(m) is given in Eq. (7). Then, in the two dimen-
sional subspace at fixed energy, we consider the matrix
elements of the three spin components Sx = σx ⊗ τz,
Sy = σy ⊗ τz, and Sz = σz ⊗ I (written on the basis of
the Hamiltonian in Eq. (1)). Considering only the lower
positive sub-band, one gets a 2× 2 matrix depending on
(r, φ) for each spin component:
( 〈ψ+0 (r, φ)|Si|ψ+0 (r, φ)〉 〈ψ+0 (r, φ)|Si|ψ+−1(r, φ)〉
〈ψ+−1(r, φ)|Si|ψ+0 (r, φ)〉 〈ψ+−1(r, φ)|Si|ψ+−1(r, φ)〉
)
,
(10)
with i = x, y, z. For the two in-plane spin components
(i = x, y), only off-diagonal matrix elements are differ-
ent from zero, while, for the component along z, all the
matrix elements vanish. At this point, in order to find a
pseudo average value of the spin, we diagonalize the ma-
trix (10) for each spin component at fixed (r, φ) and we
plot the eigenvalues. The eigenvalues for kz = 0 of the x
component are: λx = ±f(r) cos(φ); the two eigenvalues
of the y component are: λy = ±f(r) sin(φ); the eigenval-
ues of z component are clearly zero. Therefore, the spin
eigenvalues are modulated by the radial part of the wave-
function. For each spin component, the choice of the
eigenvalue with varying (r, φ) is made by ensuring that
the phase of the corresponding spin eigenvector is contin-
uous. Therefore, one gets two main spin textures: clock-
wise, corresponding to spin eigenvalues proportional to
the vector f(r) (cos(φ), sin(φ), 0); counterclockwise, cor-
responding to spin eigenvalues proportional to the vector
−f(r) (cos(φ), sin(φ), 0). The procedure described above
can be easily extended at finite values of kz.
As discussed in Appendix, at fixed energy and kz, the
method of the diagonalization of spin components can be
also used starting from the eigenvectors obtained numer-
ically. We report in the bottom panel of Fig. 3 what we
have obtained in the case of the numerical eigenvectors at
kz = 0. Indeed, the spin rotates around the surface both
clockwise and counterclockwise. The agreement with the
spin textures calculated analytically is good. In particu-
lar, the modulus of the spin values (proportional to the
length of the arrow) directly follows the behavior radial
probability density (some examples are in the top panel
of Fig. 3).
The application of a magnetic field along the transla-
tional invariant z axis of the wire introduces a magnetic
flux Φ which can change the gap value as can be seen
from Eq. (8). There are many studies14,16,29 about the
effects of a magnetic field in TI nanowires showing the
formation of a one dimensional band for electrons on the
cylinder surface. In the presence of a weak magnetic field
applied parallel to the axis of the nanowire, experimen-
tal studies14 report peaks of the conductance at magnetic
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FIG. 3. Top panel: Radial probability density of the first sub-
band state at kz = 0 as a function of the radial coordinate for
different cylinder radii identified by the dotted vertical lines
in the bottom panel of Fig. 2. Bottom panel: spin-textures
of the first sub-band state at kz = 0 obtained numerically for
a cylinder of radius R = 65A˚. The modulus of the spin values
is proportional to the length of the arrows.
fields corresponding to fluxes close to half quantum flux.
For very large cross sections, the specific values for which
the gap closes correspond to semi integer quantum fluxes
(Φ0/2, 3Φ0/2,...) and they are distinguished from in-
teger values found in ordinary Aharonov-Bohm effects.
The analytical result provided by Eq. (8) and confirmed
by the numerical calculations shows that the gap closure
depends on the size of the wire (see Fig. 4). In fact,
according to Eq. (8), the gap closes at Φ
Φ0
= 1
2
〈R/r〉
〈r/R〉 , a
value strongly depending on the radial wavefuntion and,
therefore, on the radius R of the cylinder. The flux value
closing the gap recovers Φ0/2 only in the asymptotic
regime (R 7→ ∞). Indeed, only for large radii, the ratio
〈R/r〉
〈r/R〉 7→ 12 . The extrapolation of the fit of our analytical
curve to infinity confirms this result. On the other hand,
for small radii, the gap does not close at half quantum
flux. This is, then, in contrast with what stated in the
literature for the strictly two-dimensional case13,14,17 and
what comes out including the magnetic field contribution
in the approach of Ref.[21] (dashed line in Fig. 4).
We point out that, for large radii, all the analytical and
numerical approaches are completely consistent. How-
ever, as shown in Fig. 4, for small radii, the numerical
data depend on the radius again in a non monotonic way
differing from those derived from the proposed analytical
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FIG. 4. Magnetic flux Φ (in units of quantum flux Φ0) corre-
sponding to the gap closure as a function of the cylinder radius
R (in units of A˚). Curves derive from three approaches: an-
alytical solution of Ref. [21] (dash blue), improved analytical
solution (red) discussed in this paper and numerical method
(black with solid circles).
solutions. More precisely, the numerical results show the
presence of a maximum and minimum in the magnetic
flux corresponding to the gap closure. The presence of
these stationary points is found for values of the radii
equal to those found for the non monotonic behavior of
energy gap when the magnetic field is not applied. The
fully numerical approach looks very accurate since the
gap closing magnetic flux is expected to be sensitive to
the behavior of the gap in the absence of the magnetic
field. We remark that even the improved analytical solu-
tion proposed in this paper does not predict the existence
of the minimum and maximum for the magnetic flux.
IV. RECTANGULAR NANOWIRE
In this section, we discuss the case of a wire with a
rectangular cross-section. The problem will be addressed
only numerically, since, unlike the cylinder, an approx-
imate analytical solution is not available for a generic
cross-section and orientation. Through a simple tight
binding procedure, we analyze the surface states with
their spin polarizations along the perimeter of the wire,
for different confinements along the axes of the crystal
lattice. This type of tight binding procedure does not
consider the complex structure of the material since the
triangular lattice is approximated by an effective square
lattice22. To get the discrete model, we always start from
Eq.(1), which is discretized with a fixed lattice parameter
for any direction of the axes. All our results are obtained
with a lattice constant a = 10A˚. However, we remark
that, also for the smaller lattice parameter a = 5A˚, we
find qualitatively similar results.
As for the cylinder, we analyze the surface states as a
function of the wire size. In particular, we study the case
7of a wire with square section in the case of out of plane
translational invariance (along z-axis as for the cylinder),
but we also analyze the case of translational invariance in
the y axis direction (due to the hamiltonian symmetries,
the case invariant in the x direction is indistinguishable).
Also in this case the choice of parameters of the model
is equal to that of the cylinder, therefore we consider
A = B = 3.33eV A˚ in Eq. (1). In this way, as discussed
in Section I, the spectrum for the two types of confine-
ment remains the same. Therefore, for the wire with
translational invariance in z or y direction, the same en-
ergy dispersion is obtained and, consequently, also the
same values of the magnetic flux for the gap closing. To
analyze the size effects on the rectangular geometry, we
investigate cross-sections with aspect ratio equal to 1/1,
1/2, 1/3, and, finally, 1/6.
In the upper panel of Fig. 5, we plot the energy gap
as a function of the length of the smaller side Lmin. As
in the case of cylindrical geometry, the energy gap tends
to zero in the limit of infinite length. A numerical fit of
our results provides the following asymptotic behaviour:
E ∼ c1L + c2L2 (where c1 and c2 are parameters of the
fit and depend from the investigated aspect ratio), in
strong analogy with what we have found for the cylin-
drical nanowire where we got E ∼ M2
2R2 − A2R . Further-
more, also for this geometry, we find a non monotonic
behavior with a maximum and a minimum for lengths
between 50 and 100A˚. In particular, the minimum in the
energy gap gets smaller with reducing the aspect ratio.
The case relative to the aspect ratio 1/6, that is the low-
est we studied, is really interesting. In fact we see that,
for Lmin around 60A˚, the gap closes almost completely
without the introduction of the magnetic field. As for
the cylinder, we ascribe the presence of the minimum to
geometrical effects, then, we find that specific wavefunc-
tion density probability due to purely geometrical effects
is able to compensate topological effects due to the Berry
phase. This is one of the main results of the present work.
Another important aspect that emerges from this anal-
ysis is related to the properties of the surface electron
states. The ”numerically exact” calculations show that,
in the nanowire, the surface wave-function density prob-
ability exhibits a significant increase at the corners. Ac-
tually, in the upper right panel of Fig. 6, in the case of
the maximum of the gap (Lmin = 90A˚, for aspect ratio
1/6), the spatial probability density of the first subband
state is higher at the corners. Actually, it shows some
analogies with the state corresponding to the maximum
of the gap in the cylindrical nanowire (see Fig. 2). In
fact, as in the cylinder, it is not strongly confined on the
perimeter. However, it shows also an enhanced corner
density which represents the fingerprint of the rectangu-
lar cross-sections. It is worthy noticing that the forma-
tion of corner states is a consequence of the matching
between the wave-function along x and y sides. On the
other hand, in the upper left panel of Fig. 6, the spatial
probability density of the first subband in the case of the
minimum of the gap (Lmin = 60A˚, for aspect ratio 1/6)
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FIG. 5. Upper panel: gap energy (in units of eV) as a func-
tion of the length of smaller side Lmin (in units of A˚) in the
case of rectangular cross-sections with different aspect ratios.
Lower panel: magnetic flux (in units of quantum flux Φ0)
corresponding to gap closing as a function of Lmin (in units
of A˚) in the case of rectangular cross-sections with different
aspect ratios.
is completely different. A sort of side state takes place.
It is clear that, at the minimum of the gap, one gets a
complete decoupling of the two sides with smaller length
along the perimeter. In this way the system reproduces
the case of TI with a single confinement in the direction
orthogonal to shorter sides. Therefore, one expects that
the Dirac cone is recovered (zero gap in the upper panel
of Fig. 5).
For all the aspect ratios, as shown in the lower panel
of Fig. 5, the gap vanishes in the presence of appropriate
magnetic fields. Asymptotically, for all the geometries,
the energy gap closes at half quantum flux. Again the
case of ratio 1/6 is the most interesting. Indeed, as ex-
pected, for the sizes Lmin corresponding to the zero of
the gap in the absence of magnetic field, the magnetic
flux for gap closing is very small.
Finally, we focus on the spin-texture corresponding to
the first subband state. We follow the same procedure
used in the case of the cylinder, diagonalizing the spin
operators in the two-dimensional subspace correspond-
ing at fixed energy. Considering the confinement in the
xy plane with invariance along z, the spin behaves in the
8same way as in the cylinder, i.e. it rotates around the
perimeter (see the bottom right panel of Fig. 6 corre-
sponding to Lmin = 90A˚ for aspect ratio 1/6). However,
for Lmin at the minimum of the gap (see the bottom left
panel of Fig. 6 corresponding to Lmin = 60A˚ for aspect
ratio 1/6), there is a decoupling of the spin texture along
the shortest sides confirming that the system forms only
two side states without any presence of corner states.
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FIG. 6. Upper panel: spatial probability density of the first
subband state at kz = 0 for a rectangular wire with aspect
ratio equal to 1/6. Left plot for Lmin = 60A˚, right plot for
Lmin = 90A˚. Lower panel: spin orientation corresponding to
the first subband state at kz = 0 for a rectangular wire with
aspect ratio equal to 1/6. Left plot for Lmin = 60A˚, right
plot for Lmin = 90A˚. For simplicity, in the two plots, only
one of the two possible spin orientations is shown.
The case of confinement in the xz plane and invariance
along the y direction is more complicated. If we consider
a square cross-section of small size, all the three eigen-
values λx, λy and λz of the spin components are not zero
and comparable. In this way, the eigenvalues of the spin
are such that, along the x direction of the cross-section
of the wire, there is λx on one side and −λx on the other.
Instead, the value of λy and λz is different from zero on
all four sides of the square cross-section. If we increase
the size of the square, however, we observe that the two
components λy and λz decrease slowly, remaining only
the component λx unchanged. In the asymptotic limit,
for the case of translational invariance along y direction,
the spin still turns around the perimeter, but in such
a way that it vanishes along the two sides in the z di-
rection. This occurs more easily in a geometry with a
strong asymmetry along the sides, for example when one
decreases the aspect ratios. The behavior of the spin for
this confinement can be ascribed to the fact that, already
with a single in-plane confinement, for example a confine-
ment of the three-dimensional material only along the x
direction, the corresponding surface states along yz plane
are not described by a Rashba hamiltonian responsible
for a simple spin-momentum locking22. In particular, it
is along the z direction that the spin behavior is more
complicated. Indeed, in the case of nanowire with a dou-
ble confinement, it is on the z side that the spin has a
different behavior in comparison with that of the cylin-
der and rectangular wire with translational axes along z
direction (confinement in xy plane).
V. CONCLUSIONS AND DISCUSSIONS
In this paper, we have studied a simple model for the
electronic structure of a Bi2Se3 nanowire with different
geometries of the cross-section. In particular, we have
focused on the role played by the Berry phase in open-
ing a gap at the Dirac cone for finite area cross-sections.
Moreover, we have analyzed the effects of a magnetic
field applied along the translational axis of the nanowire
that is able to close the energy gap. Therefore, we have
pointed out the relevance of quantum interference effects
on measurable quantities of the nanowire, such as the gap
and the magnetic flux responsible for the gap closure.
First, we have analyzed the electronic states of a cylin-
drical nanowire. We have improved the approximate an-
alytical solution proposed in Ref. [21] extending its valid-
ity to lower radii R of the cylindrical nanowire. This has
allowed to show that the closure of the gap takes place for
magnetic fields which are larger than those corresponding
to half quantum flux and which increase with decreasing
the nanowire radius. An exact approach based on nu-
merical diagonalizations has been implemented not only
to check the accuracy of the analytical solutions but also
to study cylinders with small radii. With decreasing the
radius, the numerical approach confirms the presence of
a maximum and a minimum of the gap energy as a func-
tion of the radius in semiquantitative agreement with the
analytical solution.
Then, we have numerically studied the electronic states
of a nanowire with rectangular cross-sections focusing on
different aspect ratios between the side lengths of the
rectangle. In particular, we have analyzed the properties
of the edge states finding that they form without any ad-
ditional corner potential as suggested in the literature22.
Moreover, we have pointed out that the gap size and the
related behavior in the presence of a magnetic field are
qualitatively similar but they quantitatively depend on
the size and geometry of the nanowire. All the methods
used in this paper have confirmed the presence of a min-
imum and maximum of the energy gap at the Γ point
in the range of characteristic cross-section lengths from
50 to 100A˚ and the resulting variation of the magnetic
flux for the gap closing close to the minimum. One of the
most important results is obtained in the case of a rectan-
9gle with aspect ratio equal to 1/6. Indeed, the minimum
coincides nearly with zero energy implying that the gap
can be closed without any magnetic field when the length
Lmin of the smaller side is the order of 60A˚. Therefore,
a decoupling of the system takes place on the two sides
with the shortest length along the perimeter, in strong
analogy with the case of a single confinement in the di-
rection orthogonal to these sides. Close to the minimum
of the gap, the first sub-band state shows both a spatial
probability density and a spin polarization concentrated
almost along the shortest sides of the perimeter.
In this paper, interesting electronic properties of the
nanowire have been obtained in the range of cross sec-
tion characteristic lengths from 50 to 100A˚, where we
expect that effects due to quantum confinements of the
wave-function are not relevant. Actually, we have con-
sidered energy levels of the first sub-bands well within
the gap of the three dimensional bulk. Only for cross
section characteristic lengths smaller than 10A˚, the first
sub-band state has energies comparable with the bands
of the three dimensional bulk. Indeed, it would be very
interesting to theoretically analyze the transport proper-
ties of the wire30,31 by decreasing the cross-section area
and varying the chemical potential. Moreover, the ther-
moelectric properties in TI32 would be enhanced in a
nanowire of Bismuth based materials which are known
for their large Seebeck effects and thermoelectric figure
of merit33. These studies would naturally require the
introduction of disorder potentials inevitably present in
these materials. Work in this direction is in progress.
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Appendix A: Numerical approach
In this Appendix, we provide details about the numer-
ical approach used in this paper focusing on the case of
the cilindrical nanowire.
The numerical approach exactly solves the eigen-
value/eigenstate problem. It is based on a discretization
of the Hamiltonian in eq.(1), reducing the continuum to
a discrete lattice. For square/rectangular nanowires, one
considers square/rectangular lattices with fixed lattice
parameters. In the case of the cylindrical nanowire, the
procedure is more complicated since one has to discretize
the continuum model with a circumference as boundary.
This issue is particularly relevant since we want to study
the surface states. To this aim, we choose a mesh such
that the sites present in bulk are more rarefied and those
on the edge are more dense, as shown in Fig. A. In
this way, we are able to create a perfect circumference,
simulating very well the surface. Using a numerical di-
agonalization procedure with open boundary conditions,
one gets bulk and surface states making a comparison
with the analytical solutions. The numerical approach
perfectly reproduces the analytical results for large radii,
where the analytical solutions are valid. Therefore, the
numerical approach allows to make an extrapolation to
the continuum limit. Since we have considered a variable
mesh, we make the limit of the average lattice parameter
of the lattice to zero.
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FIG. 7. Site positions (in the real space) with variable mesh
in the case of radius R = 65A˚. A perfect circumference on
the boundary is numerically simulated.
To derive the matrix elements of the Hamiltonian,
we exploit the Taylor expansion of the first and second
derivatives present in Eq.(1). If we consider the i-th site,
where the index i = x, y, we denote ai its distance from
the nearest neighbor on the left, ai+1 its distance from
the nearest neighbor on the right. Based on these nota-
tions, we write the first derivative of the wave function
ψ in terms of finite differences:
ψi+1 = ψi − ψ
′
iai
ψi−1 = ψi + ψ
′
iai+1. (A1)
Doing the same with the expansion to the second order
of the eq.(A1), one gets
Therefore, we are able to write the Hamiltonian (1) as a
matrix (4NxNy)
2, where Nx and Ny are the site numbers
along x and y direction in the non-uniform grid.
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ψ
′
i =
ψi−1 − ψi+1
ai + ai+1
ψ
′′
i =
2ψi+1
ai(ai+1 + ai)
+
2ψi−1
ai+1(ai+1 + ai)
− 2ψi,j
aiai+1
(A2)
This grid is constructed such that each distance scales
as a function of sine and cosine. Hence, it is possible to
select points that are located at a distance from the cen-
ter less or equal to half side of the square which contains
the circle (see Fig. A). The elements which are outside
the circle must be put to zero. Therefore, the matrix will
contain a number of rows and columns containing zeros.
Once allocated the matrix, it is possible to obtain eigen-
values and eigenvectors with any diagonalization routine.
Once found eigenstates and eigenvalues, we can get the
orientation of spin on the surface building up a matrix
similar to that in equation (10) of section III. This time,
however, the representation is made considering a dis-
crete lattice and not a continuum. Therefore, considering
for simplicity kz = 0 and indicating with 0 and −1 the
two eigenvectors corresponding to the same eigenvalue,
one gets the following matrix for the spin components at
each lattice site:
( 〈ψ0(i)|Sj |ψ0(i)〉 〈ψ0(i)|Sj |ψ−1(i)〉
〈ψ−1(i)|Sj |ψ0(i)〉 〈ψ−1(i)|Sj |ψ−1(i)〉
)
,
with j = x, y, z. Therefore, the couple (r, φ) of the wave
function ψm(r, φ) in Eq.(10) is replaced by the index i
that labels the sites as in Fig. A. The eigenvalues of
the equation (A3) for each site i will provide the spin
orientation as found in bottom panel of Fig. 3 in section
III.
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