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Introduction, summary, and 
discussion 
1 General introduction 
Artificial neural networks are inspired on biological neural systems. Usually, ar-
tificial neural networks are not meant to be faithful copies of biological systems, 
but merely try to grasp a few important principles of neural information process-
ing. Research on artificial neural networks is motivated in two ways. On the one 
side, we try to build faster and smarter computers and programs that outper-
form "conventional" techniques in practical applications. On the other side, by 
studying artificial neural networks, we hope to obtain a better understanding of 
biological information processing. 
Information processing in neural networks is based on the following principles. 
1. A neural network consists of units ("neurons") that interact by sending 
signals to other neurons. The strength of the interaction between two neu-
rons, i.e., the contribution of the signal from the sending neuron to the input 
of the receiving neuron, is determined by the weight of the connection or 
"synapse". 
2. The operation of a biological neural system is not fixed at the moment of 
birth, on the contrary, a biological neural system is famous for its ability 
to learn and memorize. It is generally accepted that a neural network 
"learns" through adaptation of its weights, i.e., by adjusting the strengths 
of its synapses. 
The first principle discusses the operation of neural networks. The neurons 
in real biological systems are very slow and noisy. We do not know how real 
neurons function exactly, but it is evident that the simple computational devices 
normally used in artificial neural networks are absurd oversimplifications of their 
biological counterparts. This is not considered to be a big problem, since the 
power of neural networks does not lie in the functioning of the individual units, 
but in the cooperative behavior of many, simultaneously operating elements. In 
biological systems, this principle gives rise to very intelligent behavior. For prac-
tical applications it implies that neural networks are tolerant against noise and 
very fast if implemented in parallel hardware. Since the work of Hopfield [37], 
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(statistical) physicists have made important contributions towards a better un-
derstanding of the complex behavior of many simple computational devices (see 
e.g. [5]). They have treated problems such as storage capacity, noise tolerance, 
basins of attractions, and generalization. 
Nevertheless, it is mostly the second principle, the adaptation of neural net-
works, that can explain the current hype in neural network applications. In the 
last decade, many elegant and successful learning rules for artificial neural net-
works have been invented or reinvented. Important examples are the backprop-
agation learning rule [57], the Kohonen learning rule [41], and the Boltzmann-
machine learning rule [2]. The existence of these learning rules, of course in 
combination with suitable (parallel) network structures, has led to neural net-
work applications in pattern recognition, classification, prediction, memory, and 
so on. In these areas neural networks have become an important alternative to 
conventional techniques. However, in contrast with the theoretical contributions 
on the operation of neural networks, in many cases a good theoretical under-
standing of the adaptation of neural networks is lacking. This thesis may help to 
fill this gap. 
Despite the apparent differences in their functionalities, most learning rules 
in the current network literature share the following properties. 
1. Neural networks learn from examples. An example may be a picture that 
must be memorized or a combination of input and desired output of the 
network that must be learned. The total set of examples is called the 
training set or the environment of the neural network. 
2. The learning rule contains a global scale factor, the "learning parameter". 
It sets the typical magnitude of the weight changes at each learning step. 
In this thesis, we will set up and work out a theoretical framework based on 
these two properties. It covers both supervised learning (learning with "teacher", 
e.g., backpropagation [57], for a review see [36, 65]) and unsupervised learning 
(learning without "teacher", e.g., Kohonen learning [41], for a review see [7]). The 
approach taken in this thesis is therefore quite general. It includes and extends 
results from studies on specific learning rules (see e.g. [3, 56, 11, 38]). 
We will focus on on-line learning processes where at each learning step one of 
the examples is presented to the network. This is in contrast with batch-mode 
learning where a weight change takes place on account of the whole training set. 
From a biological point of view, batch-mode learning is implausible. In practical 
applications, batch-mode learning is only an alternative if the total training set 
is available at all times. But even then, on-line learning may be favorable to 
batch-mode learning (see Chapters 4-6). 
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In artificial neural networks, on-line learning is modeled by randomly drawing 
examples from the environment. This introduces stochasticity in the learning 
process. The important difference with most standard theory on stochastic pro­
cesses [64, 16] is the nature of this stochasticity. Usually, the noise is Gaussian 
and homogeneous, i.e., the same in the whole state space. For on-line learning 
processes, the noise in the weights is certainly not Gaussian and inhomogeneous. 
This forces us to make approximations, sometimes based on assumptions. We 
check these assumptions by computer simulations of simple learning rules and 
argue to what extent the results can be generalized to other learning rules. The 
main benefit of our "physical" approach is its applicability if one aims at (ap­
proximate) quantitative results. The "mathematical" approach, adopted by other 
researchers working on the same subject (see e.g. [45, 46, 44]), describes learning 
in the context of stochastic approximation theory [47]. It has yielded rigorously 
proven theorems. 
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Figure 1: Outline of this thesis. 
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As indicated in Figure 1, we will extend the framework introduced in Chap-
ter 1 in two directions. Learning in a changing environment (Chapters 2 and 
3) is motivated by the notion that, both for artificial and for biological learning 
systems, the natural environments are often nonstationary. Learning with local 
minima (Chapters 4, 5, and 6) is currently an important topic in neural network 
theory where nonlinearity and complexity in many cases lead to various fixed 
points of the learning dynamics. The next section goes further into the moti-
vations for the different studies, indicates the connections between the chapters, 
and summarizes the main results. 
2 Outline and summary 
2.1 Chapter 1: Learning in a fixed environment 
Because of the random presentation of examples, learning becomes a stochastic 
process. We have to talk in terms of probabilities, expectation values, and fluctu-
ations. What is the probability to be in a certain network state after presentation 
of say 100 examples? What is the strength of a synapse, averaged over a large 
ensemble of neural networks, all learning in the same environment? How large 
are the fluctuations, i.e., the average quadratic deviations from the average? 
In Chapter 1 we show that the probability defined above satisfies the so-called 
master equation. This gives us the opportunity to use the results from standard 
theory on stochastic processes [64, 16]. Van Kampen's local expansion method is 
valid in the limit for small learning parameters. We find evolution equations for 
the average network state and the fluctuations around this average. The average 
network state converges to a (locally) optimal solution. A locally optimal solution 
is a fixed point of the learning dynamics in the absence of "noise", i.e., a fixed 
point of the batch-mode learning dynamics. However, the random presentation 
of training examples does indeed introduce a certain type of noise. This noise 
leads to fluctuations in the asymptotic values of the network weights. These 
fluctuations are proportional to the learning parameter: a twice as large learning 
parameter yields a twice as large "uncertainty". In order to get rid of these 
fluctuations, the learning parameter must vanish in the long run. 
2.2 Chapter 2: Learning in a changing environment 
A result of Chapter 1 is that we must drop the learning parameter to zero in order 
to prevent asymptotic fluctuations in the network state. This has been the usual 
strategy in the training of artificial neural networks. But this is certainly not 
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the kind of behavior one would expect from a true adaptive system that a neural 
network, based on real biological systems, should be. A true adaptive system can 
adapt itself to changes in the environment at all times. Biological neural systems 
are famous for their ability to correct for the lengthening of limbs during growth, 
or their ability to recover (at least partially) after severe damage or surgery. 
This kind of adaptability is desirable for artificial neural networks too, e.g., for 
networks for the control of robots that suffer from wear and tear, or for neural 
networks for the modeling of economic processes. In Chapter 2 we investigate 
the performance of neural networks learning in a changing environment. 
In a gradually changing environment, we can apply the techniques described 
in Chapter 1, but now on a master equation with a time-dependent transition 
probability. We encounter a conflict. On the one side, one would like to choose 
a large learning parameter, since with a small learning parameter the average 
network state lags far behind the (locally) optimal solution. On the other side, 
we note the same effect as in Chapter 1: a large learning parameter leads to 
large fluctuations and thus to an unacceptable uncertainty. We define a plausible 
criterion for the (mis)achievements of learning neural networks in a changing 
environment. This criterion incorporates both conflicting interests. Minimization 
of this error criterion leads to an optimal learning parameter. In some simple cases 
we can compute this optimal learning parameter and compare it with results from 
computer simulations. 
2.3 Chapter 3: Learning-parameter adjustment 
The derivation of the optimal learning parameter in Chapter 2 is nice, but of 
limited practical use. To calculate this learning parameter, one needs detailed 
information about the neural network and its environment, information that is 
usually not available. To solve this problem, we search in Chapter 3 for an 
autonomous algorithm to adjust the learning parameter. 
It is possible to rewrite the formula for the optimal learning parameter in 
terms of the average network state, the fluctuations around this average, the av-
erage learning rule (i.e., the average weight change), and the fluctuations around 
the average learning rule. However, the averages are over a whole ensemble of 
neural networks, independently learning in the same environment. It is at least a 
little bit clumsy to train say 100 networks if one is only interested in a reasonable 
learning parameter for one of these networks. A solution is found by replacing the 
averages over an ensemble of networks by time averages over the statistics of the 
network that is trained. In this way, we derive a crude, but elegant autonomous 
algorithm for the on-line adaptation of the learning parameter. 
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We study the performance of this algorithm both theoretically and in a sim-
ple example. In a fixed environment the learning parameter decreases inversely 
proportional with the number of learning steps. According to the standard the-
ory [49], this is optimal. In a suddenly changing environment, the learning pa-
rameter increases: the algorithm detects the sudden change (psychologists talk 
about "arousal detection"). In a gradually changing environment, the learning 
parameter converges fast to the optimal learning parameter and stays then more 
or less constant as it should. As far as we know, the algorithm has no obvious 
physiological equivalent. Nevertheless, its behavior seems rather natural from a 
biological and psychological point of view (see [58] for a review on the relation-
ships between animal learning and neural networks). 
2.4 Chapter 4: Learning with local minima 
Many learning rules are derived from an error potential. This error potential 
looks like a landscape with valleys and mountains. The learning rule has the 
tendency to roll down the mountain and to stay in one of the valleys. In the 
first three chapters, we only study the local behavior of learning neural networks 
in the vicinity of such a "local minimum". To improve our knowledge on global 
properties of learning processes, we have to extend the theory of Chapter 1. The 
idea is that the noise due to the random presentation of examples, facilitates 
transitions between different minima. In Chapter 4 we try to quantify this idea. 
We start again with the master equation derived in Chapter 1. In order to 
proceed, we have to make two fundamental assumptions. The first hypothesis 
claims that possible transitions between minima may affect the probability moss 
in the various valleys, but not the shape of the probability in the vicinity of a local 
minimum. For small learning parameters, this shape can be obtained using Van 
Kampen's expansion [64]. The second hypothesis claims that the most important 
contribution to the total transition time between two minima (the average time 
to go from one minimum to another) stems from the average time to "escape 
the valley", i.e., the average time to cover about half the distance from the min-
imum to the top. The assumptions are supported by theoretical arguments and 
computer simulations. We derive that the transition time between two minima 
scales exponentially with a so-called reference learning parameter divided by the 
"real" learning parameter. Roughly speaking, the reference learning parameter 
corresponds to the height of the barrier between the minima divided by the local 
fluctuations in the learning rule at the first minimum. A reasonable estimate 
for this reference learning parameter is important. With a learning parameter 
much smaller than the reference learning parameter for a particular transition, 
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the probability to go from the first to the second minimum within a finite number 
of learning steps is negligible. 
2.5 Chapter 5: Transition times in self-organizing maps 
In Chapter 4, we have derived a theory starting from two fundamental hypothe-
ses. These hypotheses and the corresponding results have been tested on a simple 
example, but it is recommendable to investigate whether the theory also applies 
to more frequently used learning rules. The Kohonen learning rule [41], suggested 
for the formation of topological maps, seems perfectly fitted for this investiga-
tion. The goal of this learning rule is twofold: the units in the topological map 
must represent a more or less proportional part of the environment, and nearby 
units in the network structure must code for similar features in the environment. 
Topological maps are found in various brain areas. This learning rule might give 
an idea of the formation of these maps. Besides that, there are many practi-
cal applications of the Kohonen learning rule, e.g. for robot control and pattern 
classification. 
The original Kohonen learning rule cannot be derived from an error poten-
tial. A slight change yields a learning rule that is indeed the derivative of an error 
potential. The existence of an error potential facilitates a global description of 
the learning process. The lower the error potential, the "better" the network 
state. We show that topological defects, such as kinks in one-dimensional maps 
and twists ("butterflies") in two-dimensional maps, are local minima of the error 
potential, whereas the global minima correspond to perfectly ordered configura-
tions. Using the theory in Chapter 4, we study the transition times from the 
local to the global minima, i.e., the average time it takes to remove a kink or to 
unfold a twist. The theoretical results are in perfect agreement with computer 
simulations, except for a special limit near the breaking of ergodicity, i.e., where 
transitions become extremely difficult or even impossible. In this limit the first 
hypothesis is no longer valid and the theory has no meaning. 
2.6 Chapter 6: Cooling schedules for the learning parameter 
How can we guarantee that the learning rule finds the best possible solution, 
i.e., the global minimum of the error potential, and does not get stuck in an 
undesired local minimum? A well-known technique is simulated annealing [40]. 
A noise parameter is cooled down slowly. In the beginning of the search process 
the noise parameter is relatively high and large steps through the error landscape 
are possible. In the end, when the system is likely to be in the vicinity of the 
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optimal solution, the noise is small and only small steps are made. In Chapter 1 
we show that the learning parameter is also a noise parameter: the larger the 
learning parameter, the larger the fluctuations in the network state. That is why 
we search in Chapter 6 for cooling schedules for the learning parameter. 
The difference between on-line learning processen and most standard stochas­
tic processes on which simulated annealing is applied, is the type of noise. Usually 
the noise is the same everywhere: this is called homogeneous noise. In on-line 
learning processes the noise depends on the fluctuations in the learning rule and is 
not necessarily equal in the whole state space: the noise is inhomogeneous. There­
fore, our approach is somewhat different. It makes use of the results of Chapter 4 
on the transition times between various minima. We obtain an exponentially slow 
cooling schedule, i.e., the learning parameter is some start parameter divided by 
the logarithm of the number of learning steps. The start parameter depends on 
the reference learning parameters for the various transitions. 
3 Discussion and directions for further research 
In this thesis we study on-line learning processes, subject to the so-called Markov-
property: the probability density function to be in a particular network state 
at step i is determined by the probability density function at step г — 1 . In a 
continuous-time description this property leads to the master equation. For a 
Markovian learning process, the probability to draw a particular training pattern 
may depend on time (as in Chapters 2 and 3), or even on the current network 
state (as in the examples of Chapters 4 and 6), but it may not directly depend 
on previously presented training patterns. Therefore, our framework cannot be 
applied to the storage of sequences of patterns [27], time-series prediction [68], and 
so on, where there is a strong correlation between successive training patterns. 
A framework for this type of non-Markovian learning processes will presumably 
require different techniques. 
The method developed in Chapter 4 to calculate transition times between dif­
ferent minima is based on two hypotheses. The first hypothesis claims that near 
the local minima, in the so-called "attraction regions", we are allowed to decouple 
"time and space" of the probability distribution. The second hypothesis neglects 
the influence of the "transition regions", regions outside the attraction regions, 
on the total transition time. For the first hypothesis, the transition region, being 
a buffer for the attraction regions, cannot be too small, for the second hypoth­
esis not too large. In Chapter 5, we encounter a situation where the transition 
region becomes too small. The attraction regions come too close and the first 
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hypothesis is no longer valid. The error landscape of the backpropagation learn-
ing rule [57] is notorious for its steep valleys and large flat plateaus. This would 
suggest very large transition regions and thus violation of the second hypothesis. 
Further research should aim at a better feeling for the conditions under which 
our approach holds, i.e., at a quantification of "small" and "large". To improve 
the current theory, we must find a way to take the influence of the transition 
regions into account. As pointed out in Chapter 4, a straightforward Fokker-
Planck approach, suggested by several authors [48, 53], is not an alternative (see 
also [31]). 
The cooling schedules derived in Chapter 6 guarantee convergence to the most 
attractive minimum (usually this is the global minimum), but are exponentially 
slow. Faster cooling schedules (see e.g. [14]) cannot guarantee convergence, but 
may still lead to an acceptable performance on a shorter time scale. Furthermore, 
the maximal noise due to the random pattern presentation is limited, since there 
is always a critical learning parameter above which the learning rule diverges. 
Therefore, it may help to add extra (homogeneous) noise in the beginning of the 
learning process [45, 20]. To discuss faster cooling schedules or to incorporate 
additional homogeneous noise, the analysis of Chapter 6 must be extended. 
Note that there is an important difference between the learning-parameter 
adjustment algorithm in Chapter 3 and the cooling schedule in Chapter 6. The 
learning-parameter adjustment algorithm drives the learning network towards a 
nearby minimum and helps the network to follow this minimum in a changing 
environment. It is based on purely local information and operates autonomously 
by extracting the necessary information from the statistics of the weights. The 
cooling schedule guarantees convergence to the most attractive minimum in a 
fixed environment. It requires global information that cannot (yet?) be deter-
mined on-line. In order to combine the two lines of research presented in this 
thesis, we will first have to find a method to extract global information from 
the learning statistics. Not until then it is useful to think about fancy subjects 
like "on-line learning-parameter adjustment for global optimization in a changing 
environment". 
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Chapter 1 
Learning in a fixed environment 
Abstract 
We study the learning dynamics of neural networks from a general point 
of view. The environment from which the network learns is defined as a set 
of input stimuli. At discrete points in time, one of these stimuli is presented 
and an incremental learning step takes place. If the time between learning 
steps is drawn from a Poisson distribution, the dynamics of an ensemble of 
learning processes is described by a continuous-time master equation. The 
ensemble description allows us to study the asymptotic behavior of the plas-
ticities for a large class of neural networks. For small learning parameters 
we derive an expression for the size of the fluctuations in an unchanging 
environment. We use the networks of Grossberg [19] and Oja [52] as simple 
examples to analyze and simulate the performance of neural networks. 
This chapter is an edited version of the first part of the paper " Learning processes in neural 
networks" by Tom Heskes and Bert Kappen, which has been published in Physical Review A, 
44:2718-2726 [28]. Part of this work has been presented at the International Joint Conference on 
Neural Networks 1991 in Seattle and the International Conference on Artificial Neural Networks 
1991 in Helsinki [32]. 
12 Chapter 1 
1.1 Introduction 
In neural-network models, learning plays an essential role. Learning is the mech­
anism by which a network adapts itself to its environment. The result of this 
adaptation process, in both natural as well as in artificial systems, is that the 
network obtains a representation of this environment. The representation is en­
coded in the plasticities of the network, such as synapses and thresholds. 
The function of a neural network can be described in terms of its input-
output relation, which in turn is determined by the architecture of the network 
and by the learning rule. Examples of such functions may be classification (as 
in multilayered perceptrons), feature extraction (as in networks that perform a 
principle component analysis), recognition, transformation for motor tasks, or 
memory. The representation of the environment that the network has learned 
enables the network to perform its function in a way that is "optimally" suited 
for the environment on which it is taught. 
The environment can be defined as a set of examples or stimuli, and learning 
is usually modeled as the process of randomly drawing examples from the envi­
ronment and presenting them to the neural network. Thus learning becomes a 
stochastic process. In this chapter we will consider the case when the network 
is given examples from a fixed unchanging environment. The aim of the learning 
algorithm is to find the one static representation of the environment, in terms 
of synapses and thresholds, that optimizes the function of the network for that 
specific environment. This requires that for large times the learning parameter, 
which controls the amount of learning, should go to zero, since otherwise fluctu­
ations in the representation will persist and thus optimality in the above sense 
is never achieved. Conditions for convergence to an asymptotic solution are de­
rived by Ljung [49] and Kushner and Clark [47] for general stochastic processes. 
More specifically, Ritter and Schulten [56] discuss the convergence properties 
of Kohonen's topology conserving maps and Clark and Ravishankar [11] give a 
convergence theorem for Grossberg learning. 
We propose to study the learning dynamics of a large class of neural networks 
for constant learning parameter η. In Section 1.2, we define the class of learning 
algorithms that we will consider. If the time between learning steps is drawn 
from a Poisson distribution, the dynamics of an ensemble of learning processes is 
described by a continuous-time master equation [8]. 
From this we can calculate in Section 1.3 the dynamics of macroscopic quan­
tities such as the expected representation and its fluctuations. We illustrate our 
formalism with Grossberg learning [19], for which the evolution of the macro­
scopic quantities is exactly solvable. 
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For general learning rules, the asymptotic solutions cannot be calculated. In 
Section 1.4 we therefore make an approximation valid for small fluctuations, as 
proposed by Van Kampen [64]. If it is assumed that the asymptotic solution is 
peaked around the "noise free" limit, the expected representation and its fluctu­
ations obey a coupled set of linear differential equations of which the asymptotic 
solution can be calculated. We compare our analytical results with simulations 
for the Oja learning rule [52], which calculates the principal component of the 
covariance matrix of the input distribution. 
In Section 1.5, some conclusions are drawn, the main assumptions are revis­
ited, and interesting directions are indicated. 
1.2 The learning process 
In this section we will define the class of learning algorithms that we consider. 
Let the representation that the neural network builds of the environment be given 
by an iV-dimensional vector w = (w\,..., w^)T. This vector w contains all the 
synaptic strengths and thresholds of the neural network, and completely specifies 
the state of the neural network in the learning process. The environment of the 
network is assumed to be a set of stimuli χ to be taken from a subset Ω С И п . 
Here η denotes the dimension of the stimulus space, which will often be equal 
to the number of neurons that are in direct contact with the environment. The 
environment is fixed. The probability that the network gets exposed to a stimulus 
χ is given by a probability density function p(x), which is time independent. 
We consider the following learning mechanism. At distinct points in time 
a stimulus S is presented to the network and a learning step takes place. The 
network changes its weight vector w to w' = w + Aw, obeying 
Aw = ηΐ(\ν,χ), (1.1) 
where f(w, x), the so-called "stochastic force", is an arbitrary function f(w,x) : 
]RN χ lRn —» JR.N and η is the learning parameter. Equation (1.1) simply states 
that the new network state w' after the learning step is a function of the state w 
before this learning step and the randomly drawn input vector x. 
Equation (1.1) applies to most of the learning rules in neural network theory. 
Depending on the particular choice of the stochastic force f(w,x), learning pro­
cesses of neural networks with quite different functionalities can be described. A 
few illustrative examples are the following. 
1. Kohonen's topological feature map [41] as used in Ritter and Schulten [56]: 
Ащ = η(χ- Wi) Η
σ
{ί, ¿max(x)), 
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with i labeling the neurons, wt a set of feedforward connections, imax(x) 
the neuron that fires maximally when stimulus χ is presented, and h„ a 
bell-shaped function of width σ. 
2. Hopfield's associative memory [37]: Δ ω 4 = ηχιχ], with i labeling the 
neurons i , the stimulus value at neuron i, and w^ the lateral connections. 
3. An input-output relation such as the multilayered perceptron with back-
propagation [57]: ôkVt = —ηδγ,Ε, with w the weights and thresholds of the 
network, and E an error function which should be minimized. 
Two other examples, Oja's principal component network and Grossberg's "center-
of-mass" network will be used as specific examples to illustrate our theory in the 
subsequent sections. 
The learning process as defined in Equation (1.1) is a stochastic process since 
at each learning step the input vector χ is drawn at random. In order to describe 
this learning process we must therefore talk in terms of probabilities, expectation 
values, and fluctuations. The most obvious probability to look at is р
г
{ )'· the 
probability that the network is in state w after i learning steps. Thus, the learning 
process becomes a Markov process (see, e.g., [16]): 
p t(w') = ƒ d"u;T(w' |w)P.-i(w) , (1.2) 
where T(w'|w) is the transition probability to go in one learning step from state 
w to state w': 
T ( w ' | w ) = / V i p ( f ) . 5 N ( w ' - w - 7 7 f ( w , £ ) ) =f (<5'v(w' - w - rçf(w,£)))n . 
(1.3) 
Equation (1.2) describes a random walk with discrete iteration steps labeled by i. 
It can be shown [11, 47, 49, 56] that, under certain conditions including a 
slowly vanishing of the learning parameter, 
lim г?
г
 = 0 , У ] 77ι = со ι 
г—»oo *—* 
г = 1 
the learning process converges to a stationary solution 
ps(w) = ( 5 ; v ( w - w * ) , (1.4) 
where the points w* are stable fixed points of the differential equation 
^ r = (f(w(i),âO>n = f(w(t)). (1.5) 
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These stable fixed points w* are, by definition of the learning rule, locally optimal 
representations of the environment. If a global energy function E(YÍ) exists such 
that /i(w) = — dWlE(vf) for all w, then the stable fixed points w* are local 
minima of this energy function E(vt). 
Instead of the above approach, we will discuss learning processes with small 
but non-vanishing learning parameters. Therefore we need a continuous-time 
description that is valid for all values of the learning parameter 77. Bedeaux, 
Lakatos-Lindenberg and Shuler [8] showed, that such a continuous-time descrip-
tion can be obtained through the assignment of random values Δί to the time 
interval between two succeeding iteration steps labeled by i. If these At are 
drawn from a probability density 
ρ(Δί) = - exp 
τ 
At 
the probability ф(г, t), that after time t there have been exactly i transitions, 
follows a Poisson process. Now the probability P(w, t), that a network is in state 
w at time t, is defined 
0 0 
P(w,í) = ^ 0 ( i , í ) p í ( w ) . 
¿=0 
This probability function P(w, t) can be differentiated with respect to time, yield-
ing the master equation 
9Ρ
ψΛ
 =
 j dNw [W(w'|w)P(w,i) - W(w|w')P(w',i)] , (1.6) 
with the transition probability per unit time 
W(w'|w) = - T ( w ' | w ) . (1.7) 
τ 
This result is valid independently of r, the average time between two successive 
learning steps, and the learning parameter 77. Through τ we have introduced 
a physical time scale, which is also reflected in the transition probability rate 
W(w'|w) in Equation (1.7). 
Through the assignment of random time values to the learning steps, we have 
obtained a continuous-time master equation (1.6) describing the evolution of an 
ensemble of learning neural networks. We will denote the distribution of states 
w at time t by Ξ(ί). The expectation value for an arbitrary function V( w ) a t 
time t is written 
GKW))H(0 - ƒ A ^ w . O l K w ) . (Lg) 
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1.3 Learning in a stationary environment 
A consequence of ал asymptotically constant nonzero learning parameter is that 
fluctuations will persist and the learning process, in general, will not converge to 
a deterministic solution like the one in Equation (1.4). So local optimality is not 
likely to be achieved. As an indication of the deviation from local optimality, we 
define the error 
Σ
2(οο)] , (1.9) 
with definitions of the bias and the covariance matrix, respectively, 
m,(i) = (u/,)
s ( 1 ) - w* , 
O ) = ( ( « « . - W S Í O J ^ - W S I « ) ) ) ^ . (1-Ю) 
Note that the error Í as defined in Equation (1.9) gives a measure of the perfor-
mance of the network in the neighborhood of w* : it does not give any information 
about the global performance of the network. In order to compute this error, we 
will focus on the evolution equations of the macroscopic quantities {w)~rt\ and 
Σ
2 ( ί ) . 
Using the master equation (1.6) and the definition (1.8), we obtain 
< / t ( w ) ) s ( 0 , 
(/.(w) (wj - (wj)
m
))
m
 + ((wt- Ы Е ( ( ) ) /j(w)) s ( t ) 
+ rt(D
v
(w))
s{t) , (1.11) 
with the drift vector f(w) already defined in Equation (1.5) and the diffusion 
tensor £>(w), 
A , (w) = ( / . (w.áUíw.áOJn . (1.12) 
In Equation (1.11), (w)E,t\ describes the "mean tendency" of the learning system 
and Σ 2 (ί) the superimposed fluctuations. The diffusion tensor D(w) is a positive 
definite matrix. It contains the fluctuations in the learning rule. 
The evolution equations in Equation (1.11) are exact, i.e., they are valid for 
all values of η. The exact evolution equations for higher-order cumulants can be 
derived in the same way. For our purposes, the expectation value of the state and 
the covariance matrix provide adequate information about the learning process. 
S * ( l l w - w l 2 ) = | | m ( o o ) | | 2 + Tr 
τ φ , )
Ξ ( ( ) 
η dt 
rjK(t) 
dt 
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Note that, since terms of order η3 and higher do not contribute to the evolution 
m of (w)-/t) and Σ
2 ( ί ) , Equation (1.11) can also be derived from a Fokker-Planck 
approach which results from a Taylor expansion including terms up to order η2. 
To illustrate the dynamics of a learning process, we consider Grossberg learn­
ing [19]. The network consists of one neuron with n inputs. Its weight vector w 
follows the learning rule, 
A W = T / ( X - W ) . (1.13) 
Obviously the dimension of the weight vector w is equal to the dimension of the 
input space, the set of stimuli χ G Ω С IR71. Since the different dimensions in 
Equation (1.13) are uncoupled, we can restrict ourselves to one dimension. The 
convergence of the Grossberg learning rule in case of equally spaced time inter­
vals between the learning steps has been studied by Clark and Ravishankar [11]. 
The stable fixed point of Equation (1.5) is the probabilistic mean of the input 
distribution: w* = (χ)
Ω
· 
The evolution equations for the mean (w)E^ and the standard deviation Σ(ί) 
can be calculated exactly; Equation (1.11) yields 
d{w)s
»> m 
T
'~~dt = _ 7 ? m ^ ' 
(0 
di = - ( 2 -77)77 Щі) + 7i
¿
rn
¿{t) + 7?V , (1-14) 
with definitions m(t) = {w)E,t-> — {x)Q and χ2 = ((χ — (X)Q)2) , the variance 
of the input distribution. The solution of Equation (1.14) is 
m(t) = m(0)e- ' ' < / T , 
Σ
2(0) ^ - x 2 + m2(0)(l-e-"2t/T) 
2 - 7 ? 
β
-(2-η)ηί/τ 
(1.15) 
So the ensemble of learning neural networks converges for 77 < 2 to the asymp­
totically stable solution 
M=(oo) = (X)Q . Σ 2 ( ° ° ) = 7^—^X 2/~\ _ _ ^ _ , . 2 2-η' 
The expectation value converges to ( ι )
Ω
 = w*. The only contribution to the 
error £ stems from the asymptotic fluctuations in the weights. These fluctuations 
are proportional to the variance of the input distribution and for small learning 
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w 
100 150 200 
t in τ 
200 
t in τ 
Figure 1.1: Mean and standard deviation for time-independent Grossberg learn­
ing as a function of time in units r . Learning parameter η = 0.05. Standard 
deviation input χ = 1.0. Probabilistic mean (x)Q = —1.0. All 10000 neural 
networks started with w = 1.0, so (™)
Ξ
(0) = 10 and Σ2(0) = 0.0. (a) Three 
examples of individually learning networks (solid lines) and simulated mean ± 
standard deviation (dashed lines), (b) Standard deviation Σ(ί), simulated (solid 
line) and calculated (dashed line). 
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parameters also to the learning parameter. The standard deviation diverges at 
T? = 2. 
We have simulated this Grossberg learning for an ensemble of 10000 indepen-
dently operating neural networks looking at an environment with p(x) = 1/21 
for | i | < / and p(x) = 0 elsewhere. Three examples of individual networks and 
(ω)
Ξ
^) ± Σ(ί) are plotted as a function of time in Figure 1.1(a). Figure 1.1(b) 
shows the variance Σ 2 (ί), both calculated and simulated. The results are in 
excellent agreement with Equation (1.15). 
1.4 A Gaussian approximation 
Equation (1.11), which describes the evolution of the mean and the covariance 
matrix, is elegant but in general unsolvable. Therefore we make a Gaussian ap­
proximation valid for small fluctuations as proposed by Van Kampen [64]. For 
this approximation to be valid, one must assume that the learning process con­
verges to a stationary solution of the master equation (1.6). Convergence can 
be proved in case of a finite number of possible states w (see, e.g., [16]). The 
convergence proof for a continuous state space requires the о prion existence of 
a stationary solution. We will show the existence of stationary solutions within 
our approximation scheme. This justifies, α posteriori, the Van Kampen approx­
imation. 
Application of the approximation method introduced by Van Kampen to the 
evolution equations (1.11) yields 
τ d (иі
г
)-гл 1 . . 
τάτζμ
 =
 _
Σ
^ ( { Λ ν ) Ξ ( ί ) ) Σ ^ ( ί ) _ Σ Σ 2 Λ ( ί ) ^ ( ( ν ) Ξ ( < ) ) 
' к к 
+ V D
v
({w)
sw
) , (1.16) 
with definitions 
In Equation (1.16) higher order terms are omitted. According to this approxi­
mation |Σ 2(£)| tends to become 7/|.D|/|G| for t —• oo (by ) . . . | we mean the order 
of magnitude of the tensor). This value can be used to check the self-consistency 
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of this approximation. The equations are approximately valid if the largest ne-
glected terms are much smaller than the terms we take into account, i.e., 
7?|c&f|2|L>| « |owf| |¿&f|2, 
V\dlD\ < |ôwf|, 
v\e&t\2\D\ « |awf|3. (1.17) 
If the drift term f (w) and the diffusion tensor -D(w) are sufficiently smooth, we 
can always find a learning parameter η such that the requirements (1.17) are 
fulfilled. Equation (1.16) is a set of two coupled nonlinear differential equations 
which describe the evolution of the expected state and the superimposed fluctua­
tions for small fluctuations. Note that Equation (1.16) is, strictly speaking, only 
valid for t < co as long as Σ 2 (ί) is of the same order of magnitude as Σ2(οο). In 
many cases this is true for the entire learning process [see, e.g., Figure 1.1(b)]. 
We will show that for small learning parameters there exist stationary so­
lutions of the master equation (1.6) that are peaked in the neighborhood of the 
stable fixed points w* of Equation (1.5). We expand Equation (1.16) with respect 
to the bias m(i) = ( w ) ^ — w*: 
£ Glk Σ^( ί ) - £ Σ,\(ί) G j f c + η DXJ , (1.18) 
к к 
with all tensors evaluated at w*. Note that the stability of w* implies that 
the symmetric part of the matrix G(w*) must be positive semidefinite. For 
convenience, we will exclude matrices G(w*) with zero eigenvalues. The analysis 
including "flat directions" should be restricted to the eigenspace spanned by the 
eigenvectors with nonzero eigenvalues. 
In Equation (1.18), higher orders are omitted and self-consistency can be 
checked using |Σ 2(οο)| = T J | D | / | G | and |m(oo)| = r/ |Q| |D|/ |G| 2 . The approximate 
validity of Equation (1.18) requires (1.17) and 
v\D\\alî\ « |awf|2, 
r/ |ö^f | |öwD| < |awf|2. (1.19) 
Under these conditions, the set of linear differential equations (1.18) gives an ap-
proximate description of the convergence of the learning process [Equations (1.6) 
and (1.11)] to a stationary state. 
τ dm%{t) 
η dt 
rd^ljt) 
η dt 
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The stationary solution of Equation (1.18) obeys 
Σ Gtk E
2
fcj(cc) + £ E2fc(oc) G3k = τ, Д , . 
fc A: 
In closed form the asymptotic solution is 
[ , ΛΟΟ 
G~l Q3ki / <fy 
jfciTOil 
Ej(oo) = ^ f d l / ^ U » 
У0 J t K 
,-Gy' 
,-GTv' 
fcm 
o r ,-o
T
v 
nl 
(1.20) 
The existence of this stationary solution of the master equation (1.6) α posteriori 
justifies our approximation scheme as outlined in this section. Note that in this 
approximation the asymptotic mean representation ( w ) ^ ^ deviates from the 
locally optimal representation w* proportional to η. The asymptotic standard 
deviation is proportional to y/fj, which is significantly larger than η for small 
learning parameters. 
If the matrix G(w*) is symmetric, the error S defined in Equation (1.9) can 
be calculated yielding 
E = ^Тг ¡G^DÌ , (1.21) 
where terms of order η2 are neglected. Equation (1.21) summarizes a few charac­
teristics of the asymptotic solution of the learning process. First of all, the error 
is proportional to the diffusion matrix D(w*) which contains the "noisiness" of 
the environment. Secondly, the error is inversely proportional to the curvature 
at the stable solution, i.e., the steeper the valley of the minimum, the smaller the 
error. 
The "perfectly trainable" neural networks form a special class of learning neu­
ral networks. These networks have a stable fixed point w* such that f(w*,x) = 0 
Vf € Ω. In this point, the diffusion £>(w*) = 0, so there are no fluctuations. Since 
there is no way to escape from this point, as can be seen from the transition prob­
ability r(w |w*) = <5N(w — w*) in Equation (1.3), w* acts like a sink. In this 
particular case there is no harm in choosing a relatively large learning parameter. 
An example is a backpropagation network [53] that obtains a representation w* 
of the environment such that all input vectors χ e Ω are transformed exactly into 
the desired output vectors, i.e., for which the backpropagation error E(vr*) = 0. 
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The set of equations (1.18) describes the exponential decay of the expected 
bias and fluctuations in the representation of the neural network. The response 
time, the typical time constant of these exponential decays, is different in the 
different eigenvector directions of the matrix G. Let us denote the response time 
in the eigenvector direction α with corresponding eigenvalue \
a
 by θ
α
; then, 
*• " -Ä ' (LM) 
The response time, which is an indication for the adaptability of a neural network 
to a changing environment, is inversely proportional to the learning parameter. 
Combining Equation (1.21) and (1.22) we see that in order to reduce the response 
time by a factor 2, the learning parameter must be increased by a factor 2, yielding 
a twice as large error £. 
We conclude this section by calculating the asymptotic solutions m(oo) and 
Σ
2(οο) for the nonlinear learning rule of Oja [52]. This algorithm computes the 
principal component of the covariance matrix of the stimulus set Ω. The network 
consists of one neuron with η inputs. Its weight vector w follows the learning 
rule 
Aw = η wTx [x - (wTx) w] . (1.23) 
def 
With the definition of the covariance matrix of the input distribution С = 
/ x x T ) , it is easy to show that the normalized eigenvector of С with the largest 
eigenvalue is the only stable fixed point w* of Equation (1.5). 
We take η = 2 and draw our stimuli at random from a rectangle: 
P(XUX2) = Pl(Xl) Р2ІХ2) With Pa(x) = I 1/2QL ^ J ^ " 
with l\ > ¿2· The covariance matrix of the input distribution has the form 
C = 
where Л
а
 = ¿^/3. The eigenvectors of the covariance matrix of the input distri-
bution with the largest eigenvalue Λχ are: w* = (1 , 0) T and w* = (-1 , 0) T . 
Calculation of the stationary solution (1.20) is straightforward and leads to 
m ( 0 0 ) =
 - 4 A 7 3 A 2
W
 ' Σ (oc) = -
/ о 0 
AA ì · i 1 · 2 4 ) 
0 Λ1Λ2 ' v ' 
\ U X7^i 2 
Learning in a fixed environment 23 
m 
χ 10 
-2 
О 0.02 0.04 0.06 0.08 0.1 
V 
0 0.02 0.04 0.06 0.08 0.1 
0.05 
О 0.02 0.04 0.06 0.08 0.1 
•η 
Figure 1.2: Asymptotic bias, variance, and error for Oja learning as a function 
of the learning parameter. Eigenvalues of the covariance matrix of the input 
distribution: Λι = 2.0 and Л2 = 1.0. Simulations were done with 5000 neural 
networks, (a) Bias | |m(oo)| | computed from Equation (1.24) (solid line) and 
simulated (*). (b) Variance Tr [Σ2(οο)] computed from Equation (1.24) (solid 
line) and simulated (*). (c) Error £ computed up to order 77 (solid line), including 
all η2 contributions (dashed line), and simulated (*). 
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In Figure 1.2 the bias | |m(oo)|| and variance Tr [Σ2(οο)] are plotted as a function 
of the learning parameter η, both calculated [Equation (1.24), solid line] and sim­
ulated (with 5000 neural networks, asterisk). The deviation between simulation 
and computation is less than 10% up to about η = 0.05. 
The approximation scheme outlined in this section can be extended including 
higher-order terms of η. Since the term | |m(oo)| | 2 is already of order η2, we only 
have to compute the second-order terms of Tr [Σ2(οο)] to obtain a second-order 
estimate of the error. Straightforward calculation, using the first-order terms 
computed in Equation (1.24), yields 
η ΛιΛ2 _ η
2
 ΛιΛ
2
. rf_ 
2 Λ ι - Λ 2 4'Лі - Л 2 16 
Λ
2 
Λι - Λ 2 
This expression yields the dashed line in Figure 1.2(c), which, of course, gives 
a better prediction of the simulations than the solid line which shows the error 
calculated up to order η [according to Equation (1.21)]. 
The stationary probability distribution for η = 0.05 and 5000 neural networks 
is plotted in Figure 1.3(a). In Figure 1.3(b) contour lines are drawn. The contour 
lines of a Gaussian with bias and covariance matrix (calculated up to order η2) 
are drawn in Figure 1.3(c). It is clear that the real probability distribution is 
not a simple Gaussian, but nevertheless the deviation of the simulated bias and 
variance from the values predicted by theory is small (Figure 1.2). 
1.5 Conclusions and discussion 
We have set up a general framework for studying the asymptotic solutions of a 
large class of learning neural networks for nonzero asymptotic learning parameters 
77. The conditions for the validity of the framework in a fixed environment are 
given in Equations (1.17) and (1.19) and are roughly equivalent to η |ôwf| <ê! 1. 
If the network has obtained a stationary representation of the environment, a 
nonzero learning parameter gives rise to fluctuations in the representation of the 
network proportional to η and allows the network to adapt to a new, different 
environment in a time which is inversely proportional to η. 
To be able to do the analysis above, we had to the make the following essential 
assumptions. 
1. Learning is described by a first order process as given by Equation (1.1): 
the new network state w + Avr depends only on the present network state 
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Figure 1.3: Asymptotic probability distribution for Oja learning. Learning pa-
rameter 77 = 0.05. Simulations were done with 5000 neural networks, (a) Simu-
lated probability distribution and (b) corresponding contour map. (c) Contour 
map of Gaussian probability distribution with calculated bias and covariance 
matrix including terms up to order η2. 
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w and on the training pattern x, which is drawn at random from a time-
independent environment. This makes learning a Markov-process, governed 
by a random-walk equation. 
2. A physical time scale is introduced by drawing the time intervals between 
successive learning steps from a Poisson distribution. This is an elegant 
way to transform a discrete random-walk equation into a continuous time 
master equation for any value of the learning parameter η. It may also 
be applied to describe the dynamics of spin states in Hopfield-type neural 
networks in differential form, even for a finite number of neurons. 
These two assumptions facilitate a description of the learning process in terms 
of a continuous time master equation. Violation of either of these assumptions 
would make the analysis much more difficult. 
The theory presented in this chapter has two serious limitations. 
1. The probability density function p(x) which gives the probability that the 
network senses a particular training pattern χ is time independent. In 
Chapter 2 the framework is extended to include gradually changing envi­
ronments with time-dependent probability density functions p(x,t). 
2. The theory describes the performance of learning neural networks in the 
neighborhood of a locally optimal solution w*. It does not tell anything 
about the global performance of learning processes. Relevant questions like 
transition times between different locally optimal solutions and asymptotic 
probabilities to find a network in the vicinity of a particular locally optimal 
solution will be addressed in Chapter 4. 
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Learning in a changing environment 
Abstract 
A learning algorithm that enables a neural network to adapt to a chang­
ing environment, must have a nonzero learning parameter. This constant 
adaptability, however, goes at the cost of fluctuations in the plasticities, 
such as synapses and thresholds. The ensemble description introduced in 
Chapter 1 is extended to study and quantify the behavior of neural networks 
learning in a nonstationary environment. The networks of Grossberg [19] 
and Oja [52] serve as examples to analyze and simulate the performance 
of neural networks in a changing environment. In some cases an optimal 
learning parameter can be calculated. 
This chapter is ал edited version of the second part of the paper "Learning processes in neural 
networks" by Tom Heskes and Bert Kappen, which has been published in Physical Review A, 
44:2718-2726 [28]. Part of this work has been presented at the International Joint Conference on 
Neural Networks 1991 in Seattle and the International Conference on Artificial Neural Networks 
1991 in Helsinki [32]. 
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2.1 Introduction 
In Chapter 1 we studied the behavior of neural networks learning in a fixed 
environment with a constant nonzero learning parameter. The final fluctuations 
in the network state were found to be proportional to the learning parameter. So, 
in order to obtain optimal accuracy, the learning parameter should vanish in the 
long run. Such algorithms, for which the learning parameter vanishes asymptoti­
cally, are clearly not the ones that are used in natural neural networks. Natural 
adaptive systems always learn. Examples of such learning exist on very large 
time scales (people learn with age) as well as on short time scales (attention for 
details, discovery of regularities). This constant tendency to learn accounts for 
the adaptability of biological neural systems to a changing environment. 
The adaptability of the neural network is best served with a large learning pa­
rameter: The larger the learning parameter, the faster the response of the neural 
network to the changing environment. On the other hand, a large learning pa­
rameter gives rise to large fluctuations around the desired optimal representation. 
This has a negative effect on the accuracy of the network's representation of the 
environment at a given time. Given some criterion for the network's adaptability 
and accuracy, there is an optimal learning parameter that is certainly nonzero for 
a neural network operating in a time-dependent environment. It is interesting to 
note that similar ideas have been proposed by Wiener [67] in connection with his 
work on linear prediction theory. 
In Section 2.2 we discuss the performance of learning rules in a gradually 
changing environment. The formalism, as developed in Chapter 1 is applicable 
to this case as long as changes in the environment are slow in comparison with 
the time scale of the learning algorithm. For a simple changing environment 
and Grossberg learning, the asymptotic solution can be calculated exactly, and 
illustrates the conflicting goals of accuracy and adaptability. The analysis of 
Section 1.4 is repeated in Section 2.3 for a changing environment. Again a set of 
linear differential equations is obtained. The usefulness of the analytical results 
are illustrated with Oja's learning rule, which receives its input from a slowly 
rotating environment. In Section 2.4 we summarize and discuss the main results 
and limitations of the analysis. 
2.2 A gradually changing environment 
As in Chapter 1, we will discuss learning rules of the form 
Δ\ν = η f (w, χ) . 
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w represents the state of the neural network, it contains strength of all adaptable 
elements, η is the learning parameter and f a function called the stochastic force. 
χ stands for a training pattern. The important difference is that now χ is drawn 
at random from a time-dependent environment Ω(ί), i.e., according to a time-
dependent probability density function p(x,t). The transition probability for the 
network to go from a state w to a state w' at time t is also a function of time t. 
Comparing with Equation (1.3) we have 
Tt (w'|w) = ίά\ρ(χ,ί)δΝ(^'-^-η{(νν,χ)). 
For a gradually changing environment (i.e., such that changes on a time scale r 
are insignificant: \rdtp\ ·< \p\), we can write the master equation 
T
^T^ + Ρ ( ν , ί ) = ¡dNwTt(w'\^)P(w,t). 
With the obvious definitions [see Equations (1.5) and (1.12)] 
f(w,t) = ( f(w,f))n ( ( ) , 
D(w,t) d^f <£>(w,f)) n(0 
the evolution equations for the expectation value of w and the covariance matrix 
Σ
2(ί) [see Equations (1.8), (1.10), and (1.11)] are written 
r d (ю
г
)
т 
η—Л—
 =
 ^ ' ' » H W . 
l~dT = (л^'*)Ь-<^>нм)>н(0 + ((^-^>н(о)Л(^Е)>3(і) 
+ »? (Aj(w, í )>2 W . 
The time dependency of the environment leads to a time dependency of the 
stable fixed points w*(t). Similar to the error defined in Equation (1.9), we can 
define an error S indicating the performance of a neural network operating in a 
time-dependent environment: 
ε
 = Α ψ С"' < l |w - "'(i)ll%w = Ä f j f * { | | ш ( , ) | 1 ' + ъ [ Σ 2 ( ί ) ] } ' 
(2.1) 
with m(í) Ξ (w)2/t4 — w*(í), as usual. The idea is that minimization of this error 
leads to an optimal learning parameter. 
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As an example we will discuss the performance of the Grossberg learning rule 
[Equation (1.13)] in a time-dependent one-dimensional environment, where the 
input distribution is moving along the axis with constant velocity ν and constant 
standard deviation χ: p(x,t) = p(x — vt), with p{x) = 1/2/ for |x| < I and 
p(x) = 0 elsewhere. The aim of this learning rule is to make w coincide with 
the mean value of the probability distribution p(x, t), i.e., w*(t) = (x)svt)· The 
evolution equations for (и))=т and Σ 2 (ί) are given in Equation (1.14), but now 
with definition 
m(t) = {w)3{t)-w*(t) = (w)m - ( ι ) Ω ( ί ) . 
The asymptotic solution of these evolution equations is 
TV 
M=(t) = (X)ü(t) - — = (X)n(t-r/v) 
Σ 2(" - *=ìéh)[*+T']· ( 2 · 2 ) 
with the typical constant 
VT 
7 = — ι 
X 
the ratio between the distance covered in the average time between two learning 
steps and the standard deviation. From Equation (2.2) we see that, on the 
average, the representation which the network has of the environment, {ш)=т, 
lags a time τ/η behind the best possible representation, {x)nrty Second, the 
standard deviation diverges at η = 2, as in the static case, but diverges also at 
η = 0 for nonzero velocities. 
Equation (2.2) is illustrated in Figure 2.1, where the simulated probability 
distribution of the weight w is sketched for three different cases: zero velocity, 
small velocity (v = 0.01/r) and relatively large velocity (v = 0.1/V). Simulations 
were done with 5000 neural networks for η = 0.05 and χ = 1. For zero velocity the 
probability distribution of the difference between the weights and the probabilistic 
mean is symmetric around the origin. A slowly moving environment gives rise 
to a small delay and a slightly broader distribution. If the environmental change 
is relatively large, the probability distribution sincerely lags behind and is much 
broader. 
The error defined in Equation (2.1) yields in this example 
_ τ?* + 2 7
2
 2 
7 7 2 ( 2 - 7 , ) * • 
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0 2 
w - w*(t) 
Figure 2.1: Probability distribution for time-dependent Grossberg learning. 
Learning parameter η = 0.05, standard deviation χ = 1.0. The input proba­
bility p(x,t) is drawn for reference (solid box). Zero velocity (solid line). Small 
velocity: ν = 0.01/r (dashed line). Large velocity: υ = 0.1/r (dash-dotted line). 
For nonzero velocity the error diverges at η = 2 and η = 0 and has a global 
minimum for some 0 < η < 2. This error is plotted in Figure 2.2(a) as a function 
of the learning parameter. For small learning parameters, the error is dominated 
by the bias, for large learning parameters by the standard deviation. The optimal 
learning parameter can be found by minimization of this error E. For small 7 the 
optimal learning parameter is proportional to 72 / / 3. 
2.3 Nonlinear learning rules 
In this section we will discuss the performances of neural networks operating in 
a time-dependent environment with a nonlinear learning rule. We will show that 
for slow changes and small learning parameters linear differential equations still 
give a useful description of the learning process. 
Making again the expansions described in Section 1.4, we find 
τ dmt(t) 
η dt = - Σ G»j(íK(t) + \ Σ Q*jk№
2
Jk(t) - lvt(t), 
Jfc 
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T
-~ét] = - E ^ w ^ w - E ^ k O G j f c W + ^ y W . (2-3) 
η ατ
 к к 
with definition ν(ί) = w*(í) and notation G(t) = G(w*(í)), and so on. The 
approximate validity of these equations requires not only (1.17) and (1.19), but 
also 
|rv||¿&f| « rçlowfl2, 
| rv | | ö w D| < T7|£)||ÖWf| . (2.4) 
These conditions may be summarized as follows. Changes in the environment 
of order |TV| must be small compared to the size of a learning step η\ί\. Equa­
tion (2.3) then gives an approximate description of the learning process for times 
t » τ /η, i.e., such that terms of the form exp[—ηί/т] can be neglected. 
For symmetric G(t) we may rewrite Equation (2.3) in the eigenvector direc­
tions α of the matrix G(t). We make some further simplifications by assuming 
that the environmental changes are such that λ
α
, ν
α
, Daß and Qaßy are indepen-
dent of time. This is true for the moving distribution in the Grossberg example 
(Section 2.2) and for the example we will discuss next: an Oja network operating 
in a slowly rotating environment. Furthermore, the following analysis can be 
viewed as a zeroth-order approximation, which is valid if the changes of these 
parameters are insignificant on a time scale of θ
α
, the response time defined in 
Equation (1.22). We can calculate the asymptotic solution 
_ _ TV* 77_ V ^ Qgß-yDß-f 
,2
 л
 _ yDgß 
λ
α
 + λβ 
Σ « , = ^ ξ - . (2.5) 
If in the expression for the bias тп
а
 the second term due to the nonlinearity of the 
learning rule is much smaller than the first term due the environmental change, 
this solution corresponds to 
<ω*>Ξ(ι) = < ( * - 0 α ) . 
with the delay θ
α
 equal to the response time defined in Equation (1.22). The 
delay is inversely proportional to the learning parameter. In this special case we 
can also calculate the error £, defined in Equation (2.1), neglecting terms of order 
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The optimal learning parameter is the learning parameter for which £ is minimal: 
^optimal — V ΣαΟ
αα
/4Χ
α 
(2.7) 
The optimal learning parameter is proportional to v2/3. Substitution of this 
optimal learning parameter in Equation (2.6) yields £
m
i
n
 oc υ
2 / 3 . For minimal 
error the contributions of the bias and the standard deviation are of the same 
order of magnitude. Note that the requirements (1.17), (1.19) and (2.4) are all 
fulfilled for small changes ν and η « 7?0ptimai· 
We discuss some simulations with the nonlinear learning rule of Oja [Equa­
tion (1.23)] in order to see whether they support our analysis. The neural network 
consisting of one neuron is still taught with random samples from a rectangle as 
in Section 1.4. But now we are rotating the rectangle with constant angular 
velocity ω around the axis which goes through the origin and is perpendicular 
to the rectangle. The principal component of the covariance matrix of the input 
distribution and thus w*(£) obeys 
w«(t) = ± cos(u;£) 
sin(o;i) 
Since in this example λ
α
, ν
α
, Daß and Qaßy are indeed independent of time, 
the results given by Equation (2.5) are approximately valid if all corresponding 
conditions are satisfied. We can calculate the squared bias and the variance up 
to order η2: 
mil2 = Λ ωτ 
Λι - A-¡ 
2
 + ΐ 
16 
Λ
2 l 2 
Λι - Λ 2 
Tr 
η ΛιΛ2 η
2
 ΛιΛ?, 
2 Λι - Λ2 4 Λι - Λ2 
(2.8) 
These terms are plotted in Figure 2.2(b), together with the error S (solid line), 
which is just the sum of the squared bias (dashed line) and the variance (dash-
dotted line). The computed values are reasonable estimates for the values found 
by simulations for learning parameters η > 0.02. For smaller learning parame­
ters the conditions (2.4) are violated and agreement is not to be expected. From 
Equations (1.17), (1.19) and (2.4) it can be estimated that 0.01 « η < 0.3. Sub­
stitution of all relevant parameters in Equation (2.7) leads to the optimal learning 
parameter 77
optimai = 0.043. The optimal learning parameter in simulations is not 
much different. 
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f] 
Figure 2.2: Error as a function of the learning parameter for learning processes 
in a changing environment. Squared bias (computed, dashed line; simulated, 
+), variance (computed, dash-dotted line; simulated, x) and error (computed, 
solid line; simulated, *). Simulations were done with 5000 neural networks, (a) 
Grossberg learning. Standard deviation input: χ = 1.0. Velocity: ν = 0.01/τ. 
(b) Oja learning. Eigenvalues of the covariance matrix of the input distribution, 
Λι = 2.0 and Л 2 = 1.0. Angular velocity, ω = 2π/1000 т. 
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2.4 Conclusions and discussion 
In a constantly changing environment, the analysis holds approximately [see the 
conditions in Equation (2.4)] as long as the rate of change in the environment 
|v| is small in comparison with the "learning rate" 77|f|/r. There is a trade-off 
between adaptability and accuracy: the more adaptable the network is, the less 
accurate it is, and vice versa. If an error criterion is defined which takes these 
two effects into account, the learning parameter has an optimal value which is 
proportional to υ 2 / 3 . 
An essential assumption of the analysis is that at each learning step a train­
ing pattern χ is drawn at random from the probability distribution p(x, t), i.e., 
the value of χ drawn at time t may indeed depend on time, but not on previous 
values of x. This assumption enabled us to describe learning as a Markov pro­
cess. Violation of this "Markov-property" complicates the analysis significantly. 
For example, it is clear that this analysis is not directly applicable to learning 
processes concerning the storage of temporal sequences (see e.g. [27]). 
The final formula for the optimal learning parameter contains the fluctua­
tions in the learning rule and the derivative of the average learning rule. For 
simple learning rules, like the ones of Grossberg and Oja, and with a lot of 
knowledge about the environment, we could indeed calculate or approximate this 
optimal learning parameter. In general, this information will not be available. 
In Chapter 3 we will search for an algorithm that estimates the optimal learning 
parameter using the statistics of the weights in the learning neural network. 
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Learning-parameter adjustment 
Abstract 
We present a learning-parameter adjustment algorithm, valid for a large 
class of learning rules in neural-network literature. The algorithm follows 
directly from a consideration of the statistics of the weights in the network. 
The characteristic behavior of the algorithm is calculated, both in a fixed 
and in a changing environment. A simple example, Widrow-Hoff learning 
for statistical classification, serves as an illustration. 
This chapter is an edited version of the paper "Learning-parameter adjustment in neural 
networks" by Tom Heskes and Bert Kappen, which has been published in Physical Review A, 
45:8885-8893 [29]. Part of this work has been presented at the International Joint Conference on 
Neural Networks 1991 in Seattle and the International Conference on Artificial Neural Networks 
1991 in Helsinki [32]. 
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3.1 Introduction 
In Chapters 1 and 2 we have made some progress in understanding learning 
processes in neural networks. Instead of considering the dynamics of the fast 
variables, such as the spins in Hopfield-type neural networks, we focussed on the 
dynamics of the slow variables, the synapses and the thresholds. We refer to 
these adaptive elements as weights and denote them by an TV-dimensional vector 
w. These weights are adapted according to a learning rule, which is typically of 
the form 
Aw = f w(i + l ) - w ( i ) = 7?f(w,x). (3.1) 
That is, the change in the network representation at time t is fully determined by 
the current network representation w and the presented training pattern, denoted 
by an η-dimensional vector x. This training pattern χ is drawn at random from 
the set Ω of all possible training patterns according to some probability function 
p(x,t). The learning parameter η sets the typical magnitude of the change. 
Most learning rules for neural networks obey Equation (3.1). Examples are: 
backpropagation [57] for multilayered perceptrons, Kohonen-type learning [41, 56] 
for topological maps and Hebbian learning [23, 37] for attractor neural networks. 
In an abstract sense, learning is the way the network builds up an internal 
representation of its environment Ω. This representation is encoded in the weights 
w of the network. Consider for example a multilayered perceptron that is trained 
with backpropagation to perform a classification task. The environment Ω in this 
case is the set of all input-output relations to be learned. Learning takes place 
by presenting the examples χ £ Ω, where each χ represents an input-output 
pair. For every training pattern x, the backpropagation learning rule is applied. 
If learning is successful, the relationship between input and output is encoded 
in the network state w and the network is ready for its classification task. In 
general, the function of a neural network, e.g., classification, recognition, feature 
extraction, or memory, depends on the internal representation that is formed, 
and thus on the network architecture and the learning procedure. 
In most neural networks, learning takes place only during a so-called learning 
phase. During this phase, the set of training patterns is presented to the network 
a (large) number times. It is customary to choose the learning parameter η either 
as a constant or as a slowly decreasing function of the learning iteration. The 
learning phase usually stops as soon as a preset criterion is met. For instance, for 
a multilayered perceptron with backpropagation this can be the average quadratic 
error over the training set, or for a Kohonen network, this may be some measure 
of topological order. After this, the network enters the operation mode, during 
which, usually, no learning takes place. 
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Both from a biological and an applications point of view, this is an undesirable 
situation. Biological systems "learn" and "operate" throughout their existence. 
An example is the adaptation of motor programs as a result of limb growth. 
For industrial applications it is desirable to have systems that autonomously 
decide whether different operations are necessary and thus adapt their internal 
representation to meet the new requirements. Examples are easily found in many 
application areas, such as robotics, speech recognition ("cocktail party" effect), 
and financial modeling (the relation between economic quantities changes over 
time). We are therefore interested in neural networks that are capable of learning 
in fixed as well as in changing environments. 
Let us shortly review our study on the behavior of learning rules obeying 
Equation (3.1) for small constant learning parameters, both in a fixed environ-
ment (Chapter 1), i.e., for p(x,t) = p(x), independent of time t, and in a gradu-
ally changing environment (Chapter 2). Since the training patterns are drawn at 
random, learning becomes a stochastic process. It is possible to write a master 
equation for the probability that the network will have a certain state w at time f ; 
and from this master equation, evolution equations for the average network state 
and the fluctuations around this average can be derived. For large times, small 
learning parameters, and a slowly changing or nonchanging environment, the net-
work has a very high probability of being in the neighborhood of an attractive 
fixed point w* of the differential equation 
~ " ¿ Γ =r>jdn* P(*. 0 ' (w(t) . *) = Л (f (w(i), χ)>
n
 · (3.2) 
This equation is the differential form of Equation (3.1), but with the right-hand 
side averaged over the set of training patterns Ω. By linearizing around this fixed 
point or "locally optimal solution" w*, it is found that in a fixed environment the 
final average network state is almost equal to the desired state w*, but that there 
are remaining fluctuations in the network's representation, which are proportional 
to the learning parameter η. 
In a changing environment, the fixed points w*(f) of Equation (3.2) are a 
function of time. Now, there is a conflict. On the average, the network state lags 
behind the desired state w*(i). The difference between these two, which we will 
call the bias, can be shown to be inversely proportional to the learning param­
eter. On the other hand, the fluctuations are still proportional to the learning 
parameter, as in the static case. So, in order to obtain a great adaptability, one 
would like to choose a large learning parameter, but this leads to relatively large 
fluctuations and thus to inaccuracy. In order to quantify a trade-off between 
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these two effects, we introduced an error £ of the form 
ε = ( | |w-wi 2 ) H ( t ) , (3.3) 
i.e., the squared distance between the network state and the desired state w*, 
averaged over a large ensemble Ξ of identical networks. This error has two com­
ponents, the squared bias and the variance, so 
ε = 
2 
( w ) n m - w * + ( w - ( w )
s ( 0 ) « -, + βη . (  а 
Ξ(ί) П 
The constants α and β depend on the rate of change in the environment, the 
fluctuations in the learning rule, and so on. Once the constants α and β are 
known, the "optimal" learning parameter that minimizes the error ε can be 
calculated. In the simple examples discussed in Chapter 2 it was possible to 
compute these constants. 
In general, however, all the information needed to calculate these constants 
is not directly available. In this chapter, we will develop an algorithm that 
estimates the optimal learning parameter automatically from the statistics of the 
weights. We are faced with two practical problems. In the first place, the theory 
described in Chapters 1 and 2 is about an ensemble of networks. Yet it is very 
unprofitable to gather statistics from a large number of networks to update the 
learning parameter of the one that is trained. Therefore, we will replace the 
averages over an ensemble of networks by time averages for the network that 
is trained. Another problem is the huge amount of memory and computation 
needed to keep track of the statistics of all the weights in a large network. This 
problem is solved by considering the statistics of just one variable W. This W, 
a linear function of the weights in the network, is introduced in Section 3.2. We 
derive a working hypothesis, which describes an approximate dynamics for this 
variable, as well as an error criterion similar to the one in Equation (3.3). 
The working hypothesis gives us the opportunity to estimate the dynamical 
properties of the variable W. These properties, which are worked out in Ap­
pendix A, can be used to obtain the final autonomous algorithm in Section 3.3. 
In Section 3.4 an attempt is made to study the performance of the algorithm 
in three cases. In each of these cases a specific behavior is required. In a fixed 
environment, the learning parameter must converge slowly to zero, obeying the 
conditions derived by Ljung [49] and Kushner and Clark [47] for general stochastic 
processes. In case of a sudden change in the environment, the learning parameter 
must grow; in other words, the algorithm must act as a sort of "arousal detec­
tor". In a gradually changing environment, the algorithm must yield a learning 
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parameter that gives a compromise between the adaptability and the accuracy of 
the network. 
The performance of the algorithm is illustrated in Section 3.5. A perceptron 
consisting of two weights and one threshold, trained with the Widrow-Hoff learn­
ing rule [66], has to find the decision boundary between two input classes. The 
algorithm is tested in the three different situations theoretically investigated in 
Section 3.4. 
In Section 3.6 the main results are summarized, a comparison is made with 
other adaptive algorithms, and the limitations of the algorithm are discussed. 
3.2 Error criterion 
Learning drives the network state w to "locally optimal solutions", which are 
attractive fixed points w* of the differential equation (3.2). For an ensemble Ξ of 
networks, the dynamics of the average network state can be found by expanding 
around the fixed point w* (see the Gaussian approximation in Section 1.4): 
А
Ы~(<) = ({Δ ω*)
Ω
)
Ξ ( ί ) = ^{(Л(™^))п)Е ( 0«-т?^Си(К)=(і) - г / ,Л' 
(3.4) 
where the positive-definite matrix G is the first derivative of the average learning 
rule 
G def d ( A ( w , x ) ) 0 
J w = w * 
We introduce the variable W as 
г г 
where a is some fixed TV-dimensional vector, to be discussed below. Using Equa­
tion (3.4), we find the average behavior of this variable in the neighborhood of 
the optimal W*: 
Δ (W)
m
 = -iA(w) ((W)
m
 - W*) , (3.5) 
with "spring constant" 
A(w) = ^ — j — f ir • (3.6) 
E t j йгбіАЩ - W*) 
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Note that A(w) does not depend on the network state w if and only if the vector 
a is a left eigenvector of the matrix G. We will avoid the difficult search for such 
an eigenvector and take a random vector a, still assuming that we may treat λ 
as a constant in our analysis. 
Equation (3.5) describes the dynamics of the average behavior of the stochas­
tic process W(t). Our second assumption is that we can write this stochastic 
process as 
AW = W(t + 1) - W(t) = -η[Χ(]ν - W*) + ξ], (3.7) 
with ξ white noise obeying (ξ)
Ω
 = 0 and (ξ2)
Ώ
 = χ
2
, independent of w and η. 
This noise is due to the fact that the training patterns are drawn at random 
from the environment Ω. Equation (3.7), together with A(w) = λ, is our working 
hypothesis. Basically it says, that the variable W is attracted to its optimal value 
W* like a noisy spring. Later on, we will give some arguments to support the 
rather crude approximations that led to this hypothesis. 
We will consider a network in a gradually changing environment. In a chang­
ing environment the locally optimal solution w* and thus the system variable W* 
are functions of time. We will define ν = AW* as the rate of change of W*(t). An 
indication for the network performance is the average quadratic distance between 
W and W* [compare with Equation (3.3)] 
£ = ((W-W*)2)
=
 = Μ
2
 + Σ2. 
This error has two components, the squared bias M2 = [{W)E,t\ — W*) and 
the variance Σ 2 = (AW — {W)=(t)) /- · Note that Equation (3.7) can be inter-
preted as a learning rule of the form (3.1). In Chapter 2 we derived for general 
learning rules of this type, operating in a gradually changing environment, 
М о е - , Σ
2
 oc η. (3.8) 
There is a conflict: for a small bias one would like to choose a large learning 
parameter, for a small variance a small learning parameter. The compromise 
between these two conflicts is given by the minimum of the error £ with respect 
to η. Suppose the system is learning with learning parameter η. As we will see, 
from the statistics of W we can estimate M and Σ 2 . The new learning parameter 
77n
ew
 can then be obtained by minimizing the error 
¿ ( W ) = ^ - Μ 2 + 7 ^ Σ 2 , 
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yielding 
[ 2 M 2 1 1 / 3 
tyiew = - ^ 2 ~ η. (3.9) 
3.3 The algorithm 
In order to calculate the new learning parameter 7/
new
 from Equation (3.9), we 
must have estimates for the bias and the variance. In fact, the bias and variance 
in Section 3.2 are averages over an ensemble of networks. Of course, it is very 
expensive to gather statistics from a large ensemble of networks if one is only 
interested in an acceptable learning parameter for one of them. The solution to 
this problem is to replace the averages over the ensemble of networks by averages 
over a certain period of time T, denoted by ( ) T instead of ()=m, just for the 
network that is trained. That is, we are searching for estimates M
es
timate and 
^estimate f° r t n e D ' a s a n <^ * п е variance in terms of the measurable quantities 
(W)T, (AW)T, (W2)T, and ((AW)2)T. 
A way to find an estimate for the variance is to make a least-squares fit on the 
values of W during the time period T. The slope of the best straight line yields 
an estimate for the average change (AW)3,t\, the remaining error an estimate 
for the variance Σ 2 . We find 
ZL^ = {W%-{W}1-T'^pï-. (3.10) 
The last term in this equation is a correction for the average change of W. 
To find an estimate for the bias M, we have to use the specific dynamics of 
W as given in Equation (3.7). It is not possible to express the bias M directly 
in terms of the desired averages. A reasonable guess can be found by assuming 
that the variance is stationary. The details can be found in Appendix A. Equa-
tion (A.4) yields, after replacing the ensemble averages by the time averages, 
((AW)2)T-\AW)2T M
_ * \ " " IT ^es t imate /
Ч 1 1 ч 
estimate — ~ ,,
 л
 „ , N ~ ^ ,ΤτΤΤΪΤ- {άΛ1) 
Thus our algorithm for on-line learning-parameter adjustment reads as fol­
lows. 
1. Gather statistics from learning with learning parameter η during time T, 
yielding (W)T, (W2)T, (AW)T, and ({AW)2)T. 
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2. Calculate £ g S t i m a t e and Me stim ate using Equations (3.10) and (3.11) and 
substitute these into Equation (3.9) to obtain the new learning parameter 
A basic assumption in the derivation of this algorithm is that Equation (3.7) 
describes the evolution of the variable W with constant parameters λ, ν and 
χ
2
. Now, we can relax this requirement. We only require that these parameters 
be more or less constant during one time interval of length T. Furthermore, a 
learning-parameter adjustment algorithm has no need to be very precise since the 
learning of the weights is the primary issue and the adaptation of the learning 
parameter is secondary. The choice of the time window Τ affects the rate of 
change of the learning parameter. The time window must be large enough, so 
that the network can get a rough impression of its environment. On the other 
hand, the time window must be small enough to justify the assumption that the 
parameters A, u, and χ 2 can be treated as constants. In most practical cases, a 
time window of a few hundred learning steps will do. 
3.4 Performance of the algorithm 
3.4.1 Statement of the problem 
In this section we will analyze the dynamics of Μ, Σ 2 , and η as a function of 
time under the following assumptions. 
1. The variable W obeys Equation (3.7) with constant λ, ν, and χ 2 . 
2. The time averages, used to estimate the bias and the variance, are equal to 
the ensemble averages we would have found by simulating with a number 
of networks instead of just one. 
Of course, in most practical situations these assumptions are violated. Therefore, 
the aim of this section is not to give rigorous quantitative results that can be 
checked in simulations, but is more a way to gain some insight into the tendency 
of the algorithm. 
The first assumption means that the evolution equations of the bias and the 
variance, as given by Equation (A.3) in Appendix A, are exact within each time 
interval, i.e., 
AM = -η\Μ - ν , 
Δ Σ 2 = -τ/λ(2 - ηλ)Σ2 + 772χ2 . (3.12) 
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The second assumption implies that we can take £g S t i m a t e = Σ
2
, but not that 
^estimate = M, because in the derivation of this estimate, we had to make the 
assumption that the variance Σ 2 was stationary. Since the evolution of η is 
defined in terms of the estimated bias M
e g tim atei we must express Mestimate in 
terms of the real bias M and the variance Σ 2 . This relation can be found using 
Equations (3.11) and (A.2), so 
M, estimate — 
2ΛΜΣ2 
Yz — T¿ 
^estimate iJ 
These values are substituted in Equation (3.9) to find the new learning parameter 
77new in terms of the old one η, yielding 
8Χ2ηΜ2Σ2 
( λ 2 Σ 2 + χ 2 ) 2 
η 1/3 
(3.13) 
Equations (3.12) and (3.13) describe the learning system under the assump­
tions made above. However, they are still unsolvable. To proceed, we will make 
two more simplifications. Since we will work only in the limit ηΧ <C 1, we can 
neglect the term ηΧ if compared with 2 in Equation (3.12) and the term λ 2 Σ 2 if 
compared with χ 2 , since Σ 2 is of order η, as can be seen from Equation (3.8). And 
finally, we replace the difference equations (3.12) and (3.13) by the corresponding 
differential equations 
dM(fì 
dt 
dE2(t) 
dt 
dt 
-η{ί)ΧΜ(ή - ν , 
-2V(t)XE2(t) + v2(t)x2, 
~8λ 2 7Κί)Μ 2 ( ί)Σ 2 ( ί) ι 1 / 3 
-Φ) (3.14) 
We will study this set of differential equations in three different cases: a fixed 
environment, a suddenly changing environment, and a gradually changing envi­
ronment. 
3.4.2 A fixed environment 
First we will consider the static case ν = 0. Since for small learning parameters 
Τ <S l/ηΧ, it seems reasonable to assume that the learning parameter changes 
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much more rapidly than the bias and the variance. Therefore we make the ansatz 
that we can treat the learning parameter as being instantaneous, yielding 
φ) = 2>/2Α|Μ(0|Σ(0 
X2 
A posteriori, we can check if this ansatz is correct. Now, we have two coupled 
differential equations for the bias and the standard deviation 
2ν/2λ2 dM(t) 
dt 
cffi(i) 
di' 
M(t)\M(t)\E(t), 
X' 
2
-^E2(t)\M(t)\ + 4~M*№(t) (3.15) 
X' X 
Doing some rescaling and rewriting with definitions 
def 2\/2A2 def 1 
T
 ~ X2 ' ' ~ V^M2' 
the set of first-order differential equations (3.15) reduces to one second-order 
differential equation for f(r): 
d2f _ d(\n ƒ) 
dr2 dr 
The long time, i.e., large r behavior, is characterized by 
/ ( r ) = r l n r In In г 1 + . — + . In г 
where integration constants are left out since they do not effect the long time 
behavior. So, taking only the first term into account, we find 
M{t) = ± X 
4λ 2ί1ηί 
1/2 
Σ(ί) = χ
2
 int 
'8ХЧ 
П 2 
Φ) = 2λί ' (3.16) 
The sign of M(t) depends on the initial conditions. A posteriori, we can easily 
check that it is justified to neglect the derivative of η(ί) in Equation (3.14) in the 
long time, since it is of order l/t2, whereas the other terms are of order \/t. 
It is well known in literature [49, 47, 11, 56] that, in order to ensure conver­
gence to a locally optimal solution w*, as given by Equation (3.2), the learning 
parameter as a function of time or learning step must obey the requirements 
oo 
lim »7(0 = 0, 5 > ( t ) = oo. 
t—»00 
t = l 
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The first requirement is necessary to prevent asymptotic fluctuations, the sec­
ond one to be sure that the network can reach any state from any initial state. 
Algebraic decay η(ί) oc 1/ί, as found in Equation (3.16), is the fastest possible 
decay still satisfying these two requirements. So, although originally designed 
for learning in a changing environment, the algorithm works properly in a fixed 
environment as well. 
3.4.3 A sudden change 
In this subsection, we study the characteristic behavior of the algorithm in case 
of a sudden change in the environment. We will model this by assuming that the 
environment is fixed for t < 0 and that the network is in a stationary state with 
a small learning parameter 7?(0) and corresponding variance Σ2(0) = η(0)χ2/2λ. 
At t = 0, there is a sudden discontinuous change in the environment and thus a 
large bias M(0). For short times i, Equation (3.14) gives 
M(t) 
Σ
2 (ί) 
= M(0) - Ar?(0)M(0) t + 0(t2) , 
= Σ
2(0) + 
η(ή = 77(0) + 
2M2(0) 
2М2(0) 
1/3 
ΛΣ
2(0) 
Τ 
1/3 
Τ
 £ 
t2 + 0(t3), 
+ 0(t2), 
where we assumed a large initial bias, i.e., 
' 2Μ 2 (0) Ί 1 / 3 
~Σ
2(0) » 1 . 
Indeed, the algorithm acts as a sort of arousal detector: the change in the envi­
ronment is noticed and leads to a larger learning parameter. However, the change 
of the learning parameter, and thus the speed of adaptation to this new situation, 
depends not only on the ratio between the initial squared bias M 2(0) and the 
variance Σ2(0), and the choice of the time window T, but is also proportional to 
the initial learning parameter r/(0). Therefore it seems a good idea to keep the 
learning parameter always above a certain minimal value, say, η > 0.001, instead 
of letting it decrease to zero. 
3.4.4 A gradually changing environment 
In a gradually changing environment, there is a constant, nonzero velocity v, 
which we choose to be positive. The set of equations (3.14) has a nontrivial 
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stationary solution 
Ai(oo) = 4λ 2 
1/3 
Σ
2(οο) = Χ
4
*
2 
2λ4 
i/з 
7/(θθ) = 4ιΛ 
Χ
2
λ 
1/3 
(3.17) 
Making a linear expansion around this stationary point, we will try to show that 
it is an attractive fixed point and to calculate the typical convergence time. We 
write 
/ M(t) - M(oo) \ / M(t) - M(oo) \ 
Σ
2 (ί) - Σ2(οο) = A \ Σ 2 (ί) - Σ2(οο) , 
^ η(ί)-η(οο) J \ η{ί)-η(<χ>) , 
with 
/ -Ar/(oo) 0 -λΜ(οο) \ 
d_ 
'dt 
A = 0 -2λτ?(οο) 2λΣ2(οο) 
2 
3T / 
2 7?(oo) l 7?(oo) 
\ З Т Щ Б о ) З Т Ё ^ ^ о ) 
The smallest eigenvalue of this matrix yields the typical decay time. Up to lowest 
order in λ77(οο), the eigenvalues are 
Λι,2 = ( ~ ± ^ і ) АтКсо), 
Л з =
 "ar· 
(3.18) 
Since the real parts of all eigenvalues are negative definite, we can conclude that in 
a changing environment there is an exponential decay (unlike the algebraic decay 
in a fixed environment) to the stationary solutions given in Equation (3.17), with 
typical decay time 
2\v 
2/3 2 
3λτ?(οο) ~ 
The eigenvector corresponding to the eigenvalue Λ3 is approximately (0,0,1), i.e., 
in the direction of the learning parameter. The other two eigenvectors lie in the 
space spanned by the bias and the variance. So, first the learning parameter 
decays rapidly to (almost) the correct value, followed by the combined conver­
gence of the bias and the variance. Of course, during this final convergence, the 
learning parameter undergoes slight corrections. 
Considering the algebraic decay in a fixed environment, the arousal detection 
in case of a sudden change in the environment, and the exponential decay in 
a changing environment, we can conclude that it is a good strategy to try and 
minimize S during the learning procedure. 
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3.5 An example 
We consider a perceptron with two input units, one output unit, two weights (w\ 
and W2)i and a threshold (wo). The output of the network is given by 
/ 2 
y(w,x) = tanh I У^ WjXj 
\i=0 
where x\ and хг are the two input values and XQ = —1. The learning rule is the 
Widrow-Hoff rule [66] 
Awi = r / [ î / d e 9 i r e d-2/(w,z)][ l -y 2(w,i)]x i . 
The desired output j/desired depends on the particular input. There are two classes 
Of inputs, One Corresponding tO J/desired = 0.9, the Other One to d^esired = —0.9. 
Inputs belonging to the first class are Gaussian distributed around the cen-
ter point (\/2sin0, \/2cos0) and those belonging to the second class around 
(—y/2 sin φ, — \/2 cos φ) : 
pO^b^.J/desired) = 
1
 v-
 l 
I t 
φ is the angle between the line joining the two center points and the xi-axis. 
In the optimal situation, the weights and threshold of the network correspond 
to a decision boundary going through the origin perpendicular to the line joining 
the two center points. In other words, the attractive fixed point solution w* of 
Equation (3.2) corresponds to a decision boundary that is described by the line 
X2 = —x\ tan<^. 
By changing the center points, i.e., ф{і), as a function of time, learning in a 
changing environment can be modeled. During the learning process, the algo­
rithm described in Section 3.3 takes care of the recalibration of the learning 
parameter. Figures 4.1-4.3 show snapshots of the learning system in the three 
situations studied in Section 3.4. The bold line in each of these figures is the 
decision boundary at that time. Inputs belonging to positive outputs are indi­
cated by diamonds, those belonging to negative outputs by crosses. The last 150 
trainino- nattnrn« arp ohnwn Tn thf» стгяпЬч nn thp riirht. t.hp Ірягпіткт naramptpr 
(χι ± λ/2 sin <ft)2 + ( x 2 ± \ / 2 c o s 0 ) 2 
272 ¿(¡/desired ± 0.9) 
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from the statistics of the variable W. Unless stated otherwise, simulations start 
with random weights, an initial learning parameter η = 0.1, σ = 1, φ(0) = π/4, 
and a constant time window Τ = 500 learning steps. 
In the first simulation (Figure 4.1), the environment is fixed, that is, the prob­
ability of drawing a combination (xi,X2.î/desired) is time independent. Since we 
start with a relatively large learning parameter, the decision boundary approaches 
its optimal position quickly. The algorithm decreases the learning parameter to 
reduce the fluctuations. The final result is a correct, constant position of the 
decision boundary. The asymptotic learning parameter is very small. 
The second simulation (Figure 4.2) serves to illustrate the arousal mechanism. 
We start with the network and the learning parameter in the situation of the first 
simulation at time t = 5000, after ten updates of the learning parameter. Now 
the center points of the two distributions are suddenly displaced from (1,1) and 
(—1,-1) to (1 , -1) and (—1,1), and thus φ changes from π/4 to φ = —π/4. 
The algorithm reacts to this change by raising the learning parameter. As ex­
plained in Section 3.4, it takes some time before the learning parameter reaches 
its maximum. Of course, after a while the learning parameter is turned down 
again. 
To study the behavior of the algorithm in a continuously changing environ­
ment (Figure 4.3), we rotate the center points: φ(ί) = ωί with ω = 2π/1000. 
Because of the large fluctuations, little can be said about the convergence to a 
stable asymptotic solution. Nevertheless, as can be seen from the pictures, the 
overall performance is acceptable. 
Besides the presence of the fluctuations, which were neglected in Section 3.4, 
there seems to be a good qualitative correspondence between the calculated be­
havior of the algorithm and the features seen in the three simulations. 
3.6 Discussion 
In this chapter we have derived an algorithm for on-line adaptation of the learning 
parameter. The algorithm optimizes an error criterion with respect to the learn­
ing parameter. The elegance and usefulness of this algorithm can be summarized 
in the following notions: 
1. The algorithm is completely general. It can be used for all learning rules 
that can be written in the form (3.1). In addition, the algorithm operates 
well in any arbitrary environment, i.e., fixed or changing. 
2. The algorithm has a theoretical basis that enables us to describe its qualita­
tive behavior. Calculations predict algebraic decay of the learning param-
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eter in a fixed environment, arousal detection in case of a sudden change, 
and exponential convergence in a gradually changing environment. 
3. The algorithm requires only a small amount of extra memory and compu-
tation power. One has to keep track of four extra variables to calculate 
the averages {W)T, (AW)T, (W2)T, and ((AW)2)T. The new learning 
parameter follows directly from these averages. 
Most of the algorithms for adaptation of the learning parameter are de-
signed specifically for one learning rule (see [24, 6] for short reviews on learning-
parameter adjustment for backpropagation), and only for operation in a fixed 
environment (see e.g. [13]). Since the adaptation rules for the learning parameter 
are usually just posed instead of derived, their usefulness can only be judged 
from experimental evidence in these specific cases. The lack of a theoretical basis 
makes it difficult to understand why they work and how they can be general-
ized to other situations. The "learning of the learning rule" for adaptive pattern 
classifiers in a fixed environment [3] shows a behavior similar to the algorithm 
we derived. Far from the optimal solution the learning parameter is increased to 
accelerate the convergence; near the optimal solution the learning parameter is 
decreased to obtain a greater accuracy. However, since this algorithm is not de-
rived from an error criterion like Equation (3.3), it is not clear how this algorithm 
behaves in a changing environment. 
We conclude with a discussion on a few limitations of our algorithm. 
1. The algorithm is not local. That is, the statistics of all the weights is 
needed. However, if one agrees upon having one learning parameter, this 
immediately implies that one needs global information, in this case the 
statistics of the global variable W, to update this learning parameter. It 
is possible to use this algorithm for each weight separately, each weight 
having its own learning parameter, but this requires much more memory 
(four extra variables for each weight) and far more computations. 
2. The algorithm has no obvious physiological equivalent. We do not know 
an explicit physiologically plausible model or scheme for this algorithm. 
Nevertheless, the qualitative features of the algorithm, i.e., turning down 
the learning parameter if there is no new information, raising the learning 
parameter in case of a sudden change (" arousal detection" ) and continuous 
learning in a constantly changing environment, seem very natural from a 
psychological and a biological point of view. 
3. There is no guarantee that a learning algorithm yields the best solution in a 
global sense. This is the case with or without learning-parameter adaptation 
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and is a general problem of learning rules. However, dynamic adaptation 
of the learning parameter might help to escape local minima. To derive 
a learning-parameter adaptation algorithm that can distinguish between 
global and local minima, a better understanding of the effect of the learning 
parameter on global optimization for learning rules of the form (3.1) is 
necessary. In Chapter 4 we will study the global performance of neural 
networks learning in the presence of various local minima. 
Appendix A 
In this Appendix, we derive an expression for the bias M in terms of averages 
that can be calculated on-line. The change in the bias M and the variance Σ 2 
follow directly from the working hypothesis (3.7) 
Δ Μ = (AW)H ( 4 ) - AW* = {AW)m - ν , 
Δ Σ 2 = ((AW)2)
s{t)-(AW)l{t) + 2((W-(W)m)AW)m. (A.l) 
The various expectation values can be calculated using Equation (3.7): 
(AW)
m
 = -ηΧΜ, 
((AWY)
m
-(AW)l{i) = η2Χ2Σ2 + r,V , 
( ( ^ - ( ^ )
Ξ ( < ) ) Δ ^ ) Ξ ( ( ) = -τ?λΣ 2 , (A.2) 
yielding 
Δ Μ = -ηΧΜ - ν , 
ΑΣ
2
 = -ηλ(2 - ηλ)Σ2 + η\2 . (Α.3) 
These are the evolution equations of the bias and the variance for constant η, λ, 
ι/, and χ 2 . 
For a stationary process, i.e., Δ Σ 2 = 0, we obtain from Equation (A.l) and 
(A.2) the relation 
( ( Δ ^ ) 2 )
Ξ ( ( ) - (Δ^)1 ( ί ) = 2τ,λΣ2 . 
This can be used to eliminate λ in Equation (A.2), yielding 
2 ( Δ Η 0
= ί η
Σ
2 
M = V -"-Φ τ—. (A.4) 
((AW)2>=(t) - (AW)2
m 
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Learning with local minima 
Abstract 
An a t t e m p t is made t o study learning in neural networks with local 
minima. For small learning parameters η, the transition time from one 
minimum to another is asymptotically given by βχρ(ή/η), with ή, a constant 
independent of η, called the reference learning parameter. A general scheme 
to calculate the reference learning parameter is presented. This scheme is 
valid for a large class of learning rules. 
This chapter is an edited version of the paper "Learning in neural networks with local 
minima" by Tom Heskes, Eddy Slijpen, and Bert Kappen, which has been published in Phys­
ical Review A, 46:5221-5231 [34]. Part of this work has been presented at the International 
Conference on Artificial Neural Networks 1992 in Brighton [33, 39]. 
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4.1 Introduction 
4.1.1 C o n t e x t 
In the last decade many learning rules for neural networks have been invented 
or reinvented. These learning rules, in combination with a suitable architecture, 
make neural networks very useful for industrial applications. Nevertheless, in 
many cases a good theoretical understanding of why these networks are successful 
or how their performance can be improved is absent. Theoretical attempts in 
this direction can be roughly divided in two main streams: studies on network 
architecture (e.g., the number of hidden units in a multilayered perceptron) and 
studies on the dynamics of learning processes (e.g., the learning parameter as a 
function of time). This thesis fits in the second category. 
Basically, learning is the way a network builds an internal representation of 
its environment. This environment consists of a set of training patterns. The 
functionality of the network depends on the learning rule and architecture. Ex-
amples are multilayered perceptrons with backpropagation [57] for classification, 
principal component analyzing networks [52] for feature extraction, Kohonen-
type networks [41] for the creation of topological maps, Hebbian learning [23] for 
associative memory, and so on. 
The learning parameter plays a similar role in all these learning rules. It sets 
the typical magnitude of the changes in the network state at each presentation of a 
training pattern. The effect of the learning parameter on the network performance 
has been studied in some specific cases [56, 11], but also from a more general point 
of view [44] (see also Chapter 1). This general formalism can be extended to study 
learning processes in a changing environment (Chapter 2). The results obtained 
in this study can be used to derive an algorithm for on-line learning-parameter 
adjustment (Chapter 3). However, as we will explain below, all these efforts fail 
to give us an insight on the global network performance. 
In some important cases, of which backpropagation is the most appealing 
example, the learning rule is derived from an error criterion. The learning rule 
is chosen such that, on the average, it performs gradient descent on this error 
potential. This error potential can have many minima. A pnori, there is no 
guarantee that the learning process will lead the network to the global minimum. 
Even worse, the learning rule has the tendency to drive the network into the 
nearest local minimum. Only because of the stochasticity, introduced by the 
random selection of the training patterns, there is a possibility to escape from 
these local minima. What is the effect of the learning parameter in this case? 
Common sense tells us that a larger learning parameter leads to larger fluctuations 
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and thus to a larger escape probability. In this chapter, we will try to refine and 
quantify these statements. 
Learning processes can be described by a master equation. In solving this 
master equation, one could try to borrow from the general theory on stochastic 
processes. To a certain extent, we will follow this strategy. But, even in this field, 
no general (expansion) method exists to solve the master equation in unstable 
systems [64]. For small learning parameters, a straightforward Fokker-Planck 
approach seems natural [56]. However, although this approach may be appro­
priate in the case of one minimum, it is not appropriate in the case of several 
local minima. Our approach is based on two hypotheses which are supported 
by experimental evidence and common sense. These hypotheses give us the op­
portunity to calculate asymptotic expressions for transition times and stationary 
probabilities. 
4.1.2 Definitions 
The state of a neural network is specified by an TV-dimensional vector w = 
(w\,..., WN)T, called the weight vector. This vector contains the strengths of all 
synapses and thresholds in the network. The network is trained with examples 
from an environment. This environment is defined as a set of training patterns χ 
to be taken from a subset Ω Ç IR71. The environment of the network is fixed. In 
other words, the probability density that the network "sees" a training pattern 
x, is time independent. In general, this probability density p(vf, x) may be con-
ditional, i.e., depend explicitly on the current network state w. In the examples 
of Sections. 4.2 and 4.4, the learning network does indeed affect the (probability 
distribution of the) environment on which it is trained. Since this special aspect 
of the learning procedure has no influence on the methods we use, we will not 
emphasize it. 
At distinct points in time a training pattern χ is drawn at random from the 
environment Ω according to the probability p(w,x). This training pattern is 
presented to the network and a learning step takes place. The network changes 
its weight vector w to w' = w + Aw, obeying 
Aw = //f(w,i), (4.1) 
where f(w, x), the so-called "stochastic force", is an arbitrary function f : 1RN χ 
IR" —• ÌRN'. Equation (4.1) states that the new network state w' after the learning 
step is a function of the state w before this learning step and the randomly drawn 
input vector x. Depending on the particular choice of the stochastic force f (w, x) 
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learning processes of neural networks with quite different functionalities can be 
described. 
We will restrict ourselves in this chapter to a special kind of learning rules, 
namely those learning rules for which a twice continuous differentiable error po­
tential E(w) can be defined. Such an error potential exists if and only if the drift 
term f(w), which is just the stochastic force averaged over the set of training 
patterns Ω, i.e., 
f(w) = / cTx/?(w,x) f(w,x) , 
is continuous differentiable and obeys 
fl/.(w)
 =
 a/ j (w)
 V t 
dwj dwt l'J ' 
Up to an additive constant, the error potential is then unambiguously defined by 
ƒ . ( - ) = - ^ V,. ( 4 , ) 
This error potential yields a global measure of network performance: the lower 
E(vf), the "better" the network state w. The approach we will follow in this 
chapter can also be applied if there exists no error potential, so it is valid for any 
continuous differentiable drift f(w). The results are totally equivalent, but it is 
difficult to specify what makes a particular state w better than another. 
Backpropagation [57] is a well-known example of a learning rule with an error 
potential. To clarify our definitions, let us consider a multilayered feedforward 
network with one output, η — 1 input units, and N synapses and thresholds. In 
our formalism a training pattern f is a combination of the network input, say, 
x i , . . . ,x
n
_i, and the desired output x
n
. The error potential is the quadratic 
distance between the network output j/(w,xi,... ,x
n
-\) and the desired output 
x
n
, averaged over the total set of training patterns 
£(w) = - I <Гхр{х)[у{чі,хі,...,х
п
-х)-х
п
]2 . 
It is straightforward to prove that this error potential is the error potential of the 
backpropagation learning rule 
(filiW ^Сл Τ 1 1 
Awt = η [j/(w,xi,... ,x„-i) - xn] — ^ " ' · 
Other examples of learning rules with an error potential are Hebbian learning [23, 
37] for attractor neural networks and some types of Kohonen-learning [41, 56] (see 
also Chapter 5) for topological maps. 
Learning with local minima 61 
4.1.3 State of the art 
In Chapter 1 we studied the behavior of learning rules obeying Equation (4.1) for 
small constant learning parameters η. If the points of time of the learning steps 
follow a Poisson process with on the average one learning step per unit time, 
the evolution of the learning process as defined above is fully determined by the 
continuous-time master equation [8] 
dP{w\t) 
'dt 
= ídNw[T{Mv'\vf)P(ví,t) - T(w|w')P(w',£)]. (4.3) 
P(w, t) denotes the probability density function of the weight vector w at time 
t. The transition probability T(w'|w) obeys 
T(w'|w) = idnxp(MV,x)6N{w'-Yf-V{(w,x)) . (4.4) 
This can be read as the probability measure of the set of training patterns χ such 
that the learning rule (4.1) turns the old network state w exactly into the new 
one w'. 
From the master equation (4.3), evolution equations for the average network 
state and the fluctuations around this average can be derived. It is possible to 
prove that for large times and small learning parameters the network has a very 
high probability to be in the neighborhood of an attractive fixed point w* of the 
differential equation (see also [44, 47, 49]) 
d
-J£ =«wM). 
If an error potential -E(w) exists, these fixed points w* are just the minima of 
this error potential. In these terms, the statement above only tells us that the 
network will get stuck in the neighborhood of one of the minima. It cannot 
predict at which one nor can it give us information about the time it takes to go 
from one minimum to another. So far, nothing has been said about the effect of 
the learning parameter on the global performance of the network. 
For stochastic processes such as simulated annealing and diffusion processes, 
the stationary probability distribution can be derived explicitly. In general, this 
is not possible for master equations of the form (4.3). This complicates the study 
of the global performance of learning rules. To make some progress, we will make 
some hypotheses which are motivated by simulations. 
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АЛЛ Outl ine of this chapter 
In Section 4.2 we will discuss a simple one-dimensional network with one global 
and one local minimum. Looking at simulations with many identical copies of 
this network, we will arrive at two hypotheses. The first one is worked out in 
Section 4.3, where we calculate the shape of the probability density function in 
the neighborhood of local minima. These shapes will be used in Section 4.4 to 
calculate the transition time from one minimum to another. The derivation for 
one dimension is extended to general higher-dimensional learning rules. The final 
calculation scheme can be applied to any learning rule of the form (4.1). As an 
example, a two-dimensional network is treated in detail. In Section 4.5 the main 
results are summarized, the hypotheses are reviewed, and the applicability of our 
approach to practical situations is discussed. 
4.2 The hypotheses 
In this section we will introduce two hypotheses which form the starting points for 
our theoretical derivation. We will visualize them by means of a simple example 
of a one-dimensional "neural network" with a local and a global minimum. 
4.2.1 An example 
The network has one weight w, which is adapted according to the Grossberg 
learning rule [19] 
Aw = η (χ — w) , 
where η is the learning parameter and χ is the input of the network, drawn at ran­
dom from the environment according to a conditional probability density function 
p(w,x). In the usual case, where p(w,x) = p(x), the error potential of Grossberg 
learning is always quadratic with just one minimum at w* = ƒ dx p(x) x. In our 
example the probability to draw an input χ does depend on the current network 
state. The network senses the real environment, denoted by PQ(X), through a 
Gaussian filter of width σ, 
P(w,x) = ^ y P o ( x ) e - ( * - ) 2 / 2 ^ . 
That is, the probability to draw an input χ within a distance σ of the current 
network state w is enlarged, whereas an input example further away is less prob­
able. Z{w) is a normalization constant such that ƒ dx p(w,x) = 1
 ш
. For the 
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Figure 4.1: Probability density p(w,x), error potential E(w), and drift f{w) for 
σ
2
 = χ
2
 = 1/3, e = 0.05, and xo = 1- The dashed lines show po(x)· (a) p(—0.4, x). 
(Ъ)р(0Л,х). (с) £ H . (d) f(w). 
"real" input distribution po(x), we take a sum of two Gaussian functions with 
standard deviation χ and mean xo and —xo, 
po(x) = 
1 ± a
 e
-(*=F*o)2/2x2 
<2πχ2^ 2 Σ 
± 
with 0 < a < 1, an asymmetry parameter. These probability distributions are 
sketched in Figures 4.1(a) and (b) for σ2 = χ2 = 1/3, arctanh (о) = 0.05 and 
xo = 1. The solid line in Figure 4.1(a) shows the distribution p(—0.4, x), the one 
in Figure 4.1(b) p(0A, x). The dashed lines in these figures give po(x). It can be 
seen that the real input distribution po(x) is strongly deformed by the Gaussian 
window of the network. 
It is straightforward to show that the error potential defined in Equation (4.2) 
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has the form of the well-known Ising potential in statistical physics, 
(4-5) 
ад = 2 р + ^ г - а І п 
The asymmetry introduced by α φ 0 corresponds to a magnetic field of strength 
e = arctanh (a). The ratio β = χ$/{σ2 + χ 2 ) plays the role of the inverse 
temperature. In Figure 4.1(c) the error potential E(w) is plotted for β = 1.5, 
σ = χ, e = 0.05, and io = 1· The drift f(w) is shown in Figure 4.1(d). 
In the example of Figure 4.1, the drift term has three zeros and thus the error 
potential has one local minimum, one local maximum and one global minimum. 
In general, the number of zeros of f(w) depends on the variables e and β. If there 
is too much asymmetry, i.e., if e is too large, there is just one minimum. The 
critical e*(/3) is given by 
e * ( ß ) - i ° '^13-1 
{P)
 \ y/ß{ß - 1) - arccosh (V¡9) if β > 1. 
We will always work with two minima, a local minimum at the left and a global 
minimum at the right, so with 0 < e < e*(ß). 
4.2.2 First hypothesis 
In our study of the global behavior of the learning process, we will have to make 
a few assumptions. In order to make their introduction plausible, we will first 
look at a simulation of the learning process, presented in Figure 4.2. The learning 
process is fully determined by the master equation (4.3), which gives the evolution 
of the probability density P(w,t). A histogram of the weights of many (10000) 
independently operating networks yields an estimate of this probability density. 
Starting with random weights, uniformly distributed between —1 and 1 [2(a) 
t = 1], the probability distribution evolves quickly [2(b) and 2(c) t = 10 and 
t = 100] towards a metastable situation with two peaks [2(d) t = 1000]. These 
two peaks are called mesostates. Almost all "probability mass" is concentrated 
in these mesostates. The mesostates are quasistationary, since there is always 
a small but finite probability that a large fluctuation occurs, taking a network 
across the maximum of the error potential. This leads to a net flow of probability 
mass from the local to the global minimum [2(e) t = 10000]. This flow does not 
seem to effect the shape of the mesostates. In the stationary situation, almost 
all networks are found in the neighborhood of the global minimum [2(f) and 2(g) 
t = 100000 and t = 1000000]. 
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Figure 4.2: Histogram found by simulation of the learning process with 10000 
networks and η = 0.05. Parameters as in Figure 4.1. (a) t = 1. (b) t = 10. (c) 
t = 100. (d) t = 1000. (e) t = 10000. (f) t = 100000. (g) t = 1000000. 
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Regions in the neighborhood of local minima are called attraction regions. In 
these regions f'(w) < 0. The region between two attraction regions is called a 
transition region. We expand the probability P(w, t) by writing 
P(w, t) = P le f tK t) + P t ransK ¿) + Pright{w, t) . 
Here Pieft(u;,i) and PT,ght{wii) г е & г to the left and right mesostates; they are 
zero outside the left and right attraction regions, respectively. Ptrans(^)0 is 
the probability distribution in the transition region. The typical time involved 
in the interaction between the two mesostates, i.e., the relaxation time to the 
stationary situation, is much larger than the time needed to converge to the 
metastable situation, denoted by r
m e s o
. In our study of the long time behavior, 
it is therefore quite plausible to make the assumption that the mesostates have 
attained a unique stationary shape, but that the relevant weights have not reached 
their stationary value [16]. In other words, 
Ple(t(w,t) = nieft(í) Pleft(u>) , PTight{w,t) = Tlnghi(t) pr ight(w) . (4.6) 
The time-independent distributions pieft(u>) and Pnght(w) are normalized, such 
that the factors nieft(i) and nT;ght(t) can be viewed as occupation numbers. Equa-
tion (4.6) constitutes our first hypothesis. It is frequently used in the theory of 
stochastic processes. 
4.2.3 Second hypothesis 
We are interested in the occupation numbers nieft and nrjght as a function of time. 
As can be seen from Figure 4.2, after some initial time, the probability mass in 
the transition region is negligible in comparison with the probability mass in the 
attraction regions. Hence the interaction between the two mesostates can be 
written in the form 
j j 1 1 
Tinieft(í) = -j.n r¡ght(í) = mett(t) -\ nright(í) > (4·7) 
at at τ
τ
\ τ\
τ 
where 1/т
т
\ is the probability per unit time for a network in the left attraction 
to fluctuate across the maximum of the error potential into the right attraction 
region. τ
τ
\ is called the transition time from the left to the right attraction region. 
The solution of this set of linear differential equations is 
Ti ( Τ ι \ 
"left M = 1 - "right (t) = — Tt h nieft (0) ' exp 
Tri + Άτ \ T
r
i + Пі/ 
Trl + Tlr^ 
ТгіЛг . 
(4.8) 
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Since for the moment we will focus on the transition from the local to the 
global minimum, we start our simulations with all networks in the left attraction 
region. During the learning process, we keep track of the occupation number 
^ieft(O) і-еч the fraction of the 10000 networks that is still in the left attraction 
region at time t. With parameters as in Figure 4.2, we obtain Figure 4.3(a). 
After a short time, the occupation ni
e
ft decays exponentially. A comparison with 
Equation (4.8) yields the experimental values for τ
τ
\ and η
Γ
. 
We will try to find mathematical expressions for these transition times. De­
noting the boundary between the attraction region and the transition region by 
ω«, we can derive, using the master equation (4.3), 
±nÜdw'P(w',t) 
dt J-ос 
/
WÜ ί°° 
dw' / dw[T(w'\w)P(w,t) - T(w\w')P(w',t)\ 
-σο J—oc 
/>00 rWft 
- dw' dwT{w'\w)P{w,t) 
•/llljl J — oo 
/
wt\ f°° 
dw' dwT{w'\w)P(w,t). (4.9) 
-oo "'
wt\ 
The first term in Equation (4.9) corresponds to probability mass leaving the 
attraction region, the second term to mass entering this region. 
Roughly speaking, the problem of calculating the transition time τ
τ
\ consists of 
two parts: the escape from the attraction region to the transition region and the 
question whether a network that managed this escape reaches the other attraction 
region or falls back into the attraction region it came from. In order to grasp 
the importance of this second part, the influence of the transition region on 
the transition time т
т
\, we have repeated our simulations with one important 
difference. Again starting with all networks in the left attraction region, we train 
the system as before. But if a network gets beyond the inflection point uiti of the 
error potential, i.e., just in the transition region, we take it out of the simulation, 
put it directly in the right attraction region, and leave it there. This simulation 
is described by Equation (4.9) with the second term deliberately set to zero. We 
find Figure 4.3(b) instead of Figure 4.3(a). Of course, the typical decay time, 
denoted by тц, is much smaller than т
т
\. 
Doing the same simulation with 10000 networks for various learning param­
eters, we obtain Figure 4.3(c) and Figure 4.3(d), where the natural logarithm of 
the transition time is plotted against the reciprocal value of the learning parame­
ter. The error bars give an indication of the error for each simulation. Transition 
d 
~dt 
rcieft(i) = 
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Figure 4.3: (a-b) The occupation as a function of time, (c-d) The transition time 
as a function of the learning parameter. Parameters as in Figures 4.1 and 4.2. In 
(b) and (d) the effect of the transition region is neglected. 
times of the form 
m = -„-exp IV 
+ d (4.10) 
are frequently encountered in the study of unstable stochastic systems [16]. Try­
ing to fit our data points with a function of this form, we find the parameters 
a d = 0 .7±0.4 , 7jri = 0.16 ±0.02, dri = 4 .4±0.7, 
for the "normal" simulations, and 
Qti = 1.2±0.5, rjti = 0.15 ± 0 . 0 2 , dti = 2 .6±0.7, 
for the simulations in which we neglected the transition region. The dashed lines 
in these figures fit perfectly. 
The close correspondence between the parameters ή in the two different sim­
ulations leads to the second hypothesis. Namely, that in order to compute or find 
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a good estimate for the parameter ή
τ
\, we can restrict ourselves to the calculation 
of the transition time rt\, the average time to go from the attraction region to 
the transition region. In mathematical terms, 
lim η In r
r
i = ή
τ
\ « rjtl = l i m Ώm Tt\ · 
77—>0 7)—»0 
In Section 4.3 we will give a theoretical argument in support of this second hy­
pothesis. 
Now, neglecting the first term in Equation (4.9) and using the first hypothesis, 
that after a time t 3> T
m e a 0 the shape of the mesostate stays the same, we find 
Vri « *7tl = - H m τ/In 
η—»0 
ƒ dw' dwT(w'\w)pi
e
n(w) 
•>u>t\ J — oo 
(4.11) 
In the rest of this chapter we will concentrate on this equation, just to calculate 
the parameter ή in the expression for the transition time. There are several 
reasons for this restriction. First and most important of all, we will present a 
general scheme to calculate this parameter ή, whereas we do not know how to 
predict the parameters α and d. Furthermore, even though we tried very hard 
to get the parameters as accurate as possible (simulations with 10000 networks 
for 11 different learning parameters with over more than 10000 learning steps on 
the average), the uncertainty, especially in the parameters α and d, is relatively 
large. A true verification of the theoretical expressions for these parameters, if 
these expressions can be found, is therefore very difficult. Luckily, since ή is 
the parameter in the exponent, it is by far the most important parameter for 
practical purposes. We call it the "reference learning parameter". For if η <S ή, 
the probability to escape from the local minimum within an acceptable number 
of learning steps is negligible. On the other hand, if we choose η of the order ή, 
the transition time will be limited. 
4.3 Mesostates 
In this section we will calculate the shapes of the mesostates for small learning 
parameters. To this end, we will use Van Kampen's system size approximation. 
This approximation of the master equation is valid for transition probabilities 
that can be written in the form [16] 
T(w'|w) = T ( w ; w ' - w ) = Ω ^ ψ ί ^ Δ Υ ΐ Λ , (4.12) 
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where Ω is a large parameter, in Van Kampen's terms the system size, and the 
jump AW = W ' — W is "extensive", i.e., independent of Ω. To prove that the 
transition probability (4.4) obeys Equation (4.12), we rewrite 
r ( w ' | w ) = ~ | d " z p ( w , x ) ¿ " ( " ^ ^ - f ( w , x ) ) 
= - ^ f (Γ-χ ρ{η\ν, χ) 6N{AW - f (τ/W, £)) , 
with W = w/77. Identifying the system size Ω as 1 /η, we find Equation (4.12). 
However, Van Kampen's system size expansion is only valid in a neighborhood 
of a minimum w* where the Hessian matrix # ( w ) with elements 
*«
iá
 CS! 
is positive definite. This is the general definition of the attraction region. At the 
minimum itself Η is always positive definite. Regions with one or more negative 
eigenvalues of the Hessian are called transition regions. 
The result of the expansion is quite simple: the asymptotic expansion of the 
stationary probability distribution for large Ω, i.e., small learning parameters, 
is a Gaussian with the average and covariance matrix given by the stable fixed 
points of a set of coupled nonlinear differential equations. In one dimension they 
are written 
Ц-(ю) = f((w)) + lf"((w))E2, 
- ¿ Σ 2 = 2 / ' ( H ) E 2 + r / D ( H ) , (4.13) 
η dt 
where (w) is the average of the mesostate and Σ 2 = (w2) - (w)2 denotes the 
variance. The diffusion D{w) is a measure of the fluctuations of the learning 
rule. The general definition is 
A j ( w ) = I <Tx p(w, x) /i(w, x) fj(w, χ). 
The macroscopic equations (4.13) give an indication of the fundamental dif­
ference between an attraction region and a transition region. In the attraction 
region f'{w) < 0, and thus the fluctuations tend to some equilibrium value, pro­
portional to the learning parameter. In the transition region, on the other hand, 
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f'(w) > 0, and thus the fluctuations show a tendency to explode, independent of 
the value of the learning parameter. This important difference between attraction 
and the transition regions is a strong argument in favor of the second hypoth­
esis, which claims that in order to calculate the reference learning parameter, 
the influence of the transition region can be neglected. It also explains why the 
probability mass in the transition regions (for small learning parameters η and 
after some initial time) is negligible in comparison with the probability mass in 
the attraction regions. The same arguments apply in higher dimensional cases. 
Even if the Hessian has only one negative eigenvalue, the fluctuations will show 
a tendency to explode in the direction of the corresponding eigenvector. 
A generalization of the set of equations (4.13) to more dimensions is straight­
forward (see Section 1.4). The stable fixed points of these macroscopic equations 
are given by 
<w) = w* + 0(η) , Σ 2 = ηΚ + ο(η2) , 
where the normalized covariance matrix К is the solution of the matrix equation 
HK + KH = D. (4.14) 
The curvature Η = #(w*) and the diffusion D = £>(w*) are evaluated at the 
minimum. The typical relaxation time to such a situation is 
1 
?meso — Γ ~ ) 
with Л
т
і
п
 the smallest eigenvalue of the matrix H. According to the first hy­
pothesis, after a time of this order, the shape of the mesostate remains constant. 
Finally, as a result of Van Kampen's system size expansion, up to lowest order 
in η the mesostate can be written 
/ \ '-'meso 
P m e s o l W j
 " (27r7?)^/2(Det К)1'2 P 
(w-wfr^w-w') 
2η >(w) 
(4.15) 
The function l
m e S o(w) is equal to 1 in the attraction region of the minimum w* 
and equal to 0 outside this region. The constant C
m e s o
 ensures the proper normal­
ization of the mesostate. For small learning parameters η, the error introduced 
by taking C
m e a o
 = 1 is negligible. 
4.4 Transition times 
In this section we will calculate the (most dominant term of the) transition time 
from one minimum to another. We will start with the calculation for a one-
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dimensional "neural network". Later we will extend this calculation to higher-
dimensional systems. A two-dimensional network will be treated in more detail. 
4.4.1 The one-dimensional case 
According to Equation (4.15), the shape of the left mesostate in the one-dimensio­
nal example discussed in Section 4.2 obeys 
Pieft(w) = 
-κηΌχ 
exp 
*\2 Xi(w - ц>і*) 
with λι the second derivative of the error potential and D\ the diffusion at the 
minimum w*. This shape and the specific form of the transition probability, can 
be substituted into Equation (4.11), yielding 
m 
= — lim ηΙη< dw' / dw dx p(w, χ) x 
4—0 [Jwtl J-oo J 
6{w' — w — η/(-ω,χ)) exp 
*\2 Xi(w-w¡) 
7?Д 
. (4.16) 
In the term between braces, denoted by J , we integrate over w' and write the 
integration over w in the form of a theta-function [Θ(χ) = 1 if χ > 0, θ(χ) = 0 
if ar < 0 ] : 
= dw dx ©(luti — іп) (і — uJti + η/(w, χ)) p(w, χ) exp 
7/Α 
So, we have to integrate the function p(w, x) exp[ ] over all pairs (w, x) that obey 
w < wt\ < w + η f(w, χ), 
i.e., for which the weight before learning is in the attraction region and after 
learning in the transition region. If we make the substitution ζ = (wt\ — ιν)/η 
and write out the exponent, we obtain 
\\{wt\ - w¡)2 1 = ηΑ(η)βχρ 
7?Д 
with 
j , fix f 
Α(η) = ƒ dz ƒ dxQ{f{wi[ -ηζ,χ) - ζ) p(wt\ - ηζ,χ) χ 
2X\(wt\ — w*)z - \\ηζ2 
exp A 
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Going back to Equation (4.16), we find 
\](wtì - w{)2 
m = A 
— lim η\ηΑ(η) 
7J->0 
Assuming continuity of Α(η) at η = 0, this second term can be neglected if 
A(0) < oo, i.e., if 
/ dx θ ( / (wtu х))р(щи x) exp 
2\\(wt\ - w{)f{wt\,x) 
A 
< 0 0 , 
This sufficient but not necessary condition is fulfilled if the probability to make 
very large steps decays faster than exponentially, so, for example, if this proba­
bility is a Gaussian as in the example of Section 4.2, or if the stochastic force has 
an upper limit, as in practical situations. Therefore, we will not consider cases 
in which this condition is violated. 
Summarizing, the reference learning parameter η
τ
\ for the transition from the 
left to the right attraction region obeys 
*\2 
\ ~ Vt\ A 
(4.17) 
with λι the curvature of the error potential and D\ the fluctuations in the stochas­
tic force, both at the position of the left minimum w*. w
x
\ stands for the inflection 
point of the error potential at the left side of the potential maximum. Note that a 
similar expression is valid for the transition time from right to left. Furthermore, 
since in the derivation we never used explicit information about the learning rule, 
the result is applicable to any one-dimensional learning rule that can be written 
in the form (4.1). 
Once the transition times from the local to the global minimum and vice versa 
are known, the stationary occupation numbers can be calculated. Equation (4.7) 
yields 
rcieft(oo) _ Tj}_ 
"right (Od) "Hr 
In the limit of small learning parameters, we find 
lim η In 
ι,-Ο 
ttieft(oo) 
"right (OO) 
(я. α \ ~ л г К г - O 2 A i K i - u f ) a 
- ( ι * - * ! ) * - - p - + Д — 
Thus, the final stationary probability to find the network in the neighborhood 
of the local or the global minimum does not directly depend on the value of the 
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error potential at either minimum. Instead, it depends on the curvature, the 
squared distance to the inflection point, and the fluctuations in the learning rule. 
The product of the curvature and the squared distance can be viewed as a rough 
measure of the difference in the error potential between the minimum and the 
inflection point. In general, there is no direct relation between the error potential 
and the diffusion. So, it might even be possible to construct an example in which 
the stationary occupation number at a local minimum is larger than at the global 
minimum. 
We compare Equation (4.17) with the simulations performed in Section 4.2: 
theory: 
simulations 1: 
simulations 2: 
m = 0.146, 
ή
ή
 = 0.16 ± 0 . 0 2 , 
Ui = 0.15 ± 0 . 0 2 . 
The parameter щ calculated from Equation (4.17), yields a good estimate for ή
τ
\ 
found by simulations. 
4.4.2 H i g h e r - d i m e n s i o n a l l e a r n i n g ru les 
We will extend the derivation given above to iV-dimensional learning rules. For 
any network state w, the Hessian matrix H(vr) has N real eigenvalues that 
can be either positive, zero, or negative. The weight space can be divided in 
simply connected regions by counting the number of positive eigenvalues. In 
attraction regions, all eigenvalues are positive. In transition regions, at least 
one eigenvalue must be negative. Boundaries between attraction and transition 
regions are characterized by the presence of at least one eigenvalue equal to zero, 
and all others positive. Denoting the occupation number of the attraction region 
α by n
a
(t), we can generalize Equation (4.7) to 
dn
a
(t) _ γ ^ 
Πβ{ή _ Пд(І) 
Τ
α
β Τβ
α 
(4.18) 
where τ
α
β is the transition time from attraction region β to o. Again, in writing 
down Equation (4.18), we implicitly make two assumptions. We use the first 
hypothesis that the shape of the mesostates in the attraction regions is indepen­
dent of time. Furthermore, we assume that the probability mass in the transition 
regions is negligible. The matrix with elements 1/τ
α
β is a stochastic matrix. It 
has, at least, one eigenvalue equal to 1. The corresponding right eigenvector is 
the stationary distribution. The next to largest eigenvalue yields the relaxation 
time. In order to calculate the stationary distribution or the relaxation time, (the 
asymptotic expansions of) all matrix elements must be known. 
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Let us consider an "easy" transition from attraction region С to another 
attraction region TZ, through a transition region T. A transition is called "easy" 
if Τ is a transition region joining С and TZ in which the Hessian # ( w ) has only 
one negative eigenvalue. For simplicity, Τ is supposed to be the only way to 
go from С to TZ without changing the sign of more than one eigenvalue, i.e., Τ 
is typical for the transition from С to 7?.. For small learning parameters, only 
this path will give a contribution. If there are more transition regions satisfying 
this condition, one should calculate the reference learning parameters for these 
different transition regions separately. The smallest reference learning parameter 
then yields the "easiest" transition from С to TZ. If there is no transition region 
with just one negative eigenvalue connecting two attraction regions, the only 
reasonable way to go from one region to the other is through a succession of 
"easy" transitions. 
The boundary between the attraction and transition regions is denoted by 
TC. According to the second hypothesis, the reference learning parameter ή
τ
\ 
for the transition from attraction region С to TZ, is approximately equal to the 
parameter щ that appears in the transition time from attraction region С to 
transition region T. Comparing with Equation (4.11), we now have 
Ui = - lim η In { ƒ dNw' f dNw f dnx p(w, f) 6N(W - w - ηΐ (w, £)) p i ( w ) | . 
In the term between braces, we have to integrate over all w and χ such that 
w G С and w + η f (w, χ) G Τ . 
Just as in the preceding paragraph, the term between brackets can be divided 
in two parts: a contribution from the boundary TC between the attraction and 
the transition region and a rest term like the term Α(η) in the one-dimensional 
case. Again, it is easy to show that these rest terms can be neglected, except for 
those cases where the probability to make very large steps does not decay fast 
enough. However, there is an important difference: the boundary TC between 
the attraction region С and the transition region Τ is no longer a point, but an 
І —1-dimensional manifold. We obtain 
r/ti = — lim η In 
7J-»0 
~
x
w exp 
( w - w f ^ i f f ^ w - w f ) 
2η 
This integral can be approximated using the method of steepest descent. The 
largest contribution for small learning parameters is found when the term between 
brackets has a maximum on Τ С In other words, the largest contribution for small 
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learning parameters comes from the "easiest" path from the local minimum to 
the transition region. In the determination of this "easiest" path, the normalized 
covariance matrix K\ accounts for the effect of the local fluctuations. So, finally, 
"(w-wf^tff^w-wf)" 
Vti « »hi = 'ml
r vteTC 
(4.19) 
In the next paragraph, we will discuss a two-dimensional example. There it will 
become clear how this expression can be used to obtain quantitative results that 
can be compared with results from simulations. 
4.4.3 A two-dimensional example 
The learning rule discussed in Section 4.2 can be generalized to N dimensions. 
The network senses its environment through a, now TV-dimensional, Gaussian 
filter of width σ. For the "real" input distribution ро(х), we take a sum of M 
Gaussian functions, all with variance χ, positions m
a
, Ч
а
=і,...,м and relative 
weights r
a
 > 0 such that Σα=ι r<* = 1 : 
A)(x) = 1 \N/2 
M 
Σ
 г
«
 e xp 
(χ - m
a
) 2 
2χ2 (2ΤΓΧ) α=1 
The error potential corresponding to the Grossberg learning rule 
Aw = η (χ — w) 
is ( Μ Γ / _ ч 2 ' " 
Σ^-ρ[-^
σ
-^ 
We will restrict ourselves to a two-dimensional example and to an input dis­
tribution consisting of four Gaussian functions, obeying 
mi = (1,1), η = (1 + αι)(1 + α 2 )/4, 
т 2 = ( 1 , - 1 ) , Γ2 = (1 + ο ι ) ( 1 - α 2 ) / 4 , 
т з = (-1,1), г3 = ( 1 - а і ) ( 1 + о 2)/4> 
т 4 = ( - 1 , - 1 ) , г4 = ( 1 - α ι ) ( 1 - α 2 ) / 4 . 
Using the definitions с» = arctanh (о
г
) for i = 1,2 and β = 1/(σ2 + χ 2 ) , the error 
potential can be written ßw} 
Е{ЧІ) = σ 2 Σ Ι^ψ- - In [cosh (ßWi + Ci)] 
¿=ι 
Learning with local minima 77 
Figure 4.4: (a) Error potential £(w) for β = 2.5, в\ = 0.4, e2 = 0-2, and σ = χ. 
(b) Contour plot showing the attraction and transition regions. 
We will work with 0 < €2 < ei < £*(/?), such that there are always four minima, 
with one global minimum near (1,1). The matrix of second derivatives, the 
Hessian H{w\,w¿), is diagonal 
Ht3{wi,W2) = βσ2 1 - ß 
cosh2(/3^j + е
г
) (4.20) 
This makes it easy to divide the weight space into attraction regions and transition 
regions. The diffusion matrix D{w\,W2) obeys 
Dtj{wi, w2) = {{βσ2)2 \w2 - 2u)itanh(/?tf4 + б<) + l] + βσ2χ2} 6ц . (4.21) 
For our figures and numerical calculations, we choose β = 2.5, ei = 0.4, ег = 0.2, 
and σ = χ. The error potential is plotted in Figure 4.4(a). The attraction and 
transition regions are shown in Figure 4.4(b). 
Let us consider the transition from attraction region 2 at the lower right 
corner to attraction region 1 in the neighborhood of the global minimum at the 
upper right corner. To obtain the reference learning parameter for this transition, 
we have to go through the following steps (we give the numerical results for our 
specific example in three significant digits). 
1. Calculate (numerically) the position of the local minimum wjj, 
w£ = (0.994, -0.978) . 
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2. Substitute this into Equations (4.20) and (4.21) to obtain the Hessian H2 
and the diffusion matrix D2 at this minimum, 
0.484 0 \ ( 0.103 0 A 
0 0.445 ) ' 2 ~ \^  0 0.111 ) ' 
3. Use Equation (4.14) to calculate the normalized covariance matrix K2 and 
its inverse K^1, 
v _ ( 0.106 0 \ v - \ _ ( 9 · 4 0 ° Ì 
K2
 - { 0 0.125 ) ' K 2 - ^ 0 8.02 j · 
4. Determine the boundary 12 between the attraction and transition region, 
12 = Uwi,w2) E H 2 I wi > 0.253 Л w2 = -0.493І . 
5. Solve Equation (4.19), 
9.40(w! + 0.994)2 + 8.02(^2 + 0.978)2" 
2 J ' 
to obtain the reference learning parameter 
7712 = 0-944. 
Similar calculations yield the reference learning parameters for other tran­
sitions. We compare two of them with simulations, similar to the first type 
discussed in Section 4.2, so without neglecting the transition region. The results 
from simulations with an ensemble of 100 networks are given in Figures 4.5(a) 
and 4.5(b). The best possible fits in these figures yield 
^12 ήίΐ3 
simulations 1.1 ±0.2 0.5 ± 0 . 1 
theory 0.944 0.543 
H2 = 
7712 = inf 
u>l>0.253 Л ш2=-0.493 
Again there is a close correspondence between theory and simulations. 
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Figure 4.5: The transition time as a function of the learning parameter for the 
two-dimensional learning rule. Parameters as in Figure 4.4. The dashed lines 
show the best possible fits of the form (4.10). (a) τγι. (b) T13. 
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4.5 Summary and discussion 
A better understanding of the global performance of on-line learning neural net­
works is very important, both from a theoretical and a practical point of view. In 
this chapter we studied the effect of the learning parameter on the transition time 
from one minimum to another. Using Van Kampen's system size expansion we 
showed that the transition time grows exponentially with ή/η. With a learning 
parameter much smaller than the so-called reference learning parameter ή, it is 
almost impossible to go from this minimum to the other one within a reasonable 
number of learning steps. Starting from two hypotheses, supported by both sim­
ulations and theoretical arguments, we presented a general scheme to calculate 
this reference learning parameter. It depends on the local fluctuations in the 
learning rule, the local curvature of the error potential, and the distance between 
the minimum and the boundary of its attraction region. Correction terms must 
be included only if the probability to make very large steps does not decay fast 
enough. This will rarely occur in practical situations. Simulations confirm the 
theoretical results. 
The correctness of the theory depends on the validity of the two hypotheses. 
The first hypothesis claims that the interaction between the mesostates does not 
affect their shape. The local convergence to a Gaussian distribution as predicted 
by Van Kampen's expansion takes place on a time scale of order Ι/η. The time 
scale corresponding to the global interaction is of order exp (ή/η). The existence 
of two distinct time scales, of which the time scale concerned with the mainte­
nance of the local shape is the smallest, makes the first hypothesis very plausible. 
The second hypothesis states that in order to calculate or estimate the refer­
ence learning parameter, the influence of the transition region can be neglected. 
In other words, we assume that the path from the minimum to the inflection 
point is much "harder" than the path from the inflection point to the maximum 
because of the larger fluctuations in the transition region. This assumption is 
only valid if the total drift for both paths is of the same order of magnitude. 
It is possible to construct error potentials for which this condition is violated. 
The results for the error potentials used in the simulations are promising. Fur­
ther studies on error potentials for learning rules in neural networks must yield 
a better insight into the validity of the second hypothesis. 
The final theoretical result is simple and elegant. Nevertheless, its usefulness 
in practical calculations is limited for several reasons. First of all, we assumed 
throughout the whole chapter that the error potential and the diffusion matrix 
can be calculated. They depend not only on the learning rule and the network 
structure, but also on the set of training patterns. Therefore, α priori knowl-
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edge of the input probability distribution is required for a precise calculation of 
the reference learning parameter. If this information is not available, we may 
try to estimate the reference learning parameter from the statistics of the net-
work weights during training. In Chapter 3, this strategy is followed to obtain 
a reasonable learning parameter in a changing environment. The same approach 
can be used to estimate the normalized covariance matrix and the position of 
the minimum. The problem is, how to subtract more global information, e.g., 
the position of boundaries between attraction and transition regions, from the 
statistics of the weights. 
But even if the error potential and the diffusion matrix are known, numerical 
calculation of boundaries between attraction and transition regions can be very 
difficult. Since the Hessian and diffusion matrix in the two-dimensional example 
discussed in Section 4.4 are diagonal, this problem did not appear. In practice, 
the error potential and the diffusion do not have such a nice symmetry. Fur-
thermore, in order to calculate the stationary distribution or the relaxation time, 
the transition times between all possible pairs of minima must be calculated. 
For large networks with many minima this seems a hopeless task. The challenge 
remains to apply our calculation scheme to a more practical example. 
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Chapter 5 
Transition times in self-organizing 
maps 
Abstract 
We study the creation of topological maps. It is well-known t h a t topo­
logical defects, like kinks in one-dimensional maps or twists ("butterflies") 
in two-dimensional maps, can be (metastable) fixed points of the learning 
process. We are interested in transition times from these disordered con­
figurations t o the perfectly ordered configurations, i.e., the average t ime it 
takes to remove a kink or to unfold a twist. For this study we consider 
a self-organizing learning rule which is equivalent to the Kohonen learning 
rule, except for the determination of the "winning" unit. The advantage of 
this particular learning rule is t h a t it can be derived from an error poten­
tial. The existence of an error potential facilitates a global description of the 
learning process. For small lateral-interaction strength, topological defects 
correspond to local minima of the error potential, whereas global minima are 
perfectly ordered configurations. Theoretical results on the transition times 
from the local to the global minima of the error potential are compared with 
computer simulations of the learning rule. 
This chapter is ал edited version of the paper "Transition times in self-organizing maps" by 
Tom Heskes [25] which has been submitted for publication in Biological Cybernetics. Part of 
this work has been presented at the International Conference on Neural Networks 1993 in San 
Francisco [30]. 
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5.1 Introduction 
Sensory signals provide the input to the central nervous system. These signals 
are represented in sensory maps which are a crucial first step in the information 
processing of the brain. The external information is represented in an orderly, 
topology-preserving manner, i.e., neighboring units in the sensory map code sim­
ilar input signals. The formation of these maps is a process of self-organization 
for which several learning paradigms have been suggested [51, 60]. The proposal 
of Kohonen [41] does not aim at the modeling of all biological details, but tries 
to capture the most important features of self-organizing processes. It has also 
applications in robotics, data segmentation, and classification tasks. 
Basically, the algorithm proposed by Kohonen works as follows. Given a cer­
tain input vector from the environment, the unit with the smallest Euclidian 
distance to this vector is called the "winner". The weight vector of this unit and, 
to some extent, its neighboring units, are moved towards the input vector. The 
properties of this learning procedure, and of closely related variants, are studied 
in great detail [12, 55, 56]. Recently, a lot of effort is devoted to the search for an 
error potential that is minimized by the learning rule [61, 43,15]. The existence of 
an error potential facilitates a global description of the performance of the learn­
ing procedure. The best possible network state corresponds to a global minimum 
of the error potential and undesired fixed points of the learning process are simply 
local minima. Examples of these undesired fixed points are topological defects 
like kinks in one-dimensional maps and twists in two-dimensional maps [17]. 
In Section 5.2 we will define an error potential for the self-organization of 
topological maps. The corresponding learning rule will be used to study two 
special examples of topological defects in detail: kinks in Section 5.3 and twists 
in Section 5.4. In both cases these disordered configurations are true local minima 
of the error potential. This is illustrated by pictures of the error potentials. We 
are interested in the transition times from the local minima of the error potential 
to the global minima, i.e., the average time it takes to remove a kink or to unfold a 
twist. In Section 5.5 we will shortly review the main results of Chapter 4. We will 
apply this general theory on the two specific examples. These theoretical results 
will be compared with computer simulations of the learning rule in Section 5.6. 
In Section 5.7 we will summarize and discuss the main results. 
5.2 Kohonen learning as the gradient of an error 
We will use the following definitions, m-dimensional input vectors χ are drawn 
from the environment Ω according to a probability density function p{x). An av-
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erage with respect to input vectors is denoted by ( )
Ω
. The topological map con­
sists of η units, labeled 1,. . . , i,..., n. To each unit we ascribe an m-dimensional 
weight vector щ. The combination of all weight vectors is the TV-dimensional 
state vector w = (tiîf,..., wf,..., w^)T, so Ν = η χ т. The "local error" 
е
г
(л , χ) of a unit i is defined by 
1 n / -л def -l \-ч , π _ -.no 
e,(w,x) = ñ2^,hv \\WJ ~XW • 
h is the lateral-interaction matrix with nonnegative elements htJ, independent 
of the state vector w and the input x; usually h%3 is a decreasing function of 
the (physical) distance between unit г and unit j in the topological map. We 
normalize this matrix by requiring that 
¿ X = 1 V , . (5.1) 
The "partition function" Ze(vr,x) is defined by 
η 
Zß{y/,x) = ^2exp[-ßet(w,x)}. (5.2) 
ι=1 
The usual "winner-take-all" mechanism will come out in the limit β —> со. This 
kind of description will appear to be very useful for integration and differentiation. 
The global error potential is now the "free energy" —4 lnZß(vf,x), averaged 
over the environment Ω, in the limit β —* oo: 
£(w) = f - ^ ( l n Z ^ w . x ) ^ = ( e K ( W i f ) ( w , f ) ) n , (5.3) 
where /c(w,x) is called the "winner", the unit with the smallest local error, given 
the network state w and the input x. Note that in the limit β —* со only the term 
with the smallest local error survives in the sum in Equation (5.2). The error 
potential is thus the smallest error potential averaged over the set of all input 
vectors. Luttrell introduced a similar error potential and gave an interpretation 
in terms of noisy transmission between (neural) layers [50, 54]. The gradient of 
the error (5.3) with respect to the state vector w, denoted by V, yields 
f(w) ^ - ВД = lim / ¿ - V e , ( w , s ) e x p [ : / ^ w , f ) ] \ 
86 Chapter 5 
As in Equation (5.3), the term with the smallest local error dominates in the limit 
β —» oo. So, the learning procedure that performs stochastic gradient descent on 
the global error potential £(w) defined in (5.3), is a succession of the following 
steps. 
1. Pick an input vector χ from the environment Ω according to the probability 
density function p(x). 
2. Find the "winning unit" к, i.e., the unit with the smallest local error 
e*(w,x). 
3. Update the weights with 
Διυ
ια
 = 77Aa(w,x) = -η—^—-— = η hKl{xQ - wtQ), (5.4) 
owlQ 
with η the learning parameter and f(w, x) the so-called stochastic force, a 
vector with components / Ï Q(w,x). 
The resulting learning procedure is almost equal to the learning procedure pro-
posed by Kohonen. The only difference is the second step: the determination 
of the winning unit. In Kohonen's learning rule the winning unit is the unit for 
which the Euclidian distance between the weight of that unit and the input vector 
is the smallest. In our case the winner is the unit with the smallest local error, the 
same error that must be differentiated in order to obtain the learning rule (5.4). 
In [30] we proved that this is the only way to ensure that such a winner-take-all 
learning rule can be derived from a global error potential. Note that in the limit 
of no lateral interaction, i.e, hl3 = 8l3, our learning rule is totally equivalent to 
the Kohonen learning rule. 
The existence of a global error potential facilitates a global description of the 
learning process. The lower the error potential E(-w), the better the network 
state w. As we will see, stable disordered configurations, like kinks in one-
dimensional maps or twists ("butterflies") in two-dimensional maps, are simply 
local minima of the error potential. The global minima correspond to perfectly 
ordered configurations. We are interested in the transition times between the 
local minima and the global minima. For example, how long does it take (on the 
average) to remove a kink in a one-dimensional map or to unfold a butterfly in a 
two-dimensional map? 
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Figure 5.1: Configurations in a one-dimensional map. (a) Line, (b) Kink. 
5.3 Kinks in a one-dimensional map 
We consider a one-dimensional map consisting of three units. The network state 
vector is written w = (ил, W2, і з)т. The input χ is drawn with equal probability 
from the interval [0,1], i.e., 
p(x) = θ{χ) 0(1 - χ). 
The lateral-interaction matrix h with components hij is chosen 
h = 
Ι + σ 
/ 1 σ 0 \ 
σ 1 — σ σ 
V 0 σ I } 
σ gives the interaction strength between neighboring units in the map. σ = 0 
means no lateral interaction. We will always work with 0 < σ < 1/2. 
Ordered configurations are called "lines". One of them, denoted by (123) 
since w\ < W2 < wz, is drawn schematically in Figure 5.1(a). The other one 
is (321), i.e., ил and и>з are interchanged. There are four different disordered 
configurations called "kinks": (132), (213), (231), and (312). The first one is 
sketched in Figure 5.1(b). By numerical calculations it can be shown that for 
σ < σ* и 0.0822 the error potential (5.3) has 6 minima: 2 lines are the global 
minima, 4 kinks are local minima. At σ = σ* the local minima disappear and 
only two global minima remain. 
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We would like to picture how the error potential changes on the way from 
the local to the global minimum. In order to get rid of two degrees of freedom, 
we define a one-dimensional path through the three-dimensional weight space, 
subject to the constraints 
3 2 
W1+W2 + W3 = ~ a n d (W2 - W\)2 + (w3 - w2)2 + (w3 - Wi)2 = - . 
¿i о 
Now w is totally parametrized by the parameter ω: 
\/3cos(27ru;) sin(27nj) 
V 1 J 
Since at the minima one of the weights is approximately equal to 1/6, the second 
to 1/2 and the third to 5/6, the path characterized by ω passes through all the 
minima. The kinks and the lines are positioned as follows. 
minimum line kink kink line kink kink 
configuration (123) (213) (231) (321) (312) (132) 
ω 1/12 1/4 5/12 7/12 3/4 11/12 
The error potential as a function of ω is plotted in Figure 5.2 for four different 
values of σ. For σ = 0 all minima are equally deep [(a)]. For σ > 0 the kinks 
have a higher error potential than the lines [(b) and (c)]. Eventually, the local 
minima disappear [(d)]. 
5.4 Twists in a two-dimensional map 
As a second example, we will study a two-dimensional map consisting of four 
units. The eight-dimensional state vector is written w = (wf, wj, wj, wJ)T = 
(wn,wi2,'W2i,W22,W3i,'W32,W4i,'W42)T· The input χ = (xi,X2)T is drawn with 
equal probability from the square [—1,1] χ [—1,1], i.e., 
p(xi,x2) = -θ(1 + χ1)θ(1-χι)θ(1 + χ2)θ(1-χ2). 
χ 10' 
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Figure 5.2: The error potential E as a function of ω for different values of the 
interaction strength σ. (a) σ = 0. (b) σ = 0.04. (с) σ = 0.08. (d) σ = 0.12. 
We choose a lateral-interaction matrix h of the form 
h = 
1 
(1 + аУ 
( 1 σ σ' 
σ 1 σ σ' 
1 σ σ2 σ 
V σ 1 / 
Again, σ gives the lateral-interaction strength. We will keep 0 < σ < 1. 
We expect to find possible (local) minima if each unit covers one quadrant 
of the input space. We denote a particular minimum by (ijkl) if unit г lies in 
the first quadrant, unit ,?' in the second, and so on. There are 4! = 24 different 
possible minima. 8 of them are perfectly ordered. We will call these configurations 
"rectangles". An example of such a rectangle, (1234), is given in Figure 5.3(a). 
As usual [41], lines are drawn between neighboring units in the map, i.e., between 
1-2, 2-3, 3-4, and 4-1. For small σ, disordered configurations are local minima 
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Figure 5.3: Configurations in a two-dimensional map. (a) Rectangle, (b) Twist. 
of the error potential. These minima are called "twists" or "butterflies". In 
Figure 5.3(b) the twist (1324) is sketched. At σ = σ* « 0.240 the local minima 
disappear. 
In order to make a picture of the error potential E(vr) for this two-dimensional 
mapping, we have to get rid of 6 degrees of freedom. We define a two-dimensional 
manifold as follows. 
1. The four weight vectors Wi lie on a circle with radius τ{σ): 
cos Vi \ 
щ = r{u) 
sin Vi 
The radius τ(σ) is chosen such that the global minima lie on this circle. We 
obtain 
ria) = —γ-
Λ
 - •• . 
У
 ' %/21 + σ 
2. The first weight vector is fixed to cover the first quadrant: 
; π 
Vi =
 4- · 
3. The sum of all angles V¿ is constant: 
Ύ^"φί = 47Γ, 
¿=1 
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With these constraints the weight vector is fully described by two parameters ω\ 
and u>2, defined by 
wi = - ( ^ 4 - ^ 2 ) , ω 2 = -(2ірз - ΨΊ - rpi) · 
7Г 7Г 
If w\ covers the first quadrant, there are still 6 different ways to cover the other 
three quadrants. Therefore there are 6 different minima: 2 rectangles and 4 
twists. In terms of ω\ and U2 they are positioned as follows. 
minimum rectangle twist twist rectangle twist twist 
configuration (1234) (1243) (1423) (1432) (1342) (1324) 
(ω
λ
,ω2) (1,0) (1/2,1) (-1/2,1) (-1,0) (-1/2,-1) (-1/2,-1) 
The error potential as a function of the parameters ω\ and ωι is plotted in 
Figure 5.4 for three different values of σ. Again, all minima are equally deep for 
σ = 0 [(a)] and this symmetry is broken for σ > 0 [(b)]. If we raise the interaction 
strength σ the local minima eventually disappear [(c)]. 
5.5 Transition times 
Because of the random presentation of the input vectors and (possibly) the ran­
dom initialization of the weights, the learning process is a stochastic process 
governed by the master equation 
dP{Q¡'t] = ¡dNw[T(w'\w)P(w,t) - r(w|w')P(w', i)] . 
with P(w,£) the probability that the network is in state w at time t. The 
transition probability T(w'|w) is the probability to draw an input vector χ such 
that the learning rule (5.4) changes the weight vector from w to w': 
T(w'|w) = ίάτηχρ(χ)δΝ(Μτ'-^-η{(νί,χ)). 
Ritter and Schulten [56] used a Fokker-Planck approach to approximate this mas­
ter equation and to study the final convergence to a global minimum. However, 
this Fokker-Planck approach fails to describe global properties of the learning pro­
cess such as transition times between different minima. To make some progress 
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0>2 
Figure 5.4: The error potential E as a function of the parameters ω\ and u>2 for 
different values of the interaction strength σ. (a) σ = 0. (b) σ = 0.15. (с) σ = 0.3. 
Contour plots are shown on the right. 
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we will have to make a few assumptions and approximations. We shortly review 
the most important points of Chapter 4. 
Let us divide the weight space in attraction regions and transition regions. In 
attraction regions the Hessian matrix # ( w ) with components 
dWiadWjß ' 
is a positive definite matrix, i.e., in the attraction regions all eigenvalues of the 
Hessian H(YÎ) are positive, whereas in the transition regions at least one of the 
eigenvalues is negative. Each attraction region К contains one minimum w£ of 
the error potential E(w). 
On a time scale of order l/η, the probability density function P(w, t) becomes 
a distribution with peaks in the attraction regions. We expand the probability 
density function P(w,i) as a sum over the functions Pk(w,i) in the attraction 
regions and P
r e s
t ( w ) in the transition regions: 
^(W,t) = £ P k ( w , i ) + P
r
est(w,i). 
к 
By definition Pk(w, i) is zero outside attraction region к and P
r e s t (w, i) is zero 
outside the transition regions. For small learning parameters the probability mass 
in the transition regions is negligible in comparison with the probability mass in 
the attraction regions. The first hypothesis now states that in the attraction 
regions time and space decouple, i.e., that we may write 
Pk(w,f) = rik(i)pk(w) , 
with Pk(w) a local normalized distribution and nk(t) the occupation number in 
attraction region K. The underlying assumption is here that the interaction 
between different minima may affect the total probability mass in the attraction 
region K, indicated by the occupation number nk(t), but not the shape of the 
local distribution, indicated by Pk(w). 
According to Van Kampen's expansion [64], the asymptotic expansion of the 
distribution Pk(w) for small learning parameters η is a Gaussian, denoted by 
(?i((w). The first moment of this Gaussian is the minimum w£. Its covariance 
matrix Σ|; can be written (see Chapter 1) 
with Kk independent of the learning parameter η. K^ is the solution of the matrix 
equation 
HKk + KkH = D, (5.5) 
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where the elements of the Hessian H and diffusion matrix D are given by Hiajß = 
Hiajß(wt.) and Diajß = {fia(w^,x)fjß(w^,x))cl. The Hessian is related to the 
curvature of the error potential, the diffusion to the fluctuations in the learning 
rule, both evaluated at the minimum w£. 
Let us try to calculate the transition time т\^ from an attraction region K. to 
another attraction region С We require that С can be reached from К through 
one intermediate transition region Τ in which the Hessian # ( w ) has only one 
negative eigenvalue. It is easy to check that the transitions from kinks to lines 
and from twists to rectangles fulfill this requirement. As explained in Chapter 4, 
transitions through regions with more negative eigenvalues are far less probable. 
The second hypothesis now claims that the most dominant contribution to this 
transition time stems from the transition probability Г\к to go from attraction 
region K. to transition region T. This hypothesis is based on simulation results 
and theoretical arguments. The transition probability from attraction region /C 
to transition region Τ reads 
r t k = J d
N
w' j dNw T(w'|w) G k ( w ) , (5.6) 
where Gk(w) is the Gaussian given by Van Kampen's expansion. In the limit 
η —> 0 this integral can be computed using the method of steepest descent. Our 
final result is 
"*7lk 1 
- ~ exp 
V 
with the so-called "reference learning parameter" 
m « ρ— ~ exp for η —y 0 , 
Uk = inf (w - wj^ycw-wj;) 2 (5.7) 
where TK stands for the boundary of transition region Τ and attraction region K,. 
Roughly speaking, the reference learning parameter is proportional to the height 
of the error barrier and inversely proportional to the fluctuations in the learning 
rule. A reasonable estimate for the reference learning parameter is desirable, 
since for η ^Щк the probability to go from minimum w£ to minimum w* within 
an acceptable number of learning steps is negligible. Furthermore, the reference 
learning parameter is the key parameter in cooling schedules for the learning 
parameter that guarantee convergence to the global minimum (see Chapter 6). 
We summarize the most important conclusions of this section. The transi­
tion times between different minima grow exponentially with the quotient of the 
reference learning parameter ή and the learning parameter η. We think that we 
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know how to calculate this reference learning parameter. However, we must be 
careful, since our calculation is based on two hypotheses. 
1. The transitions between various minima do not affect the Gaussian shape 
of the local distributions in the attraction regions. 
2. To calculate, or at least estimate, the transition time from attraction region 
/C to attraction region С it is sufficient to compute the transition time from 
attraction region К to the intermediate transition region T. 
5.6 Theory versus simulations 
In this section we will compare the reference learning parameters predicted by 
the theory given in Section 5.5 with the reference learning parameters obtained 
from simulations of the learning process. We will study both the kinks in one-
dimensional maps (Section 5.3) and the twists in two-dimensional maps (Sec­
tion 5.4). We will focus on the transition time from a disordered local minimum 
[the kink (132) and the twist (1324)] to the perfectly ordered global minimum 
[the line (123) and the rectangle (1234)]. Transitions from perfectly ordered 
configurations to topological defects are far less probable, except for a small 
lateral-interaction strength σ and a relatively large learning parameter η. Note 
that this is in contrast with the original Kohonen learning rule where it is im­
possible instead of very improbable to leave a perfectly ordered one-dimensional 
mapping [42]. 
In order to calculate the reference learning parameters predicted by theory 
we go through the following steps. 
1. Choose the lateral-interaction strength σ. 
2. Determine the position of the local minimum wjj. 
3. Calculate the Hessian Η and the diffusion matrix D at this minimum. 
4. Solve Equation (5.5) to find the covariance matrix K^ and its inverse K¿1· 
5. Find the point w on the boundary between the attraction and the transition 
region, i.e., where the determinant of the Hessian of the error potential 
£(w) is exactly zero, with the smallest distance (w — w£)T Я ^ 1 (w — w£). 
6. Compute the reference learning parameter using Equation (5.7). 
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The calculation of the determinant of the Hessian matrix for general w makes the 
fifth step the most difficult one. The Hessian matrix for the twists is calculated 
numerically, using the error potential (5.3) not in the limit β —• co, but for large 
β = 50. This results in a tiny error, negligible in comparison with the numerical 
precision of the simulations. The solid lines in Figure 5.5(a) and (b) give the 
theoretical reference learning parameters for the kinks and twists, respectively. 
Straightforward simulations of the learning rule (5.4) will be used for compar­
ison. For every choice of the lateral-interaction strength σ, we train 500 indepen­
dently operating networks for 4 different learning parameters. For each learning 
parameter we determine the transition time τ(η). Theory and simulations predict 
transition times of the form (Chapter 4) 
1ητ(?7) = ή η'1 + d In ту-1 +c. (5.8) 
For small σ, the transition time for η «С 1 is so large that simulations become too 
time-consuming. On the other hand, for stability of the learning rule (5.4), we 
must keep η < 1. Therefore, we cannot simulate for 4 totally different learning 
parameters and thus it is impossible to obtain accurate estimates for both ή and 
d. However, looking at simulations for larger σ, it seems that the parameter d 
is near 0.5, (almost) independent of the lateral-interaction strength σ. So, we 
keep d fixed at d = 1/2, which is exactly what is predicted by theory if the local 
probability shape is a perfect Gaussian (hypothesis 1) and if the influence of the 
transition region on the total transition time is negligible (hypothesis 2). The 
parameters ή and с are adjusted to yield the best possible fit of the form (5.8) 
through the 4 points. The reference learning parameters ή obtained in this way 
are indicated by an asterisk in Figure 5.5. The numerical precision of these results 
is about 10%. 
We find good agreement between theory and simulations, except for small 
values of σ in the one-dimensional map. The "experimental" reference learning 
parameter seems to diverge to infinity for σ —• 0, whereas the "theoretical" refer­
ence learning parameter tends to 9/2. The limit σ —* 0 is quite peculiar, since for 
σ = 0 ergodicity is broken: it is impossible to change the ordering of the weights 
for η < 1 and thus the reference learning parameter for this transition is indeed 
infinite. In fact, this is also predicted by theory. Since it is impossible to cross 
the boundary TIC, the transition probability І\к, as defined in Equation (5.6), is 
zero. 
For nonzero σ and any nonzero learning parameter η, there exists a sequence 
of inputs χ such that u>2 and w\ interchange and thus there is a nonzero transition 
probability from the local minimum with configuration (213) to the global mini­
mum (123). Why does the theory fail to give the right results here? Apparently, 
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Figure 5.5: The reference learning parameter ή as a function of the lateral-
interaction strength σ for kinks (a) and twists (b). Solid lines show the theoretical 
results. Simulation results are indicated by an "*". 
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Figure 5.6: The relative volume \T\ of the transition region as a function of the 
lateral-interaction strength σ. 
the hypotheses we had to make to calculate the reference learning parameter are 
no longer valid in this limit. 
In order to check whether we really can neglect the the influence of the tran­
sition region on the total transition time from one attraction region to another, 
we calculate the relative volume of the transition region as a function of σ. We 
take a box [1/6,5/6] χ [1/6,5/6] χ [1/6,5/6]. This box just includes all minima. 
Outside this box the Hessian matrix is positive definite everywhere. The relative 
volume |T | of the transition region is defined as the fraction of this box in which 
at least one eigenvalue Л»(л ) of the Hessian matrix H(w) is negative: 
in uf 
dgf / b o x ^ [ l - n L i g ( - A i ( w ) ) ] 
J b o x ^ 
Figure 5.6 shows the results obtained through stochastic integration using 106 
points. We conclude that the volume of the transition region goes to zero for 
σ —» 0. Looking at the second hypothesis, we are tempted to say that this should 
make the difference between simulations and theory smaller and certainly not 
larger. 
Yet, the gap between theory and simulations can be explained by looking at 
the volume of the transition region. A very small transition region may help to 
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defend the second hypothesis, it is the death-blow for the first hypothesis. In 
our calculation of the reference learning parameter we need to know the shape 
of the local probability density function at the boundary between the attraction 
region and the transition region. The assumption is that this shape only depends 
on local properties of the learning rule (the curvature H and the diffusion D) at 
the local minimum, and not on transitions between the two attraction regions, 
i.e., not on properties of the learning rule in the other attraction region. The 
transition region acts like a buffer. It separates the local distributions in the two 
attraction regions. However, in case of a very small transition region between 
two attraction regions, the buffer becomes too small: it is no longer justified to 
treat the shapes of the local probability distributions in the attraction regions 
as if they are independent. The first hypothesis is therefore violated and the 
obtained theoretical results are meaningless. Alas, this hypothesis is crucial in 
our analysis: we do not know how to calculate or estimate the reference learning 
parameter if it is no longer true. 
5.7 Summary and discussion 
In this paper we defined an error potential for the self-organization of topological 
maps. The corresponding learning rule is the original Kohonen learning rule, ex­
cept for the determination of the winning unit. Our learning rule is computation­
ally more expensive. The Euclidian distances, which require η χ m multiplications 
(η is the number of topological units, m the dimension of the input vectors), must 
be multiplied with the interaction matrix h. This requires η χ \h\ extra multi­
plications, with \h\ the number of nonzero lateral connections for one unit. The 
determination of the winning unit requires η operations. So, our learning rule is 
about a factor (m -I- \h\ + l)/(m -I-1) slower than the original Kohonen learning 
rule. This is the price we have to pay for knowing exactly what is minimized by 
the learning procedure. The existence of an error potential facilitates a global 
description of the learning process. The lower the error potential, the "better" 
the network state. Fixed points of the learning dynamics are minima of the error 
potential. From a theoretical point of view, a learning rule derived from an error 
potential is more elegant and often easier to analyze. For practical applications 
the closely related Kohonen learning rule is faster and therefore favorable. 
We used this error potential to study two specific examples in more detail: 
kinks in one-dimensional maps and twists in two-dimensional maps. Global min­
ima of the error potential for nonzero interaction strength σ are perfectly ordered 
configurations. Local minima correspond to topological defects (the kinks and 
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the twists). For σ larger than a certain threshold σ*, the local minima disappear 
and only global minima remain. In practice it is convenient to keep σ > σ* in the 
beginning of the learning process. On a time scale of the order of the reciprocal 
value of the learning parameter 77, the learning network will converge to the vicin­
ity of the global minimum: a perfectly ordered configuration. However, for large 
σ the weight vectors of the topological units will cluster and therefore not cover 
the whole input space. So, after this initial time of order 1/ry, the interaction 
strength σ must be lowered to spread the weight vectors over the whole input 
space. In order to prevent final fluctuations in the network state the learning 
parameter must now vanish slowly, i.e., inversely proportional with time t [47]. 
We applied the theory of a general study on learning in neural networks with 
local minima of Chapter 4 to calculate the transition times between the local and 
the global minima for σ < σ*. We found good agreement between theory and 
simulations, except in the limit σ —• 0 for one-dimensional mappings. At σ = 0 
ergodicity is broken: it is impossible to go from one minimum to another. For 
small σ the volume of the transition region becomes very small. The assumption 
that in the attraction regions space and time decouple, is no longer correct. This 
hypothesis is crucial in our theoretical considerations. Alas, we do not have an 
alternative. 
In our analysis, both the interaction strength σ and the learning parameter η 
were kept constant. We found that the transition times between different minima 
can be written (for small learning parameters η) 
τ(η,σ) ~ exp 'η[σ) 
L η 
where the reference learning parameter ή(σ) is a function of the interaction 
strength σ. Changing the interaction strength σ means changing the error po­
tential as a function of time. For slow changes in σ (slow on a time scale of one 
over the learning parameter, the typical "local" convergence time), the probabil­
ity distribution in the attraction region can still be approximated by a Gaussian 
with covariance matrix determined by the curvature of the error potential and the 
fluctuations in the learning rule at the minimum. A similar "quasi-stationary" 
argument holds for a gradually changing learning parameter (see Chapter 6). So, 
for slow changes we may approximate 
τ(τ?(0,σ(ί)) ~ exp ή(σ(ή) 
Vit) 
Of course, the stronger the time-dependency of either η or σ, the less accurate 
this quasi-stationary approximation. 
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The error potential (5.3) is well-defined for any lateral-interaction matrix h, 
symmetric or asymmetric, subject to normalization or free of constraints. The 
symmetry and normalization constraints used in the examples are just choices 
to simplify the analysis. With the normalization constraint (5.1) the "receptive 
fields" (parts of the input space where a unit is the "winner") are bounded by 
linear manifolds; without this constraint the séparatrices between receptive fields 
may be curved. At first sight, symmetry in the lateral-interaction matrix is the 
most obvious choice and leaves us with only one adjustable parameter (besides 
the learning parameter): the lateral-interaction strength σ. However, asymmetry 
in the lateral-interaction matrix introduces a certain bias and may therefore lead 
to faster ordering [17]. Because of its generality, the error potential (5.3) can be 
used to study this claim. 
We kept the examples in this paper as small as possible: kinks in a one-
dimensional map consisting of three units and twists in a two-dimensional map 
consisting of four units. In this way we were able to make pictures of the error 
potential and to compare theoretical results with simulations. Kinks in one-
dimensional maps and twists in two-dimensional maps are the most appealing 
examples of local minima in self-organizing maps. However, in practical appli­
cations self-organizing maps are most often used to map a higher-dimensional 
input space on a lower-dimensional network structure. Therefore, it seems worth 
while to study local minima and transition times for toy problems as in [56], 
where a three-dimensional input space is mapped on a two-dimensional network 
structure. In general, we believe that the principles emerging in this study will, 
at least qualitatively, also apply to larger problems, but that it will require a 
considerable amount of computational effort to obtain quantitative results on the 
global performance of large self-organizing networks. 
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Chapter 6 
Cooling schedules for the learning 
parameter 
Abstract 
We derive cooling schedules for the global optimization of learning in 
neural networks. First, we will discuss a two-level system with one global 
and one local minimum. The analysis is extended to systems with many 
minima. The optimal cooling schedule is (asymptotically) of the form 
7j(t) = η*IIni, with 7j(i) the learning parameter at time t and TJ* a con­
stant dependent on the reference learning parameters for the various tran­
sitions. In some simple cases η* can be calculated. Simulations confirm the 
theoretical results. 
This chapter is an edited version of the paper "Cooling schedules for learning in neural 
networks" by Tom Heskes, Eddy Slijpen, and Bert Kappen [35], which will be published in 
Physical Review E. Part of this work will be presented at the International Conference on 
Artificial Neural Networks 1993 in Amsterdam [26]. 
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6.1 Introduction 
Global optimization of learning in neural networks is currently an important 
subject. How can one be sure that the learning network reaches the optimal 
state, i.e., the global minimum of some error criterion, and does not get stuck in 
a local minimum? A well-known strategy to find the global minimum and not just 
a local minimum is simulated annealing [40]: a noise parameter, say temperature, 
is cooled down slowly. In the beginning of the search for the optimal solution, 
temperature is relatively high and large steps are possible. At the end, when the 
system is likely to be in the vicinity of the optimal state, temperature is low and 
only small steps are made. 
On-line learning in neural networks is also a stochastic process. At each learn­
ing step, a training pattern is drawn at random from the environment (the total 
set of training patterns) and presented to the network. The learning parameter 
sets the typical scale of the weight change at each update. A large learning pa­
rameter leads to large fluctuations in the network's representation (Chapter 1). 
So, in a way, the learning parameter can be viewed as a noise parameter akin to 
the temperature in simulated annealing. Therefore it seems worth while to search 
for cooling schedules for the learning parameter that guarantee convergence to 
the optimal network state. 
Usually, simulated annealing techniques are applied to stochastic processes 
for which the stationary probability distribution for a fixed value of the noise pa­
rameter is a Gibbs distribution. Well-known examples are Langevin algorithms 
for diffusion-type processes [18] and annealing algorithms for combinatorial opti­
mization [40] (see [4, 20] for examples of annealing algorithms applied on learning 
processes in neural networks). However, for stochastic learning processes, the 
stationary distribution is in general unknown and is not a simple Gibbs distribu­
tion [45, 22] (see also Chapter 4). This makes it more difficult to find a cooling 
schedule for the learning parameter. 
Roughly speaking, there are two different approaches to study the conse­
quences of the noise introduced by the random presentation of patterns. The 
"mathematical" approach describes learning in the context of stochastic approx­
imation theory and has led to many important, rigorously proven theorems (see 
e.g. [49, 44, 38]). More specifically, Kushner [46] describes a cooling schedule of 
the type we will derive, and shows that it leads to global optimization if one of 
the parameters in this schedule is chosen large enough. We will try to derive 
the optimal cooling schedule, i.e., the cooling schedule that leads to the optimal 
network state, not only with probability 1, but also as fast as possible. To this 
end, we will follow the "physical" approach which treats learning as a stochastic 
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process governed by a master equation. The main benefit of this approach is its 
applicability if one aims at (approximate) quantitative results (see e.g. [56]). 
In Section 6.2 we will shortly summarize the results of a Chapter 4 that are 
essential for the rest of this paper. These results will be used in Section 6.3 to 
derive a cooling schedule for a two-level system with one global and one local 
minimum. The two-level case is generalized to various minima in Section 6.4. 
The simulations in Section 6.5 will be used to test the derived cooling schedules. 
In Section 6.6 we will discuss the possible applications and the limitations of the 
results. 
6.2 Learning with local minima 
At every learning step, a training pattern, denoted by an η-dimensional vector 
x, is drawn at random from the environment Ω and the ./V-dimensional weight 
vector w, containing the strength of all synapses and thresholds, changes its state 
from w to w + Aw, obeying 
Aw = 7?f(w,i), (6.1) 
with the learning parameter η and the learning rule f(w,x). We will restrict 
ourselves to learning rules that perform stochastic gradient descent on some error 
function E(vr), i.e., that obey 
(f(w,x))
n
 = - V % ) , 
where ()
Ω
 stands for the average over all training patterns and V for the derivative 
with respect to the network state w. The existence of such an error potential 
E(vr) facilitates a global description of the learning process: the lower the error 
potential £(w), the "better" the network state w. Well-known examples are 
backpropagation [57], Hebbian learning [23], and Kohonen-type learning [41] (see 
also Chapter 5). 
Because of the random presentation of the training patterns, the learning 
procedure as defined in Equation (6.1) is a stochastic process. The probability 
P(w, t) that the network is in state w at time t obeys the master equation 
-
P
~at'~ = Ι Λ [ T ( w ' ' w ) p ( w ' ° " T H w ' ) p ( w ' ' «)], (6-2) 
with transition probability 
T(w' |w) = [ dnx p{vr,x) 6N {w'- vr - η f(<w,x)) . 
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It is impossible to solve this master equation in general. However, using standard 
arguments from the theory of unstable stochastic processes [64], it can be shown 
that after an initial time of order l/η the probability distribution P(w, t) obeys 
to a very good approximation (Chapter 4) 
P(w,i) = Y^n
a
(t)pQ{w) + Piest(w,t). 
a 
n
a
(t) is the occupation number at minimum a and pQ(w) a local normalized 
probability distribution with its average at w*, the position of minimum a of 
the error potential E(vr). -P
re
st(w, t) stands for the probability to find a weight 
vector w outside the direct vicinity of the minima. For small learning parameters, 
its probability mass is negligible in comparison with the probability mass in the 
neighborhood of the minima. 
Transitions between different minima are rare. The exchange of probability 
mass between the various minima is governed by 
dn
a
{t) _ г-* 
dt 
nß(t) na(t) 
Ταβ Τβ 
'α 
(6.3) 
where τ
α
β is the transition time from minimum β to a. From theory and simu­
lations we deduce that these transition times are of the form (Chapter 4) 
Ήαβ 
τ
α
β = -. j — exp - - (6.4) 
ή
α
β is called the reference learning parameter for the transition from β to a. In 
Chapter 4 we have described a method to calculate, or at least estimate, this 
parameter. We do not know how to calculate Α
α
β and daß, but these parameters 
become less and less important for smaller learning parameters. In the next 
section we will investigate whether an efficient cooling schedule really depends on 
these parameters. 
6.3 A two-level system 
We consider a system with one global minimum E\ = E(vrl) and one local 
minimum Ei = ¿'(wj). We will assume that 7712 < 7721, i.e., that for small 
learning parameters the transition from the local minimum to the global minimum 
is easier than vice versa. In Section 6.6 we will argue that this is true in most 
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practical situations. Furthermore, we will treat the system as a true two-level 
system, i.e., we define the average error E(t) by 
def E(t) = ni{t)Ex+n2{t)E2 (6.5) 
Combining this with n\(t) + n2{t) = 1, the occupation numbers are uniquely 
determined once E(t) is given: 
ni(t) = E2 - E{t) 
E2 - E\ 
n2(t) = 
E(t) - £ i 
E2 — E\ 
(6.6) 
Note that the possibility to express the occupation numbers in terms of the 
average error potential is particular for a two-level system: it fails for three or 
more levels. Systems with more minima will be studied in Section 6.4. 
Using Equations (6.3), (6.5), and (6.6), we can write a differential equation for 
the average error potential (for notational convenience we will drop the explicit 
time dependency): 
dE р / і 2 
Έ -
 {E2
 -
 Ex)
 ~dT 
E — E\ Eo — E 
т\2 T2l 
(6.7) 
The optimal cooling schedule is found by choosing η such that the term between 
brackets is as large as possible [59], i.e., such that 
™
 + d
"l{E -Ei) = ^ - t ^ ( £ 2 - Ε), 
П2 f"21 
or, writing the average error E in terms of the learning parameter η, 
Τ2ΐ(?7ΐ2 + άι2η)Ει + τη(ή2ι + ά2ίη)Ε2 
Ε = 
τ2ι(ήι2 + άι2η) + η2(ή2ι + ά2ιη) 
(6.8) 
The fastest path specifies η as a function of E and vice versa. The time trajectory 
of the optimal η can be calculated from 
άη 
dt 
dE -ι dE 
~dt 
Using Equations (6.7) and (6.8), we obtain 
t = -* {Ь\ + ά2ιη)(ήι2 + άί2η) + ~ {d2iVi2 - ά\2ή2ι)η2 7?2i - 77i2 + {d2i - άι2)η 
7?21 + ¿217? *7l2 + ¿ιζη 
Т2\ П2 
(6.9) 
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It is not possible to solve this differential equation explicitly. For large i, we 
expect η —» 0. Keeping only the lowest orders in η and noting that in this limit 
rniv) < т2і(»?), we obtain 
άη 
dt 
Vf 
%1 Ή 2(77) ' 
For large t the approximate solution of this differential equation is 
7712 7?(0 = 
In ЩЛ\2 _ t 
7?21 (Ini) 3 » 
+ 0 
(In Int) 2 
(int)3' (6.10) 
Backsubstitution in Equation (6.9) confirms that this is really a consistent ap­
proximation for τ?(ί). The lowest order approximation of Equation (6.10) yields 
Φ)-%+0 In Ini (Ini)2 (6.11) 
This constitutes our final cooling schedule. It does not depend on the parameters 
Α
α
β and daß in Equation (6.4). We only have to compute the reference learning 
parameter 7712 for the transition from the local to the global minimum. 
In a sense, the derived cooling schedule is indeed optimal. A "faster" cooling 
schedule, e.g. 77(f) = 7712/5 In i, cannot guarantee that a network starting at the 
local minimum will indeed reach the global minimum. We could say that the 
transition from the local to the global minimum is "closed". The optimal cooling 
schedule keeps this transition just "open". A "slower" cooling schedule, e.g. 
77(f) = 57712/Ini, gives also an open transition, but convergence might take much 
longer than with the optimal cooling schedule. By looking at the transition 
times we can easily check whether a particular transition is open or closed. If the 
transition time grows at most linearly with time i the transition is open, if it grows 
faster than linearly with time i the transition is closed. For the optimal cooling 
schedule (6.11) the transition time т\2 from the local to the global minimum 
grows linearly with time f. 
6.4 Various local minima 
We will try to find a cooling schedule in case of M—1 local minima and one global 
minimum at wj, M > 2. Generalization to more global minima is straightfor­
ward. We denote the stationary distribution of the master equation (6.2) for 
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constant learning parameter η by P^w, oo). In the limit η —• 0, this stationary 
distribution concentrates at the (local) minima of the error potential [44], i.e., 
M 
lim P„(w, oo) = £
 Ρα
 6N(w - w*
a
). (6.12) 
Since the stationary distribution does not depend explicitly on the error potential, 
there is no guarantee that it will concentrate near the global minimum, i.e., that 
p
a
 = <5Ql. Nevertheless, in order to make some progress, we will postulate that 
lim P 4(w, oo) = <5N(w - w j ) , (6.13) 
η—>0 
i.e., that for small learning parameters the stationary probability distribution 
will concentrate on the global minimum. In Section 6.6 we will argue why this 
postulate is reasonable in most practical situations. However, if another minimum 
is more "attractive", e.g. minimum 2 if p
a
 = δ
α
2 in Equation (6.12), then a cooling 
schedule, at least one of the type we will derive, will drive all learning networks 
to this minimum. 
Instead of trying to solve the master equation in weight space, we will study 
the dynamics of the occupation numbers at the various minima given in Equa­
tion (6.3). If we define the transition matrix Γ(η) by 
Τ
α
β(η) = -—-7-V ΐοταφβ, Τ
αα
{η) = £ —у-г , T
c,ß{V) £¿a Τβ
α
(η) 
then the dynamics of the occupation numbers for time-dependent 77(f) is written 
" ¿ Γ = - Γ ^ ( ί ) ) η ( ί ) . (6.14) 
Our goal is now to find a cooling schedule η(ί) such that the solution ñ(t) of this 
differential equation obeys 
limn(i) = ( 1 , 0 , . . . , 0 , 0 ) T , 
t—»oo 
i.e., such that in the end all the probability mass is concentrated at the global 
minimum. 
We denote the left and right eigenvectors of Τ(η) by 01(77) and 6,(77), respec­
tively. А
г
(т?) stands for the corresponding eigenvalue, κ
τ
(η) for the real part of 
this eigenvalue, and A¿(f) for the projection of n(t) on the left eigenvector 0,(77): 
Δ,(ί) dí{ Ш-W)· 
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Now ñ(t) can be written 
Λί-1 
ñ(t) = £>,(t)bfa). 
t=0 
Note that 1 — Γ(τ?) is a stochastic matrix, i.e., all elements of 1 — Τ(η) are 
nonnegative and the elements in each row add up to 1 (see e.g. [9] for some 
general properties of stochastic matrices). So, rfa) has one zero eigenvalue with 
corresponding left eigenvector aofa) = (1 ,1 , . . . , 1,1). All other eigenvalues have 
positive real parts. If we order the eigenvalues such that 
0 = κ0(η) < «ìfa) < . . . < кМ-2( ) < «м-1 fa) < 2 , 
then Δχ(ΐ) gives the slowest convergence to the stationary solution Sofa). In these 
terms, postulate (6.13) reads 
limòofa) = (1 ,0 , . . . , 0 ,0 ) T . 
η—Ο 
(6.15) 
From Equation (6.14) we derive the following differential equation for the 
projections: 
Λ\.(Λ 
(6.16) 
dAÉ^ = -Mv(t))\(t) + Mt), 
with 
R ^ d|f άη{ί) [dâtfa(i))" ñ(t), 
dt [ άη{ί) 
an extra term due to the time-dependency of the learning parameter. We are 
interested in the conditions under which the projection Д
г
(£) vanishes in the 
limit t —> со. In these considerations the term Ri(t) can be neglected if the 
integral over Rt(t) is bounded, i.e., if for some to 
Г 
Jto 
<Й|Д,(і)| < со 
The proof is straightforward. Rewriting the integral over t in an integral over η 
and using | |n(t) | | < 1, we obtain 
roo rv(to) 
/ Ä|Ä,(0I < / άη 
Jto Jv(°°) 
da.t(rì 
άη 
< co , 
since the second integral is over a bounded interval. 
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The cooling schedule η(ί) has to guarantee that all projections Δ{(ί) vanish, 
except Δο(ί), the projection on the eigenvector with zero eigenvalue. In that case 
the only remaining component is in the direction of bo(r¡(t)). This eigenvector 
must converge to (1 ,0 , . . . ,0,0)T for t - ю о . Comparison with Equation (6.15) 
yields 
lim τ/(ί) = 0 , 
t—>οο 
i.e., in the end the learning parameter should go to zero. The slowest convergence 
is determined by the eigenvalue λι(η(ί)). From Equation (6.16) we deduce the 
requirement 
dt κι(τ?(ί)) = oo . r 
The optimal cooling schedule is found if this condition is just fulfilled, i.e., if 
κι(η(ί)) oc - , for t —* со 
In Appendix В we derive 
(6.17) 
Klfa) exp ri 
V 
for η —» 0 , 
with 
η* = — lim π In 
4 - 0 
&det[r(T?)-A] 
ì^det [ r (7 / ) -À] 
λ=0 
λ=0 
Comparing with Equation (6.17), we conclude that the optimal cooling schedule 
is of the form 
77(0 = JL· 
Ini ' 
fori oo (6.18) 
This kind of "exponentially slow" cooling schedule is common ground in the the­
ory of stochastic processes for global optimization [40, 18]. Kushner [46] already 
showed that this schedule works for large enough η*. Knowledge about the opti­
mal 77* can be very useful since it prevents the cooling schedule from being slower 
than strictly necessary. In cooling schedules for simulated annealing the optimal 
η* is called "the critical depth" [10]. It is the depth (suitably defined) of the 
deepest local minimum which is not a global minimum state [21]. In this con­
text, the approach taken in [62, 63] is most similar to ours: the critical depth is 
computed from the structure of a Markov chain, i.e., from transition probabilities 
between different states. 
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In Appendix В we derive the following bounds for η*, 
Tfoin < V* < T/min + ( M - l ) ( 7 /
m a x
 - 7?min) , 
with ^min and fjmax the smallest and the largest finite reference learning param­
eter, respectively. The lower bound can be explained from the considerations 
at the end of Section 6.3. A choice η* < ^ m ¡ n is definitely wrong since then all 
transition times grow faster than linearly with time t and thus all transitions are 
"closed". The eigenvalue \\{r¡) that gives the slowest convergence to the sta-
tionary solution is related to the transition time for the most difficult transition 
indispensable to reach the global minimum from any arbitrary initial weight con-
figuration. The optimal cooling schedule keeps this transition open but may close 
transitions that are not needed. 
6.5 Simulations 
To illustrate the performance of the derived cooling schedules we will use the same 
toy problems as in Chapter 4. There it is shown that, if χ is drawn according to a 
suitable conditional probability density function p(w,x), the Grossberg learning 
rule [19] 
Δ\ν = η (χ — w) , 
performs stochastic gradient descent on the error potential 
EW = El f - ¿ In Ρ«* + «1 • 
In other words, the learning process is such that 
Í dNx p(w, x) (x - w) = - V £ ( w ) . 
β and e are adjustable parameters. Roughly speaking β determines the steepness 
of the minima and e the relative depth. 
First, we will discuss simulations of Grossberg learning with just one weight. 
The error potential with β = 1.5 and e = 0.05, shown in Figure 6.1(a) (see 
also Figure 4.1), has one global and one local minimum. The reference learning 
parameters can be calculated using the procedure given in Chapter 4. We obtain 
(throughout the rest of the paper we will give the numerical results in three 
significant digits) 
ή12 = 0.146, 7721 = 0.327. 
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The difference in 7712 and 7721 reflects the fact that transitions from left to right are 
easier than transitions from right to left. To make the connection with Section 6.4, 
the nonzero eigenvalue of the two-dimensional transition matrix Γ(η) obeys 
λ 1(77) ~ exp 7712 
V 
77 —• 0 
In the derivation of our cooling schedules we have only studied the asymp­
totic behavior of the learning parameter. Any cooling schedule satisfying Equa­
tion (6.18) for large times t is acceptable. In our simulations we will use cooling 
schedules of the form 
*«> - EF-r&J+ir · ( 6 Л 9 ) 
This cooling schedule is such that 
dV(t) V(0) = 1, dt = - 7 , i=0 
7 sets the initial rate of change of the learning parameter. For large t the param­
eter 7 becomes less and less important. 
Simulations are done for three different cooling schedules: 
1. near optimal: 77* = 0.2 dashed line ; 
2. cooling too slowly: 77* = 1 solid line ; 
3. cooling too abruptly: 77* = 0.04 dash-dotted line . 
The parameter 7 in Equation (6.19) is kept constant at 0.01 and all 1000 indepen­
dently learning networks are initialized with equal probability between —1 and 
1. In this way the initial dynamics of the learning process is roughly the same 
for the three cooling schedules. The relative success of the cooling schedules is 
purely determined by their different large time behavior. 
7i2 (i), the occupation number of networks in the vicinity of the local mini­
mum, is plotted as a function of time t in Figure 6.1(b) and versus the learning 
parameter 77(E) in Figure 6.1(c). If the learning parameter is cooled too abruptly 
(77* = 0.04, dash-dotted line), many learning systems, in this case about 20%, 
end up not at the global minimum but at the local minimum. If the learning 
parameter is cooled two slowly (77* = 1, solid line), all learning systems may still 
reach the global minimum (we stopped after 106 learning steps) but this takes a 
far longer time than for the (almost) optimal cooling schedule (77* = 0.2, dashed 
line). After 106 learning steps with the (almost) optimal cooling schedule only 
0.1% of the networks is still at the local minimum and with the slow cooling 
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xlO" 
n-i 
n2(t) 
Figure 6.1: (a) One-dimensional error potential E(w) for β = 1.5 and e = 0.05. 
(b) Occupation number at the local minimum пг(£) as a function of time t. 
(c) Occupation number пг(і) versus the learning parameter η(ί). (b) and (c) for 
three different cooling schedules: η* = 0.2 (dashed line), 77* = 0.04 (solid line), 
and 7/* = 1 (dash-dotted line). 
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schedule about 15%. The simulations stress the importance of having a reason­
able estimate for the reference learning parameter in order to derive an acceptable 
cooling schedule. 
How to find a cooling schedule in case of more minima is illustrated by sim­
ulating Grossberg learning performing stochastic gradient descent on the two-
dimensional error potential shown in Figure 6.2(a) (see also Figure 4.4). With 
parameters β = 2.5, ei = 0.4, and ег = 0.2, this error potential has four minima. 
Following the procedure explained in Chapter 4, we obtain the matrix ή with 
reference learning parameters 
η = 
/ 0.944 0.543 oo \ 
1.97 · oo 0.543 
2.58 oo 0.944 
V oo 2.58 1.97 · / 
The possible transitions are drawn schematically in Figure 6.3(a). The reference 
learning parameters 7714, 7741, ^23, and 7732 are infinite since the transition times for 
a direct transition over the barrier in the middle grows faster than exponentially 
with the reciprocal value of the learning parameter (see Chapter 4 for further 
explanation). Straightforward calculation of the eigenvalue Χ\(η) yields 
λ 1(77) ~ exp 0.944 
V 
f o r 77 —• 0 , 
so, 77* = 0.944. This parameter 77* is larger than the reference learning parameters 
corresponding to transitions going from a higher to a lower minimum. On the 
other hand, it is smaller than the reference learning parameters corresponding to 
transitions from a lower to a higher minimum, since it is not necessary to go from 
a lower to a higher minimum on the way to the global minimum. The "open" 
and "closed" transitions are depicted in Figure 6.3(b). 
The results from learning with 100 networks, all starting at the highest local 
minimum, and a cooling schedule of the form (6.19), with parameters 77* = 1 
and 7 = 0.01, are given in Figure 6.2(b) and (c) where the occupation numbers 
7ii(f) (solid line), пг(і) (dashed line), пз(і) (dotted line), and τΐ4(ί) (dash-dotted 
line) are plotted as a function of time t and versus the learning parameter 77(f), 
respectively. At the end, all networks have arrived at the global minimum. 
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Figure 6.2: (a) Two-dimensional error potential E{w\,W2) for β = 2.5, бі = 0.4, 
and 62 = 0.2. (b) and (c) Occupation numbers ni(i) (solid line), пг(і) (dashed 
line), Пз(£) (dotted line), and η±(ί) (dash-dotted line) as a function of time t and 
versus the learning parameter η(ί), respectively. 
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0.543 
(a) (b) 
0.944 1.97 
2.58 
Figure 6.3: (a) The reference learning parameters for the error potential shown 
in Figure 6.2(a). (b) Transitions with ή
α
β > η* = 0.944 are "closed", transitions 
with ή
α
β < η* are still "open". 
6.6 Discussion 
We have derived cooling schedules for learning in neural networks. The optimal 
cooling schedule for global optimization of on-line learning is of the form 
7,(0 = IL Ini for large t 
η* can be calculated from the reference learning parameters for transitions be­
tween different minima. In some simple cases we were able to calculate 77* and 
found good agreement with simulation results. 
Some comments should be made about the practical use of the theory pre­
sented in this paper. 
(i) The derived cooling schedule is "exponentially slow", i.e., it takes an ex­
ponentially long time before one can be sure that the learning network has 
found the optimal solution. This is a fundamental problem in global op­
timization and is not typical for learning processes. For low dimensional 
problems, a combination of cooling schedules and other techniques, e.g. 
multi-start algorithms, might improve the speed of convergence. How­
ever, for large networks with many adaptable weights it will be unlikely 
to improve upon this exponentially slow cooling (see [18] for similar ar­
guments regarding Langevin algorithms compared with other optimization 
techniques). 
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(ii) The cooling schedule will drive the networks to the most "attractive" min­
ima. The question is whether these most attractive minima will coincide 
with the global minima. Let us compare stochastic learning processes with 
Metropolis and diffusion-type algorithms [40, 18]. For both the Metropolis 
and the diffusion-type algorithms the stationary distribution is a Gibbs dis­
tribution which make the global minima always the most attractive minima. 
The important difference between these stochastic processes and stochastic 
learning processes of the form (6.1) is that for the former the noise is the 
same at each minimum, whereas for the latter the noise at each minimum 
in general will be different (see Chapter 1). Usually we will have that the 
higher the error potential, the more there is to learn, the larger the fluctu­
ations in the learning rule, so the higher the noise level. Roughly speaking, 
the reference learning parameter for a transition from minimum α to β is 
proportional to the height of the barrier between α and β and inversely pro­
portional to the local fluctuations at a. These arguments strongly suggest 
that the "colored noise" coming from the random presentation of patterns 
in on-line learning processes helps to find the global minimum in stochastic 
learning processes. Therefore, violations of the postulate (6.13) will be rare. 
(iii) Throughout this paper we assumed that we knew the reference learning 
parameters. To calculate these reference learning parameters, one needs 
detailed information about the environment. Usually, this information is 
not available. And if it is available it will be easier to compute the global 
minimum than all reference learning parameters! Therefore, we do not 
suggest that for practical applications one should try to calculate these 
reference learning parameters. A solution of this problem might be a pre-
learning phase, during which an estimate of η* is obtained by sampling the 
error surface. This is analogous to the estimation of the initial temperature 
for simulated annealing cooling schedules (see e.g. [1]). In this paper we 
merely tried to show that there exists such a parameter η* leading to an 
optimal cooling schedule and to give an idea of the factors that determine 
this parameter. This knowledge is meant to provide a theoretical basis 
for the design of practical algorithms that lead to global optimization of 
learning in neural networks. 
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Appendix В 
In this Appendix we will try to find ал expression for «1(77), i.e., for the smallest 
nonzero eigenvalue of the matrix Τ(η). Let us consider the characteristic equation 
of the matrix Τ(η): 
M M - l 
0 = det [Τ(η) - λ] = Σ см-ηίη) (-λ)" = Π (*•(»?) " λ) · (Β.1) 
71=0 t = 0 
Typically, ο
η
{η) is the sum of a product over η transition probabilities, so sche­
matically 
j г ( — ) M - n βΜ-η 
= Σ Π ? 
*β(ν) 
(Β.2) 
λ = 0 products η terms 
In terms of the eigenvalues Х
г
 the coefficient c
n
 reads 
c
n — 2_^ l i ' • · l " > 
{»l,-i*n} 
where the sum is over all possible combinations {¿1, . . . , in} containing η distinct 
elements of the set {1,..., M}. Since all eigenvalues are positive, we have c
n
 > 0. 
By simply writing out, we deduce 
2 c
n —
 c
n - l c„+i 
Σ Σ к 
{ΐ ΐ , . . . , ΐτ ,- l} { j l J n } 
*ln-l*]l · · · *Jn 
Σ
 λ
* - Σ
 λ
' 
,fcg{tb...,ln-l} l$bl,-,Jn} . 
> о, 
(В.З) 
since there are more constraints on the sum over I than on the sum over k. The 
inequality (B.3) leads to the ordering 
n
 _ см CM-1
 < < £i 
С М - 1 C M - 2 CO 
(B.4) 
In the limit 77 —» 0 the transition times given in Equation (6.4) are dominated 
by the reference learning parameters ή
α
β. Just as in Section 6.3, we can neglect 
the influence of the parameters Α
α
β and daß in our search for a "lowest order" 
cooling schedule of the form (6.11). Furthermore, in Equation (B.2), only the 
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largest term in the sum will survive for small learning parameters η. So, we can 
always find a positive parameter fj
n
 such that 
Cn+l(»7) 
Let us substitute the guess 
exp 
λ = 
Vn for η —• 0 . 
C|+l( ï?) 
Ci (τ?) 
(Β.5) 
(Β.6) 
in the characteristic equation (B.l). Making use of the ordering (B.4), we note 
that the (M-i)-ih term and the ( M - i - l ) - t h term are the largest terms in the 
sum. Since these terms exactly cancel, we conclude that the guess (B.6) indeed 
yields (up to leading order) all eigenvalues of the matrix Τ(η). Combining Equa­
tions (B.2), (B.4), (B.5), and (B.6), we obtain the smallest nonzero eigenvalue 
Ш 
exp .!L V 
for η —• 0 . 
with 
η* = — lim л In 
&ά*[Γ(η)-\] 
Λ=0 
Ì ^ d e t [ r ( 7 , ) - A ] 
λ=0 
A lower bound for η* follows from 
M - l 1 J W _ 1 1 1 1 
ш s ^ Σ A.W - jïzï*m =
 Μ
- Σ Σ ^ · 
n = 0 a /3/α " ^ 
In the limit η —• 0 only the largest transition probabilities, i.e., the smallest 
transition times, survive and thus 
with 
V* > 4n 
def . -
?7min = m i n η
α
β 
To find a lower bound for λι(η), we take the smallest possible CM-I(T]) and 
the largest possible см-2( )· From Equation (B.2) we obtain 
1 W
' - exp[-(M-2)77
min/7?] 
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with 77
m
ax the largest finite reference learning parameter, i.e., 
def 
tynax = , m m η
α
β . 
{<*,ß I w<°°} 
An upper bound for η* is thus 
V* < ^min + ( M - l ) ( 7 7
m a x
- T 7
m i n ) . 
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Leerprocessen in neurale netwerken 
1 Inleiding 
Artificiële neurale netwerken zijn geïnspireerd op biologische neurale systemen. 
Meestal zijn artificiële neurale netwerken niet bedoeld als waarheidsgetrouwe 
copieën van biologische systemen, maar meer als systemen die enkele belangrijke 
principes van neurale informatieverwerking proberen weer te geven. Onderzoek 
naar neurale netwerken wordt op twee manieren gemotiveerd. Enerzijds proberen 
we snellere en slimmere computers en programma's te bouwen die andere " conven-
tionele" technieken verslaan bij praktische toepassingen. Anderzijds hopen we, 
door het bestuderen van artificiële neurale netwerken, toch iets meer te weten te 
komen over biologische informatieverwerking. 
Informatieverwerking in neurale netwerken is gebaseerd op de volgende twee 
principes. 
1. Een neuraal netwerk bestaat uit eenheden ("neuronen") die met elkaar com-
municeren door het sturen van signalen naar andere neuronen. De sterkte 
van de interactie tussen twee neuronen, d.w.z. de bijdrage van het signaal 
afkomstig van het zendende neuron aan de input van het ontvangende neu-
ron, wordt bepaald door het gewicht van de verbinding of "synaps". 
2. De werking van een biologisch neuraal systeem ligt niet vast bij de geboorte; 
een biologisch neuraal systeem staat juist bekend om zijn vermogen om te 
leren en te herinneren. Het wordt algemeen aangenomen dat een neuraal 
netwerk "leert" door zijn gewichten, d.w.z. de sterktes van zijn Synapsen, 
aan te passen. 
Het eerste principe behandelt de operatie van neurale netwerken. De neuronen 
in echte biologische systemen zijn erg traag en onnauwkeurig. We weten niet hoe 
echte neuronen precies functioneren, maar het is duidelijk dat de eenvoudige 
rekeneenheden die gewoonlijk gebruikt worden in artificiële neurale netwerken 
sterke vereenvoudigingen zijn van hun biologische tegenhangers. Toch wordt dit 
niet als een groot probleem beschouwd, omdat de kracht van neurale netwerken 
niet zozeer bepaald wordt door de precieze eigenschappen en het gedetailleerde 
functioneren van de individuele eenheden, maar des te meer door het globale 
gezamenlijke gedrag van veel, gelijktijdig werkende elementen. Dit principe geeft 
in biologische systemen aanleiding tot zeer intelligent gedrag. Voor praktische 
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toepassingen betekent het dat neurale netwerken redelijk bestendig zijn tegen 
ruis en erg snel kunnen zijn als ze in parallelle hardware gebouwd worden. Sinds 
het werk van Hopfield hebben (statistische) fysici belangrijke bijdragen geleverd 
aan een beter begrip van het complexe gedrag van veel eenvoudige rekeneenheden. 
Ze hebben problemen behandeld zoals opslagcapaciteit, ruisgevoeligheid, grootte 
van attractiegebieden en generalisatie. 
Het is desalniettemin vooral het tweede principe, de adaptatie van neurale 
netwerken, dat de huidige hausse in toepassingen van neurale netwerken kan 
verklaren. Er zijn de laatste tien jaar veel elegante en succesvolle leerregels (op-
nieuw) uitgevonden. Belangrijke voorbeelden zijn de backpropagation-leerregel, 
de Kohonen-leerregel en de Boltzmann-machine-leerregel. Het bestaan van deze 
leerregels, natuurlijk in combinatie met een passende (parallelle) netwerkstruc-
tuur, hebben geleid tot toepassingen van neurale netwerken bij patroonherken-
ning, classificatie, voorspelling, geheugen, enzovoort. Op deze terreinen zijn 
neurale netwerken een belangrijk alternatief geworden voor conventionele tech-
nieken. Echter, in schril contrast met de theoretische bijdragen op het gebied van 
de operatie van neurale netwerken, ontbreekt het in veel gevallen aan een goed 
theoretisch begrip op het gebied van de adaptatie van neurale netwerken. Dit 
proefschrift helpt mee om dit gat op te vullen. 
Ondanks de duidelijke verschillen in functionaliteit hebben leerregels in neu-
rale netwerken de volgende belangrijke eigenschappen met elkaar gemeen. 
1. Neurale netwerken leren aan de hand van voorbeelden. Een voorbeeld kan 
een foto zijn die opgeslagen moet worden of een combinatie van input en 
output van het neurale netwerk dat geleerd moet worden. De totale set van 
voorbeelden wordt de omgeving van het neuraal netwerk genoemd. 
2. De leerregel bevat een globale schaalfactor, de zogenaamde leerparameter. 
Deze bepaalt de typische grootte van de gewichtsveranderingen per leerstap. 
In dit proefschrift zetten we een theoretisch raamwerk op dat gebaseerd is op deze 
twee eigenschappen. Dit raamwerk beschrijft zowel "supervised" leren (leren met 
een "leraar"), als ook "unsupervised" leren (leren zonder "leraar"). Onze aanpak 
is daarom redelijk algemeen. Het raamwerk omvat resultaten van studies over 
specifieke leerregels en breidt deze uit. 
We zullen ons richten op "on-line" leerprocessen waar op elke leerstap één 
van de voorbeelden gepresenteerd wordt aan het netwerk. Dit is in tegenstelling 
tot "batch-mode"-leren waar gewichtsveranderingen plaats vinden op grond van 
de hele set van voorbeelden. Vanuit biologisch oogpunt is batch-mode-leren on-
waarschijnlijk. Ook in praktische toepassingen is batch-mode-leren alleen een 
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alternatief als de totale set van voorbeelden te allen tijde beschikbaar is. Maar 
zelfs dan kan on-line leren aantrekkelijker zijn dan batch-mode-leren (zie Hoofd-
stuk 4-6). 
On-line leren wordt in artificiële neurale netwerken gemodelleerd door het 
willekeurig trekken van voorbeelden uit de omgeving. Dit introduceert stochas-
ticiteit in het leerproces. Het belangrijke verschil met de meeste standaard 
stochastische processen is de aard van deze stochasticiteit. Gewoonlijk is de 
ruis Gaussisch en homogeen, d.w.z. hetzelfde in de hele toestandsruimte. De ruis 
in de gewichten bij on-line leerprocessen is echter verre van Gaussisch en sterk 
inhomogeen. Dit dwingt ons tot het maken van benaderingen, soms gebaseerd op 
aannames. We controleren deze aannames m.b.v. computersimulaties van een-
voudige leerregels en beargumenteren in hoeverre de resultaten doorgetrokken 
kunnen worden naar andere leerregels. Het belangrijkste voordeel van deze "fy-
sische" aanpak is de toepasbaarheid als men geïnteresseerd is in kwantitatieve 
resultaten. De "mathematische" aanpak daarentegen, beschrijft leren in de con-
text van de stochastische benaderingstheorie. Deze aanpak heeft rigoreus bewezen 
stellingen opgeleverd. 
In dit proefschrift behandelen we met name twee richtingen: leren in een 
veranderende omgeving en leren met lokale minima. Leren in een veranderende 
omgeving wordt gemotiveerd door het gegeven dat, zowel voor artificiële als ook 
voor biologische lerende systemen, de natuurlijke omgevingen vaak veranderen 
als functie van de tijd. Leren met lokale minima is ook een belangrijk onder-
werp in de theorie over neurale netwerken, waar niet-lineariteiten en complexiteit 
in veel gevallen aanleiding geven tot meerdere vaste punten van de leerdynami-
ca. De volgende paragraaf gaat dieper in op de motivaties voor de verschillende 
studies, geeft de verbanden tussen de verschillende hoofdstukken aan en vat de 
belangrijkste resultaten samen. 
2 Samenvatting 
2.1 Hoofdstuk 1: Leren in een vaste omgeving 
Doordat de voorbeelden willekeurig getrokken worden uit de verzameling van 
alle mogelijke voorbeelden, is het leerproces een stochastisch proces. We moeten 
praten in termen van kansen, verwachtingswaarden en fluctuaties. Hoe groot is 
de kans dat de gewichten een bepaalde waarde hebben na het aanbieden van zeg 
100 voorbeelden? Wat is de waarde van een gewicht, gemiddeld over ontelbaar 
veel verschillende netwerken die elk leren aan de hand van dezelfde verzameling 
voorbeelden? Hoe groot zijn de fluctuaties, d.w.z., de gemiddelde kwadratische 
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afwijking van dit gemiddelde? 
In Hoofdstuk 1 laten we zien dat de evolutie van de bovengenoemde kans 
beschreven wordt door de zogenaamde master-vergelijking. Dit geeft ons de mo-
gelijkheid om gebruik te maken van standaard theorie over stochastische pro-
cessen. In de limiet voor kleine leerparameters, geldt de Van Kampen-benadering. 
We vinden evolutie-vergelijkingen voor de gemiddelde toestand van de gewichten 
en de fluctuaties rond dit gemiddelde. Uiteindelijk gaat het gemiddelde naar een 
(lokaal) optimale oplossing. Een lokaal optimale oplossing is een oplossing die 
bereikt wordt in de afwezigheid van "ruis", d.w.z., een vast punt van de batch-
mode-leerdynamica. Echter, het willekeurig aanbieden van voorbeelden geeft wel 
degelijk aanleiding tot een zekere vorm van ruis. Deze ruis heeft fluctuaties in de 
uiteindelijke waardes van de gewichten tot gevolg. Deze fluctuaties zijn evenredig 
met de leerparameter: is de leerparameter twee keer zo groot, dan is de uitein-
delijke "onzekerheid" ook twee keer zo groot. Om deze fluctuaties kwijt te raken, 
zal de leerparameter langzaam naar nul gestuurd moeten worden. 
2.2 Hoofdstuk 2: Leren in een veranderende omgeving 
Een resultaat van Hoofdstuk 1 is dat we de leerparameter naar nul toe moeten 
sturen om fluctuaties in de uiteindelijke toestand van de gewichten te vermijden. 
Dit was dan ook een gebruikelijke strategie bij het trainen van neurale netwerken. 
Maar dit is niet wat men verwacht van een werkelijk adaptief systeem hetgeen 
een neuraal netwerk, gebaseerd op biologische systemen, zou moeten zijn. Een 
werkelijk adaptief systeem kan zich te allen tijde aanpassen aan veranderingen in 
de omgeving, d.w.z., veranderingen in de set van voorbeelden. Biologische neu-
rale systemen zijn zeer goed in staat bij te leren om te corrigeren, bijvoorbeeld 
voor het langer worden van ledematen bij groei, of zelfs (gedeeltelijk) te her-
stellen na een ernstige beschadiging of na chirurgisch ingrijpen. Deze vormen van 
adaptiviteit zijn ook vaak gewenst bij artificiële neurale netwerken, bijvoorbeeld 
bij netwerken voor het aansturen van robots die onderhevig zijn aan slijtage, of 
neurale netwerken voor het modelleren van in de tijd veranderende economische 
processen. In Hoofdstuk 2 onderzoeken we hoe goed neurale netwerken kunnen 
leren in een veranderende omgeving. 
Als de omgeving geleidelijk verandert kunnen we zonder problemen weer ge-
bruik maken van de technieken beschreven in Hoofdstuk 1, maar nu op een 
master-vergelijking met een tijdsafhankelijke overgangswaarschijnlijkheid. We 
stuiten op een conflict. Aan de ene kant zou men een grote leerparameter willen 
kiezen, want een kleine leerparameter heeft tot gevolg dat de gemiddelde toe-
stand van de gewichten ver achterloopt bii de (lokaal) optimale oplossing. Aan 
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de andere kant vinden we hetzelfde effect als in het vorige hoofdstuk: een grote 
leerparameter geeft aanleiding tot grote fluctuaties en dus een grote onzekerheid. 
We definiëren een plausibel criterium voor de (wan-)prestaties van lerende neu-
rale netwerken in een veranderende omgeving waar beide tegengestelde belangen 
in verwerkt zijn. Minimalisatie van dit criterium leidt tot een optimale leerpa-
rameter. In enkele eenvoudige gevallen kunnen we deze optimale leerparameter 
uitrekenen en vergelijken met resultaten van computersimulaties. 
2.3 Hoofdstuk 3: Adaptatie van de leerparameter 
De afleiding van de optimale leerparameter in Hoofdstuk 2 is aardig maar van 
beperkt praktisch nut. Om deze leerparameter uit te rekenen heeft men gede-
tailleerde kennis over het neurale netwerk en de omgeving nodig, kennis die nor-
maliter niet aanwezig is. In een poging om dit probleem op te lossen gaan we in 
Hoofdstuk 3 op zoek naar een autonoom mechanisme voor het aanpassen van de 
leerparameter. 
Het is mogelijk om de vergelijking voor de optimale leerparameter om te 
schrijven in termen van de gemiddelde toestand van de gewichten, de fluctuaties 
rond dit gemiddelde, de gemiddelde leerregel (d.w.z., de gemiddelde verandering 
van de gewichten per leerstap) en de fluctuaties rond de gemiddelde leerregel. Het 
probleem is echter dat de gemiddeldes in theorie genomen moeten worden over 
een "ensemble" van neurale netwerken, onafhankelijk van elkaar lerend in dezelfde 
omgeving. Het is op zijn zachtst gezegd onhandig om pakweg 100 netwerken te 
moeten trainen als men slechts de leerparameter van één van deze netwerken aan 
wil passen. De oplossing wordt gevonden door de gemiddelden over het ensemble 
van netwerken om te schrijven naar gemiddelden over een aantal leerstappen 
van één netwerk. Op deze manier vinden we een weliswaar grof, maar elegant 
autonoom algoritme voor het aanpassen van de leerparameter. 
We bekijken de prestaties van het algoritme zowel theoretisch als aan de hand 
van een eenvoudig voorbeeld. In een vaste omgeving neemt de leerparameter 
omgekeerd evenredig af met het aantal leerstappen, hetgeen volgens de stan-
daard theorie optimaal is. Bij plotselinge veranderingen in de omgeving neemt 
de leerparameter toe: op de een of andere manier detecteert het algoritme de 
plotselinge verandering (psychologen spreken van "arousal detection"). In een 
geleidelijk veranderende omgeving, waar het algoritme in eerste instantie voor 
bedoeld was, convergeert de leerparameter snel naar de optimale leerparameter 
en blijft daarna min of meer constant zoals het hoort. Voor zover ons bekend 
heeft het algoritme geen fysiologisch equivalent. Vanuit biologisch en psycholo-
gisch perspectief lijkt het gedrag daarentegen heel plausibel. 
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2.4 Hoofdstuk 4: Leren met lokale minima 
Veel leerregels zijn afgeleid van een foutfunctie. Deze foutfunctie lijkt op een 
landschap met bergen en dalen. De leerregel heeft de neiging van de berg af te 
rollen en in één van de dalen te blijven hangen. In de eerste drie hoofdstukken 
bestuderen we slechts het lokale gedrag van lerende neurale netwerken in de buurt 
van zo'n "lokaal minimum". Om meer te weten te komen over globale eigenschap-
pen van leerprocessen moeten we daarom de theorie van Hoofdstuk 1 uitbreiden. 
Het idee hierbij is dat de ruis, geïntroduceerd door het willekeurig aanbieden van 
voorbeelden, transities tussen verschillende lokale minima mogelijk maakt. In 
Hoofdstuk 4 proberen we dit soort ideeën te kwantificeren. 
We starten weer met de in Hoofdstuk 1 afgeleide master-vergelijking. Om 
verder te komen moeten we twee fundamentele aannames maken. De eerste aan-
name zegt dat door mogelijke transities tussen minima weliswaar de kansmassa 
in de verschillende dalen verandert, maar niet de vorm van de kansverdeling in 
de buurt van een lokaal minimum. Voor kleine leerparameters wordt deze vorm 
verkregen m.b.v. Van Kampen's expansie. De tweede aanname claimt dat de 
belangrijkste bijdrage aan de totale transitietijd tussen twee minima (de gemid-
delde tijd nodig om van het ene naar het andere minimum te gaan) gegeven 
wordt door de tijd die nodig is om "uit het dal" te komen, d.w.z., vanuit het 
minimum tot om en nabij de helft van de helling naar de top. Deze aannames 
worden ondersteund met theoretische argumenten en computersimulaties. Uitein-
delijk vinden we dat de transitietijd tussen twee minima exponentieel schaalt met 
de zogenaamde "referentieleerparameter" gedeeld door de "echte" leerparameter. 
De referentieleerparameter is grofweg de hoogte van de barrière tussen de twee 
minima gedeeld door de fluctuaties in de leerregel in het eerste minimum. Het is 
belangrijk een redelijke schatting van de referentieleerparameter te hebben. Kiest 
men de leerparameter veel kleiner dan deze referentieleerparameter dan is de kans 
om binnen eindige tijd van het ene naar het andere minimum te gaan bijna nihil. 
2.5 Hoofdstuk 5: Transitietijden in zelf-organiserende kaarten 
In Hoofdstuk 4 is een theorie afgeleid, uitgaande van twee fundamentele aan-
names. Deze aannames en de hieruit voortkomende resultaten zijn weliswaar 
getest aan de hand van een eenvoudig voorbeeld, maar het verdient aanbeveling 
te onderzoeken of de theorie ook van toepassing is op meer gangbare leerregels. De 
Kohonen-leerregel, welke bedoeld is voor het formeren van topologische kaarten, 
lijkt hiervoor uitermate geschikt. Het doel van deze leerregel is tweeërlei: de 
neuronen in een topologische kaart moeten elk een min of meer evenredig deel 
van de omgeving representeren, en neuronen die in de netwerkstructuur dicht 
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bij elkaar liggen moeten overeenkomen met naburige gedeeltes in de omgeving. 
Topologische kaarten worden op verschillende plaatsen in het brein aangetroffen. 
De Kohonen-leerregel kan een idee geven hoe deze gevormd worden. Daarnaast 
zijn er veel praktische toepassingen van deze leerregel, o.a. voor robotsturing en 
patroonclassificatie. 
De originele Kohonen-leerregel kan niet worden afgeleid van een foutfunctie. 
Een kleine verandering leidt tot een leerregel die wel kan worden geschreven als 
de afgeleide van een foutfunctie. Het bestaan van een foutfunctie maakt een 
globale beschrijving van het leerproces mogelijk. Hoe lager de foutfunctie, des 
te beter de toestand van alle gewichten in het netwerk. We laten zien dat topo-
logische defecten, zoals kinks in één-dimensionale afbeeldingen en twists ("vlin-
dertjes") in twee-dimensionale afbeeldingen, hoger gelegen lokale minima van de 
foutfunctie zijn, terwijl globale minima corresponderen met zeer goed geordende 
configuraties. Gebruikmakend van de theorie in Hoofdstuk 4, bestuderen we de 
transitietijden van de lokale minima naar de globale minima, d.w.z., de gemid-
delde tijd nodig om een kink te verwijderen of om uit een twist te draaien. De 
theoretische resultaten komen perfect overeen met computersimulaties, behalve 
in een speciale limiet in de buurt van ergodiciteitsbreking, d.w.z., waar transities 
extreem moeilijk of zelfs volkomen onmogelijk worden. De eerste aanname is hier 
niet langer geldig en dus heeft de theorie hier geen betekenis. 
2.6 Hoofdstuk 6: Koelschema's voor de leerparameter 
Hoe kunnen we garanderen dat de leerregel altijd de best mogelijke oplossing, 
d.w.z., het globale minimum van de foutfunctie vindt, en niet blijft hangen in een 
ongewenst lokaal minimum? Een bekende techniek voor globale optimalisatie is 
"simulated annealing". Een ruisparameter wordt langzaam afgekoeld. In het 
begin van het zoekproces is de ruisparameter relatief hoog en zijn grote stappen 
door het energielandschap mogelijk. Aan het eind, wanneer het systeem zich met 
grote waarschijnlijkheid in de buurt van de optimale oplossing bevindt, is er nog 
maar weinig ruis en worden er dus nog slechts kleine stappen gemaakt. We laten 
in Hoofdstuk 1 zien dat de leerparameter ook een ruisparameter is: hoe groter de 
leerparameter, hoe groter de fluctuaties in de sterktes van de gewichten. Daarom 
gaan we in Hoofdstuk 6 op zoek naar koelschema's voor de leerparameter. 
Het verschil tussen stochastische leerprocessen en de standaard stochastische 
processen waarop "simulated annealing" wordt toegepast, is de vorm van de ruis. 
Normaliter is de ruis overal gelijk, bij leerprocessen is de ruis echter gekoppeld 
aan de fluctuaties in de leerregel en hoeft dus niet overal hetzelfde te zijn. Onze 
aannak is daarom nnnrizakeliikerwiis iets anders. We maken rebruik van de re-
136 Leerprocessen in neurale netwerken 
sultaten van Hoofdstuk 4 over de transitietijden tussen verschillende minima. 
We vinden een koelschema waarin de leerparameter gelijk is aan een zogenaamde 
startparameter gedeeld door de logaritme van het aantal leerstappen. De startpa-
rameter is direct gekoppeld aan de referentie leerparameters voor de verschillende 
transities tussen de minima. 
3 Discussie 
In dit proefschrift beschrijven we on-line leerprocessen die voldoen aan de zoge­
naamde Markov-eigenschap: de waarschijnlijkheidsverdeling op leerstap г wordt 
volledig bepaald door de waarschijnlijkheidsverdeling op leerstap г—1. Als we 
overgaan naar een beschrijving met continue tijd, leidt deze eigenschap tot de 
master-vergelijking. Om aan de voorwaarden voor een Markov-proces te vol­
doen, mag de kans om een bepaald voorbeeld te trekken van de tijd afhangen (als 
in Hoofdstuk 2 en 3), of zelfs van de huidige netwerktoestand (als bij de voor­
beelden in Hoofdstuk 4 en 6), maar deze kans mag niet direct afhangen van eerder 
gepresenteerde voorbeelden. Daarom is ons raamwerk niet van toepassing op de 
opslag van sequenties van patronen, voorspelling van tijdseries, enzovoort, waar 
er een sterke correlatie is tussen opeenvolgende voorbeelden. Een beschrijving 
van dit type niet-Markov leerprocessen zal waarschijnlijk hele andere technieken 
vereisen. 
De in Hoofdstuk 4 gepresenteerde methode om transitietijden tussen verschil­
lende minima te berekenen is gebaseerd op twee aannames. De eerste aanname 
beweert dat we in de buurt van de lokale minima, in de zogenaamde "attractiege-
bieden", "tijd en ruimte" van de waarschijnlijkheidsverdeling mogen ontkoppelen. 
De tweede aanname verwaarloost de invloed van de "transitiegebieden", de ge­
bieden buiten de attractiegebieden, op de totale transitietijd. Voor de eerste 
aanname mag het transitiegebied, als buffer voor de attractiegebieden, niet te 
klein zijn, voor de tweede aanname niet te groot. In Hoofdstuk 5 stuiten we op 
een situatie waar het transitiegebied te klein wordt. De attractiegebieden komen 
te dicht bij elkaar en de eerste aanname is hier niet langer geldig. Het ener­
gielandschap van de backpropagation-leerregel is berucht voor zijn diepe dalen 
en uitgestrekte plateaus. Dit zou juist erg grote transitiegebieden betekenen en 
dus schending van de tweede aanname. Verder onderzoek zou moeten leiden tot 
een beter begrip van de voorwaarden onder welke onze aanpak standhoudt, d.w.z. 
tot een maat voor "groot" en "klein". Om de huidige theorie te verbeteren zullen 
we een manier moeten vinden om de invloed van de transitiegebieden mee te 
kunnen nemen. 
Leerprocessen in neurale netwerken 137 
De in Hoofdstuk 6 afgeleide koelschema's garanderen weliswaar convergen-
tie naar het meest attractieve minimum (meestal is dit het globale minimum), 
maar zijn exponentieel traag. Snellere koelschema's kunnen geen convergentie 
garanderen, maar kunnen op kortere termijn wel degelijk acceptabele prestaties 
leveren. Verder is de maximale ruis ten gevolge van de willekeurige presentatie 
van voorbeelden beperkt, omdat er altijd een kritische leerparameter is waarboven 
de leerregel divergeert. Vandaar dat het zou kunnen helpen om in het begin van 
het leerproces extra (homogene) ruis toe te voegen. Om snellere koelschema's 
en het toevoegen van homogene ruis te kunnen bestuderen, moet de analyse van 
Hoofdstuk 6 verder uitgebreid worden. 
Er is een groot verschil tussen het aanpassingsalgoritme in Hoofdstuk 3 en het 
koelschema in Hoofdstuk 6. Het algoritme voor aanpassing van de leerparameter 
drijft het lerende netwerk naar een dichtbijzijnd minimum en helpt het netwerk 
vervolgens om dit minimum in een veranderende omgeving te blijven volgen. Het 
is gebaseerd op zuiver lokale informatie en opereert autonoom door de benodigde 
informatie uit de statistiek van de gewichten te halen. Het koelschema garan-
deert convergentie naar het meest attractieve minimum in een vaste omgeving. 
Het vereist globale informatie die (nog?) niet on-line bepaald kan worden. Om 
beide onderzoekslijnen te combineren, zullen we eerst een methode moeten vin-
den om globale informatie uit de statistiek van de gewichten te kunnen halen. 
Pas dan kunnen we gaan denken aan onderwerpen als " on-line aanpassing van de 
leerparameter voor globale optimalisatie in een veranderende omgeving". 
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