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Expenditure on research and development often signifies that a country is committed to making 
advancements in the fields of science and technology. This study attempts to reveal the relationship 
between economic growth (as measured by GDP per capita) and gross domestic expenditure on research 
and development as a percentage of gross domestic product (GERD). Other explanatory variables 
including the unemployment rate, GINI index, education expenditure as a percentage of GDP, labor 
productivity (as measured by GDP per hour worked), gross savings, and foreign direct investment inflow 
are also analyzed and utilized to determine this relationship. A time lag of 3 years between each country’s 
GERD (measured in 2012) and corresponding GDP per capita (measured in 2015) is used to allow time 
for the expenditure to be transformed into new developments that can impact GDP per capita. A positive 
correlation between GERD and GDP per capita is hypothesized and supported by the linear regression 











Research and development (R&D) embodies the actions necessary to introduce or improve new products, 
processes, and services. Expenditure on research and development is a good indicator of how dedicated a 
country is to creating technological growth, as countries with greater faith in their research and 
development efforts will be willing to invest in it more. Typically, within a few years of investment, the 
effects of research and development will begin to be realized as they make an impact on the economy. 
 
Technological progress has long been noted as an integral factor in the development and advancement of 
humankind. Even from early times, it can be seen that the civilizations which prospered the most and had 
the highest qualities of life were ones that embraced technological growth and actively took steps to better 
understand it and harness its many beneficial impacts. The Stone Age was revolutionized by the invention 
of tools that could be used to gather food and build shelter; two things absolutely essential for daily life. 
During the Renaissance, the invention of the printing press served as a huge leap for increasing literacy 
and spreading new ideas around the world by allowing for the mass production of books. This innovation 
serves as a prime example of how technology can impact many different facets of life and the economy. 
 
Today, technological growth via research and development still has an important impact on the wellbeing 
of humankind and economic growth. In addition to the direct products of research and development such 
as new inventions or manufacturing methods, several beneficial byproducts are also generated. These 
byproducts can include increased labor productivity, increased quality of living, and new job creation, all 
of which are expected to have a positive impact on a country’s economic growth. Therefore, being that 
research and development is so valuable to society, it is equally important to understand how its impacts 
can be modeled from an economic standpoint. 
 
This paper will draw the relationship between economic growth and expenditure on research and 
development by using cross-sectional data to create both simple and multiple linear regression models. 
Our hypothesis is that there will be a positive correlation between expenditure on research and 
development and economic growth. The economic rationale used to fuel this hypothesis is that more 
expenditure on research and development is likely to lead to more efficient products and manufacturing 
processes, thus resulting in greater productivity and higher outputs, as well as emerging technological 
fields that will create new jobs, motivate individuals to obtain higher levels of education, and provide new 




II. Literature Review 
In order to study the effect of Research and Development on Economic Growth, Yazgan and Yalçinkaya 
(2018) researched the effect of Real Fixed Capital Investments per capita on GDP per capita for OECD 
(Organisation for Economic Co-operation and Development) countries. These countries were split into 
two groups, one containing countries whose GDP per capita is below $30,000 USD and another for 
countries with a GDP per capita above that threshold. Multiple regression models were created for both 
groups to test the effect of a variety of variables. Each of these models estimated the effect of Real Fixed 
Capital Investments per capita and Employed Manpower on GDP per capita. These two variables were 
consistent through each regression while a few others were tested alongside them to see if they had any 
effect on the data. The third variables tested included: Real R&D Investments of The Public Sector, Real 
R&D Investments of The Private Sector, Real R&D Investments of The Universities, Total Real R&D 
Investments and Total R&D Staff. For each regression, optimal lag data was determined to allow for the 
investment in R&D to be utilized and for any discoveries made in the research to influence the economy. 
While optimal lag data was determined for each regression, a 3-year lag was by far the most common. 
For the most relevant data, and that of which Yazgan and Yalçinkaya were most interested in, where 
Capital Investments are compared to change in GDP per capita, all regressions had positive coefficients 
and supported the correlation at a 1% significance level. While all variables in the regression had positive 
coefficients, not all coefficients were determined to be statistically significant at the 1% significance 
level. Those that were significant in all regressions, which include those variables most relevant to our 
research, include R&D investments in the private sector, universities, and total R&D investments. 
 
Nekrep, Strašek, and Boršič (2018) completed similar research by determining how R&D expenditure as 
a percent of GDP affects economic growth. However, in this instance, they measured economic growth 
with labor productivity per hour of work. They believe that R&D leads to technological advancements 
which will make workers more productive. This research was completed using data from all European 
Union member states except for Croatia, which there was no available data for. Before a regression was 
determined, correlation coefficients and p-values were calculated for each country to determine the 
general strength and direction of the relationship between R&D expenditure and a country’s labor 
productivity. Of the 27 countries tested, 9 had a positive and strong correlation between R&D expenditure 
and economic growth, 7 had a positive and moderate correlation, 1 had a positive and weak correlation, 1 
had a negative correlation and 9 had statistically insignificant data at a 5% significance level. A regression 
was also made taking the form y​i​ = β​0​ + β​1​x​1​+ β​2​ (x​1​)​
2​+ u​i​. The regression determined that there was a 
positive correlation between the two variables, where a 1% increase in R&D expenditure should lead to a 
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22.411 EUR per hour increase in labor productivity. With an R-squared value of 0.614, there is a 
moderately strong correlation between R&D expenditure and labor productivity, where 61.4% of the data 
can be explained by the regression model. It is interesting to note that their β​3​ was determined to be 
negative, thus there is a point where increasing R&D expenditure begins to have a negative effect on the 
economy. This value was determined to be 2.85%, thus 2.85% is what they believe to be the optimal 
percentage of GDP to be spent on R&D. 
 
Gocer, Alatas, Peker (2016) looked to determine how R&D expenditure and innovation affects income. In 
their research, they began by selecting 11 European Union countries. Data for R&D expenditure and 
patents filed (representing innovation) was collected for each of the 11 countries and a regression was 
created to determine how these affected a country’s Gross National Product (GNP). A logarithmic model 
was created to determine the elasticities for each of the explanatory variables. In this case, it was again 
decided to determine an optimal lag time for the R&D and innovation to have an effect on the country’s 
income. The coefficients for R&D and innovation were determined to be 0.19 and 4.05 respectively. This 
leads to the conclusion that a 1% increase in R&D expenditure should lead to an increase in that country’s 
GNP of approximately 0.19%. Furthermore, a 1% increase in innovation, or patents filed, should lead to 
an increase in GNP of approximately 4.05%. The significance level of the R&D expenditure coefficient 
and that of innovation were determined to be statistically significant at the 10% and 1% significance 
levels respectively. This again shows the positive relationship between R&D and economic growth. It 
also shows the significance of using R&D expenditure efficiently. The correlation between innovation 
and income has a much larger magnitude than that of R&D expenditure. If a 1% increase in R&D 
expenditure was able to be turned into a 1% increase in innovation (which is likely impossible), then the 
increase in income each year would likely be much larger. 
 
In research investigating the relationship between Gross Domestic Expenditure on Research and 
Development (GERD) and GDP, Szarowská (2018) compares R&D spending and a multitude of other 
variables to economic growth. The explanatory variables tested are investment ratio to GDP, share of the 
population either holding a tertiary degree or employed in science or technology, and the openness of 
borders in terms of the sum of imports and exports divided by the GDP. The R&D expenditure is also 
broken up into three subcategories in a separate regression in order to determine which is the most 
effective. These subcategories are business, government, and higher education research spending. This 
data was collected for 8 different Central and Eastern European countries and evaluated in multiple 
regression models. Again, a time lag was introduced to allow for R&D effects to reach the economy, 
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being one year in this case. All of the above variables were determined to have a positive effect on the 
country’s GDP. It was determined that a 1% increase in GERD led to a .032% increase in GDP per capita. 
It was also determined that government research spending was the most effective subcategory, with a 1% 
increase leading to a 0.035% increase in GDP per capita. Business research spending was determined to 
be the next most effective, followed lastly by higher education research spending. This data again 
supports our hypothesis that an increase in R&D spending should lead to an increase in economic growth. 
 
There is a lot of research investigating the correlation between R&D and economic growth, often in terms 
of GERD vs GDP per capita, however this research will be slightly different. This research will be 
analyzing some explanatory variables that have not been touched upon by previous studies which 
examine R&D. The secondary explanatory variables of GINI index, unemployment rate, education 
expenditure, productivity of labor, gross savings, and inflow of foreign direct investment (FDI) are much 
less visited. Examining these additional variables will provide a more comprehensive view than previous 
research and also allow for the controlling of more variables. Much of the previous research has also 
focused on European countries or a certain subset of countries. This is often valuable when researching a 
specific topic or trying to answer a specific question, however, this research attempts to look more 
generally. In order to do so, data was acquired from as many different countries as possible to get a more 
comprehensive view of R&D’s affect throughout the whole world. For these reasons, this study should 
help provide a more thorough view of how R&D affects economic growth. 
 
III. Data 
To characterize the relationship between expenditure on R&D and economic growth, cross-sectional data 
was gathered. The dependent variable used was the natural logarithm of GDP per capita, as this statistic is 
most commonly used to reflect the economic growth of a country. The data for GDP per capita were 
sourced from World Bank. The main explanatory variable used is gross domestic expenditure on R&D as 
a percentage of gross domestic product (GERD), with data taken from UNESCO. This variable was 
picked instead of a different variable such as total expenditure on R&D in order to keep the analysis fair 
between different countries, as countries with larger economies would be able to spend a greater amount 
of money on R&D compared to countries with smaller economies and lower budgets. An initial 
scatterplot of the natural logarithm of GDP per capita versus GERD shows a positive and mild correlation 




Figure 1 - Scatterplot of Natural Logarithm of GDP per Capita vs. GERD 
 
In addition to these main variables, several other explanatory variables were used to strengthen the 
multiple linear regression models in order to uncover the ceteris paribus effect of GERD on GDP per 
capita. These variables include the GINI index, unemployment rate, education expenditure, labor 
productivity, gross savings, and inflow of foreign direct investment. Data for GINI index, unemployment 
rate, education expenditure, gross savings, and inflow of foreign direct investment were taken from the 
World Bank. Data for labor productivity was gathered from the Organisation for Economic Cooperation 
and Development (OECD). The GINI index measures the distribution of income across a population, with 
a value of 0% showing perfect income equality and a value of 100% showing perfect income inequality. 
Therefore, a high GINI index conveys that people who make a higher income also receive a larger 
percentage of the total income of the population. In the regression models, this variable is predicted to 
have a coefficient with a negative sign, as greater economic growth is predicted to result in more income 





The unemployment rate reflects the percentage of the total labor force that is not employed but available 
for and seeking employment. Similar to the GINI index, this variable is predicted to have a coefficient 
with a negative sign, as greater economic growth is likely to create more jobs and reduce the 
unemployment rate. Total government expenditure on education as a percentage of GDP is used to 
examine the quality and availability of education, as it is hypothesized that countries experiencing higher 
economic growth will also spend more on education, giving this variable a coefficient with a positive 
sign. This is because more economic growth due to R&D will not just generate new jobs, but specifically 
new jobs that require a higher degree of education in order to perform higher-level research. Also, with 
more jobs created that are related to R&D, the country would be more likely to invest in education in 
order to motivate individuals to attain higher levels of education and fill these jobs. Labor productivity is 
measured by GDP per hour worked, and as labor becomes increasingly productive, less hours will need to 
be worked to obtain the same output. Countries with higher economic growth can expect their labor to be 
more productive, so the labor productivity variable is predicted to have a coefficient with a positive sign 
in the multiple linear regression model. Gross savings as a percentage of GDP are calculated as gross 
national income less total consumption, plus net transfers. This variable is expected to have a coefficient 
with a positive sign, as increased savings help to finance larger and more long-term investments, which 
are necessary for expenditure on R&D. A country with low savings levels would be less likely to commit 
to long-term investments such as R&D, as R&D typically takes several years before it can produce 
beneficial economic byproducts. The final explanatory variable used is inflow of foreign direct 
investments as a percentage of GDP, as a country experiencing successful R&D work will attract more 
foreign investments into the country, causing this variable to have a coefficient with a positive sign. A 
summary of each variable can be found below in Table 1. 
Table 1 - Variable Descriptions 
Variable Name Description Year Units Source 
loggdpcap Natural logarithm of GDP per capita. 2015 Constant 2010 USD World Bank 
gerd Gross domestic expenditure on 
research and development as a 
percentage of GDP. 
2012 Percentage UNESCO 
gini Measure of income equality across a 
population. 
2015 Percentage World Bank 
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unemploy Percentage of the total labor force that 
is not employed. 
2015 Percentage World Bank 
educ Total government expenditure on 
education as a percentage of GDP. 
2015 Percentage World Bank 
logproduc Natural logarithm of GDP per hour 
worked. 
2015 Constant 2010 USD OECD 
savings Gross savings, as a percentage of 
GDP. 
2015 Percentage World Bank 
fdi Inflow of foreign direct investment 
(FDI), as a percentage of GDP. 
2015 Percentage World Bank 
 
Descriptive statistics for each variable can be found below in Table 2. 
Table 2 - Variable Descriptive Statistics 
Variable Observations Mean Std. Dev. Min. Max. 
loggdpcap 183 8.63 1.46 5.43 11.58 
gerd 82 1.01 0.99 0.03 4.03 
gini 75 36.88 8.10 25.40 59.10 
unemploy 179 7.72 5.78 0.16 27.65 
educ 104 4.70 1.60 1.36 12.46 
logproduc 42 4.67 0.054 4.54 4.86 
savings 155 21.05 11.0 -30.96 57.12 
fdi 178 5.15 10.07 -7.82 80.79 
 
While economic growth data was gathered on 183 countries (country names shown in Appendix A), the 
sample sizes used in each regression model are notably smaller due to countries with unreported or 




Before constructing each regression model, all of the Gauss-Markov assumptions were checked. The five 
Gauss-Markov assumptions can be seen below: 
1. Model is linear in parameters such that: ₀ ₁X₁ ₂X₂ .. Xy = B + B + B + . + B + u  
Where  are the unknown parameters of interest and u is the error term.₀, B₁, B₂, ..., BB      
All models in section IV of this paper satisfy this assumption, as they are linear in parameters. 
2. Data obtained from random sampling 
Data was sourced from every country around the world where available, so there was no 
consideration in the countries used in the sample. This proves that the sampling was random. 
3. No perfect collinearity between explanatory variables 
STATA software was used to check for perfect collinearity between each explanatory variable. 
This analysis showed that Assumption 3 was not violated, as there were no exact linear 
relationships between the explanatory variables and none of the explanatory variables were 
constant. The result of this analysis can be found in Appendix B. 
4. Zero Conditional Mean 
The expected value of the error term, u, is zero given any value of the explanatory variables. This 
assumption is difficult to assume, as there are likely to be other unobserved factors that can 
influence economic growth. Therefore, all results will be interpreted with caution. 
5. Homoskedasticity 
The variance of the error term, u, has a constant variance given any value of the explanatory 
variables. This assumption is also difficult to assume, as the values of the explanatory variables 
may contain information about the variability of the unobserved factors. Therefore, the results 
will be interpreted with caution. 
 
IV. Results 
With all Gauss-Markov assumptions addressed, several different regression models are formulated to test 
the hypothesis. All STATA regression outputs can be found in Appendix C. 
 
Model 1: 
First, a simple linear regression model is constructed to test the relationship between the natural logarithm 
of GDP per capita and GERD. This model is written as: 
Model 1:​ og(gdpcap) ₀ ₁(gerd)l = B + B + u  
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This model has a sample size of 80 countries. From the STATA output, the estimated equation can be 
written as: 
Estimated Equation 1:​ og(gdpcap) 8.76 .728(gerd)l =  + 0  
The model has an R-squared value of 0.41, denoting a weak/mild correlation between GERD and GDP 
per capita. The coefficient on ​gerd​, , has a positive sign as predicted, showing that GERD and GDP₁B  
per capita have a positive linear relationship. Furthermore, since a log-level model is used, this coefficient 
can be interpreted to show that a 1% increase in GERD results in a 72.8% increase in GDP per capita. 
Since a 1% increase in GERD is a relatively large increase, it may be more appropriate to describe a 0.1% 
increase in GERD as a 7.28% increase in GDP per capita. 
 
While this simple linear regression model provides a good baseline for testing the relationship between 
GERD and economic growth, a multiple linear regression model can provide higher accuracy by adding 
more explanatory variables to explain more of the variation in the dependent variable. Holding these 
added explanatory variables fixed will help to better uncover the ceteris paribus relationship in question. 
 
Model 2: 
Model 2 is a multiple linear regression model constructed by adding in all secondary explanatory 
variables. This model is written as: 
Model 2: 
og(gdpcap) ₀ ₁(gerd) ₂(gini) ₃(unemploy) ₄(educ) ₅(logproduc) ₆(savings)l = B + B + B + B + B + B + B  
₇(fdi)+ B + u  
This model has a sample size of 27 countries, which is noted as being relatively small, since there is 
limited data available for labor productivity. The issue of micronumerosity can arise from an insufficient 
sample size, however we continue our regression analysis with caution, as the economic benefits realized 
by increased labor productivity are a very important byproduct of R&D. From the STATA output, the 
estimated equation can be written as: 
Estimated Equation 2: 
og(gdpcap) 5.81 36(gerd) 01(gini) 02(unemploy) 09(educ) .31(logproduc)l =  − 1 + . − . + . + . + 5  
02(savings) 02(fdi)+ . + .  
This model has an R-squared value of 0.68, denoting a relatively strong correlation between GERD and 
GDP per capita. The coefficient on ​gerd​, , has a positive sign as predicted, showing that GERD and₁B  
GDP per capita are positively correlated. Compared to the simple linear regression model, this ₁B  
coefficient has a smaller value, which is expected since the simple linear regression model overestimates 
9 
 
the impact of GERD on GDP per capita due to omitted variable bias.  can be interpreted to show that a₁B  
0.1% increase in GERD results in a 3.6% increase in GDP per capita. The sign of the coefficient for 
produc​ is positive as expected, and this coefficient can be interpreted to show that a 1% increase in GDP 
per hour worked results in a 5.31% increase in GDP per capita. 
 
Model 3: 
To address the issue of small sample size in the previous model, Model 3 is created with all variables 
except for labor productivity. This model can be written as: 
Model 3: 
og(gdpcap) ₀ ₁(gerd) ₂(gini) ₃(unemploy) ₄(educ) ₅(savings) ₆(fdi)l = B + B + B + B + B + B + B + u  
This model has a sample size of 43 countries, which is an improvement over Model 2. From the STATA 
output, the estimated equation can be written as: 
Estimated Equation 3: 
og(gdpcap) .68 .80(gerd) .01(gini) .04(unemploy) .02(educ) .05(savings) .02(fdi)l = 6 + 0 + 0 + 0 − 0 + 0 + 0  
This model has an R-squared value of 0.63, denoting a mild correlation between GERD and GDP per 
capita. The coefficient on ​gerd​, , can be interpreted to show that a 0.1% increase in GERD results in₁B  
an 8% increase in GDP per capita. The coefficient on ​educ​ has a negative sign, which is the opposite of 
what was originally predicted. This may be because if a country spends more on R&D, it has less money 
remaining to invest in education. Nonetheless, this coefficient can be interpreted to show that a 0.1% 
increase in education expenditure corresponds to a 2% decrease in GDP per capita. The signs of the 
coefficients for both ​gini ​and ​unemploy​ are positive despite the fact that they were predicted to be 
negative, as economic growth would likely cause a decrease in the GINI index (more income equality) as 
well as a decrease in the unemployment rate. This discrepancy can be explained if economic growth due 
to an increase in R&D resulted in a loss of jobs, as more jobs may become automated due to 
advancements in machinery and production methods. This loss of jobs would result in a higher 
unemployment rate, and the remaining jobs focused on supervising the automated processes would likely 
be higher-paying jobs due to their complex nature. This would therefore trigger greater income inequality, 





Out of all the variables tested in this model, GERD has the lowest p-value of 0.00 and a 95% confidence 
interval spanning [0.44, 1.16], showing that it is a highly significant variable. Using a two-sided T-test, 
GERD is significant at the 1% level. Gross savings and inflow of FDI are significant at the 5% level. 
 
Model 4: 
Using the results from the previous regression, the variables ​gini​, ​unemploy​, and ​educ ​were dropped from 
the next two models due to their statistical insignificance. In Model 4, labor productivity is added back 
into the regression to assess its impact (with a small sample size in mind). Model 4 can be written as: 
Model 4:​ og(gdpcap) ₀ ₁(gerd) ₂(produc) ₃(savings) ₄(fdi)l = B + B + B + B + B + u  
This model has a sample size of 37, which is still small enough to warrant some caution during analysis. 
From the STATA output, the estimated equation can be written as: 
Model 4:​ og(gdpcap) .27 .47(gerd) .50(logproduc) .00(savings) .02(fdi)l =  − 2 + 0 + 2 − 0 + 0  
This model has an R-squared value of 0.51, conveying a mild correlation between GERD and GDP per 
capita. Compared to Model 2, the coefficients for labor productivity and gross savings are both smaller, 
denoting a smaller impact on economic growth. This change is unexpected, as this model has fewer 
secondary explanatory variables in it and would therefore suggest increased effects stemming from these 
two variables. GERD and inflow of FDI are the only significant variables, and they are both significant at 
the 1% level.  
 
Model 5: 
Lastly, Model 5 is constructed by dropping labor productivity from Model 4 in order to increase sample 
size and assess any changes in variable significances. Model 5 can be written as: 
Model 5:​ og(gdpcap) ₀ ₁(gerd) ₂(savings) ₃(fdi)l = B + B + B + B + u  
This model has a larger sample size of 76. From the STATA output, the estimated equation can be written 
as: 
Model 5:​ og(gdpcap) .27 .10(gerd) .01(savings) .01(fdi)l = 0 + 0 + 0 + 0  
This model has an R-squared value of 0.48, showing a mild correlation between GERD and GDP per 
capita. This R-squared value is the smallest of the four multiple regression models constructed and it also 
incorporates the least number of explanatory variables. This makes sense, as the R-squared value of a 
model increases when more explanatory variables added. GERD and gross savings are both significant at 




A summary of all five regression models presented in this section can be seen below in Table 3. 
 
Table 3 - Regression Models Summary 
Dependent Variable:​ log(gdpcap) 
Independent 
Variables Model 1 Model 2 Model 3 Model 4 Model 5 









gini  -0.01 (0.02) 
0.01 
(0.02)   
unemploy  0.02 (0.03) 
0.04 
(0.03)   
educ  0.09 (0.09) 
-0.02 
(.12)   
log(produc)  5.31** (2.09)  
2.50 
(1.53)  
























Observations 80 27 43 37 76 




After Model 2 and Model 3 were created, F-Tests were conducted to ensure significance of all of the 
variables. In order to determine which variables might be worth removing, variables with low t-statistics 
were identified. The GINI index, unemployment rate, and education expenditure all appeared to have low 
significance. All of them were determined to be individually insignificant in each of the models they 
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appeared in. Thus, F-tests were completed for the variables jointly, for both Model 2 and 3. Model 4 was 
created as restricted version of Model 2 in order to test the following hypotheses for Model 2: 
H​0​ : B​2​ = 0, B​3​ = 0, B​4​ = 0  
H​1​ : H​0​ is false 
Using the residual sum of squares for both the restricted (Model 4) and unrestricted model (Model 2), a 
F-value of 0.702 was determined. At the 10% level, the critical value F​3,27​ is 2.31. Since the critical value 
of the F-distribution is larger than the calculated F-value, we fail to reject the null hypothesis at the 10% 
significance level, and can conclude that the GINI index, unemployment rate and education expenditure 
are jointly insignificant. This led to the removal of the​ gini​, ​unemploy​, and ​educ​ from Model 2.  
 
A similar F-test was completed for Model 3, testing the significance of GINI index, unemployment rate, 
and education expenditure in the model. A restricted regression, identified as Model 4, was created to test 
the following hypotheses for Model 3: 
H​0​ : B​2​ = 0, B​3​ = 0, B​4​ = 0  
H​1​ : H​0​ is false 
A F-value of 2.21 was calculated for the test of the above hypotheses. The critical value of the F 
distribution at the 10% level for F​3,36​ is 2.25. Again, the critical value is larger than the calculated F-value 
for the regression. Thus, we fail to reject the null hypothesis, and it can be concluded that GINI index, 
unemployment rate, and education expenditure are jointly insignificant in Model 3. Given the results of 
the F-tests, ​gini​, ​unemploy​, and ​educ​ were removed from Model 3. The combined results of the two 
F-tests, both concluding that GINI index, unemployment rate, and education expenditure are jointly 
insignificant, allowed us to be confident that these variables do not have major significance in our model. 
 
To examine an alternate functional form of the models generated in Section IV, the initial scatter plot of 
the logarithm of GDP per Capita vs. GERD was further analyzed. Based off its shape, the line of best fit 
may be better approximated as a natural logarithm rather than a linear function. Therefore, a new 
explanatory variable, ​loggerd ​(natural logarithm of GERD), was created and added into the original 
Model 1 to create Model 6: 
Model 6:​ og(gdpcap) ₀ ₁(gerd) ₂(loggerd)l = B + B + B + u  
This model has a sample size of 80 countries. Although the Gauss-Markov assumptions are still met for 
Model 6, there is a correlation coefficient of 0.86 between ​gerd ​and ​loggerd​, which is a very high value, 
meaning that the results should be interpreted with caution due to near multicollinearity. From the 
STATA output, the estimated equation can be written as: 
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Estimated Equation 6:​ og(gdpcap) 9.15 .48(gerd) .24(loggerd)l =  + 0 + 0  
This alternate model has an R-squared value of 0.42, which is very similar to the R-squared value of 0.41 
for Model 1. In this alternate model, ​gerd ​is significant at the 5% level, compared to ​gerd ​being 
significant at the 1% level in Model 1. Also, in this alternate model, ​loggerd ​is found to be insignificant at 
the 10% level. Based off these results, ​loggerd ​does not seem to be an alternative functional form of ​gerd 
worth evaluating further. 
 
VI. Conclusions 
Ultimately, our initial hypothesis of a positive correlation between GERD and GDP per capita was 
supported by each of our linear regression models. With each linear regression model having an 
R-squared value conveying a relatively mild/strong correlation and a positive linear relationship proven 
between GERD and GDP per capita, increasing GERD can be viewed as a productive solution to boost 
GDP per capita with other variables held fixed. Therefore, increasing expenditure on R&D can result in 
economic growth. 
 
When examining secondary explanatory variables, it was demonstrated that GINI, unemployment rate, 
and education expenditure did not have significant impacts on economic growth. However, gross savings 
and inflow of FDI were both consistently significant variables across the different models constructed. 
This supports the economic rationale that an increase in savings allows for the financing of greater 
investments and specifically ones of long-term nature, such as R&D. Also, an increase in FDI inflow for a 
country due to successful R&D efforts will result in positive economic growth. 
 
With the results of this study noted, future research can be conducted to extend the models constructed in 
order to find more significant secondary explanatory variables. Also, a study could be conducted using 
multiple different time lags between the main dependent and explanatory variables, such as 3 years, 5 
years, and 10 years. This would allow for greater analysis of the optimal time it takes for R&D efforts to 
materialize and make economic impacts. Acquiring data for a larger cross-section of countries would also 
help provide a better understanding of the effect of R&D on economic growth. Given the importance of 
technological growth on society as well as the many emerging technological fields that will create new 
jobs, shift educational priorities, and establish new areas for investment, R&D is poised to further 










































































































































































































Appendix B. ​Correlation coefficients between each variable to fulfill Gauss-Markov Assumption 3: 
 loggdpcap gerd gini unemploy educ logproduc savings fdi 
loggdpcap 1.00        
gerd 0.63 1.00       
gini -0.47 -0.58 1.00      
unemploy -0.12 -0.21 0.14 1.00     
educ 0.28 0.45 -0.21 -0.20 1.00    
logproduc 0.32 0.02 -0.03 -0.11 -0.02 1.00   
savings 0.43 0.42 -0.44 -0.39 0.09 -0.07 1.00  
fdi 0.38 0.01 -0.03 0.01 -0.23 -0.01 0.30 1.00 
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