In this article, we study the convergence time required to achieve consensus in dynamic networks. In each timestep, a node's value is updated to some weighted average of its neighbors and its old values. We study the case when the underlying network is dynamic and investigate different averaging models. Both our analysis and experiments show that dynamic networks exhibit fast convergence behavior, even under very mild connectivity assumptions.
INTRODUCTION
Natural group behavior is exhibited in many dynamic systems. Typically, each individual or node in a set V has some number in R, which can represent one's opinion. In every timestep, an individual observes the opinions of a subset of other individuals and updates one's opinions accordingly. It is observed that in many such systems [Reynolds 1987; Tanner et al. 2006; Cucker and Smale 2007] , the values of all nodes converge to the same value (or opinions of individuals reach consensus) after a small number of iterations, even though each node only interacts with a small number of other nodes in each timestep.
The weighted averaging model, used by DeGroot [1974] to model consensus of opinions, has been widely studied to explain convergent behavior in such networks. The value v t [i] of an individual at timestep t is updated by taking some weighted average of all individuals' values: v t+1 [i] := j p t [i, j] ·v t [ j] , where each p t [i, j] is nonnegative and j p t [i, j] = 1. Typically, for each i, there is only a small number of j's such that p t [i, j] is nonzero; those correspond to the individuals whose values can be observed by i. The interactions of individuals in a timestep can be represented by a network G t = (V, E t ), where an edge {i, j} ∈ E t means that the individuals can observe each other's values at time t. Besides its simplicity, the weighted averaging model has applications in parallel computation [Bertsekas and Tsitsiklis 1989] , control theory [Jadbabaie et al. 2003; Authors' address: Computer Science Department, The University of Hong Kong, Pokfulam Road, Hong Kong; emails: hubert@cs.hku.hk, lning@cs.hku.hk. The conference version of this article appeared in ICALP 2011. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org. Related Work. The special case of the uniform averaging model with time-invariant network topology is well understood [DeGroot 1974] . Using the theory of stochastic matrices and spectral graph theory, it is known that the convergence time is related to the eigenvalue gap [Landau and Odlyzko 1981] of the transition matrix P involved. If the underlying network is time invariant and connected, showed that the convergence time for the uniform averaging model is O(n 3 ). Relatively little is known about the convergence time when the underlying network is dynamic. Assuming some special structure in the network in each timestep, Cao et al. [2005b] showed that the convergence time is n O(n) . also considered weak connectivity assumptions: in the given sequence, the union of any k consecutive networks is connected. In this case, they showed that the convergence time under the uniform averaging model is O(kn kn ) and a lower bound of (n k ). Using a "load balancing" algorithm, they can achieve O(n 3 ) convergence time. They also showed a convergence time of O(n 3 ) for the uniform averaging model with the fixed degree assumption [Olshevsky and Tsitsiklis 2012] . With the same weak connectivity assumption, Nedić et al. [2009] showed convergence time of O( kn 2 α ), for the special case where the transition matrices are doubly stochastic and α > 0 is a a lower bound on the nonzero entries. Vicsek et al. [1995] used the weighted averaging model to study interaction between particles, which influence one another's velocities. Two particles can influence each other if their distance is close enough. The system reaches a convergent state when all particles are traveling in nearly the same direction. Jadbabaie et al. [2003] gave a theoretical explanation to such convergent behavior. Recently, Chazelle [2009] considered a discrete version of the model and showed that the convergence time is O(2 n) (towerof-twos). Formally, the expression F(n) = 2 n can be defined with the recursion: F(1) = 2 and for n ≥ 1, F(n + 1) = 2 F(n) . Other interaction models have also been studied. In Cao et al. [2005a] , directed networks and asynchronous updates were considered. In Fang and Antsaklis [2005] , Cortes [2006] , and Lorenz and Lorenz [2009] , convergence under nonlinear update rules were studied.
Our Contribution and Results. In this article, we give a quantitative analysis between the convergence time and the connectivity of the networks in the given sequence. If convergent behavior is observed at all in real systems, then the number of timesteps taken certainly cannot be (n n ) or even (2 n). Typically, the networks concerned are well connected, and convergence time of O(log n) is observed experimentally.
For static network, this can be easily explained by the theory of stochastic matrices and spectral graph theory. The update process in each timestep corresponds to multiplication by a stochastic matrix P. Although P is in general not symmetric (and hence the eigenvectors are not mutually orthogonal), for all positive integers t, the powers ACM Transactions on Algorithms, Vol. 10, No. 3, Article 15, Publication date: April 2014.
Fast Convergence for Consensus in Dynamic Networks 15:3 P t all have the same eigenvectors, and any eigenvalue gap in P will be magnified in P t . However, if the underlying network is dynamic, then the corresponding transition matrices will not have the same eigenvectors anymore (apart from the all one's vector), and hence the preceding argument does not work.
In Section 3, we overcome this technical hurdle by choosing the weights carefully such that in the transformed space, the eigenvectors are mutually orthogonal. Assuming that each node has limited degree variation in the given network sequence, and each network is well connected (as measured by conductance), we can obtain an eigenvalue gap in the transition matrix in each timestep. Combining these techniques, we show that convergence time is O(log n). If we just assume that each network is well connected (without the assumption on limited degree variation), we have O(n) convergence time. As far as we know, the previous best known convergence time under any weighted averaging model for dynamic connected networks is O(n 3 ) [Nedić et al. 2009 ]. Under the uniform averaging model, we analyze in Section 4 the conditions on the given network sequence such that fast convergence can be obtained. Assuming that each network is degree bounded and for some integer k the union of every k consecutive networks is a vertex expander, we show that the convergence time is polynomial by using the expansion property directly. Furthermore, our techniques can be extended to the probabilistic case where the connectivity condition for each union of k networks only needs to hold with some positive probability.
On the other hand, our simulations in Section 5 show that for well-connected graphs such as G n, p , the convergence time under the uniform averaging model grows logarithmically with the network size, suggesting that there is a lot of room for improvement. It would be an interesting open problem to determine the most general conditions on the networks under which the uniform averaging model has fast convergence time.
PRELIMINARIES
Suppose that there is a set V of n individuals and that each one of them holds an opinion that can be represented by a number from R. An opinion configuration at some time t is an n-dimensional vector from R n . We denote the configuration at time t by v t , and the opinion of individual i by v t [i] .
At each timestep, the individuals form a network (in this document we use the terms network or undirected graph interchangeably) G t = (V (G t ), E(G t )), in which the nodes represent the individuals and an edge between two nodes means that they can potentially communicate their opinions to each other; when the orientation of an edge is relevant in the context, we also consider directed edges (i, j). We assume that all G t 's have the same set of nodes-that is, V (G t ) = V for all t. Moreover, we assume that the sequence {G t } of networks is generated by some process that is, in general, independent of the individuals' opinions v t 's.
We use the maximum difference between two individuals' numbers to measure how close a configuration reaches consensus.
We say that the vector v achieves consensus when τ (v) = 0; and for > 0, the vector v achieves -consensus when τ (v) ≤ .
We next describe the models we use to analyze the convergent behavior for dynamic systems.
Convergence Model for Dynamic Networks
Given a sequence {G t : t ≥ 0} of networks and some initial configuration v 0 ∈ R n , we describe the update rule for each timestep. At timestep t, the nodes are connected by the network G t ; we denote the degree of node i by d t [i] . Moreover, each node i has some positive weight w t [i] ≥ d t [i] + 1, which indicates how resistant the individual is to others' opinions, with a higher weight indicating higher resistance. The update rule for each node i at time t is given by the following equation:
(1)
Matrix Notation. The update rule can be expressed succinctly using matrix notation. We treat w t , v t , and d t as n×1 column vectors. Given a network G t , recall its Laplacian L t is defined as the n×n matrix such that
, and 0 otherwise.
Given a square matrix A, we denote its trace by tr(A)-that is, the sum of its diagonal entries. Given a vector w ∈ R n , we use Diag (w) to denote the diagonal matrix such that
. Given a weight vector w t ∈ R n , let W t = Diag (w t ) and the transition matrix P t = I n − W −1 t L t , where I n is the n × n identity matrix. Then, equation (1) can be rewritten as:
Special Cases. We describe some special cases for the weights w t :
-Static Weight Model: In this case, there is some fixed weight vector w ∈ R n such that for all timesteps t, w t = w. Observe that in this case, we need to restrict the networks such that for all t and all nodes i, the degree
To ensure that each node is still influenced by its neighbors, we normally also assume
-Uniform Averaging Model: In this case, for each timestep t and each node i,
Observe that in this case, the new opinion of a node is simply the average of the sum of its and its neighbors' opinions. Hence, equation (1) 
Convergence Time. Given some initial configuration v 0 ∈ R n , and some convergence process, for > 0, the convergence time to achieve -consensus is the minimum T such that for all t ≥ T , τ (v t ) ≤ .
Union Network. We do not always require each network G t to be connected. We can still prove convergence results as long as the union of the networks over a certain period of time is well connected. Formally, suppose that I is a set of time indices for the collection of networks {G t = (V, E t ) : t ∈ I}. Then, the union network over I is defined as ∪ t∈I G t := (V, ∪ t∈I E t ).
Stochastic Matrices
We mention some useful results about stochastic matrices. Recall that an n × n matrix M is row stochastic (or simply stochastic) if all of its entries are nonnegative and the entries of each row sum to 1. Observe that the transition matrix P t in (2) is stochastic. Recall that the product of two stochastic matrices is still stochastic. We define two measures for matrices, which describe how different the rows of a matrix are.
Definition 2.2 (τ 1 -and τ 2 -Measures). Given a matrix P, the τ 1 -measure of P is defined as τ 1 (P) = 1 2
Intuitively, the τ 1 -measure of a matrix is the half of the maximum 1 -norm between any two rows, and the τ 2 -measure is the maximum 2 -norm between any two rows. Fact 2.1 states an important relationship between the τ 2 -measure of the product of two matrices and product of the measures of the corresponding matrices. Its proof is given in Chazelle [2009] and Moreau [2005] . Fact 2.2 relates the τ 1 -measure of a stochastic matrix with its smallest entry. For completeness, we include the proofs of these facts here.
FACT 2.1. For any stochastic matrix A and any matrix B, whose dimensions are compatible with A such that AB is well defined, we have τ 2 (AB) ≤ τ 1 (A)τ 2 (B).
PROOF. Given a matrix M, we use lowercase m ij to denote its (i, j)th entry and uppercase M i to denote its ith row vector.
Fix the two rows i, j that define τ 2 (AB)-that is, the 2 -norm between the ith and the jth row vectors of AB is τ 2 (AB).
Define α := 1 2
hence, the ith and jth rows of AB are also identical and so τ 2 (AB) = 0. The fact holds trivially.
Therefore, we consider the case α > 0. Observe that the ith row of AB is k a ik B k , and a similar expression holds for the jth row. Denote γ k := min{a ik , a jk }. Recalling that τ 2 (AB) is the 2 -norm between the ith and the jth row vectors of AB, we have the following:
Since α ≤ τ 1 (A), we have
Observe that in the sum k
(a ik − γ k ) are nonnegative, and using the fact that the matrix A is row stochastic, we can show that α = k (a ik −γ k ). Hence, the first sum is a convex combination of the row vectors of B; similarly, the same holds true for the other sum. Finally, observe that maximum 2 -distance between two points in a convex set is achieved by the extreme points, which in this case are the row vectors of B; therefore,
, which completes the proof.
Observe that any stochastic matrix P has the property that τ 1 (P) ≤ 1, and for a column vector v, τ (v) = 2τ 1 (v) = τ 2 (v). Hence, it follows that for all t,
FACT 2.2. Suppose that P is a stochastic matrix such that all of its entries are at least some number α > 0. Then, τ 1 (P) ≤ 1 − nα.
PROOF. For any i and j
Thus, by the definition of τ 1 -measure, we have
STATIC WEIGHT MODEL: LIMITED DEGREE VARIATION AND WELL-CONNECTED DYNAMIC NETWORKS
In this section, we show that fast convergence for the static weight model is achieved if in the given sequence {G t } of networks each G t is well connected, and for each node i the degree d t [i] does not vary too much with respect to t. In particular, we explore a quantitative relationship between the convergence time and the connectivity of the given networks. The concept conductance can be used to measure how connected a graph is.
Definition 3.1 (Conductance). Given a network G = (V, E) and a subset S ⊆ V , the edge border set of S is defined as
Given any stochastic matrix P, we sort and label its eigenvalues in the descending order of the eigenvalues' magnitude-that is, |λ 0 (P)| ≥ |λ 1 (P)| ≥ · · · ≥ |λ n−1 (P)|, where λ 0 (P) = 1. The following lemma, which is an extension of the Cheeger's inequality, relates the spectral properties of a transition matrix P and the conductance of the underlying network. PROOF. Let x be a unit length eigenvector of P with eigenvalue λ = max i =0 {λ i }-that is, Px = λx. We relabel the vertices such that
Considering the ith coordinate of the equality Px = x − W −1 Lx = λx, we have
Consider two sets of nodes {i|x[i] > 0} and {i|x[i] < 0}. Since i w [i] x[i] = 0, these two sets are both nonempty. Without loss of generality, we assume that i:
Thus we have,
where the last inequality follows because
Then we have
.
The last inequality follows from the fact that
By Cauchy-Schwarz inequality, we get
where V ≤i denotes the set of nodes with labels no larger than i.
and consequently
follows from the definition of conductance. When i < i * ,
Thus, we have 1 − λ ≥ , it could be checked that H is also a stochastic matrix. From the spectral graph theory, the spectrum of A ranges over a subset of interval [−1, 1], and consequently we know that P's spectrum should range over a subset of interval [0, 1]. Hence, we have shown |λ 1 (P)| ≤ 1 − 2 2K .
THEOREM 3.3 (STATIC WEIGHT MODEL). Given a positive weight vector w ∈ R
n and a sequence {G t : t ≥ 0} of networks, let the transition matrix P t := I n − W −1 L t , where W = Diag (w) and L t is the Laplacian of G t . Suppose that there is some 0 < η < 1 such that for all t, |λ 1 (P t )| ≤ 1 − η. Then, for any initial configuration vector v 0 , the convergence time to achieve -consensus is O(
for each i, w[i] = O(n). For the special case when all nodes i have the same w[i], the convergence time can be improved to O(
PROOF. Let λ := 1 − η. Suppose that P := I n − W −1 L is the transition matrix corresponding to some network with Laplacian L such that |λ 1 (P)| ≤ λ.
2 and observe that M is symmetric. From the theory of linear algebra, M is similar to P and has exactly the same eigenvalues as P. In particular, M has eigenvalue 1 with the corresponding eigenvector u 0 = tr (W)
where 1 is the all one's vector. Moreover, since the eigenvectors of a symmetric matrix are mutually orthogonal, we have for each vector z that is orthogonal to u 0 , the vector Mz is still orthogonal to u 0 and ||Mz|| 2 ≤ λ||z|| 2 . For each t, we define
Given an initial configuration vector v 0 , we write W 1 2 v 0 = x + y, where x is parallel to u 0 and y is orthogonal to u 0 . According to our convergence model, we have
We next observe that all entries of W Observing that W − 1 2 is a diagonal matrix such that each entry is at most 1, we have ||W 
For the special case when w[i] = 2n for all nodes i, we have the following corollary, also using Lemma 3.2 and the identical weight case in Theorem 3.3. 
COROLLARY 3.5 (LINEAR CONVERGENCE TIME). Given a sequence

ANALYSIS OF THE UNIFORM AVERAGING MODEL
In this section, we analyze the convergence time for the uniform averaging model. Given a network G t , we consider the weight vector w t such that w t [i] = d t [i] + 1, the degree of node i plus 1. The transition matrix is given by
We also assume that each network in the sequence {G t } has degree bounded by some d-that is, for all t and all i, d t [i] ≤ d. However, we only need weak connectivity assumptions on the given sequence of networks. We do not even require each network to be connected. All we need is that there is some integer k such that the union of the networks in all k consecutive timesteps is well connected. Although we only prove convergence time polynomial in n, experiments in Section 5 suggest that the convergence time for the uniform averaging model is O(log n) for well-connected networks.
Weakly Connected Networks
Given a network, the standard notion of vertex expansion can measure its connectivity.
Definition 4.1 (Vertex Expansion). Given a network (undirected graph) G = (V, E) and a subset S ⊆ V , the vertex border set of S is defined as δ(S) = {v ∈ V (G)\V (S)|∃u ∈ S, s.t. {u, v} ∈ E}. The vertex expansion of G is defined as (G) = min{
Definition 4.2 (Union Vertex Expansion). Given a sequence {G t : t ≥ 0} of networks and an integer k ≥ 1, we say that the sequence has k-union vertex expansion at least φ if for any t ≥ 0, (∪
The main result of this section is given in the following theorem, which is a direct consequence of Lemmas 4.5 and 4.6. THEOREM 4.3 (CONVERGENCE TIME FOR UNION VERTEX EXPANDERS). Suppose that the network sequence {G t } with bounded degree d has k-union vertex expansion at least φ > 0. Then, given an initial vector v 0 ∈ R n and > 0, the convergence time to achieve -consensus under the uniform averaging model is n
We introduce the idea of hitting diameter of a network sequence, which intuitively measures the number of timesteps required for any person's opinion to have some influence over that of everyone else.
Definition 4.4 (μ-Hitting Diameter). Given a network sequence G = {G t : t ≥ 0}, let P t be the transition matrix associated with G t under the uniform averaging model. Let 0 < μ < 1 n . The μ-hitting diameter of the sequence, denoted by HDiam μ (G), is at most T , if for every t ≥ 0, every entry of the product P t+T −1 P t+T −2 · · · P t is at least μ. PROOF. By Definition 4.4 and Fact 2.2, we have for all t ≥ 0, τ 1 (
, where we have used the inequality 1 + x ≤ e x for all real x. Therefore, by Fact 2.1 described in the preliminary τ 2 (v t ) ≤ exp(−nμ Next, we show how to use this lemma to derive the convergence time for a specified class of networks.
LEMMA 4.6 (HITTING DIAMETER FOR UNION VERTEX EXPANDERS). Suppose that a network sequence G = {G t : t ≥ 0} has bounded degree d and k-union vertex expansion of at least
suffices to show that for any t ≥ T −1, every entry of the product P T t := P t P t−1 · · · P t−T +1 is at least μ.
For 1 ≤ i ≤ j, we use the notation P t,k [i.
. j] to denote the product
Observe that for each t, the transition matrix P t obtained from G t through the uniform averaging model has the following properties:
-Since G t has bounded degree d, every nonzero entry of P t is at least 1 d+1 .
Observe that we can view a matrix P as a directed graph G (P), where (u, v) ∈ G(P) iff P [u, v] > 0. Hence, G(P t ) is a directed version of G t with self-loop at every node added.
Given square matrices A 1 , A 2 , . . . , A l , observe that the (u, v)th entry of the product A 1 A 2 . . . A l is nonzero iff node v can be reached from node u in exactly l steps such that for every 1 ≤ i ≤ l, only an edge from G(A i ) can be used in step i.
Hence, it follows that for every i, G (P t,k 
r=t−(i−1)k G r with self-loops added, which from the hypothesis has vertex expansion at least φ. . Hence, we conclude that every entry of P T t is at least μ := (
The connectivity of a network can also be measured by its eigenvalue gap, whose relationship with vertex expansion is given by the following lemma, which is a variation of Cheeger's inequality. We include its proof for completeness. 
where 
Hence, as long as the vector x satisfies (3), we have η We denote S = V \S and define a vector x as 
Finally, observe that η > 0 implies that the graph G is connected, and hence, for all 
Random Networks
Our analysis for union networks can be easily extended for random networks. Specifically, we only require that the union vertex expansion property holds with some positive probability. Hence, our results also hold for random graphs with expansion property, such as G n, p .
Definition 4.9 (Union Vertex Expansion with Probability ξ ). Given a sequence {G t : t ≥ 0} of networks and an integer k ≥ 1, we say that the sequence has k-union vertex expansion at least φ with probability ξ > 0, if for any t ≥ 0, (∪ t+k−1 r=t G r ) ≥ φ holds with probability at least ξ > 0; moreover, the events involving no common t's are independent as long as the underlying G r 's involved are different. , every entry of the product P Consider a block of networks from the sequence of size k. By the hypothesis, the union graph over k networks has vertex expansion at least φ with probability at least ξ . From the proof of Lemma 4.6, we need l := O( log n φ ) such blocks in order to argue that every entry of the corresponding product of transition matrices is nonzero. Hence, by Chernoff bound, if we have ) networks, as required. Let P (T ) denote the product of a block of T transition matrices derived from the given sequence. We have just proved that with probability at least 1 2 , each entry in P (T ) is at least μ. Hence, from Fact 2.2, we can conclude that with probability at least 1 2 , τ 1 (P (T ) ) ≤ 1 − nμ ≤ e −nμ . Finally, if we are given an initial configuration vector v 0 and > 0, the τ 2 -measure of the configuration vector after multiplying by M such blocks of matrices (each block is a product coming from T transition matrices and each entry of the product is at least μ) is at most τ (v 0 ) · e −Mnμ , which is at most for M = ( 1 nμ log τ (v 0 ) ).
Hence, using Chernoff bound again, with probability at least 1 − e − (M) ≥ 1 − exp(−n ( k log d φξ ) ), given 4M blocks of size T transition matrices, at least M such blocks will have a product such that every entry is at least μ.
Therefore, we conclude with all but negligible probability exp (−n ( k log d φξ ) ), the convergence time to achieve -consensus is O(MT ) = n O( k log d φξ ) log τ (v 0 ) .
EXPERIMENTS
In this section, we design experiments to simulate the behavior of our convergence models. In each simulation, we choose = 0.001 and record the average convergence time to achieve -consensus. We observe in each case how the convergence time varies with n, the size of the network:
(1) G n, p under the Uniform Averaging Model: At time t, the network G t is sampled independently from G n, p , where p = and use the G n, p as the union network over k consecutive timesteps. In particular, we sample a G n, p graph as before and divide the edge set (randomly) into k different sets (k = 1, 2, 5), each of which forms the edge set of a network in one timestep. The result is in Figure 2 . In all of the experiments, we see that the convergence time grows logarithmically with the size of the networks. As a visual aid, the circles in each graph give a reference for logarithmic growth.
