The history of human performance modeling is rooted in a practical need to support engineering design, and it is a longer history than one might suspect. Of course, there also have been many models of behavior proposed and tested in the psychological literature throughout the history of experimental psychology. This article is not about those models but rather is a survey of models of integrated human task performance -models that can be represented mathematically or programmed in a computer and can, in principle, produce predictions of human performance of practical importance. These models are integrated in the sense that they encompass the entire informationprocessing system from sensory input to motor output and, unlike more standard psychological models, are not limited to representing perception, memory, or decision making in isolation.
tems came into being with the growth of the nascent field of servomechanisms.
The guts of a servomechanism of the kind that controlled a gun turret typically included a powerful electric motor or a hydraulic pump that could develop high torque at low speeds to move the turret around and could be controlled by a low-power electrical signal derived from a control device that could be operated by a human controller. They were almost always embedded in a feedback loop, which improved their stability. Although many have been interested in the temporal response -the relationship between sensed input and motor output as a function of time -engineers discovered that the properties of such devices are best characterized by understanding the temporal response after it has been transformed into frequency response terms, that is, the ratio of output to input amplitude and the lag in response over the range of frequencies to which they are sensitive. For systems that respond linearly to these inputs, the entire frequency response function can be characterized by a mathematical expression called the transfer function.
More Than 50 Years of History and Accomplishments in Human Performance Model Development
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Objective: I provide a summary that introduces three significant threads in the development of human performance models (HPMs) -manual control models derived from engineering control theory, network models founded on the definition of human reliability, and models derived from cognitive architectures. Background: HPMs are important because they allow the quantification of human performance capacities and limitations to be included in the analysis and simulation of engineering systems. Method: For each thread, founding articles and contemporary developments are cited that illustrate the range of innovation that has taken place. Results: Many contemporary concepts are rooted in this modeling history. Conclusion: The most successful models represent circumstances for which the situational and temporal environment in which the human performance takes place is most heavily constrained. Application: Applied illustrations are drawn from vehicle handling qualities, unmanned aerial systems, and mission training, for example.
THE TRANSFER FUNCTION APPROACH TO MANUAL CONTROL
Arnold Tustin, a well-known British electrical engineer, produced the first known publication devoted to understanding human control in the engineering language of servomechanisms (Tustin, 1947) . During World War II, he was concerned with design of these massive gun turrets and wanted to make their servomechanism response more compatible with human control. Through laboratory experiments and tedious paper-andpencil analysis, he demonstrated that the human response could be approximated by a transfer function, which would thereby allow the analysis of the physical servomechanism response and the response of the human controller of the gun turret to be an integral unit. This was important because the closed-loop system performance depended on both. Tustin also explored various "aided gunlaying" feedback equalization schemes to improve aiming performance when a human operator was present in the control loop. It was truly pioneering work and began what came to be called the field of "manual control."
In 1954, Franklin Taylor, a psychologist, and Henry Birmingham, an electrical engineer, both at the U.S. Naval Research Laboratory, published a paper in the Journal of the Institute of Radio Engineers (now the Institute of Electrical and Electronic Engineers, IEEE), titled "ADesign Philosophy for Man-Machine Control Systems" (Birmingham & Taylor, 1954) . Birmingham understood servomechanisms theory and described conceptually how it would apply to human perceptual-motor skills. The article discussed various kinds of control systems, particularly the manual control of a submarine, which is a very complex control problem because of the massiveness of the boat and the nature of the control surfaces. They also described "quickening," a clever example of how you could augment the display of information to improve the stability of control.
Then in 1957, Duane McRuer, a world-class control engineer, teamed up with Ezra Krendel, a psychologist, to undertake a comprehensive review of all the work in manual control dating back to Tustin (McRuer & Krendel, 1957; see also McRuer, Graham, Krendel, & Reisener, 1965 
THE OPTIMAL CONTROL MODEL OF MANUAL CONTROL
In the 1960s, modern control theory was sufficiently developed that Shelly Baron and David Kleinman, at Bolt Beranek and Newman (now BBN Technologies), applied it to the manual control problem (Baron & Kleinman, 1969) . The key developments in modern control theory were expressing the control problem in a matrix of state space variables and the idea that a closed-form solution to the equation representing optimality could be obtained by minimizing a very general evaluation function (Kalman & Bucy,1961) . When applied to manual control, the "evaluation function" is typically the mean square error or some weighted sum of error and control effort. The "ideal," or optimal controller, was derived that minimized this metric, subject to the constraints faced by human operators. It was then assumed that this optimal solution was a quantitative model that reflected the behavior of a well-trained operator faced with the same constraints and performance limitations.
Both classical models and optimal control models (OCMs) are still in use today. The classical models developed by McRuer and colleagues provide good intuition about conditions for system stability and an understanding of the variables to which performance is sensitive. However, construction of the models requires extensive knowledge of transfer function behavior and involves substantial individual tailoring for specific cases. When applicable, the OCM produces a specific solution largely automatically but does not provide as much direct insight into the stability boundaries or the actual control behavior that will result.
There has not been much innovation in manual control models since about 1980. The quasi-linear model of McRuer et al. (1965) and the optimal control model still represent the state of the art. Automation, such as autopilots and automatic landing systems, has been introduced into many systems where manual control was critical, reducing the need for "inner loop" control. As a result, there are fewer demands for this class of model. However, there continue to be applications, mainly to aviation (fighter, civil aircraft; see, e.g., National Research Council, 1997) and in the world of ground vehicles, their drivers, and steering control system design (e.g., Salvucci & Macuga, 2002) . The book by Jagacinski and Flach (2003) captures the current state of theory and applications very well.
HUMAN RELIABILITY MODELS
According to Miller and Swain (1987) , as early as 1952, Alan Swain's group at Sandia National Laboratories attempted to analyze quantitatively the contribution of human reliability to overall system reliability in the context of a classified analysis of aircraft nuclear weapons systems, but the analysis suffered from a lack of reliable data. In 1962, the American Institutes for Research reported on an effort to create a database of reliability statistics -that is, the probability of error for elemental human actions, such as reading dials, turning valves, or operating controls. The document is referred to as the AIR Data Store (Payne & Altman, 1962) . A more accessible summary of these kinds of data is contained in Boff and Lincoln (1988) .
The authors' (Miller & Swain, 1987) goal was to support predictions about the probability of human error in routine operations. Performing typical human tasks involves the serial aggregation of collections of elemental actions, and as task analysis reveals, the aggregation involves a contingent branching structure of possible paths through a network of such actions. Applying the standard reliability Equation 1 to this aggregation process yields a simple model that could predict the probability of human error. In Equation 1, the Q(e k )s represent probabilities of error in each element in a particular path through the task. Then the probability of successfully completing each element, e k , is 1 minus the error probability. Thus the aggregate probability of error is 1 minus the product of the individual probabilities of success.
Swain has been the major innovator in this work, creating the technique for human error rate prediction (THERP; see Swain & Guttmann,1983) . Subsequently, his group has pioneered the refinement and application of this technique in the nuclear power industry and elsewhere. It applies standard reliability equations to task analyses using data from databases such as the AIR Data Store and invokes performance-shaping factors (PSFs) to account for human individual differences, environmental variables, and so forth. The PSFs are adjustments to the database entries to take account of the specific contextual conditions that are postulated to exist in the task and in the working environment.
THE SIEGEL AND WOLF NETWORK MODEL
It is only a small step from the early reliability analyses to the innovative modeling work of Siegel and Wolf (1969) . Art Siegel was a psychologist interested in predicting human performance in applied settings. He had the vision that it would be possible to create a Monte Carlo simulation version of a reliability network model that could incorporate performance times as well as reliabilities and that could predict a variety of measures derived from these, such as workload and productivity. He pursued this approach throughout the 1960s and early 1970s with support primarily from the Office of Naval Research. Jay Wolf was a computer specialist with a full-time job at the Burroughs Corp. In the archives of the Charles Babbage Institute, he is credited with seminal contributions to several of Burroughs's early computers. He was responsible for coding up Siegel's model. I assume he was paid for his work, but he did it in his spare time, more or less as a hobby.
Their approach was to create a task network, a branching series of network nodes, that captured the operations of a man-machine system. Each node or "action unit" had a probability of success and a statistical distribution of comp le tion times
moderated by a series of PSFs or moderator functions. PSFs were implemented as scale factors applied to the action units and were implemented globally; that is, they were programmed to apply to all the relevant action units in a simulation. Aggregate probabilities of success and performance times were estimated by averaging multiple Monte Carlo simulation executions of the overall network.
During the 1960s, he and Wolf created a series of models, starting with a single operator, single machine and working up to groups or teams operating in coordinated actions with larger-scale systems. The group model was validated using a realistic 21-day training mission of a nuclear submarine. Only data available to the system design personnel early in the system planning stage were employed as input data to the model, and the results were compared with actual mission results for typical 8-and 12-hour shifts. Quantitative data were available to compare with actual manning statistics and submarine crew members' performance. Predictions and actual performance were remarkably similar.
SAINT AND MICRO SAINT
The U.S. Air Force became interested in the modeling approach used by Siegel but realized that, although very promising, it needed the expertise of Art Siegel and his proprietary code to apply it. To make the methodology more accessible, the U.S. Air Force funded the development of SAINT (Systems Analysis of Integrated Networks of Tasks), a general-purpose discrete simulation language, written in FORTRAN. It was designed specifically to capture the methods and innovations introduced by Siegel, particularly the capability to define global moderator functions that would affect multiple nodes (Wortman, Pritsker, Seum, Seifert, & Chubb, 1974) . SAINT was used in a number of Air Force studies and also by the Department of Transportation. An accessible example applied to a remotely piloted drone control facility (unmanned aerial systems, or UASs, in today's terminology) is Wortman, Duket, and Seifert (1975) .
Then, in 1982 or so, Alan Pritsker of Pritsker and Associates, who had implemented SAINT, hired Ronald Laughery, who recently had received his doctorate from the University of Buffalo, to work on an Army human factors application that was to use SAINT. It was not long before Ron found an outlet for his entrepreneurial genes. To start his own company, Micro Analysis and Design (MAAD), now a division of Alion Corp., he sensed the value of rewriting SAINT in a simpler form that would run on a PC. The result was Micro Saint. The first commercial version was available in about 1986 and was written in C. It captured the functionality of SAINT and therefore traces its lineage to the Siegel and Wolf models. Micro Saint, like SAINT, is fundamentally a general-purpose discrete simulation engine.
Since 1986, Micro Saint has been through several revisions, the most recent called Micro Saint Sharp, because it is written in C-Sharp. It has also spawned a family tree of special-purpose applications of its own. These descendants have varying degrees of commonality with Micro Saint and varying degrees of specificity. The most prominent thread is contained in the IMPRINT series of applications, mostly sponsored by the U.S. Army, which provide modeling templates specifically adapted to particular human performance modeling applications (Archer, Headley, & Allender, 2003) . Micro Saint and its derivatives have been widely used to model task performance, both in the military and elsewhere. Two workload-specific applications are W/INDEX (North & Riley, 1989) and WinCrew (Lockett, 1997) .
HOS
MS HOS has a history of its own. In 1969, Robert Wherry Jr., then with the Navy at Point Mugu, California, conceived of the Human Operator Simulator (HOS) (Wherry, 1969) . The ingenious idea was to have an easy-to-use, high-level procedure language (HOPROC) for programming task execution together with a collection of "micro-models," that is, model modules that could be "called" in the larger task representation program to execute frequently invoked individual human performance processes such as dial reading or button pressing. The procedure language code, together with the micro-models, would then be compiled to produce a runable simulation of human-machine performance. Early versions of HOS were used by the company, Analytics, to model some naval air surveillance operations (Lane, Strieb, Glenn, & Wherry, 1981) . Later, when Micro Analysis and Design took over further development, it produced a version, MS HOS, and HOS concepts began to appear in other MAAD products. IPME, a development primarily for Great Britain and Canada, employs the Micro Saint engine but uses a HOS-like architecture (Hendy & Farrell, 1997) .
Meanwhile, a number of the original developers of HOS at Analytics migrated to CHI Systems, a company newly formed by Wayne Zachary in 1985. Their first modeling product was heavily influenced by HOS. The current version of CHI Systems modeling software is COGNET/iGEN, which represents another major player in human performance modeling and simulation (Zachary, Santarelli, Ryder, Stokes, & Scolaro, 2000) . COGNET takes as input task analysis results and estimates for the time to perform simplified task elements, usually derived from observing similar systems in actual operation. It produces predictions at many different levels of detail, depending on the purposes of the study, most commonly including overall system performance times, workload, and some measure of operational or mission success.
In summary, reliability models continue to be applied in the electric power industry, and new perspectives associated with resilience engineering have sparked renewed interest in reliability modeling (Hollnagel, Woods, & Leveson, 2006) . Art Siegel started something that lives on to this day. Micro Saint Sharp remains a popular computing engine for building human performance models. The Imprint series of Micro Saint applications continues to evolve and grow in capability. Although it requires understanding of computing, modeling, and simulation fundamentals, it is relatively easy to learn to use and can be applied to generate models at a very wide range of complexity (Hawley, Lockett, & Allender, 2005) .
COGNITIVE PROCESS MODELS
The last of the historical threads, and the most contemporary, is that associated with cognitive architectures. A cognitive architecture is a form of integrated human performance model. What distinguishes it from the other models that we have been discussing is that the core model is designed to simulate what the authors of the model consider to be a theory of how the human informationprocessing system could work. Amore substantive discussion is contained in Byrne (2003) , and a comprehensive summary of both models and military applications up to 1998 is provided by Pew and Mavor (1998) .
Whereas both manual control and network models have their roots in applied needs, cognitive models tend to have stronger roots in psychological theory. The introduction of the "General Problem Solver" (Newell & Simon, 1963) placed the idea of computer models in the context of simulations of human information processing and cognition more generally. Newell and Simon (1963) deserve much of the credit for kicking off the more general interest in the computer as a simulation tool capturing theories of human performance.
All of the cognitive process models discussed in this article produce complete simulations (often in real time) of the behavior of the human-machine systems they are mimicking. These simulations can be interconnected with other simulations or can be embedded in operational systems with human operators to substitute for unavailable participants or other coordinated human-machine systems.
SOAR
The most direct spin-off of Alan Newell and Herbert Simon's work, especially Newell's, has been the cognitive architecture Soar, originally developed in 1983 by John Laird and Paul Rosenbloom. Soar does not make great claims about correspondence with human brain function but considers its architecture to be a complete simulation of an intelligent agent. It requires the definition of the "problem space," which includes detailed information about the task requirements and depends on sensory input from the environment, usually a computer-coded version of the current state of the displays and controls in the human-machine system. Its output is a complete simulation from which a variety of performance measures can be derived. The institution of annual Soar workshops and tutorials has been a significant driver in growing the community of interest since Laird and Rosenbloom's original development (Lewis, 1999) .
GOMS
At about the same time, Stuart Card and Thomas Moran were also working with Alan Newell on the more applied implications of his perspectives. The seminal book The Psychology of Human-Computer Interaction (Card, Moran, & Newell, 1983) introduces GOMS, which stands for Goals, Operators, Methods, and Selection Rules. GOMS itself is not a computer model. It is a systematic description of how to calculate the time to accomplish tasks by taking account of the time for physical and mental actions required of the task.
It did not take long before this recipe was converted into computer code that could be programmed to complete the calculations, and these versions were, indeed, computer models that took as input characterizations of the GOMS elements (i.e., goals, methods, operators, and selection rules) associated with specific tasks to be modeled and produced an output timeline of task completion (Kieras, 2003) . This was soon followed by EPIC (Executive-Process/Interactive Control), a genuine cognitive architecture that elaborates and deepens the GOMS action descriptions, especially of perceptual-motor operations (Kieras & Meyer, 1997) . EPIC takes sensory input from the environment and produces the same kind of complete simulation of performance as the other cognitive process models.
ACT-R
The provenance of ACT-R is John Anderson's work at Stanford with Gordon Bower on computer simulations of memory, most notably HAM (Human Associative Memory) (Anderson & Bower, 1973) . From that point forward, Anderson has dedicated his research to seeking a theory of cognition capable of being represented in a computer simulation. Together with his many distinguished students, he has broadened and deepened both the theory and the application so that today, ACT-R is perhaps the most widely used cognitive architecture, both for quantitative explorations of cognition and for applications in which human cognitive performance is paramount (Anderson & Lebiere, 1998) . ACT-R is also a complete simulation that requires input describing the details of each task and the task environment and produces a complete simulation from sensory input to task execution.
MIDAS/D-OMAR
In the mid-1980s, the NASA Ames Research Laboratory, together with the Army Aero-Flight Dynamics Directorate based at Ames, became interested in developing "a predictive methodology for use by designers of cockpits and training systems for advance technology rotocraft" (NASA Ames Human Factors Research Division, 1986, p. 2) . They referred to it as the Army-NASAAircraft Aircrew Integration Program, or A 3 I. Their initial interest was in modeling the human systems integration of a future scout/attack helicopter with the idea of supporting the system acquisition process for the next Army helicopter procurement. The A 3 I program morphed into a cognitive architecture, MIDAS (Man-Machine Integration Design and Analysis System), that produces a complete simulation of the behavior of a multiperson crew of an aircraft, and over the years, it has undergone a number of transformations. Because one of the goals was to support designers with enhanced visualizations of the implications of cockpit design alternatives, the JACK digital human anthropometric model was introduced into the system to provide a simulated manikin to populate the cockpit and assess workplace layout (Badler, Lee, Phillips, & Otani, 1989) . In the mid1990s, a version of MIDAS was transferred to San Jose State University, where its development has continued, emphasizing models of the air traffic control process, while further development and use of the Army version has continued at NASA.
DISTRIBUTED OPERATOR MODEL ARCHITECTURE
Drawing on the BBN-developed infrastructure that led to MIDAS, BBN produced a modeling and simulation environment of its own, OMAR (Operator Model Architecture), in 1993 (Deutsch, Adams, Abrett, Cramer, & Feehrer, 1993) . Since that time, OMAR has evolved into a distributed architecture version, D-OMAR. What distinguishes D-OMAR is that rather than being a particular cognitive architecture, it provides a suite of software tools from which to implement alternate architectures. D-OMAR has been used for a variety of modeling activities in the past 5 years, most notably in evaluating workplace design and understanding sources of human error in commercial aircrew and air traffic control environments (Deutsch, 2008; Deutsch & Pew, 2007) .
CONCLUSION
It has often been said that the success of modeling human performance depends on the constraints imposed by the environment. As more constraints are placed on an operator's performance, the models will be more successful. It is interesting to note that the manual control models were and are successful because the required performance is very well defined and constrained, and this is the area where human performance modeling got its start. Similarly, network models are most successful when there is little discretionary time -that is, maximal constraint on what to do next at each moment in time. It is in the cognitive architectures that modelers have sought to extend the range of applicability to situations that (a) have potential choices of what to do next, (b) are process constrained rather than time constrained, (c) elaborate alternative strategies, and (d) deepen the models to be more realistic with respect to internal perceptual and cognitive processes for which the external environmental constraint is less useful. Gluck and Pew (2005) describe a model comparison including COGNET/iGEN, ACT-R, and a combination of Soar and EPIC. They provide a good example of the levels of success that can currently be achieved. A great deal of progress has been made in the almost 60 years since Tustin first proposed an analysis of human performance in a closed-loop control system.
That is not to say that there is not much more work to be done. Virtually all the models that have been developed to date are "brittle." That is, they work well for the conditions under which they were initially developed but cannot manage even mild extensions of operating conditions. Developing ways to circumvent the brittleness problem is a major future challenge.
Many of the models, particularly those derived from cognitive architectures, are very complex and difficult for the average human factors analyst to use. Even the simplest from the IMPRINT series of models requires considerable training to understand and operate. There is a significant need for new modeling environments that reduce the burden on individuals who wish to program and use such models.
Nevertheless, the engineering world is moving more and more in the direction of supporting design with models and simulation prior to and as an adjunct to constructing hardware and writing complex software. If the human factors community is to keep pace, we must invest in improving the quality and usability of our models and ensure that our practitioners are trained in the skills necessary to use and develop such models. The world is rife with applications. There is growing interest in human systems integration in health care systems. Designers of aircraft and air traffic control systems have been using models for some time, and concerns about the Next Generation Air Transportation System (NGATS) make this area especially timely (see Foyle & Hooey, 2007 , for recent examples of modeling in this area). Of course, research and development in the military has provided the prime investments in human performance modeling technology and continues to have substantial modeling needs.
