Abstract Remote sensing and Geographic Information Systems (GIS) play a fundamental role in hydrological applications. In this paper the most commonly used processing procedures for remotely sensed datain particular image processing techniques -and the capabilities of GIS technologies are presented. The aim of this paper is to show the merit of a combination of these tools with hydrological models. An important aspect herein is the use of image processing systems, GIS, database management systems (DBMS) and hydrological models in a integrated analysis system. 
INTRODUCTION
Remote sensing and GIS technologies are well established tools and are routinely used in applied hydrology. In conventional applications, either results from remote sensing or from GIS analyses serve as input into hydrological models. During the last few years, research has focused on the question of how to integrate both technologies with hydrological models in integrated analysis systems.
Remote sensing is presently in transition from a descriptive phase to a quantitative technology. Measurements may be carried out from the ground (field measurements) but the advantages of remote sensing applications in hydrology as a source of spatial information (in opposition to point measurements) becomes more obvious if sensors on air-or spaceborne platforms are used. The sensors measure the spectral characteristics of interest and their variations in time over large areas, providing data input into various hydrological models. Additionally, remote sensing data represent an important input into algorithms which allow the derivation of hydrological parameters. Remote sensing -especially using spaceborne sensors -offers the advantage of long term (years to decades) temporal and spectral data sets over relatively large regions (local to global scale) and, therefore, of monitoring the (temporal, spectral and spatial) variations of objects at the Earth's surface.
This discussion of processing remotely sensed data is focused primarily on data recorded in the optical range (0.4-12.5 /xm) of the electromagnetic spectrum. Generally, two major processing groups may be distinguished: physically-based and statistically-based methods, both in combination with image processing techniques. In most hydrological applications, statistical methods and image processing have proved to be most effective. These techniques do not ask for complex physical measurements which can usually be carried out only for very small areas. Statistical methods are, therefore, applicable over larger areas whereas physically-based methods are preferred in basic research. Visual interpretations are still a meaningful technique for analysing remote sensing data and may even be preferred to digital analysis techniques in certain situations (e.g. in field campaigns in remote regions or in projects where no or only limited computer equipment is available).
The most common applications of remote sensing data in hydrology are related to the investigation of cloud cover, impervious surfaces, floods, land use, radiation, rainfall, snow cover, soil moisture and surface temperature to name a few important applications for monitoring and forecasting. Some of these applications are presented here. Additional examples may be found in Engman & Gurney (1991) and Haefner & Pampaloni (1992) which give an overview of the variety of remote sensing applications in hydrology.
Geographic Information Systems (GIS) -in addition to remote sensing -have contributed significantly to applied hydrology in state and government monitoring and forecasting projects. GIS technology can provide resource managers and decision makers with tools for effective and efficient storage and manipulation of remotely sensed information and other spatial and non-spatial information (Estes, 1992) . Remotely sensed data, effectively integrated within a GIS, can be used to facilitate measurements, mapping, monitoring and modelling activities.
Designing and building a GIS database may be an expensive enterprise since it includes the import and entry of data from many different sources (this means that very often data have to be digitized from source documents). Data themes can range from hydrological (e.g. runoff) and climatological (e.g. temperature, precipitation) to data from both point and areal measurements.
Remote sensing and GIS technologies do not replace conventional maps for hydrologists but facilitate processing, management and interpretation of all the available data. Remote sensing data coupled to conventional data (e.g. hydrological, climatological, topographical etc.) within a GIS give a digital representation of the temporal and spatial variations of selected variables and can serve as input into hydrological models. Due to the digital character of these data, quantitative analyses can be carried out and data can easily be updated and specific selections of data can be displayed or printed as a conventional map.
Remote sensing and GIS can be used separately or in combination with hydrological models (whereas selected hydrological modelling can be done within the GIS). In the case of a combined application, an efficient, even though more complex, approach is the integration of remote sensing data processing, GIS analyses, database manipulations and models into a single analysis system. Such an integrated analysis, monitoring or forecasting system (based on remote sensing, GIS and DBMS technologies) requires the hydrologist to understand not only the hydrological problem but also the available technologies yet without being a computer expert. Such an integrated analysis system enables the hydrologist to focus on solving the problem rather than spend time on technical difficulties. Solving a hydrological problem with such an integrated system may be summarized as follows:
-recognition of a specific hydrological problem -measuring the necessary variables by means of remote sensors and conventional, terrestrial methods -design of a GIS including data layers, attribute information, etc.
-building up a database for managing all the data -processing the data using techniques such as image processing, GIS analyses, regression and correlation analyses, etc. for deriving model-relevant variables -selection or design of an appropriate hydrological model -input of variables into the model, model computations and error analysis -comparison of the results from model computations with actual remote sensing and ground data (determination of accuracy, updating the model computations, model calibration, etc.). Up to now, technological and educational difficulties have prevented a fully integrated approach. To date, in conventional hydrological applications, either remote sensing or GIS techniques have been used separately from the modelling process. Only in a few examples are the three techniques (remote sensing, GIS and hydrological modelling) used in a combined, integrated approach. The following sections present summaries of the most important image processing and GIS techniques. Furthermore, their integration with hydrological models is discussed by using a practical example. New technologies as presently developed in research are summarized in a concluding section.
PROCESSING OF REMOTELY SENSED DATA
In many applications, a visual interpretation of remotely sensed data may be adequate. Resulting maps or similar products can be used as a stand-alone product and as input for further analysis in a GIS or a hydrological model. However, the aim of this section is to discuss the digital capabilities of these tools since they are the most commonly used ones. For digitally processing remotely sensed data recorded in the optical range of the electromagnetic spectrum, fundamental physical knowledge concerning the path of radiation from the sun to Earth and to the sensor is necessary. The radiation is influenced by variations in the spectral distribution, by the atmospheric (water vapour, aerosols) and meteorological (temperature, wind, etc.) situation, and by the reflection, absorption and emission properties of objects at the Earth's surface (spatial, spectra! and bio-physical conditions) as well as by the observation geometry under which the measurements are made (Schanda, 1986; Asrar, 1989) .
A different situation is encountered by using active sensor systems such as radar (e.g. Doppler radar, Synthetic Aperture Radar, Shuttle Imaging Radar) or lidar. Since the majority of systems used in applications cover the optical range of the electromagnetic spectrum, the discussion of processing methods focuses on these latter frequencies.
For processing and analysing remotely sensed data in hydrological applications, several concepts can be distinguished, namely multispectral, multitemporal, multisensor, multivariate and near-real time concepts. Furthermore, analysis approaches are scale-dependent. Local, regional or global/continental approaches can be distinguished. At a local scale (1:25 000 or less), groundbased and airborne sensor systems predominate. The use of spaceborne data is often limited at such scales to conventional photographic products from manned spacecraft and imagers on satellites such as SPOT (Système Pour l'Observation de la Terre).
Sensor systems on Earth resources satellites (Landsat, SPOT, etc.) are the basis for local and regional (1:25000 to 1:500000) scale analyses. Weather satellite data are preferred for regional scale studies (e.g. from the National Oceanic and Atmospheric Administration (NOAA) with the Advanced Very High Resolution Radiometer (AVHRR) to global scale studies (e.g. from GOES/Meteosat). In general, the hydrological application decides which sensor system should preferably be used. One problem with today's spaceborne sensors is that high temporal and high spatial resolution are technically not possible at the same time. The only way to overcome this problem is to combine several sensor systems (multisensor analysis concept) which may become very expensive due to the data pricing policy of the separate space agencies (or their representatives). For long term monitoring (multitemporal analysis concept) programs, only NOAA-AVHRR data (and similar future systems) offer an acceptable compromise concerning spatial and temporal resolution. Preferably, these data are calibrated from time to time by data with higher spatial resolution. A combination of spatial and spectral information systems (the imaging spectrometers e.g. AVIRIS) on future air-and spaceborne platforms will improve the multispectral analysis concept. Remote sensing data are most commonly used in combination with other data (multivariate analysis concept) as e.g. topographical (digital terrain models), meteorological and hydrological information. A limitation in today's application of remote sensing data is the lack of a near-real time access. Especially in forecasting and environmental monitoring programs, data must be received and processed within 24 hours (or even faster).
Generally, the processing scheme includes procedures for preprocessing, processing and postprocessing of remote sensing data which are usually summarized in the expression "image processing" (Swain & Davis, 1978; Schowengerdt, 1983; Lillesand & Kiefer, 1994) . Image processing is often used in several ways. In this context, all the necessary procedures for treating image data from the raw data to the final result including, for example, normalization, calibration, geocoding and classification are included in the expression image processing.
All remotely sensed data have to undergo a certain degree of preprocessing, i.e. data must be calibrated (e.g. for deriving absolute data), normalized (e.g. for solar zenith angle and satellite position), atmospherically corrected (e.g. by using such models as Lowtran and balloon sounding data) and geometrically corrected (sensor and target characteristics e.g. skew and panoramic distortion), and geocoded (related to a reference system such as UTM).
The processing methods may be subdivided into two major groups: physically-based and statistically-based procedures. The borderline between the two groups is somewhat artificial which means that in many applications procedures from both groups are used in combination. The physically-based procedures are preferred for developing the fundamental principles for future applications. They are focusing on modelling the interaction between solar radiation and the Earth's surface. These models are validated using measurements of objects at the Earth's surface with known physical characteristics. Such models are then used to determine the unknown characteristics of an object based on the known (measured) spectral signatures (Asrar, 1989) . Measuring and determining all the necessary model variables and parameters leads to expensive field campaigns. Furthermore, such model input can be determined only for very small regions since using (permanent) equipment over large regions is not feasible which means that the advantage of collecting spatial information is lost. An example may be the atmospheric correction which can be carried out by using balloon sounding data. The corrections are useful for a very close region surrounding the location of the sounding and for the time when the sounding took place. Especially in densely populated regions, the temporal and spatial variations of the atmospheric situation are high. A correction for larger regions and for remote sensing recordings which were not made during the same time as the sounding can lead to large deviations from the actual situation.
The second group for processing remote sensing data, the statistical methods, are the most commonly used techniques in remote sensing applications (Haralick, 1976; Duda & Hart, 1973) . The basis of statistical methods is that various objects at the Earth's surface are reflecting, absorbing and emitting radiation depending upon their type. An object type is not represented by a single reflection or emission value but is characterized by a cluster of values with a specific range in each spectral band. Each measured value (pixel) is represented by a vector in the n-dimensional feature space where measurement axes (feature space) correspond to the spectral bands of the sensor system. It is the aim of the statistical methods to find algorithms for classifying each pixel -according to its specific reflection and emission values -into a predefined object class. The classification is carried out by finding a decision rule (classification algorithm) which subdivides the feature space into decision regions (object classes) based on the statistical distribution of the pixel values. Each pixel is classified into an object class (or category) according to its specific spectral characteristics using the mean, standard deviation and covariance of each class. These parametric procedures are based on a probability distribution function (Gaussian) for each category. The parameters for these functions are derived automatically or manually by using known training data sets and serve as input into the classification algorithm. The training data are usually based on ground truth, i.e. in parallel with the remote sensing data acquisition, samples of regions with known characteristics are collected during field campaigns.
A first step in using parametric classification procedures is feature extraction or selection allowing the reduction of redundant information (e.g. by principal component analysis) and the transformation of the feature space for an enhanced separability of the classes.
The second step involves the classification of all the vectors into a specific object class which can be carried out using either classification by supervised or by unsupervised learning techniques. Classification based on supervised learning techniques is by far the most commonly used. It is performed in two steps: -training: definition of the number of useful classes which is scene and scale dependent; definition of the probability distribution for all the classes by using training data; determination of the classification algorithm; and -classification: each pixel is classified into a land cover class using the probability distribution from training data sets and using the predefined classification algorithm. Minimum Distance to Mean, Mahalanobis Distance and Maximum Likelihood are the most commonly used algorithms. Hierarchical statistical processing procedures (Itten et al., 1985) represent a more refined approach for classifying remote sensing data. Instead of processing all spectral bands with a large number of categories in one step, the number of spectral bands and categories is adapted to a specific problem (Fig. 1) . Depending on the problem, several classifications -each resulting in a bit mask (thematic maps) -are carried out. It should be noted that the more complex the problem, the more numerous the classification steps and the more sophisticated the classification algorithms must be. After such a multi-step classification, all the resulting bit masks are combined into the final classification chart (or map). Post-processing procedures are the final steps in the processing of remote sensing data. The resulting thematic maps can be filtered for noise reduction, converted from raster to vector for exporting the data to a GIS or a (hydrological) model (if not used in a raster GIS), or graphical (charts and maps) and statistical (tables) output can be produced.
Processing, analysis and interpretation are based on the skills and the knowledge of the hydrologist with his/her physical and geographical background, i.e. in applications, no fully automated, interpreter-independent system exists today. Automated preprocessing and processing procedures can improve the analysis of remote sensing data, especially for time series evaluations where time is a critical factor (user-based interpretations are very time consuming). In most of the present applications -beside the spectral information -no information concerning syntactic or semantic neighbourhood relationships to other objects or information on object size, shape, orientation, texture, pattern or location is used. Using structural analysis methods, a priori knowledge of objects is included in the evaluations, i.e. a pixel is not treated separately but including its context (Nagao & Matsuyama, 1980; Matsuyama, 1987) . Semiautomatic procedures are used only in a few examples, e.g. for geocoding and classification using approaches related to texture analysis and pattern recognition, and static as well as dynamic thresholds.
TEMPORAL AND SPATIAL ANALYSIS USING GEOGRAPHIC INFORMATION SYSTEMS
A GIS is a system which is designed to collect, store, update, manage, manipulate, analyse and represent graphical and non-graphical spatial data. More precisely, the analysis procedures allow the user a wide variety of investigations such as: -proximity analyses, neighbourhood operations (e.g. identifying objects within a certain neighbourhood fulfilling specific criteria) -to show relationships between data sets within such a neighbourhood -temporal operations and analyses -to generate new information by combining several data layers and attributes (e.g. by splitting or aggregating etc.). Furthermore, a GIS supports the import of external data (such as remote sensing), and the selection and transfer of data into application-oriented, analytical models (Antenucci et al., 1991) .
Basically, the data in a GIS can be subdivided into graphical and non-graphical data. Graphical data are digital descriptions of map features containing coordinates, symbols and rules. Each map feature is separately stored in a layer and all the layers are geo-referenced enabling comparisons and evaluations between the different layers. For the description of the map features, several types of graphical elements are used such as points (including nodes), lines (including line segments, arcs etc.), regions (polygons), pixels and symbols. Non-graphical data (attributes) describe the characteristics, qualities or relationships of map features at a specific geographical location. Four attribute types are distinguished: attributes describing the quality and quantity of data; geographically referenced data at a specific location (excluding the map features themselves); description of spatial relationships of map features; geographical indices linking attribute data with graphical data via geocodes.
Graphical data can be stored in a raster or vector format, or some hybrid of the two. In hydrological applications, raster-based GIS are often preferred to vector-based systems. The reason for this situation is that, very often, distributed parameter models are used where the basin is partitioned into unit elements of homogeneous hydrological parameters. In combination with the pixel structure of remote sensing data, the raster-based GIS is an ideal solution. Many investigations such as vertical analyses (i.e. logical operations) between several layers -or even more general -all geometrical and overlay operations can more easily be performed in the raster domain. A disadvantage of this data format is that a large amount of data has to be stored and, therefore, computations are considerably slowed down. An advantage of the vector format is that network analyses and topological operations are preferably carried out in the vector domain and that storage capacity is significantly lower than in the raster format. Vector-based systems are more commonly used in applications compared to raster-based systems (Allen, 1994) . Hybrid systems do not make a distinction between raster and vector format but the number of applications is rather limited. Using two different data structures (raster for image data and vector for GIS analyses) brings the problem of converting data from one format into another. The accuracy of this conversion is critical: since it is very often a black box process, data should only be converted once otherwise uncontrollable deviations can occur (Baumgartner & Apfl, 1994) .
GIS have successfully been used in hydroîogïcai applications as standalone systems (as database for planning and management, and for GIS internal, hydrological modelling) or in combination with hydrological models. The synergism between G1S and remote sensing enables hydrologists to model temporal and spatial variations of hydrological processes efficiently. The integration of GIS and remote sensing with hydrological models and, additionally, database management systems (DBMS) is today the technically most advanced and applicable approach.
INTEGRATIVE ANALYSIS APPEOACH
As has been shown, an interesting synergism between remote sensing and GIS exists, but due to the format problems addressed above, the user cannot yet take full advantage of this synergism (Frank et al., 1991; EMers et al., 1991; Estes, 1992) . Therefore, inmost of the hydrological applications, either remote sensing or GIS techniques are used. In addition to the technological difficulties, only a few people have crossed the borders of their initial fields of specialization into other ones. Now, since microcomputers are available for a reasonable price, the situation is beginning to change (Fabbri, 1992) . Until a fully integrated geographical information system (IGIS) is available (Ehlers et al., 1991) , i.e. all necessary software modules (image processing, GIS and DBMS, hydrological models and graphical output) can be used integratively, several technical and scientific impediments still need to be solved. Consequently, the user has to continue working with today's antiquated tools (Frank etal., 1991) . This means that a system must be developed which allows the user to process data and to transfer results from one module to another without being concerned about the data structure, and which supports the user in handling all data as well as directing the user through the high number of processing procedures. Ehlers et al. (1991) show an intermediate solution of a partially integrated analysis system based on two different data formats (i.e. raster and vector) but with a sophisticated user Interface which helps the interpreter navigate through a large variety of different software packages, processing procedures, data formats and analysis techniques. Presently, not many such partially Integrated systems exist. In several papers, the Integration of image processing, GIS and hydrological models is discussed (see examples in Fabbri, 1992; Sharma & Anjaneyulu, 1993) but In most of the articles It is not clear how data are transferred from one software module to another and whether a sophisticated user interface Is required. An example of a widely known and applied system is ILWIS (Integrated Land and Water Information System) by ITC (International Institute for Aerospace Survey and Earth Sciences) (ILWIS, 1990) . Another interesting approach is reported by Carroll (1995) designed at the US National Weather Service which can be used by hydrologists responsible for generating operational river and flood forecasts, water supply forecasts, and spring snowmelt flood outlooks. As a third example, the Environmental Data Atlas for the Savannah River Site project (Cowen et al., 1995) may be mentioned. For a detailed description of the philosophy of such a partially integrated system, the ASCAS (Alpine Snow Cover Analysis System) by Baumgartner & Rango (1995) is used and will be discussed in the next section.
ASCAS -AN EXAMPLE OF A PARTIALLY INTEGRATED SYSTEM
ASCAS is designed for monitoring alpine snow cover variations, snowmelt runoff simulation and forecasting, and for estimating the effects of a possible climate change on snow cover and snowmelt runoff (Baumgartner & Rango, 1995) . ASCAS is menu-driven and partially integrates, as a non-centralized configuration, five software modules: image processing, GIS, relational DBMS, hydrological modelling and graphical representations. In ASCAS, menus guide the user through the variety of processing procedures without being a computer expert, i.e. without being concerned about programming, operating systems, different data formats and network characteristics. The user can simply concentrate on the application by making selections within the menu. With this technical simplification, the user can focus on the fundamental knowledge of the algorithms (e.g. geocoding, classification etc.) involved in the whole process. Several software interfaces guarantee the data exchange between the different modules. The system is implemented on a microcomputer which is connected to a LAN (local area network) and the Internet for importing specific data (e.g. meteorological and climatological data from national weather service databases).
The image processing module allows the analysis of remote sensing data -in this case NOAA-AVHRR data -for deriving time series snow cover maps (Baumgartner, 1990 ) based on algorithms as described above (classification by supervised learning). For the comparison of time series of snow cover maps and for their integration in the GIS module, geocoding plays a fundamental role since monitoring is carried out in river catchments of different countries which each have their own projection system (e.g. Lambert, GaussKraeger, Oblique Mercator or Albers). The geocoding process has to be applied and supervised very carefully since it is often a black box procedure. The resulting snow cover maps (bit maps) are converted to a vector format and integrated in the GIS.
In the GIS module, graphical data (layers) have to be digitized from topographical maps or imported from other databases. Table 1 gives an overview of a possible list of layers to be used. For each layer, an attribute can be added giving topology-specific meta-information. Such attributes do not contain data but they give general information related to the specific layer and show the path and file names where data can be found in the database (Table 2) . By splitting two or more layers as e.g. "snow cover map", "basin boundaries", "elevation zones", "aspect classes", etc., the snow coverage in a basin, elevation zone or aspect-elevation class can be determined. Furthermore, snow accumulation and ablation charts can be produced by superimposing a certain number of snow cover maps during a selected time period. By overlaying a time series of snow cover maps with a digital elevation model (DEM), the snowline variations within a selected basin can be derived. All this information can be used for climatological and hydrological interpretations of snow cover variations. In a GIS-exteraal relational database, a set of data (e.g. daily values for temperature minima and maxima, precipitation, snow depths, new snow, runoff, date of satellite recording, equator crossing of satellite, etc.) can be stored, then transferred to the GIS, and linked to specific layers and selected objects within the layers. In addition to the temporal and spatial analyses with the GIS, these data are used in the hydrological module for snowmelt runoff simulations and climate change scenarios (as is the case in ASCÀS). Depending on the computer environment, such a GIS-external DBMS can significantly facilitate computations (lower CPU time). The major part of the data are supposed to be imported via network connection to other databases (e.g. national weather services).
So far in this paper, only the conventional approach in using remote sensing or GIS techniques has been discussed. As a new approach, ÀSCAS uses the results derived in the image processing and the GIS module -in combination with data from the DBMS module -as input to a hydrological model. In ASCAS, the SRM (Snowmelt Runoff Model) (Martinec etal, 1994) is used for computing snowmelt runoff and climate change scenarios. As input variables to SRM, daily snow cover depletion data (derived from remote sensing data in the image processing and GIS module), daily minimum and maximum temperatures and precipitation data (all extracted from the DBMS module) are necessary. SRM computes the daily snowmelt runoff for mountainous basins based on the degree-day method. With SRM, important information for hydroelectric power companies and irrigation management (time and amount of peak flow) can be produced.
Furthermore, SRM offers the possibility to compute the influence of temperature and precipitation changes (related to a possible climate change) on snow cover and runoff. Daily minimum and maximum temperatures can be decreased or increased by a selected number of °C whereas daily precipitation data can be increased or decreased by a selected percentage according to a specific climate change scenario. The climatological analyses with ASCAS (Baumgartner, 1995) are carried out In several alpine basins (the larger ones are the Durance, Inn, Rhine, Salzach, Ticino). It has been shown that changed weather patterns over Europe since the beginning of the 1980s -especially in the winter half year -influence the snow cover distribution in the Alps and the surrounding lowlands. During the last decade, significant deviations from the long term mean snow coverage (i.e. the last 60 years) have been detected. The number of snow days (down from 40 to a few single days) and the snow depths at lower elevations (< 1200-1500 m a.s.l.) have drastically decreased. The comparisons of snow cover accumulation and ablation charts have shown that the snowline in winter is now significantly higher (1200-1500 m a.s.l.) than at the beginning of the 1980s (500 m a.s.l.). Additionally, snow cover depletion in spring occurs much earlier (by two to three weeks) which has considerable influence on hydroelectricity production, irrigation and tourism.
CONCLUSIONS
The advantage for the user of such an integrative use of remote sensing, GIS, DBMS and hydrological models -as has been shown with ASCAS -is the easy handling (import, export, transfer), processing, analysis and interpretation of the data without being a computer expert. Especially for repetitive investigations, an integrated system shows significant advantages compared to a separate use since import/export and transfer interfaces function on an operational basis and the interpreter is guided through the system all of which means an increased productivity.
In the near future, more complex multispectral, multitemporal and multivariate data sets of different origin will be available. The needs for long term monitoring purposes are a high temporal (12 hours) and a moderate spatial (100-250 m) resolution as well as consistent data systems (sensors) and data sets. The imaging spectrometer -especially the moderate (MODIS by NASA) or medium (MEMS by ES A) resolution systems -will improve the collection of remote sensing data. In addition to a high temporal and a moderate (medium) spatial resolution, these systems offer an excellent spectral resolution which improves the utility in hydrological applications.
For a comparison of global data sets, procedures for geocoding (including digital elevation models for a three-dimensional correction), calibration, normalization, and atmospheric correction must be standardized. Furthermore, processing algorithms have to be adapted for more synthetic, integrative and automated analyses including contextual pixel analysis (Nagao & Matsuyama, 1980) . Present research shows that with classifications based on neural networks equal accuracies can be reached as with traditional statistical, parametric algorithms (Paola & Schowengerdt, 1995) . Although these methods can easily be implemented, their major disadvantage is their slow and sometimes inconsistent learning phase (due to obscure input parameters). Research in GIS technologies focuses on object-oriented design (Raper & Livingstone, 1995; Zhan & Buttenfield, 1995) and how spatial data analysis tools can be developed to match the way users perceive their domains (Burrough & Frank, 1995) .
For the hydrological (and other) applications of image processing of remotely sensed data and spatio-temporal analyses with GIS, a complete integration of image processing, GIS and DBMS is necessary. In addition, digital (soft copy) photogrammetry, parts of the computer science and of digital cartography should be integrated leading to the new "iconic informatics" science (Li Deren, 1992) . Future interpretation systems (expert systems) based on artificial intelligence could use a priori expert knowledge which is stored in a database and is updated with the solution proposed by the interpreter and the new findings (cognition). Remote sensing with its huge amount of data, repetitive procedures (time series analyses) and necessity of large physical and geographical a priori knowledge is an ideal field for the applications of expert systems (Matsuyama, 1987; Asrar, 1989) .
