Analogues of the Nuttall-Pommerenke theorem and Wallin-type theorems for classical Padé approximants, are proved for linear and nonlinear Padé approximants formed from series of orthogonal polynomials, corresponding to a distribution da( x ) with at most finitely many sign changes.
1. Introduction. Let a(x) be a real function, defined in the interval / = (a, b), (finite or infinite) such that the distribution da(x) has at most finitely many sign changes in /-say ¡i many-and such that a(x) assumes infinitely many values in /. We assume there exists a sequence of real polynomials <fy(x),/ = 0,1,2,..., such that <f>-is of degree exactly y and is normalized so that A consequence of (1.1) is that for some constants Aijk, we have • +j (1.2) *,(*)*,(*) = 1 Aljk4>k(z).
k=\i-j\
We shall refer to the following lemma in the sequel (compare Cheney Proof. Let £, < £2 < £3 < • • • < ^ be those points in / at which da(x) changes sign, and define \p(x) = Uf=x(x -i-¿). Then dß(x) = \p(x)da(x) is a distribution having only one sign in /, and ß(x) has infinitely many points of change. Suppose that for some integer v satisfying 0 ^ v < k -¡i + I, fix) changes its sign precisely at the v points T), < r/2 < ■ • • < tj" in /. Define P(x) -ÜJLx(x -r/,). Then P(x)fix) D. S. LUBINSKY AND A. S1DI is of one sign in /. Further, as the polynomial P(x)\p(x) has degree v + ¡i < k, (1.3) gives 0 = ff(x)P(xU(x) da(x) = ff(x)P(x) dß(x).
As fix)P(x) and dß(x) have one sign in /, it follows that fix)P(x) must vanish almost everywhere with respect to dß(x) and so f(x) has infinitely many zeroes in /. D Corollary.
<j>k has at least k -/x distinct zeroes in I, for k > ¡x.
For more information on <pk, in the case when ¡x s= 1, see Stahl [21, pp. 134-136] . Of course the case ju = 0 is included in our results. Definition 1.1. Let fix) be such that the integrals f = j!f(x)<pj(x)da(x), j = 0,1,..., all exist. Given nonnegative integers L, M, the linear Padé approximant [L/M](z) to fix) is defined to be a rational function PL(z)/QM(z), where QM(z) = 0 and PL( z ) are polynomials of degrees at most M and L respectively, such that
that is QMf -PL is orthogonal to all polynomials of degree at most L + M. The nonlinear Padé approximant (L/M)(z) to fix) is defined to be a rational function P*(z)/Q*M(z) where Q*M(z) 7e 0 in / and P*(z) are polynomials of degrees at most M and L respectively, such that
that is, / -( L/M ) is orthogonal to all polynomials of degree at most L + M.
Remarks, (a) Using (1.2), it is not difficult to see that (1.4) gives rise to L + M + 1 linear equations in the L + M + 2 parameters of [L/M](z), and that only /•, 0 < j < L + 2M, enter these equations. Similarly it can be seen that (1.5) gives rise to L + M + 1 nonlinear equations in the L + M + 2 parameters of (L/M) (z) and that only/, 0 <j < L + M, enter these equations. Furthermore, as stated in Cheney [2, pp. 178-179] , the linear Padé approximants always exist. But it is not true that the nonlinear Padé approximants always exist. As for uniqueness,
are not known to be unique in general. When a'(x) > 0 almost everywhere in / and/(x) is real in /, uniqueness of (L/M)(z) was proved by Sidi [20] .
(b) We note that the linear Padé approximants were introduced by Maehly [16] for the case <f>-= 7} where {7}} are the Chebyshev polynomials. Subsequently Cheney [2] defined linear Padé approximants from series of general orthogonal polynomials and Holdeman [11] considered more general approximations. Fleischer [5] applied the linear Padé approximants from Legendre polynomial series to some scattering problems in nuclear physics. Later Fleischer [6] introduced the nonlinear Padé approximants from Legendre polynomial series and gave a method for constructing them, which makes use of the fact that orthogonal polynomials satisfy the relations convergence of linear and nonlinear PADÉ APPROXIMANTS 335 in (1.2). Clenshaw and Lord [4] introduced the nonlinear Padé approximants from Chebyshev series (Chebyshev-Padé table) and gave a recursive method for computing them. Sidi [19] gave another recursive method for computing these approximants, which complements the method of Clenshaw and Lord [4] . Later Gragg [9] considered some convergence properties of the Chebyshev-Padé See for example Hille [10, Chapter 16] for logarithmic capacity. Definition 1.3. Given m > 1, e > 0, we use t(m, e) to denote a lemniscate of the form {z 11 P(z)\< e") where 1 < n < m and P E P". If m = 0 or e = 0, £(m, e) denotes the empty set. Given lemniscates t(mk, ek), k = 0,1,2,..., we set 00 00
(1-7) limsup£(mA,eJ= fi U£(m*,«*), * n-I k = n that is, lim¿ sup t(mk, ek) is the set of points which belong to infinitely many of the t(mk,ek).
Note that cap(£(w, e)) = e (Hille with Taylor series 2^=0ä"(z -z0)".
Of course, if /( z ) is real in R, then/(z) = /(z). Definition 1.5. Given the formal orthogonal polynomial series U(z) = 2°°=0a7-fy(z) and integers 0 < m < n < oo, we set (a) For all z ED,
for k = 1,2, and Rx(z) and R2(z) belong to PL+M+, , with all their zeroes in I.
(b) If fiz) is real in I, then for all z E D,
where R E PL+M+X-P¡ and has all its zeroes in I.
(c) If fiz) is not necessarily real in I, but if fiz) and fiz) are analytic in D, then for allz ED,
Here,
for k -3,4, and R3(z) and R4(z) belong to PL +, _ß with all their zeroes in I.
Proof, (a) Set A(z) = QM(z)f(z) -PL(z). As the ¿v(z) are real on /, (1.4) in Definition 1.1 implies that both A(z) and Â(z) are orthogonal to «^(z), 0 <j < L + M. Then for k = 1,2, 8k(z) = (A(z) + (-l)k-xh(z))/ik~x is real and analytic in /, and orthogonal to <t>j(z) for 0 < / < L + M. By Lemma 1.1, there exist polynomials Rk, k -1,2, in PL+M+x-fi with all their zeroes in / such that 8k(z)/Rk(z) is analytic in /, k -1,2. Further we see S(z)8k(z) is analytic in D, k = 1,2. Then Cauchy's integral formula gives, for all z E D and k = 1,2,
Here we have used the fact that S(t)PL(t)/(Rk(t)(t -z)) is analytic as a function of t outside D, and is 0(\ t \'2) as | /1 -» oo, since its numerator has degree < p + L «£ L + M -fx, while the denominator has degree exactly L + M + 2 -fi. Solving for 8k(z) from (2.6) and using A(z) = [8x(z) + i82(z)]/2, gives (2.1) and (2.2). (c) Here we again define A(z) = Q*M(z)f(z) -P*(z) and see that A(z) and A(z) are orthogonal to <fy(z), 0 < ;' < L. The proof is completed as in (a). D
The following is the analogue of formulae developed by Nuttall [17] and Wallin [23] for classical Padé approximants. 
Proof, (a) We have Using y <: 17, it is easy to see that we can assume all T's zeroes lie at most tj from E, and hence lie at a distance of at least 2rj from /. Define C = C, U C2 where (3.5) c, = {í||r(0|=Y'}; C2={r||r|=*}, with R > r + tj. Since / G C, implies / is at most a distance y from one of T 's zeroes, we see (3.6) dist(C,/)>T/.
From here on, we shall drop the subscripts k from Lk and Mk. From (2.1), (2.2) and from (3.5), (3.6), we have for ; = 1,2, and K' depends only on/, /, C,, C2, /t, r, 0, r/, /?. We have used (3.1) and (3.8) here. Next, using cap(£( •, 0)) < 0 and the well-known inequality cap(Fx U F2) «s (</(F, U F2) max,cap(/;))1/2, we see cap(£M) < ((2r)0)'/2 < 8 if 0 is chosen small enough, 0 being independent of M. Having chosen 0, and noting that c, r, X, «, tj were chosen in advance, we can choose R so large that the term t2 is less than (e/2)1 +x (possible as the power of R in t2 is -1/À + 1/co < 0). Having chosen R, we can choose y so small that y < min{0, tj} and so that the term t, is less than (6/2)' +\ The estimate (3.2) then follows from (3.12).
Case 2. Either E or I is unbounded. Using a device due to Wallin [24, Theorem 4, p. 444] this problem may be reduced to a case very similar to Case 1. Let r, e, 8, all positive, be given, and choose ¿£R\(/U£) such that \d\»r. Consider the bilinear transformation vv= l/(z -¿/) <=> z = l/w + d. I and E in the z-plane are mapped to / and É in the w-plane such that:
( 1 ) E is compact and / is a finite real interval.
(2) / fi É = 0 since only one of / and E is unbounded. 
