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Abstract
Several observations indicate the existence of a latent hyperbolic
space behind real networks that makes their structure very intuitive in
the sense that the probability for a connection is decreasing with the
hyperbolic distance between the nodes. A remarkable network model
generating random graphs along this line is the popularity-similarity
optimisation (PSO) model, offering a scale-free degree distribution,
high clustering and the small world property at the same time. These
results provide a strong motivation for the development of hyperbolic
embedding algorithms, that tackle the problem of finding the optimal
hyperbolic coordinates of the nodes based on the network structure.
A very promising recent approach for hyperbolic embedding is pro-
vided by the noncentered minimum curvilinear embedding (ncMCE)
method, belonging to the family of coalescent embedding algorithms.
This approach offers a high quality embedding at a low running time.
In the present work we propose a further optimisation of the angular
coordinates in this framework that seems to reduce the logarithmic
loss and increase the greedy routing score of the embedding compared
to the original version, thereby adding an extra improvement to the
quality of the inferred hyperbolic coordinates.
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1 Introduction
Network theory has become ubiquitous in the study of complex systems
composed of many interacting units [1, 2, 3]. Over the last two decades,
the overwhelming number of studies using this approach in systems ranging
from metabolic interactions to the level of the global economy have shown
that the statistical analysis of the underlying graph structure can highlight
non-trivial properties and reveal previously unseen relations [1, 2, 3, 4, 5].
Probably the most important universal features of networks representing real
systems are the small world property [6, 7], the high clustering coefficient [8]
and the scale-free degree distribution [9, 10]. On the modelling ground, a
large number of network models were proposed for capturing one (or several)
of these properties in a simple mathematical framework, and a quite notable
example among these is provided by the PSO model [11], which reproduces
all three properties simultaneously in a natural manner. In this approach
the nodes are placed one by one on the native disk representation[12] of the
2D hyperbolic plane with a logarithmically increasing radial coordinate and
a random angular coordinate, and links are drawn with probabilities deter-
mined by the hyperbolic distance between the node pairs. In vague terms,
the degree of nodes is determined by their radial coordinate (lower distance
from the origin corresponds to larger degree), and the angular proximity of
the nodes can be interpreted as a sort of similarity, where more similar nodes
have a higher probability to be connected.
The idea that hidden metric spaces can play an important role in the
structure of complex networks first arose in a study focusing on the self-
similarity of scale-free networks [13]. This was followed by reports showing
the signs of hidden geometric spaces behind protein interaction networks
[14, 15], the Internet [16, 17, 18, 19, 20], brain networks [21, 22], or the world
trade network [23], also revealing important connections between the the
navigability of networks and hyperbolic spaces [16, 24]. In parallel, practical
tools for generating hyperbolic networks [25] and methods for measuring the
hyperbolicity of networks were also proposed [26, 27]. In the recent years
the geometric nature of weights [28] and clustering [29, 30] was revealed,
and further variants of the original PSO model were proposed for generating
random hyperbolic networks with communities [31, 32].
The very notable advancements in the hidden metric space related re-
search provide a strong motivation for the development of hyperbolic em-
bedding techniques [33, 34, 35, 36, 37], that tackle the problem of inferring
plausible coordinates for the nodes based on the network structure. One of
the first methods pointing in this direction was HyperMap [33], which op-
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timises a logarithmic loss function obtained from the assumption that the
network was generated according to a generalised version of the PSO model
(referred to as the E-PSO model). In contrast, in Ref.[34] an embedding
based on a non-linear dimension reduction of the Laplacian matrix was pro-
posed. Along a similar line, a whole family of embedding algorithms were
studied in Ref.[35], using different pre-weighted matrices encapsulating the
network structure and multiple unsupervised dimension reduction techniques
from machine learning. In this framework, after the dimension reduction the
nodes are organised on a circular or quasilinear manifold from which the
angular coordinates in the 2D hyperbolic plane can be obtained in a simple
manner, whereas the radial coordinates are inferred based on the node de-
grees. The rationale behind such an approach is that for networks that are
actually generated in a hyperbolic manner, the angular order of the nodes is
preserved along the obtained low dimensional manifold. This phenomenon is
referred to as ’angular coalescence’, and thus these methods are called coales-
cent embedding algorithms [35]. A combination of the Laplacian embedding
and the likelihood optimisation based on the E-PSO model was proposed in
Ref.[36], and in a recent work the approach named Mercator was introduced
[37], where the Laplacian embedding is incorporated with optimisation with
respect to the so-called S1/H2 model [13].
In the present paper we propose an embedding algorithm combining a
coalescent approach with likelihood optimisation based on the E-PSO model.
One of the best performing dimension reduction techniques in Ref.[35] was
corresponding to the non-centered minimum curvilinear embedding (ncMCE)
[38], which also provides the starting point of our method. However, after
obtaining the initial node coordinates based on ncMCE, we also apply an
angular optimisation of the coordinates using a logarithmic loss function
originating from the E-PSO model. We test the proposed approach on both
synthetic and real network data, and compare the results with the outcome
of HyperMap, the orignal ncMCE coalescent embedding and Mercator in
terms of the achieved logarithmic loss and the greedy routing score (which
is a model-free quality measure of the embeddings).
2 Preliminaries and algorithm description
In the following, we briefly describe the necessary preliminaries together with
our angular optimisation algorithm. Since the optimisation uses a logarith-
mic loss function based on the E-PSO model, we begin with the PSO and
E-PSO models, together with the loss function and a short description of
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the HyperMap embedding algorithm. These are followed by the summary of
the coalescent embedding algorithm ncMCE and the proposed optimisation
of the angular coordinates.
2.1 The E-PSO model and HyperMap
The basic idea of the PSO model is to place nodes on the native disk represen-
tation of the hyperbolic plane with increasing radial coordinates and random
angular coordinates, and connect the node pairs with a linking probability
depending on their hyperbolic distances. The parameters of the model are
the curvature of the hyperbolic plane K < 0 parametrised by ζ =
√−K, the
total number of nodes N , the average degree 〈k〉 parametrised bym = 〈k〉 /2,
the popularity fading parameter β ∈ (0, 1] controlling the outward drift of
the nodes, and the ’temperature’ T ∈ [0, 1) regulating the average clustering
coefficient of the generated network. Initially the network is empty, and the
nodes are placed on the hyperbolic disk in an iterative manner according to
the following rules:
1. At iteration i the new node i appears with the radial coordinate rii =
2
ζ ln i and a uniformly random angular coordinate θi ∈ [0, 2pi). (The
double indexing of the radial coordinate is for a simple book keeping
of the position during the outward drift specified in the next rule).
2. The radial coordinates of all previous nodes j < i are increased as
rji = βrjj+(1−β)rii. (Thus, the first index of the node position refers
to the moment of birth, whereas the second index corresponds to the
actual time step). This repeated outward shift in the node positions
is usually referred to as ’popularity fading’, since nodes closer to the
origin of the hyperbolic disk are close (in the hyperbolic sense) to a
higher number of other nodes compared to nodes on the periphery.
3. The new node i is attached to the already existing nodes as follows:
a) If the number of previous nodes is m or smaller, then i is con-
nected to all of them.
b) Otherwise, if T = 0, then node i is connected to the m closest
nodes according to the hyperbolic distance xij . For nodes with
polar coordinates (rii, θi) and (rji, θj) this can be calculated from
the hyperbolic law of cosines as
cosh(ζxij) = cosh(ζrii) cosh(ζrji)− sinh(ζrii) sinh(ζrji) cos(∆θ),
(1)
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where the angular difference ∆θ is given by ∆θ = pi−|pi − |θi − θj ||.
c) If i > m+ 1 and T > 0, then node i is connected to nodes j < i
with a probability depending on the hyperbolic distance xij as
p(xij) =
1
1 + e
ζ
2T
(xij−Ri)
, (2)
where the cutoff distance Ri is given by
Ri =
 rii −
2
ζ ln
(
2T
sin(Tpi) · 1−e
− ζ2 (1−β)rii
m(1−β)
)
if β < 1,
rii − 2ζ ln
(
T
sin(Tpi) · ζriim
)
if β = 1.
(3)
The above choice of Ri ensures that the expected number of re-
alised connections from i to previous nodes is m.
The networks generated according to these rules have the small world prop-
erty, are scale-free (with a degree decay exponent equal to 1+1/β), and with
appropriate choice of T can be made also highly clustered (lower temperature
results in larger average clustering coefficient)[11]. However, an important
criticism raised against the PSO model is that for subgraphs spanning be-
tween nodes having a degree k > kmin, we cannot observe the densification
law seen in a couple of real networks when kmin is increased [37].
A generalisation of the PSO model circumventing this problem was pro-
posed in Refs.[11, 33], where the iteration rules listed above are extended by
adding extra links also in between already existing nodes as follows:
4. For a randomly chosen, non-connected node pair j, l < i draw a link
with probability p(xjl), where the hyperbolic distance xjl is calculated
from the coordinates (rji, θj) and (rli, θl), and p(xjl) is evaluated ac-
cording to equation (2). Repeat this until L number of extra links are
created.
The main effects of these so-called internal links are that the average
degree of the generated network is modified to 〈k〉 = 2(m + L), and the
average internal degree of the subgraphs between nodes with degrees larger
than a certain kmin becomes increasing as a function of kmin (as discussed
in more details in the Supporting Information). The expected total number
of internal links from previous nodes on the node appearing at iteration i
at the end of the network generation process (assuming altogether N nodes)
can be given as [33]
L¯i ' 2L(1− β)
(1−N−(1−β))2(2β − 1)
[(
N
i
)2β−1
− 1
](
1− i−(1−β)
)
. (4)
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An equivalent model with only external links (connections emerging al-
ways with the newly appearing node) was also formulated in Ref.[33], which
is referred to as the E-PSO model. In this approach we return to the iteration
rules 1.–3. of the original PSO model, and omit rule 4. from the generalised
version. However, a very important difference compared to the original set-
tings is that the expected number of links connected to the newly appearing
nodes is no longer constant, instead it changes during the iterations. In order
to obtain on average the same number of links connected to any given node
as in the generalised PSO with the internal links, the parameter m in step
3. is replaced by
mi = m+ L¯i, (5)
where L¯i can be calculated according to equation (4).
Assuming a network obtained from the E-PSO model, the probability for
observing a connection between nodes having the final coordinates (riN , θi)
and (rjN , θj) at the end of the network generation process was also given in
Ref.[33] in the form of
p˜(xij) =
1
N − imin + 1
N∑
i=imin
1
1 + e
ζ
2T
(xij−RN+∆i)
' 1
1 + e
ζ
2T
(xij−RN )
, (6)
where xij stands for the hyperbolic distance calculated based on equation
(1), imin = max(2, dNe−
ζxij
4(1−β) e), RN is given by equation (3), and ∆i =
2
ζ ln
[(
N
i
)2β−1 mIi
miIN
]
with Ii = 11−β (1 − i−(1−β)). Using equation (6), the
likelihood of observing an adjacency matrix Aij for given final hyperbolic
distances xij can be calculated from
LA ≡ L(Aij | {riN , θi},m,L, ζ, β, T ) =
∏
1≤j<i≤N
p˜(xij)
Aij [1− p˜(xij)]1−Aij .
(7)
However, when we are interested in the goodness of the fit for an embed-
ding, we need the conditional probability of the node coordinates given the
adjacency matrix and the model parameters, which according to Bayes’ rule
can be expressed as
Lr,θ ≡ Lr,θ({riN , θi} | Aij ,m,L, ζ, β, T ) = L({riN , θi} | m,L, ζ, β, T ) · LAL(Aij | m,L, ζ, β, T ) ,
(8)
where L({riN , θi} | m,L, ζ, β, T ) corresponds to the conditional probability
for obtaining the final node coordinates {riN , θi} given the model param-
eters, and L(Aij | m,L, ζ, β, T ) is the conditional probability for receiving
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the adjacency matrix Aij given the model parameters. Since the angular
coordinates are uniformly random and the radial coordinates (according to
the iteration rules 1.–2.) depend only on ζ and β, it can be shown that[33]
L({riN , θi} | m,L, ζ, β, T ) = L({riN , θi} | ζ, β) = 1
(2pi)N
N∏
i=1
ζ
2β
e
ζ
2β
(riN−rNN ),
(9)
where rNN = 2ζ lnN .
If we are given an input network together with model parameters, the
maximum likelihood estimate for the node coordinates is formally that set
{r∗iN , θ∗i } for which Lr,θ is maximal. As usual, technically it is far more con-
venient to maximise the logarithm of Lr,θ, which is equivalent to minimising
− lnLr,θ given by
−lnLr,θ = C− ζ
2β
N∑
i=1
riN−
N−1∑
i=1
N∑
j=i+1
Aij ln p˜(xij)−
N−1∑
i=1
N∑
j=i+1
(1−Aij) ln [1− p˜(xij)] ,
(10)
where C is a constant independent from {riN , θi}. The analytic solution for
the optimal radial coordinates can be given as [33]
r∗ii =
2
ζ
ln i∗, (11a)
r∗iN = βr
∗
ii + (1− β)r∗NN , (11b)
where the optimal ordering of the nodes given by i∗ is following the node
degrees, with the largest degree node in the network obtaining i∗ = 1, second
largest degree node receiving i∗ = 2, etc., and equation (11a) corresponds
to the initial radial coordinate of node i∗, whereas equation (11b) takes into
account also the outward drift due to the popularity fading. The optimal so-
lution for the angular coordinates cannot be expressed analytically in closed
form, opening up the room for heuristic optimisation algorithms. After sub-
stituting in equation (10) the sum of the r∗iN values expressed from equations
(11a-11b) as a function of the model parameters ζ, N and β, the node ar-
rangement dependent part of the negative log-likelihood can be written as
LL ≡ − lnLA = −
N−1∑
i=1
N∑
j=i+1
Aij ln p˜(xij)−
N−1∑
i=1
N∑
j=i+1
(1−Aij) ln [1− p˜(xij)] ,
(12)
which we shall refer to as the logarithmic loss from here on.
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Probably the most well-known method for minimising the logarithmic
loss is HyperMap, introduced in Ref.[33] for embedding networks based on
the E-PSO model. In this approach the nodes of the network are sorted and
indexed in decreasing order of their degree. The node with the largest degree
(indexed by i = 1) is placed at the centre of the hyperbolic disk, and the rest
of the nodes are introduced one by one, obtaining initial radial coordinates
given by equation (11a). At the introduction of a new node, the radial
coordinates of the previous nodes are updated according to the concept of
popularity fading, and the angular coordinate of the new node is chosen by
minimising a local version of the logarithmic loss, where contributions only
from the already introduced nodes (including the new node) are taken into
account. Further details of the algorithm are given in Ref.[33].
2.2 Coalescent embedding with ncMCE
The short outline of the coalescent embedding methods is the following: first
a weighted adjacency matrix is prepared (this step can be referred to as pre-
weighting), based on which the node similarity matrix D is obtained, and
then the angular coordinates of the nodes are gained by applying a dimen-
sion reduction technique to D [35]. The rationale behind this approach is
that when applied to a network that is known to be hyperbolic, a common
node aggregation pattern can be observed in the embedding space which is
circularly or linearly ordered (angular coalescence) according to the original
angular coordinates in the hyperbolic space. An extensive study of differ-
ent similarity matrices and dimension reduction methods was carried out
in Ref.[35], and according to tests on real input networks, the best greedy
routing scores could be achieved by combining repulsion-attraction (RA)
pre-weighting with ncMCE dimension reduction.
In this approach we first prepare a weighted adjacency matrix W with
elements
Wij =
ki + kj + kikj
1 + CNij
, (13)
where ki and kj denote the degree of nodes i and j, and CNij stands for
the number of common neighbors of these two nodes. The appearance of
CNij in the denominator of equation (13) provides a sort of ’repulsion’ be-
tween nodes having neighbours not in common (large ki and kj compared to
CNij), resulting in larger Wij values, which reflect less similarity. Next the
minimum weight spanning tree of the induced weighted network is prepared,
and the entries of the similarity matrix D are given by the distance of the
corresponding node pair in the spanning tree. The matrix element Dij can
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be interpreted as an estimate for the minimum curvilinear distance between
node i and node j [38, 39].
The dimension reduction is carried out via singular value decomposition,
corresponding to a factorisation of D as D = UΣVT , where Σ is a diagonal
matrix containing the singular values, from which we keep only the two
largest ones (and put the rest to zero) in the following. Given a distance
matrix, multidimensional scaling (MDS) can be used to determine that set
of node coordinates which gives back all the pairwise distances. In our case
the angular coordinates of the nodes are obtained from the matrix X =(√
Σ ·VT
)T
. Although already the coordinates in the second column of X
could be regarded as the angular coordinates when re-scaled into the interval
[0, 2pi), according to Ref.[35] we can obtain better results by applying an
equidistant adjustment. Technically this is equivalent to distributing the
angular coordinates in a regular uniform fashion over the interval [0, 2pi),
following the node order dictated by the second column of X. The radial
coordinates are obtained in the same way as in the logarithmic loss optimising
methods, making use of equations (11a-11b), where the radial order of the
nodes is adjusted according to their degree.
2.3 Optimisation of the angular coordinates
As mentioned in the Introduction, our embedding method combines the coa-
lescent embedding approach with an optimisation of the angular coordinates
based on the assumption that the network to be embedded was generated
according to the E-PSO model. In the first state of the embedding pro-
cess we apply the RA pre-weighting given by equation (13) for preparing
the similarity matrix D, and use the ncMCE dimension reduction technique
described in the previous section to obtain the coordinate matrix X. The
initial angular coordinates inputted to our optimising algorithm correspond
to the elements in the second column of X after equidistant adjustment.
During the optimisation we iterate over the network nodes according
to their radial order (beginning with the innermost node), and examine in
each iteration a q = 6 number of new angular positions for the current
node, which are placed equidistantly between the second neighbours of the
node according to the (current) angular node order. For each examined new
position the logarithmic loss given by equation (12) is calculated, and if lower
values are observed compared to the original one, the angular coordinate
of the current node is updated to the best new position. The reason for
limiting the arc of possible new positions between the two second neighbours
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is that the original coordinates obtained with the ncMCE method are usually
already quite good; thus, only minor adjustments are needed for improving
the embedding. Nevertheless, with this choice of boundaries we also allow
swaps in the angular order of the nodes. (Whenever we have to update the
angular coordinate of the current node to a new position in between the first
and second neighbours, the angular order is changed).
Let us denote one iteration over all nodes as described above as a swap-
ping round (due to the possibility of swaps in the angular order). After a
few of these swapping rounds, in order to enable the settling of the angular
positions to the true optimum allowed by the current angular order, we carry
out a couple of non-swapping rounds of updates, where the q number of pos-
sible new angular positions are distributed only between the first angular
neighbours of the current node. (E.g., in our experiments on synthetic net-
works, we used 5 swapping rounds followed by 3 non-swapping rounds.) The
total number of rounds n can be either preset, or applying a stop condition
based on the relative improvement in LL over the consecutive rounds is also
a simple option.
In terms of complexity, the calculation of the change in the logarithmic
loss LL when trying out a new node position involves the evaluation of N−1
number of terms, consequently the total number of calculation steps needed
to perform the angular optimisation is proportional to n ·N ·q ·(N−1). This
means that the running time of our algorithm is linear in terms of n and q,
and quadratic in terms of N . Thus, keeping low the number of optimisation
rounds and the number of test positions per node compared to the network
size N , the computational complexity of the proposed embedding optimisa-
tion method is O(N2), similarly to that of the original coalescent embedding
approach based on ncMCE dimension reduction [35].
Before actually showing the results of our algorithm, it is important to
specify how we choose the parameters ζ, m, L, β and T of the logarithmic
loss, that are considered to be fixed during the angular optimisation. Follow-
ing the standard practice in the literature, ζ (characterising the curvature of
the hyperbolic plane) is always assumed to be 1. For m,L, β and T we al-
ready mentioned in the description of the PSO and E-PSO models that these
parameters are connected to the different statistical features of the generated
graphs in mostly simple forms (e.g., the average degree is 〈k〉 = 2(m + L),
etc.); thus, a reasonable estimate for these can be made by observing the
corresponding properties of the network to be embedded. However, in or-
der to obtain the best results, in our studies we actually optimise for these
parameters as well, prior to the optimisation of the angular coordinates.
As a first step, we apply the ncMCE based coalescent embedding to
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obtain some initial coordinates for the nodes. Using these, we optimise m, β
and T simultaneously by minimising the logarithmic loss in equation (12)
via a simple gradient descent in the m − β − T parameter space (while the
node coordinates are kept fixed). The value of L is calculated then from the
relation 〈k〉 = 2(m+L); hence, it is actually not regarded as a free parameter
on its own. However, an important feature of the parameter optimisation
is that we allow L to take negative values as well, or in other words, m
is allowed to take values larger than 〈k〉 /2. This corresponds to a further
generalisation of the E-PSO approach, where during the graph generation
process in step 4. we actually delete already existing links (with probabilities
depending on the hyperbolic distance) instead of adding extra links. A more
detailed discussion of the generalised L parameter and the tuning of the
embedding parameters is provided in the Supporting Information.
We have two important final remarks related to the parameters of the
embedding, concerning the radial ordering of the nodes dictated by the node
degrees. First, in the case of directed networks we can associate 3 (in prin-
ciple different) degree values to each node, namely the in-, the out- and the
total degree (corresponding to the sum of the in- and the out-degree). Thus,
for any directed network we can construct at least 3 different radial orderings
depending on the degree type we use when ranking the nodes. According
to our knowledge, no systematic study has been carried out to investigate
which degree type should be preferred over the others in general; therefore,
here we take a practical approach by trying out all 3 possibilities whenever
dealing with directed networks and choose the ordering that yields the best
quality scores.
Our second remark is related to the very likely ambiguity in the radial
ordering for any network (both directed and un-directed) caused by the oc-
currence of equal node degrees in the system. I.e., in real networks the degree
distribution is usually skewed, meaning that a relatively large fraction of the
nodes has a small degree compared to the average degree. This means that
in the low degree regime we usually find a considerable number of nodes
with the very same degree, hence the radial ordering dictated by equations
(11a-11b) allows actually a large number of different permutations within
segments of the node ranking containing nodes with equal degree. Accord-
ing to our experiments detailed in the Supporting Information, there can
be a non-negligible variance in the quality scores measuring the goodness
of the embedding when permuting the radial order between nodes of the
same degree for both HyperMap, the original ncMCE approach, and also
the optimised ncMCE method proposed in this paper. Therefore, the actu-
ally chosen radial order (out of the many possibilities that are monotonic
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according to the degree) can be viewed as a further parameter of the em-
bedding for the aforementioned methods. However, the optimal choice for
this parameter can be set only via trial and error, i.e. by repeatedly trying
out different random permutations between the nodes of the same degree,
and keeping that radial order which produces the best quality score. Under
some circumstances an estimate on the possible further improvement in the
quality score as a function of the number of further tries can be made, as
shown in the Supporting Information.
3 Results
We have tested our method on both synthetic and real networks (our code is
available from Ref.[40]). In order to quantify the quality of the embedding,
we used the logarithmic loss defined in equation (12), and also the greedy
routing score, which is a commonly used, model-free measure [33, 35]. The
idea of greedy routing on a network embedded in a geometric space corre-
sponds to a simple routing protocol for getting from a source node i to a
destination node j by walking on the network, where the next step from the
current node is always carried out to the neighbour that is the closest to
the destination j according to the distance measured in the given geometric
space [41]. For networks embedded in a hyperbolic space, the distance we
use during greedy routing is the hyperbolic distance between the nodes. If
a node has no neighbours closer to the destination compared to itself, the
path is stopped. Therefore, a natural simple measure for the success of the
routing protocol is given by the fraction of successful paths actually reaching
the destination without getting stuck on any other node [16]. In order to
measure the success of the routing in a more refined way, we calculate the
greedy routing score [35] given by
GR =
1
N(N − 1)
N∑
i=1
N∑
j=1,j 6=i
`
(SP )
ij
`
(GR)
ij
, (14)
where `(SP )ij denotes the shortest path length between i and j, and `
(GR)
ij
stands for the greedy routing path length between the same source-destination
pair, which is considered to be infinity if the routing fails in reaching j from
i.
In Fig. 1 we show the results for synthetic networks generated by the
PSO model with sizes N = 100, 500 and 1000. We tested four embedding
methods on 100 networks at each network size. In Fig. 1a we plot the
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average logarithmic loss 〈LL〉 as a function of N for HyperMap (purple), the
original ncMCE (blue) and ncMCE with angular optimisation (cyan). (Since
Mercator is based on the S1/H2 model, the logarithmic loss with respect to
the E-PSO model cannot be considered as a fair quality function regarding
this embedding method; therefore, Mercator is left out from Fig. 1a.) Not
surprisingly, the curves show an increasing tendency with N ; however, the
angular optimisation clearly provides an about 20% lower LL compared to
ncMCE without optimisation, and about a 30% lower value compared to
HyperMap. In Fig. 1b we show the relative change in LL as a function of
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Figure 1: Embedding results for synthetic networks. a) The average
logarithmic loss 〈LL〉 and the corresponding 95% confidence interval (indi-
cated by bars) as a function of the number of nodes N for 100 networks
generated by the PSO model using ζ = 1, m = 2, β = 2/3 and T = 0.3.
b) The convergence of the logarithmic loss over the subsequent rounds of
iterations during the proposed angular optimisation of the ncMCE method.
c) The average greedy routing score 〈GR〉 and the corresponding 95% confi-
dence interval (indicated by bars) as a function of the number of nodes N for
the same synthetic data set as in panel a). d) The convergence of the greedy
routing score as a function of the number of rounds n during our angular
optimisation.
the number of rounds n during our optimisation of the angular coordinates.
According to the figure, the LL seems to settle to a more or less constant
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value after 6 − 8 rounds. In Fig. 1c we display the average greedy routing
score 〈GR〉 as a function of the system size N . This figure indicates that the
angular optimisation improves the result of ncMCE in terms of GR as well;
however, the greedy routing score obtained with HyperMap is not surpassed,
and the best greedy routing scores are obtained with Mercator. In Fig. 1d
we plot the relative change in GR as a function of the number of rounds n in
the angular optimisation of the result of ncMCE, where – similarly to Fig. 1b
– a steady value is reached roughly above n = 6. Additional figures related
to embedding results on synthetic networks are provided in the Supporting
Information.
In terms of real systems, we tested our method on the Pierre Auger
collaboration network (N = 38 nodes, available from Ref.[42]), a network
between books about US politics, where links correspond to frequent co-
purchasing (N = 105 nodes, available from Ref.[43]), the American College
Football network (N = 115, available from Ref.[44]), a Cambrian food web
from the Burgess Shale (N = 142, available from Ref.[45]) and a protein
interaction network from the PDZBase database (N = 161, available from
Ref.[46]). An important note about the Cambrian food web is that this
network is usually considered to be directed, where links are pointing from
consumers to their food resources. According to that, we tried out all 3
options for defining the radial order among the nodes as described in the
previous section for both HyperMap, the original ncMCE based coalescent
embedding and our algorithm (whereas Mercator does not allow this option).
The comparison between the 3 options showed non-trivial results, e.g. the
ordering according to the in-degree achieved the best greedy routing scores
for both the original ncMCE approach and our algorithm, although its score
was surpassed by the ordering according to the total degree in the case of
HyperMap. More details on this aspect of the Cambrian food web are given
in the Supporting Information.
In Fig. 2 we show a summary of the quality scores obtained for the
real networks, displaying the best results we could achieve for each method
depending on the choice of the embedding parameters. For each network
we performed embeddings trying out 2500 radial orders of the nodes with
each m − L − β − T parameter setting for HyperMap, the original ncMCE
and our approach, and we also embedded each network 2500 times with
Mercator (where the repeated embedding of the same network also provides
varying results). The total number of rounds n needed in our optimisation
framework varied between n = 8 and n = 20 for the studied real networks
(details are given in the Supporting Information). In panel a) we compare
the logarithmic loss LL in our approach to the results of HyperMap and the
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original ncMCE coalescent embedding, and in panel b) we show the greedy
routing score GR for the same methods including the results of Mercator
as well. (Mercator is left out from panel a) for the same reason as in the
case of Fig. 1). Further results at different parameter settings (together
with a more detailed description of the studied networks) are given in the
Supporting Information.
According to Fig. 2a, our angular optimisation reduces the logarithmic
loss compared to the value obtained with the original ncMCE approach also
for real networks. The maximum reduction was 47.6% (for the Pierre Auger
collaboration network) and the average reduction was 25.24% for the studied
systems. Our method obtained the lowest LL in 3 out of the 5 cases, and
the aforementioned reduction played a quite important role in this, since the
logarithmic loss of the original ncMCE turned out to be higher compared to
that of HyperMap. Besides, the proposed optimisation increases the greedy
routing score, as shown in Fig. 2b. The maximum improvement compared to
the original ncMCE in terms of GR was 22.5% (for the protein interaction
network from the PDZBase database), and the average improvement was
14.41% for the studied systems. In addition, our approach achieved the
highest GR for 2 out of the 5 studied networks, and the second best greedy
routing score in 2 more cases.
In Fig. 3 we compare the layouts of the American College Football web in
the 2D hyperbolic space obtained with the four different embedding meth-
ods. An interesting feature of this data set is that information about the
conferences of the included teams is also available, which is marked by the
different node colours in the figure. The angular coordinates of the nodes
are equidistantly distributed in the output of the original ncMCE based
coalescent embedding approach, as it can be seen in Fig. 3a. A visually
quite pleasant feature of this layout is that according to the colouring, the
teams belonging to the same conference tend to occupy a more or less well-
defined, continuous range according to the angle. After applying the angular
optimisation proposed in this paper, the angular coordinates are no longer
equidistantly distributed and – as shown in Fig. 3b – the conferences contract
into well-separated clusters, which helps the viewer even more in separating
the different groups during a visual interpretation of the layout. HyperMap
seems to repeatedly assign the same (or very close) angular coordinates for
multiple nodes at the same time, which results in very tight clusters in the
layout (Fig. 3c); however, according to the colouring of the nodes, these
clusters often contain nodes from different conferences. The layout obtained
with Mercator (Fig. 3d) shows an organisation similar to that of our algo-
rithm, where most of the team conferences appear as well-separated, but not
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Figure 2: Embedding results for real networks. a) The logarithmic loss
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optimisation (cyan) for the real networks that we studied. b) The greedy
routing score for the same methods and also Mercator (olive).
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The tests were run on synthetic networks obtained from the PSO model with
ζ = 1, m = 2, β = 2/3, T = 0.3 and N increasing from 100 to 10, 000, where
10 samples were generated at each N value. The measured average running
time is shown in seconds, the bars indicate the 95% confidence intervals.
extremely tight clusters.
In Fig. 4 we show the running time for the different embedding algo-
rithms, measured for synthetic networks generated by the PSO model. The
size of these networks varied between N = 100 and N = 10, 000 nodes, while
the further parameters of the network generating model were kept fixed.
The original ncMCE algorithm seems to be the fastest, with Mercator com-
ing second followed quite closely by our approach, and HyperMap appears
to be way slower compared to the rest at larger network sizes.
4 Discussion
The coalescent hyperbolic embedding based on the ncMCE dimension reduc-
tion was shown to be a very efficient method with low running time and high
quality results [35]. In the present work we proposed a further optimisation
of the angular coordinates obtained with this approach using a logarithmic
loss function based on the E-PSO model. According to our experiments on
both synthetic and real networks, this comes with the cost of a somewhat
increased running time, but it also provides a lower logarithmic loss LL and
a higher greedy routing score GR. The reduction of LL is not at all sur-
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prising (since we are actually optimising with regard to that); however, the
improvement in GR in the meantime is indicating that the embedding be-
comes better also according to a model-free quality score. In addition to
the original ncMCE approach, we compared the results of our algorithm also
with embeddings obtained with HyperMap [33] and Mercator [37], and it
seems that our algorithm is competing with these state-of-the-art methods
in terms of the aforementioned two quality scores.
In the case of the American College Football web the optimisation of
the angular coordinates led to a result where clusters of nodes belonging to
the same team conferences became more separated from the other groups
compared to the layout in the original ncMCE approach. This shows that in
some cases our algorithm not only improves the quality score of the embed-
ding, but it can in addition provide a layout that is more intuitive and easy to
interpret. Based on the above, the usage of our extension of the ncMCE coa-
lescent embedding can be quite beneficial in any further study or application
where high quality hyperbolic embedding of networks is important.
A final remark we would like to make regarding the quality of the embed-
ding (measured by either the logarithmic loss or the greedy routing score)
is related to the radial order of the nodes dictated by the node degree in
HyperMap, the original ncMCE coalescent embedding and also in our ap-
proach. As mentioned previously, real networks are very likely to contain
(in some cases even large) groups of nodes with equal degree, and within
such a group the radial order of the nodes can be chosen arbitrarily. Ac-
cording to our analysis (detailed in the Supporting Information), depending
on the actual choice of the radial order the quality scores can show a non-
negligible variance. Furthermore, in directed networks in principle we can
choose from 3 degree types (corresponding to the in-, the out- and the total
degree) when defining an ordering among the nodes. Our studies related to
the Cambrian food web showed that the quality scores are sensitive also to
the chosen degree type defining the radial order. These features open up
additional possibilities for optimisation to be studied in further works.
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SUPPORTING INFORMATION
S1 The E-PSO model
The popularity-similarity optimisation (PSO) model[11] was introduced in
order to describe how random geometric graphs grow in the native disk
representation of the hyperbolic plane. Its importance derives from the fact
that networks generated by this model exhibit scale-free degree distribution,
strong clustering and also the small world property, which are frequently
mentioned among the universal properties of real networks. However, as
mentioned in the main article, an important criticism raised against the
PSO model is that the densification law for subgraphs spanning between
nodes having a degree k > kmin cannot be observed when kmin is increased,
as opposed to some of the real networks [37]. The generalisation offered by
the E-PSO model solves this problem, as we show here.
The essential idea realised by the PSO model is that at each time step
a new node appears in the hyperbolic plane (with a radial coordinate de-
pending on the time and a random angular coordinate) and it establishes
connections with some of the previously appeared nodes, which are selected
according to probabilities determined by their hyperbolic distance from the
new node. The links obtained this way – connecting always the new node to
old ones – are called external links. However, it is plausible to assume that
new connections may emerge during the network growth also between pairs
of old nodes. The PSO model can be easily extended with the formation of
such internal links[11]: in the so-called[33] generalised PSO model in addi-
tion to the m number of external links introduced by the new node, at each
time step an internal link is also created between L+ number of disconnected
node pairs, which are sampled according to distance-dependent probabilities.
The E-PSO model[33] is an equivalent of the generalised PSO model
described above, simulating the emergence of the L+ number of internal
links by creating different number of external links at each time step. In
this approach, for a given total number of nodes N and popularity fading
parameter β, in expected value
m¯i = m+L¯i ' m+L+· 2(1− β)
(1−N−(1−β))2(2β − 1)
[(
N
i
)2β−1
− 1
](
1− i−(1−β)
)
(S1)
new links are created at time i (i.e. at the appearance of node i), each of
them connecting a previously appeared node (indexed by j < i) to the new
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node i.
To generalise the concept of internal links further, it is also conceivable
that after a while some of the connections are deleted. Along this line, we
can extend the generalised PSO model with the deletion of the link between
L− number of connected pairs of old nodes at each time step. But how
should the links be selected for deletion? If the temperature T is set to
0, when creating new (either external or internal) links we have to always
connect that node pair from the candidates which is characterised by the
smallest hyperbolical node-node distance. The opposite of this deterministic
connection rule is easy to phrase: for T = 0 in each deletion step the link
connecting the hyperbolically furthermost nodes is split up. Consequently,
for T = 0 the case L+ = L− gives back exactly the original PSO model.
At T > 0 a natural extension of the above concept is to assume such a
link removal process where the probability that a link will not be deleted
corresponds to the usual PSO linking probability, and the complementary
probability of this is the removal probability, according to which we remove
at each time step L− number of internal links at random. In this way,
when L+ = L− in the generalised PSO model, we add and remove the
same number of internal links at each time step, and therefore, the resulting
networks become equivalent to the networks generated by the original PSO
model.
By taking L = L+−L− as the net number of added and removed internal
links per time step, we can also consider the analogous generalised E-PSO
model, where all connections are created as external links at the appearance
of the new nodes, without any additional link insertion or deletion. In this
framework, by adjusting m¯i, the expected number of new links introduced
connected to the new node i, the resulting network can be made equivalent
to the generalised PSO model inserting and deleting internal links. The
method is straightforward, we can simply use
m¯i = m+L¯i ' m+L· 2(1− β)
(1−N−(1−β))2(2β − 1)
[(
N
i
)2β−1
− 1
](
1− i−(1−β)
)
,
(S2)
where the only (but important) difference compared to equation (S1) is that
L can also be negative, whereas L+ in equation (4) is always non-negative.
In Fig. S1 we plot the average internal degree 〈kinternal〉 of the subgraphs
spanning between nodes having a degree larger than a certain threshold kmin
as a function of kmin for both positive and negative L values (indicated by
different colours) at different β and T parameters. When L is positive (cor-
responding to that case of the generalised PSO model, in which at each time
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step the number of newly created internal links is larger than the number
of deleted internal links), the average internal degree becomes larger as the
degree threshold begins to increase. For L = 0 (corresponding to the case of
the original PSO model) the average internal degree remains constant until
the degree threshold does not become so large that the subgraphs become
extremely small. And finally, for negative L (corresponding to that case of
the generalised PSO model, in which at each time step more internal links
are deleted than created) with the increase of the degree threshold the aver-
age internal degree decreases even for relatively small values of the threshold.
Note that the shape of the 〈kinternal〉 − kmin curve does not depend on the
popularity fading parameter β, thus neither on the exponent γ of the degree
distribution, as opposed to the S1/H2 model[13], where the average internal
degree is an increasing function of the degree threshold only for γ < 3.
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Figure S1: Average internal degree of subgraphs spanning between
nodes with degrees larger than a threshold as a function of the
degree threshold for synthetic networks generated by the E-PSO
model using different parameters. With each parameter setting one
network was generated with size N = 100000. The parameter ζ was always
set to 1. Each panel corresponds to a certain β − T setting given in the
title of the subplot. The different colours of the curves indicate the different
settings of the parameters m and L. The expected average degree 2 · (m+L)
was 8 for each network.
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S2 Setting the embedding parameters for ncMCE,
its angular optimisation and HyperMap
When determining the radial coordinates in the ncMCE method, the popu-
larity fading parameter β has to be set to some specific value, whereas for
the calculation of the logarithmic loss in our angular optimisation process,
besides β also the temperature T and the parameter m have to be specified.
In the case of HyperMap, the parameter L has to be inputted too.
Changing the value of the curvature K = −ζ2 of the hyperbolic plane
corresponds to a simple rescaling of all hyperbolic distances, which does not
affect how the node distances are related to each other; thus, the value of ζ
practically does not affect the embedding, and – according to the standard
practice in the literature – it can always be simply set to 1. However, the
embedding quality strongly depends on the parameters m, L, β and T . The
usual approach for setting these parameters relies on estimations based on
observed statistical features of the graph to be embedded [33]: m can be set
to the minimum observed node degree in the network, L can be obtained from
the average degree as L = 〈k〉 /2−m, and β can be calculated as β = 1/(γ−1)
from the degree decay exponent γ determined by fitting a power-law to the
degree distribution. To infer T experimentally we can use the empirical
connection probability[33] or the average clustering coefficient of the network
[36] through a relatively complicated procedure. Nevertheless, for example
fitting a power-law to the degree distribution of a network can be problematic
in many cases, partly because of the uncertainty in the identification of that
range of the degree distribution over which the power-law behaviour holds,
and partly because for the fitting that very part of the distribution (namely
the tail) has to be considered which corresponds to the rather rare events and
thereby is complicated by the occurrence of large fluctuations. Therefore,
instead of following the usual, frequently laborious procedures for estimating
the embedding parameters, we applied a less burdensome method which is
able to determine all the necessary parameters simultaneously.
An important note is that when a network is assumed to be generated
by the E-PSO model, the above-mentioned parameters characterise the adja-
cency matrix itself, and not a certain hyperbolic arrangement of the network.
Therefore, we can assume that by optimising the parameters m, L, β and T
for just one particular embedding of the examined network, we can actually
get close to that parametrisation of the E-PSO model which is the most
correspondent with the network in general. As a consequence, the embed-
ding parameters can be estimated for example based on a node arrangement
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obtained with the ncMCE method, which is a reasonable choice because of
its low running time. Given a hyperbolic embedding of a network, we can
consider the parameters to be optimal when the logarithmic loss LL of this
embedding is minimal.
According to the above, in our algorithm proposed for parameter setting
we simply create an embedding of the network with ncMCE and determine
the minimum point of its logarithmic loss via a gradient descent in the m−
β − T parameter space, meaning that we take ever smaller steps in the
direction of the negative gradient of the logarithmic loss (i.e. the vector
(−∂LL∂m ,−∂LL∂β ,−∂LL∂T )) until we get so close to the optimum that the resultant
step size becomes smaller than a given value, or in other words, until the
optimum is approached with a given precision. The parameter L needed for
HyperMap is calculated then from the relation 〈k〉 = 2(m + L) using the
optimal value of m.
In the case of embedding synthetic networks obtained from the PSO
model, we started the search in the parameter space from the parameters
used for the network generation, while for real networks we used β = 0.5, T =
0.5 and m = 〈k〉 /2 as the starting point. In accordance with our generalised
E-PSO model, L was allowed to take negative values as well, i.e. m was
allowed to take values larger than 〈k〉 /2. We permittedm to change between
1 and 2 · 〈k〉 (m never increased over this value even if it was not prohibited),
while the value of β and T was restricted to the interval [0.1, 0.99]. If the end
point of a step would have fallen outside from the designated range of any of
the parameters, we set the involved parameters to their allowed extremum in
this step. The step size was tuned separately in each parameter’s direction.
The size of the first step was set to the distance of the starting point from the
permitted extremum falling in the direction of the initial negative derivative
of the logarithmic loss multiplied by a constant factor smaller than 1, where
the multiplying constant was the same for all three partial derivatives and it
was set experimentally to a value at which the algorithm seemed to eventually
converge. The size of the following steps was calculated in each direction as
the corresponding partial derivative multiplied by another constant factor;
thus, together with the partial derivatives, the step sizes declined as the
optimum was approached. The multiplying constant used from the second
step was calculated by dividing the size of the first step in the given direction
by the absolute value of the corresponding initial partial derivative. This way
it was provided in each direction that – unless the size of the first step was
set to a too large value which led to the increase of the partial derivative –
the size of the second step was always smaller compared to the first step.
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S3 Embedding of synthetic networks generated by
the PSO model
This section presents our results concerning synthetic networks. We com-
pared the performance of the original ncMCE[35], ncMCE with our angular
optimisation, HyperMap[33] and Mercator[37] for networks generated by the
PSO model with different combinations of the input parameters. The effect
of changing the number of nodes N is shown in the main article, while the
dependence of the embedding quality measures on the expected average de-
gree 2m, the popularity fading parameter β and the temperature T used for
the network generation is shown here below. An important remark is that
both the logarithmic loss[33] LL and the greedy routing score[35] GR seem
to converge after only a few rounds of angular optimisation for all types of
synthetic networks that we studied, which is indispensable for keeping the
running time of the angular optimisation low.
Besides, we demonstrate through the embedding of synthetic networks
that for all the four investigated embedding methods the repeated embedding
of the same network leads to hyperbolic arrangements of different quality.
According to our experiments, the distribution of the embedding quality
obtained by the repetition of a given method is a bell-shaped curve or consists
of more bell-shaped peaks. Knowing this, we show how the improvement
in both the logarithmic loss LL and the greedy routing score GR can be
estimated after some trials as a function of the number of repetitions. The
impact of the network generation parameters N , m, β and T on the variance
of the embedding quality occurring during the repetition of the embedding
is also investigated below.
S3.1 The effect of the network generation parameters on the
embedding quality
We tested four embedding methods (namely ncMCE, ncMCE with our an-
gular optimisation, HyperMap and Mercator) on networks generated by the
PSO model using different parameter combinations. The dependence of the
logarithmic loss LL and the greedy routing score GR on the number of nodes
N is depicted in the main article, and here in Figs. S2a, S2c, S2e and Figs.
S3a, S3c, S3e we present the dependence of these quality measures on the
half of expected average degree m, the popularity fading parameter β (or the
expected exponent of the degree distribution γ = 1 + 1/β) and the temper-
ature T (of which the expected average clustering coefficient is a decreasing
function) used for network generation. A number of 100 networks were gener-
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ated for each parameter setting. We then regarded the model parameters as
unknown, and set them for ncMCE, its optimisation and HyperMap accord-
ing to the parameter optimisation method described in the previous section.
In the case of Mercator, we used its own parameter estimation process in-
cluded in the algorithm [37]. Each network was embedded once with each
embedding method and the obtained quality measures were averaged over
the networks of the same generation parameters. For each network we set
two radial orders of the nodes: one for the parameter optimisation and – in
order not to favour ncMCE over the other methods – another with which the
performance of the ncMCE method was measured. This latter radial order
was identical to the radial order used in our angular optimisation process
and the radial order used in HyperMap. (Note that Mercator does not use
a strict radial ordering among the network nodes.) According to Figs. S2b,
S2d, S2f and Figs. S3b, S3d, S3f, after only 5 swapping and 3 non-swapping
rounds of angular optimisation both the logarithmic loss LL and the greedy
routing score GR reach a steady value for all type of PSO networks, which
is in the case of LL 10− 20%, while for GR 4− 15% better than the result
of ncMCE without optimisation.
S3.2 Varying quality scores under the repetition of the em-
bedding
This section sheds light on the fact that for all four embedding methods that
we examined, the hyperbolic arrangements resulting from the repeated exe-
cution of the embedding may not be equivalent regarding their quality scores.
We generated networks with the PSO model and embedded them repeatedly
with the original ncMCE, ncMCE with angular optimisation, HyperMap and
Mercator. In the former three cases the quality differences between the rep-
etitions are indicated by the changes both in the logarithmic loss LL and
the greedy routing score GR, and the performance of Mercator – measured
only by the greedy routing score GR – also varied under the repetitions.
The ncMCE method determines the radial coordinates of the network
nodes in the logarithmic loss optimising way proposed originally as a part of
the HyperMap method. As detailed in the main article, in order to minimise
the logarithmic loss of the embedding with respect to the E-PSO model, Hy-
perMap assigns logarithmically increasing radial coordinates to the nodes in
the decreasing order of the node degrees. However, the radial order among
the nodes of the same degree can not be determined analytically, and accord-
ing to the commonly applied procedure the ties in the degree order can be
broken arbitrarily. Due to this ambiguity in the radial ordering of the nodes,
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Figure S2: The impact of the network generation parameters on the
logarithmic loss achieved by the original ncMCE, ncMCE with an-
gular optimisation and HyperMap for networks generated by the
PSO model. Logarithmic loss LL obtained with the studied embedding
methods as a function of network generation parameters (left) and the rel-
ative improvement in the logarithmic loss as a function of the number of
rounds n during the angular optimisation of the node arrangement resulted
from the ncMCE method (right). Each data point corresponds to a value
averaged over 100 synthetic networks, the bars indicate the 95% confidence
intervals. a) LL as a function of the half of expected average degree m when
ζ = 1, N = 100, β = 2/3 and T = 0.3. b) Convergence of LL as a function
of n under the same settings as in panel a). c) LL as a function of the
popularity fading parameter β when ζ = 1, N = 100, m = 2 and T = 0.3.
d) The convergence of LL as a function of n under the same settings as in
panel c). e) LL as a function of the temperature T when ζ = 1, N = 100,
m = 2 and β = 2/3. f) The convergence of LL as a function of n under the
same settings as in panel e).
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Figure S3: The impact of the network generation parameters on
the greedy routing score achieved by the original ncMCE, ncMCE
with angular optimisation, HyperMap and Mercator for networks
generated by the PSO model. Greedy routing score GR obtained with
the studied embedding methods as a function of network generation param-
eters (left) and the relative improvement in the greedy routing score as a
function of the number of rounds n during the angular optimisation of the
node arrangement resulted from the ncMCE method (right). Each data
point corresponds to a value averaged over 100 synthetic networks, the bars
indicate the 95% confidence intervals. a) GR as a function of the half of
expected average degree m when ζ = 1, N = 100, β = 2/3 and T = 0.3. b)
Convergence of GR as a function of n under the same settings as in panel
a). c) GR as a function of the popularity fading parameter β when ζ = 1,
N = 100, m = 2 and T = 0.3. d) The convergence of GR as a function of n
under the same settings as in panel c). e) GR as a function of the temper-
ature T when ζ = 1, N = 100, m = 2 and β = 2/3. f) The convergence of
GR as a function of n under the same settings as in panel e).
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for the same network usually many different arrangements of the network
nodes can be produced by HyperMap, the original ncMCE and ncMCE with
angular optimisation. To study the effect of the allowed changes in the ra-
dial order of the nodes we embedded PSO networks with the aforementioned
three methods multiple times, where the embeddings of a given network were
carried out using in each repetition the same setting of the embedding pa-
rameters ζ, m, L, β and T (obtained with the logarithmic loss minimising
method described in a previous section), but a randomly chosen permutation
of the radial order of nodes with equal degree. Mercator does not allow the
specification of the radial order; thus, this algorithm was just simply re-run
from scratch.
Figures S4a, S4c, S4e and Figures S5a, S4c, S4e exemplify that for syn-
thetic networks generated by the PSO model the distribution of the embed-
ding quality among the repetitions of the embedding is close to a Gaussian
for the original ncMCE, ncMCE with angular optimisation and HyperMap.
Note that the original ncMCE method is fundamentally different from its
angularly optimised version and HyperMap in that respect, that in the for-
mer the angular coordinates are determined independently from the radial
arrangement of the nodes, while in the latter two methods the angular ar-
rangement depends on the actual radial node order. Thereby, it can be
expected that the distribution of the embedding quality among the different
radial orderings of the nodes is Gaussian for any embedding method which
determines the radial coordinates the same way as HyperMap. Figure S5g
demonstrates that the GR distribution obtained from the repeated execution
of Mercator is not a simple normal distribution, but instead it consists of
more bell-shaped peaks. However, if we are interested only in the best results
achievable by repeating the embedding, we have to take into consideration
only the peak at the end of the largest GR values, which in itself is similar
to a normal distribution.
Assuming that the distribution of the quality score follows a normal
distributionN (µ, σ) (where µ is the mean and σ corresponds to the standard
deviation), we can obtain an estimate for the best score that can be achieved
under ns number of repetitions of the embedding. The expected value for the
extreme values of our interest among ns number of samples can be formulated
as
E
[
min
1≤i≤ns
LLi
]
= µLL − σLL · g(ns), (S3a)
E
[
max
1≤i≤ns
GRi
]
= µGR + σGR · g(ns), (S3b)
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where ns is assumed to be ns ≥ 2 and the function g(ns) is given by
g(ns) =
√
2ln(ns)− ln(ln(ns)) + ln(4pi)− 2Γ
2
√
2ln(ns)
+ O
(
1
ln(ns)
)
, (S4)
where Γ = 0.5772156649... is the Euler–Mascheroni constant[47]. We fitted a
normal distribution to each of the measured quality score distributions (in the
case of Mercator only to the relevant part of the distribution) and substituted
the obtained µ and σ parameters into equations (S3a-S4). According to Figs.
S4b, S4d, S4f and Figs. S5.b, S5d, S5f, S5h, the resulting functions are close
to the curves describing the measured best quality score as a function of
the number of embeddings carried out. This suggests that the improvement
in the logarithmic loss or in the greedy routing score achievable by further
repetitions of any of the four studied embedding methods can be predicted
by simply fitting equations (S3a-S4) to the lowest achieved logarithmic loss
or the highest achieved greedy routing score as a function of the number of
trials so far.
We demonstrate through the original ncMCE method how the network
properties can affect the variance of the embedding quality appearing when
different radial orders of the nodes are tried out. We generated 500 networks
with the PSO model using different parametrisations and embedded each
network 250 times with ncMCE. The required embedding parameter β was
determined for each network once by the above describedm−β−T optimising
method. During the repeated embedding of the same network only the radial
order between the nodes having the same degree was allowed to change.
Figures S6 and S7 show the results regarding the logarithmic loss and the
greedy routing score of the embeddings, respectively. Besides, these PSO
networks were also embedded 250 times with Mercator, the only one of the
four studied embedding methods which does not set a strict radial order
among the network nodes based on their degree. Figure S8 presents the
improvement in the performance of Mercator due to its repeated execution
in the case of several different parametrisations of the network generation.
S4 Embedding of real networks
This section details our results related to real networks. We begin with the
description of the adjustment of the embedding parameters, which is followed
by the results obtained for the quality scores at different parameter settings.
In addition, we show how the repetition of the embedding procedure can
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Figure S4: The distribution of the logarithmic loss LL among the
repeated embeddings of a network generated by the PSO model
parametrised by ζ = 1, N = 100, m = 2, β = 2/3 and T = 0.3. In
each row of the figure the results regarding one of the studied embedding
algorithms are presented: panels a) and b) refer to ncMCE, panels c) and d)
refer to ncMCE with our angular optimisation and panels e) and f) refer to
HyperMap. The left panels show the observed quality distributions and the
normal distributions fitted to these data, while the right panels depict the
achieved best logarithmic loss as a function of the number of repetitions of the
embedding. The dashed curves on the right are obtained from equation (S3a)
by substituting in the mean and the standard deviation of the corresponding
fitted normal distribution on the left.
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Figure S5: The distribution of the greedy routing score GR among
the repeated embeddings of a network generated by the PSO model
parametrised by ζ = 1, N = 100, m = 2, β = 2/3 and T = 0.3. In
each row of the figure the results regarding one of the studied embedding
algorithms are presented: panels a) and b) refer to ncMCE, panels c) and
d) refer to ncMCE with our angular optimisation, panels e) and f) refer to
HyperMap and panels g) and h) refer to Mercator. The left panels show the
observed quality distributions and the normal distributions fitted to these
data, while the right panels depict the achieved best greedy routing score as
a function of the number of repetitions of the embedding. The dashed curves
on the right are obtained from equation (S3b) by substituting in the mean
and the standard deviation of the corresponding fitted normal distribution
on the left. 37
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Figure S6: The impact of the network generation parameters on the
variance of the logarithmic loss LL observed during the repeated
execution of ncMCE for networks generated by the PSO model.
The depicted data points correspond to the improvement in the embedding
quality averaged over 500 PSO networks generated using a given parameter
setting. The solid lines are obtained by fitting equation (S3a) to the mea-
sured curves. The fitted coefficient is the standard deviation σ characterising
the distribution of the improvement in the logarithmic loss compared to the
first trial of the embedding. Note that since not the absolute values, but the
improvements are plotted, the mean of the quality distribution is always 0.
The coefficient of determination R2 is also given for each fit in the legends.
a) The improvement in LL as a function of the number of repetitions of the
embedding at different N parameters with fixed ζ = 1, m = 2, β = 2/3
and T = 0.3. b) The improvement in LL as a function of the number of
repetitions of the embedding at different m parameters with fixed ζ = 1,
N = 100, β = 2/3 and T = 0.3. c) The improvement in LL as a function of
the number of repetitions of the embedding at different β parameters with
fixed ζ = 1, N = 100, m = 2 and T = 0.3. d) The improvement in LL
as a function of the number of repetitions of the embedding at different T
parameters with fixed ζ = 1, N = 100, m = 2 and β = 2/3.
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Figure S7: The impact of the network generation parameters on
the variance of the greedy routing score GR observed during the
repeated execution of ncMCE for networks generated by the PSO
model. The depicted data points correspond to the improvement in the
embedding quality averaged over 500 PSO networks generated using a given
parameter setting. The solid lines are obtained by fitting equation (S3b) to
the measured curves. The fitted coefficient is the standard deviation σ char-
acterising the distribution of the improvement in the greedy routing score
compared to the first trial of the embedding. Note that since not the absolute
values, but the improvements are plotted, the mean of the quality distribu-
tion is always 0. The coefficient of determination R2 is also given for each
fit in the legends. a) The improvement in GR as a function of the number
of repetitions of the embedding at different N parameters with fixed ζ = 1,
m = 2, β = 2/3 and T = 0.3. b) The improvement in GR as a function of
the number of repetitions of the embedding at different m parameters and
fixed ζ = 1, N = 100, β = 2/3 and T = 0.3. c) The improvement in GR
as a function of the number of repetitions of the embedding at different β
parameters and fixed ζ = 1, N = 100, m = 2 and T = 0.3. d) The improve-
ment in GR as a function of the number of repetitions of the embedding at
different T parameters and fixed ζ = 1, N = 100, m = 2 and β = 2/3.
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Figure S8: The impact of the network generation parameters on the
variance of the greedy routing score GR observed during the re-
peated execution of Mercator for networks generated by the PSO
model. The depicted data points correspond to the improvement in the
embedding quality averaged over 500 PSO networks generated using a given
parameter setting. The solid lines are obtained by fitting equation (S3b) to
the measured curves. The fitted coefficient is the standard deviation σ char-
acterising the distribution of the improvement in the greedy routing score
compared to the first trial of the embedding. Note that since not the absolute
values, but the improvements are plotted, the mean of the quality distribu-
tion is always 0. The coefficient of determination R2 is also given for each
fit in the legends. a) The improvement in GR as a function of the number
of repetitions of the embedding at different N parameters with fixed ζ = 1,
m = 2, β = 2/3 and T = 0.3. b) The improvement in GR as a function of
the number of repetitions of the embedding at different m parameters and
fixed ζ = 1, N = 100, β = 2/3 and T = 0.3. c) The improvement in GR
as a function of the number of repetitions of the embedding at different β
parameters and fixed ζ = 1, N = 100, m = 2 and T = 0.3. d) The improve-
ment in GR as a function of the number of repetitions of the embedding at
different T parameters and fixed ζ = 1, N = 100, m = 2 and β = 2/3.
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improve the achieved quality scores. Finally, some layouts of the networks
in the native representation of the hyperbolic plane are also presented.
S4.1 Parameter settings for the studied networks
We studied the following real networks:
• the twelfth layer of the multiplex Pierre Auger collaboration network[42],
which describes the collaborations related to the SD-reconstruction;
• a network[43] between books about US politics published close to the
2004 U.S. presidential election, where links correspond to frequent co-
purchasing by the same buyers and nodes have been given values "l",
"n", or "c" to indicate whether they are "liberal", "neutral", or "con-
servative";
• the American College Football network[44] describing the games be-
tween Division IA colleges during regular season Fall 2000, where the
nodes have values that indicate to which conferences they belong;
• a Cambrian food web from the Burgess Shale[45] with nodes cate-
gorised according to their trophic roles, which is in fact a directed
network where links are pointing from consumers to resources, but
in order to enable the hyperbolic embedding, the directedness of the
connections can be disregarded;
• a protein interaction network[46] from the PDZBase database.
Their characteristics related to the parameters of the logarithmic loss, namely
the number of nodes N , the average degree 〈k〉, the smallest occurring de-
gree min
1≤i≤N
ki and the average clustering coefficient 〈c〉 are listed in Table
S1. Because of the small network sizes, fitting the degree decay exponent γ
is ambiguous in most cases; therefore, γ values are not provided. As it was
pointed out in the above section devoted to the E-PSO model, the parameter
L is related to the shape of the curve describing the connection between a
degree threshold and the average internal degree of the subgraph determined
by this threshold. Figure S9 displays this curve for the studied real networks.
At least two different settings of the embedding parameters were tested
for each real network in the case of ncMCE, its angular optimisation and
HyperMap. First, the same procedure was carried out as in the case of syn-
thetic networks: the parametersm, β and T were determined simultaneously
by minimising the logarithmic loss LL of an embedding resulted from the
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Figure S9: Average internal degree of the subgraph spanning be-
tween nodes having a degree k > kmin as a function of the degree
threshold kmin for the studied real networks. a) The twelfth layer of
the Pierre Auger collaboration network. b) Network between books about
US politics. c) American College Football network. d) Cambrian food web
from the Burgess Shale. e) Protein interaction network from the PDZBase
database.
ncMCE method and L was calculated as 〈k〉 /2 − m. An example for the
search in the 3-dimensionalm−β−T parameter space (starting from numer-
ous different initial positions) is shown in Fig. S10. In the second and third
cases of the parameter setting, the parameters β and T were optimised in a
similar way as in the first case, but here the parameterm was previously fixed
to 〈k〉 /2 and min
1≤i≤N
ki, respectively; thus, instead of the 3-dimensional gradi-
ent (∂LL∂m ,
∂LL
∂β ,
∂LL
∂T ) the 2-dimensional vector (
∂LL
∂β ,
∂LL
∂T ) was used. Setting
m to 〈k〉 /2 corresponds to the assumption that the network was generated
by the original PSO model, while the choice m = min
1≤i≤N
ki was proposed
for HyperMap[33]. We did not embed the American College Football net-
work with m = min
1≤i≤N
ki, because this would have resulted in a negative
L = 〈k〉 /2 −m value which was originally not allowed in HyperMap. For
the Cambrian food web (in which the links are actually directed) the type
of the node degree determining the radial order of the nodes was considered
to be an additional parameter of the embedding: in the fourth and the fifth
parameter setting procedures the simultaneous optimisation of m, β and T
was carried out using such a radial node order that resulted in outwards de-
creasing in-degree and out-degree, respectively. All the parameter settings
tested for ncMCE, its angular optimisation and HyperMap are given in Table
S1. In the case of Mercator, we used its own parameter estimation process
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included in the algorithm[37].
S4.2 Embedding quality at different parameter settings
In the following, we show detailed results regarding the behaviour of the
quality scores as a function of the embedding parameters. As it can be seen in
Fig. S11, both the logarithmic loss LL and the greedy routing scoreGR reach
a more or less steady value for all the studied real networks and parameter
settings within a reasonable number of rounds of angular optimisation of the
node arrangement obtained with ncMCE, just like in the case of synthetic
networks.
In the previous section we have shown that for synthetic networks the
achievable improvement in the quality scores under the repetition of the
embedding can be predicted for all the four studied embedding methods by
fitting the formulae in equations (S3a-S4) to the lowest achieved LL or the
highest achieved GR as a function of the number of trials so far. In Fig.
S12 we demonstrate that although in the case of real networks it is often
not true anymore that the quality distribution among the repetitions of the
embedding is a simple normal distribution, the corresponding formulae in
equations (S3a-S4) still can be used to fit the observed curves of the best
quality scores achieved so far. The fitted coefficients µ and σ correspond to
the mean and the standard deviation of the peak found on that side of the
quality distribution which yields the best results. Thus, it seems that fitting
equations (S3a-S4) automatically selects the part of the quality distribution
that is relevant for estimating the quality improvement achievable by the
repetition of the embedding.
We embedded all the five real networks with each of the examined em-
bedding methods 2500 times. In the case of ncMCE, ncMCE with angular
optimisation and HyperMap we set the embedding parameters only once for
each network with each of the above described parameter estimating meth-
ods and during the repetition of the embedding only the radial order of
the nodes having the same degree was randomly permuted again and again.
Since Mercator has its own parameter estimating process and does not al-
low the setting of the radial order of the nodes, Mercator was simply re-run
2500 times. The achieved best quality scores are plotted as a function of the
number of repetitions ns in Figs. S13-S17. We fitted to each curve according
to equations (S3a-S4), the fitted coefficients are listed in Tables S2-S6. An
interesting point to note related to these results is that the greedy routing
score achieved for the Cambrian food web was way higher when the radial
ordering of the nodes was dictated by the in-degree instead of the out-degree
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Figure S10: The operation of our method for searching the optimal
embedding parameters exemplified through the Cambrian food
web from the Burgess Shale. a) Examples of the trajectories emerging
during the gradient descent used for minimising the logarithmic loss LL of
an ncMCE embedding in the case of different starting points in them−β−T
parameter space. The termination points (indicated by "o") lie close to each
other for all of the tested starting points (marked with "*"), suggesting that
a global optimum of the logarithmic loss does exist. b) The logarithmic loss
LL as a function of the number of steps taken along the trajectories starting
from different points of the m− β − T space shown in panel a).
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Figure S11: The convergence of the logarithmic loss LL (left) and
the greedy routing score GR (right) over the subsequent rounds
of iterations during the angular optimisation of the embeddings
resulted from ncMCE for the studied real networks. The curves of
different colours show the relative improvement in the embedding quality
for different settings of the embedding parameters: either m was optimised
simultaneously with β and T via a gradient descent, or only β and T were
optimised based on the logarithmic loss and m was set to the half of average
degree or the smallest occurring degree. In the case of the Cambrian food
web (panels g) and h)) two further parameter adjusting procedures were also
carried out, where the parameterm was optimised simultaneously with β and
T for such node arrangements where the radial coordinates were assigned
in the order of the in- or the out-degrees instead of the total degrees of
the nodes. Each data point corresponds to an average over 2500 trials of
embedding with the given m, β and T parameters, and the bars indicate
the 95% confidence intervals. The total number of optimisation rounds was
set for each network individually to a value at which the logarithmic loss
seemed to settle to a more or less constant value with all the examined
parameter settings. Panels a) and b): The twelfth layer of the Pierre Auger
collaboration network. Panels c) and d): Network between books about US
politics. Panels e) and f): American College Football network. Panels g) and
h): Cambrian food web from the Burgess Shale. Panels i) and j): Protein
interaction network from the PDZBase database.
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Figure S12: Example for fitting to the achieved best logarithmic
loss as a function of the number of embedding trials for a real net-
work where the distribution of the obtained quality scores among
the repetitions of the embedding seems to be bi-modal. The here
considered LL values resulted from the repeated embedding of the Pierre
Auger collaboration network using the original ncMCE approach with the
parametersm, β and T obtained from our parameter optimisation procedure
described in a previous section. a) The achieved best LL values as a func-
tion of the number of samples ns, together with the fitted curve according to
equations (S3a) and (S4). b) The density function of the obtained LL scores
(shown by the histogram) together with a normal distribution (dashed line)
having a mean and standard deviation corresponding to the fit shown in
panel a), re-normalised according to the weight of the empirical LL samples
below LL = 133.
46
or the total degree for both the original ncMCE approach and its angularly
optimised version.
Hyperbolic layouts for real networks
In addition to the hyperbolic layouts of the American College Football web
presented in the main article, here we show layouts on the native represen-
tation of the hyperbolic plane also for the network between books about US
politics and the Cambrian food web from the Burgess Shale. Similarly to the
American College Football network, the nodes in these two further networks
form communities. In the case of the network between books about US pol-
itics, shown in Fig. S18, the communities are based on political orientation,
whereas for the Cambrian food web, depicted in Fig. S19, the nodes can
be sorted into different trophic roles. For both networks, we have chosen
the layout corresponding to the achieved best greedy routing score for each
embedding method.
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Figure S13: The achieved best logarithmic loss (left) and greedy
routing score (right) as a function of the number of repetitions
of the embedding in the case of the twelfth layer of the Pierre
Auger collaboration network. Each row of the figure presents the re-
sults regarding one of the studied embedding algorithms: panels a) and b)
refer to ncMCE, panels c) and d) refer to ncMCE with angular optimisation,
panels e) and f) refer to HyperMap and panel g) refers to Mercator. Ex-
cepting Mercator, all the embedding methods were tested using 3 different
parameter settings: either m was optimised together with β and T , or only
β and T were optimised with m fixed to the half of average degree or the
smallest occurring degree. The dashed curves were obtained by fitting the
corresponding formulae of equations (S3a-S4) to the solid curves. The fitted
coefficients and the quality of the fits are listed in Table S2.48
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Figure S14: The achieved best logarithmic loss (left) and greedy
routing score (right) as a function of the number of repetitions of
the embedding in the case of the network between books about
US politics. Each row of the figure presents the results regarding one of
the studied embedding algorithms: panels a) and b) refer to ncMCE, panels
c) and d) refer to ncMCE with angular optimisation, panels e) and f) refer
to HyperMap and panel g) refers to Mercator. Excepting Mercator, all the
embedding methods were tested using 3 different parameter settings: either
m was optimised together with β and T , or only β and T were optimised
with m fixed to the half of average degree or the smallest occurring degree.
The dashed curves were obtained by fitting the corresponding formulae in
equations (S3a-S4) to the solid curves. The fitted coefficients and the quality
of the fits are listed in Table S3. 49
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Figure S15: The achieved best logarithmic loss (left) and greedy
routing score (right) as a function of the number of repetitions
of the embedding in the case of the American College Football
network. Each row of the figure presents the results regarding one of the
studied embedding algorithms: panels a) and b) refer to ncMCE, panels c)
and d) refer to ncMCE with angular optimisation, panels e) and f) refer
to HyperMap and panel g) refers to Mercator. Excepting Mercator, all the
embedding methods were tested using 2 different parameter settings: either
m was optimised together with β and T , or only β and T were optimised with
m fixed to the half of average degree. The dashed curves were obtained by
fitting the corresponding formulae of equations (S3a-S4) to the solid curves.
The fitted coefficients and the quality of the fits are listed in Table S4.
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Figure S16: The achieved best logarithmic loss (left) and greedy
routing score (right) as a function of the number of repetitions
of the embedding in the case of the Cambrian food web from the
Burgess Shale. Each row of the figure presents the results regarding one of
the studied embedding algorithms: panels a) and b) refer to ncMCE, panels
c) and d) refer to ncMCE with angular optimisation, panels e) and f) refer to
HyperMap and panel g) refers to Mercator. Excepting Mercator, all the em-
bedding methods were tested using 5 different parameter settings: either m
was optimised together with β and T using a radial order determined by the
total, the in- or the out-degree of the nodes, or only β and T were optimised
with m fixed to the half of average degree or the smallest occurring degree.
The dashed curves were obtained by fitting the corresponding formulae of
equations (S3a-S4) to the solid curves. The fitted coefficients and the quality
of the fits are listed in Table S5.
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Figure S17: The achieved best logarithmic loss (left) and greedy
routing score (right) as a function of the number of repetitions
of the embedding in the case of the protein interaction network
from the PDZBase database. Each row of the figure presents the re-
sults regarding one of the studied embedding algorithms: panels a) and b)
refer to ncMCE, panels c) and d) refer to ncMCE with angular optimisation,
panels e) and f) refer to HyperMap and panel g) refers to Mercator. Ex-
cepting Mercator, all the embedding methods were tested using 3 different
parameter settings: either m was optimised together with β and T , or only
β and T were optimised with m fixed to the half of average degree or the
smallest occurring degree. The dashed curves were obtained by fitting the
corresponding formulae of equations (S3a-S4) to the solid curves. The fitted
coefficients and the quality of the fits are listed in Table S6.52
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Figure S18: The layouts of the network between books about US
politics on the native hyperbolic disk that reached the highest
greedy routing scores. a) The layout based on the coordinates resulted
from the original ncMCE method. b) The layout according to the coordi-
nates obtained with our approach, optimising the results of ncMCE. c) The
hyperbolic layout obtained with HyperMap. d) The embedding according to
Mercator.
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Figure S19: The layouts of the Cambrian food web on the native
hyperbolic disk that reached the highest greedy routing scores.
a) The layout based on the coordinates resulted from the original ncMCE
method. b) The layout according to the coordinates obtained with our ap-
proach, optimising the results of ncMCE. c) The hyperbolic layout obtained
with HyperMap. d) The embedding according to Mercator.
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Table S1: Properties of the studied real networks and the embed-
ding parameters used for ncMCE, its angular optimisation and
HyperMap. The following observed network characteristics are listed: the
number of nodes N , the average degree 〈k〉, the minimal degree min
1≤i≤N
ki
and average clustering coefficient 〈c〉. For each network at least two differ-
ent procedures were carried out for setting the embedding parameters m, L,
β and T . The main idea behind our parameter estimation approach was to
minimise the logarithmic loss LL of an embedding obtained with the ncMCE
method. Note that ζ was always set to 1, and L was actually not considered
to be a free parameter, instead it was always calculated as L = 〈k〉 /2−m.
P. A. Collab. Books about Am. College Cambr. food web Prot. int. netw.
SD-reconstr. US politics Football from the B. S. from PDZBase
Measured network characteristics
N 38 105 115 142 161
〈k〉 5.368 8.4 10.661 10.761 2.596
min
1≤i≤N
ki 1 2 7 1 1
〈c〉 0.806 0.488 0.403 0.205 0.007
Optimal embedding parameters according to a gradient descent
in the m− β − T space with 〈k〉 /2 < m allowed
m 3.067 5.437 10.965 6.233 1.524
L −0.383 −1.237 −5.635 −0.853 −0.226
β 0.561 0.526 0.1 0.979 0.591
T 0.347 0.624 0.577 0.804 0.536
Optimal embedding parameters according to a gradient descent
in the β − T space using m = 〈k〉 /2 and L = 0
β 0.618 0.579 0.304 0.888 0.634
T 0.379 0.590 0.588 0.747 0.519
Optimal embedding parameters according to a gradient descent
in the β − T spaceusing m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m
β 0.939 0.762 − 0.99 0.688
T 0.504 0.621 − 0.664 0.543
Optimal embedding parameters according to a gradient descent
in the m− β − T space with 〈k〉 /2 < m allowed
and a radial order according to the in-degree kin
m − − − 9.976 −
L − − − −4.596 −
β − − − 0.681 −
T − − − 0.853 −
Optimal embedding parameters according to a gradient descent
in the m− β − T space with 〈k〉 /2 < m allowed
and a radial order according to the out-degree kout
m − − − 8.642 −
L − − − −3.262 −
β − − − 0.740 −
T − − − 0.837 −
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Table S2: The results of fitting the formulae in equations (S3a-S4)
to the curves plotted in Fig. S13 showing the achieved best quality
scores as a function of the number of embeddings carried out in
the case of the twelfth layer of the Pierre Auger collaboration
network. The fitted coefficients are the mean (µLL and µGR) and the
standard deviation (σLL and σGR) characterising the peak on that side of the
quality score’s observed distribution which corresponds to the best results.
The quality of the fits is characterised by the coefficient of determination
(R2LL andR
2
GR), which is a sufficiently high value in most of the cases. For the
three embedding methods that were tried out with various parametrisations,
the results regarding the eventually (after 2500 repetitions) best parameter
setting are written in bold.
Embedding method µLL σLL R2LL µGR σGR R
2
GR
ncMCE, optimised m 132.99 0.261 0.60 0.906 0.0016 0.87
ncMCE, m = 〈k〉 /2 and L = 0 141.70 0.157 0.79 0.910 0.0033 0.67
ncMCE, m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m 204.91 0.202 0.77 0.851 0.0014 0.49
ncMCE with ang. opt., optimised m 70.29 0.296 0.34 0.994 0.0003 0.05
ncMCE with ang. opt., m = 〈k〉 /2 and L = 0 79.75 0.738 0.77 0.993 0.0006 0.06
ncMCE with ang. opt., m = min
1≤i≤N
ki 100.56 3.020 0.89 0.986 0.0017 0.54
and 0 < L = 〈k〉 /2−m
HyperMap, optimised m 80.69 0.795 0.65 0.934 0.0124 0.73
HyperMap, m = 〈k〉 /2 and L = 0 79.14 1.369 0.86 0.965 0.0071 0.65
HyperMap, m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m 81.54 1.381 0.43 0.977 0.0026 0.40
Mercator − − − 0.999 0.0003 0.11
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Table S3: The results of fitting the formulae in equations (S3a-S4)
to the curves plotted in Fig. S14 showing the achieved best quality
scores as a function of the number of embeddings carried out in
the case of the network between books about US politics. The fitted
coefficients are the mean (µLL and µGR) and the standard deviation (σLL
and σGR) characterising the peak on that side of the quality score’s observed
distribution which corresponds to the best results. The quality of the fits is
characterised by the coefficient of determination (R2LL and R
2
GR), which is a
sufficiently high value in most of the cases. For the three embedding methods
that were tried out with various parametrisations, the results regarding the
eventually (after 2500 repetitions) best parameter setting are written in bold.
Embedding method µLL σLL R2LL µGR σGR R
2
GR
ncMCE, optimised m 982.38 0.321 0.78 0.51 0.006 0.72
ncMCE, m = 〈k〉 /2 and L = 0 996.44 0.425 0.89 0.49 0.007 0.67
ncMCE, m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m 1156.67 0.264 0.72 0.48 0.005 0.88
ncMCE with ang. opt., optimised m 873.37 0.917 0.83 0.60 0.006 0.88
ncMCE with ang. opt., m = 〈k〉 /2 and L = 0 871.51 2.045 0.82 0.59 0.005 0.67
ncMCE with ang. opt., m = min
1≤i≤N
ki 964.21 2.734 0.62 0.56 0.005 0.54
and 0 < L = 〈k〉 /2−m
HyperMap, optimised m 911.24 15.031 0.89 0.51 0.015 0.71
HyperMap, m = 〈k〉 /2 and L = 0 834.06 8.748 0.53 0.54 0.013 0.51
HyperMap, m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m 836.44 4.295 0.40 0.52 0.012 0.91
Mercator − − − 0.59 0.005 0.61
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Table S4: The results of fitting the formulae in equations (S3a-
S4) to the curves plotted in Fig. S15 showing the achieved best
quality scores as a function of the number of embeddings carried
out in the case of the American College Football network. The fitted
coefficients are the mean (µLL and µGR) and the standard deviation (σLL
and σGR) characterising the peak on that side of the quality score’s observed
distribution which corresponds to the best results. The quality of the fits is
characterised by the coefficient of determination (R2LL and R
2
GR), which is a
sufficiently high value in most of the cases. For the three embedding methods
that were tried out with various parametrisations, the results regarding the
eventually (after 2500 repetitions) best parameter setting are written in bold.
Embedding method µLL σLL R2LL µGR σGR R
2
GR
ncMCE, optimised m 1347.5 0.10 0.88 0.67 0.005 0.78
ncMCE, m = 〈k〉 /2 and L = 0 1529.0 0.85 0.86 0.66 0.009 0.84
ncMCE with ang. opt., optimised m 1098.3 0.61 0.40 0.75 0.006 0.82
ncMCE with ang. opt., m = 〈k〉 /2 and L = 0 1195.9 8.60 0.46 0.69 0.015 0.83
HyperMap, optimised m 1100.8 20.14 0.66 0.73 0.022 0.72
HyperMap, m = 〈k〉 /2 and L = 0 1077.6 11.44 0.59 0.62 0.047 0.82
Mercator − − − 0.79 0.009 0.77
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Table S5: The results of fitting the formulae in equations (S3a-S4)
to the curves plotted in Fig. S16 showing the achieved best quality
scores as a function of the number of embeddings carried out in the
case of the Cambrian food web from the Burgess Shale. The fitted
coefficients are the mean (µLL and µGR) and the standard deviation (σLL
and σGR) characterising the peak on that side of the quality score’s observed
distribution which corresponds to the best results. The quality of the fits is
characterised by the coefficient of determination (R2LL and R
2
GR), which is a
sufficiently high value in most of the cases. For the three embedding methods
that were tried out with various parametrisations, the results regarding the
eventually (after 2500 repetitions) best parameter setting are written in bold.
Embedding method µLL σLL R2LL µGR σGR R
2
GR
ncMCE, optimised m 1596.8 0.59 0.64 0.672 0.0004 0.43
ncMCE, m = 〈k〉 /2 and L = 0 1603.8 0.63 0.79 0.676 0.0006 0.52
ncMCE, m = min
1≤i≤N
ki 2295.4 0.50 0.76 0.673 0.0003 0.30
and 0 < L = 〈k〉 /2−m
ncMCE, optimised m, 2079.0 1.58 0.48 0.787 0.0012 0.37
radial order according to kin
ncMCE, optimised m, 2034.9 27.64 0.67 0.665 0.0022 0.65
radial order according to kout
ncMCE with ang. opt., optimised m 1298.3 3.80 0.82 0.716 0.0039 0.71
ncMCE with ang. opt., m = 〈k〉 /2 and L = 0 1275.3 1.93 0.71 0.719 0.0033 0.63
ncMCE with ang. opt., m = min
1≤i≤N
ki 1593.7 13.14 0.82 0.726 0.0033 0.70
and 0 < L = 〈k〉 /2−m
ncMCE with ang. opt., optimised m, 1794.7 7.81 0.80 0.880 0.0041 0.53
radial order according to kin
ncMCE with ang. opt., optimised m, 1617.2 12.85 0.57 0.680 0.0113 0.68
radial order according to kout
HyperMap, optimised m 1626.9 10.74 0.55 0.596 0.0183 0.80
HyperMap, m = 〈k〉 /2 and L = 0 1522.1 13.82 0.79 0.625 0.0236 0.51
HyperMap, m = min
1≤i≤N
ki 1473.5 10.99 0.62 0.776 0.0076 0.68
and 0 < L = 〈k〉 /2−m
HyperMap, optimised m, 2238.2 32.71 0.63 0.549 0.0693 0.79
radial order according to kin
HyperMap, optimised m, 2087.4 43.79 0.86 0.696 0.0089 0.33
radial order according to kout
Mercator − − − 0.764 0.0100 0.53
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Table S6: The results of fitting the formulae in equations (S3a-S4)
to the curves plotted in Fig. S17 showing the achieved best quality
scores as a function of the number of embeddings carried out in
the case of the protein interaction network from the PDZBase
database. The fitted coefficients are the mean (µLL and µGR) and the
standard deviation (σLL and σGR) characterising the peak on that side of the
quality score’s observed distribution which corresponds to the best results.
The quality of the fits is characterised by the coefficient of determination
(R2LL andR
2
GR), which is a sufficiently high value in most of the cases. For the
three embedding methods that were tried out with various parametrisations,
the results regarding the eventually (after 2500 repetitions) best parameter
setting are written in bold.
Embedding method µLL σLL R2LL µGR σGR R
2
GR
ncMCE, optimised m 534.17 0.916 0.82 0.39 0.015 0.69
ncMCE, m = 〈k〉 /2 and L = 0 510.35 0.378 0.57 0.37 0.009 0.91
ncMCE, m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m 527.28 0.812 0.81 0.38 0.005 0.59
ncMCE with ang. opt., optimised m 394.64 1.334 0.69 0.42 0.031 0.78
ncMCE with ang. opt., m = 〈k〉 /2 and L = 0 376.99 2.335 0.76 0.45 0.012 0.74
ncMCE with ang. opt., m = min
1≤i≤N
ki 370.11 0.574 0.46 0.47 0.005 0.72
and 0 < L = 〈k〉 /2−m
HyperMap, optimised m 503.44 17.709 0.62 0.36 0.055 0.60
HyperMap, m = 〈k〉 /2 and L = 0 488.71 13.157 0.67 0.44 0.024 0.79
HyperMap, m = min
1≤i≤N
ki and 0 < L = 〈k〉 /2−m 472.22 16.882 0.84 0.32 0.068 0.83
Mercator − − − 0.35 0.037 0.74
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