44 Influenza A/H3N2 is a rapidly evolving virus which experiences major antigenic transitions 45 every two to eight years. Anticipating the timing and outcome of transitions is critical to 46 developing effective seasonal influenza vaccines. Using simulations from a published 47 phylodynamic model of influenza transmission, we identified indicators of future evolutionary 48 success for an emerging antigenic cluster. The eventual fate of a new cluster depends on its 49 initial epidemiological growth rate--which is a function of mutational load and population 50 susceptibility to the cluster--along with the variance in growth rate across co-circulating viruses. 51
INTRODUCTION
Lässig's [23] and Neher et al. [25] model predictions of progenitor strains to the next season's 130 performed similarly. Since 2015, both these models have been used to provide recommendations 131 on vaccine composition for the upcoming influenza seasons [26] [27] [28] . 132 133
Taken together, this body of work points to the promise of predictive evolutionary models. 134 Phylodynamic simulation models provide a complementary window into the molecular evolution 135 of emerging viruses. By observing influenza evolution in silico, we can take rigorous 136 experimental approach to test hypotheses about early indicators of cluster [29, 30] success and 137 design surveillance strategies to inform vaccine strain selection. Here, we simulate decades of 138 H3N2 phylodynamics using a published model [31, 32] and analyze the simulated data to identify 139 early predictors of a cluster's evolutionary fate. Viral growth rates--both for an emerging cluster 140 and its competitors--are the most robust predictors of future ascents. When a new antigenic 141 cluster first appears at low frequency (e.g., 1% of sampled viruses), our models can predict 142
whether it will eventually rise to dominance (e.g., maintain a relative frequency greater than 20% 143 of sampled viruses for at least 45 days) with reasonable confidence and advanced warning. To 144 translate these findings into actionable guidance for global influenza surveillance, we also 145 evaluate proxy indicators that can be readily estimated from current data, quantify limits in the 146 accuracy, precision and timeliness of predictions, and construct models to predict future 147 frequencies of emerging clusters. 148 149 METHODS 150
Simulation Model: We implemented a published stochastic individual-based susceptible-151 infected (SI) phylodynamic model of influenza A/H3N2 [31,32] to repeatedly simulate 30 years 152 of transmission in a constant population of 40 million hosts with birth and death dynamics ( Fig.  153  1A) . In brief, each individual host is characterized by its infection status--susceptible or 154
infected--and a history of prior viral infections. Viruses are defined by a discrete antigenic 155 phenotype, which determines the degree of immune escape from other phenotypes, and a 156 deleterious genetic mutation load (k) which affects the virus' transmissibility. Antigenic 157 mutations occur stochastically and confer advanced antigenicity to the virus. The probability that 158 a given virus will infect a given host is determined by how similar the antigenic phenotype of the 159 challenging virus is to the antigenic phenotype of the host's most related previous infection. This 160 probability, or degree of immune escape, is tracked through the simulation by the evolutionary 161 history of clusters (parent-child relationships). Antigenic and deleterious non-antigenic mutations 162 occur only during transmission events; the model assumes that viruses within a single individual 163
host are genotypically homogeneous. The model also assumes no co-infection, no seasonal 164 forcing [33, 34] , and no short-term immunity that would broadly prevent reinfection after 165 recovering from infection. We used the baseline parameters chosen in Koelle Simulated Data: We ran 100 replicate simulations and selected a subset that produced realistic 169 global influenza dynamics. Specifically, we excluded 38 simulations in which endemic 170 transmission died out prior to the 30 years. We treated the first five years of each simulation as 171 burn-in periods. In total, we analyzed 1550 years of simulated influenza transmission and 172 evolutionary dynamics. 173 174
Throughout each simulation, we tracked 23 metrics reflecting the epidemiological state of the 175 host population (i.e., number of susceptible and infected individuals) and evolutionary state of 176 the viral population (Table S1) For each surveillance threshold, we centered and scaled candidate predictors and removed 199 collinear factors. Using five-fold cross validation, we partitioned the data into five subsets, 200
keeping data from individual simulations in the same subsets. We fit mixed-effects logistic 201 regression models using four subsets for training and controlling for differences between 202 independent simulations. Predictors were added sequentially based on which term most 203 significantly lowered the average Akaike Information Criterion of the five training folds. 204 205
We evaluated model performance by predicting the evolutionary outcomes of clusters in the 206 held-out test subset. We calculated three metrics: the area under the receiver operating curve 207 (AUC), the sensitivity (the proportion of all positives predicted as positive), and the positive 208 predictive value (the proportion of true positives of all predicted positives). The model predicts 209
the probability that a cluster will establish. To translate these outputs into discrete binary 210 predictions of future success, we applied a probability threshold which maximized the F1 score 211
[39], which is the harmonic average of a model's positive predictive value and sensitivity (Table  212 S2). When we included historical data of candidate predictors, i.e the value of a candidate 213 predictor at an earlier surveillance threshold, model performance did not have a significant 214 difference ( Fig. S3 ). 215 216 We also considered an opportunistic sampling regime, where samples are tested as they arise 217 regardless of their relative frequency. We fit models aimed at two prediction targets: (1) the 218 evolutionary success of a cluster sampled at an arbitrary relative frequency and (2) the frequency 219 of a cluster up to twelve months into the future. We built models based on data sampled from ten 220 random time points in each of the 62 25-year simulations. We considered all clusters present 221 above 1% relative frequency but not yet established as a dominant cluster. The frequency of a 222 cluster at the time of sampling was included as an additional predictor. To predict the frequency 223 of an antigenic cluster X months into the future, we fit a two-part model that first predicted 224
whether the cluster would be present at the specified date, and, if so, then estimated the 225 frequency of the cluster at that date. We used forward variable selection and cross validation 226 model, as described above. We used the R statistical language version 3.3.2 [40] for all analyses, 227 and the afex package for generalized linear models [41] . 228 229
Candidate predictors 230
Reproductive Rates 231
In our simulated data, we can calculate the instantaneous reproductive rate for particular clusters 232 and the entire viral population. As described in Koelle & Rasmussen (2015) , the reproductive 233 rate of a virus is given by: 234 235
(1),
236
where is the inherent transmissibility, s d is the fitness effect for each of the virus' 237 deleterious mutations, and are the per capita daily death and recovery rates, respectively, and 238
N is the host population size. We assume that , , and are constant across all viruses. 239 denotes the population-wide susceptibility to the virus accounting for cross-immunity 240 from prior infections, herein referred to as the effective susceptibility, and the population level 241 effective susceptibility is estimated for a virus as: 242 243
(2) 244 245
where is the immunity of host towards virus based on the antigenic similarity between 246 and the virus in host 's infection history most antigenically similar to virus . A 247 indicates full susceptibility, while indicates complete immunity. 248 249
The growth rate of an antigenic cluster is then the average over all viruses in that cluster, given 250 by: 251
where is the number of hosts infected by a virus from cluster and is the virus infecting host 253
. We evaluate the performance of these approximations by comparing logistic regression models 272 that predict whether a cluster will establish from either the true at the 10% surveillance 273 threshold, the relative fold change between the 6% and 10%, or time elapsed between reaching 274 the 6% and 10% thresholds. As before, we evaluated model performance based on AUC, positive 275 predictive value, and sensitivity. 276 277 RESULTS
278
Our simulations roughly reproduce the global epidemiological and evolutionary dynamics of 279 H3N2 influenza over a 25 year period. Without seasonal forcing, prevalence rises and falls, 280 peaking every 3.2 years on average (s.d. = 1.6). These dynamics reflect the turnover and 281 competition of antigenic clusters. The median of the most recent common ancestor (TMRCA) in 282 our simulations was 5.9 years (IQR 4.62 -7.9), which is higher than empirical estimates of 3.89 283
years [42] . The median life span of established clusters was 1128 days (s.d. = 480), 284 corresponding to roughly 3.5 years. However, the annual incidence of influenza in our model 285 (4.0%, 95%CI 0.37-9.7%) was lower than empirical annual incidence estimates of 9-15% [42]. 286
Given the model only simulates the transmission of H3N2 and not all circulating influenza types, 287 our annual incidence is comparable to empirical estimates [43] . 288 289
We assume that clusters become detectable once they cross a relative frequency threshold of 1% 290
and are fully established if they maintain a relative frequency above 20% for at least 45 weeks. 291
In our simulations, 2% of the approximately 200 novel antigenic clusters per year overcome 292 early stochastic loss to reach detectable levels. As the relative frequency of a newly emerging 293 cluster increases, the probability that the cluster will ultimately establish also increases. There is 294
an inverse relationship between the number of clusters that reach a threshold and the probability 295 of future success. For example, far fewer clusters reach a relative frequency of 10% than 1%. If a 296 cluster succeeds in reaching relative frequency thresholds of 1%, 6%, and 10%, its probability of 297 establishing increases from 13% to 50% to 67% (Fig. S2 ). 298 299
Our model classifies clusters as either positives that are likely to establish or negatives that are 300 expected to circulate only transiently. As we increase the surveillance threshold, the fraction of 301 successful clusters that are misclassified as negatives decreases. In a representative out-of-302 sample 25-year simulation, 17 of 132 detectable clusters eventually rose to dominance ( Fig. 1 ).
303
Of these, 65% and 88% were correctly predicted when they reached the 1% and 10% 304
surveillance threshold, respectively. The number of true negative events decreased considerably, 305 from 109 at the 1% surveillance threshold to only 11 at the 10% surveillance threshold, while the 306 other types of events held relatively constant. 307 308 309 310 
320
Across all surveillance thresholds, the first four predictors chosen through forward model 321 selection are the relative growth rate of the focal cluster ( ), the background variance ( 322 ) and mean ( ) of viral growth rates,and the relative deleterious mutational load of the 323 focal cluster ( ). Population-level epidemiological quantities were only selected for models 324 at low surveillance thresholds (2-4%); in these models, overall prevalence had a slightly negative 325 correlation with future viral success ( Table 1 ). The median number of predictors chosen was 6.5, 326 with a range of 5 to 7. The best fit models are described in Tables S2.  327  328  329 330 Table S1. 338 339 340
We examine the dynamics of the top two predictors. As newly emerging clusters rise in relative 341 frequency from 1% to 10%, their relative growth rate declines towards one. That is, they 342 approach the population average fitness (Fig. 2) . The relative growth rate is significantly higher 343 for clusters that will eventually establish than those will burn out, with the separation between 344 the two groups increasing as the clusters ascend in frequency ( Fig. 2a ). This predictor is a 345 composite quantity, estimated based on both mutational load and effective susceptibility. We 346 compare these two quantities at two time points, when the clusters reach 1% and 10% 347 frequencies. Mutational load increases and effective susceptibility decreases in ascending 348 clusters, with more extreme changes occurring in clusters that ultimately fail to establish. We 349 also measure the changes in these two quantities for the entire population, and find that the The background variance in viral growth rates, var(R), is the second most informative predictor. 375
The lower the variance, the more likely a cluster is to establish. However, it is a weaker predictor 376 than 's; the estimated logit coefficient of the is approximately four times that of 377 var(R) ( Table 1) . The var(R) tends to increase as a cluster expands from 1% to 10% relative 378 frequency (Wilcox, p < 2.2e-16). This may stem from diverging fitnesses of the newly expanding 379 cluster and the receding dominant cluster, which has likely accumulated a considerable 380 deleterious load and burned through much of its susceptible host population. A higher var(R) 381
decreases the probability of a cluster being successful, particularly when a cluster has only a 382 modest growth rate. Clusters with high 's are successful even when emerging in highly 383 variant environments (Fig. 3A) . High variance may reflect high levels of inter-viral competition. 384
If we consider both transient and established clusters with similar (ranging from 1.025 to 385 1.03), successful clusters encounter significantly fewer co-circulating clusters, and the frequency 386 of the resident dominant cluster is significantly higher (Fig. 3C ). This may reflect suppression of 387 competition by the dominant cluster, creating a vacuum for a moderately fit cluster to fill. 388 389 390 391 Using 6271 geographically diverse influenza A/H3N2 sequences sampled from 2006 and 2018,  406 we assessed whether our predictive models can be directly applied to influenza surveillance 407 efforts. Clusters were distinguished by single mutations to epitope sites on the HA1 sequence 408 and successful clusters were those that reached a relative frequency of at least 20% for at least 45 409 days. Despite sparse sampling, the dynamics of antigenic transitions resemble those produced by 410 our simulations (Fig. 4a ). Over the 12-year period, dominant clusters circulated for an average of 411 2.25 years (sd. 1.17); 44 clusters reached a relative frequency of 10%; 18 of the 44 were 412 eventually successful. For each emerging cluster, we calculated the relative number of epitope 413 mutations by dividing the average number of epitope mutations in viruses within the cluster by 414 the average number found in other co-circulating viruses. For clusters that reached 1% relative 415 frequency, this quantity was less than one for clusters that eventually established (N=18) and 416 greater than one for transient clusters that did not establish (N=1516); this difference is 417 statistically significant (Wilcox, p = 0.0003) (Fig. 4b) . This difference was not significantly 418 different when measured when clusters reached the 5% relative frequency surveillance threshold. 419 We also fit classifier models to the empirical data using proxies for fitness (e.g., fold change and 420 growth rate between sequential sampling of a cluster) and competition, (e.g., the number of co-421 circulating clusters). While some of these factors are significant predictors of future evolutionary 422 success, our best models had sensitivity and positive predictive values below 50%. When forecasting influenza dynamics, there may be tradeoffs between prediction certainty, the 438 extent advanced warning, and the surveillance effort required to detect and characterize 439 emerging viruses. Across our ten models, there is a marked trade-off between lead-time and 440 reliability, with low surveillance thresholds providing earlier but less accurate indicatication of 441 future threats (Fig. 5 ). Across simulations, the median time difference between a cluster reaching 442 the 1% and 10% surveillance thresholds was approximately 7 months (IQR: 154-294 days). 443 444
Classifier models have substantial discriminatory and predictive power even when an antigenic 445 cluster is present at low frequencies (Fig. 5a ). Model AUC's tend to decrease as the frequency of 446 the candidate clusters increases. Conversely, the positive predictive value (PPV) and sensitivity 447 increase at higher surveillance thresholds. 
471
The primary predictor across all models--the relative growth rate of a cluster--cannot easily be 472 estimated from available surveillance data. Thus, we built and evaluated bivariate logistic 473 regression models that predict future success using more easily attained proxies (Table 2) . One 474 considers the time taken for the cluster to rise from 6% to 10% relative frequency and the total 475 number of clusters that grew during this period; the other considers the fold-change in the 476 relative frequency of the cluster between these time points and the background variance in fold-477 change. Of the four proxies, all but the relative fold-change of the cluster were statistically 478 significant predictors, with negative effects on the probability of cluster success (Fig. S4) . These 479 resulting models have higher sensitivity than positive predictive values. We also tested 480 analogous models using statistics calculated at alternative surveillance checkpoints (1% to 5%, 481 3% to 5% , and 8% to 10%), and found that the 6%-10% comparison performed best (Table S3 ). 482 483
Finally, we fit models to predict the presence and frequency of clusters based on opportunistic 484 sampling of clusters, rather than waiting for specified surveillance thresholds. Cluster 485 frequencies tend to skew towards low frequencies (Fig. S5) . Our best fit model for predicting the 486 future success of all clusters present at a random time point performs comparable to our best 487 models for low surveillance thresholds (Fig. S6 ). We fit a second two-part model that 488
sequentially predicts the presence-absence and the frequency of a cluster in three month intervals 489 out to one year ahead. The model predicted up to twelve-month ahead presence-absence with 490 92% discriminatory power (AUC). However, the accuracy of the frequency predictions declined 491 after six months, with a tendency to underestimate the frequencies of future dominant clusters 492 (Fig. S7 , Table S4 Until we develop an effective universal flu vaccine, seasonal vaccines will remain the frontline 516 of influenza prevention. The severe 2017-2018 influenza season was a stark reminder that 517 anticipating dominant strains with sufficient lead time for incorporation into vaccines is 518 paramount to public health. Here, we analyzed over 1500 years of simulated influenza 519 phylodynamics to explore the predictability of antigenic emergence and identify early predictors 520 of future evolutionary success that can be plausibly monitored via ongoing surveillance efforts. 521 522
Phylodynamic models provide insight into both the interplay of evolutionary and 523 epidemiological processes and how these dynamics are manifested in observable data. Our 524 simulations revealed a stereotypical path to antigenic turnover consistent with those described in 525 Koelle & Rasmussen [31] . An antigenic mutation appears on a virus. If its fitness is high relative 526
to the competition, it can gain a foothold. In general, the lower the deleterious load and higher 527 the susceptibility in the host population, the higher the fitness of the new virus. Thus, antigenic 528 mutations occurring on good genetic backgrounds are more likely to gain traction [31] . The 529 dynamics of susceptibility are a bit more complex. Although all hosts will be partially 530 susceptible to a new antigenic type, the level of susceptibility will depend on past infections by 531 antigenically similar viruses. We find that some successful mutants arise with markedly higher 532 fitness than other co-circulating viruses, which propels them towards dominance, while others 533 enter with only moderately high fitness but are able to ascend in the wake of a prior antigenic 534 sweep, which suppresses other potentially competing viruses. Many of the mutants that 535 eventually establish as dominant clusters first appear as another dominant cluster is cresting 536 [44, 45] . The rampant transmission affords opportunities for such mutations to arise and quashes 537 other potentially competing clusters. Transmission of the previous cluster type begins to 538 decreases as the population gains immunity through infection. With fewer susceptible hosts 539 available to the previously dominant cluster, the expanding cluster, as well as any competing 540 clusters, begin to constitute a larger fraction of all circulating viruses. 541 542
As a cluster expands, it accumulates deleterious mutations. By the time new clusters reach a 543 relative frequency of 10%, their mutational loads begins to approach the population average. 544
Simultaneously, the number of susceptible hosts decreases as the cluster sweeps through the host 545
population. If a cluster reaches a relative frequency of 10%, its probability of future dominance 546 will be influenced by how much of a fitness advantage it retains, and by the level of competition 547 from other clusters. 548 549
The strongest predictor of future dominance across all of our models is the relative effective 550
reproductive number of a cluster, that is, the growth rate of the cluster compared to the average 551 growth rate across the viral population. This measure of viral fitness incorporates both the real-552 time competitive advantage (vis-a-vis the immunological landscape) and deleterious mutational 553 load. Intuitively, faster growing clusters are more likely to persist and expand. Our ability to 554 predict the fate of an emergent virus improves as the cluster increases in relative frequency. Both 555 sensitivity--the proportion of successful clusters detected by the model--and positive predictive 556 value--the proportion of predicted successes that actually establish--surpass 80% by the time a 557 cluster has reached 10% relative frequency. 558 559
The second most informative predictor selected across all models--the population-wide variance 560 in the effective growth rate, var(R)--requires a more nuanced interpretation. The greater the 561 background variance at the time a cluster is emerging, the less likely the cluster is to succeed. To 562 unpack this result, we analyzed the competitive environment of emerging clusters with only 563 modest growth rates; rapidly growing clusters are likely to succeed regardless of their 564 competition. Within this class of slowly emerging viruses, those that initially face a single high 565 frequency dominant cluster and fewer co-emerging competitors are more likely to succeed 566 [46, 47] . A recent sweep by a dominant cluster leaves a wake of immunity that can be exploited 567 by antigenically-novel clusters that stochastically battle for future dominance. We hypothesize 568 that these two conditions--a reigning dominant cluster and reduced competition with emerging 569 novelty--reduce the overall variance in viral growth rate and explain the negative correlation 570 between this quantity and the future ascent of an emerging cluster. 571 572
While the certainty of our predictions improves as clusters increase in relative frequency, there is 573 a trade-off with lead time. The longer we wait to assess a rising cluster, the less time there will 574 be to update vaccines and implement other intervention measures. For a successful cluster 575 detected at a relative frequency of 1%, there will be, on average, 10 months before the cluster 576 becomes established (maintains a relative frequency over 20% for 45 days). If detected only after 577 reaching a relative frequency of 10%, the expected lead time shrinks to four months. Although 578 real-world surveillance is noisy and dependent on sufficient sampling depth and geographic 579 coverage, our results suggest that, with a perfect knowledge of the host and viral populations, 580
predictions can be made with at least 85% sensitivity and confidence before a cluster rises to 581 10% of all circulating strains. 582 583
As policy-makers consider new strategies for antigenic surveillance and forecasting, the trade-off 584 between prediction accuracy and lead time has practical implications. For example, a detection 585 system targeting new viruses as soon as they reach 1% relative frequency has the benefit of early 586
warning and drawback of low accuracy, which translate into economic and humanitarian costs 587 and benefits. On the positive side, early warning increases the probability that seasonal vaccines 588 will provide a good match with circulating strains, and thus lowers the expected future morbidity 589 and mortality attributable to seasonal influenza. Based on the vaccine production and delivery 590 schedule, the surveillance window for emerging clades is from October to February for the 591 Northern Hemisphere and vaccine composition is determined at an international meeting in 592
February [17] . Our analysis suggests that, at nine months before an emerging cluster sweeps to 593 dominance, it is likely to have be circulating at a low relative frequency in the range of 1% to 594 4%. On the negative side, the low surveillance threshold for candidate clusters and consequent 595 lower accuracy require far more surveillance and vaccine development resources than higher 596 surveillance thresholds. In our simulations, for example, the number of clusters screened at the 597 1% threshold is an order of magnitude higher than at the 10% surveillance threshold and the 598 number of false positive predictions potentially prompting further investigation is also manifold 599 greater. 600 601
Our top predictors of viral emergence require a comprehensive sampling of the viral and host 602 population. Although exact measurements of these quantities are practically infeasible, our 603 results suggest that targeting molecular surveillance towards precise and accurate estimation of 604 viral growth rates, both for newly emerging clusters and the resident circulating viruses, may 605 enhance influenza prediction. One approach is to target the two key components of growth rate 606 separately--mutational load and effective susceptibility. Changes in the mutational load can be 607 estimated from sequence data, comparing the number of differences that occur in non-epitope 608 portions of the genome over time [23, 27, 48] . Our parameterization of R c follows the empirical 609 method of [23] , with fitness costs based on nonsynonymous amino acid differences between a 610
given strain and its most recent common ancestor. Estimating the effective susceptibility is more 611 challenging, as it depends on the interaction between an individual's exposure history by first estimating the historic frequency of clades in six-month intervals and then estimating 618 cross-immunity between those clades and the focal cluster based on amino acid differences in 619 epitope regions [23] . However, both methods only consider clusters that have already surpassed 620 10% relative frequency, at which point strains are thought to be geographically well-mixed and 621 less prone to geographic sampling bias. 622 623
Another approach to estimating the growth rate of an emerging cluster is to treat it as a 624 composite quantity. We evaluated several proxy measures of cluster growth rate, including the 625 relative fold-change in frequency between two time points. Models based on fold change rather 626 than the true growth rate actually have greater sensitivity, that is, they are more likely to detect 627 clusters destined for dominance when they first emerge. However, the positive predictive values 628 of our best models drop from from 0.81 to 0.67, meaning that replacing the true growth rates 629
with an approximation increases the rate of false alarms. Importantly, the proxy model improves 630
with the addition of a second predictor, the variance in fold-change across the viral population, 631 which can also be readily estimated from surveillance data. Thus, variance in fitness appears to 632 be a robust secondary predictor of future sweeps, regardless of how fitness is quantified. 633 Surprisingly, a model based on seemingly naive approximations of growth rate--the time 634 elapsed between two frequency thresholds and the number of other co-circulating clusters rising 635 in frequency--was even more accurate, though still inferior to the true growth rate models. We 636 did not evaluate a promising alternative strategy for approximating fitness, based on the 637 phylogenetic reconstruction of currently circulating sequences [25, 53] . Unlike the proxies we 638 considered, this does not require historical data but does rely on pathogen sequencing. Finally, 639
although not as informative as predictors that quantify the evolutionary and immunological state 640 of the population, easily quantifiable predictors such as the total number of infected individuals 641 or the frequency of the circulating dominant cluster, can be incorporated into future predictive 642 models. 643 644
Our attempts to directly apply the optimized models to empirical data were of limited success. 645
While the global evolutionary dynamics of influenza A/H3N2 clusters visually resemble those 646 observed in our simulations, the sparse genotypic data available do not permit estimation of the 647 phenotypic predictors identified in our study. The number of epitope mutations in a newly 648 emerging cluster relative to co-circulating viruses provides early indication of future success. 649
This provides proof of concept that the evolutionary viability of influenza viruses is predictable, 650 but will require better models for estimating viral fitness from sequence data and the expansion 651 of surveillance efforts [54] to collect phenotypic data reflecting the mutational loads viruses and 652 dynamic trends in population susceptibility. 653 654
While our study provides actionable suggestions for improving both the surveillance and 655
forecasting of antigenic turnover, it is limited by several assumptions. One caveat of our method 656 is that we do not capture the explicit phylogenetic structure of the influenza population. 657
Therefore, we do not distinguish between clusters that are successful because of one mutation 658 and clusters that are successful because of a series of mutations. If for instance, a novel 659 antigenic mutation caused the emergence of a new cluster (phenotype) that circulated briefly 660 before a second novel antigenic mutation caused a second phenotype that eventually achieved 661 our defined criteria, we ignore the fact that the established cluster is a subclade of the first and 662
that the antigenic mutation that conferred the first phenotype is fixed along with the second 663 antigenic mutation [46, 55] . This scenario follows Koelle & Rasmussen's description of a two-664 step antigenic change molecular pathway that leads to antigenic cluster transitions [31] . Our 665 analysis is therefore relevant for scenarios that depict their described jackpot strategy --a 666 combination of one large antigenic mutation occuring on a low deleterious background. Second, 667
the simulation represents global H3N2 dynamics and ignores differences in temperate and 668 tropical transmission dynamics [34, 45, 56] . Prior studies have revealed considerable global 669 variation in transmission rates, which should positively correlate with the frequency of cluster 670
transitions. Furthermore, viruses that emerge in tropical regions are more likely to be the source 671 of viruses that eventually circulate in temperate regions [57, 58] . Temperate regions produce 672 more extreme seasonal bottlenecks, potentially leading to greater stochasticity in viral dynamics, 673
which makes it more difficult for novel strains that emerge in temperate regions to spread 674 globally [59] . We also do not consider selective pressures imposed by seasonal vaccination. Its 675 impact on antigenic turnover depends on vaccination rates and the immunological match 676
between the vaccine and all co-circulating viruses. Seasonal vaccination could differentially 677 modify the effective susceptibility of clusters, suppressing some while creating competitive 678 vacuums for others. Theoretical study suggests that antigenic drift should slow down [60,61] and 679 the circulation of co-dominant clusters may become more common [62] . Given these caveats, we 680 emphasize our qualitative rather than the quantitative results. Our study highlights promising 681 predictors of viral success, characterizes robust trade-offs between the timing, costs and accuracy 682 of such predictions, and serves as proof-of-concept that model-derived surveillance strategies can 683 accelerate and improve forecasts of antigenic sweeps. If we fit similar models directly to historic 684 surveillance data, the resulting predictions will likely reflect greater uncertainty but perhaps 685 naturally reflect global variation in influenza dynamics and vaccination pressures. 686 687
Our study demonstrates that the early detection of emerging influenza viruses is limited by a 688 tight race between the typical dynamics of antigenic turnover and the annual timeline for 689 influenza vaccine development. It also provides a foundation for analyzing the costs and 690 benefits of expanding surveillance capacities and shortening the vaccine production pipeline. As 691 we strive to expedite and improve molecular surveillance for vaccine strain selection, even 692 incremental progress is valuable. Earlier detection of antigenic sweeps, regardless of vaccine 693 efficacy, can inform better predictions of severity, public health messaging regarding personal 694 protective measures, and clinical preparedness for seasonal influenza. 695 696
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