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It has been shown [M.A. Henning, J. Southey, A note on graphs with disjoint dominating
and total dominating sets, Ars Combin. 89 (2008) 159–162] that every connected graph
with minimum degree at least two that is not a cycle on five vertices has a dominating set
D and a total dominating set T which are disjoint. We characterize such graphs for which
D ∪ T necessarily contains all vertices of the graph and that have no induced cycle on five
vertices.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Domination in graphs is now well studied in graph theory and the literature on this subject has been surveyed and
detailed in the two books by Haynes et al. [5,6]. Let G = (V (G), E(G)) be a simple undirected graph. A set D ⊆ V (G) is a
dominating set if every vertex not in D is adjacent to a vertex in D, while a set T ⊆ V (G) is a total dominating set if every
vertex is adjacent to some vertex of D.
A simple yet fundamental observation in domination theory made by Ore [14] is that every graph of minimum degree
at least one contains two disjoint dominating sets. Thus, the vertex set of every graph without isolated vertices can be
partitioned into two dominating sets. In contrast to that, Zelinka [15,16] showed that no minimum degree is sufficient to
guarantee the existence of three disjoint dominating sets or of two disjoint total dominating sets. Clearly, if the domatic
number [16] of a graph G is at least 2k, then, by definition, G contains 2k disjoint dominating sets and hence also k disjoint
total dominating sets. Therefore, the results of Calkin et al. [1] and Feige et al. [3] imply that a sufficiently large minimum
degree and a sufficiently smallmaximumdegree together imply the existence of arbitrarilymany disjoint (total) dominating
sets.
In [10], the authors give an exchange argument for the following result which is somehow located between Ore’s positive
and Zelinka’s negative observation. By a C5-component of a graph we mean a component that is a chordless cycle on five
vertices.
Theorem 1 ([10]). If G is a graph of minimum degree at least 2 with no C5-component, then V (G) can be partitioned into a
dominating set D and a total dominating set T .
A characterization of graphswith disjoint dominating and total dominating sets is given in [11]. Recently, several authors
studied the cardinalities of pairs of disjoint dominating sets in graphs [2,4,7,8,12,13]. The context of this research motivates
the question for which graphs Theorem 1 is best-possible in the sense that the union D ∪ T of the two sets necessarily
contains all vertices of the graph G. The following recent result in [9] gives a partial answer to this question.
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Theorem 2 ([9]). If G is a graph of minimum degree at least 3 with at least one component different from the Petersen graph,
then G contains a dominating set D and a total dominating set T which are disjoint and satisfy |D| + |T | < |V (G)|.
A DT -pair of a graph G is a pair (D, T ) of disjoint sets of vertices of G such that D is a dominating set and T is a total
dominating set of G. A DT -pair (D, T ) of G is exhaustive if |D| + |T | = |V (G)|. Thus a DT -pair (D, T ) of G is non-exhaustive if
|D|+|T | < |V (G)|. Note that Theorem1 implies that every graphwithminimumdegree at least 2 andwith no C5-component
has an exhaustive DT -pair. Using the notation of Hedetniemi et al. [7], for a graph Gwe define γ γt(G) as follows:
γ γt(G) = min{|D| + |T |: (D, T ) is DT -pair of G}.
We call a DT -pair (D, T )whose union D ∪ T has cardinality γ γt(G) a γ γt(G)-pair. By Theorem 1, γ γt(G) exists for every
graph Gwith minimum degree at least 2 and with no C5-component. Hence we have the following immediate consequence
of Theorem 1.
Theorem 3 ([10]). If G is a graph with minimum degree at least 2 and with no C5-component, then γ γt(G) ≤ |V (G)|.
In this paper, we characterize the graphs that achieve equality in the upper bound in Theorem 3 and that have no induced
C5 subgraph.
1.1. Notation
For notation and terminology we follow [5]. Specifically, let G = (V (G), E(G)) be a graph with vertex set V (G) of order
n(G) = |V (G)| and edge set E(G) of sizem(G) = |E(G)|. Let v be a vertex in V (G). The open neighborhood of v in G is the set
NG(v) = {u ∈ V (G) | uv ∈ E(G)} and the closed neighborhood of v in G is NG[v] = {v} ∪ NG(v). For a set S ⊆ V (G), its open
neighborhood in G is the set NG(S) =⋃v∈S NG(v) and its closed neighborhood in G is the set NG[S] = NG(S) ∪ S.
If X and Y are subsets of vertices in G, then the set X dominates Y in G if Y ⊆ NG[X], while X totally dominates Y in G if
Y ⊆ NG(X). In particular, if X dominates V (G), then X is a dominating set of G, abbreviated as DS, while if X totally dominates
V (G), then X is a total dominating set of G, abbreviated as TDS. Hence, S is a dominating set of G if NG[S] = V (G), while S is a
total dominating set of G if NG(S) = V (G).
By a proper subgraph of a graph G we mean a subgraph of G different from G. For a set S ⊆ V (G), the subgraph of G
induced by S is denoted by G[S] and the graph G − S is the graph G[V (G) \ S]. We denote the degree of a vertex v in G by
dG(v). The minimum degree (resp., maximum degree) among the vertices of G is denoted by δ(G) (resp., ∆(G)). A vertex of
degree kwe call a degree-k vertex. We define a vertex as small if it has degree at most 2, and large if it has degree larger than
2. For a graph G, let L(G) and S(G) denote the set of all large and small vertices of G, respectively. For two vertices u and v
in a connected graph G, the distance dG(u, v) between u and v in G is the length of a shortest u–v path in G.
For notational convenience, we simply write V , E, n,m,N(v),N[v], d(v),L, S, . . . instead of V (G), E(G), n(G),m(G),
NG(v),NG[v], dG(v),L(G), S(G), . . .whenever the graph G is clear from the context.
A cycle on n vertices is denoted by Cn and a path on n vertices by Pn. We say that a graph is F-free if it does not contain
F as an induced subgraph. The graph obtained from a complete graph Kn of order n ≥ 4 by subdividing every edge once is
denoted by K ∗n . Note that |V (K ∗n )| = |V (Kn)| + |E(Kn)| = n+
( n
2
)
. We define the families C andK∗ of particular cycles and
subdivided complete graphs as follows:
C = {Cn: n ≥ 3 and n 6= 5} and K∗ = {K ∗n : n ≥ 4}.
1.2. Extremal graphs for Theorem 3
In this section we study graphs that achieve equality in the upper bound in Theorem 3. If we restrict our attention to
graphs with minimum degree at least 3, then a characterization is given by Theorem 2 which shows that every component
of such graphs is the Petersen graph.
However the situation becomes more complicated when we relax the degree condition fromminimum degree at least 3
to minimum degree at least 2. In this case a characterization seems difficult to obtain, since there are several families each
containing infinitely many graphs that achieve equality in Theorem 3. For example, consider the following three families of
connected graphs with minimum degree at least 2 for which every DT -pair is exhaustive.
• The family D1: For k ≥ 0, we define D1(k) to be the connected graph obtained from two disjoint 5-cycles by joining a
vertex from one of the cycles to a vertex in the other and subdividing the resulting edge k times. LetD1 = {D1(k): k ≥ 0}.
The familyD1 is depicted in Fig. 1(a). We remark that a graph in the familyD1 is called a dumb-bell in the literature.• The familyD2: For k ≥ 0 and ` ≥ 0 with k + ` ≥ 2, letD2(k, `) be the connected graph that is constructed from k + `
disjoint 5-cycles by identifying a set of k vertices, one from each of k cycles, into one vertex u and joining a vertex from
each of the remaining ` cycles by a path of length 2 to u. LetD2 = {D2(k, `): k, l ≥ 0 and k + ` ≥ 2}. The familyD2 is
depicted in Fig. 1(b).
• The family D3: For k ≥ 1 and ` ≥ 1, let D3(k, `) be the connected graph that is constructed from k + ` disjoint
5-cycles by identifying a set of k vertices, one from each of k cycles, into one vertex u and identifying a set of ` vertices,
one from each of the remaining ` cycles, into one vertex v and then adding a path of length 2 joining u and v. Let
D3 = {D3(k): k ≥ 1 and ` ≥ 1}. The familyD3 is depicted in Fig. 1(c).
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Fig. 1. Graphs containing no non-exhaustive DT -pairs.
For some k ≥ 0, let G = D1(k). Let u1abcdu1 and uk+2efghuk+2 denote the two 5-cycles of G and let u1u2 · · · uk+2 denote
the path connecting them. Let (D, T ) be a DT -pair of G. If u ∈ V (G) \ (D ∪ T ) and v ∈ N(u) has degree 2, then v 6∈ T . This
implies that D ∪ T contains all vertices of G that have only neighbours of degree 2, i.e. b, c, f , g ∈ D ∪ T . If a 6∈ D ∪ T , then
b ∈ D, c ∈ T , d ∈ T , u1 ∈ T , and hence d ∈ T has no neighbour in D, which is a contradiction. If u1 6∈ D ∪ T , then, by
symmetry, k = 0, uk+2 ∈ T , e ∈ T , f ∈ D, h ∈ D, g ∈ T , and hence g ∈ T has no neighbour in T , which is a contradiction.
If ui 6∈ D∪ T for some 2 ≤ i ≤ k+ 1, then, by symmetry, i = k+ 1, uk+2 ∈ T , which yields the same contradiction as above.
Altogether, by symmetry, we obtain that γ γt(G) = |V (G)|.
Extending these routine arguments, it is easy to check that if G ∈ D1 ∪ D2 ∪ D3, then γ γt(G) = |V (G)|. However, all
these graphs G contain induced 5-cycles. Several further graphs G that contain induced 5-cycles and satisfy γ γt(G) = |V (G)|
can readily be constructed. These families demonstrate that a full characterization of all graphs that achieve equality in
Theorem 3 seems difficult to obtain. In this paper, we therefore restrict our attention to graphs with no induced 5-cycle.
2. Main result
As our main result in this paper we prove the following.
Theorem 4. If G is a connected C5-free graph with δ(G) ≥ 2, then γ γt(G) = |V (G)| if and only if G ∈ C ∪K∗.
We will refer to a graph G as an n-minimal graph if G has order n and G is edge-minimal with respect to satisfying the
following three conditions:
(i) δ(G) ≥ 2,
(ii) G is connected, and
(iii) γ γt(G) = n.
Note that if G is an n-minimal graph and H is a graph with δ(H) ≥ 2 and no C5-component which arises from G by deleting
edges, then, by Theorem 3, n = γ γt(G) ≤ γ γt(H) ≤ n, i.e. γ γt(H) = n.
The following result characterizes n-minimal C5-free graphs and is a main step towards the proof of our main result.
Theorem 5. If G is a C5-free graph of order n, then G is n-minimal if and only if G ∈ C ∪K∗.
We note that every graph G ∈ D1 ∪D2 ∪D3 is an n-minimal graph but, as remarked earlier, such graphs are not C5-free.
We shall proceed as follows. First we prove a number of useful preliminary results in Section 2.1. Then, we prove Theorem 5
in Section 2.2 and our main result, namely Theorem 4, in Section 2.3.
2.1. Preliminary results
In this section we present several useful preliminary results
Lemma 6. If G is a graph, (D, T ) is a DT-pair of G, and u is a vertex in G such that all neighbors of u are of degree at most 2, then
u ∈ D ∪ T .
In particular, γ γt(Cn) = n for n 6= 5.
Proof. Let G, (D, T ), and u be as in the statement. For contradiction, we assume u 6∈ D ∪ T . Let v be a neighbor of u with
v ∈ T . Since v has degree at most 2, it has either no neighbor in D or no neighbor in T which is a contradiction and implies
the desired statement. 
Lemma 7. If G ∈ K∗ and (D, T ) is a DT-pair of G, then |D| + |T | = |V (G)|.
Proof. Let G ∈ K∗. By definition, Gmay be obtained from the complete graph K`, for some ` ≥ 4, by subdividing every edge
exactly once. By Theorem 1, there exists a DT -pair (D, T ) of G. If there are two vertices in L that do not belong to T , then
the vertex in S with these two vertices as its neighbors is not totally dominated by T , a contradiction. Hence, T contains all
vertices in L, except possibly one. If L ⊆ T , then, since every degree-2 vertex is dominated by D, we have that S ⊆ D. But
then no vertex inL is totally dominated by T , a contradiction. Hence, exactly one vertex, v say, inL is not in T . Since every
vertex inS\N(v)has both its neighbors in T , and sinceS\N(v) is dominated byD, we have thatS\N(v) ⊆ D. Furthermore, in
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order for T to totally dominateL \ {v}we have that N(v) ⊂ T . But then v ∈ D in order for the set D to dominate N(v). Thus,
D = (S \ N(v)) ∪ {v} and T = (L \ {v}) ∪ N(v), and so |D| + |T | = |S| + |L| = |V (G)|, as desired. 
The following observation follows from the proofs of Lemmas 6 and 7.
Observation 8. If G ∈ C ∪K∗ and v ∈ V (G), then G has the following properties.
(a) There exist DT-pairs (D1, T1) and (D2, T2) with v ∈ D1 and with v ∈ T2.
(b) If G ∈ C and uv ∈ E(G), there exist DT-pairs (D1, T1) and (D2, T2) with {u, v} ⊆ T1 and with u ∈ D2 and v ∈ T2.
(c) If G ∈ K∗ and v ∈ L, then there exists a DT-pair (D, T ) with v ∈ D and N(v) ⊂ T . Furthermore, every vertex in L \ {v}
belongs to T and has exactly one neighbor in T with the remaining neighbors all in D.
Lemma 9. If G = Cn, where n 6= 5, and v ∈ V (G), then there exists a pair (D, T ) of disjoint sets of vertices in G such that
|D| + |T | < n, v ∈ T , and either
(i) D dominates V (G) and T totally dominates V (G) \ {v}, or
(ii) D dominates V (G) \ {v} and T totally dominates V (G).
Proof. Let G be the cycle v1v2 · · · vnv1, where n 6= 5 and v = v1. If n = 3, let D = {v2} and T = {v1}, while if n = 4, let
D = {v3} and T = {v1, v2}. If n ≥ 6 and n ≡ 0(mod 3), let vi ∈ D if i ≡ 0(mod 3) and let vi ∈ T if i ≡ 1, 2(mod 3) and
i 6= 2. If n ≥ 6 and n ≡ 1(mod 3), let vi ∈ D if i ≡ 0(mod 3) and let vi ∈ T if i ≡ 1, 2(mod 3) and i 6∈ {2}. If n ≥ 6 and
n ≡ 2(mod 3), let vi ∈ D if i ≡ 0(mod 3) and let vi ∈ T if i ≡ 1, 2(mod 3) and i 6∈ {2, n− 1}, and let vn−1 ∈ D. In all cases,
the pair (D, T ) satisfies the requirements of the lemma. 
Lemma 10. Let F 6= C5 be a connected graph with δ(F) ≥ 2 and let G be obtained from F by subdividing an edge of F three
times. If γ γt(G) = |V (G)|, then γ γt(F) = |V (F)|.
Proof. We use a proof by contrapositive. Suppose that γ γt(F) < |V (F)|. We show that γ γt(G) < |V (G)|. Let (DF , TF ) be a
γ γt(F)-pair of F . We have |DF | + |TF | = γ γt(F) < |V (F)|. Let e = uv be the edge of F that is subdivided three times to
produce the path uv1v2v3v in G. Note that u and v are not adjacent in G.
Suppose that TF ∩ {u, v} 6= ∅. Renaming vertices, if necessary, we may assume that u ∈ TF . If v ∈ TF , let D = DF ∪ {v2}
and let T = TF ∪ {v1, v3}. If v ∈ DF , let D = DF ∪ {v1} and let T = TF ∪ {v2, v3}. If v 6∈ DF ∪ TF , let D = DF ∪ {v2}
and let T = TF ∪ {v, v3}. Then, (D, T ) is a DT -pair of G with |D| + |T | = |DF | + |TF | + 3 < |V (F)| + 3 = |V (G)|. Hence,
γ γt(G) < |V (G)|, as desired. Thus we may assume that TF ∩ {u, v} = ∅.
Suppose that DF ∩{u, v} 6= ∅. Renaming vertices, if necessary, wemay assume that u ∈ DF . In this case, let D = DF ∪{v3}
and let T = TF ∪ {v1, v2}, and once again (D, T ) is a DT -pair of Gwith |D| + |T | < |V (G)|.
Thus we may assume that DF ∩ {u, v} = ∅. Now, |DF | + |TF | ≤ |V (F)| − 2. We note that each of u and v is adjacent to a
vertex in DF and to a vertex in TF . We now let D = DF ∪ {v, v1} and let T = TF ∪ {v2, v3}. Then, (D, T ) is a DT -pair of Gwith
|D| + |T | = |DF | + |TF | + 4 ≤ |V (F)| + 2 < |V (G)|. Hence, γ γt(G) < |V (G)|. 
We remark that the converse of Lemma 10 is not necessarily true (cf. for instance the graphs in Fig. 1).
Lemma 11. Let G be the graph obtained from k ≥ 2 disjoint cycles F1, F2, . . . , Fk of lengths n1, n2, . . . , nk, respectively, by
identifying a set of k vertices, one from each cycle, into one vertex called v. If ni 6= 5 for i = 1, 2, . . . , k, then G has a non-
exhaustive DT-pair.
Proof. Let G be the graph defined in the statement of the lemma. For i ∈ {1, 2, . . . , k}, let vi be the vertex of Fi that was
identified into the vertex v. Let (D1, T1) be a pair of disjoint sets of vertices in F1 that satisfies the requirements of Lemma 9
for the graph F1 with v1 as the specified vertex in the cycle. Then, v1 ∈ T1, |D1| + |T1| < n1, and either (i) D1 dominates
V (F1) and T1 totally dominates V (F1) \ {v1} or (ii) D1 dominates V (F1) \ {v1} and T1 totally dominates V (F1). For each
i ∈ {2, . . . , k}, Fi ∈ C and hence, by Observation 8(a), there exists a DT -pair (Di, Ti) in Fi such that vi ∈ Ti. Let
D =
k⋃
i=1
Di and T =
(
k⋃
i=1
(Ti \ {vi})
)
∪ {v}.
Then, (D, T ) is a non-exhaustive DT -pair of G. 
Lemma 12. Let G be a connected C5-free graph of order n with δ(G) ≥ 2 and γ γt(G) = n. If G is not n-minimal, then G contains
an n-minimal spanning C5-free subgraph.
Proof. Let G = (V , E) be as in the statement of the lemma such that G is not n-minimal. By removing edges from G, we can
obtain an n-minimal spanning subgraph of G. Among all such subgraphs, choose F so that the number of induced 5-cycles
in F is minimized. For the sake of contradiction, suppose that F contains the induced 5-cycle C: v1v2v3v4v5v1. If n = 5,
then, since G is C5-free, we may assume, relabeling vertices if necessary, that v1v3 ∈ E. But then ({v3, v4}, {v1, v5}) is a
non-exhaustive DT -pair in G, a contradiction. Hence, n 6= 5 and since F is connected, we may assume dF (v1) ≥ 3. By the
minimality of F , dF (v2) = dF (v5) = 2.
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For the sake of contradiction, suppose that dF (v3) ≥ 3. Then by the minimality of F , dF (v4) = 2. If v2v4 ∈ E, then the
graph obtained from F by adding this edge and removing the edge v1v2 is an n-minimal spanning subgraph of G containing
fewer induced 5-cycles than F , contradicting the choice of F . Hence, v2v4 6∈ E. Similarly, v2v5 6∈ E. If v1v4 ∈ E, then the
graph obtained from F by adding this edge and removing the edge v3v4 is an n-minimal spanning subgraph of Gwith fewer
induced 5-cycles than F , contradicting the choice of F . Hence, v1v4 6∈ E and, by a similar argument, v3v5 6∈ E. If v1v3 ∈ E, let
F ′ = F + v1v3. By Theorem 1, there exists a DT -pair (D′, T ′) in F ′. To totally dominate v2 we may assume, without loss of
generality, that v1 ∈ T ′. If v3 ∈ D′, then ((D′\{v2, v5})∪{v4}, (T ′\{v2, v4})∪{v5}) is a non-exhaustiveDT -pair of F ′ and hence
inG, a contradiction. Hence, v3 ∈ T ′. To dominate v2, we therefore have that v2 ∈ D′. But then ((D′\{v4})∪{v5}, T ′\{v4, v5})
is a non-exhaustive DT -pair of F ′ and hence in G, again a contradiction. Thus, v1v3 6∈ E. Hence, C is an induced 5-cycle in G,
contradicting the fact that G is C5-free. Therefore, dF (v3) = 2. Similarly, dF (v4) = 2.
If v2vi ∈ E for some i ∈ {4, 5}, then the graph obtained from F by adding this edge and removing the edge v1v2 is an
n-minimal spanning subgraph of G containing fewer induced 5-cycles than F , contradicting the choice of F . Hence, v2v5 6∈ E
and v2v4 6∈ E. By a similar argument, v3v5 6∈ E. If v1v3 ∈ E, let F ′ = F + v1v3. By Theorem 1, there exists a DT -pair (D′, T ′)
in F ′. If v1 ∈ T ′, then ((D′ \ {v2, v5})∪ {v3, v4}, (T ′ \ {v2, v3, v4})∪ {v5}) is a non-exhaustive DT -pair of F ′ and hence in G, a
contradiction. Hence, v1 ∈ D′. But then ((D′ \ {v2, v3, v4})∪ {v5}, (T ′ \ {v2, v5})∪ {v3, v4}) is a non-exhaustive DT -pair of F ′
and hence in G, again a contradiction. Hence, v1v3 6∈ E. Similarly, v1v4 6∈ E. Thus, C is an induced 5-cycle in G, contradicting
the fact that G is C5-free. 
Lemma 13. If G 6= Cn is a C5-free Hamiltonian graph of order n, then γ γt(G) < n.
Proof. Let G 6= Cn be a C5-free Hamiltonian graph of order n and let C be a Hamiltonian cycle in G. Thus, every edge in
E(G) \ E(C) is a chord of C in G. Among all chords of C , let uv be chosen so that k = dC (u, v) is minimized. Since a chord
of C is not an edge of C , we note that k ≥ 2. Let P: u0u1 · · · uk be a shortest u–v path in C , where u = u0 and v = uk, and
let C ′ be the cycle u0u1 · · · uku0. By our choice of uv, C ′ is an induced cycle in G. If k = 4, then C ′ is an induced 5-cycle in G,
contradicting the fact that G is C5-free. Hence, C ′ ∈ C.
Let v0v1 · · · v` be the v−u path in C not containing u1, where v = v0 and u = v`. Thus, C is the cycle u0u1 · · · ukv1v2 · · · v`
and n = k+ `. Since k = dC (u, v), we note that ` ≥ k ≥ 2. We now apply Observation 8(b) to the cycle C ′ ∈ C as follows.
If ` ≡ 0, 1(mod 3), let (D′, T ′) be a DT -pair of C ′ such that {u, v} = {u0, uk} ⊆ T ′, while if ` ≡ 2(mod 3), let (D′, T ′)
be a DT -pair of C ′ such that u = u0 ∈ D′ and v = uk ∈ T ′. Let D′′ = {vi | i ≡ 2(mod 3) and 1 < i < `} and let
T ′′ = {vi | i ≡ 0, 1(mod 3) and 1 < i < `}. Let D = D′ ∪ D′′ and let T = T ′ ∪ T ′′. We note that v1 6∈ D ∪ T and that (D, T ) is
a DT -pair of C + uv. Hence, (D, T ) is a non-exhaustive DT -pair of C + uv and therefore in G, and so γ γt(G) < n. 
Lemma 14. Let G be a connected C5-free graph of order n. If there exists a spanning proper subgraph F of G such that F ∈ K∗,
then γ γt(G) < n.
Proof. Let G be a connected C5-free graph of order n and suppose there exists a spanning proper subgraph F of G such that
F ∈ K∗. Among all edges in E(G) \ E(F), let the edge uv be chosen so that dF (u)+ dF (v) is maximized and, subject to that,
the number of common neighbors of u and v in F is maximized. Let F ′ = F + uv.
By definition of the family K∗, we note that L(F) ≥ 4. Suppose {u, v} ⊂ L(F). Let w ∈ L(F) \ {u, v}. Let u′ be the
common neighbor of u and w in F , and let v′ be the common neighbor of v and w in F . By Observation 8(c), there exists a
DT -pair (D, T ) in F such thatw ∈ D, {u′, v′} ⊂ NF (w) ⊂ T and {u, v} ⊂ T . Now (D, T \ {u′}) is a non-exhaustive DT -pair of
F ′ and therefore in G, and so γ γt(G) < n. Hence we may assume, without loss of generality, that dF (u) = 2.
Suppose v ∈ L(F). Since uv 6∈ E(F), we note that v 6∈ NF (u). Letw ∈ NF (u). Then,w ∈ L(F). Let v′ be the commonneigh-
bor of v andw. By Observation 8(c), there exists a DT -pair (D, T ) in F such thatw ∈ D, {u, v′} ⊂ NF (w) ⊂ T and v ∈ T . Now
(D, T \ {v′}) is a non-exhaustive DT -pair of F ′ and therefore in G, and so γ γt(G) < n. Hence we may assume that dF (v) = 2.
Let NF (u) = {u1, u2} and let NF (v) = {v1, v2}. Then, {u1, u2} ⊂ L(F) and {v1, v2} ⊂ L(F). Suppose that u and v have no
common neighbor in F . Then, {u1, u2}∩{v1, v2} = ∅. Letw be the common neighbor of u1 and v1 in F . Then, C ′: uu1wv1vu is
a 5-cycle in F ′ and hence in G. By our choice of the edge uv, the cycle C ′ is an induced 5-cycle in G, contradicting the fact that
G is C5-free. Hence, u and v have a common neighbor in F andwemay assume that u1 = v1. By Observation 8(c), there exists
a DT -pair (D, T ) in F such that u1 ∈ D, {u, v} ⊂ NF (u1) ⊂ T and {u2, v2} ⊂ T . Furthermore, we note that every neighbor of
u2 in F , different from u, is totally dominated by T \ {u2}. Thus, (D, T \ {u2}) is a non-exhaustive DT -pair of F ′ and therefore
in G, and so γ γt(G) < n. 
We now combine Lemmas 13 and 14 into the following result.
Lemma 15. Let G be a connected C5-free graph of order n. If there exists a spanning proper subgraph F of G such that F ∈ C∪K∗,
then γ γt(G) < n.
2.2. Proof of Theorem 5
We are now in a position to prove our key preliminary result, namely Theorem 5. Recall that a graph G is an n-minimal
graph if G has order n and G is edge-minimal with respect to satisfying the following three conditions: (i) δ(G) ≥ 2, (ii) G is
connected, (iii) γ γt(G) = n. Recall the statement of Theorem 5.
Theorem 5. If G is a C5-free graph of order n, then G is n-minimal if and only if G ∈ C ∪K∗.
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Proof. If G ∈ C ∪ K∗, then, by definition of the families C and K∗, δ(G) ≥ 2 and G is connected. By Lemmas 6 and 7,
γ γt(G) = n. Furthermore, δ(G− e) = 1 for any edge e in G, and so G is n-minimal. This establishes the sufficiency.
To prove the necessity, we proceed by induction on the order n of an n-minimal C5-free graph G. If n ∈ {3, 4}, then
G = Cn ∈ C. Suppose n = 5. Since G 6= C5, either G contains a C3, in which case either G arises by adding an edge to C5 or
G can be obtained from two disjoint 3-cycles by identifying a vertex from each cycle into one vertex, or G contains a C4 but
no C3, in which case G = K2,3. In both cases, there exists a non-exhaustive (D, T )-pair in G, contradicting the fact that G is
n-minimal. Hence, n 6= 5. This establishes the base cases.
Let n ≥ 6 and assume that the result is true for all n′-minimal C5-free graphs, where 3 ≤ n′ < n. Let G = (V , E) be an
n-minimal C5-free graph. Before proceeding further, we present two observations that will be useful in what follows.
Observation 16. If e ∈ E, then either e is a bridge of G or δ(G− e) = 1.
Proof. For contradiction, we assume that δ(G− e) ≥ 2. Since G is a connected C5-free graph of order at least 6, G− e has no
C5-component. Therefore, by Theorem 3, n = γ γt(G) ≤ γ γt(G−e) ≤ nwhich implies γ γt(G−e) = n. Since G is n-minimal,
this implies that G− e is not connected which completes the proof. 
Observation 17. If G′ is a connected induced subgraph of G of order n′ < n with δ(G′) ≥ 2, then either G′ ∈ C ∪ K∗ or
γ γt(G′) < n′.
Proof. Let G′ be a connected induced subgraph of G of order n′ < nwith δ(G′) ≥ 2. Clearly, G′ is C5-free. Suppose γ γt(G′) =
n′. Then, by Lemma 12, G′ contains a spanning C5-free subgraph G′′ which is n′-minimal. By induction, G′′ ∈ C ∪K∗. If G′′ is
a proper subgraph of G′, then Lemma 15 implies a contradiction. Hence, G′ = G′′, and so G′ ∈ C ∪K∗. 
If |L| = 0, then G = Cn and, since G is C5-free, G ∈ C and we are done. Hence, we may assume that |L| ≥ 1. If
|L| = 1, then G satisfies the conditions of Lemma 11 and thus has a non-exhaustive DT -pair, contradicting the fact that G is
n-minimal. Hence, |L| ≥ 2. We prove the following claim about the setL of large vertices in G.
Claim A. L is an independent set in G.
Proof. For the sake of contradiction, suppose that {u, v} ⊆ Lwith uv ∈ E. Then, by Observation 16, uv is a bridge of G. Let
Gu and Gv denote the components of G − uv containing u and v respectively. We note that γ γt(G) ≤ γ γt(Gu) + γ γt(Gv).
If γ γt(Gu) < |V (Gu)| or γ γt(Gv) < |V (Gv)|, then γ γt(G) < n, a contradiction. Hence, γ γt(Gu) = |V (Gu)| and γ γt(Gv) =
|V (Gv)|. Therefore, by Observation 17, {Gu,Gv} ⊂ C∪K∗. If Gu ∈ C, then, by Lemma 9, there exists a pair (D1, T1) of disjoint
sets of vertices in Gu such that u ∈ T1, |D1| + |T1| < |V (Gu)|, and either (i) D1 dominates V (Gu) and T1 totally dominates
V (Gu) \ {u} or (ii) D1 dominates V (Gu) \ {u} and T1 totally dominates V (Gu). Using Observation 8(a), let (D2, T2) be a DT -pair
of Gv with v ∈ T2 if (i) holds and v ∈ D2 if (ii) holds. In both cases, (D1 ∪ D2, T1 ∪ T2) is a non-exhaustive DT -pair of G, a
contradiction. Hence, Gu ∈ K∗. Similarly, Gv ∈ K∗.
Let u′ be a neighbor of u in Gu. Since uu′ is not a bridge in Gu, the edge uu′ is not a bridge in G, and so, by Observation 16,
δ(G − uu′) = 1. Since dG(u) ≥ 3, we note that dG−uu′(u) ≥ 2, implying that dG(u′) = 2 and so dGu(u′) = 2. Let
u′′ be the neighbor of u′ distinct from u. Since every edge in Gu is incident with a vertex of large degree and a vertex
of small degree, dGu(u) ≥ 3 and dGu(u′′) ≥ 3. Therefore, by Observation 8(c), there exists a DT -pair (D1, T1) such that
u′′ ∈ D1, u′ ∈ NGu(u′′) ⊂ T1 and u ∈ T1. By Observation 8(a), there exists a DT -pair (D2, T2) in Gv with v ∈ T2. Thus,
(D1 ∪ D2, T1 ∪ T2 \ {u′}) is a non-exhaustive DT -pair of G, a contradiction. Hence, we conclude thatL is an independent set
in G. 
Let R be any component of G−L. Note that R is a path. If R has only one vertex, or has at least two vertices with the two
ends of R adjacent in G to different large vertices, then we say that R is a 2-path. Otherwise we say that R is a 2-handle.
Claim B. Every 2-path in G contains at most two vertices.
Proof. Let P: v1 · · · vk be a longest 2-path in G and let v0 and vk+1 be the large vertices that are adjacent in G to v1 and vk,
respectively. By definition of a 2-path, we note that v0 6= vk+1. For the sake of contradiction, suppose that k ≥ 3. Let F be
the graph obtained from G by deleting the vertices v1, v2 and v3 and adding the edge v0v4. Then G can be obtained from F
by subdividing an edge of F three times. Since L(G) = L(F) and |L(G)| ≥ 2, we note that F is not a cycle. In particular,
F 6= C5. By construction, F is a connected graph with δ(F) ≥ 2. Hence, by Lemma 10, γ γt(F) = |V (F)|. We proceed further
with a subclaim showing that F is C5-free.
Subclaim B1. F is C5-free.
Proof. Suppose that F contains an induced 5-cycle C . Since G is C5-free, we note that C contains the edge v0v4 and therefore
k ∈ {3, 4, 5}. Suppose that k = 3. Let C be the cycle v0w1w2w3v4v0. We note that eitherw1w2w3 is a 2-path in G orw2 ∈ L.
We now consider the graph F ′ = F − v0v4 and note that F ′ is a connected induced subgraph of G with δ(F ′) ≥ 2 and
V (F ′) = V (F). Further, |V (F ′)| ≥ γ γt(F ′) ≥ γ γt(F) = |V (F)|, and so γ γt(F ′) = |V (F ′)|. By Observation 17, F ′ ∈ C ∪K∗.
We note that v0w1w2w3v4 is a path in F ′. If F ′ ∈ C, then, by our choice of P we have that F ′ ∈ {C6, C7, C8}. In all three cases,
we can find a DT -pair (D′, T ′) in F ′ such that {v0, v4} ⊂ T ′. If F ′ ∈ K∗, then since w1 and w3 have degree 2 in both G and
F ′, we note that {v0, v4, w2} ⊂ L(F ′) and by Observation 8(c), there exists a DT -pair (D′, T ′) in F such that w2 ∈ D′ and
{v0, v4} ⊂ T ′. But then (D′ ∪ {v2}, T ′ ∪ {v1}) is a non-exhaustive DT -pair of G, a contradiction. Hence, k ∈ {4, 5}.
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Suppose that k = 4. Let C be the cycle v0w1w2v5v4v0. We note that, since L is an independent set, w1w2 is a 2-path
in G. We now consider the graph F ′ = F − v4 and note that F ′ is a connected induced subgraph of G with δ(F ′) ≥ 2. If
γ γt(F ′) < |V (F ′)|, let (D′, T ′) be a γ γt(F ′)-pair. But then (D′ ∪ {v1, v4}, T ′ ∪ {v2, v3}) is a non-exhaustive DT -pair of G, a
contradiction. Hence, γ γt(F ′) = |V (F ′)|, and so by Observation 17, F ′ ∈ C ∪K∗. Since both ends of the edgew1w2 ∈ E(F ′)
are small vertices in F ′, we note that F ′ 6∈ K∗. Hence, F ′ ∈ C. By Observation 8(b), there exists a DT -pair (D′, T ′) in F ′ such
that {v0, w1} ⊆ T ′. Necessarily, w2 ∈ D′. If v5 ∈ T ′, let D = D′ ∪ {v2, v3} and T = (T ′ \ {w1}) ∪ {v1, v4}. If v5 ∈ D′, let
D = D′ ∪ {v2} and T = T ′ ∪ {v3, v4}. In both cases, (D, T ) is a non-exhaustive DT -pair of G, a contradiction. Hence, k = 5.
Let C be the cycle v0v4v5v6v′v0. We note that, since L is an independent set, v′ ∈ S(G) and N(v′) = {v0, v6}. We now
consider the graph F ′ = F − {v4, v5} and note that F ′ is a connected graph with δ(F ′) ≥ 2. Furthermore, F ′ is a subgraph of
G and hence F ′ 6= C5. Let (D′, T ′) be a γ γt(F ′)-pair. In order to totally dominate the vertex v′ in F ′, |{v0, v6} ∩ T ′| ≥ 0. We
may assume, without loss of generality, that v0 ∈ T ′. But then (D′ ∪ {v2, v5}, T ′ ∪ {v3, v4}) is a non-exhaustive DT -pair of G,
a contradiction. This completes the proof of Subclaim B1. 
We now return to the proof of Claim B. By Subclaim B1, the graph F is a connected C5-free graph with δ(F) ≥ 2 that
satisfies γ γt(F) = |V (F)|. Let n′ = n − 3, and so |V (F)| = n′. If F is not n′-minimal, then by Lemma 12, F contains an
n′-minimal spanning subgraph F ′with no induced 5-cycle. But then, by the induction hypothesis, F ′ ∈ C∪K∗ and therefore,
by Lemma 15, γ γt(F) < n′ = |V (F)|, a contradiction. Hence, F is n′-minimal, and by the induction hypothesis, F ∈ C ∪K∗.
As observed earlier, F is not a cycle, and so F ∈ K∗. SinceL(G) = L(F), we note that v0 ∈ L(F) and that k = 4. Letw be a
large vertex different from v0 and v5. Let v′0 be the common neighbor of v0 andw in F , and let v
′
5 be the common neighbor of
v5 andw in F . By Observation 8(c), there exists aDT -pair (D′, T ′) such thatw ∈ D′, {v′0, v′5} ⊂ NF (w) ⊂ T ′ and {v0, v5} ⊂ T ′.
But now ((D′ \ {v4}) ∪ {v2, v3}, (T ′ \ {v′0}) ∪ {v1, v4}) is a non-exhaustive DT -pair of G, a contradiction. 
Claim C. Every 2-path in G contains exactly one vertex.
Proof. Let P: v1 · · · vk be a longest 2-path in G. By Claim B, k ≤ 2. For the sake of contradiction, suppose that k = 2. Let v0
and v3 be the large vertices that are adjacent in G to v1 and v2, respectively. Let F = G− {v1, v2}.
Suppose that F is disconnected. Let F1 and F2 denote the components containing v0 and v3, respectively. Then, F = F1∪F2.
We consider first the case where γ γt(F1) < |V (F1)| and γ γt(F2) < |V (F2)|. Let (D1, T1) and (D2, T2) be non-exhaustive
DT -pairs in F1 and F2, respectively. If v0 6∈ D1 then (D1 ∪ D2 ∪ {v2}, T1 ∪ T2 ∪ {v0, v1}) is a non-exhaustive DT -pair of G,
a contradiction. Therefore, v0 ∈ D1. Similarly, v3 ∈ D2. But then (D1 ∪ D2, T1 ∪ T2 ∪ {v1, v2}) is a non-exhaustive DT -pair
in G, again a contradiction. Hence, without loss of generality, we may assume that γ γt(F1) = |V (F1)|. By Observation 17,
F1 ∈ C ∪K∗ and therefore, by Observation 8(a), there is a DT -pair (D1, T1) in F1 with v0 ∈ T1. If γ γt(F2) = |V (F2)|, then,
similarly, F2 ∈ C∪K∗ and there is aDT -pair (D2, T2) in F2 with v3 ∈ T2. But then (D1∪D2∪{v1}, T1∪T2) is a non-exhaustive
DT -pair of G, a contradiction. Thus, γ γt(F2) < |V (F2)|. As before, let (D2, T2) be a non-exhaustive DT -pair of F2. But then
(D1 ∪ D2 ∪ {v2}, T1 ∪ T2 ∪ {v1}) is a non-exhaustive DT -pair of G, again a contradiction. Hence, F is connected.
Suppose γ γt(F) < |V (F)|. Let (D, T ) be a γ γt(F)-pair. If v0 ∈ T , then (D ∪ {v2}, T ∪ {v1}) is a non-exhaustive DT -pair
of G, a contradiction. Therefore, v0 6∈ T . Similarly, v3 6∈ T . By Claim A and Lemma 6, v0, v3 ∈ D and (D, T ∪ {v1, v2}) is a
non-exhaustive DT -pair of G, a contradiction. Hence, γ γt(F) = |V (F)|.
By Observation 17, F ∈ C ∪K∗. Suppose F ∈ K∗. Since every neighbor of v0 is a degree-2 vertex in G and hence in F , we
note that v0 ∈ L(F). Similarly, v3 ∈ L(F). We note that v0v3 is not an edge of F . Let v′ be the common neighbor of v0 and v3
in F . But then v0v1v2v3v′v0 is an induced 5-cycle in G, contradicting the fact that G is C5-free. Hence, F 6∈ K∗, and so F ∈ C.
Since G is C5-free, we note that v0 and v3 have no common neighbor in F . Hence, by the choice of P , we note that F = C6 and
that dF (v0, v3) = 3. Let F be the cycle w0w1 · · ·w5w0 where w0 = v0 and w3 = v3. Then, ({w1, w4, v1}, {w0, w2, w3, w5})
is a non-exhaustive DT -pair in G, a contradiction. 
Claim D. There is no 2-handle in G.
Proof. For the sake of contradiction, suppose that there is a 2-handle in G. Among all 2-handles in G, let P: v1v2 · · · vk have
maximum length. Let v be the common neighbor of v1 and vk. We note that v ∈ L. Further, we note that k ≥ 2 and since
G is C5-free, k 6= 4. Let C be the cycle vv1v2 · · · vkv and let v′ be a neighbor of v not on C . Since L is an independent set in
G, dG(v′) = 2.
Suppose dG(v) ≥ 4. Let F = G − V (P). Then, F is a connected C5-free graph with δ(F) = 2. If γ γt(F) < |V (F)|, let
(D1, T1) be a γ γt(F)-pair. If γ γt(F) = |V (F)|, then by Observation 17, F ∈ C ∪K∗ and let (D1, T1) be a DT -pair of F such
that v in T1. We note that such a pair exists by Observation 8(a). If v ∈ D1, let (D2, T2) be a DT -pair of C such that v ∈ D2.
Once again, such a pair exists by Observation 8(a). If v ∈ T1, let (D2, T2) be a pair of disjoint sets of vertices in C such that
|D2| + |T2| < |V (C)|, v ∈ T2, and either (i) D2 dominates V (C) and T2 totally dominates V (C) \ {v}, or (ii) D2 dominates
V (C) \ {v} and T2 totally dominates V (C). In all cases, (D1 ∪ D2, T1 ∪ T2) is a non-exhaustive DT -pair of G, a contradiction.
Hence, dG(v) = 3, and so NG(v) = {v1, vk, v′}.
We note that, since vv′ is a bridge in G, the degree-2 vertex v′ belongs to a 2-path in G. Let NG(v′) = {v,w}. By Claim C,
w ∈ L. Let F = G − (V (C) ∪ {v′}). Then, F is a connected C5-free graph with δ(F) = 2. Let (D1, T1) be a γ γt(F)-pair. If
w ∈ D1, let (D2, T2) be a DT -pair in C such that v ∈ T2. If w ∈ T1, let (D2, T2) be a DT -pair of C such that v ∈ D2. In both
cases, we note that such a pair exists by Observation 8(a). Furthermore, in both cases, (D1 ∪D2, T1 ∪ T2) is a non-exhaustive
DT -pair of G, a contradiction. Hence, w 6∈ D1 ∪ T1 and (D1, T1) is a non-exhaustive DT -pair of F . We now let (D2, T2) be a
DT -pair of C such that v ∈ T2. Then, (D1 ∪ D2 ∪ {v′}, T1 ∪ T2) is a non-exhaustive DT -pair of G, a contradiction. 
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The following result is an immediate consequence of Claims C and D.
Claim E. The graph G is a bipartite graph with partite setsL and S.
We show next that a common neighbor of two large vertices is unique.
Claim F. Every two vertices inL have at most one common neighbor.
Proof. For the sake of contradiction, suppose that {u, v} ⊆ L and w and w′ are distinct common neighbors of u and v. Let
F = G − w′. Then, F is a connected C5-free graph with δ(F) = 2. Suppose γ γt(F) < |V (F)|. Let (D, T ) be a γ γt(F)-pair.
Since T totally dominatesw, {u, v}∩ T 6= ∅. But then (D∪{w′}, T ) is a non-exhaustive DT -pair of G, a contradiction. Hence,
γ γt(F) = |V (F)|, and so, by Observation 17, F ∈ C ∪K∗. If F ∈ K∗ then, since dF (w) = 2, we have that {u, v} ⊂ L(F).
Therefore, by Observation 8(c), there exists a DT -pair (D, T ) in F such that u ∈ D and v ∈ T . But then (D, T ) is a non-
exhaustive DT -pair of G, a contradiction. Hence, F 6∈ K∗, and so F ∈ C. But then F = C4, and so n = 5, a contradiction. 
Claim G. Every two vertices inL have exactly one common neighbor.
Proof. By Claim F, every two vertices in L have at most one common neighbor. Hence it suffices to show that every two
vertices in L have a common neighbor. For the sake of contradiction, suppose that {u, v} ⊆ L and that u and v have no
common neighbor. Let NG(u) = {u1, u2, . . . , ur}, and so dG(u) = r . By Claim E, we note that NG(u) ⊆ S. For i = 1, 2, . . . , r ,
let NG(ui) = {u, vi}. By Claim E, we note that vi ∈ L for each such i. By Claim F, vi 6= vj for 1 ≤ i < j ≤ r . Let F = G−NG[u].
Then, F is a C5-free graph with δ(F) = 2. We note that F is possibly disconnected.
Suppose γ γt(F) < |V (F)|. Let (D, T ) be a γ γt(F)-pair. For i = 1, 2, . . . , r , let wi be a neighbor of vi in T . By Claim E,
wi ∈ S. Hence, since D dominates and T totally dominates wi, we note that vi ∈ D ∪ T . If vi ∈ D for some i, 1 ≤ i ≤ r , then
(D ∪ (NG(u) \ {ui}), T ∪ {u, ui}) is a non-exhaustive DT -pair of G, a contradiction. Therefore, {v1, v2, . . . , vr} ⊂ T . But then
(D ∪ {u}, T ∪ {u1}) is a non-exhaustive DT -pair of G, again a contradiction. Hence, γ γt(F) = |V (F)|.
Suppose F is disconnected. Let F1, F2, . . . , Ft be the components in F . By assumption, t ≥ 2. Since γ γt(F) = |V (F)|, we
note that γ γt(Fi) = |V (Fi)| for all i = 1, 2, . . . , t . Hence, by Observation 17, Fi ∈ C ∪K∗. Switching indices if necessary,
we may assume that vi ∈ Fi for i = 1, 2, . . . , t . For each such i, let (Di, Ti) be a DT -pair of Fi such that vi ∈ Di. We
note that such pairs exist by Observation 8(a). Let D = ⋃ti=1 Di and let T = ⋃ti=1 Ti. Then, (D, T ) is a DT -pair of F and
(D ∪ (NG(u) \ {u1, u2}), T ∪ {u, u1}) is a non-exhaustive DT -pair of G, a contradiction. Hence, F is connected.
By Observation 17, F ∈ C ∪ K∗. Since dF (v) = dG(v) ≥ 3, F is not a cycle and therefore F ∈ K∗. By Claim E, the set
L(G) \ {u} = L(F). In particular, each vertex vi ∈ L(F) for i = 1, 2, . . . , r . By Observation 8(c), there exists a DT -pair
(D, T ) in F such that v ∈ D and {v1, v2, . . . , vr} ⊂ T . But then (D ∪ {u}, T ∪ {u1}) is a non-exhaustive DT -pair of G, a
contradiction. 
We now return to the proof of Theorem 5. By Claims E and G, the graph G is a bipartite graph with partite sets L and S
where every two vertices in L have exactly one common neighbor. Hence, G ∈ K∗. This completes the necessity and the
proof of Theorem 5. 
2.3. Proof of Theorem 4
We are now in a position to present a proof of our main result, namely Theorem 4. Recall the statement of Theorem 4.
Theorem 4. If G is a connected C5-free graph with δ(G) ≥ 2, then γ γt(G) = |V (G)| if and only if G ∈ C ∪K∗.
Proof. The sufficiency follows from Lemmas 6 and 7. To prove the necessity, let G be a connected C5-free graph of order n
with δ(G) ≥ 2 such that γ γt(G) = n. Suppose that G 6∈ C ∪K∗. Then, by Theorem 5, G is not an n-minimal graph. Hence, by
Lemma 12, G contains an n-minimal spanning subgraph F with no induced 5-cycle. By Theorem 5, F ∈ C ∪K∗. Therefore,
by Lemma 15, γ γt(G) < n, a contradiction. Hence, G ∈ C ∪K∗. 
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