The nature of the Quran and its translations as classic Arabic and English texts reduces the accuracy of ordinary natural language processing tools such as pronominal anaphora resolution systems. Pronominal anaphora resolution simply involves finding an antecedent for anaphoric pronouns as the referring expressions of discourse. The performance of a pronominal anaphora resolution system is vitally related to the efficiency of pre-processing tools that analyze and prepare the input data for feeding the resolution algorithm. This paper proposes a novel pre-processing approach for pronoun extraction and pronoun mapping in the pronominal anaphora resolution system of English translations of the Quran, which facilitates the anaphora resolution, specifically for the English pronouns without an explicit antecedent that contributes close to 50% of the anaphoric relations in the Quran. This approach uses the morphologic, statistic and anaphoric knowledge that is extracted from the Arabic corpus of the Quran. For evaluating the arrangement, 1% of an English translation was annotated with labeling for all anaphoric and non-anaphoric English pronouns. These pronouns were aligned to the equivalent Arabic pronouns and linked to the concepts in the Arabic text. Through statistical results, it was shown that our rule-based pre-processing tools perform well. The precision, recall, and accuracy of pronoun extraction stage are 96.38%, 100%, and 99.5%, respectively. The result of mapping algorithm is promising whereby we score 85.51% in precision, 96.32% in recall, and 82.81% in accuracy.
showed that their corpus of 28,272 words with 422 pronouns, contains 60 non-anaphoric pronouns (i.e. 14.2%).
The performance of a pronominal anaphora resolution system is vitally related to the efficiency of preprocessing tools that analyze and prepare the input data for feeding the resolution algorithm. The pre-processing stages that can differ for various AR systems include such hard pre-processing sub-systems as morphological analyzer / POS-tagger, named entity recognizer, unknown word recognizer, noun phrase extractor, text parser, and pleonastic pronoun identifier [20] . Improvement of these subsystems can increase the success rate of the anaphora resolution system. One of the most important pre-processing tasks is the pronominal extractor that is a look-up module to identify the pronominal pronouns in a text. In addition, utilizing pronoun mapper boosts the performance of the parallel text AR systems. The pronoun mapper aligns every pronoun to its equivalent pronoun and links it to a referent concept in another language. Mapping between pronouns causes to obtain more information about the detected pronoun to disambiguate potential referents. This study focuses on development of specialized pronominal extractor and pronoun mapper.
Anaphora resolution is a well-known topic in Arabic natural language processing [21, 22] . Arabic Quran script has been annotated with anaphoric resolution in recent studies [22, 23] . The pronominal AR of the Quran's English translations is extremely new field of study which addresses unique features of Quran translation as using classic vocabulary [24] . This research introduces a novel rule-based and corpus-based approach for the pre-processing stages which remarkably increases the AR accuracy in the Quran target language (TL) texts.
The rest of the paper is organized as follows: Section 2 describes the background study and importance of AR in the Quran and its translations, followed by the description of the corpus in Section 3. Section 4 describes the novel rule-based algorithms for pre-processing stages to overcome the challenges of pronominal AR of Quran English translations. Section 5 shows the experimental results and comparison. Finally, Section 6 concludes this paper with a brief summary and future work.
BACKGROUND STUDIES
Pronouns have an important role in the semantic and structural connection of discourse segments. Finding referents and antecedents of pronouns helps to reveal the structure of discourse. Increasing the number of pronouns in a text means that more referential relations should be resolved during the study of discourse structure. Table 1 and Fig. 1 illustrate the word frequency of the Wall Street Journal portion of Penn Treebank corpus (PTB III) [25, 26] , Brown [27] , and Quran [23] Corpora. The results show that pronouns have a vital contribution in the Quran's Arabic text. While the average word frequency in the WSJ and Brown are respectively four times and three times higher than the Quran, the rate of pronoun words in the Quran is considerably higher than these corpora (i.e. 23%, in comparison with 3% and 6%, respectively). English translations of the Quran that follow the original text, have the same situation in their word frequencies. Quran translators usually concentrate on the similarity of the TL with the source language (SL) texts in meaning and structure (e.g. grammatical units, word order, and segmentation of text) [28] . Section 4 shows that, on average, the pronominal pronoun group contributes close to 15% of the words in Quran translations. This means that the structure of Arabic text affects the degree of pronoun usage in TLs. In comparison with WSJ and Brown, it is remarkably higher, and the effect of this pronoun frequency cannot be neglected. However, from the natural language processing viewpoint, the AR of Quran translations is more complicated than a general AR. The first issue arises from the various styles used in the Quran text (i.e. historical narrative, didactic, argumentative, literary, and persuasive). Style shifts between diverse chapters, and also inside chapters (e.g. chapter 2), make it difficult to use a unique AR method for the whole of each translation. In addition, the characteristics of the Quran script, such as different length of the chapters (3 verses in chapter 108 to 286 verses in chapter 2), different length of the verses (varies from one word to more than 200), and the diverse number of sentences in a verse (varies from a clause to several sentences in a verse) cause instabilities in the automated AR of translations. Finally, the frequent usage of the ellipsis, redundant, and extra-positive constructions in the Arabic text, produces unusual structures in TL texts.
Although linguistic study of the Quran has a strong background over the last fifty years [29, 30, 31, 32] , it seems that the human annotation of Sharaf and Atwell (i.e. QurAna) is the first complete pronominal AR of Quran [23] . In the QurAna research, they used the knowledge of previous scholars on the Quran for annotation of the Arabic text. They described that of 24679 annotated pronouns in the Quran, only 0.3% (i.e. 90 instances) are cataphoric. In addition, 46.7% of pronouns have no explicit antecedent in the text, which shows the importance of human knowledge, extracted from Islamic resources for pronoun resolution of the Quran. For modeling both explicit and implicit referents, they produced an ontology for concepts out of pronoun antecedents with more than 1000 entries. This ontology has an Arabic and English clause for every concept. Since the extraction of these concepts and finding their anaphoric role use the knowledge of interpretation of the Quran and the history of Islam, this study uses the QurAna as a benchmark for AR of Quran translations.
Quran Arabic Corpus (QAC) project is another study on Quran script, which produced a corpus with morphological, part-of-speech, and syntactic annotation of the Quran [33] . In addition, this corpus, with its included Quranic Arabic Dependency Treebank (QADT), shows the implicit hidden pronouns, and linked the verses to a word by word English translation [34] .
In a recent research, Seddik, Farghaly, and Fahmy, reported an annotation of Quran with anaphoric information [22] . They annotated about 24,653 personal pronouns with their antecedent and anaphoric information as anaphora-antecedent distance, and pronoun features as gender, number, and person [22] . They used the QurAna and QAC as their input corpora, and tried to solve the mismatches and mistakes of their human annotations.
The linguistic study of Quran translations is an interesting topic for scholars [28, 29, 35, 36] . However, the computational study of anaphora and pronoun resolution in the TL texts of the Quran is a new challenging area. In [24] , Tabrizi and Rahman describe some challenges in the automated pronoun resolution of translations, but they do not implement a practical solution for the challenges of PR or AR in English texts. This study enhances pronominal AR in the Quran TL texts using two specialized pre-processing tools: pronoun mapper and extractor. Our pre-processing tools are designed based on corpus-based knowledge (extracted from both SL and TL corpora) and rule-based approaches.
Since there is no published study on English-Arabic Quran pronoun mapping, our approach is compared with a state-of-the-art English-Czech pronoun alignment method. Novak and Zabokrtsky [37] present a supervised pronoun aligner that is a discriminative log-linear model which trained in a one-against-all and cost-sensitive strategy. 471 occurrences of personal pronouns is aligned, which account for over 50% of all occurrences. Then, they apply a simple heuristic to find the corresponding English personal pronouns. Their aligner surpasses a GIZA++ baseline in terms of both intrinsic and extrinsic evaluation. Table 2 shows the specification of the dataset [38] [39] [40] [41] [42] [43] [44] [45] [46] [47] [48] . The dataset covers almost all the non-literal Quran translations that have been converted to TXT and XML formats. Each new translation can be added to the dataset. All of the translations were published after 1900. Table 2 . Corpora of Quran English translations.
In addition to English translations, two Arabic human annotated corpora are used in this study. The Quranic Arabic Corpus (QAC) project [33, 34] , which has morphological, part-of-speech, and syntactic annotation of the Quran, and QurAna [23] , which is an Arabic anaphoric resolution with a parallel text ontological concept reference in the Quran. Dukes and Atwell [33] , in the morphological layer of QAC, annotated 24685 pronouns in the Quran. Sharaf and Atwell [23] described that the Quran contains 29494 pronouns, including 24679 anaphoric pronouns (i.e. the remainder, over 15%, is demonstrative or relative pronouns).
Evaluation of the algorithms requires a corpus as benchmark data to analyze the precision, recall, F-measure, and accuracy of the results. For this purpose, the 30th chapter of the Pickthall translation [39] was selected for human annotation. Table 3 shows the specification of this chapter, which contains 1% of the Quran text. In the annotation of the pronouns, the data of the SL Quran text, extracted from QurAna and QAC, were considered as accurate data, and the annotators only extract the English pronouns and map them to the Arabic equivalents. From 221 annotated English pronouns, 213 items have an equivalent in the Arabic text, and eight reminder pronouns are cataphoric or pleonastic. The annotated data (with 213 anaphoric pronouns in 1610 words) are comparable with the Mitkov dataset with 362 annotated anaphoric pronouns in 28272 words [19] . [39] The Meaning of the Glorious Qur'an 155257 6165 A. Arberry [40] The Koran Interpreted: A Translation 146173 5438 M. H. Shakir [41] Holy Qur'an 160563 5317 M. T. Sarwar [42] The Holy Qur'an 154003 5575 A. Daryabadi [43] Holy Qur'an 155384 6764 Ahmad Ali [44] The 
PRE-PROCESSING ALGORITHMS FOR PRONOMINAL AR
This section describes the novel algorithms for pre-processing stages of pronominal anaphora resolution of Quran translations. These algorithms have been customized for the English language, however, with some minor changes, they can be used in any TL. The structure of the algorithms is based on the nature of the Quran discourse and the method of translation. The algorithms use the advantages of syntactic, semantic and structural similarities between translations and the Arabic text:
 Every chapter is translated as a separate text, so there is no anaphoric relation between chapters.
 Every verse is translated as a separate text segment, so there is a clear boundary for finding candidate antecedents of every pronoun. If an English pronoun is equivalent to an Arabic pronoun in SL text, the antecedents will be in the same SL and TL verses. The main system is the pronominal anaphora resolution engine that can be assumed as a pronoun resolver. The AR system produces a candidate antecedent set for every English pronoun, and with a pronoun resolution engine, emphasizes the antecedent with the highest preference. Pre-processing components produce the features that are used in the pronominal AR engine. This section describes our design of the first and the second components. 
Unigram POS-tagger with religion corpus using Natural Language Toolkit [49] In a pronominal AR system, the pronoun extractor component should detect all the pronoun words. The extractors usually use a part-of-speech tagger for pronoun annotation. However, because of the word domain of translations, using a general part-of-speech tagger for pronoun detection has low accuracy. Fig. 3 demonstrates the results of the default and the customized POS-taggers for verse 2-35 in the Pickthall translation. Using the default tagger [49] , only the word 'we' has been extracted as a pronoun, and the words 'thou', 'thy', and 'ye', which are pronominal, have not been detected. The unigram tagger, which was trained using texts in the religion category of the Brown corpus [27] , has better results, and only 'ye' has not been tagged correctly. This challenge can happen in every other TL language, thus instead of using machine learning methods to customize a more accurate parser, the tagger was replaced with a word extractor.
Pronominal Extraction
A word extractor requires a set of pronouns that can be obtained using an annotated corpus of the TL language.
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Pronominal Mapping
This component emphasizes that whether every English pronoun in the TL text is the equivalent of a particular Arabic pronoun in the Quran. While the smallest segments of the text are verses, the algorithm concentrates on the mapping of English pronouns in every verse (word alignment for pronouns). The mapping algorithm contains four steps:
1. Extracting the Arabic pronouns and their features as position (chapter, verse, and word), pronoun ID number, and the information of the antecedent (if it exists) from the QurAna corpus. In addition, the referent concept information of every pronoun is extracted from their concept ontology. There were cases of mistakes in human annotations [22] that were handled before utilizing the data.
2. Extracting essential features of every Arabic pronoun (i.e. number, gender, and person features) from the morphology layer of the Quran annotation [47] . Extracted data show mismatches between the morphology results and QurAna for 58 pronouns in 50 verses (i.e. in 28 verses QAC has annotated more pronouns than QurAna, while in 22 verses QurAna has more extracted pronouns). Although [22] illustrates a method to match the data of QurAna and QAC, in this study, these verses are discarded from the analysis. They contain 248 to 363 pronouns in different translations (i.e. less than 1.3%).
3. Finding a candidate equivalent set of Arabic pronouns, as the equivalent of every English pronoun in the verse. These sets include every possible equivalence between the English and Arabic pronouns. The rules of this component are similar to the gender-number agreement constraints of AR systems [1] , based on the person, number, and gender features. Table 7 illustrates the candidate equivalence rules.
4. Aligning the English pronouns using a rule-based method. These rules are very simple and only use three features (i.e. number, person, and gender) for mapping.
Steps 3 and 4 are repeated for every translation. Table 7 and Fig. 5 demonstrate the rules and algorithm for rule-based candidate equivalent set extraction and mapping. if (all features (f) are equal between E and A. or E.f is '2P' and A.f is in ('2MP','2FP','2D','2MD','2FD') or E.f is '2S' and A.f is in ('2MS','2FS') or E.f is '3P' and A.f is in ('3MP','3FP','3D','3MD','3FD') or E.f is'3S' and A.f is in ('3MS','3FS') or E.f is '2O' and A.f is in ('2P','2S','2MS','2FS','2MP','2FP','2D','2MD','2FD')): 8:
add 
Mapping of Ambiguous Pronominal
Due to ambiguous situations, the algorithm suffers from vagueness. Fig. 6 indicates that the method, on average, has no definite answer for over 18% of pronouns because there are two or more concepts in the Arabic as the candidate for mapping. For solving the problem, a concept frequency feature has been added to every Arabic pronoun in every chapter. The algorithm calculates the frequency distribution for every referred concept in the chapter, and, in ambiguous situations, the concept with higher frequency is selected as the mapping of the pronoun. Based on the Quran structure, every chapter is a separate text, and its semantics and discourse differ from the other chapters. Fig. 7 illustrates the results with the new feature set. Fig. 7 . The results of the pronoun mapping with concept frequency feature.
Mapping of Non-Equivalent Pronominal
If the algorithm emphasizes a reference concept for the pronouns that have no equivalent, then every pronominal in corpus will have a referent concept, and, as a complementary solution, will produce consistent output for this stage. This consistency is very useful for the pronominal AR engine, because the concept of every pronominal can be used as a feature for generating the candidate antecedent list. The complementary solution is a new statistical feature that was added to the algorithm. For every group of pronouns in Arabic, the algorithm generates the frequency, then, for each English pronoun that has no equivalent, the most frequent concept is chosen as the matched concept. Table 8 describes the statistic results for this matching. In the selected translation chapter (Pickthall chapter 30), the matching rule determines the concept ID 1 for all non-mapped pronouns, which is correct for nine pronouns (i.e. 60% in small dataset). After adding this rule, the algorithm has a unique referent concept for every pronoun with high accuracy (i.e. P, R, A, and F are 85.51%, 96.32%, 82.81%, and 90.59, respectively, for chapter 30 of the Pickthall translation). Fig. 8 illustrates the final version of the algorithm. Table 8 . Statistical concept frequency feature for mapping non-equivalent pronouns. In items of C: 21:
Matching candidate Most frequent concept
Map to the candidate that is most frequent in the chapter 22:
Mapped and Has Equivalent Fig. 8 . Final version of steps 3 and 4 of the mapping algorithm. Table 9 illustrates the final results of the mapping stage for verse 40 of chapter 30 in the Pickthall translation. For every pronominal, the result of the extractor and mapper stages has been added to the verse structure. In addition, an object has been created for each verse, which contains the translation name, position of pronoun (i.e. chapter, verse, and position inside verse), pronoun word, features, antecedent position in Arabic, and equivalent concept ID. 
EXPERIMENTAL RESULTS AND CAMPARISON
The description of every pre-processing component contains the algorithm and the statistical evidences that proves the word lookup extraction and word alignment methods can overcome some of the challenges in the pronominal AR of Quran translations.
Evaluation of Pronominal Extraction
For the evaluation of the first step, all the extracted pronominal pronoun words in English text were checked with the TL text. The results show that all the pronoun words have been correctly emphasized. However, the results contain a group of non-anaphoric pronouns, which were considered as the wrong-positive data. Using a pleonastic and cataphoric pronoun identifier that discards non-anaphoric pronouns, the accuracy and precision of the component can increase to 100%. Table 10 illustrates the results of the extraction algorithm for the 1% annotated accurate data of the Pickthall translation, and compares it with the results of unigram POS-tagger that uses the texts of religion category in the Brown corpus for training. 
Evaluation of Pronominal Mapping
The evaluation of pronominal mapping stage demonstrates to what degree the algorithm has succeeded in aligning the pronouns correctly. The results have been calculated before and after adding the candidate frequency and concept frequency features to compare the effect of using statistical features (Table 11 ).
The accuracy of the baseline algorithm, which only uses person, gender, and number features, is close to 65%, which is acceptable for an automated rule-based solution. The difference between precision and recall demonstrates the weakness of the algorithm in solving ambiguous situations (i.e. having two or more acceptable referent concepts). In the second version, which solves the ambiguous mappings, the recall and the accuracy rise dramatically. The final version, which has a marginal increase in the results, generates the consistent output with a referent concept for every English pronominal. 45 . The comparison between the results of our method and the supervised alignment method proves that the performance of our rule-based system is on a par with the supervised alignment (Table 12 ). 
Extrinsic Evaluation
After generating and collecting information during the pre-processing stages, it is essential to describe how this data can be useful for the pronominal AR algorithm of the Quran and overcome the challenges that arise from the nature of the Quranic text. A pronominal cross-lingual anaphora resolution is explained and a test case is elaborated. Fig. 9 illustrates the general structure of the customized AR algorithm. The algorithm is not implemented in the current research and is left for future works. The stages of customized AR algorithm is:
1. Extract the key terms from the collected data of pre-processing to find the antecedent of the pronouns:
 English term in the concept of every pronoun (e.g. 'those who believed and did righteous deeds' and 'Allah')  Translation of antecedent of every pronoun, if exist (e.g. 'those who believed and worked righteous works' and 'their lord') 2. Generate a candidate antecedent set for every pronoun by searching the specific verse or verses, based on the position of antecedent. This step uses a text snippet similarity search with semantic, structural and syntactic features.
 If pronoun has an antecedent in Arabic, the algorithm searches the verse for the Arabic antecedent  In all cases, it searches the current verse. Sometimes the translator repeats the antecedent in the current verse or adds a new antecedent for some null cases.
GENERATING SEARCH PHRASE SET For selected verse: 1: for every E pronoun in verse_object: 2: Add English translation of the referent concept to the search phrase set 3: If pronoun has antecedent: 4: Generate its translation and add it to the search phrase set TEXT SNIPPET MATCHING 5: Using semantic, syntactic and structural features: 6:
Find similar text snippets in the verse and add to the candidate antecedent set 7: C= candidate antecedent set(E) 8: if len(C) =1 9:
set the antecedent and finish 10: else if len(C)>1 11:
use preference algorithm to select the antecedent 12: else: 13:
use an ordinary AR algorithm with noun phrase extraction Fig. 9 . Customized AR algorithm. Table 13 illustrates an example of the complicated AR circumstances that demonstrate the effect of preprocessing. The antecedent of the first and second pronouns is a sentence. By conventional AR and PR algorithms, addressing this type of antecedent is difficult. While the Quran's Arabic text includes more than 2000 antecedents that their length is more than four words (i.e. almost all of them are sentences), the AR engine should be customized for resolving this complicated situations. The third pronoun shows that this approach is useful for complicated resolutions, and can also resolve the noun phrase antecedents. The third advantage of this approach is resolving the English equivalent of the pronominal anaphora that are without an explicit antecedent in Arabic. Although some of these pronominal pronouns have a referent in the English text, the result of the preprocessing stages is their default AR prediction. 
CONCLUSION AND FUTURE WORKS
Improvement in pre-processing steps such as pronoun extraction and pronoun mapping boosts the accuracy of Pronominal AR. Pronominal AR of English translations of Quran requires specialized pre-processing that are designed based on extracted knowledge from the Arabic script. This paper described novel algorithms for pronoun extraction and pronoun mapping tools as the pre-processing steps of pronominal anaphora resolution in the English translations of the Quran. The pronominal extractor tool detects all the pronominal pronouns in the translations using a rule-based algorithm at the word level, with the person, gender, and number features. This extractor is implemented using a word finder to detect the pronoun words instead of parsing and POS tagging the text. The advantage of this extraction method is its independence from the translation structure or style, because it is in the morphological layer. The word extractor detects the pronoun words and counts their frequency in the translations, then discards the words with zero frequency. The final set of pronouns includes 39 words. The pronominal mapper component uses a rule-based algorithm to align the English and Arabic pronouns in the SL and TL texts. The mapping provides every English pronominal with one referent concept and an antecedent in the discourse, if it exists. The baseline mapper uses the person, gender, and number features. With employing the concept frequency and the antecedent frequency calculation functions, the result of baseline mapper is improved.
For evaluating the tools, 1% of Pickthall translation [39] with 221 human annotated pronouns is used. The precision, recall, and accuracy of the pronoun extraction tool are 96.38%, 100%, and 99.5%, respectively. The result is correct for all 213 anaphoric pronominal in the corpus, and eight non-anaphoric pronouns were marked as false-positive errors. Thus, this tool requires a complementary step for discarding non-anaphoric pronominal from the results. The baseline mapper obtains 94.44%, 66.02%, and 64.71% for precision, recall and accuracy, respectively. With employing the concept frequency and the antecedent frequency calculation functions, the result is accurate for 183 of 213 anaphoric pronominal in the annotated data (i.e. 85.91% success rate, 85.51% precision, 96.32% recall, and 82.81% accuracy). The results of this rule-based method is on par with supervised pronoun alignment [37] . In Total, pre-processing pronominal extraction and mapping sub-systems succeeded in 213 of 221 (96.4%) and 183 of 221 (82.81%) human annotated pronouns, respectively.
The description of the customized algorithm for the pronominal AR system explained how the algorithm can resolve complicated AR situations, such as the reference to a sentence. As a future work, the pronominal AR algorithm should be implemented for corpus and be evaluated using the annotated data. Annotating a bigger dataset can increase the reliability of evolution and may also highlight more exceptional situations that should be handled. While the majority of errors in the mapping algorithm arise from the ambiguous situations, the effect of new features, such as pronoun order and the accuracy should be studied. In addition, the long verses that include several pronouns needs internal segmentation in Arabic and English to increase the success rate of the pronominal anaphora resolution algorithm.
