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Abstract
In his 2006 ICM invited address, Konyagin mentioned the following conjecture: if Snf stands for the n-th
partial Fourier sum of f and {nj }j ⊂N is a lacunary sequence, then Snj f is a.e. pointwise convergent for
any f ∈ L log logL. In this paper we will show that ‖ supj |Snj (f )|‖1,∞  C‖f ‖1 log log(10 + ‖f ‖∞‖f ‖1 ).
As a direct consequence we obtain that Snj f → f a.e. for f ∈ L log logL log log logL. The (discrete)
Walsh model version of this last fact was proved by Do and Lacey but their methods do not (re)cover
the (continuous) Fourier setting. The key ingredient for our proof is a tile decomposition of the operator
supj |Snj (f )| which depends on both the function f and on the lacunary structure of the frequencies. This
tile decomposition, called (f,λ)-lacunary, is directly adapted to the context of our problem, and, combined
with a canonical mass decomposition of the tiles, provides the natural environment to which the methods
developed by the author in “On the boundedness of the Carleson operator near L1” apply.
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This paper extends the line of research addressed in [14] to the problem regarding the point-
wise convergence of the lacunary2 Fourier series near L1. This problem was extensively studied
by V. Konyagin [12,11] and it came to our attention when reading [5].
In what follows, we will mention several historical facts about the evolution of the subject
treated here. In the extended framework, the problem of the pointwise convergence of the full3
sequence of the partial Fourier sums evolved as briefly described below: in [10], Kolmogorov
showed that there exists f ∈ L1(T) such that {Sn(f )}n is almost everywhere divergent. Next,
more than forty years later, L. Carleson [3] gave a positive answer to Lusin’s conjecture, i.e.,
the Fourier series of a function f ∈ L2(T) is almost everywhere convergent. Then, Hunt [8]
extended his result to the setting of the Lp(T) spaces for 1 < p < ∞. The Carleson–Hunt the-
orem was later reproved by C. Fefferman [6] and M. Lacey and C. Thiele [13]. The remaining
fundamental question is: “What can one say about the behavior of the Fourier series near L1?”
or, generally speaking, how should the pointwise convergence story reveal between the negative
result of Kolmogorov (p = 1) and the positive result of Carleson–Hunt (p > 1)? Several steps
were made in the direction of clarifying this story [17,20,21,1,2] with a unifying perspective on
these previous results offered by the author in [14]. Essentially, at this time, the best result is
due to Antonov [1], and it asserts the pointwise convergence of the Fourier series for functions
belonging to the Orlicz space L logL log log logL(T).
The challenging “mystery of the story” is represented by
Conjecture 1. The sequence of the partial Fourier sums {Sn(f )(x)}n is a.e. x ∈ T convergent for
any f ∈ L logL(T).
In a different but close in spirit direction one may ask – “what is the largest Banach func-
tion space for which one has (pointwise a.e.) convergence of the lacunary Fourier series?” In
a symmetric treatment with that of the previous topic, we start by mentioning that Gosselin
proved in [7] that for any increasing sequence {nj }j ⊆N there is a function f ∈ L1(T) such that
supj |Snj (f, x)| = ∞ a.e. x ∈ T. Surprisingly enough though, if f ∈ H 1(T) and {nj }j ⊆ N is
lacunary, then we have that {Snj (f )}j is a.e. pointwise convergent.4 Moreover, according to a
result of Zygmund [24], the above conjecture is true if one merely restricts to the convergence of
lacunary subsequences of the partial Fourier sums!
Hence, we do expect a significantly better behavior for the pointwise convergence of the
lacunary Fourier series. Indeed, one hopes for the following to be true
Conjecture 2. (See Konyagin [12].) Let {nj }j ⊂ N be a lacunary sequence. Then there exists
C > 0 absolute constant such that if f ∈ L log logL(T) the following holds
∥∥sup
j
∣∣Snj (f )∣∣∥∥1,∞  C‖f ‖L log logL. (1)
2 From now on, we will “slightly abuse” the terminology and refer to any lacunary subsequence of the sequence of
partial Fourier sums simply as a lacunary Fourier series.
3 Here we refer to the entire sequence of partial Fourier sums.
4 Notice that H 1(T) is not a Banach function space.
V. Lie / Journal of Functional Analysis 263 (2012) 3391–3411 3393As a consequence one also has
Snj (f, x)
j→∞−−−→ f (x) a.e. x ∈ T.
It is worth mentioning that, if true, Conjecture 2 is sharp since in [11] Konyagin proves that
for any increasing sequence {nj }j ⊂ N and any increasing function φ : R+ → R+ such that
φ = o(u log logu) when u → ∞ there is a function f ∈ φ(L) such that supj |Snj (f, x)| = ∞ for
all x ∈ T.
The main result of this paper is
Main Theorem. Let f ∈ L∞(T) and {nj }j ⊂N be a lacunary sequence. Then we have∥∥∥ sup
j
∣∣Snj (f )∣∣∥∥∥1,∞  C‖f ‖1 log log
(
10 + ‖f ‖∞‖f ‖1
)
, (2)
where here C > 0 does not depend on f . As a consequence:
i) Conjecture 2 is true for any f = χF where F ⊆ T measurable.
ii) In general we have that∥∥∥ sup
j
∣∣Snj (f )∣∣∥∥∥1,∞  ‖f ‖L log logL log log logL, (3)
and hence
Snj (f, x)
n→∞−−−−→ f (x) a.e. x ∈ T
for any f ∈ L log logL log log logL.
Our result shows that Konyagin’s conjecture is true up to a log log log factor. If one modi-
fies Conjecture 2 addressing it in the Walsh–Fourier setting, then (3) was shown to hold in [5].
However, the methods used by Do and Lacey are reducing the problem to a projection argument
that does not seem to extend to the continuous case treated by us. That is why, we will embrace
a different path developing a tile discretization adapted to the nature of our problem. For more
details on the antithesis between [5] and the present paper see Remarks section.
2. Discretization of the operator
Since the maximal operator under discussion is nothing else than a lacunary version of the
Carleson operator, as usual in such a context, we will use time–frequency methods to analyze it.
Now, the study of our operator
Slacf (x) := sup
j
∣∣Snj f (x)∣∣, f ∈ C1(T), (4)
may be canonically reduced to the analysis of
Tf (x) := sup
j∈N
∣∣∣∣
∫
T
1
x − y e
inj (x−y)f (y) dy
∣∣∣∣, (5)
where here {nj }j is a prescribed lacunary sequence of positive integers.
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• Linearize our operator and write5
Tf (x) :=
∫
T
1
x − y e
−iN(x)yf (y) dy,
where here N : T→ {nj }j is measurable function.
• Use the dilation symmetry of the kernel and express
1
y
=
∑
k0
ψk(y) ∀0 < |y| < 1,
where ψk(y) := 2kψ(2ky) (with k ∈ N) and ψ is an odd C∞ function such that suppψ ⊆
{y ∈R | 2 < |y| < 8}.
• Write
Tf (x) =
∑
k0
∫
T
e−iN(x)yψk(x − y)f (y) dy.
• Partition the time–frequency plane in tiles (rectangles of area one) of the form P = [ω, I ]
with ω, I dyadic intervals6 such that |ω| = |I |−1. Set the collection of all such tiles as P.
• To each P = [ω, I ] ∈ P we assign the set E(P ) := {x ∈ I | N(x) ∈ P } that is responsible for
the “weight” of the tile – |E(P )||I | depending on which we will later realize a first partition of
the set P.
• For P = [ω, I ] ∈ P with |I | = 2−k (k  0) we define the operators
TP f (x) =
{∫
T
e−iN(x)yψk(x − y)f (y) dy
}
χE(P )(x),
and conclude that
Tf (x) =
∑
P∈P
TP f (x). (6)
Notice that if we think of N : T→ {nj }j as a predefined measurable function then the above
decomposition is independent of the function f . Using this perspective will be enough to show
that the bounds on T do not depend on N .
5 For technical reasons we will erase the term N(x)x in the phase of the exponential, as later in the proof this will
simplify the structure of the adjoint operators T ∗
P
.
6 With respect to the canonical dyadic grids on R and respectively T.
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In this section we will decompose the family of tiles {P = [ωP , IP ]}P∈P according to two
different concepts:
• The “weight” (or mass) of a tile – A(P ) = |E(P )||IP | ; this decomposition is thus independent
of the function f .
• The ωP (frequency) localization versus IP (spacial) concentration of f ; this decompo-
sition (called (f,λ)-lacunary7) depends on both the relative position of each tile P with
respect to the real axis8 and on the information carried by the spacial support of P with
respect to f .
3.1. The mass decomposition
This decomposition was first developed in the seminal approach of Fefferman [6]. Here though
we will make use of a refinement of it as appearing in [14] when treating the exceptional sets
in the Polynomial Carleson operator discretization. This refined decomposition is also carefully
described in [15]. For this reason we will skip the details of this decomposition (the interested
reader should consult Section 5 in [15]) and only mention that – heuristically – as an output of
this procedure we will be able to write9
P=
⋃
n∈N
Pn,
with each Pn ∼= {P ∈ P | A(P ) ≈ 2−n}.
3.2. The (f,λ)-lacunary decomposition
As mentioned at the beginning, in this section we will perform a second decomposition of our
tiles depending on the size/localization of the function10 f and on the geometric location of the
tiles with respect to the origin that accounts for the lacunary structure of our maximal operator.
For expository reasons in what follows we will only refer to the case when f = χF (here
F ⊆ T measurable). This will give us a “simplified” picture of our decomposition which still en-
capsulates the essence of the matter. For a general f the required modifications will be discussed
in Section 4.2.
Let λ ∈ (0,1) be a fixed parameter. For each k ∈ N set Ik the collection of maximal dyadic
intervals I such that
|F ∩ I |
|I | > λ2
−k,
and set I¯k =⋃I∈Ik I .
7 The parameter λ quantifies the size of the Hardy–Littlewood maximal function of f .
8 Here is precisely where the structure of our operator intervenes i.e. the supremum is taken only over lacunary fre-
quencies.
9 At a more precise level, each family Pn can be reduced to a BMO-forest of n-th generation – again, for the definition
see Section 4 in [15].
10 Thus, notice that this second decomposition is dependent on f hence each function will involve different partitions.
However for notational simplicity we will not write explicitly the f dependence in our decomposition.
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I¯k  I¯k+1.
Passing to the tile discretization algorithm, we first want to isolate (remove) the family of tiles
that are not well separated. For this, assuming without loss of generality11 that nk = αk with
α ∈N, α  2 we define12
Pcluster :=
{
P = [ωP , IP ] ∈ P
∣∣ 0 ∈ 10αωP }. (7)
Next, we set
Pk,O :=
{
PO = [ωPO , IPO ] ∈ P
∣∣ ∃I ∈ Ik s.t. IPO = I and 0 ∈ 2ωPO}.
In what follows we will split the entire family of tiles Psep := P \ Pcluster relative to the struc-
ture offered by the sets {Pk,O}k∈N.
Since our procedure will involve the support of the adjoint operators {TP }P∈Psep we first isolate
an elementary piece TP (and the corresponding T ∗P ) and briefly introduce several notations that
we will use in our construction:
For P = [ωP , IP ] ∈ P we set c(IP ) the center of the interval IP and define IP ∗ = [c(IP ) −
17
2 |IP |, c(IP )− 32 |IP |]∪ [c(IP )+ 32 |IP |, c(IP )+ 172 |IP |]; we then have the following properties:
suppTP ⊆ IP and suppT ∗P ⊆ IP ∗ . (8)
Notice that we can express the set containing the support of T ∗P as
IP ∗ =
14⋃
r=1
I rP∗
with each I rP ∗ a dyadic interval of length |IP |.
This being said let us resume our tile decomposition; for PO ∈Pk,O we set13
P2k (PO) :=
{
P = [ωP , IP ]
P ∈ Psep
∣∣∣ ∃I rP ∗ ⊇ IPO and 2ωP ∩ 2ωPO = ∅if I ∈ Ik+1 s.t. I ∩ I rP ∗ = ∅ then I ⊇ I rP ∗
}
, (9)
and
P1k (PO) :=
{
P = [ωP , IP ]
P ∈ Psep
∣∣∣ ∃I r ′P ∗ ⊇ IPO and 2ωP ∩ 2ωPO = ∅
if I ∈ Ik+1s.t.I ∩ I r ′P ∗ = ∅ then I ⊇ I r
′
P ∗
}
, (10)
where here r, r ′ ∈ {1, . . . ,14}.
11 The sequence {nk}k lacunary implies lim infk→∞ nk+1nk = α > 1.
12 Throughout this paper we will use the following standard notation: if I is an (open) interval having the center c, then
for any b > 0 we set bI := (c − b|I |2 , c + b|I |2 ).
13 We perform this decomposition for those k ∈ N for which I¯k  T with the obvious modifications required for the
case I¯k = T; for the remaining k’s, we will set P2(PO) =P1(PO) = ∅.k k
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P= P0 ∪ Pcluster ∪
⋃
k∈N
⋃
PO∈Pk,O
P2k (PO) ∪P1k (PO), (11)
where P0 is a collection of tiles such that ∀P = [ωP , IP ] ∈ P0 one must have
|IP ∗ ∩ F | = 0 or IP ∗ ⊂ 1000Fbad with Fbad :=
{
x
∣∣∣M(χF )(x) > 12λ
}
. (12)
Also it is worth mentioning that (11) does not express P as a disjoint union (partition) of
sets; more precisely it is possible that P lk(PO) ∩ P l
′
k′(P
′
O) = ∅ for some k, k′ ∈ N, l, l′ ∈ {1,2},
PO ∈Pk,O and P ′O ∈Pk,O . On the other hand one should notice that for any P ∈ P we have
#
{
k
∣∣ P ∈ P lk(PO) for some PO ∈Pk,O, l ∈ {1,2}} 14.
However, a key observation is that when transferred in the setting of the initial problem our
tile decomposition behaves as good as a partition.14 To see this, given any measurable set G¯ ∈ T
choose15 λ ≈ |F ||G¯| and define
G := G¯ \ 1000Fbad.
From the above construction we notice |G¯| ≈ |G|.
With these facts, making use of one more observation:
∀I interval I ⊂ I¯k+1 and I ∩ I¯k = ∅ ⇒ |I ∩ F | = 0,
we conclude
∥∥∥∥∑
P∈P
T ∗P (χG)
∥∥∥∥
L1(F )

∥∥∥∥ ∑
P∈Pcluster
T ∗P (χG)
∥∥∥∥
L1(F )
+
∥∥∥∥∑
k
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∥∥∥∥
L1(F )
+
∥∥∥∥∑
k
∑
IPO ∈Ik
χIPO
T P1k (PO)
∗
(χG)
∥∥∥∥
L1(F )
. (13)
4. The proof of the Main Theorem
In this section we prove our main result. We will do this in two steps, first considering
the model case f = χF and then elaborate on the modifications needed to handle the general
case.
14 Here is the key point where we are taking advantage that we only need L1,∞ estimates for our operator.
15 Here we assume w.l.o.g. that |F ||G¯| < 1 since the other case reduces trivially to the L
2 boundedness of the Carleson
operator.
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Our intention here is to prove the following
Theorem 1. Let F ⊆ T be a measurable set. Then
∥∥T (χF )∥∥L1,∞  |F | log log
(
10 + 1|F |
)
. (14)
With the notations from the previous section, statement (14) reduces to
∀G¯ ⊂ T ∥∥T ∗(χG)∥∥L1(F )  |F | log log
(
10 + 1|F |
)
. (15)
Thus, Theorem 1 will be a consequence of the following three propositions:
Proposition 1. In the above settings we have
∥∥∥∥ ∑
P∈Pcluster
T ∗P (χG)
∥∥∥∥
L1(F )
 |F |. (16)
Proposition 2. The following is true
∥∥∥∥∑
k∈N
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∥∥∥∥
L1(F )
 |F | log log
(
10 + |G||F |
)
. (17)
Proposition 3. The following relation holds
∥∥∥∥∑
k∈N
∑
IPO ∈Ik
χIPO
T P1k (PO)
∗
(χG)
∥∥∥∥
L1(F )
 |F |. (18)
The proof of Proposition 1 is trivial if one uses the key observation that Pcluster is just an
α-dilation of a tree.16 Indeed, heuristically, the proof reduces to the fact that the (maximal)
Hilbert transform is bounded from L1 to L1,∞. We leave the details for the reader.
For the second and third propositions, the strategy will be as follows: each PO generates a
spacial band having the x coordinate inside IPO . Thus given PO , we will isolate the two corre-
sponding families of tiles P2k (PO) and P1k (PO) respectively. For the family P2k (PO), we restrict
our analysis to the above mentioned band and apply orthogonality methods since we have enough
separation – lacunary frequencies – among the tiles. For the tiles within P1k (PO) we see no
oscillation between the corresponding operators {χIPO T ∗P }P∈P1k (PO) and thus we morally have
T P1k (PO)
∗
(χG)(x)|x∈IPO constant.
Before proceeding with the proof of our propositions we will need several notations.
16 See [15] for definitions/notations.
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⋃
l Pk,l(PO) with each
Pk,l(PO) =Pk,l a tree at the (dyadic) frequency cl . Thus we have that
T P2k (PO)
∗
(·) =
∑
l
e−icl ·T P
0
k,l
∗
(·),
where here P0k,l stands for the shift of Pk,l to the real axis.
For I ⊆ T dyadic interval set
ŁI (f ) :=
∫
I
f (s) ds
|I | χI . (19)
Define now the operator
T
P2k (PO)
c
∗
g(·) :=
∑
l
e−icl ·ŁIPO
(
T
P0k,l ∗g
)
(·). (20)
Lemma 1. The following holds
∥∥T P2k (PO)∗(χG) − T P2k (PO)c ∗(χG)∥∥L∞(IPO ) 
∑
P∈P2k (PO)
|IPO |
|IP |
|E(P ) ∩ G|
|IP | . (21)
Proof. Set for notational simplicity Tl = T P0k,l
∗
χG − ŁIPO (T P
0
k,l
∗
χG).
For fixed l and x ∈ IPO we have
∣∣Tl(x)∣∣=
∣∣∣∣T P0k,l ∗χG(x) − 1|IPO |
∫
IPO
T
P0k,l ∗χG(s) ds
∣∣∣∣
=
∣∣∣∣ 1|IPO |
∫
IPO
{ ∑
P∈P0k,l
2−j=|IP ||IPO |
∫
T
[
ϕj (x − y)− ϕj (s − y)
]
χG(y)χE(P )(y) dy
}
ds
∣∣∣∣

∑
P∈Pk,l
IP∗⊇IPO
|IPO |
|IP |
|E(P )∩ G|
|IP | .
Summing now in l we deduce that (21) holds. 
Lemma 2. With the previous notations we have that
∥∥∥∥∑
k
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∥∥∥∥
L1(F )

∥∥∥∥∑
k
∑
IPO ∈Ik
T
P2k (PO)
c
∗
(χG)
∥∥∥∥
L1(F )
+ |F |. (22)
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∥∥∥∥∑
k
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∥∥∥∥
L1(F )

∥∥∥∥∑
k
∑
IPO ∈Ik
T
P2k (PO)
c
∗
(χG)
∥∥∥∥
L1(F )
+
∑
k
2−kλ
∑
IPO ∈Ik
∑
P∈⋃l Pk,l (PO)
|IPO |2
|IP |2
∣∣E(P )∩ G∣∣.
Thus, for proving (22) it will be enough to prove that
2−kλSk  2−k/2|F |, (23)
where
Sk :=
∑
IPO ∈Ik
∑
P∈⋃l Pk,l (PO)
|IPO |2
|IP |2
∣∣E(P )∩ G∣∣= ∑
J∈Ik+1
Sk,J ,
and for a fixed J ∈ Ik+1 we set
Sk,J :=
∑
IPO ∈Ik
IPO ⊂J
∑
P∈⋃l Pk,l (PO)
J⊇I r
P∗⊇IPO
|IPO |2
|IP |2
∣∣E(P )∩ G∣∣.
Further, defining
Am,J :=
{
I dyadic
∣∣∣ 100J ⊇ 20I and |I ∩ G||I | ≈ 2−m
}
with m ∈N,
set
Smk,J :=
∑
IPO ∈Ik
IPO ⊂J
∑
P∈⋃l Pk,l (PO)
J⊇I r
P∗⊇IPO ,IP ∈Am,J
|IPO |2
|IP |2
∣∣E(P )∩ G∣∣,
and respectively
Lmk,J :=
∑
IPO ∈Ik
IPO ⊂J
∑
20I⊇IPO
I∈Am,J
|IPO |2
|I |2 |I ∩ G|.
Remark that
Sm  Lmk,J k,J
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Lk,J :=
∑
IPO ∈Ik
IPO ⊂J
∑
100J⊇20I⊇IPO
I dyadic
|IPO |2
|I |2 |I ∩ G|,
then we have that
Sk,J =
∑
m∈N
Smk,J  Lk,J =
∑
m∈N
Lmk,J .
Now set Amaxm,J := {I ∈Am,J | I maximal} and deduce that
Lmk,J  2−m
∑
IPO ∈Ik
IPO ⊂J
∑
20I⊇IPO
I∈Am,J
|IPO |
|I | |IP0 | 2
−m ∑
IPO ∈Ik
IPO ⊂
⋃
I∈Amax
m,J
20I
|IP0 |
 2−m
∑
I∈Amaxm,J
|I | 2−m/2
∑
I∈Amaxm,J
|I | 12 |I ∩ G| 12 ,
from which we conclude
Lmk,J  2−m/2|J |
1
2 |100J ∩ G| 12 . (24)
It will be thus enough to show that17
∑
J∈Ik+1
|J | 12 |100J ∩ G| 12  |I¯k+1| 12 |100I¯k+1 ∩ G| 12 . (25)
For this we will apply a greedy algorithm that may be regarded as an iteration of a Vitali
covering type argument:
Select the largest18 interval J1 inside the set Ik+1, take its enlargement 100J1, and let B1,1 be
the set of all intervals J ∈ Ik+1 such that 100J ∩ 100J1 = ∅. Then, repeat this procedure for the
set Ik+1 \B1,1 thus obtaining a (maximal) interval J2 and a set of subordinate intervals B1,2. Take
now the set Ik+1 \ (B1,1 ∪ B1,2) and repeat this procedure till exhaustion.19 Denote with B1 the
set of the maximal intervals {Jl}Nl=1 obtained at the moment of our stopping time (exhaustion).
With this done, define I1k+1 := Ik+1 \B1.
Repeat the entire algorithm described above for this set of intervals and obtain a new defined
set B2. Let I2k+1 := Ik+1 \ (B1 ∪B2) and apply again this algorithm. This procedure will end up
in p ∈N steps.
17 Here 100I¯k+1 :=
⋃
J∈Ik+1 100J .
18 If there are two (or more) intervals with maximal length just choose one of them.
19 W.l.o.g. we may assume that the set Ik+1 is finite and hence this selection algorithm will finish in a finite number of
steps.
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Ik+1 =
p⋃
r=1
Br ,
such that for each r ∈ {1, . . . , p} the set {100J }J∈Br consists of disjoint intervals.
Moreover, denoting B¯r :=⋃J∈Br J , we have the following key relation:
|B¯l | 1500
p∑
r=l
|B¯r | for any l ∈ {1, . . . , p}. (26)
Indeed, we have that
|B¯l | = 1500
∑
J∈Bl
5|100J | 1
500
∑
J∈Bl
∑
100I∩100J =∅
I∈Ik+1\⋃l−1r=1 Br
|I | = 1
500
p∑
r=l
|B¯r |.
Now, from (26), for any s ∈N such that p  1000(s + 1) we have
|B¯1000s+1| + · · · + |B¯1000s+1000| 12s
(|B¯1| + · · · + |B¯1000|). (27)
Assume w.l.o.g. that p = 1000s0 for some s0 ∈N. From (27) and Cauchy–Schwarz inequality
we conclude
∑
J∈Ik+1
|J | 12 |100J ∩ G| 12 
s0−1∑
s=0
1000(s+1)∑
r=1000s+1
|B¯r | 12 |100Ik+1 ∩ G| 12
 |100Ik+1 ∩ G| 12
s0−1∑
s=0
[
1
2s
(|B¯1| + · · · + |B¯1000|)
] 1
2
 |Ik+1| 12 |100Ik+1 ∩ G| 12 .
This ends the proof of (25). 
Now let P2k (PO) =
⋃
n∈NP2k,n(PO) be the mass decomposition of P2k (PO) referred to in
Section 3.1. As before, we decompose P2k,n(PO) in a union of maximal trees
⋃
l Pk,n,l with each
Pk,n,l a tree at the (dyadic) frequency cl . Further, set the square function
SP2k,n(PO) :=
{∑
l
∣∣T Pk,n,l ∗∣∣2} 12 . (28)
Then, we have the following:
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∥∥T P2k,n(PO)c ∗(χG)∥∥L1(F )  2−kλ
(
k log
1
λ
) 1
2 |IPO |
1
2
∥∥SP2k,n(PO)(χG)∥∥L2(IPO ). (29)
Proof. The proof of this lemma will be based on the following facts:
• the good separation among the frequencies of the trees in P2k,n(PO) – this is a consequence
of the (f,λ)-lacunary decomposition described in the previous section;
• Zygmund’s inequality regarding the behavior of the lacunary Fourier series with l2-coeffi-
cients:
∥∥∥∥∑
j
aj e
inj x
∥∥∥∥
exp(L2(T))

{∑
j
|aj |2
} 1
2
, (30)
where here {nj }j ⊂N is a lacunary sequence.
We mention here that the idea of using Zygmund’s inequality in the context of Konyagin’s
question (for the Walsh model) was appearing in [5]. As it turns out, while beautiful in nature,
this ingredient is not actually required20 for obtaining our theorem, though it offers the best
bound in (29).
Let us pass now to the actual proof of our lemma. With the previous notations we set
T
P2k,n(PO)
c
∗
(χG)(·) := χIPO (·)
∑
l
e−icl ·ŁIPO
(
T
P0k,n,l ∗(χG)
)
(·).
Thus applying twice Cauchy–Schwartz inequality followed by (the dual form of) Zygmund’s
inequality we conclude
∣∣∣∣
∫
F∩IPO
∑
l
e−icl ·ŁIPO
(
T
P0k,n,l ∗(χG)
)∣∣∣∣

∥∥∥∥
{∑
l
∣∣T P0k,n,l ∗(χG)∣∣2
} 1
2
{∑
l
∣∣ŁIPO (e−icl ·χF )∣∣2
} 1
2
∥∥∥∥
L1(IPO )

∥∥SP2k,n(PO)(χG)∥∥L2(IPO )
{∑
l
| < χF∩IPO , e−icl · > |2
|IPO |
} 1
2
 |IPO ∩ F ||IPO |
(
log
|IPO ∩ F |
|IPO |
) 1
2 |IPO |
1
2
∥∥SP2k,n(PO)(χG)∥∥L2(IPO ),
which proves (31). 
20 For more details see Remarks section.
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∥∥∥∥∑
k∈N
∑
IPO ∈Ik
T
P2k,n(PO)
c
∗
(χG)
∥∥∥∥
L1(F )
 2−n/2|F |
(
log
|G|
|F |
) 1
2
. (31)
Proof. This proof is a consequence of relation (29) and of the L2-forest estimate (see e.g. main
theorem, c), in [14]). Indeed, based on these, we have that
∑
IPO ∈Ik
∥∥T P2k,n(PO)c ∗(χG)∥∥L1(F )

∑
IPO ∈Ik
2−kλ
(
k log
1
λ
) 1
2 |IPO |
1
2
∥∥SP2k,n(PO)(χG)∥∥L2(IPO )
 2−kλ
(
k log
1
λ
) 1
2 |I¯k| 12
∥∥∥∥ ∑
IPO ∈Ik
χIPO
SP2k,n(PO)(χG)
∥∥∥∥
L2
 2−n/2
(
2−kλ
) 1
2
(
k log
1
λ
) 1
2 ∣∣2−kλI¯k∣∣ 12 |G| 12  2−n/2(2−kk) 12
(
log
1
λ
) 1
2 |F |.
Summing now in k ∈N and using triangle inequality we deduce that (31) holds. 
The next lemma follows from inspecting the proof of part b) of the main theorem in [14]:
Lemma 5. The following holds
∥∥∥∥∑
k∈N
∑
IPO ∈Ik
T
P2k,n(PO)
c
∗
(χG)
∥∥∥∥
L1(F )
 |F |. (32)
Proof of Proposition 2. In view of Lemmas 2, 4 and 5 we deduce that
∥∥∥∥∑
k∈N
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∥∥∥∥
L1(F )
 |F | + |F |
∑
n∈N
min
{
2−n/2
(
log
|G|
|F |
) 1
2
,1
}
 |F | log log
(
10 + |G||F |
)
.
Thus Proposition 2 holds. 
We pass now to the proof of Proposition 3.
Here we are using the simple observation that on the interval IPO our operator T P
1
k (PO)
∗
(χG)
is morally constant.
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of maximal trees
⋃
l Pk,l(PO) with each Pk,l(PO) =Pk,l a tree at the (dyadic) frequency cl . Here
one should notice the key fact that from the definition of P1k (PO) we may w.l.o.g. suppose that
for all l in the above decomposition we have
cl |IPO |
1
2
. (33)
Now as before, set
T P1k (PO)
∗ =
∑
l
e−icl ·T P
0
k,l
∗
and define
T
P1k (PO)
c
∗
g(·) := χIPO (·)
∑
l
e−icl ·ŁIPO
(
T
P0k,l ∗g
)
(·). (34)
Now following the same steps from the treatment of P2k (PO) we deduce that:
• As in Lemma 1 we have
∥∥T P1k (PO)∗(χG) − T P1k (PO)c ∗(χG)∥∥L∞(IPO ) 
∑
P∈P2k (PO)
|IPO |
|IP |
|E(P )∩ G|
|IP | . (35)
• As in Lemma 2 we have
∑
k
∥∥∥∥ ∑
IPO ∈Ik
χIPO
T P1k (PO)
∗
(χG)
∥∥∥∥
L1(F )

∑
k
∥∥∥∥ ∑
IPO ∈Ik
T
P1k (PO)
c
∗
(χG)
∥∥∥∥
L1(F )
+ |F |. (36)
Using now (33) together with the Taylor expansion
eicl(x−yPO ) :=
∑
k0
[cl(x − yPO )]k
k!
which is absolutely and uniformly convergent for any x, yPO ∈ IPO we deduce that
∥∥T P1k (PO)c ∗(χG)∥∥L1(F )  |IPO ∩ F |
∣∣∣∣∑
l
e−iclyPO ŁIPO
(
T
P0k,l ∗(χG)
)
(yP0)
∣∣∣∣
+ |IPO ∩ F | sup
l
∫
IPO
|T Pk,l ∗(χG)|
|IPO |
. (37)
Thus, from (36) and (37), for an appropriately chosen yP ∈ IP we deduceO O
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k
∥∥∥∥ ∑
IPO ∈Ik
T
P1k (PO)
c
∗
(χG)
∥∥∥∥
L1(F )

∑
k
2−kλ
∥∥∥∥ ∑
IPO ∈Ik
T
P1k (PO)
c
∗
(χG)
∥∥∥∥
L1
+
∑
k
2−kλ
∑
IPO ∈Ik
sup
l
∫
IPO
∣∣T Pk,l (PO)∗(χG)∣∣. (38)
Now using (38) and applying (35), (36) backwards we deduce
Lemma 6. The following holds
∥∥∥∥∑
k∈N
∑
IPO ∈Ik
T P
1
k (PO)
∗
(χG)
∥∥∥∥
L1(F∩IPO )

∑
k
2−kλ
∥∥∥∥ ∑
IPO ∈Ik
χIPO
T P
1
k (PO)
∗
(χG)
∥∥∥∥
L1
+
∑
k
2−kλ
∑
IPO ∈Ik
sup
l
∫
IPO
∣∣T Pk,l (PO)∗(χG)∣∣+ |F |.
(39)
Proof of Proposition 3. Applying now the mass decomposition (see Section 3.1) P1k (PO) =⋃
n∈NP1k,n(PO), i.e. the decomposition of P1k (PO) into families with uniform mass parameter,
we observe that a similar relation to (39) will hold for the corresponding n-level.
Using the L2-bound on each n-th generation forest (see e.g. [14]) we have
2−kλ
(∥∥∥∥ ∑
IPO ∈Ik
χIPO
T
P1k,n(PO)∗(χG)
∥∥∥∥
L1
+
∑
IPO ∈Ik
sup
l
∫
IPO
∣∣T Pk,n,l (PO)∗(χG)∣∣
)
 2−k/22−n/2
(
2−kλ|Ik|
) 1
2
(
λ|G|) 12  2−k/22−n/2|F |,
and thus we conclude that (18) holds.
4.2. The general case
Let us now suppose that f ∈ L1(T). We will then modify accordingly the (f,λ)-decomposi-
tion presented in Section 3.2. Beyond the standard adaptations we only need to notice that while
formulation (11) is preserved21
P= P0 ∪ Pcluster ∪
⋃
k∈N
⋃
PO∈Pk,O
P2k (PO) ∪P1k (PO),
the definition of P0 in (12) should be now rephrased as follows:
P0 =
⋃
l∈N
P0(l), (40)
21 Again the reader should notice that this decomposition of the family P does not form a partition.
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P0(l) :=
{
P ∈ P ∣∣ ∃I rP ∗ ⊆ I ∈ Il & I rP ∗ ∩ I¯l−1 = ∅} for l  1,
and
P0(0) :=
{
P ∈ P
∣∣∣ IP ∗ ⊂ 1000
{
x
∣∣∣M(f )(x) > 12λ
}}
.
Next, let us notice the simple but key observation that for any I (dyadic) interval with I ⊆ I¯l
and I ∩ I¯l−1 = ∅ (here l  1) one has the pointwise estimate∣∣f (x)∣∣ 2−l+1λ a.e. x ∈ I.
This way we will be able for tiles in P0(l) to obtain the desired estimates as a consequence of the
L∞-bounds of f .
More precisely, the analogue of (13) becomes now
∣∣∣∣
∫
f
∑
P∈P
T ∗P (χG)
∣∣∣∣
∣∣∣∣
∫
f
∑
P∈Pcluster
T ∗P (χG)
∣∣∣∣+
∣∣∣∣
∫
f
∑
k
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∣∣∣∣
+
∣∣∣∣
∫
f
∑
k
∑
IPO ∈Ik
χIPO
T P1k (PO)
∗
(χG)
∣∣∣∣+∑
k∈N
2−kλ
∫
I¯k
∣∣T ∗k (χG)∣∣, (41)
where here we set T ∗k :=
∑
P∈P χkP T ∗P .
In the above definition we impose χkP (x) = 1 if ∃r such that x ∈ I rP ∗ ⊆ I¯k ; otherwise we set
χkP (x) = 0.
Using the L2 boundedness of the Carleson operator for the fourth term in the right hand term
summation we obtain the upper bound estimate
∑
k∈N
2−kλ|I¯k| 12 |100I¯k ∩ G| 12 
∑
k
2−
k
2 ‖f ‖1  ‖f ‖1.
With these being said, one can modify the above proofs of Propositions 1, 2 and 3 accordingly:
Proposition 1′. With the above notations we have
∣∣∣∣
∫
f
∑
P∈Pcluster
T ∗P (χG)
∣∣∣∣ ‖f ‖1. (42)
Proposition 2′. The following is true
∣∣∣∣
∫
f
∑
k∈N
∑
IPO ∈Ik
χIPO
T P2k (PO)
∗
(χG)
∣∣∣∣ ‖f ‖1 log log
(
10 + |G|‖f ‖∞‖f ‖1
)
. (43)
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∣∣∣∣
∫
f
∑
k∈N
∑
IPO ∈Ik
χIPO
T P
1
k (PO)
∗
(χG)
∣∣∣∣ ‖f ‖1. (44)
While Propositions 1′ and 3′ only require trivial modifications for Proposition 2′ one needs to
modify the proof of Lemma 4 and show that
∑
IPO ∈Ik
∣∣∣∣
∫
f T
P2k,n(PO)
c
∗
(χG)
∣∣∣∣ 2−n/22−k/2
(
log
‖f ‖∞
2−kλ
) 1
2 ‖f ‖1.
This is a direct consequence of the fact that for IPO ∈ Ik and c = {cl}l ⊂N lacunary one has
{∑
l
| ∫
IPO
f e−icl ·|2
|IPO |
} 1
2
c 2−kλ
(
log
‖f ‖∞
2−kλ
) 1
2 |IPO |
1
2 .
We leave further details for the interested reader.
With these done we deduce that the following holds:
Theorem 2. Let f ∈ L1(T) ∩ L∞(T). Then we have
∥∥T (f )∥∥
L1,∞  ‖f ‖1 log log
(
10 + ‖f ‖∞‖f ‖1
)
. (45)
This further implies our main result:
Theorem 3. Let f ∈ L log logL log log logL(T). Then we have
∥∥T (f )∥∥
L1,∞  ‖f ‖L log logL log log logL. (46)
Proof. Let W be the quasi-Banach space defined as follows:
W := {f :T → C ∣∣ f measurable, ‖f ‖W < ∞} where
‖f ‖W := inf
⎧⎨
⎩
∞∑
j=1
(1 + log j)‖fj‖1 log log e‖fj‖∞‖fj‖1
∣∣∣ f =
∑∞
j=1 fj ,∑∞
j=1 |fj | < ∞ a.e.
fj ∈ L∞(T)
⎫⎬
⎭ .
Next, using a similar reasoning as in [2], one can show that the following holds:
‖ · ‖W  ‖ · ‖L log logL log log logL. (47)
Let now f =∑∞j=1 fj be a decomposition of f as described in the W-norm definition. Then
applying Kalton’s inequality [9] and Theorem 2 we have
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L1,∞ 
∑
j1
(1 + log j)∥∥T (fj )∥∥L1,∞

∑
j1
(1 + log j)‖fj‖1 log log
(
10 + ‖fj‖∞‖fj‖1
)
,
which based on (47) proves (46). 
5. Remarks
1) For approaching Konyagin’s conjecture, in both [5] (for the Walsh case) and our paper (for
the Fourier case), one follows several natural steps given the formulation of the problem: the
space L log logL is regarded as an intermediate space between the space L1,∞ and some space
of the form L(logL)α with α > 0.
The L1,∞ space appears when bounding the tile-families with uniform mass (and size) and its
usage is suggested by the L1-weak boundedness of the Hilbert transform encoded in H : L1 →
L1,∞.
The other “end-point” of the spectrum – the space L(logL)α – appears as a manifestation of
the lacunary structure of the maximal operator Slac and is the key place where one makes use
of the specific nature of our problem. The heart of the matter here, is represented by the fact
that the sequence of torus characters {ei2j x}j∈N behaves as good as a sequence of i.i.d. random
variables. Indeed, if (Ω,F,μ) is a probability space and {rj }j is a sequence of independent
random variables taking values ±1 with equal probability then Khinchin’s inequality asserts that
for any 0 < p < ∞ and {aj }j ∈ l2(N)∥∥∥∥∑
j
aj rj
∥∥∥∥
Lp(Ω)
p
∥∥{aj }j∥∥l2(N). (48)
Moreover, for some c > 0, one has22
μ
({
t
∣∣∣ ∣∣∣∣∑
j
aj rj (t)
∣∣∣∣> λ
})
 e
− cλ2‖{aj }j ‖2
l2(N) . (49)
Both (48) and (49) remain valid when replacing {rj }j ,Ω,μ with the counterparts {ei2j x}j ,
[0,1], dx!23 Now the Fourier version of (49) is precisely the Zygmund inequality (30), which
viewed dually may be written as24∥∥{fˆ (2j )}
j
∥∥
l2(N)  ‖f ‖L(logL) 12 (T), (50)
thus reaching the announced target space.
22 See e.g. [23].
23 The proof of this fact is a real analysis exercise and reduces to showing that ‖∑j aj ei2j ·‖Lp(T)  p 12 ‖{aj }j ‖l2(N)
for p ∈ 2N.
24 Here fˆ (n) stands for the n-th Fourier coefficient of f .
3410 V. Lie / Journal of Functional Analysis 263 (2012) 3391–3411This upgrade of the Hausdorff–Young inequality is the point that makes possible an estimate
like (3), far below the critical L logL space as appearing in Conjecture 1.
As a last remark on this theme, one should notice that the statement∥∥{fˆ (2j )}
j
∥∥
l2(N)  ‖f ‖L(logL)α(T) for some α > 0, (51)
is still enough for proving our theorem. The fact that (51) holds for α  1 is a simple consequence
of the relation25
{aj }j ∈ l2(N) ⇒ f (x) :=
∑
j∈N
aj e
i2j x ∈ BMO(T). (52)
2) Besides Zygmund’s inequality, the other ingredients used in [5] involve the time–frequency
approach developed in [13], a multi-frequency projection argument in the spirit of [16], rear-
rangement invariant spaces techniques and extrapolation theory gradually built on the results in
[18,21,1,19,4].
In our paper however, we take a different path with the tile decomposition in Section 3 playing
the central role in the mechanism of our proof. The methods developed in [14] are also relevant.
Below, we present part of an antithesis between [5] and the present paper:
• In [5], the authors are making an essential use of the following property: if wP and wP1 are
Walsh wave packets adapted to the tiles P , P1 then the condition P < P1 implies wP1 =
CwP on IP1 where C is a constant. Indeed, this property facilitates an application of a
projection argument which does not seem to have a direct correspondent in the continuous
case.
This property greatly simplifies the picture in the Walsh setting and, in an artificial manner
from the Fourier setting point of view, gets rid of the family of tiles which are not well
separated within the scale imposed by the exceptional set. This is precisely why one needs
to introduce the (f,λ) decomposition presented in Section 3 and further why one needs to
treat separately the cases described by Propositions 1, 2 and 3.
• In our paper we embrace the approach introduced by Fefferman in [6], and further developed
in [15,14].
Among others, this offers us more flexibility in treating the forest estimates and the advan-
tage of having a tile decomposition which is directly adapted to the exceptional sets of the
Carleson operator and to the size of f .
• Based on the techniques developed in [14], we are able to eliminate the use of extrapolation
theory in passing from restricted weak type to just weak type estimates.
3) The remaining gap between our result – the pointwise convergence of the lacunary Fourier
series in L log logL log log logL – and the conjectured (best possible) space L log logL is gen-
erated by the same26 (lack of) technology as in the case of the pointwise convergence of
the full sequence of the partial Fourier series – e.g. Antonov’s result on the convergence in
L logL log log logL versus the conjectural space L logL. Thus any progress on one of the prob-
lems will very likely imply a similar progress on the other.
25 See e.g. [22, p. 178].
26 One may want to compare the parallelism between the approach presented here and the one in paper [14].
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