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The potential of the instantaneous Fourier transforming ability of optical 
systems is now being tapped. In particular, optical correlation is more and more 
becoming the focus of attention by current research groups with it's many 
applications in the fields of machine vision, pattern identification and target 
tracking. This thesis gives a comprehensive view of the current state of the science 
of optical correlation and describes the many factors affecting experimental results 
in typical correlation systems including algorithmical errors and limitations and. 
optical effects such as noise or phase inconsistency. 
The uses and types of spatial light modulator used in such systems are 
described and, in particular, the reflective electronically addressed liquid crystal over 
silicon modulator used in this thesis. Liquid crystal mesophases are examined and 
their light modulating effects analysed with respect to their applications in optical 
systems. 
Current optimisation algorithms and techniques are analysed and an adaptive 
stochastically self-correcting correlator system is described. Results are presented as 
computer simulations and sample optical processing architectures are described. 
These illustrate the benefits of such a technique on physical systems with the 
capability of cancelling out the effects of imperfections in objects and filters and 
indeed in the optics themselves. 
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I've touch'd the highest point of all my greatness; 
And from that full meridian of my glory 
I haste now to my setting. I shall fall, 
Like a bright exhalation in the evening 
And no man see me more. 
Cardinal Wolsey (From Shakespeare's King Henry VIII) 
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The structure of this thesis is designed to take the subject of Spatial Light 
Modulator-based optical processing techniques from its inception as a primitive 
form through to its most recent technological achievements and methods. Examples 
are given where appropriate and experimental results are outlined to back up the 
theoretical standpoints. Computer simulations are also extensively used to illustrate 
the simpler points as well as the more complex processor-intensive methods of the 
latter chapters. 
In Chapter 1 the basic tenets of Fourier transforming through optics are 
outlined, with proofs in appendices. The initial theoretical statements of the 
transforming power of a simple lens are extended to allow derivations of correlation 
and convolution equations and it is shown how these may be achieved using optical 
methods. Other applications of Fourier image processing are given and the 
versatility and speed of the procedures is emphasized. 
Chapter 2 introduces the Spatial Light Modulator (hereafter referred to as the 
SLM) in its many and varied guises. Electrically addressed and optically addressed 
SLMs are described with their advantages and disadvantages as practical devices. 
Also, within this section, the physical mothods by which light is to be modulated are 
stated and the three main liquid crystal types are described with their physical 
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characteristics, and corresponding ability to affect an incident beam of light. Each 
has its own strengths and weaknesses and these are described briefly (with 
references) as they have been well studied elsewhere. 
A description of the practical work carried out on the electrically addressed 
SLM designed by Douglas McKnight in this department is laid out with subsequent 
conclusions and the reasons for not continuing with the study of this device. The 
methods used in evaluating potential SLMs optically and the electrical and computer 
interfaces are described with diagrams. Some of the efforts made towards improving 
the manufacturing methods and overall quality of the devices used in the group are 
described. 
The theoretical sections are concluded with Chapter 4 which enters the realm 
of optical correlation methods and techniques. The subject of (and problems 
associated with) using pixellated devices as Fourier plane filters is addressed and 
some solutions indicated and referenced with respect to sampling and the space-
bandwidth product of the SLM used. The most important algorithms for generating 
optical correlations are described in detail with a more general and flexible iterative 
technique being the main subject for this thesis. A short introduction to simulated 
annealling in Fourier optics serves as a precursor to chapter 5. 
Chapter 5 consists of a much more detailed discussion on simulated 
ahnealling together with a description of the computer simulations used to illustrate 
its use and general flexibility in optical correlation systems. Comparisons are drawn 
with other algorithms and results presented to substantiate these. It is shown that 
such iterative and adaptive techniques allow for infinitely more flexibility than 
previously used algorithms and that even major phase distortions in the filter SLM 
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may be (almost) anulled by the use of this technique. It is one of the aims of this 
thesis to illustrate that phase-correction is inherent in the simulated annealing 
scenario: regardless of whether the SLM is imperfect or not - the filter adapts' to the 
SLM and the optical system in general. 
This work concludes with a brief chapter summing up the work outlined and 
presenting a case for further study in the area. Optical image processing is still a 
science in relative infancy and the potential for development is vast. 
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Chapter 1 
Fourier Optics and Optical Image Processing 
Introduction 
Coherent image processing is entirely founded on the Fourier transforming 
ability of lenses (e.g. Goodman (1968), Gaskill (1978) and summarised in Appendix 
1): Cutrona et a! (1960) suggested the processing of 2-dimensional information 
using optical systems. The fact that a 2-dimensional input image may be transformed 
into its 2-dimensional Fourier transform at near instantaneous rates (literally "speed 
of light") has opened the door to allowing complex operations on images which were 
hitherto time consuming or impossible to perform digitally. This is not to say that 
electronic and numerical image processing techniques will become obsolete 
overnight. Evidently this has not happened and as is shown in later chapters such 
techniques are, so far, instrumental in the further development of this branch of 
science. 
This chapter introduces the major concepts of the subject and discusses the 
factors which have an influence on optical image processing techniques. The 
theories supporting this study area are presented together with optical system 
descriptions and illustrations. Current developments in compact correlator design are 
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described. Other considerations are the effects of pixellation on image processing 
and a portion of this chapter is devoted to a description of the factors involved. 
The 4-f coherent optical processor 
The most commonly applied implementation of an image processing bench 
is shown schematically in Figure 1.1(a) and is referred to as a 4-f coherent optical 
processor, where f is the focal length of the individual lenses used (it should be 
noted, however that there may be several values of fin a single bench as different 
focal length lenses may be used in order to vary the overall magnification of such a 
bench). The value of 4-f represents the total distance between input and output 
planes (plane 1 and plane 3 in the figure) 
A laser beam passes through a spatial filter assembly attached to the front of 
the laser and thus appears as a point source of monochromatic light. By placing a 
lens (L1 ) such that the point source is at the front focal plane of the lens, a parallel 
beam results which provides a collimated and uniform illumination of the input 
plane (this, of course, is subject to the constraints of using Gauss's approximations to 
the wavefront). The parallel beam is allowed to pass through the object (positioned 
coincident with plane 1) which is situated at the front focal plane of the first 
transforming lens (L2 ). Under these circumstances, the light field at the back focal 
plane of the lens has the form of the scaled two-dimensional Fourier transform of the 
transmission function of the input plane. The position of this plane is coincident with 
the front focal plane of the second transforming lens and is referred to, henceforth, as 
the Fourier plane of the system. 
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(a) 
Input Plane Fourier Plane Output Plane 




Fig 1.1 (a) The 4-f optical processing bench architecture; (b) reflective mode Fourier plane 
The contents of the Fourier plane are then transformed once more (by lens 
L3) to produce an inverted output image at the front focal plane of the second lens. 
This assumes an ideal optical system. 
Any modification of the image is typically carried out at the Fourier plane 
where the object has been decomposed into its spatial frequency components which 
are arranged with the zero-frequency (DC) component in the centre and higher 
spatial frequencies occurring at larger radii; the relationship between spatial 
frequency and position in the Fourier plane (with respect to the optical axis) is 
me 
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linear, as is also shown in Appendix 1. Figure 1.1(b) shows an alternative geometry 
which must be used when the modulating device used is a reflecting device (often 
the case when utilising a spatial light modulator). The lenses are labelled so as to 
indicate their equivalent roles as described above but functionally the two 
geometries are identical (although aberrations in the form of astigmatism are 
introduced by the beam splitter). 
If no modification has occurred, then the output image will simply be the 
same as the object but rotated by 180 degrees, as the lenses execute forward Fourier 
transforms only, and the effect of two successive forward Fourier transforms is to 
invert the image relative to the object. Of course the ability to modulate the light 
from the object in some subjective way is the sole reason for developing such a 
system and this is achieved by filtering at the Fourier plane. The function resulting 
from the use of a Fourier plane filter is derived in Appendix lB and is shown to be 
the convolution of the Fourier transform of the filter function and the co-ordinate-
reversed image of the object. 
For the case where the object does NOT lie on the front focal plane of the 
first transforming lens a multiplicative quadratic phase factor will be included in the 
Fourier transform. The Fourier transform lies in fact on the surface of a sphere but 
the radius of this sphere will in most cases be sufficiently large for the planar 
approximation to hold (Goodman (1968)). 
Modulation at the Fourier Plane 
The discussion above is based on the assumption that ideal lenses are being 
used as Fourier transforming lenses. Dealing, as we are, in the real world, there are 
two more factors to be taken into consideration: the point spread function (or PSF) 
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of the lens and the bandwidth of both object and lens. The PSF of a lens is defined as 
the response of the optical system as measured in the back focal plane of the lens to 
a point impulse situated at the front focal plane of the lens and this is illustrated in 
Fig 1.2. 
Front focal plane of lens Back focal plane of lens 
A 
Q... 
Amplitude of light field 
Fig 1.2. Illustration of the Point Spread Function of a typical lens 
For a typical lens, the PSF is influenced by the presence or otherwise of lens 
aberrations as well as the diffraction effects brought on by the introduction of a finite 
aperture into the system. The bandwidth refers to the maximum spatial frequencies 
which may be supported by the object. For a system containing a finite aperture (or 
lens), the bandwidth of the optical system is limited also by the diameter of the 
aperture - spatial frequencies above a certain level will be blocked by such a finite 
aperture and object information may thus be lost. 
The modulation of the Fourier plane may take many forms, including 
amplitude-only, phase-only, combined amplitude and phase or polarisation 
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modulation. In the following sections the case of amplitude modulation at its most 
basic (using aperture stops to block certain areas of the Fourier plane) is illustrated. 
Image sharpening (high pass filtering) 
The visibility of details within an object (edges or lines where there is a high 
intensity gradient) may be increased while that of uniformly transmitting areas is 
reduced by edge enhancement. The operation involves the attenuation of the lowest 
spatial frequency components of the Fourier transform of the object used as input to 
the system. By examining the reciprocal relationships defined in equation A1.3 
(Appendix 1) this is implied implicitly as the lowest spatial frequency components 
are characteristic of large features in the object plane. 
The spatial frequency component of most interest in this case is obviously 
the central component which corresponds to the zero spatial frequency and is 
commonly referred to as the D.C. component. By removing this, the mean of the 
amplitude distribution of the image subsequently formed is reduced to zero, the 
image being formed of positive and negative amplitudes as opposed to the (real) 
object whose amplitude components are all positive. Taking the squared modulus of 
the amplitude distribution (as all optical detectors are intensity sensitive) results in 
an image where positive and negative amplitudes give rise to positive intensities, 
and areas of zero intensity where the amplitude is zero. These areas correspond to 
those regions in the original object where the amplitude crosses the amplitude mean 
level (rising or falling) and therefore, in the image, edges will appear to be dark lines 
and the overall contrast will have been reduced. 
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One of the undesirable effects of this technique is the unavoidable 
exaggeration of any noise present in the object, as the high spatial frequencies are 
emphasised and noise terms tend to be within the high frequency range. 
Image smoothing (Low-pass filtering) 
The converse of the above method is one in which the higher spatial 
frequencies are clipped (using an annular filter rather than a block) and the object is 
low pass filtered. From the arguments above, this means that the image resulting will 
have large features enhanced at the expense of the fine details. In the field of 
electronics this technique is used to reduce the presence of noise and the optical 
applications are closely related to this. 
Figure 1.3(a) Half-toned newspaper image; (b) Low pass filtered version of (a) 
An example is of the removal of the dot structure from within a newspaper 
photograph (Figure 1.3(a)). where the halftone dot structure has a higher spatial 
frequency than the image which it goes to create. When using such an object in a 4-f 
bench, the Fourier plane contains a grid of bright dots (referred to as spectral orders - 
see Pixellation in the Fourier Plane.) which are related to the dot structure of the 
picture. By passing only the central dot and spatial frequencies up to half the 
ID] 
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distance to the neighbouring spots, the information about the dot structure is 
removed from the Fourier plane and on reconstruction of the image, only the main 
features of the object can be seen (Figure 1.3(N). These pictures were obtained by 
taking a photograph of the output plane of the 4-f optical bench illustrated on page 1 
and using an annular filter placed in the Fourier plane to remove the higher spectral 
orders from the frequency domain. 
Edge removal 
As the Fourier transforming property of a lens is a diffraction effect, it 
follows that a feature (or series of features) oriented at an angle 90  to the horizontal 
will generate spatial frequency components in the Fourier plane physically oriented 
at an angle (0+90)' to the horizontal. By blocking the (0 +90)' portion of the 
Fourier transform, it follows that the reconstructed image will have had the 0° 
features, removed. 
This is illustrated using an image generated in this group (Fig 1.4(a)) of a 
house whose features (doors, roof, windows etc.) are formed from a series of 
transmitting lines at different orientations. The Fourier transform of the image is 
shown in figure 1.4(b). Blocking the horizontal components of the Fourier 
transform, using a simple narrow filter, will remove the walls from the image as they 
are composed of vertical lines (figure 1.4(c)). Rotating the filter block further to an 
angle perpendicular to the lines which form the house door will selectively remove 
the features perpendicular to that block and this is indeed shown to be the case 
(figure 1.4(d)). 
Although this is an artificially generated object manufactured to illustrate 
precisely this point, the technique may nonetheless be utilised in practical situations 
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and with 'real' objects. In this case, once more, the optical bench from figure 1 was 
used, and a block consisting simply of a short, straight length of wire attached to a 
rotating mount replaced the annular filter from the previous example. 
Fig 1.4(a) Object; (b) Fourier spectrum of (a); 
(c) Output constructed after removal of horizontal 0 = 900 component of (b); 
(d) Output reconstructed after removal of 30 ° component of (b). 
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Fig 1.5(a) shows a square object of uniform irradiance with fig 1.5(b) being 
the resulting output on blocking the horizontal component of the Fourier transform 
of the square (including the DC component). The spatial orders relating to the 
vertical edges are removed and the object is also edge enhanced. This has the effect 
of isolating the horizontal edges from the original object. 
a) 
b) 
Fig 1.5(a) Uniformly illuminated square object; (b) Reconstructed image after blocking the 
horizontal component of the Fourier transform of (a) (simulation) 
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Pixellation in the Fourier plane 
The advent of spatial light modulators as programmable optical filters has 
increased the flexibility of image processing arrangements in that a device has 
merely to be reprogrammed rather than physically replaced in order to achieve some 
alternative image processing function. However, these devices have tended to be 
pixellated and this leads to other (sometimes insurmountable) problems which must 
be taken into consideration. 
In order to examine this fully, it is necessary to return to first principles in 
Fourier transformation theory and use the case of a one-dimensional transform 
which may be generalised into two dimensions. As we have shown previously, the 
output image from a Fourier filtering 4-f bench is the convolution of the input image 
and the Fourier transform of the filter transmission function. Consider a filter 
consisting of a regular (one-dimensional) array of identical pixels with dimension a 




Fig 1.6. One dimensional pixel array: b is the pixel spacing; a is the array dimension 
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This may be mathematically represented by the function: 
(x 
'r(x) = recti - Ix comb1 
a) [ b J*Pj ... equation 1.1 
where * represents convolution, x represents multiplication, p(x) is a (possibly 
complex) function representing the transmission of a single pixel (and therefore of 








¼ ( y 
b) 
(x' I, -t~x<t 
rectl—I= 
ka) 0, otherwise 
and comb(-) = E8(x - nb) (where n is an integer) 
6(x) denotes the delta-function. Applying the convolution and similarity theorems 
(Bracewell (1986)), it is possible to obtain an analytical expression for the Fourier 
transform of equation 1.1 and this gives 
T(f) = sinc(itaf )*[ comb (bf ) x P(fx )] 
... equation 1.2 
where t? (fr)  is the Fourier transform of the pixel function, and sine (x) = 
sin(x) 
X 
The remaining variables retain their meanings. 
The net result of using such a filter in the Fourier plane of an image 
processing system is that the output plane of the system will consist of the 
convolution of the coordinate reversed object with equation 1.2, resulting in multiple 
images due to the broadening of the delta function peaks caused by convolution with 
the sinco function. The magnitude of the peaks are also attenuated by the Fourier 
transform of the filter pixel function p0. 
For large values of b, the pixel separation, the delta functions in equation 1.2 
become closer. At some critical value of b, (referred to as the critical sampling rate) 
they become so close that the modulated sinc() functions with which they are 
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convolved touch and at larger values of b these actually start to overlap. This results 
in information from adjacent orders leaking into each other causing a corruption of 
the image. This is referred to as aliasing. 
In order, therefore, to calculate the resultant effect on the optical system of 
introducing such a pixellated filter into the Fourier plane it is obvious that the pixel 
transmission function, pixel separation and device size all have a large part to play. 
It is then possible to deduce that for such a system: 
The envelope of the function T(f) is governed by the Fourier transform of the 
pixel function p(x). For a simple pixel described by a simple rect(x/) function, 
this envelope is a wide sinc(itcç) function with zeroes at cf. = 2n where n is an 
integer. 
The spacing of replications in the image plane (and therefore the maximum input 
image size) is governed by the pixel separation (b) as a direct consequence of the 
comb function produced in equation 1.2. 
The point spread function (PSF) of an ideal optical system is governed by the 
physical size of the filter (a) and results only from diffraction effects. Taking a 
wide (large a) device, the associated PSF will be a narrower sinco function than 
for a narrow (small a) device. 
The ideal filter device, it would appear, is infinitely wide with a 6-function 
for a pixel function and an infinite number of pixels. In practice this is not possible 
and there will obviously be trade-offs and corresponding losses in overall 
performance. The main one to be taken into consideration here is the conflict 
between i and ii above. The finite dimensions of the device restrict the amount of the 
Fourier plane information which may be transmitted on through the system - a 
16 
Chapter One - Fourier Optics and Optical Image Processing 
smaller device will pass fewer spatial frequencies than a larger device and so will act 
as a more severe low-pass filter. This may be countered by the use of a shorter focal 
length lens which has the effect of reducing the scale of the Fourier transform. The 
conflict arises as, in order to increase the replication separation in the output plane, 
the spacing of the pixels in the Fourier plane must effectively be reduced. As the 
pixellated filter is unlikely to be flexible enough physically to alter the pixel 
separation, in general a longer focal length lens is utilised which rescales the Fourier 
transform to cover a larger area of the Fourier plane (Appendix 1). 
It can be shown that the product of the Fourier plane sampling rate and the 
Fourier plane pass band (the space-bandwidth product or SBP) is fixed and is equal 
to the number of pixels across the filter; a bigger dimensioned SLM is not 
necessarily better as the important factor is the sampling rate of the device. 
The effect of sampling the Fourier plane using a pixellated filter is shown in 
figures 1.7(a) to (d). The objects used were two annuli with the same proportions but 
with different dimensions (from the above reasoning it can be seen that increasing 
the dimensions of the object is exactly equivalent to reducing the sampling 
frequency). In figure 1.7(b) the Fourier plane is sampled at the critical rate and the 
image contains replications of the object which just avoid overlapping. Figure 1.7(c) 
shows the result of using the same sampling frequency but with a larger object 
(exactly equivalent to reducing the sampling frequency for the original object). It is 
clear from the photograph that the object is being under sampled: the replications of 
the image overlap to a large extent and the output image is hopelessly complicated. 
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Figure 1.7(a) Annular object; (b) object (a) critically sampled in the Fourier plane; 
(c) Object (a) over sampled in the Fourier plane. 
All of the above arguments may, with equal validity, be applied to a 
pixellated object. As is shown in the section on half-tone removal earlier in this 
chapter, a pixellated object gives rise to replications of the spatial frequency 
spectrum in the Fourier plane. From the work outlined above, this can be seen to be 
a direct result of sampling the input image in order to represent it on a pixellated 
filter and the replicated Fourier transforms are (separately) the transforms of the 
unsampled object. In order to counter this, one may either perform the same filtering 
operation on each of the spectra (in order to use all the available illuminance) which 
is an extremely complex task and impossible to carry out with the limited resolution 
and bandwidth of available devices, or more simply, block all replications but one as 
each contains all of the required information and the replications serve only to 
encode the pixellation of the object under study. Practically it is only the most 
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intense DC order' which is passed in these circumstances and this is then filtered 
conventionally. The highest spatial frequencies of the spectra overlap and should not 
be used to construct the output image as aliasing will result. As McKnight (1989) 
puts it - this is just another way of saying that one cannot write more detail onto a 
filter than there are pixels available. 
Mapping considerations and computer simulations 
There follows a brief discussion on mapping the Fourier plane within the 
optical regime and in computer simulations. 
When placing a filter in the Fourier plane it is preferable to have the filter 
cover the Fourier spectrum exactly i.e. without sampling second order and greater 
spectra to any extent in order to avoid the problems of aliasing (see previous 
section). By examining the equations relating position in the Fourier plane to feature 
size, it is possible to deduce that there is a maximum object size which may be thus 
sampled by a given (fixed size) pixellated Fourier plane filter. The dimensions of 
this object may be calculated by arranging for the spatial frequency component 
corresponding to the minimum (non zero) spatial frequency of the object to fall on 
the centre of the pixel adjacent to the central pixel in the Fourier plane. i.e. 
= 
X  f using equation A1.3 (Appendix 1). The inverse of this equation gives an 
expression for the maximum dimension of an object which may be optimally 





Note this is not the same as the DC frequency. Here we are referring to the spatial frequency 
spectrum located on the optical axis and not the zero spatial frequency component of the Fourier 
transform. 
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where A is the wavelength of light used, f the focal length of the lens and b the pixel 





where N is the number of pixels in a given dimension and therefore Nb is the linear 
dimension of the SLM (ilossack et al (1991)) 
It is obvious from the above equation that with more pixels available in the 
Fourier plane filter (for a given SLM size), a larger object size may be supported due 
to the reduced pixel spacing, b. Conventional theory states that for optimal mapping 
in the Fourier plane the Fourier transforming lens must be chosen to suit the 
dimensions and features of the pixellated filter being used and studied. 
Computer Simulations 
One of the primary tools of the researcher in the field of optical image 
processing is the Digital Fourier transform (or DFT). This is merely a digital 
representation of the analogue Fourier transform function, with integrals replaced by 
summations. The Fast Fourier Transform (or FFT) was developed as the basic DFT 
was an extremely inefficient algorithm, with the number of calculations required 
scaling as n4 for the two-dimensional calculations required for optical system 
simulation. The FF1 (e.g. Spanier and Oldham (1987), pp  308-309) utilises the fact 
that many calculations are repeated in the original algorithm and pre-calculates many 
of the elements of the equation resulting in an algorithm within which the number of 
calculations requires scales as n2 1092 (D2) - obviously a huge saving in effort and 
computer cycles. 
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The use of computers in simulating optical systems requires that the various 
signals be rigidly pixellated. It is possible to use arbitrarily large precision in 
representing an analogue object on a pixellated plane but the object is, nonetheless, 
definitely pixellated - the requirement is simply for more pixels to represent the 
same object. For the purposes of the following discussions, the pixellation of the 
object under study will be referred to in terms of 'object pixels' whereas (as each 
object pixel may be represented by an arbitrary number of data points when the 
object is represented as a computer datafile) the term 'computer pixel' will refer to 
the sub-pixels forming the object pixels (Figure 1.8). 
In the illustration, each 'object pixel' is represented by a 30 array of 
'computer pixels'. For the more general case, each object pixel of an NxN pixellated 
object may be represented by an MxM array of computer pixels and embedded in a 
(larger) array of AxA computer pixels. 
Fig 1.8. 8 by 8 pixel object represented by a 24 by 24 pixel computer array (N = 8; M=3). 
The level of pixellation in the computer plane (magnitude of M in the general 
representation above) is of great importance as it determines the extent of the Fourier 
transform of the computer image. The space-bandwidth product applies such that the 
Fourier transform of an NxN object pixel array expanded to (MxN)x(MxN) and 
embedded in an AxA array of computer pixels will cover only AIM computer pixels, 
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so resolution has been lost in the Fourier plane. Ideally, M=l and N=A as in that 
case the object is represented at its original resolution, and the Fourier transform 
plane is at optimal resolution also. This is not always possible when for example one 
requires more resolution to represent successfully a more complex pixel function in 
the Fourier plane or, when multiple inputs are supplied. In these cases, the object(s) 
must be embedded in a larger dimensioned zero intensity background and the 
Fourier plane filter correspondingly scaled to cover the entire plane. 
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Chapter 2 
Liquid Crystals and Spatial light modulators 
Introduction 
The building block upon which all optical processing architectures and 
techniques are founded is the spatial light modulator. This is simply any device 
which can "impress information onto an optical wavefront"; this encompasses a huge 
range of possibilities, from photographic transparencies to the whole gamut of 
optically and electronically addressed devices available and under research at this 
time. They are currently in use in correlation experiments (e.g. Psaltis et al (1984)), 
optical neural networks (Bums et al (1994)) and as optical logic blocks (Weigelt 
(1987), Wherrett and Tooley (1989)) which allow simple logical functions (AND, 
OR, etc.) to be realised optically. The simplest of these devices, the blocks and 
transparencies are of little relevance or interest in the context of this thesis and 
attention will be concentrated on the classes of real-time programmable modulators. 
Characterisation of the spatial light modulator must explore the various 
methods of light modulation possible, addressing problems and solutions and the 
many performance factors which affect them. This chapter will start as a generalised 
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introduction to the science with an examination of specific devices and applications 
in the latter sections. 
In the context of this thesis, the spatial light modulator walks hand in hand 
with the science of the liquid crystal. Many of the most popular and successful 
SLM's reported are based on liquid crystal technology and it is informative to 
provide a brief summary of that particular area of study. More detail is not provided 
as it is inappropriate here and is in any case widely available in other references (eg 
Armitage et al (1987, I and II) 
Liquid crystal technology 
The liquid crystal state is a phase of matter exhibited by a large number of 
organic compounds over a limited thermal range - as the temperature rises, the 
material changes from a crystalline solid to a clear liquid. Within these limits, the 
material combines some of the optical properties of solids with the fluidity and 
behaviour of liquids. For all liquid crystals, however, a major characteristic is the 
elongated rod-like form of their molecules and obviously from this asymmetry the 
relative orientations of the individual molecules is very important. It is useful, 
therefore to speak in terms of the vector direction of the molecule, known as the 
director and referred to symbolically as p. 
Broadly speaking there are three basic liquid crystal types (or mesophases) 
and these are termed nematic, cholosteric and smectic - a summary of their 
characteristics and physical properties follows below. One of the most important 
electrical (and optical) characteristics exhibited by this class of materials is their 
dielectric anisotropy i.e. they show different dielectric constants E,, and e. 
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depending on whether an electric field is applied parallel or perpendicular to the 
molecular axis. If s > e1  then the material is said to exhibit a positive dielectric 
anisotropy and applying an external electric field to such a material will cause the 
molecules to align themselves such that their directors are parallel to the applied 
field in order to minimise their energy. In practical situations the applied voltage 
tends to be a square wave A.C. voltage as a D.C. supply will tend to cause 
electrochemical degradation of the liquid crystal over time. Generally the aim is to 
maintain a zero mean of the applied voltage as far as is possible. 
Nematic Liquid Crystals 
In the nematic state, the molecules tend to orientate themselves such that 
their directors lie parallel to each other. This mesophase is, however, subdivided into 
two orderings: 
homeotropic, in which the director of the molecule lies perpendicular to a 
liquid-solid interface (fig 2.1(a)), and 
homogeneous, where the director lies parallel to the interface (fig 2.1(b)). 
a) Solid b) Solid 
Fig 2.1(a) homeotropically ordered and (b) homogeneously ordered 
nematic liquid crystal 
This orientational order may be altered by a suitable treatment of the neighbouring 
solid surfaces which induces the director to align accordingly (Cognard (1982)). 
Homogeneous alignment may be achieved by arranging for grooves of microscopic 
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dimensions to cover the liquid crystal-solid interface causing the crystal molecules 
to preferentially align parallel to the grooves. Two common methods of achieving 
this are rubbing microgrooves into a thin layer of polyvinyl alcohol or by 
evaporating a thin stratum of silicon monoxide at an angle to the substrate, forming a 
regular series of ridges. 
Modulation Effects 
As has been noted above, nematic liquid crystals exhibit a high degree of 
dielectric anisotropy. For liquid crystal molecules with a positive & (= £ - E1), the 
presence of an external electric field will cause the molecules' to align themselves 
parallel to the field whereas those with a negative AE will align themselves 
perpendicular to the applied field. There is an associated birefringence (variation in 
the refractive index, ii depending on the polarisation state) which is defined by: 
An = n - n 0 
where ne is the refractive index of the substance as seen by light polarised so that the 
electric field vibrations are parallel to the director (extraordinary), and n0 the 
refractive index as seen by light polarised with the electric field vibrations 
perpendicular to the director (ordinary). As it is possible to alter the alignment of the 
director, so it is possible to tune the birefringence of a layer of liquid crystal. 
Field Induced Birefringence 
Examining the simplest cell geometry for nematic liquid crystals, we take the 
situation of Figure 2.2. A liquid crystal exhibiting positive dielectric anisotropy is 
contained by two glass plates, with an alignment layer inducing a homogeneous 
ordering. In this case, an applied electric field will cause the director everywhere to 
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preferentially align parallel to the field', thereby changing the material to a 
homeotropic state. 
a) b) c) 
/ 
Fig 2.2. Homogeneously ordered nematic liquid crystal reacting to an increasing 
electrical field, c 
With no applied field, light incident with a polarisation parallel to the 
director will see a refractive index of ne and light polarised perpendicular to the 
director will see a refractive index of n0 (Fig 2.2(a)). On application of an electric 
field above a critical magnitude, (Fig 2.2(b)) the molecules will tilt towards the 
direction of the field. As the applied field increases (Fig 2.2(c)), the refractive index 
seen by any polarisation of incident light will tend to the value n0. The cell, in effect 
allows variation of the extraordinary refractive index within the range: 
ne  ~! n ~! no 
according to the magnitude of the applied field. 
By polarising the incident light at an angle 4 it is at once obvious that the two 
polarisation components of the light will experience different path lengths within the 
'Note that molecules nearest the glass surfaces will be held more strongly in their favoured alignment 
orientation and those in the centre of the cell will be affected most by the applied electric field. 
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cell depending on the applied field. The ordinary component (polarisation parallel to 
the director) undergoes an optical phase delay of: 
OPDQ = 2r —n L radians 
A °  
where L is the thickness of the cell. The case for the extraordinary component is 
much more complex as the refractive index n is a function both of position within 
the cell, and of the applied voltage. Here, however, we are interested in the 
macroscopic rather than microscopic situation and it simplifies matters to refer to an 
averaged refractive index function which is a function only of the voltage and is 
represented by n (V) where V is the applied voltage. The optical path length 
traversed by the extraordinary component is, therefore: 
OPDe =n0 (V)L ...Equation 2.1 
The difference between these expressions corresponds to the phase difference 
introduced between the extraordinary and ordinary incident rays. For the situation 
where incident light is polarised using a polariser with an axis oriented at 450  to the 
alignment direction, analysing the emitted beam with a polariser at 900  to the first 
results in a transmitted intensity of: 
1(V) = 1. sins' 
A4(V)\ 
2) 
with I being the maximum intensity transmitted and A4(V) = OPD0 (v) - OPDQ , the 
phase difference between the extraordinary and ordinary rays. 
For those values for which iS4i = 2m7t where m is an integer, 1(V) goes to a 
minimum. This point may be chosen by selectively setting V and so obtaining an 
amplitude modulating device. 
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By simply polarising the incident light parallel to the extraordinary optical 
axis, equation 2.1 indicates that the cell will function as a phase modulator with a 
phase modulation depth of 
2rc 
4(V) = —(n('v0 ) - ne (V))L 
and with ne  (V) = n0 for sufficiently large V. 
In the case of the E7 nematic liquid crystal from BDH, n - n0 = 0.224 and 
so, for maximum phase modulation (A$ = it) the cell need only be a few microns 
thick. It is the large birefringence which makes this a particularly good choice for 
experimental work. 
Twisted Nematic Effect 
va pp 
Fig 2.3. Twisted nematic effect (after Wilson and Hawkes(1983), p164). 
(a) No applied field; (b) large applied field. 
A common implementation of the nematic liquid crystal in optical displays 
utilises the twisted nematic effect. (Fig 2.3, Wilson and Hawkes (1983)) A cell is 
created such that the walls of the cell are treated to produce a homogeneous liquid 
crystal ordering in which the molecular directors at the walls are at right angles to 
each other. This means that the liquid crystal molecules undergo a 90° rotation 
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across the cell (Figure 2.3(a)). When a polarised light beam is allowed to fall on the 
cell, the anisotropy of the liquid causes the plane of polarisation of the light also to 
be rotated by 90°. On application of a strong enough electric field across the cell, the 
directors will align perpendicular to the cell walls and the incident polarised light 
beam will be unaffected (Figure 2.3(b)). 
In practical situations, the cell is sandwiched between crossed polarisers 
(whose polarising directions lie parallel to the surface director on the nearest cell 
wall). Incident light is either rotated by the cell (zero V applied) and is therefore 
passed by the analyser, or for an applied voltage Va the light is unrotated as the 
liquid crystal is forced into a homeotropic ordering, the polarisation plane of the 
incident light is unrotated as the medium exhibits no chirality and the light is 
blocked by the second polariser. 
One way in which this operation may be impaired is if the handedness of the 
twist is reversed over areas of the cell. A simple solution is to apply some 'pre-tilt' to 
the molecules at the cell walls which favours one handedness over the other by 
reducing the associated strain energy. A second solution is to dope the nematic 
liquid crystal with a chiral liquid crystal mesophase which again breaks the 
symmetry of the nematic structure. 
The hybrid field effect 
The hybrid field effect (Grinberg et al (1975)) uses a half-twist cell where the 
directors at the opposite surfaces lie at 45° to each other and the cell is used in 
reflection (i.e. two-pass) mode. With no applied field, the input polarisation plane is 
rotated (as in the twisted nematic effect) due to the chirality of the cell. Reflecting 
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the light field back through the cell causes it to be rotated back to its initial state and 
by reflecting this beam through an analyser (at 90° to the input polariser) no light is 
transmitted. On application of an electric field, the birefringence is reduced and the 
polarisation state of light reaching the minor is elliptical. A second pass through the 
cell in the reverse direction produces a larger change in the polarisation state and 
light will be transmitted through the analyser. 
It should be noted that this is the most commonly exploited effect in current 
liquid crystal display technology (e.g. in watches, calculators and other such 
displays). Most practical SLM's do not use this type of liquid crystal. 
Ferro-electric Liquid Crystals 
While it is inappropriate to dwell too much on the alternative liquid crystal 
technologies in the context of this thesis it is necessary to mention the ferroelectric 
liquid crystal state as it has become extremely popular among displays research 
groups. This class of liquid crystal originates in the smectic state which are 
identified by short range positional ordering and long range orientational ordering 
characteristics; the molecules forming layers of similar orientations. It is possible to 
design the molecules such that the substance exhibits a chirality in the orientation of 
the directors of the molecules and in this case the liquid crystal will have a 
microscopic spontaneous polarisation which is non-zero, due to the overall 
molecular symmetry, and will therefore be ferroelectric (the direction of the 
spontaneous polarisation may be altered by the application of an external electric 
field). In general, the molecular directors of successive chiral smectic layers forms a 
helix and so the overall (macroscopic) spontaneous polarisation averages to zero but 
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it is possible to suppress this and so obtain a liquid crystal which exhibits a 
macroscopic non-zero dipole (and spontaneous polarisation). 
Typically, the ferroelectric sub-classes most exploited are the smectic-A (SA) 
and smectic-C (Sc) LC's - the differences between ferroelectric LC's and their 
nematic counterparts being: 
FLC cell is more difficult to manufacture reliably due to the higher viscosity and 
reduced film widths utilised. 
Nematics are more resilient to cell thickness variations. 
Ferroelectrics are less tolerant of surface treatments on the electrode-LC 
boundaries. 
At the time of study, the ferroelectric liquid crystals, although interesting, were in 
the primary stages of research. Devices were no more than prototypes and the 
science was still at an early developmental stage. There was no alternative but to 
attempt to use the existing nematic technology and, in the context of this thesis, 
which aims primarily at the simulations and potential of correlation algorithms, the 
choice of medium was not strictly relevant. 
Spatial Light Modulators 
Light Modulation 
A beam of linearly polarised monochromatic light propagating in the z-
direction (in a Cartesian coordinate system) may be modulated spatially or 
temporally or both by a general modulation function M(x, y, t). In the cases to be 
discussed, the modulation is not temporal but the spatial modulation is variable 
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within discrete time blocks. It may be said, therefore that the function M is a 
function of x, y and T where T.  is the time interval over which M(x,y;T11 ) is kept 
constant. 
The cases for incoherent and coherent spatial light modulation are slightly 
different - incoherent light may have only its intensity or polarisation modulated 
with any effect, but coherent light may be modulated through combinations of phase 
or amplitude or polarisation. 
Addressing Schemes 
There are two main subsets of spatial light modulator: optically addressed 
and electronically addressed. Optically adddressed SLMs are activated by a 'write' 
beam which impinges on the device and causes the modulation to occur via some 
optical interaction. A 'read' image is then reflected from the device and is modulated 
according to the form of the write beam. Electronically addressed devices utilise 
electro-chemical, electro-physical, electro-optical or even opto-mechanical 
interactions to modulate a beam of light which may either be reflected from the 
device or transmitted by the device having been modulated in the process. 
Many spatial light modulators used today are electronically addressed 'hybrid 
electro-optic' devices. This is primarily because of the dimensions involved which 
current electronic technology can easily conform to and the robustness of the 
electro-optic modulation techniques (which has been covered in the previous section 
on liquid crystals). In addition, the field of all-optical computing or all-optical image 
processing is still in its infancy and so at some stage a conversion to the more 
traditional electronic technology is almost inevitable. 
33 
Chapter Two - Liquid Crystals and Spatial Light Modulators 
These types of device tend to function by using some field dependant 
technique whereby the amplitude and/or phase are affected by the application of 
such a field over a pixel area. The optically addressed SLM must not be discounted, 
though - the earliest devices were of this class and the potential resolution of such 
devices is far larger than that for electrically addressed devices as it is ultimately 
limited only by the wavelength of the light and also, by definition, they can be used 
as incoherent to coherent light converters. 
Examples 
The Hughes Liquid Crystal Light Valve (LCLV) (Grinberg et al (1975)) 
illustrated in Fig 2.4 is an optically addressed SLM and one of the classic designs of 
reconfigurable devices. As shown in the figure, it consists of layers of 
photoconductor, dielectric mirror and uses a layer of liquid crystal as the active 
modulating medium. The voltage across the liquid crystal is varied by the intensity 
of the write beam which varies the impedance of the photoconductor layer. By 
choosing the liquid crystal and the thresholding conditions, it is possible to create an 
analogue modulating device or, with a sharper threshold, a binary modulating 
device. 
The device suffers somewhat from charge leakage resulting in a more 
complicated pixel function (as defined in chapter 1) as the charge over the pixel area 
is smeared. More recently, photodiodes have been used in an array on the write side 
of the device to prevent exactly this problem by gathering the generated charge. 
Devices have exhibited a space-bandwidth product of around 2000 (Latham and 
Owen (1986)). 
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Fig 2.4. The Hughes Liquid Crystal light valve. 
The Magneto-optic SLM (Ross et al (1985)) consists of an array of 
pixels which are electrically addressed. The application of a voltage across the pixel 
(which is made of a bismuth garnet film) causes the device to exhibit the Faraday 
effect, modulating the linear polarisation of transmitted light. By suitably orienting 
polarisers around the device, it may be used in binary amplitude or binary phase 
modulating modes. 
The main problems involved have been due to the high drive currents and 
poor transmission of such devices although these have been addressed to some 
extent by the introduction of MOSLMs with far lower drive currents than previously 
required. A major advantage of this device is its speed of operation - 1988 figures 
(Flannery, Loomis and Milkovitch (1988)) quote 1100 frames/second when 
changing half of the elements in each frame. 
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A defonnable mirror SLY (Hornbeck (1988)) is illustrated in Figure 2.5 and 
consists of a hinged minor whose orientation may be altered by the application of a 
suitable voltage. In the form illustrated, incoming light is deflected from the normal 
when a pixel is switched 'on'. It would be possible, also to modulate the phase of 
the light emitted by altering the hinge arrangement allowing the minor to be 
depressed in the on state rather than hinged. Reports of performance on this device 
suggest switching speeds of about 10 jis in devices 128 by 128 pixels square. Texas 
Instruments have recently developed a 768 x 576 pixel device for use as a projector 
display (Wilson (1993)). 




Fig 2.5. The Deformable minor spatial light modulator (after Hornbeck). 
Liquid Crystal SLMs 
There are two categories of Liquid crystal SLMs- those matrix addressed 
devices which are spin-offs from the liquid crystal display industry and the Liquid 
crystal over silicon devices which are the speciality of this research group and of 
other groups (for instance at Boulder, Colorado). These are discussed separately 
below. 
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Liquid Crystal Displays 
These are, in general, transmissive devices consisting of a layer of liquid 
crystal sandwiched between two glass layers upon which are embossed matrices of 
conducting electrodes. A more detailed description of a simple addressing scheme is 
presented in chapter 5. The characteristics of this type of device are low contrast and 
frame rates, with poor optical flatness and contrast uniformity over the device. 
However, they may be made reliably well and utilise the simplest of liquid crystal 
interactions for the modulation effects. It is also possible to correct for imperfections 
in the display through additional optics or specialised geometries (Casasent and Xia 
(1986), Kim et al (1988)). This form of device has been given considerable attention 
(e.g. Liu and Chao (1989), Kirsch et al (1992)) due to its low cost and ready 
availability. Miller (1993) used one such device successfully as the filter in a 
correlation architecture 
Liquid Crystal over Silicon SLMs. 
One of the first devices of this type was pioneered by Ian Underwood of this 
research group in his Ph.D (Underwood (1987)). It consists of an array of 16 by 16 
electronically addressable pixels on a silicon backplane and the modulation was 
achieved by exploiting the birefringence of the liquid crystal and its response to 
applied fields. 
This form of device is made up from a thin layer of liquid crystal 
constrained by two conducting surfaces one of these being an array of minors upon 
which an electrical field may be applied. Due to the mechanics of the design, the 
device is necessarily pixellated and a schematic diagram of this device is illustrated 
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in Fig 2.6. A voltage signal is applied to the substrate and a (different) signal applied 
to the conducting surface of the cover glass. The resulting potential difference across 
the liquid crystal cell (denoted V in the figure) then controls the modulation of the 
pixel. The basic physics of the device may be extended to cover the remaining 
devices in this genre, allowing for some differences in the liquid crystal medium and 
modulation technique used (e.g ferroelectrics are bistable and require a different 
drive scheme from nematics). 
Transuarent cover 
Liquid Crystal 1 
Non-conducting 
__.JII 4t.ULII1baIAL) LIGLI.. 
with 
reflective surface 
Fig 2.6. Schematic diagram of electronically addressed Liquid crystal over silicon spatial light 
modulator. 
Devices in this family produced within this research group range from the 
original 16x16 pixels (Underwood (1987)) through the 50x50 and 128x128 pixel 
designs (McKnight (1989) - examined in detail later) up to more recent 176x176 
(Underwood et al (1991)) and 256x256 (Bums (1994)) pixel devices. The liquid 
crystal medium utilised also changed throughout this evolution from simple nematic 
or guest-host liquid crystal to the faster switching ferroelectric liquid crystal where 
much current work is focusing (Underwood et at (1991)). 
A technology attracting a great deal of research (e.g. Miller (1990)) is the 
multiple quantum well (MQW) self electrooptic effect device (SEED). This exploits 
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the quantum confined Stark effect - a non-linear effect describing optical 
behavioural changed of MQW structures on application of a perpendicular electrical 
field. As it is a quantum effect, response times are only limited by the applied 
electric field and typical frame rates are extremely high although reported contrast 
ratios are disappointing (- 2:1). 
Specific application devices 
In the course of research many devices have been devised for general 
purpose use. In addition, though, specialty devices have been presented and these are 
attracting much interest. 
The randomly pixellated transmissive Spatial light modulator (Heddle 
(1992)) was designed by Stephen Heddle of the Applied Optics Group of Edinburgh 
University. It is a simple device incorporating a multiplexed electronic drive scheme 
powering transparent electrodes evaporated onto the surface of the glass cell. 
Heddle examined the performance in correlation geometries of the regularly 
pixellated device in comparison with a novel 'randomly pixellated' transmissive 
SLM. Fig 2.7 (a) shows a regularly pixellated design with a fill factor of 25%. Fig 
2.7(b) shows the form of the novel design where each pixel takes up (randomly) one 
of four positions in each pixel area. The theory suggested that it would be possible to 
reduce, or remove, the second (or higher) order replications through choosing a 
suitable random positioning scheme to decide where to place the pixels on the 
device (Heddle and Sillitto (1993)). Such a device was shown to perform well in 
correlation architectures, removing the higher spectral orders of the Fourier 
transform and reducing the effects of false correlations. 
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Fig 2.7 (a) regularly pixellated filter; (b) randomly  pixellated filter. 
Related papers to this are the work of Miller (1993) and Kozaitis and Foor 
(1992) who both attempt to optimise the performance of reduced-resolution filters 
and hence maximise the potention for limited space-bandwidth product SLM and 
LCTV devices. 
Other novel areas of interest include the smart SLMs (see the review paper by 
Johnson et al (1993)) where the device may contain photodetectors, amplifiers and 
memory elements. These devices may perform image processing functions on chip 
(image thresholding or edge detection, for example) or more abstract functions 
(producing a series of equal intensity pulses the number of which depends on the 
input intensity). 
Performance Issues for SLMs 
There are two approaches to the improvement of SLM design - these have 
either concentrated on new designs with increased bandwidth (larger pixel numbers, 
higher resolution and faster frame rates which have been partially covered in the 
preceding sections on SLM types) or the optical quality (review paper Underwood et 
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a! (1994)). O'Hara et al (1993) concentrated on the polishing or "planarisation' of 
the silicon substrate of liquid crystal over silicon SLMs and has achieved some 
remarkable results, this particular paper reporting a reduction of the surface profile 
variations from around 16 000 A to less than 200 A. An additional benefit is the 
reduction in imperfections in the actual aluminium minor surface evaporated onto 
the silicon. This is illustrated in Figures 2.8(a)-(d) below. Figure 2.8(a) illustrates the 
typical profile of a silicon chip surface upon which a thick layer of silicon dioxide 
has been deposited. This is polished flat (Figure 2.8(b)) before contact holes are 
etched through to the chip minor surfaces (Figure 2.8(c)). Finally, a conducting 
(reflective) metal layer is deposited on the surface forming the final pixellated mirror 







Fig 2.8 Cross sections illustrating planarisation process (After O'Hara et al (1993)); 
(a) SiO2 deposition; (b) Planarisation ; (c) contact holes etched; (d) metal contact and minors 
deposited. 
Applications 
In almost all fields of applied optical research SLM's have made their 
presence felt. They have been used as alternatives to transparencies, where the added 
flexibility of being able to program the display is invaluable especially when 
investigating complex filtering operations where the generation of successive 
transparencies would prolong such experiments. Now that the science of SLM 
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design is relatively mature, SLM devices are now designed around the requirements 
of optical researchers providing phase-only, intensity only and amplitude-and-phase 
display devices. 
In short, there is a huge variety of spatial light modulating devices using a 
variety of modulating techniques and media. Research has now developed from the 
prototype devices of the 1980's to application specific devices being created now as 
interest (both from research and commercially) has been aroused. Current devices 
include the ferroelectric 256x256 developed within this research group (Bums et a! 
(1994) which exhibits a 2khz frame rate and a 8:1 contrast ratio. As a comparison, 
MQW-SEED devices have been reported with frame rates of 2 GHz (Lentine et al 
(1994)) but with a poor contrast ratio of 2:1 for a 6x6 array, and the 50x50 nematic 
device designed by McKnight (McKnight (1989) had a frame rate limited by the 
nematic LC technology to around 0.1kHz. It is conceivable, therefore to talk of an 
ideal LC SLM which may be fabricated with current technologies with an array size 
of better than 1000x 1000 and frame rates of hundreds of kHz. 
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Chapter 3 
Practical SLM Work 
Introduction 
The following is an account of the practical work undertaken towards the 
goal of using a working SLM in an optical correlation system, with the ultimate aim 
of performing an optical simulated annealling process (Note - some elements of the 
system are necessarily electronic as optical implementation of the necessary 
feedback system is potentially very difficult and exceeded current equipment 
capabilities). 
The workings of the 50 by 50 liquid crystal over silicon device are described 
together with drive systems and the computer control system. Some time is spent 
describing the techniques and problems involved with the construction of such 
devices and the efforts made to improve quality and reliability. The extension to the 
128 by 128 device is also described although as the design was predominantly based 
on the 50 by 50 design, the fundamental principles are essentially the same. The 
experimental work carried out on the 128 by 128 device is described together with 
the reasons for not continuing with study on that device causing a fall back to 
studying the 50 by 50. This is followed by a description of the SLM manufacturing 
43 
Chapter Three - Practical SLM Work 
process together with the efforts made to improve reliability and quality of the 
resultant devices. 
A short note is required to explain some of the terms used in the following 
sections. The computer generated (and tested) design is used to create wafers 
consisting of neighbouring dies (a die being one complete SLM circuit). These are, 
in turn, sawn apart to provide separate dies and these are glued onto chip mounts 
with all relevant electrical connections provided to allow the drive circuitry to 
communicate adequately with the SLM circuit. This does not become a working 
spatial light modulator until a liquid crystal layer and cover glass are added. 
The 50x5O Spatial Light Modulator 
The 50 by 50 SLM consists of an array of total dimension 3.7mm by 3.7mm 
(giving a pixel pitch of 741.tm). Each mirror has dimensions of approximately 43 j.tm 
by 42 gm giving a fill factor of 32.9%. The estimated frame rate for complete 
changes of displayed patterns (every pixel being changed) is given as 1.8 kHz but 
this is over optimistic as the nematic liquid crystal used on the device exhibits an 
expected switching time of between 10 and 13 ms (75 - 100 Hz) and it is the 
response time of the modulating medium which is the most limiting factor. For the 
purposes of this thesis, however, the performance of the SLM was not an issue as 
long as a device with sufficient contrast could be obtained for use as a Fourier plane 
filter. Indeed, for the purposes of simulated annealling, where just a single pixel is 
required to be switched each frame, this is perfectly adequate for prototype 
experiments. 
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V2h + V1h 
V2h - V1h 
Figure 3.1. Pixel drive voltages. (a) magnitudes of drive voltages. (b) potential difference across LC 
layer 
The drive circuitry of this device is very simple in principle although the 
implementation in silicon backplane design adds many more complexities to the 
problem (which are discussed in McKnight (1989)). A schematic of a typical liquid 
crystal over silicon SLM is illustrated in figure 2.6, chapter 2 and more information 
may be obtained from McKnight (1989) or Underwood (1987). 
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Essentially, the transparent glass cover electrode is driven by a constant-
phase square wave pulse train (Fig 3.1(a)) and the pixel minor driven by a square 
wave pulse train of the same frequency and magnitude. Changing the state of a 
single pixel involves changing the relative phases of the electrode pulse train and the 
minor pulse train (Fig 3.1(b). In this example, prior to the switch (marked S in the 
diagram) the two trains are in phase, resulting in a net zero voltage across the 
sandwiched liquid crystal. At the position marked by the vertical dotted line, the 
mirror voltage becomes out of phase with the electrode voltage and there is a 
resultant square wave AC voltage of magnitude 2V over the liquid crystal. In 
conjunction with some of the liquid crystal effects described in chapter 2, this allows 
the device to modulate light. 
Implemented in silicon, this design consists of a data register, which presents 
data to the chip rows and an enable register which controls the signals sent to the 
chip columns. Data is loaded into the data and enable registers simultaneously under 
the control of two non-overlapping electronic clock signals' Oncethe registers are 
filled with data electronic pulses are sent to the device causing the data to be sent to 
the pixels. The chip design was such that a relatively simple drive circuitry was all 
that was required, consisting of a number of integrated chips, power supply and a 
clock signal generator. 
A computer program was written in a combination of BBC BASIC 
and BBC Assembler language to allow an Archimedes 3000 microcomputer to drive 
The clock signals may have any period but must never be high simultaneously, and must not be low 
for periods of greater than 1 millisecond. These are stipulations in McKnights design (McKnight 
(1989)). 
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the 128 by 128 and 50 by 50 SLMs using a graphical user interface and the 
microcomputer serial port to control the chip drive circuitry. The signals from the 
serial port were generated within the software according to the pattern developed on 
screen (including some optimisation to reduce the addressing times) and then sent 
directly to the drive circuitry. This program allowed arbitrary pattern design and a 
simple single key action which sent the data to the SLM. 
The 128x128 Spatial light modulator 
The 128x128 electronically addressed VLSI spatial light modulator was 
based on the 50 by 50 design as described briefly above. The essential differences 
between the designs are listed below: 
The array is approximately 9 mm square with a pixel pitch of 70 gm. 
The pixels are 47 jim square giving a fill factor of 45 %. It should be noted, 
however, that this fill factor was achieved by covering the silicon circuitry 
wherever possible (without shorting any circuitry) with aluminium to create a 
minor. The minor area is not by any means flat and this must be considered in 
terms of complicating the pixel function. 
The 128-bit data and enable registers consist of 402-bit registers which could be 
addressed in parallel or serially, allowing the potential for improved addressing 
rates 
It was proposed to use it in amplitude-modulating hybrid field effect mode 
and later to apply it to optical systems where its large space-bandwidth product 
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(=128, the number of pixels in a given dimension) suited it more than previous 
experiments in the group which were based on the 16x16 modulator developed by 
Ian Underwood or even the 50 by 50. The initial stages in the experimental portion 
of this thesis were to test the SLM designs electronically and then optically before 
finally placing them into an optical processing setup. 
The state of affairs with regards to the 128x128 at the start of this work was 
that the design stage had been completed and a quantity of the raw chips had been 
produced in the Microfabrication Facility in the Department of Electrical 
Engineering at the University of Edinburgh. These had not as yet been electrically 
tested and the primary objective was therefore to ensure that sufficient dies were 
functioning adequately enough to support this Ph.D. and thesis. 
In order to achieve this a probe card, consisting of electrical connectors 
ending in microscopic points which are lowered into direct contact with the 
electrical inputs of individual dies was created and used to check each die in turn. A 
typical wafer as fabricated is illustrated in Figure 3.2 with 28 complete dies per 
wafer and 10 of these wafers were made in total. The probe card was in turn 
connected to a switch box which allowed manual clocking of data through the device 
according to the basic drive circuitry (consisting of the non-overlapping clock 
signals, data, enable and read control signals) described in the previous section and it 
was this arrangement which was used both to (electronically) test the 128x128 
wafers and the bonded 50x50 chips. 
Once the probe card was in contact with the wafer, a data (or enable) signal 
was set and manually clocked according to the requirements of the design. An 
oscilloscope and logic analyser were used in turn to examine the output from the 
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data (or enable) register being tested, allowing an instant impression of whether the 
register was functioning as expected or not. This process was repeated many times 
using different voltage levels. 
1 2 F 3 [74 
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Figure 3.2. Geometry of complete wafer after microfabrication of electronic circuits. 
128 by 128 SLM Test Results 
All of the 128x128 modulator wafers were examined under a high resolution 
microscope, and those dies which were still undamaged by this stage were 
electronically tested as described above. Typical results for an individual wafer are 
noted in Table 3.1 - wafer two is taken as representative. Only the main features of 
the SLM design were tested at this stage - specifically these were the data and enable 
registers (as mentioned previously, the 128 bit data and enable registers were split 
into 4x32 bit registers in order to allow improved frame addressing rates). If either or 
both of these 128 bit registers did not function correctly then the device (or at least a 
Chapter Three - Practical SLM Work 
portion of the device) would be useless. The minimum acceptable situation would be 
for a single 32 bit section of the data register and a single 32 bit section of the enable 
register to function in which case one sixteenth of the device would be usable. 
Wafer Two - test results summarised 
Dies 1-4 Very high current (I A) - no output 
Die 5 Fair current (238 mA) 
Data register 32bits/128 working 
Enable not functioning 
Dies 6-7 Very high current - no output 
Die 8 Data register 32bits/128 working 
Critical to supply and substrate voltages 
Die 9 Data register 32bits/128 working 
Enable not functioning 
Die 10 Data register 128bits/128 working 
Sensitive to substrate voltage 
Enable not functioning 
Die 11 Data register 32bits/128 working 
Enable not functioning 
Dies 12-14 Damaged 
Die 15 Data register 128bits/128 working 
Enable not functioning 
Dies 16-19 No response 
Die 20 Low current, no response 
Dies 21-26 No response 
Die 27 Current 600 mA, no response 
Die 28 No response 
Table 3.1. Electronic test results for wafer two (128x128 chip design). 
In addition, the magnitude of the current drawn by the device was taken as an 
indication of whether the device would potentially work: currents of over 0.75 A 
were considered to be far too high (taking the design and computer simulations of 
the SLM into account) and suggested some bleed to ground or short circuits in the 
die. Zero currents also suggested that the die was not functioning normally. 
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As can be seen from the table, the design met with little success. No dies 
functioned in entirety and most did not function at all. In the cases in which either 
the data or enable registers partially worked, the die was extremely sensitive to the 
voltage level at which the silicon substrate was held and often results obtained were 
not reproducible. At the time, this was taken to be because of chips being destroyed 
somehow during the test procedure - an assumption later discounted. 
After months of probing, with very little success, Burns having just joined 
the group from the department of Electrical Engineering applied his VLSI 
knowledge and located a bug in the design of the 128 by 128 chip (Burns, 1991) (the 
ground line was incomplete and therefore floated free). As the devices clocking and 
data shift mechanisms were highly dependant on the relative applied voltage levels, 
this effectively rendered the design useless. This particular bug explained extremely 
well the sensitivity to the applied and substrate voltages of the chips which partially 
and sporadically functioned, and also the irregular or irreproducible twitches in one 
or other of the major shift registers of other dies. 
In conclusion, it became impossible to continue with this device as it was, 
and although it would require only a minor correction to the design to complete the 
faulty ground line another wafer run through the Microfabrication Facility was out 
of the question. Attention shifted, therefore, technologically one stage backwards to 
the 50 by 50 spatial light modulator which had worked at least to some extent during 
the course of McKnights thesis. This would still give significant improvements over 
the 16 by 16 device designed by Underwood (1987) and studied by Potter (1992) 
and Ranshaw (1988), allowing for more resolution in the input objects, due to the 
improved space-bandwidth product. 
1: 
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Experimental work on the 50x50 
The status of this device was of proven capability. McKnight had used it in 
simple optical processing benches and had fully tested the design electrically 
although practically, it had exhibited a very poor contrast ration of about 10:1 
However, in the process, no working devices survived and it was necessary to 
refabricate the SLMs from the remaining wafers and the remaining mounted dies. 
These were classified as the 'probable' and 'possible' working devices, according to 
how well they had passed the elecrical tests (using a probe card and manual 
electrical inputs as described above). The 'definites' had all been used to destruction 
during the course of McKnight's thesis. 
The stages for the SLM assembling process are listed and illustrated in the 
following section. 
SLM assembly 
Figure 3.3 illustrates schematically the process through which a bare chip 
must go to manufacture an electrically addressed spatial light modulator. The weak 
points are emphasised, and the attempts made to improve the procedures are 
described. The main components of the final device are the overglass, the spacers, 
the liquid crystal and the electronic circuitry (with its external drive circuitry also). 
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Liquid crystal drop 
Polished cover glass 
Transparent ITO electrode 
I2t m thick polyester 
I spacers 
Chip holder 
Figure 3.3. SLM Assembly 
The manufacturing process involves coating the base of the covergiass with a 
transparent conducting medium to act as an electrode. In the chips produced in this 
group this has always been evaporated indium-tin-oxide (ITO) due to its good 
conductivity and transmissivity. On top of this, a thin alignment layer (of silicon 
oxide SiO, is applied (where 1 !~ x :~ 2) by obliquely evaporating it onto the ITO 
coated substrate. This forms a characteristic highly directional ridge pattern and by 
chosing the angle of evaporation the ridge frequency may be tailored in order to 
induce the nematic liquid crystal molecules to align along the ridges. A similar layer 
is evaporated onto the surface of the chip to tie down the liquid crystal at the 
opposing surface also. 
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A thin layer of aluminium is applied to one surface of the coverglass in order 
to obtain an electrical contact with the transparent ITO electrode. This extends some 
way up the back of the coverglass to allow an adequate electrical contact to be made 
with the drive circuitry. Thin (12jim) polyester spacers are cut from suitable 
sheeting and placed on the coverglass surface before lowering the glass onto the chip 
thereby leaving a thin empty space into which the liquid crystal can flow and the 
coverglass is secured to the chip using UV quick curing glue. 
The chip is then heated to around 140°C before allowing a drop of liquid 
crystal to fall on the edge of the coverglass. Aided by the relatively high 
temperature, the liquid crystal flows freely into the space available by capillary 
action until the cell is completely filled. Once cool, Araldite RapidTM  is applied 
around the cell to counter the potential for the cell to leak and render itself useless. 
There were several obvious weaknesses in this construction process, the main 
one being that no guard was taken against pollution of one or both conducting 
surfaces by grease or dust. As a single 5Rm  dust mote covers one and a half SLM 
pixels this must be taken into consideration. In addition such objects affect the 
overall thickness of the modulating liquid crystal layer resulting in variable and poor 
light modulation. . A group of researchers in the research group, myself included, 
fabricated a clean room facility within which all such fabrication would henceforth 
take place. In addition, current working conditions in industrial establishments and 
methods of fabrication were studied before arriving at the final improved fabrication 
method. This was essentially the same as has been outlined but now with a rigorous 
solvent cleaning process for both cover glass and silicon chip. The materials used for 
deposition (SiO and ITO) were kept in a clean environment as were the liquid crystal 
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samples. Finally, Heddle and the author investigated the use of vacuum 
environments for liquid crystal filling of SLM cells - the method eventually used 
being filling the cell within a high vacuum chamber using an arm which could be 
manipulated externally. The results and reliability of test cells increased minimising 
damage effects from the construction process. 
Conclusions 
While all reasonable efforts were made to maximise the likelihood of 
obtaining a working SLM, these efforts did not result in success. The blame for this 
is twofold. Primarily the devices studied were the last ones remaining from the 
original stock and were by definition the least likely to produce good quality 
working SLMs. Secondarily, when close to the end of the supply of devices, a bug 
was discovered in the electronic drive circuitry which had resulted in a gradual 
destruction of even the devices which worked. Unfortunately at around this time, 
base funding for the electrical microfabrication facility at the department of 
Electrical Engineering was withdrawn by SERC which prevented further runs to 
correct the design errors. It became necessary to cut losses and change the onus of 
this thesis from the practical systems side to a more theoretical objective. 
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Chapter 4 
Optical Correlation 
Introduction to Optical Correlation Techniques 
The potential of light-speed Fourier transforms has largely been exploited in 
the field of correlation. Computer techniques, even with the advances which have 
been made in parallel processing over the past years still place a heavy reliance on 
electronics and the inherent limitations of addressing times and linear mathematics. 
Optical techniques execute a Fourier transform effectively instantaneously through 
the phase effects introduced by a suitably designed and positioned lens (see for 
example Goodman (1968) or Appendix 1). 
In Appendix lb we see that the combination of the Fourier transforms of two 
input objects, when recombined by a Fourier-transforming lens, produces an energy 
distribution in the image plane which is the cross-correlation of the two objects. This 
obviously implies that speed--of--light pattern recognition is possible, however, once 
one is committed (due to technological limitations in an infant science) to using a 
pixellated, and possibly binary-only SLM with limited dynamic capabilities, there 
has to be a trade-off between the ideal and what is physically and technically 
feasible. 
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This chapter aims to cover a range of correlation techniques and theories, 
emphasising the concessions which are made for each and illustrating with examples 
and simulations. 
Classical matched correlation 
The original optical correlator (that proposed and demonstrated by Vander 
Lugt (1964)) was the classical matched correlator. The discovery of holographic 
(complex image recording) techniques had allowed phase and amplitude information 
to be recorded on transparencies and the first matched filter correlation techniques 
were proposed directly as a result. This technique involves the insertion of a 
complex filter in the Fourier plane of the device which is designed and chosen to 
cancel out the phase information of the Fourier transform of the target scene and, 
ideally, also flattening the amplitude at the Fourier plane. 
More recently the advent of SLMs allowing phase and/or amplitude 
modulation has accelerated research in these areas (see for example Homer and 
Bartelt (1985), Psaltis et al (1984)). Due to difficulties in controlling both the phase, 
4 and the amplitude, A in complex filters, work has generally targeted on single 
parameter modulatory techniques whereby a binary SLM is used which modulates 
EITHER the phase OR the amplitude. This subject is covered in later sections of this 
chapter under Binary Phase-Only Correlation and Binary Amplitude-Only 
Correlation. 
Figure 1.1 (Chapter One) shows a diagram of a typical 4-f image processing 
bench. The arrangement is exactly the same as for a classical matched filter 
correlator bench. The object is presented at the plane marked "input plane" in Fig 
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1.1 and the representation of the Fourier transform of the target is presented as a 
filter at the Fourier plane of lens L2. 
Consider a target image, t(x,y) which Fourier transforms to produce an 
optical field of T(f,f). If a filter may be produced with a transmission function of 
T* (f ,f), where * denotes complex conjugation, then placing this filter in the 
Fourier plane will cause the output of the processor to be the (coordinate reversed) 
convolution of the input with the Fourier transform of the filter as derived in Chapter 
1. Using the convolution theorem, this output may be denoted: 
X(x,y) =Y(T(c,f).T*(c,ç)) 
= t(—x,—y)®t(x,y) 
= t(x,y) 0 t*(x,y) 
X(x,y) is the auto-correlation of t(x,y), and may be denoted by Xjx,y). For a 
different input function, f(x,y), the output of the same processor will be X (x, y), 
the cross-correlation of f(x,y) with t(x,y). 
The output of the correlator (marked as "output plane" in Fig 1.1) can then be 
seen to be the cross-correlation of the object and target. 
Classical joint Fourier transform correlation 
Figure 4.1 shows a joint Fourier transform correlator geometry. This type of 
geometry has been well documented (e.g. Weaver and Goodman (1966)) over the 
past years. The input and the target scenes are both presented at the input plane and 
simultaneously Fourier transformed by the lens Li. The interference intensities of 
the Fourier transform are recorded by some non-linear (most usually square law) 
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lens Li 
Processed Output plane 
Joint Power 
Spectrum 
Fig 4.1 Classical joint Fourier transform correlator (JFT) 
detector e.g. a CCD array or an optically addressed spatial light modulator. The 
resulting intensity field (known as the Joint Power Spectrum, or JPS) is displayed as 
the input to a second Fourier transforming lens, L2 which produces at the output 
plane a dominant on-axis peak and lower intensity side-lobes corresponding to the 
cross-correlations between the targets presented and the reference image. 
The two main advantages of this type of correlator are that the two images to 
be cross-correlated may be presented in the same plane and secondly, that the 
Fourier plane representation of the Joint Power Spectrum is entirely real, so that a 
Fourier plane SLM need only be a single parameter modulator (a device which 
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COMBINED image. The cross-correlations appear off-axis, arranged diagonally in 
pairs. It indicates clearly how the output plane may easily become cluttered with 
unwanted cross-correlations - in this case, a reference object presented with only two 
candidates produces six cross-correlations together with a strong central peak. 
Javidi and Kuo (1988) proposed binarising the JPS in order to allow binary 
SLMs to be used in the Fourier plane and showed the output to have higher peak 
intensity and better cross-correlation discrimination when using such filters. 
Phase-only and Binary phase-only matched correlation 
Kermisch (1970), published a paper which analysed the effect of image 
reconstruction after discarding the amplitude information and using ONLY phase 
information. His treatment was statistical and investigated the cases of both perfect 
phase matching and imperfect phase matching. His conclusions were that in the 
perfect phase matching case, 78% of the total image radiance reconstructs exactly 
the original image and that the phase information dominates the process. 
Oppenheim and Lim (1989) repeated his investigation and showed 
conclusively the relative importance of phase over amplitude in image transmission 
and reconstruction, and, indeed found that an image could be reconstructed 
surprisingly well using the Fourier plane phase information and an average envelope 
of amplitude information taken over several (different) objects. 
Homer, in 1982 had defined a measure of the optical efficiency of a 
correlation by the equation: 
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fJ I 
f(x,y) 0 g(x,y) 
2 
 dx.dy 
T11 H = 
JI f(x,y) 
2 
where 1H  denotes the Homer efficiency and 1M  denotes the efficiency of the filter 
material , i.e. rl,  is the ratio of the total energy in the correlation plane to the energy 
in the object plane (or a basic measure of the amount of energy arriving at the output 
plane). The integrals are taken over the respective planes. f(x,y) is any input function 
in real space, g(x,y) is any filter function, and 0 represents the action of complex 
correlation. He derived the result that, for a classical matched filter consisting of a 2- 
D rect function, 1H assuming the filter was recorded on a material capable 
of 100% diffraction efficiency and was used in a Vander Lugt correlator ( Homer 
(1982)). 
Homer and Gianino (1984) extended this mode of thinking to propose the 
use of phase-only filters to maximise the Homer efficiency as defined above. They 
reasoned that, as phase-only objects merely redirect light rather than absorbing it, the 
energy passing through to the correlation plane would be increased, giving a 
potentially sharper and higher correlation peak and a value for iN  of up to 100%. 
They demonstrated that phase-only filters showed great improvements in 
discrimination and correlation clarity over more conventional matched filters and, in 
addition, they suggested that phase-only filters would outperform the other main 
correlation methods in the presence of noise. This may inpart be explained by the 
flattening of the amplitude factors in the Fourier plane as the phase-only filter then 
effectively acts as a (relative) high pass filter (Homer and Leger (1985)). 
In 1984, the use of binary phase-only filters for pattern-recognition in an 
optical system was proposed and demonstrated i.e. filters in which the amplitude 
information of the Fourier transform of the reference object was discarded (set to 
unity) and the phase binarised somehow (in this paper (Homer and Gianino (1984)) 
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Fig 4.3 shows this graphically; pixels whose phase is below the threshold 
line (shaded area) are assigned a phase of 0 (i.e an amplitude of +1) and those above 
the threshold (unshaded area) are assigned a phase of it (i.e. an amplitude of -1). The 
thresholding line is arbitrarily chosen in this case. 
There have been many studies on the optimal value of 4) about which to 
binarise the filter. Psaltis et al (1984) , Homer and Leger (1985) and Cottrell et al 
(1987) postulated conflicting theories in this respect. These are summarised in 
Figure 4.4. 
Phase binarised to 0 radians. 
LI] Phase binariscd ton radians. 
  
)) 
(a) Homer algorithm 
 
(b) Psaltis algorithm (e) Cottrell algorithm 
 
Fig 4.4. The three main phase binarising algorithms. 
Homers filter (Fig 4.4(a)) represents a filter with a transmission function of: 
H - 
+1, Im(F(o4) > 0 
- 1-1, otherwise 
where F(w) represents the Fourier transform of the object. This is obviously matched 
to the odd component of the object function, and a different approach was mooted by 
Psaltis et al (1984) (Fig 4.4(b)) whose postulated algorithm was: 
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the phase was set to it or to 0 giving possible amplitudes of -1 or +1 respectively. 
The remarkably good results displayed there opened the door for a generation of 
high discrimination and high performance filters using existing technology to 
provide the phase modulation required (e.g. Psaltis, Paek and Venkatesh (1984)). 
Goodman and Silvestri (1970) provided an excellent study into the effects of 
quantising the phase in the Fourier plane. They took an arbitrary input function and 
transformed it. Once the Fourier spectrum was quantised it was re-transformed to 
indicate the effect produced by the quantisation by comparison with the original 
input image. It was noted that the resulting image was composed of an attenuated 
version of the original together with contributions from false images. The number 
and positions of these false images varied according to the number of phase 
quantisation levels - in the special case of phase binarisation, the output plane is 
complicated by a single false image, rotated by 1800  with respect to the primary 
image, which may or may not overlap with the primary image depending on the 
position of the primary image in the input plane. 
Now examining the case of binarisation to phases of 0 and it radians, the 
resultant transmission function has corresponding amplitudes 1 and -1 respectively 
(which constitutes a purely real function). Gaskill (1978) defines the symmetry 
property of Fourier transforms, stating that if an object f(x, y) is purely real, then 
its Fourier transform, F(f, fr ), will be Hermitian (the real component of FO will be 
even, and the imaginary part of FO will be odd). The presence of the false (or ghost) 
image therefore maintains the symmetry which is imposed by the act of binarisation. 
A binary phase-only filter with phases of 0 and it will be a perfect representation of 
the Fourier transform of any Hermitian function. 
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Kim and Guest (1990) conducted a theoretical investigation into the optimal 
value of phase in a binary phase-only filter after Farn and Goodman (1988) pointed 
out the erroneousness of the assumption that a modulation depth of it was optimal 
for a general filter. They concluded that under certain conditions, the optimal phase 
would not be it but could only be calculated by the use of a stochastic relaxation 
technique such as simulated annealing. It is interesting to note how few researchers 
have examined this aspect of the subject. 
A general binary phase only filter pattern is calculated by binarising the 
phase information of the Fourier spectrum of the target according to some (variable) 
phase threshold. According to the reasoning above, the correlation will consist of 
two components: the cross-correlation with the primary target, and the cross-
correlation with the ghost of the primary target. This is illustrated later in this 
chapter. 
(x,y)) 
LIII Phase binarised to  radians. 
LII Phase binarised toirradians. 
Fig 4.3. Phase binarisation through thresholding at an (arbitrary) line in phase space. 
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H 
I+i, Re(F(o))) > 0 
(w) = I 
LI, otherwise 
which is matched to the even part of the function. 
Cottrell et a! (1987) (Fig 4.4(c)) based their algorithm on the Hartley 
transform viz: 
H (w) = 
I+i, Yt(r) > 0 
I 
-1, otherwise 
where X(0) is the Hartley transform and is defined by: 
= FE (o) + F0((o), 
with 17,((o), and 170 (o)) representing the even and odd portions of the Fourier 
transform respectively. Y€(®) is therefore NOT a complex function. The Psaltis and 
Cottrel views of binarisation coincide when the object is purely even and the Homer 
and Cottrell views coincide if the object is purely odd. In terms of the phase angle 4 
as defined in Figure 4.3, Homer corresponds to 4=0, Psaltis to and Cottrell to 
Dickey, Stalker and Mason (1988) briefly discount the use of the Homer-and 
Leger (1985) algorithm due to the even part dominance of the energy for positive 
functions (i.e. optical irradiance images). Their proof is very short and is reproduced 
here. 
If f(x) is a positive function (I (x) ~! 0) then the odd and even parts of the 
function are given as: 
fE(x) = 
1
—{f(x) + f(-x)] 
2 
and f0 (x) = 1[f(x) - f(-x)] 
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The fraction of energy in the even component of the function can now be 
calculated by calculating the ratio of the integral of the modulus squared of f5 (x) 
(above) to the integral of the modulus-squared of f(x) . This becomes: 
Jf(x) d2 x 
- 
!.Jf2(x) d 2 x + 1.Jf(x)f(—x) d2 x 
Jf2(x) d 2 f2  (x) d  2 
This has a maximum when f(x) = f(-x) and, as f(x) ~! 0, the minimum of the above 
fraction occurs at f(x)f(-x) = 0. The fraction is bound by: 
1 
—< 
If2  d 2 
with the remainder of the fraction being the odd portion. Obviously, then, 
E (x) ~! f0 (x) for a positive function f(x). 
By Parseval's Theorem, these bounds also apply in the Fourier domain and 
the lower bound is realised when the function and its reflection about the origin do 
not overlap. This in turn implies that the choice of origin in the input plane is of 
great importance in these circumstances. 
Figures 4.5 and 4.6 illustrate the phase distribution in the Fourier plane for 
two different letter objects. The graphs are analagous to that in figure 4.3 above in 
representing phase space excepting in that the phase component of a particular pixel 
in the Fourier plane is also scaled in order to reduce the number of points which 
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Fig 4.5. Phase content of the Fourier transform of the letter N, 0 
Fig 4.5 corresponds to the phase spectum of the Fourier transform of the 
letter N which exhibits a rotational symmetry (of degree two) in the object plane 
(this symmetry must be looked for diagonally - comparing top left pixel with bottom 
right and so on). As expected, the phase in the Fourier plane is limited to ±m and the 
Fourier plane is entirely real. Obviously this is identical to the Fourier phase 
spectrum of the letter 0 for the same reasons. 
Fig 4.6(a) corresponds to the Fourier phase spectrum of the letter R. This has 
very little rotational symmetry and the phase components in the Fourier plane are 
evenly distributed through all possible values. Similarly, that of the letter A (Figure 
4.6(b)) exhibits the same even distribution although it may be seen that there is some 
greater weighting towards the zero phase line ( lm(FO)=O). 
M. 
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The conclusion that may be drawn is that for different phase distributions in 
the Fourier plane different binarising algorithms may be more suitable. It is difficult 
to examine an arbitrary object and surmise what its ideal binarising algorithm might 
be without similar analysis to that carried out above and involving human decisions 
somewhere in the procedure as to the relative symmetries which an object may 
exhibit. This is a fundamental disadvantage of the so-called static binarisation 
algorithms. 
Amplitude encoded binary phase only matched correlation 
This is a simple technique by which a binary phase-only SLM is represented 
by a binary amplitude only SLM (Flavin and Homer (1989)). The binarised phase-
only filter, 4(x,y), generated by any of the above (or other) algorithms and 
consisting of the two phases, 4 and  42  is represented by a transmission function 
'r(x,y) such that 
10, for 4(x,y)=4 1 
'r(x,y)=I 
1, for OXM=02 
This class of filters provide the high discrimination and sharp correlation peaks 
typical of the related binary phase-only filters, but as opposed to the phase-only case, 
these may be generated on low-cost amplitude modulators such as liquid crystal 
displays, or photographic transparencies. 
The main advantage of moving (what seems to be retrospectively) back to 
amplitude modulation is that the resulting filter will not test for the rotated object as 
well. An object placed off centre will not produce a double correlation peak as in the 
case of the binary phase-only filter however, a ghost image of the original will be 
observed in the output plane. In addition, by the nature of the algorithm, half of the 
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incident optical energy is lost (on average) as it falls on OFF pixels in the Fourier 
plane. The phase-only filter is far more inviting from this point of view. 
Other approaches to correlation 
In addition to the above mentioned binary algorithms there exist others 
which examine ternary (or greater division) solutions to the matched correlation 
architecture (e.g. Lindell and Flannery (1990)) or combining amplitude and phase 
devices (Awwal et al (1990), Downie (1991)). This is beyond the scope of this thesis 
as it implies a SLM technology beyond that which was available for use. 
Simulated annealing 
The previous sections have attempted to indicate the many possible methods 
of generating the patterns required to produce binary phase-only filtering patterns 
which are used to generate optical correlations. There is no clear algorithm which is 
guaranteed to excel over the others in all situations and for all objects. Indeed, some 
references indicate that the choice of the phases used for the binarising levels is also 
important in optimising any filter-generating algorithm. Each has its merits, but none 
is ideal as the phase plane represented obeys different rules for different objects. In 
order, therefore to optimise the process, each object, or set of objects, must be taken 
individually into account in the calculation of its corresponding phase-only filter. 
Iterative techniques have been discussed (Bartelt and Homer (1985)) but the most 
recent developments have been in the field of simulated annealing (Kim and Guest 
(1990), Mahlab and Shamir (1989) and Nomura et al (1990)). 
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These papers indicate the potential for tailoring of the phase-filter to produce 
a pre-selected image for a given object. The method is by definition one which 
requires a large amount of number processing but produces clearly superior results 
to the other outlined algorithms and allows one to tailor the correlation peak as may 
be required for certain applications. The potential to move the numerical calculations 
into the optical domain is extremely tempting as this would speed up enormously the 
time-consuming Fourier transformation calculations. 
The Simulated Annealing Algorithm 
The simulated annealing algorithm iterates in order to find the values of the 
system variables (in this case, the phases of individual pixels on an SLM) for which 
the system has a global minimum for some chosen 'figure of merit' (Kirkpatrick) 
(usually some measure of the system energy, and here, for example, one may try to 
maximise the central correlation peak) The analogy taken is of a metallurgical 
annealing procedure, whereby the minimum energy state of the metal is reached 
(and, hence, the positions of the individual atoms corresponding to that minimum 
energy) by cooling the system from a high temperaure to a low temperature. By 
cooling too hastily, the system enters energy minima which may be metastable states 
and thus prevent the global minimum energy state from being located. Alternatively, 
cooling too slowly is wasteful of resources and time. 
The method outlined initially by Metropolis et al (1953) took as its subject a 
collection of atoms in equilibrium at a given temperature. During each step of the 
algorithm an atom is given a small displacement, and the corresponding change in 
the overall energy of the system AE is calculated. If the energy is reduced then the 
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new position of the atom is accepted, but otherwise the new position is treated 
probabilistically: the new position is accepted with a probability of 
P(AE) = exp(-4 ) 
kT 
This is achieved by simply taking a random number in the interval (0,1). If this 
number is less than P, then the new configuration is accepted, otherwise the atom is 
returned to its original position and a new atom displaced for the next step of the 
algorithm. By repeating this procedure a number of times, the stable Boltzmann 
distribution is evolved for the chosen temperature. 
The simulated annealing technique involves (maintaining the same analogy) 
first 'melting' the system at a high temperature into an energetic state. Then, once an 
equilibrium is achieved, cooling the system gradually until it freezes into a state 
where no further changes are possible (i.e. at T=O when no perturbation of the 
system is accepted unless it further reduces the minimum energy (figure of merit)). 
The series of temperatures chosen is referred to as an annealing schedule 
(Kirkpatrick). Metastable states are avoided as for all temperatures T>0 transitions 
may occur which jump out of such local energy minima. 
For a more light hearted introduction to the subject, see Appendix 2: 
Optimisation by Kangaroo. 
Signal to Noise Ratio (SNR) 
There have been many definitions of the signal to noise ratio in optical 
correlation architectures, some theoretical and others concentrating on the 
practicalities and applications. The main two cited in the literature are those defined 
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by Farn and Goodman (1988) and Homer and Bartelt (1985) and are defined as 
follows: 
S. N. R = Cmax (Farn and Goodman) 
NMS 
and 
S.N.R.= Cmax  (Homer and Bartelt) 
'rms 
where Cmax is the maximum correlation peak intensity, Nms is the mean square 
output noise and 'rms  is the rms of the intensity response outside a 50% threshold 
level in the correlation plane. These are justified in terms of practical correlation 
experiments as they promote high intensity peaks and suppressed side lobes. 
Phase correction in light modulators 
In 1986, Casasent and Xia published a paper investigating the effects of 
phase distortion in spatial light modulators. Their primary interest was in the low 
cost, low accuracy liquid crystal displays which are characteristically of poor optical 
quality and low contrast. They aimed to improve the performance of such devices by 
the insertion of a phase conjugate correction hologram after characterisation of the 
flatness of the device had taken place - , typical variations were of the order of 3-10 
wavelengths. Using the LCD together with the inserted hologram allowed simple 
correlation tasks to be performed by this poor quality device. Also, and extremely 
importantly, the phase correction technique allowed the system to retain its shift 
invariance. Correlation without the shift invariant property is not practicable. 
A simpler solution put forward by Mok et a! (1986) was to place the entire 
device within an optical liquid gate assembly, effectively padding out the phase 
inconformities to uniform levels. This has obvious disadvantages but suffices for 
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prototype systems where the inconvenience is outweighed by the need to remove 
such unconformities. 
Homer (1988), however, looked into the effects of introducing phase errors 
into correlator systems in order to see if phase correction was in fact necessary at all 
and tried to define typical tolerances to the different correlation techniques to this 
phase variation. A definition of tolerance was chosen such that for a certain 
distortion k, the output SNR1 decreased to its 3dB points (70.7% of the undistorted 
value). It was found that the classical matched filter configuration tolerated 3.77t of 
distortion whereas the phase-only and binary phase-only filters fared equally well 
with a tolerance of 1.67t. Translating the input image showed graphically the effects 
of such distortions for the classical matched filter correlation which developed two 
large broad sidelobes. This was not observed in the phase-only filters which (as 
described in earlier sections) act as high pass filters. The background noise level 
simply increased in magnitude. 
Summary 
This chapter has introduced the major algorithms utilised in the field of 
optical correlations, indicating the overall performance indicators and problems of 
the individual cases. The binary phase-only filters are the main subject of this work 
and it is perhaps useful to recap on the main features. Primarily, they are simple 
devices but with many possible algorithms with which to program them (as the 
choice of the discriminating angle 4 is unconstrained there are potentially infinite 
such algorithms, the best choice of which will vary from object to object). Problems 
Note the definition of SNR used in this paper is the first one defined above (Farn and Goodman) 
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include noise, which is amplified by the phase binarisation process and the enforced 
symmetry of an object with a Fourier transform consisting of phases of 0 and it 
resulting in false correlations with the rotated object, but in general this is 
outweighed by the excellent performance in correlation systems as they produce 
characteristically sharp correlation peaks. Optimisation techniques have been 
proposed by several workers who have looked into phase correction of the filter, 
altering the binarized phase levels and also stochastic algorithms to achieve the 
desired improvements. 
The field of the following chapter has limited itself to the investigation of 
binary phase-only filters and the matched filter correlator architecture but it can be 
seen that the simulated annealling technique may be extended to arbitrary degrees of 
freedom (incorporating optimisation of multi-level phase-only filters, combined 
amplitude-phase filters or alternative architectures such as the joint transform 
correlator). 
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Chapter 5 
Simulated Annealing in Optical Correlation. 
Introduction 
The field of binary phase only filtering has been described in the previous 
chapter as well as elsewhere (e.g. Homer and Bartelt (1985), Barnes, Matsuda and 
Ooyems (1988) and others). It is clear that where generation of such filters is 
concerned that there is a huge variety of algorithms from which to choose. In 
addition, if the filter device upon which the calculated pattern is placed is poorly 
designed or constructed, then the experimental representation of such an algorithm 
may be very inaccurate, to the general detriment of the correlators performance. It is 
the purpose of this chapter to show that where static algorithms fail to perform well, 
that, in general, a dynamic algorithm such as simulated annealing is preferred. 
A bonus feature of the simulated annealing algorithm is the ability to control 
features in the correlation plane rather than taking the only possible solution that a 
static algorithm can give. It becomes possible to dictate the shape of the peak 
desired, to discriminate against 'certain classes of objects or train a correlator to 
discriminate between very similar objects. Importantly, too, it will take some 
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account of (unknown) defects in the experimental optics which would otherwise 
cause spurious results. This will be illustrated in the following sections. 
In the computer simulations the favoured base computer used was a Sun 
Sparcstation 1000 with four processors. In practice, however, so many simulations 
were simultaneously being executed that as many computers as were available 
(including a Sun Sparc 2 and a Silicon Graphics Power Indigo 2) were used in order 
to maximise simulation throughput. It should be mentioned that no parallel use was 
made of the four processor computer - it was simply used to run four simultaneous 
simulations in order to fully exploit its potential. The number of pixels used on the 
Fourier plane SLM was 642 (= 4096) and the number of calculations made per 
simulation scaled (approximately) as n 2 with n being the number of pixels on a side 
of the SLM. This implies that to increase the pixel resolution to, say, 10242  pixels on 
an SLM would require an increase in the computing expense of the order of 256 - a 
not insignificant factor. 
The results presented in this thesis are generated after of the order of 100,000 
iterations per target-object pair, that number being required for the system to reach a 
satisfactory stable state at 'zero' temperature. By optimising the code as much as 
was possible, optimising the performance of the program executable through 
features incorporated in the Sun fortran compiler and running simultaneous 
simulations on separate computer processors the throughput was maximised. With 
approximately 7 iterations per second, each one consisting of two 4,096 point fast 
Fourier transforms, complex multiplication, subsidiary figure of merit calculations 
and array manipulations, it can be seen that a single simulation for a single figure of 
merit will take about 14000 seconds or 4 hours to complete. For four objects, there 
are sixteen cross-correlations to be performed per chosen figure of merit and it 
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becomes obvious that the computational aspect of this technique becomes non-trivial 
extremely quickly. 
Computer Implementation 
During the annealing process, a randomly generated SLM pattern is altered, 
one pixel at a time. Under certain conditions (e.g. by comparing some (suitably 
chosen) figure of merit with that calculated for the previous iteration) the pixel is 
kept at its new value'. If the relevant conditions are not met, however, the pixel is 
returned to its original value. Another (random) pixel is then chosen and the process 
repeated. A 'temperature' is assigned to each run of the generating program which is 
highly significant. A pixel change is accepted if EITHER the figure of merit is 
improved upon OR with a probability of [1— exp(-4-)] where T is the temperature 
of the anneal (i.e. always accept an improvement and accept deterioration with a 
probability which decreases with decreasing temperature). Note that this differs 
slightly from the description above in that the probability of acceptance of a 
detrimental perturbation is not related to the loss in system energy (AR). Whereas 
the above case considers a large loss in energy as a higher risk than a small loss in 
energy, this does not differentiate the two cases. Any energy loss is as bad as any 
other. Both were used for a period, but no significant differences could be seen in the 
results and in an effort to speed up the computer code, the extraneous calculation of 
AR was omitted. 
By using a schedule of temperatures it is possibly to avoid merely arriving at 
some local maximum figure of merit, but to find the global maximum. An intriguing 
In most implementations, the system energy (cost function, C) is minimised - in most of the 
cases illustrated in this chapter, the system energy is maximised. This is achieved by defining a cost 
function of C and minimising that. This can be seen to be directly equivalent to maximising C 
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effect noted during the course of this research was that in the simple cases (where, 
for example the figure of merit was just the central intensity) the same final iterated 
result could be obtained when omitting the temperature schedule entirely, and 
commencing the simulation with a temperature of 0, thereby vastly reducing the 
computational requirements. On discussing this with other workers (Samus (1994), 
Smith (1995)) it is noted that this is not a unique discovery and that these others 
have also noted this effect. This suggests that the mathematical form of the figure-
of-merit function as a function of the SLM filter pixel values is well behaved and 
without local minima in which to stop the iterative process. This reasoning was not 
pursued further and it should be noted that all of the simulations presented 
conformed to the full temperature schedule. 
In these sets of simulations, a figure of merit was chosen and calculated from 
the cross-correlation of the object of interest and an object whose binarised (phase-
only) Fourier transform was represented in the Fourier plane by the (iteratively 
changing) computer generated SLM pattern on a binary phase-only SLM. The 
results could then be compared with cross-correlations produced using patterns 
generated by the other main methods (Psaltis, Homer and Cottrell algorithms as 
described earlier). 
A schedule of temperatures for the process is shown in Table 5.1. Once the 
zero temperature was reached, the figure of merit was monitored by the computer 
program and the simulated anneal halted once no change in the figure of merit can 
been made for any flipped pixel (at zero temperature any acceptable such change 
must necessarily constitute an improvement in the system energy). 
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Anneal Number Temperature (T) 1 - e_T 
1 1.0 0.6321 
2 0.5 0.3935 
3 0.25 0.2212 
4 0.125 0.1175 
5 0.0625 0.0606 
6 0.03125 0.0308 
7 0.015625 0.0155 
8 0.0078125 0.0078 
T is halved repeatedly until at some predetermined value it is set to zero. 
n 1 0.0 1  0.0000 
Table 5.1. Simulated annealling temperature schedule 
Comparison with Other Algorithms 
Several representative objects were chosen and these appear in figure 5.1 
overleaf. The criteria involved in choosing the set of objects were as follows: four 
letters were chosen (A, R, 0 and N) to represent regular objects with no degrees of 
symmetry (R), one degree of symmetry (A), one degree of rotational symmetry (N) 
and circular symmetry (0). These objects were rendered on a 64x64 pixel grid and 
each comprised 1501 ON pixels and the remaining 2595 (642  —1501) pixels OFF in 
order to normalise the energies in the simulated optical systems and allow direct 
comparisons between the letter objects. 
In the following sections, the description 'object' refers to the pattern placed 
in the input (object) plane of the correlator whereas the term 'target' refers to the 
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Figure 5.1. Input objects A, N, 0 and R 
Tailoring the Correlator Output 
By its nature this is an inherently adaptive algorithm - its advantage over 
other algorithms is precisely the fact that it is not static. By a suitable choice of the 
Figure of Merit (or cost function), it is possible to tailor the correlator output 
according to the application in question. In the majority of papers concerning optical 
correlation, the aim is to obtain as output a large intense peak - for theoretical 
demonstrations this may be adequate, but the practicalities are often quite different. 
For example, when the pixel dimensions of a detector are small a very sharp peak (of 
possibly lower intensity) is preferential to one which covers several of the detector's 
pixels or alternatively, a peak which is broader but may contain a larger proportion 
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of energy in the correlation plane may be more suitable depending on the detector 
sensitivity. 
An alternative scenario is that of discerning one of several similar targets 
where a conventional correlator will detect similar targets with a similar peak (Kim 
and Guest (1990)) which implies a third case in which an object is specifically being 
discriminated against by the system (an anti-correlator). 
Sample (Illustrative) Simulation Output 
Figures 5.2 to 5.5 illustrate some typical aspects of the simulated annealling 
process. In this case, the cost function was simply chosen to be the central peak 
intensity2 and the object used was the figure 0 illustrated above (figure 5.1). This 
figure-of-merit is understood to be a crude measurement of the correlation efficiency 
and it is informative to examine it as an example. Figure 5.2 is a graph of Iteration 
number versus Figure-of-Merit and is shown for the temperature being set at a value 
defined by the temperature schedule until some equilibrium is reached (the system 
energy reaches some maximum for this temperature), then geometrically changed 
(halved) and the iteration to equilibrium repeated as described earlier. The 
temperature changes stand out as regions of the graph where the gradient is higher 
than in the preceding region, as would be expected, and these are highlighted at the 
points marked by a short horizontal line on the graph. In this case, the figure of merit 
is being maximised - it is a simple extension to the algorithm to minimise a 
particular figure of merit. 
2The central peak intensity is the maximum point intensity in the correlation plane 
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Figure of Merit (Arb. Units) 
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Number of Iterations 
Figure 5.2. Graph indicating the progress of the figure of merit function 
with respect to the iteration number. 
As can clearly be seen, the overall form of the iteration and the convergence 
of the graph proceeds through a series of characteristic steps. The approach to an 
overall maximum is asymptotic and the final temperature of the schedule (0) is 
maintained until each pixel has been flipped at least once and the system tested for 
potential improvement at each flip'. Once no further improvement is possible by any 
pixel being flipped, then the iteration is considered to be complete, the program halts 
and the results may be analysed. 
Output correlations checkpointed at times during the iteration are shown in 
Figure 5.3 to 5.5 
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Figure 5.3. Initial state of system; (a) random binary SLM pattern (target pattern for letter 0) 
(b) Output correlation plane (normalised central peak intensity=l.0) 
Figure 5.4. Intermediate state of system; (a) random binary SLM pattern (target pattern for letter 0) 
(b) Output correlation plane (normalised central peak intensity=53 (relative to Fig 5.3)) 
Figure 5.5. Final state of system; (a) random binary SLM pattern (target pattern for letter 0) 
(b) Output correlation plane (normalised central peak intensity= l 130 (relative to Fig 5.3.)) 
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Figure 5.3(a) illustrates the initial state of the filter SLM in the Fourier plane 
of the simulated correlator and Figure 5.3(b) shows the resultant correlation plane. 
Figures 5.4(a) and 5.4(b) show the same planes respectively but at a midpoint of the 
iteration procedure - the central peak is now dominant in Figure 5.4(b), and the 
binary SLM pattern shows signs of losing the initial random scheme of pixel states. 
In this case, the checkpoint was taken at the second temperature change indicated in 
figure 5.2 (after approximately 12000 iterations). 
The final Figures (5.5(a) and 5.5(b)) show the final state of the SLM and 
corelation planes as the anneal terminates. The peak is extremely sharp and 
dominant as is expected with a binary phase-only matched filtering system and the 
SNR is obviously vastly improved from the previous figures. The SLM has also 
converged to a distinctive pattern corresponding to the optimal binarised Fourier 
transform for this particular object and chosen figure of merit. 
Attention should be brought to the figure descriptions: the intensity scale in 
the first two figures (5.3 and 5.4) has been exaggerated in order to bring up the 
details in the output plane. The peak correlation intensities noted for figures 5.3 to 
5.5 are calculated relative to the peak intensity of the worst case (the random scheme 
of Figure 5.3). The annealling process has improved the peak correlation intensity by 
a factor of over 1000 and produced a sharp central correlation peak as desired. 
Note that in this case, only a single pixel is examined in order to calculate the 
figure of merit and here, it is the central pixel. By choosing to maximise the 
intensity at another pixel, it is possible to iterate to a non-central correlation peak. 
M. 
Chapter Five: Simulated Annealing in Optical Correlation 
Choice of Figure of Merit 
Of primary importance in the simulated annealing scenario is the choice of 
which output plane characteristic to optimise. One of the characteristics of this type 
of algorithm is that the optimised figure may be completely arbitrary and it is 
dependent on the system requirements as to what to choose. A number of different 
figures of merit were chosen in this series of experiments and these varied from 
simple central correlation plane intensity to more complex ratios of the correlation 
plane energy distributions. These, and computer generated results, are tabulated and 
illustrated below. Direct comparisons were drawn between the performances of the 
static algorithms and the simulated annealling algorithm for the primary case 
(maximum correlation peak intensity) in order to ascertain some measure of the 
effectiveness of the algorithm. 
Simulations 
A basic measure of the ability of a correlation algorithm is the peak output 
correlation intensity, and it is useful to examine the relative performances of the 
static and simulated annealing algorithms with this simplest case. The figure of merit 
in the computer program is simply the maximum point intensity in the output plane 
of the correlator. For the case of the autocorrelation of the letter 0 the results have 
already been presented graphically in figures 5.2 to 5.5 but for clarity, the numerical 
results are tabulated in table 5.2 below: 
Autocorrelations of the four object letters were calculated using the main 
methods described and the figure of merit calculated after each calculation. The 
results tabulated are relative to a figure of merit calculated when using a binary 
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phase only filter for that particular correlation. For information, the performance of 
the phase-only (not binarised) correlator is included, with correlation peak again 
calculated relative to the best performing binary algorithm. Thisphase only filter 
was calculated by taking the Fourier transform of the object, setting its amplitude to 
1 but keeping all of the phase information as opposed to binarising it. Theoretically, 
by keeping more information about the object, this should provide the highest peak 
intensities in the autocorrelation plane relative to the binarising algorithms. 
RGR O®O N®N A$A 
Phase Only 2.26 1.00 1.00 2.29 
Cottrell 0.94 1.00 1.00 0.91 
Psaltis 1.00 1.00 1.00 1.00 
Homer 0.79 0.55 0.30 0.89 
Sim. Anneal 0.98 0.97 0.97 0.98 
Table 5.2: Relative comparisons of autocorrelations of the letters R, 0, N and A. 
(X®Y in the upper row of the table indicates cross-correlation between IX and 'Y'). 
Accuracy of results calculated to ±0.005. 
The results show that the Horner-Bartelt algorithm suffers in this comparison 
(as expected when considering the arguments presented against it in Chapter 4) with 
the Psaltis algorithm slightly shading the Cottrell algorithm and that the simulated 
annealling algorithm fares consistently almost as well as the other two main binary 
phase-only algorithms. The fact that it does not equal or outperform them in all cases 
may be accounted for by two factors. Firstly, the annealling temperature schedule 
may not be quite "slow' enough i.e. at the final stages of the iteration, the system 
falls into a slight energy minimum out of which it cannot leap. Secondly, the other 
phase-only algorithms are expected to perform extremely well anyway and 
especially in the case of the letters N and 0 where the symmetry of the object 
Chapter Five: Simulated Annealing in Optical Correlation 
dictates that the Fourier transform will be EXACTLY represented by a Psaltis or 
Cottrell based filter so these are guaranteed to be optimal in the binary phase-only 
regime anyway under these (idealised) conditions. 
Cross-correlations, too, are interesting to compare as these emphasize the 
ability of a correlator system to differentiate between classes of object. Tables 5.3, 
5.4 and 5.5 show how the Cottrell, Psaltis and Homer algorithms respectively fare 
(again using the four standard letters as objects and targets). In these cases, the peak 
intensity of the cross-correlations are calculated relative to the peak auto-correlation 
intensity. A low value for the cross-correlation is obviously preferred. 
Target letter 
Object letter  
R 0 N A 
R 1.00 0.07 0.17 0.30 
0 0.02 1.00 0.04 0.02 
N 0.09 0.04 1.00 0.03 
A 0.05 0.13 0.07 1.00 
Table 5.3. Cottrell algorithm performing cross-correlations 
Target letter 
Object letter  
R 0 N A 
R 1.00 0.07 0.16 0.05 
0 0.03 1.00 0.04 0.03 
N 0.19 0.04 1.00 0.03 
A 0.06 0.11 0.06 1.00 
Table 5.4. Psaltis algorithm performing cross-correlations 
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Target letter 
Object letter  
R ,O N A 
R 1.00 0.07 0.04 0.07 
0 0.03 1.00 0.04 0.05 
N 0.11 0.10 1.00 0.08 
A 0.06 0.07 0.05 1.00 
Table 5.5. Homer algorithm performing cross-correlations 
Table 5.6 repeats the above using the phase-only (not binarised) filter 
algorithm described earlier in this chapter. 
Target letter 
Object letter  
R 0 N A 
R 1.00 0.03 0.07 0.02 
0 0.04 1.00 0.04 0.05 
N 0.12 0.04 1.00 0.04 
A 0.04 0.05 0.03 1.00 
Table 5.6. Phase only (not binary) algorithm performing cross-correlations 
A point to which attention should be drawn is that X correlated with Y is not 
necessarily the same as Y correlated with X (for X, Y any input objects and 
correlation involving the binarized Fourier transform of the target object). This is 
due to the differing symmetries of the target objects which implies a less accurate 
representation of the target Fourier transform as a filter in the Fourier plane of the 
correlator. The cross-correlation of X and Y in these simulations is not the actual 
cross-correlation but the binary phase only cross-correlation. Thus, with X the object 
and Y the target, the cross-correlation is actually X. B  with Y being the 
representation of the target Y with a binary phase only pixellated Fourier transform 
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(i.e. the filter function). Similarly, with Y the object and X the target the cross-
correlation calculated is Y.XB . 
It is now less easy to determine which binarising algorithm performs best 
when considering the new quality figure for the system. Although the Homer-Bartelt 
algorithm does not produce as high a peak in the output plane, its discriminatory 
power is at least as good. Each binarising algorithm has a weak point - Cottrell fares 
badly (ratio of cross-correlation to auto-correlation greater than 0.10) with R.N and 
R.A and A.O, Psaltis with R.N, N.R and A.O and Homer with N.R and N.O 
A more customised figure of merit was chosen to be the ratio of the central 
peak energy to the sum of the energies of the surrounding pixels (i.e. the intensity in 
the centre of the correlation plane divided by the sum of the intensities of those 
pixels which form a square centred on that central pixel). This is expected to result 
in a non-infinite expression with a maximum value of 1 (when the central peak 
contained all of the energy in the central defined square) but this, as stated, does not 
satisfactorily define the desired effect as an extremely large figure of merit may 
occur with only a small central peak and in fact the expression does become infinite 
with a zero intensity central region. To counter this behaviour, the importance of a 
high central peak was emphasised by squaring the central peak intensity. This was 
expected to optimise the filter to produce a more isolated high intensity peak with a 
low intensity depletion zone surrounding it. This was seen to be potentially useful 
when utilising an array of smart photodetectors (or a smart SLM (Johnson, 
McKnight and Underwood (1993))) to detect the correlation peak output. In those 
cases some equation relating the intensities of groups of pixels rather than solitary 
pixels might be realised electronically or even optically. 
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Figure 5.6. Correlation plane for 'depletion zone' filter. Autocorrelation of the letter R. 
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Figure 5.7. Cross section of figure 6 emphasising the salient features of the 
correlation plane (letter R). 
Chapter Five: Simulated Annealing in Optical Correlation 
Taking the object R as a sample (i.e. the binary filter generated selects for an 
R) a simulated anneal was performed and figure 5.6 illustrates a typical output plane. 
The central, sharp peak is obvious as is the surrounding low level plateau. Figure 5.7 
shows a graph of the diagonal cross section of the correlation plane through the 
central pixel, again emphasising the sharp peak and flat surroundings. 
The depletion zone is not in fact zero intensity although the graph may 
suggest that: the pixel energy levels within that zone are approximately one 
thousandth that of the central intensity and simply do not show up on this scale. 
Figure 5.8(a) shows the state of the SLM after the annealling process and figure 
5.8(b) the Fourier transform of such a filter. Figure 5.8(c) indicates the generated 
pattern optimising for central peak intensity and 5.8(d) the Fourier transform of 
5.8(c). The 'depletion zone' filter corresponds to a similar but more diffuse object 
than the standard case, and it is this diffuse nature which produces the characteristic 
form of the output plane. 
It is perhaps interesting to compare these results with those obtained by 
Heddle (1993) for the case where a SLM with randomly placed (within certain 
strictures) pixels was used to suppress the nth order replications in the power 
spectrum of the SLM. The SLM pattern generated through simulated annealling has 
attained a characteristic 'randomness' when compared with the patterns generated for 
simpler figures of merit. 
Noise must obviously have an effect here. Without further simulation it is 
difficult to estimate the extent to which the effects of noise would be annulled by 
such an algorithm but it is expected that noise (where we are talking about static 
rather than dynamic noise i.e. a noise field which is constant in time and space) on 
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Chapter Five: Simulated Annealing in Optical Correlation 
This fairly artificial figure of merit is tabulated below for auto-correlations 
using the Psaltis, Cottrell, Homer and Simulated Annealing algorithms (Table 5.7). 
Again, the static algorithms perform as well as each other and, in this case, to 
approximately the same level as the phase only algorithm. However, it is very 
obvious that the simulated annealing algorithm has trained' the filter to optimise the 
chosen figure of merit and far outstrips the competition. This is emphasised in the 
following tables which repeat the format of Tables 5.3 to 5.6 earlier in this chapter in 
displaying cross-correlation values of the chosen figure of merit. 
Target letter 
Object letter  
R.R 
- 
0.0 N.N A.A 
Phase Only 0.366 0.305 0.206 0.212 
Cottrell 0.300 0.305 0.206 0.202 
Psaltis 0.295 0.305 0.206 0.199 
Homer 0.350 0.269 0.102 0.107 
Sim. Anneal 1.000 1.000 1.000 1.000 
Table 5.7. Auto-correlation values using depletion zone' figure of merit 
Table 5.8 uses the simulated annealling algorithm and at once suggests that 
this figure of merit has improved the inter letter discrimination one hundredfold. 
Target letter 
Object letter  
P. 0 N A 
R 1.0000 0.0001 0.0009 0.0003 
0 0.0006 1.0000 0.0007 0.0002 
N 0.0008 0.0001 1.0000 0.0007 
A 0.0001 0.0001 0.0008 1.0000 
Table 5.8. 'Depletion zone' SLM cross-correlation values using simulated annealling algorithm 
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Table 5.9 repeats the calculations for the Homer static algorithm which 
performed the best of the three tested and also implies an improved discrimination in 
all cases. 
Target letter 
Object letter  
R 0 N A 
R 1.000 0.027 0.024 0.002 
0 0.032 1.000 0.003 0.011 
N 0.027 0.023 1.000 0.0001 
A 0.008 0.004 0.041 1.000 
Table 5.9. 'Depletion zone' figure of merit for Homer algorithm. 
Whilst it is not suggested by any means that this is the ultimate 
discriminating algorithm (there is an infinity of variations possible), it is suggested 
that utilising such a customised merit figure may have uses in the improvement of 
correlator performance for specific applications and that such an iterative technique 
is the only way of generating such filters. The filters generated through simulated 
annealling perform approximately with a factor of 10 improvement in this 
discrimination factor. 
A second application of the dynamic phase filter pattern generation is that of 
creating an 'anti-correlation' figure of merit. Kim and Guest (1990) with which to 
test simultaneously for a single object (or family of similar objects) whilst 
discriminating against another type of object (or family of similar objects). Similar 
simulations were performed using peak correlation intensity as the 'pro figure and 
the inverse of the standard deviation of the energy distribution in the correlation 
plane for the 'con figure. These results are not presented here as sufficient material 
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exists in the references to illustrate the point and as such this idea was not pursued 
beyond a feasibility simulation. 
It was then decided to investigate further this customisation' of the 
correlation peak - after having successfully illustrated the sharpening effect on the 
peak of the previous figures a merit figure was devised to maximise the energy 
confined in the correlation peak: this was taken to be the ratio of the energy in the 
central spot (here arbitrarily chosen to be a circle of diameter six SLM pixels 
positioned at the centre of the Fourier plane) to the energy in the plane outside this 
spot. This is expected to reduce the central peak intensity but raise the energy 
concentrated in the central pixels - particularly useful in practical applications once 
photodetectors are being used and energy concentrations require to be improved. 
A sample correlation peak is displayed in figure 5.9 below. 
Figure 5.9. 'Sharp' peak autocorrelation of the letter R compared with 'Broad peak' autocorrelation 
(generated by simulated annealing) 
In this case, the energy included in the central spot of the correlation peak of 
the broad peak relative to the energy outside has increased from 12% to over 14.5%. 
The change in the shape of the correlation peak is marked - no longer is there a 
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single sham maximum, but instead the central energy has been smeared over the 
central area into a plateau. The central peak intensity has reduced by a factor of 2.3 
yet the energy in the peak has increased. 
Effects of phase errors in input and Fourier planes 
As a method of examining the capability of such an algorithm successfully to 
anneal out optical imperfections from a correlation system, several scenarios were 
explored. Phase wedges were superimposed on either the input (object) plane or the 
filter (Fourier) plane. This simulates an object or filtering SLM with imperfections 
caused by manufacturing or inherent limitations (such as the LCTV devices 
described in Chapter Two). 
Two such wedge forms were calculated and these are illustrated in figures 
5.10 and 5.11. The lowest point in these figures coresponds to 0 phase distortion. 
Figure 5.10. Simple linear wedge phase distortion. Maximum distortion it radians. 
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Figure 5.11. Quadratic wedge phase distortion. Maximum distortion it radians. 
Figure 5.10 shows a simple wedge with the phase addition in the plane rising 
from 0 at the left hand end to nit at the right hand end. The value of n can be 
arbitrarily controlled through the program interface and here is given the value 1. 
When the Fourier transform of a uniformly illuminated object with this phase 
form is taken, the phase spectrum in the Fourier plane is predominantly 0, but the 
single point output obtained by Fourier transforming a uniform amplitude object is 
shifted by one pixel per it radians maximum distortion wedge. As the phase of the 
Fourier transform of an object varies rapidly over the plane it may be seen that 
shifting one transform relative to another by even one pixel in the Fourier plane 
where the complex filtering takes place will cause unpredictable effects in the 
correlation plane due to the positional mismatch. In addition, such a wedge in the 
Fourier plane will shift the correlation peak in the output plane. 
Figure 5.11 shows a second such wedge again with a maximum distortion of 
nit (here, n=1). In this case the phase variation is more complex, being a quadratic 
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rather than a linear variation. The projection over the 3-d graph indicates the phase 
contours and the exact form of the slope which was chosen to simulate experimental 
measurements of a LCTV as published by Homer (1988) and as such, this is a useful 
distortion to apply, being exactly of the form of measured phase variations. As the 
phase varies rapidly over the Fourier plane, it is obvious that the effects of applying 
such a distortion is particularly significant. 
A third form of phase error encountered in this field is that which occurs 
when the device used in the study is not a pure binary amplitude or phase modulator, 
but some combination of the two. A potential situation where this may be useful is 
one in which a binary phase-only SLM does not binarise to (cos(lt),sin(t)) and 
(cos(0),sin(0)) but to a more general phase (cos(a),sin(a)) and (cos(0),sin(0)) where a 
may vary between 0 and 2m radians. Similarly, an amplitude only SLM may have an 
additive phase factor. 
It is now necessary to examine how the various algorithms fare on 
application of such phase distortions in either the object plane or the Fourier plane. 
Phase Distortion in the Object Plane 
Taking the case of the simple linear wedge (Fig 5.10) and superimposing this 
form onto the object, it is evident that for an 'auto-correlation, the target is no longer 
the same as the object and the 'auto-correlation' is in fact a cross-correlation of two 
functions whose amplitudes are identical but whose phase components are not. This 
has the effect of mismatching the Fourier plane filter with respect to the Fourier 
transform with which it is intended to match. 
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Figure 5.12 is a graph of correlation peak intensity versus n (nit is the 
maximum phase distortion applied, as defined previously) where object and target 
are both taken as the letter R, 0, N and finally A. It should be noted here that the 
number calculated is the maximum peak ANYWHERE in the correlation plane and 
not necessarily in the centre of the plane as would normally be expected. 
The form of the four lines indicates a fairly rapid drop off in central peak 
intensity with a minimum at around n=1.75, rising to a secondary maximum and 
falling again at approximately n=3.75. The peak intensity then drops off towards a 
general background noise level at higher values of n (n > 6). 






0 1 2 3 4 5 6 7 8 
Maximum distortion (factor of pi) 
Figure 5.12. Autocorrelation peak intensity in the output plane versus maximum phase distortion (n) 
in the input plane (letters R, 0, N and A). 
Very similar results are obtained for all four letters. It should be noted that 
the fall off is very similar (independent of the level of symmetry of the input object) 
and is primarily a function of the amount of the phase distortion (and hence of the 
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level of mismatch of the filter in the Fourier plane) rather than of the object itself. In 
each case, the peak correlation plane intensity drops from its maximum at n=O to a 
minimum at around n=1.75 with a second maximum occuring at around n=2.5. 
It is also educational to examine what happens to the cross-correlation 
intensities for a varying wedge distortion in the input plane. A correlator is primarily 
a discriminatory device and must therefore perform well as a cross-correlator as well 
as an auto-correlator. To this end, Figure 5.13 was plotted corresponding to the same 
experiment performed for different target and object letters (here the target, for 
which the filter was calculated, was the letter R). 
Figure of Merit (Arb Units) 
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Figure 5.13. Central peak intensity in the output plane versus maximum phase distortion (n) in the 
input plane (letter R, cross-correlations, linear wedge in the input plane). 
From this graph, it can be seen that beyond n=4 the device is essentially 
useless for the static algorithm. The cross-correlations are affected strongly by the 
addition of a phase wedge to the input plane and from these results it is possible to 
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generate a third set of graphs of the ratio between the autocorrelation peak intensity 
and the cross-correlation peak intensity as a function of the maximum phase 
distortion introduced (Figure 5.14). This may be taken as a measure of how the 
faulty correlator actually performs in a discriminatory scenario. 
Ratio of cross-correlation 
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Figure 5.14. Ratio of autocorrelation peak intensity and cross-correlation peak intensityversus 
maximum phase distortion (n) in the input plane (letter R). 
For points where the cross-correlation graphs cross the R.RIR.R line the 
correlator cannot discriminate between the letters offered as objects and the target. 
Now, obtaining the final figure of merit for simulated annealling runs auto-
correlating the various letters and using different phase distortions in the object 
plane results in the graphs of figures 5.15 to 5.18. For comparison, the equivalent 
autocorrelation results using the Psaltis algorithm are presented alongside. In all four 
graphs the simulated annealing algorithm has forced the final correlation peak to be 
both centralised and also at an equivalent level to that of the zero distortion case. 
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This is really as should be expected - the algorithm simply produces a binary phase 
only filter for the modified input object and this results in a true autocorrelation 
rather than the pseudo autocorrelation generated using static algorithms. 
It is noted that there is a distinct periodic nature to the results produced from 
the simulated annealling algorithm in these figures. While the interactions within 
this process are complex, it is expected that this is a function of the pixellation of the 
correlation plane where, if the correlation peak is shifted slightly from a single pixel, 
the same intensity may be 'shared' over two or more pixels, thereby artificially 
seeming to flatten the correlation peak by some proportion. There is, perhaps a need 
for further investigation into this effect to determine whether it-is infact an artifact of 
the computer simulation. 
Figure of Merit (Arb Units) 
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Figure 5.15. Performance of simulated annealling algorithm over Psaltis algorithm (R.R) 
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Figure 5.16. Performance of simulated annealling algorithm over Psaltis algorithm (0.0) 
Figure of Merit (Arb Units) 
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Figure 5.17. Performance of simulated annealliug algorithm over Psaltis algorithm (MN) 
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A.A Simulated Anneal 
AAPsaltia 
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Figure 5.18. Performance of simulated annealling algorithm over Psaltis algorithm (A.A) 
As sample output from these distorted systems, Figures 5.19 and 5.20 
respectively show the simulated annealling output plane and the Psaltis output plane• 
for a maximum distortion of n=4. 
There are striking differences between the two figures: the simulated 
annealling algorithm has produced a sharp well-defined correlation peak whereas the 
static algorithm has degenerated into noise only, as the Fourier plane filter is 
completely mismatched to the input object Fourier plane phase spectrum due to the 
superimposed distortion.. 
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Figure 5.19 Autocorrelation of letter R with n=4 distortion in the input plane (simulated annealling). 
Figure 5.20 Autocorrelation of letter R with n=4 distortion in the input plane (Psaltis 
Repeating the above simulations with the linear wedge replaced by the 
quadratic, also generates interesting graphs: Figure 5.21 shows the effect of 
increasing n on the auto-correlation peak intensity (all letters), Figure 5.22 the effect 
on the cross correlations (R as target) and Figure 5.23 the ratio of the autocorrelation 
peak intensity to the cross-correlation intensity for the given objects (again using the 
R as the target and cross-correlating with the 0, N and A). The results hold for the 
remaining targets also. A representative graph comparing the Psaltis static algorithm 
with the simulated annealling algorithm is presented as Figure 5.24 and shows once 
more how an adaptive technique surpasses the static form. The corresponding graphs 
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for the 0, N and A are not presented: although results are available, this case is 
representative of the rest. 
Figure of Merit (Arb Units) 
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Figure 5.21. Central peak intensity in the output plane versus maximum phase distortion (n) in the 
input plane (letters R, 0, N and A, auto-correlations, quadratic wedge). 
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Figure 5.22. Cross-correlation central peak intensity in the output plane versus maximum phase 
distortion in the input plane (letter R, quadratic wedge). 
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Figure 5.23. Ratio of cross-correlation peak intensity to auto-correlation peak intensity versus 
maximum phase distortion (n) in the input plane (letter R, quadratic wedge). 
Figure of Merit (Arb Units) 
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Figure 5.24. Comparison of autocorrelation performance of Psaltis and simulated annealling 
algorithms versus maximum phase distortion (n) in the input plane (letter R, quadratic wedge). 
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Phase distortions in the Fourier plane. 
Simulations were carried out on the same objects but this time imposing the 
linear or quadratic phase wedges onto the Fourier plane filter. The binary filter acts, 
therefore, not as binary device but a (very) complex filter although still with uniform 
transmission. Sample graphs are shown in the following figures for the case of a 
linear phase wedge in the Fourier plane (Figure 5.25 - autocorrelation of data letters 
using Psaltis algorithm, Figure 5.26 - cross-correlation of the four letters with the 
filter corresponding to the letter R, Figure 5.27 displaying the ratios of cross-
correlation to auto-correlation and Figure 5.28 comparing Psaltis performance to that 
of the simulated annealling algorithm). Figures for the quadratic phase distortion 
case are presented as 5.29 to 5.32 and these correspond to the same objects. 
(respectively) as for figures 5.25 to 5.28. 
Again, a periodic structure is noted. This time, as the physical effect is more 
predictable ( a phase wedge in the Fourier plane producing a shift in the position of 
the output peak) it is more justifiable to assume that the correlation peak is being 
shared over two pixels. Additional evidence is clear in the 21r period which 
corresponds to a full pixel shift in the output plane. This is not an artificial effect - 
for a rigid detector it is expected that this effect will be observed on real optical 
systems as the correlation peak gradually shifts position. 
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Figure of Merit (Arb Units) 
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Figure 5.25. Linear phase wedge in Fourier plane. Autocorrelations using Psaltis algorithm 
Figure of Merit (Arb Units) 
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Figure 5.26. Linear phase wedge in Fourier plane. Cross-correlations using Psaltis algorithm. 
Letter R as target. 
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Ratio of cross-correlation 
to auto-correlation peak 
 
a 
0 1 2 3 4 5 6 7 8 
 
Maximum distortion (factor of pi) 
Figure 5.27. Linear phase wedge in Fourier plane. Ratios of auto-cot-relation to cross-correlations. 
Letter R as target. 
Figure of Merit (Arb Units) 
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Figure 5.28. Linear phase wedge in Fourier plane. Autocorrelations of R comparing Psaltis 
algorithm with simulated annealling algorithm. 
112 





Chapter Five: Simulated Annealing in Optical Correlation 





0 1 2 3 4 5 6 7 8 
Maximum distortion (factor of pi) 
Figure 5.29. Quadratic phase wedge in Fourier plane. Autocorrelations using Psaltis algorithm 
- 0.R 
- - - N.R 
A.R 
I 
0 1 2 3 4 5 6 7 8 
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Figure 5.30. Quadratic phase wedge in Fourier plane. Cross-correlations using Psaltis algorithm. 
Letter R as target. 
113 
Ratio of cross-correlation 










0 1 2 3 4 5 6 7 8 
Maximum distortion (factor of pi) 
Figure 5.31. Quadratic phase wedge in Fourier plane. Ratios of cross-correlations to auto-correlation 
using Psaltis algorithm. Letter R as target. 
Figure of Merit (Arb Units) 
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Figure 5.32. Quadratic phase wedge in Fourier plane. Autocorrelations of R comparing Psaltis 
algorithm with simulated annealling algorithm. 
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Interesting points to note from the linear phase distortions are the periodic 
pattern. This is due to the fact that a phase wedge in this plane corresponds to a shift 
in the energy distribution in the output plane. The dip in peak corelation energy is 
therefore at point where the peak has been shifted until it is 'shared' between two 
pixels in the output plane. As can be noted, a maximum phase distortion of 27t 
denotes a shift of a whole pixel in the output plane although the intensity of the peak 
remains high. The simulated annealling filter calculated for each phase distortion 
case again is shown to force the peak to be central and the figure used to create the 
graph in Figures 5.28 and 5.32 is the central (spot) peak intensity for the simulated 
annealing case. 
For the quadratic phase wedge, the form of the graphs (Figures 5.29, 5.30) 
again appears to be periodic but is obviously much more complex than for the 
simple linear wedge. The peak again is shifted although not by such a simple 
relationship and the overall peak intensity reduces with higher distortions. Figure 
5.34 shows that the annealling algorithm has once more removed most of the effects 
of the phase distortion, emphasizing its versatiliy in the phase of such optical 
imperfections and variations. 
For the final case, the Fourier filter was taken as a binary phase filter 
binarising to •=alr or 0 where a is real (standard binarising technique is therefore 
realised for a=l). This is therefore a uniform amplitude filter which is complex 
rather than entirely real. The graph in figure 5.33 below illustrates the effect of such 
a distortion, again using the Psaltis algorithm and the letter R as compared with the 
equivalent simulated annealling simulations. As can be seen, there is no appreciable 
difference in the performance of these algorithms under these conditions. Indeed, on 
comparison of the output SLM patterns generated through the annealling process it 
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could be. seen that they were all extremely similar (i.e. this distortion had no solution 
through reprogramming the filter) and in fact only small improvements are 
detectable at the a=l .75, a=0.25 levels and none at all in between. It may therefore 
be concluded that (within the resolution limits of the series of simulations)the 
optimal binary phase-only filter MUST have a phase depth of it radians (i.e. on and 
off states of -1 and 1 respectively). 
Figure of Merit (Arb Units) 
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Figure 5.33. Autocorrelation of letter R with Fourier plane filter and additive phase factor. 
Discussion and conclusions 
It has been shown that the stochastic algorithm has far more flexibility as a 
generator of Fourier plane filters than the standard static forms. It is possible to 
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perform quite complex shaping of the energy distributions in the correlation plane 
and thereby improve the discriminatory powers of the pattern recognition device. 
In addition, phase distortions of the types likely to be encountered in 
experimental work (both wedge and quadratic forms) have been forced on both 
object and Fourier planes, with the simulated annealling algorithm producing 
consistent central sharp peaks while the static algorithms have degenerated into mere 
noise or, in the case of the linear phase distortion in the Fourier plane, a shifted 
correlation peak (thereby giving misleading information as to the relative positions 
of the target filter and the object). The one case where no noticeable improvement is 
to be made is that of a constant phase addition to a single state of the SLM pixels. In 
this case, the generated pattern on the SLM remains essentially constant throughout. 
Calculations showed the difference between filters calculated for varying phase 
additions to be less than one percent different pixels. 
A functioning electro-optical implementation of this architecture could not 
be manufactured using available materials within the proscribed period of this thesis 
for reasons described earlier but a putative design of such a correlator is illustrated in 
figure 5.34 below. 
Essentially, the device is based on the classic matched filter correlator. The 
filter SLM (here a transmissive device) filters the Fourier plane with a 
programmable binary pattern and driven by suitable drive circuitry. The output 
(correlation) plane is coincident with an array of photodetectors whose orientation, 
position and geometry may be tailored according to the application of the correlator 
and whose output is processed by the output electronics. This corresponds to the 
ability in the computer simulation of choosing a particular set of pixels and 
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performing some calculation on the outputs of those pixels. The figure of merit is 
calculated and passed back to the SLM drive circuitry whereon a simple second 
calculation is made, comparing that value to the one calculated at the previous 
iteration whereupon a (randomly chosen) SLM pixel may be flipped or not 
according to improvements made or the 'temperature' of the anneal. 
This type of arrangement is perfectly realisable with current microprocessor 
and SLM technology and with a device whose pixels may be addressed individually, 
the frame rate (and therefore iteration rate) may be extremely fast. Taking a frame 
rate (where only a single pixel is altered) of 10 kHz we may assume (using the SLM 
as the only limiting factor) that a typical iteration schedule for a 64x64 pixel array 
may be conducted in 4096 x 0.0001 or about half a second. This is clearly unrealistic 
- the limiting factor in any such device is likely to be the external thresholding and 
computational electronics but still this compares favourably with several hours to 
perform the same iteration on a computer workstation. 
Input Plane Fourier Plane Output Plane 




SLM Drive Circuitry I I Photodetector output circuitry 
Feedback 
Figure 5.34 Putative electro-optical simulated annealling correlator. 
118 
Chapter Six - Conclusions and Future Work 
Chapter 6 
Conclusions and Future Work 
Introduction 
The contents and results presented in this thesis are summarised and 
presented in terms of the potential for future research. Although it would have been 
preferable for the sake of completeness to have presented relevant optical results 
alongside the theoretical results of computer simulations, it is felt that, in the light of 
many recent papers, that the conclusions made are no less valid. Many researchers 
have consistently proved that such simulations agree extremely well with subsequent 
optical implementations, even when using low space-bandwidth optical filters (e.g. 
Potter, (1990)), and so these results may be taken in the same context as those 
double checked through optical means. 
The SLM devices studied were potentially of good enough quality and 
resolution to demonstrate the effects discussed in this thesis but the design faults in 
both the 128 by 128 SLM and an inability to locate a working 50 by 50 device 
together with the unfortunate timing of the SERC removal of base funding for the 
Edinburgh University microfabrication facility forced the abandonment of the 
practical thrust of this work. A putative architecture for the realization of the 
119 
Chapter Six - Conclusions and Future Work 
concepts in this work was presented for future investigations, emphasising the 
exploitation of the near instantaneous computational powers of an optical system 
when conducting Fourier transforms (and hence correlations) of two-dimensional 
objects. The advantages of such an optical arrangement over computer techniques 
are immense as regards the iteration times and such devices are practical with 
current technologies. 
All Optical Correlation 
The number of groups researching optical correlation techniques is 
continually growing. This is one application which quite clearly both outperforms 
electronic implementations and also fully exploits the major capabilities of optical 
calculation through the instantaneous Fourier transforming property of a lens. Much 
of the research has been into static algorithms which have been shown to cater for 
specific classes of objects but these do not allow for flexible interpretation of the 
system by some "learning" algorithm. 
Of these novel algorithms, one in particular stands out in terms of ease of use 
and its potential for an all optical implementation and that is the simulated annealing 
algorithm. It has been shown that this caters very favourably in simple optimisation 
cases with the existing algorithms but also that, through its flexibility it may be used 
for very complex tailoring of the correlation plane if that is what is required. 
Some of the problems involved in research in this field are due to problems 
in obtaining high class filter devices to place in optical systems. The high quality 
devices are expensive, and the low cost end of the market produces optical 
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modulators with poor contrast and additive phase distortions, reducing the efficiency 
of the correlator and affecting the potential experimental results. 
Simulated Annealing 
Many examples have been generated and simulated through computer 
programs. In all cases, the algorithm functions as well as or better than, the 
contending algorithms, consistently producing high quality output and high object 
differentiation and no case has been found where the algorithm does not perform as 
expected. 
The algorithm may be extended arbitrarily to more degrees of freedom (for 
instance the optimisation of ternary or quaternary level filters is a real application) 
and will automatically cater for all pixel shapes and sizes - indeed, those filters with 
complex pixel functions may have been underperforming through a lack of such a 
suitable optimising method. 
Some examples of the tailoring of the correlation plane have been presented 
which aim to show the potential for such methods to improve existing correlator 
architectures and discriminatory systems especially when considering specific cases 
or target types. It is extremely interesting to see that the more exotic merit figures 
tested have shown the most potential for object discrimination, simply by exploiting 
the differences between object and target automatically. For future investigation, it 
would be interesting to examine whether by generating such a specific filter the 
system becomes completely intolerant to distortions of the object, whether through 
small rotations or scale variance (although this would be a disadvantage in, say, 
human face recognition where a smile may distort the image over much, it would be 
a positive filter in testing for similar rigid object shapes which may be constrained in 
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a known orientation). Although is should be possible to extend the simulated anneal 
to test for varied sizes of object all at once, this would be to the general detriment of 
the correlator performance. 
The main finding of this work is the ability to "anneal' out imperfections in a 
typical Fourier plane filter. Chapter 5 shows this extremely clearly through 
simulations of a SLM with large phase distortions superimposed. Whilst the 
autocorrelations generated through other algorithms deteriorate rapidly to a 
background noise, or perhaps worse, shift the correlation peak away from the centre 
of the plane (for a centred object in the object plane) the simulated anneal removes 
most of the effects introduced and forces the correlation peak to be central, resulting 
in a correlation peak of a similar level and position to that expected from a perfect 
filter device. Phase distortions of several wavelengths may he annealed allowing 
substandard spatial light modulators or liquid crystal televisions to be utilized in an 
otherwise demanding architecture. 
Phase distortions of two types were examined, the algorithm performing 
extremely well under the conditions of either object plane or Fourier plane distortion 
and either a linear phase distortion or a quadratic one. A third case (that of inaccurate 
representation of a 0 and it binary phase only device) was also simulated. It was 
interesting to note there that no particular improvements were discernable in the 
output of the simulated annealling simulation over the static algorithms. The 
conclusion here is that this problem is here to stay - the filter patter is optimised and 
remains (almost) unchanged when altering the 'on' phase and reannealling. 
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Future Work 
The main goal of future work in this area should be to implement the 
architecture in an all optical system. The advantages as stated suggest that this would 
potentially improve the optical results immensely, allowing for imperfect devices to 
produce near perfect binary phase only correlations. Demonstrating the training 
aspect of the algorithm is seen as the strongest point in its favour and exploiting the 
superior speed of the Fourier transforming optics would aid the process immensely. 
It may have potential uses as an adaptive recognition system which can retrain itself 
constantly to a gradually changing object or environment. 
There now exist devices which may modulate light in greyscale rather than 
binary scale and it would be interesting to investigate how these new devices may be 
optimised - the algorithm is flexible enough and easily extendable to cope with the 
extra degrees of freedom which would be encountered. 
A third interesting possibility is to marry this field with that of the smart 
SLM design field (as discussed in chapter 2). The particular figure of merit used in 
the depletion  zone simulation will fit in well with intelligent photodetecting 
circuitry boards which could easily provide sufficient mathematical processing 
power to remove the need for a computer in the system. This then hints at potential 
reductions in size of the entire self-teaching correlator system, making it more 
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Appendix 1 
Lens as a Fourier Transforming Instrument 
la Derivation 
The Fourier transform, 9 of a complex function, f of two independant 
variables, x and y, is given by: 
Y(f(x,y))=F(f t) 
=JJf(x,y)exp[—j2n(fx+fy)]dxdy 
equation Al. 1 
The inverse Fourier transform, f(x, y) of cJ(f  ,f) is given by: 
f(x, y) = J5F(f f) exp[+j2E(fx+fy)] dfx df equation A1.2 
Start (1982) and Goodman (1968) provide an excellent introduction to 
Fourier optics and include a rigorous derivation of the Fourier transforming property 
of a single lens. A simple summary of Goodmans work is detailed below. 
Consider the situation of Figure Al. I  below. 
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Incident light 
wavelength 9 
Object Lens (focal length 1) Transmission 'C0 
Fig A1.1 - Generic single lens optical system. 
Output plane 
A plane wave of amplitude A is incident on an object and so, the light 
amplitude transmitted by the object is given by A 0 where To (x0 , y0) is the 
transmission function of the object. From this we can define the following: 
The Fourier spectrum of the light transmitted by the object is: 
Y(A'r0) = F0(ff) 
Let k represent the wavenumber 
2n
where X is the wavelength of the light. 
Defining H(f,  f) as a transfer function describing the effect of the propagation of 
a wavefront over a distance z (for Fresnel diffraction) - and in this case, the distance 
z is d, defined as the distance between the object and the lens - then the Fourier 
spectrum of the light incident at the plane of the lens is: 
= FL (fX ,fY ) 
= f).Y(At0 ) 
= exp( jkd). exp(-j irAd (f + f)).F0(f, f) 
exp(-jitXd.(f + f)).F0(f, fr ), as exp(jkd) represents a 
constant phase factor. 
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The field just behind the lens maybe represented as Y(UL ).tL, where 
tL(x, y) 
= exp( jknAo ).exp[ j.(J)(x 2 + y2 
 2f 
)] 
using Goodman's derivation of the phase changes undergone by a plane wave as it 
traverses an ideal lens, with n being the refractive index of the lens and A. being the 
maximum thickness of the lens. Now, y) can be defined as: 
, \ 
L (x,y) = exp(jknA0 ).ex 
(_ j(k —)(x 2 2 + y U (x, y) 
Fresnel's diffraction formula for light propagating from (x1 ,y1 ,z1 ) to 
(x21 y2,z2) is given by: 
)(X 2 +Y 2 
U(x21y2) = (__ 
(I jk 
jXA 






(xix2 +y1y2) dxdy1 
where A = z2 - z,, and for light propagating from the lens to its back focal plane, 
= f where f is the focal length of the lens in question. From this the field at the 
outputplane, U f (x f ,y f ) is given by: 
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+y2)).exp _j.271  (xx +YYf))dxdY 
2f 
[ex()(x +Yfl]Jj ) ( j27t (
Xxf +YYf))dxdY 
= jXf Xf 
(jk( 2 exp + Yt)) Xf 
Yf) using the substitution from eqn Al. 1 
jXf 
FL[ 
Now FL(fX,fY) = Fo(f,f).exp( j7t2cd(f +ffl) 
= Y(4t0 ).exp(—jitxd(f + ffl) 
soUf(Xf,yf)=C 
j AS 
x55tO (x O ,y0 ).exp—
j2it
(xO xf +Y O Yf ))dxO dYO 
Xf 
where C is a constant and d still represents the distance between the object and the 
lens. 
But for the phase factor before the double integral, this is a perfect forward 
Fourier transform. The phase factor imposes a spherical wavefront on the output 
plane, but for the special case of d=f, the phase factor goes to 0 and we have a 
perfect planar Fourier transform, with the variables in the transform scaled such that: 
f = Xf equation Al. 3(a) 
Xf 




This implies that doubling the focal length of the Fourier transforming lens will 
double the scaling of the Fourier transform (in the Fourier plane) and that this fact 
may be used to scale the Fourier plane to fit any chosen filter device. 
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lb Key Relationships 
Convolution 
The convolution g(x,y) of two functions f1 (x,y) and f2 (x,y) is defined as 
g(x,y)=Jf 1 (a,13).f 2 (x—a,y-13) dadl3 
and this is commonly abbreviated to 
g(x,y) = f1 (x,y)*f2 (x,y) 
A mathematical property of the convolution formula is: 
i.e. theFourier transform of a convolution of functions ie equal to the product of the 
Fourier transforms of the individual functions ( Y denotes the Fourier transforming 
operator and F1 and F2 are the Fourier transforms of f1  () and f2  0 respectively. 
Correlation 
The cross-correlation, X 1 (x, y) is calculated as: 
Xff (x, y) = JJf(a + x, + y). f2t(a, ) dczd 
(where * denotes a complex conjugate) and this also has a shorthand notation: 
X (XI  y) = f  (XI  y)®(x,y) 
and the corresponding relationship for the Fourier transform of the correlation is: 
J(f1(x,y)®f2  (XI  y)) = 
For functions such that f1 () = f2  () the correlation is called the autocorrelation of f (). 
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Appendix 2 
Optimization by Kangaroo 
[sourced from the Internet] 
Training a network is a form of numerical optimization, which can be 
likened to a kangaroo searching for the top of Mt. Everest. Everest is the global 
optimum, but the top of any other really high mountain such as K2 would be nearly 
as good. We're talking about maximization now, while neural networks are usually 
discussed in terms of minimization, but if you multiply everything by - lit works out 
the same. 
Initial weights are usually chosen randomly, which means that the kangaroo 
may start out anywhere in Asia. If you know something about the scales of the 
inputs, you may be able to get the kangaroo to start near the Himalayas. However, if 
you make a really stupid choice of distributions for the random initial weights, or if 
you have really bad luck, the kangaroo may start in South America. 
With Newton-type (2nd order) algorithms, the Himalayas are covered with a 
dense fog, and the kangaroo can only see a little way around his location. Judging 
from the local terrain, the kangaroo make a guess about where the top of the 
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mountain is, and tries to jump all the way there. In a stabilized Newton algorithm, 
the kangaroo has an altimeter, and if the jump takes him to a lower point, he backs 
up to where he was and takes a shorter jump. If the algorithm isn't stabilized, the 
kangaroo may mistakenly jump to Shanghai and get served for dinner in a Chinese 
restaurant. (I never claimed this analogy was realistic.) In steepest ascent with line 
search, the fog is VERY dense, and the kangaroo can only tell which direction leads 
up. The kangaroo hops in this direction until the terrain starts going down again, 
then chooses another direction. 
In standard backprop or stochastic approximation, the kangaroo is blind and 
has to feel around on the ground to make a guess about which way is up. He may be 
fooled by rough terrain unless you use batch training. If the kangaroo ever gets near 
the peak, he may jump back and forth across the peak without ever landing on the 
peak. If you use a decaying step size, the kangaroo gets tired and makes smaller and 
smaller hops, so if he ever gets near the peak he has a better chance of actually 
landing on it before the Himalayas erode away. In backprop with momentum, the 
kangaroo has poor traction and can't make sharp turns. I have been unable to devise 
a kangaroo analogy for cascade correlation. 
Notice that in all the methods discussed so far, the kangaroo can hope at best 
to find the top of a mountain close to where he starts. There's a very high mountain. 
Various methods are used to try to find the actual global optimum. 
In simulated annealing, the kangaroo is drunk and hops around randomly for 
a long time. However, he gradually sobers up and tends to hop up hill. 
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In genetic algorithms, there are lots of kangaroos that are parachuted into the 
Himalayas (if the pilot didn't get lost) at random places. These kangaroos do not 
know that they are supposed to be looking for the top of Mt. Everest. However, 
every few years, you shoot the kangaroos at low altitudes and hope the ones that are 
left will be fruitful and multiply. 
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