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Abstract
In this paper we give an elementary proof of the unique, global-in-time solvability of the
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1
1 Introduction
In this paper we consider the continuous coagulation - (multiple) fragmentation (CF) equation
ut(x, t) = (Fu)(x, t) + (Nu)(x, t), (1.1)
where
(Fu)(x, t) = −a(x)u(x, t) +
∫ ∞
x
b(x|y)a(y)u(y, t) dy (1.2)
and
(Nu)(x, t) = 1
2
∫ x
0
k(x− y, y)u(x− y, t)u(y, t) dy − u(x, t)
∫ ∞
0
k(x, y)u(y, t) dy (1.3)
model fragmentation and coagulation, respectively. The various terms appearing in (1.2) and
(1.3) are interpreted in the usual manner; see [3, Chapter 8] and [12]. Thus a(x) is the rate of
fragmentation of a particle of mass x, b(x|y) is a non-negative measurable function which describes
the distribution of mass x (daughter) particles spawned by the fragmentation of a particle of mass
y and k(x, y) represents the rate at which particles of mass x coalesce with those of mass y. In
any fragmentation event, the average number and mass of the daughter particles formed are given,
respectively, by
n(y) :=
∫ y
0
b(x|y) dx and m(y) :=
∫ y
0
xb(x|y) dx . (1.4)
Throughout we make the following assumptions on a, b and k.
(A.1) a is non-negative, non-zero and bounded at 0;
(A.2) m(y) =
∫ y
0 xb(x|y) dx = y, for all y > 0;
(A.3) n(y) =
∫ y
0 b(x|y) dx ≥ 1 for all y > 0, and n ∈ L∞,loc([0,∞));
(A.4) k is non-negative, symmetric and k ∈ L∞(R+ × R+) .
Other conditions will be imposed when necessary. Note that (A.2) expresses the property that
mass is conserved in any fragmentation event, while the first part of (A.3) reflects the fact that
there is no loss of particles when fragmentation occurs.
The approach we adopt to establish existence and uniqueness results for the CF equation involves
the application of perturbation methods from the theory of semigroups of operators. The initial-
value problem associated with equation (1.1) is expressed as a semilinear abstract Cauchy problem
(ACP) of the form
ut(t) = Gu(t) +Nu(t), u(0) =
◦
u, (1.5)
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where G is an operator realisation of the linear fragmentation process that generates a strongly
continuous semigroup, {SG(t)}t≥0, and the nonlinear coagulation operator N is given by
(Nf)(x) :=
1
2
∫ x
0
k(x− y, y)f(x− y)f(y) dy − f(x)
∫ ∞
0
k(x, y)f(y) dy . (1.6)
In the absence of coagulation (k(x, y) ≡ 0), the pure fragmentation ACP is normally studied in the
‘mass’ space X1 := L1(R+, xdx). In this case, it follows from (A.1) and [3, Theorem 8.5] that we
can choose G to be the closure of the operator (A+B,D(A)), where
(Af)(x) := −a(x)f(x) , (Bf)(x) :=
∫ ∞
x
b(x|y)a(y)f(y) dy , D(A) := {f ∈ X1 : af ∈ X1}. (1.7)
The resulting semigroup {SG(t)}t≥0 is then a strongly continuous positive semigroup of contractions
on X1.
Unfortunately, the operator N does not behave well in X1 and so an analysis of (1.5) (with N 6= 0)
is usually carried out in the Banach space X0,1 := L1(R+, (1 + x)dx) in which both the total mass
and number of particles are controlled. A consequence of this is that a restriction, say G0,1, of the
generator G of the fragmentation semigroup must be found such that G0,1 generates a strongly
continuous semigroup on X0,1. This, so far, has only been possible by imposing rather severe
constraints on a, such as linear boundedness [12]. One of our main aims here is to establish the
existence and uniqueness of a solution to (1.5) for a wider class of fragmentation rates a.
In the sequel it will be convenient to work with the following more general versions of the spaces
X1 and X0,1. For each α ≥ 0 and β ≥ 0, let
Xα := L1(R+, xαdx) and Xα,β = Xα ∩Xβ := L1(R+, (xα + xβ)dx) . (1.8)
The norms on Xα and Xα,β will be denoted by ‖ · ‖α and ‖ · ‖α,β respectively. Therefore
‖f‖α :=
∫ ∞
0
xα|f(x)| dx (f ∈ Xα), ‖f‖α,β :=
∫ ∞
0
(xα + xβ)|f(x)| dx (f ∈ Xα,β). (1.9)
Note that
Xα,β2 ↪→ Xα,β1 with ‖f‖α,β1 ≤ 2‖f‖α,β2 (1.10)
for any f ∈ Xα,β2 whenever 0 ≤ α ≤ β1 ≤ β2. This follows since
‖f‖α,β1 =
∫ ∞
0
xα|f(x)| dx+
∫ 1
0
xβ1 |f(x)| dx+
∫ ∞
1
xβ1 |f(x)| dx
≤
∫ ∞
0
xα|f(x)| dx+
∫ 1
0
xα|f(x)| dx+
∫ ∞
1
xβ2 |f(x)| dx ≤ 2‖f‖α,β2 .
The above also shows that, under the same conditions on α, β1 and β2,
‖f‖β1 ≤ ‖f‖α,β2 ∀f ∈ Xα,β2 (1.11)
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which, in turn, leads to
Xα,β2 ↪→ Xβ1,β2 with ‖f‖β1,β2 ≤ 2‖f‖α,β2 ∀f ∈ Xα,β2 . (1.12)
We can now state the two main results that are established in this paper. The first, Theorem
1.1, expresses an invariance property of the fragmentation semigroup {SG(t)}t≥0, and is proved in
Section 3. The second, Theorem 1.2, showing that unique solutions to (1.5) exist for a wide class
of fragmentation kernels a and b and suitably restricted
◦
u, is proved in Section 4.
Theorem 1.1 Let a and b satisfy (A.1)-(A.3) and let a be eventually non-decreasing. Then
(a) D(A) is invariant under the semigroup {SG(t)}t≥0;
(b) X0,1 ∩ D(A) is invariant under the semigroup {SG(t)}t≥0 under the following additional as-
sumption on b : ∫ y
0
b(x|y) dx = n(y) ≤ c1 + c2y for some c1 ≥ 1 and c2 ≥ 0. (1.13)
Part (a) extends an earlier result by the first author [1] for binary fragmentation in which invariance
ofD(A) is established for the case a(x) = xα, α > 0 and b(x|y) = 2/y. The significance of (a) is that
it provides sufficient conditions for u(t) = SG(t)
◦
u to be a strict solution, not only of ut(t) = Gu(t),
but also of ut(t) = Au(t)+Bu(t). Part (b) shows that the number of particles, as well as the mass,
can be controlled if n is assumed to be linearly bounded. This result is clearly of relevance to the
ACP (1.5) as the invariance result stated relates to the space X0,1.
Theorem 1.2 In addition to (A.1)-(A.4), assume that b satisfies∫ y
0
b(x|y) dx = n(y) ≤ c1 + c2yr for some c1 ≥ 1, r ≥ 1, and c2 ≥ 0, (1.14)
and that constants C > 0 and p ∈ (1,∞) exist such that
a(x) ≤ C(1 + xp) ∀x ≥ 0 . (1.15)
Then, for m = p + r and 0 ≤◦u ∈ X0,m there exists a unique, globally-defined, non-negative mild
solution u : [0,∞)→ X0,m of the semilinear ACP (1.5).
In essence, Theorem 1.2 shows that a global solution to (1.5) can be found when a and n are
polynomially bounded provided that sufficiently high moments of the initial condition
◦
u exist. A
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related result for the discrete coagulation equation with multiple fragmentation can be found in [14,
Section 5]. Although the semigroup techniques we use do not appear to allow for much flexibility
with the coagulation terms, we believe, nevertheless, that Theorem 1.2 is of interest in that it
establishes, in a much more elementary way, existence and uniqueness results for (1.5) for a larger
class of fragmentation kernels than has been dealt with before. In particular, as indicated earlier,
previous semigroup investigations [4, 12] have assumed that a satisfies (1.15) with p ≤ 1. We
compare our result with other existence/uniqueness theorems for (1.5) in the next section.
Finally we mention that in a recent paper [6], the authors have shown that the number of daughter
particles produced by fragmentation remains finite for arbitrary fragmentation rates a and a class
of separable size distribution functions b provided only that
◦
u∈ X0,1. This suggests that the results
we present here may hold for more general initial conditions when b is a suitable separable function.
2 Other formulations of the fragmentation equation
In the work presented here, the fragmentation terms are given by equation (1.2). This is in ac-
cordance with the definition used, for example, by Ziff and McGrady [16] and Edwards et al [9].
However, as pointed out in [11], there are other formulations of the fragmentation operator that
have attracted attention in recent years. To enable us to compare our results with those obtained
in other investigations, first we discuss the relationships between the various formulations.
In many studies, only binary fragmentation has been considered, in which case the (binary) frag-
mentation operator takes the form
(F1f)(x) = −12f(x)
x∫
0
F (x− y, y)dy +
∞∫
x
F (x, y − x)f(y)dy. (2.1)
The function F is assumed to be symmetric, i.e. F (x, y) = F (y, x) for all x, y > 0, with F (x, y)
representing the rate at which particles of sizes x and y are produced from a fragmenting particle
of size x+ y.
To obtain (2.1) from (1.2), we note first that, in binary fragmentation, the function b must satisfy
n(y) =
∫ y
0
b(x|y) dx = 2 and b(x|y) = b(y − x|y), (2.2)
the latter condition expressing the fact that in a binary fragmentation of a particle of size y the
expected number of daughter particles of size x must equal the number of daughter particles of size
y − x, [2, 16]. If we now set
F (x, y) := a(x+ y)b(x|x+ y), (2.3)
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then F is non-negative and symmetric since, by (2.2),
F (y, x) = a(y + x)b(y|y + x) = a(x+ y)b(x|x+ y) = F (x, y).
From (2.2), we also obtain∫ x
0
F (x− y, y) dy =
∫ x
0
a(x)b(y|x) dy = 2a(x).
Thus, the identification (2.3) enables (2.1) to be obtained from (1.2). Moreover, on using the
symmetry of F , we deduce that
x∫
0
yb(y|x)dy = 1
a(x)
x∫
0
(x− z)F (z, x− z)dz = 2x−
x∫
0
zb(z|x)dz,
which shows that the binary fragmentation is mass conserving.
Similarly, starting with Eq. (2.1), with F symmetric, we obtain (1.2) from (2.3) with a defined by
a(x) :=
1
2
∫ x
0
F (x− y, y) dy . (2.4)
Then
b(x|x+ y) = F (x, y)
a(x+ y)
=
F (y, x)
a(y + x)
= b(y|y + x),
and this gives b(x|y) = b(y − x|y). From (2.3) and (2.4), we immediately obtain
n(y) =
∫ y
0
b(x|y) dx = 1
a(y)
∫ y
0
F (x, y − x) dx = 2,
and the same calculation as before yields the mass-conservation condition
∫ x
0 yb(x|y) dy = x .
Having established this correspondence, we can now examine the conditions imposed in some other
investigations into binary fragmentation and coagulation. For example, in [8], Dubovskiˇi and
Stewart use weak compactness arguments to prove the existence and uniqueness of a non-negative
solution for continuous non-negative kernels k and F satisfying
k(x, y) ≤ c(1 + x+ y) , (2.5)∫ x
0
F (x− y, y) dy ≤ b(1 + xm1) x ∈ [0,∞) , (2.6)
F (x− y′, y) ≤ b(1 + xm), 0 ≤ y ≤ y′ ≤ x <∞ (2.7)
where c,m,m1 and b are positive constants with m1 ≤ 1 . Under an additional constraint, the
solution is shown to be mass conserving. From (2.4), we see that (2.6), when expressed in terms of
a, becomes
a(x) ≤ b
2
(1 + xm1), 0 ≤ m1 ≤ 1,
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which is a more restrictive constraint than (1.15). More recently, Escobedo et al [10] have es-
tablished the existence of a non-negative weak solution of the CF equation under the following
conditions on the binary fragmentation kernel
(i) for each R ∈ R+ there is FR > 0 such that
F (x, y) ≤ FR, (x, y) ∈ SR := (0, R)× (0, R), (2.8)
(ii) there are R0 > 0, S0 ≥ R0 and C0 > 0 such that∫ R0
0
F (x− y, y) dy ≤ C0
∫ R0
0
yF (x− y, y) dy for x ≥ S0 , (2.9)
and with k satisfying
k(x, y) ≤ c((1 + x)α(1 + y)β + (1 + x)β(1 + y)α), 0 ≤ α ≤ β ≤ 1. (2.10)
In this case, we note first that requirement (i) translates into a(y+ x)b(y|y+ x) being bounded on
SR. Moreover, by (2.4),
0 ≤ a(x) ≤ Cx
for some C > 0 as x → 0. This condition is crucial in the estimates as it enables the action of A
in X0 to be controlled, close to x = 0, by the norm of X1 (see (1.8)). However, condition (i) is not
satisfied by a number of standard fragmentation kernels such as the ‘power law’ kernels:
a(x) = xα, α ∈ R, b(x|y) = (ν + 2)
(
x
y
)ν
y−1, −2 < ν ≤ 0 , (2.11)
which feature prominently in previous studies, [16]-[18]. These kernels give binary fragmentation
for ν = 0 but do not satisfy (i) for 0 ≤ α < 1. Condition (i) is also not satisfied by fragmentation
rates which do not vanish at x = 0.
We note also that the other assumption placed on F , namely (ii), can be given the following physical
interpretation in our formulation of fragmentation. Using (2.3) we see that, provided a(x) > 0 for
all x > 0, (2.9) reduces to
R0∫
0
b(y|x)dy ≤ C0
R0∫
0
yb(y|x)dy, x ≥ S0, (2.12)
which, from (1.4), means that when sufficiently large particles fragment, the number of daughter
particles in a particular size range must be controlled by their total mass in this range.
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Coagulation and multiple fragmentation processes may also be modelled by an equation introduced
by Melzak [15], namely
ut(x, t) = −u(x, t)
∫ x
0
y
x
γ(x, y) dy +
∫ ∞
x
γ(y, x)u(y, t) dy , (2.13)
in which γ(x, y) represents the rate at which particles of mass y are produced from fragmenting
particles of mass x. In this case we recover (1.2) by setting
a(x) :=
∫ x
0
y
x
γ(x, y) dy , and b(x|y) := γ(y, x)
a(y)
. (2.14)
Existence and uniqueness results for (2.13) coupled with coagulation have been obtained by Lau-
renc¸ot [13] when k takes the form
k(x, y) = r(x)r(y) + κ(x, y) (2.15)
where r ∈ C[0,∞), κ ∈ C([0,∞)× [0,∞)) and
0 ≤ κ(x, y) = κ(y, x) ≤ Dr(x)r(y) ∀(x, y) ∈ [1,∞)× [1,∞) ,
where D is a constant. The function r is the dominant term in the coagulation–fragmentation
processes considered in [13] since the kernel γ ∈ C([0,∞)× [0,∞)) is assumed to satisfy
γ(x, y) ≤ B(1 + max(x, r(x))) , x, y ≥ 0 , (2.16)∫ x
0
γ(x, y) dy ≤ θ(x) max(x, r(x)), x ≥ 0 (2.17)
where B is a positive real number and θ : [0,∞)→ [0,∞) is such that θ(x)→ 0 as x→∞ .
If we consider the case of constant coagulation k(x, y) ≡ c and the ‘power law’ fragmentation kernels
(2.11) (with α ≥ 0 and −1 < ν ≤ 0), then we obtain r(x) ≡ √c, κ(x, y) ≡ 0 and
γ(x, y) := (ν + 2)
(y
x
)ν
xα−1 .
Clearly γ /∈ C([0,∞)× [0,∞)) unless ν = 0 (the binary case) and α ≥ 1, and for (2.16) to hold, we
require ν = 0 and 1 ≤ α ≤ 2. Moreover,∫ x
0
γ(x, y) dy =
(
ν + 2
ν + 1
)
xα
and so condition (2.17) is not satisfied for any ν, when α ≥ 1 . Consequently, the case of constant
coagulation and power law multiple fragmentation cannot be treated using the results of [13].
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3 Controlling the number of particles in fragmentation
In this section we consider only the fragmentation part of Equation (1.1), namely
ut(x, t) = −a(x)u(x, t) +
∞∫
x
b(x|y)a(y)u(y, t)dy (3.1)
where a and b are assumed to satisfy conditions (A.1)–(A.3). By A and B we denote the expressions
[Af ](x) = −a(x)f(x) and [Bf ](x) = ∫∞x b(x|y)a(y)f(y)dy, respectively, defined for measurable
functions f on R+ for which [Af ](x) and [Bf ](x) are finite almost everywhere on R+. In keeping
with (1.7), let A := A|D(A) where D(A) = {f ∈ X1 : af ∈ X1}. It is well known, [3, Chapter
8], that B := B|D(A) is a well-defined positive operator. Also, as mentioned earlier, the closure
G = A+B generates a substochastic semigroup {SG(t)}t≥0 on X1; see [3, Theorem 8.5].
For any positive function γ on R+, we define
Xγ := {f ∈ X1 : γf ∈ X1}
with the graph norm
‖f‖[γ] :=
∞∫
0
|f(x)|xdx+
∞∫
0
|f(x)|γ(x)xdx.
By Aγ we denote the part of A in Xγ with
D(Aγ) := {f ∈ Xγ : af ∈ Xγ}.
We also define
Bγ := B|D(Aγ);
below we shall see that Bγ is well defined; that is, D(Aγ) ⊂ D(B).
Proposition 3.1 Under the above assumptions and notation, Xγ is invariant under {SG(t)}t≥0
provided that γ is non-decreasing on R+.
Proof. We note that γ is necessarily bounded at 0. Consider 0 ≤ f ∈ D(Aγ). Then xa(x)f(x)
and xa(x)γ(x)f(x) are integrable. Further, by (A.2) and the monotonicity of γ,
∞∫
0
 ∞∫
x
a(y)b(x|y)f(y)dy
 (x+ xγ(x))dx = ∞∫
0
a(y)f(y)
 y∫
0
(x+ xγ(x))b(x|y)dx
 dy
≤
∞∫
0
a(y)f(y)(y + yγ(y))dy <∞. (3.2)
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Thus, using the fact that the terms of the sum below can be integrated separately if 0 ≤ f ∈ D(Aγ),
we can deduce from (3.2) that
∞∫
0
−a(x)f(x) + ∞∫
x
a(y)b(x|y)f(y)dy
 (x+ xγ(x))dx ≤ 0. (3.3)
Thus, there is an extension Gγ of Aγ + Bγ that generates a positive semigroup of contractions,
{SGγ (t)}t≥0, on Xγ . Following the construction technique of [3, Theorem 5.2], we find that the
resolvent of the generator is obtained as the monotonic limit of resolvents of A+ rB restricted to
Xγ as r → 1−. Since the lattice structure in X1 is the same as in Xγ (and also the norm in Xγ is
stronger than in X1), we conclude that, for each t ≥ 0, SGγ (t) is a restriction of SG(t). 2
The ideas contained in the proof of Proposition 3.1 can also be used to prove Theorem 1.1.
Proof of Theorem 1.1.
Let a be non-decreasing on [M,∞) for some M > 0 and set a(x) = a1(x) + a2(x) where
a1(x) :=
 a(x) for x ∈ [0,M ],0 elsewhere (3.4)
and
a2(x) :=
 0 for x ∈ [0,M ],a(x) elsewhere. (3.5)
Then (3.1) can be expressed as an abstract differential equation of the form
ut = A2, au+B2, au+A1, au+B1, au , t > 0, (3.6)
where, for i = 1, 2,
(Ai, af)(x) := −ai(x)f(x),
(Bi, af)(x) :=
∫ ∞
x
b(x|y)ai(y)f(y) dy. (3.7)
In case (a) of Theorem 1.1, we take
D(Ai, a) := {f ∈ Xa : aif ∈ Xa}, D(Bi, a) := D(Ai, a),
and in case (b)
D(Ai, a) := {f ∈ X a : aif ∈ X a}, D(Bi, a) := D(Ai, a),
with X a = X0,1 ∩D(A) equipped with the norm
‖f‖Xa =
∞∫
0
|f(x)|(1 + x+ xa(x))dx.
10
Let us continue with the proof of case (a). If we now consider Ca := A1, a + B1, a on Xa, then
clearly A1, a ∈ B(Xa). Also,
‖B1, af‖[a] ≤
∞∫
0
 ∞∫
x
a1(y)b(x|y)|f(y)|dy
 (x+ xa(x))dx
=
∞∫
0
a1(y)|f(y)|
 y∫
0
b(x|y)(x+ xa(x))dx
 dy ≤ (1 + aM ) M∫
0
a(y)|f(y)|y dy ≤ (1 + aM )‖f‖[a],
where aM = ess supx∈[0,M ] a(x). Consequently, Ca ∈ B(Xa).
It is now convenient to work with the norm ‖ · ‖[a2] on Xa, where
‖f‖[a2] :=
∫ ∞
0
|f(x)|(x+ xa2(x)) dx, f ∈ Xa.
Note that ‖ · ‖[a] and ‖ · ‖[a2] are equivalent norms on Xa. Indeed
‖f‖[a2] ≤ ‖f‖[a] :=
∞∫
0
|f(x)|(x+ xa1(x) + xa2(x))dx
≤
∞∫
0
|f(x)|(x(1 + aM ) + xa2(x))dx ≤ (1 + aM )‖f‖[a2].
Let 0 ≤ f ∈ D(A2, a) so that xa2(x)f(x) and x(a2(x))2f(x) are both integrable. Then, arguing as
in Proposition 3.1 (with a and γ both replaced by a2), we obtain
∞∫
0
−a2(x)f(x) + ∞∫
x
a2(y)b(x|y)f(y)dy
 (x+ xa2(x))dx ≤ 0. (3.8)
Thus, there is an extension G2, a of A2, a + B2, a generating a positive semigroup of contractions,
{SG2, a(t)}t≥0, on Xa. Moreover, the fact that the operator Ca is bounded on Xa means that
Ga := G2, a +Ca also generates a semigroup on Xa. We note that taking a ≡ 1, we have X1 = X1
and replacing a by 1 in the above notation we recover the original operators acting in X1, e.g., G2,1
is the extension of A2,1+B2,1, defined as in (3.7), which generates a semigroup {SG2,1(t)}t≥0 on X1.
As in the proof of Proposition 3.1, we see that {SG2, a(t)}t≥0 must be a restriction of {SG2,1(t)}t≥0.
Since C1 = A1,1 + B1,1 is also bounded in X1 we deduce that the semigroup {SGa(t)}t≥0 is a
restriction of {SG1(t)}t≥0 generated by G1 = G2,1+C1. Now, since a and a2 are bounded as x→ 0,
by [3, Theorem 8.5], G and G2,1 are closures of A+B and A2,1+B2,1, respectively. Hence, G = G1
and {SGa(t)}t≥0 is a restriction of {SG(t)}t≥0.
Let us return to the proof of the case (b). As in the case (a), ‖f‖Xa is equivalent to
‖f‖Xa2 =
∞∫
0
|f(x)|(1 + x+ xa2(x))dx, (3.9)
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and we can prove that that Ca := A1,a + B1,a is a bounded linear operator on X a. From now on
we shall work with the norm defined by (3.9).
Let 0 ≤ f ∈ D(A2,a) so that a2(x)(1 + x + xa(x))f(x) is integrable, yielding integrability of each
component. We combine (3.8) with
∞∫
0
−a2(x)f(x) + ∞∫
x
a2(y)b(x|y)f(y)dy
 dx = − ∞∫
0
a2(x)f(x)dx+
∞∫
0
a2(y)f(y)n(y)dy
=
∞∫
1
a2(y)f(y)(n(y)− 1)dy ≤
∞∫
1
a2(y)f(y)(c2y + c1 − 1)dy ≤ L
∞∫
1
a2(y)f(y)ydy
≤ L
∞∫
0
a2(y)f(y)ydy ≤ L‖f‖Xa2 ,
for some constant L, to claim that
∞∫
0
((A2f)(x) + (B2f)(x))(1 + x+ xa2(x))dx ≤ L‖f‖Xa2 (3.10)
for any 0 ≤ f ∈ D(A2,a) which gives the existence of a positive semigroup {S′(t)}t≥0 on X a
satisfying
‖S′(t)f‖Xa2 ≤ eLt‖f‖Xa2 .
Since the operator Ca is bounded on X a, we obtain the existence of solutions to the full equation
with the above estimate but possibly different L (at worst L + ‖C‖Xa2 ). As in case (a), this
semigroup must be a restriction of {SG(t)}t≥0 to X a. 2
Next we prove a variant of part (b) of Theorem 1.1 which plays an important role in the analysis
of the combined coagulation-fragmentation. Although the following result gives a weaker control
of the invariance space of {SG(t)}t≥0 than that provided by Theorem 1.1(b), it has the advantage
that less restrictive conditions are required on the functions a and n.
Theorem 3.2 Let a and b satisfy (A.1)–(A.3) and suppose there is a non-decreasing function ω
such that a(x) ≤ ω(x) for a.a. x ∈ R+. Further, assume that condition (1.14) holds. Then
{SG(t)}t≥0 leaves Xω := L1(R+, (1 + xrω(x))dx) invariant.
Proof. First we observe that ω, being monotonic, is necessarily measurable. Let Xω be equipped
with the natural norm
‖f‖ω =
∞∫
0
|f(x)|(1 + xrω(x))dx.
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Then Xω ↪→ X1 since ω is non-decreasing and not identically zero (as a is not identically zero).
Denote by Aω the part of A in Xω, so that, for 0 ≤ f ∈ D(Aω), a(x)(1 + xrω(x))f(x) is integrable
yielding, of course, integrability of each component. As before, Bω = B|D(Aω). Further, since
x → xr−1ω(x) is also non-decreasing, then, as in the proof of Proposition 3.1, we obtain, for
0 ≤ f ∈ D(Aω),
∞∫
0
 ∞∫
x
a(y)b(x|y)f(y)dy
xrω(x)dx = ∞∫
0
f(y)u(y)
 y∫
0
xrω(x)b(x|y)dx
 dy
≤
∞∫
0
a(y)f(y)yr−1ω(y)
 y∫
0
xb(x|y)dx
 dy = ∞∫
0
a(y)f(y)yrω(y)dy <∞. (3.11)
Next, as in the proof of Theorem 1.1 (b), we have
∞∫
0
−a(x)f(x) + ∞∫
x
a(y)b(x|y)f(y)dy
dx = − ∞∫
0
a(x)f(x)dx+
∞∫
0
 ∞∫
x
a(y)b(x|y)f(y)dy
dx
= −
∞∫
0
a(x)f(x)dx+
∞∫
0
a(y)f(y)
 y∫
0
b(x|y)dx
 dy = − ∞∫
0
a(x)f(x)dx+
∞∫
0
a(y)f(y)n(y)dy
=
∞∫
0
a(y)f(y)(n(y)− 1)dy ≤
∞∫
0
ω(y)(c2yr + c1 − 1)f(y)dy
≤ c2
∞∫
0
ω(y)yrf(y)dy + (c1 − 1)
 1∫
0
ω(y)f(y)dy +
∞∫
1
ω(y)f(y)dy

≤ (c2 + c1 − 1)
∞∫
0
ω(y)yrf(y)dy + (c1 − 1)l
∞∫
0
f(y)dy ≤ L‖f‖ω,
for some constant L, where l = ess supy∈[0,1] ω(y) < +∞. Summarizing
∞∫
0
((Aωf)(x) + (Bωf(x))(1 + xrω(x))dx ≤ L‖f‖ω, (3.12)
for any 0 ≤ f ∈ D(Aω) which, by the argument of [3, Proposition 9.29], gives the existence of a
positive semigroup {SGω(t)}t≥0 on Xω satisfying
‖SGω(t)f‖ω ≤ eLt‖f‖ω.
As in the proof of Proposition 3.1, this semigroup must be a restriction of {SG(t)}t≥0 to Xω. 2
Remark 3.3 We note that for any a ∈ L∞,loc([0,∞)) we can easily obtain a function ω satisfying
the conditions of the above theorem by defining
ω(x) = ess supy∈[0,x] a(y).
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Remark 3.4 A consequence of Theorem 3.2 is that in any (polynomially bounded) fragmentation
process starting with an initial distribution which is sufficiently small for large masses, the total
number of particles remains finite for any finite time.
4 The coagulation-fragmentation equation
Let us now return to the full fragmentation-coagulation equation (1.1). In addition to the standard
assumptions on the fragmentation and coagulation coefficients, namely (A.1)–(A.4), we also assume
that b satisfies (1.14) and that constants C > 0 and p ∈ (1,∞) exist such that
a(x) ≤ C(1 + xp), x ≥ 0. (4.1)
We note that the case p ≤ 1 has been studied in [4] and including it here would create some
technical inconveniences. We introduce the expression N defined by
N [f, g](x) := 1
2
∫ x
0
k(x− y, y)f(x− y)g(y) dy − f(x)
∫ ∞
0
k(x, y)g(y) dy , x > 0
and denote ‖k‖L∞ = k0.
We shall study (1.1) in the space Xω introduced in Theorem 3.2. Then ω can be any non-decreasing
function satisfying ω(x) ≥ Cxr(1 + xp). Since xr(1 + xp) ≤ C˜(1 + xβ) for any β ≥ m = p + r
and a constant C˜, in what follows we shall work in Xω = X0,β with β ≥ m = r + p. Accordingly,
A0,β, B0,β, G0,β, {S0,β(t)}t≥0 denote, respectively, the parts of A,B,G and {SG(t)}t≥0 in X0,β.
Proposition 4.1 The expression N restricted to X0,β × X0,β is an X0,β-valued, continuous and
bilinear operator. Thus, denoting N0,βf := N [f, f ] for u ∈ X0,β, N0,β is continuously Fre´chet
differentiable at any point f ∈ X0,β and therefore locally Lipschitz on X0,β. Consequently, for
0 ≤◦u∈ X0,β there exists a unique non-negative mild solution, and for any 0 ≤◦u∈ D(G0,β) there
exists a unique non-negative strict solution, u(t) = U0,β(t,
◦
u) of
ut(t) = G0,βu(t) +N0,βu(t), (4.2)
defined on its maximal interval of existence [0, t(
◦
u)), where t(
◦
u) > 0.
Proof. For future use, we consider the integral∫ ∞
0
φ(x) [N (f, g)](x) dx ,
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where φ, f, g are appropriately restricted functions. Then, routine calculations show that∫ ∞
0
φ(x) [N (f, g)](x) dx
=
1
2
∫ ∞
0
∫ ∞
0
φ(x+ y)k(x, y)f(x)g(y) dx dy −
∫ ∞
0
∫ ∞
0
φ(x)k(x, y)f(x)g(y) dx dy , (4.3)
and, in particular, putting g = f and using the symmetry of k,∫ ∞
0
φ(x) [N (f, f)](x) dx = 1
2
∫ ∞
0
∫ ∞
0
φ˜(x, y)k(x, y)f(x)f(y) dx dy , (4.4)
where
φ˜(x, y) = φ(x+ y)− φ(x)− φ(y) .
Thus, using the inequality
(x+ y)β ≤ 2β(xβ + yβ), β ≥ 0, (4.5)
we establish that∫ ∞
0
(1 + xβ) |[N (f, g)](x)| dx ≤ K1(‖f‖0‖g‖0 + ‖f‖β‖g‖0 + ‖f‖0‖g‖β) ≤ K‖f‖0,β‖g‖0,β
for some constants K1 and K. Hence, N0,β is a bounded bilinear form and the remaining part of
the proof follows as in [5]. 2
In what follows we shall need a refinement of (4.5). One could use a modification of the result for
the discrete C-F equation given in [7, Lemma 2.3]. However, a simpler estimate is possible.
Lemma 4.2 For any x, y ∈ R+ and β ≥ 1 we have
0 ≤ (x+ y)β − xβ − yβ ≤ (2β − 1)(xyβ−1 + yxβ−1).
Proof. The first inequality is obvious. We can take β > 1. Then, the function (1+w)β is concave
and thus its graph lies below the line passing through (0, 1) and (1, 2β) as long as 0 ≤ w ≤ 1. In
other words,
(1 + w)β ≤ (2β − 1)w + 1, 0 ≤ w ≤ 1.
Then, on setting w = y/x with 0 < y ≤ x we obtain
(x+ y)β ≤ xβ + (2β − 1)yxβ−1
and, by symmetry, for any x, y > 0,
(x+ y)β ≤ xβ + yβ + (2β − 1)(yβ−1x+ yxβ−1).
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2Proof of Theorem 1.2
In view of Proposition 4.1, we only have to prove that any solution t → U0,m(t, ◦u), with 0 ≤ ◦u∈
X0,m, is global in time. First we observe that if 0 ≤◦u∈ X0,β, β = p +m, then t → U0,p+m(t)◦u is
a mild solution to (4.2) in X0,β. However, we have D(A0,m) = {f ∈ X0,m : af ∈ X0,m} and if
a(x) ≤ C(1 + xp), then X0,p+m ⊂ D(A0,m) ⊂ G0,m and for such ◦u, t→ U0,p+m(t) ◦u= U0,m(t) ◦u is a
strict solution to (4.2) in X0,m. Define this solution by u(t) = u(·, t). Then we have
∞∫
0
xla(x)u(x, t)dx ≤ C
∞∫
0
xl(1 + xp)u(x, t)dx < +∞ (4.6)
as long as l ≤ m. Because of (4.6), Equation (1.1) can be multiplied by xl and integrated termwise
for any l ≤ m. Denoting Ml(t) =
∫∞
0 x
lu(x, t)dx we have
M ′0 =
∞∫
0
a(x)(n(x)− 1)u(x, t)dx− 1
2
∫ ∞
0
∫ ∞
0
k(x, y)u(x, t)u(y, t) dx dy,
M ′1 = 0. (4.7)
Therefore M1(t) = const =M1(0) and we have the estimate
M ′0 ≤ L1M0 + L2Mm (4.8)
for some constants L1, L2 depending only on the coefficients but not on the initial value for u.
To find an estimate for Mm, first we observe that
∞∫
0
xm
 ∞∫
x
a(y)b(x|y)u(y, t)dy
 dx = ∞∫
0
a(y)u(y, t)
 y∫
0
xmb(x|y)dx
 dy
≤
∞∫
0
a(y)u(y, t)ym−1
 y∫
0
xb(x|y)dx
 dy = ∞∫
0
a(y)u(y, t)ymdy.
Thus, with the help of (4.4), Lemma 4.2 and the estimate xβ−1 ≤ x+ xβ for x > 0, β ≥ 2,
M ′m ≤
1
2
∫ ∞
0
∫ ∞
0
((x+ y)m − xm − ym)k(x, y)u(x, t)u(y, t) dx dy ≤ K(M21 +M1Mm),
for some constant K which is independent of
◦
u. Integrating the last inequality, we obtain
0 ≤Mm(t) ≤ eKM1tMm(0) +M1
(
eKM1t − 1) , (4.9)
and, inserting the latter into (4.8) and dropping the negative term, we have
M ′0 ≤ L1M0 + L2 (Mm(0) +M1) eKM1t.
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Upon integration this gives
M0(t) ≤ eL1tM0(0) + L2(Mm(0) +M1)(KM1 − L1)
(
eKM1t − eL1t) (4.10)
where, without loss of generality, K and L1 are chosen so that KM1 − L1 > 0. Since
‖U0,m(t) ◦u ‖0,m =M0(t) +Mm(t),
we see that U0,m(t)
◦
u is defined globally in time for any
◦
u ∈ X0,p+m. However, X0,p+m is dense in
X0,m, U0,m(t) depends continuously on the initial condition (on a common interval of existence)
by the Gronwall inequality, and it is clear that the right-hand sides of (4.9) and (4.10) depend
continuously on the zeroth and m-th moments of the initial condition. Thus, these inequalities can
be extended to the moments of a solution originating from any
◦
u∈ X0,m. Hence, any solution of
(1.1) in X0,m is global in time. 2
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