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приборостроения в рамках изучения курса «Технологические основы конструи-
рования, технологии и надежности». 
Таким образом, данная работа демонстрирует, что цифровизация образо-
вания в наше время является одной из основных траекторий развития универ-
ситета. Во время катастроф или болезней важно иметь возможность поддержи-
вать качество образования на высоком уровне. 
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 Системы захвата движений (motion capture) широко применяются в инду-
стрии кино, при создании анимации виртуальных объектов, в составе робото-
технических комплексов, для реализации человеко-машинного интерфейса. 
Есть несколько подходов к созданию таких систем, каждый подход имеет свои 
преимущества и недостатки. Одним из таких подходов является использование 
в качестве датчиков перемещения специализированных микросхем, совмеща-
ющих в себе функции акселерометра, гироскопа и магнитометра — так называ-
емые инерциальные измерительные модули (IMU, Inertial Measurement Unit). 
Часто на борту таких микросхем находятся специализированные вычислитель-
ные модули, обрабатывающие «сырые» данные и выдающие результат, напри-
мер в виде квантернионов. К преимуществам данного подхода можно отнести 
компактность и мобильность конструкции, по сравнению например с оптиче-
скими системами захвата. Кроме того, для данной системы не требуется каких-
то больших вычислительных мощностей. 
 В данной работе представлена распределенная архитектура системы за-
хвата движений, позволяющая строить масштабируемые и гибкие элементы че-
ловеко-машинного интерфейса для робототехнических систем, и других подоб-
ных применений. 
 Основу данной архитектуры составляет сеть сенсоров, передающая дан-
ные о движении прикрепленных к сенсорам объектах. Данные аккумулируются 
на отдельной вычислительной машине, могут быть записаны в архив для даль-
нейшего повторного использования, или в режиме реального времени могут 
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обрабатываться и передаваться дальше, например в виде команд для объекта 
управления (рисунок 2). 
 




Рис. 2. Распределенная архитектура системы захвата движений 
 
 Одна из основных проблем при разработке подобных систем, состоит в 
сопряжении интерфейсов IMU и целевой системы (объекта управления). Мик-
росхемы, входящие в состав таких датчиков, традиционно используют интер-
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фейс I2C для обмена данными. Данный интерфейс подходит для организации 
связи между микроконтроллерами на небольших расстояниях. Для связи с пер-
сональными компьютерами на больших расстояниях такой интерфейс не под-
ходит. Кроме того, поскольку данный интерфейс использует физическую топо-
логию сети общая шина, то подключение большого числа датчиков приводит к 
снижению скорости передачи данных, что неприемлемо для систем управления 
в режиме реального времени. Решением проблемы может стать вычислитель-
ный модуль (на рисунке 2 блок ИВМ — интерфейсный вычислительный мо-
дуль), принимающий данные от IMU по интерфейсу I2C и передающий эти 
данные, используя интерфейсы более подходящие для интенсивного обмена 
информацией на больших расстояниях. К недостаткам такого решения можно 
отнести увеличение сложности и стоимости системы. Однако такое увеличение 
сложности, позволит повысить гибкость системы и многократно расширить ее 
возможности по масштабированию. Кроме того, дополнительный вычисли-
тельный модуль позволит решить другую проблему — первичной обработки 
данных. Дело в том, что при построении например систем захвата движений, 
требуется постоянное преобразование данных между системами координат 
(глобальной системы координат объекта управления в целом, и локальной си-
стемы координат для каждого отдельного подвижного элемента). Такое преоб-
разование математически происходит в результате нескольких операций пере-
множения квантернионов. При этом несмотря на то, что само преобразование 
не требуют каких-то больших вычислительных мощностей, большое количе-
ство квантернионов, поступающих в единицу времени на обработку, может со-
здать ощутимую вычислительную нагрузку. Распределенная архитектура си-
стемы с интерфейсными вычислительными модулями на каждом IMU позволит 
существенно разгрузить компьютер объекта управления. 
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