We consider the problem of low rank matrix recovery in a stochastically noisy high dimensional setting. We propose a new estimator for the low rank matrix, based on the iterative hard thresholding method, and that is computationally efficient and simple. We prove that our estimator is optimal both in terms of the Frobenius risk, and in terms of the entry-wise risk uniformly over any change of orthonormal basis. This result allows us, in the case where the design is Gaussian, to provide the limiting distribution of the estimator, which is of great interest for constructing tests and confidence sets for low dimensional subsets of entries of the low rank matrix.
Introduction
High-dimensional data have generated a great challenge in different fields of statistics, computer science, and machine learning. In order to consider cases where the number of covariates is larger than the sample size, new methodologies, applicable for the model under some structural constraints, have been developed. For instance, there have been substantial works under the sparsity assumption including sparse linear regression, sparse covariance matrices estimation or sparse inverse covariance matrices estimation (see e.g. Meinshausen and Bühlmann, 2006; Bickel et al., 2009; Huang et al., 2008; Friedman et al., 2008; Cai and Zhou, 2012) . In this paper, we focus on the problem of low rank matrix recovery and uncertainty quantification.
There have been quite a few work on estimating low rank matrices in the matrix regression setting (also named the trace regression setting, the matrix compressed sensing setting, or the quantum tomography setting when the parameter is a density matrix). Candès and Recht (2009) ; Candès and Tao (2010) ; Recht (2011); Gross (2011) considered the exact recovery of a low-rank matrix based on a subset of uniformly sampled entries. Recht (2011) ; Candès and Plan (2011); Flammia et al. (2012) ; Gross et al. (2010) ; Liu (2011) considered matrix recovery based on a small number of noisy linear measurements in the framework of Restricted Isometry Property (RIP) (in particular, the paper (Liu, 2011) proved that the quantum tomography design setting satisfies the RIP and Flammia et al. (2012) ; Gross et al. (2010) ; Liu (2011) considered the specific case of quantum tomography, i.e. where the parameter is a density matrix). Negahban and Wainwright (2011) proved non-asymptotic bounds on the Frobenius risk, and investigated matrix completion under a row/column weighted random sampling. Koltchinskii (2011) proposed an estimator based on an entropy minimisation for solving a quantum tomography problem. Koltchinskii et al. (2011) proposed a nuclear norm minimisation method and derived a general sharp oracle inequality under the condition of restricted isometry property. Very recently, Cai and Zhang (2015) considered a rank-one projection model and used constrained nuclear norm minimization method to estimate the matrix. Goldfarb and Ma (2011); Tanner and Wei (2012) adapt the iterative hard thresholding method (first introduced in the sparse linear regression setting, see e.g. Needell and Tropp, 2009; Blumensath and Davies, 2009 ) to the problem of low rank matrix recovery in the case where the noise is non-stochastic and of small L 2 norm. This procedure has the advantage of being very computationally efficient. In the same vein but applied to the more challenging stochastically noisy setting, Agarwal et al. (2012) introduced a soft thresholding technique that provides efficient result in this setting.
Another important problem is on understanding the uncertainty associated to these statistical methodologies, by e.g. characterizing the limiting distribution of the efficient estimators. Yet results in this area for high dimensional models are still scarce, available mainly for the sparse (generalised) linear regression models (Zhang and Zhang, 2014; Javanmard and Montanari, 2014; van de Geer et al., 2014; Nickl and van de Geer, 2014) . In the papers (Zhang and Zhang, 2014; Javanmard and Montanari, 2014; van de Geer et al., 2014) , the authors focus first on constructing an estimator for the sparse parameter that has good properties in L ∞ risk, and they use then this result to exhibit the limiting distribution of their estimator. Knowing this limiting distribution immediately enables the construction of tests and confidence sets for low dimensional subsets of parameters.
A similar achievement, i.e. the construction of an estimator that has an explicit limiting distribution, does not exist in the low rank matrix recovery setting. To the best of our knowledge, moreover, all the theoretical results from the above papers on the estimation of the parameter in the noisy setting are in Frobenius risk, and not in entry-wise matrix L ∞ risk (i.e. the analogue in the matrix setting of the L ∞ risk).
In our paper, we consider the problem of constructing an estimator for lowrank matrices in a stochastically noisy high-dimensional matrix recovery setting. This estimator has optimal Frobenius and entry-wise L ∞ risk performance (uniformly over any change of orthonormal basis). In addition, it has an explicit limiting distribution and it is computationally efficient (in particular, we provide an explicit algorithm). The proposed algorithm is inspired by the iterative hard thresholding methods, that refines its estimation of the matrix, by iteratively estimating the low rank sub-space where the matrix's image is defined. We prove that (in Theorem 3.1) this estimator is optimal in both Frobenius and entrywise L ∞ risk (uniformly with respect to any change of orthonormal basis). We also prove that a simple modification of it has an explicit limiting distribution (in Theorem 3.2) when the design consists in uncorrelated Gaussian entries: this limiting distribution result is immediately useful for testing hypotheses and constructing confidence intervals for each parameter of interest, similar to the ideas in Zhang and Zhang (2014) ; Javanmard and Montanari (2014) ; van de Geer et al. (2014) . The estimating method is also computationally efficient requiring only O(log n) iteration steps to converge, and the computational complexity of the method is thus of order O(nd 2 log n) where d is the dimension of the matrix, and n is the sample size. As a complement, we also provide an adaptation of our method that targets the setting of sparse linear regression, that is also based on iterative hard thresholding, and that provides an estimator that has an explicit limiting distribution (recovering the results of Zhang and Zhang (2014) ; Javanmard and Montanari (2014); van de Geer et al. (2014) ). We provide a short simulation section where we illustrate the efficiency of our method and how it can be used to create a confidence interval for the entries of the low rank matrix.
Setting

Preliminary notations
For T > 0, q > 0 and u ∈ R q , we write u T for the hard thresholded version of u at level T , i.e. for the vector v such that v i = u i 1{|u i | ≥ T } for i = 1, . . . , q.
For q > 0 and u ∈ R q , we write u 2 = i≤q u 2 i for the standard L 2 norm of u, and u ∞ = sup i |u i | for the standard L ∞ norm of u.
Let q > 0, for a q × q matrix A, we write tr(A) = k A k,k , and diag(A) is a matrix whose diagonal entries are the same as A while non-diagonal entries are all zeros. We write the entry-wise matrix norm of A as A ∞ = max i,j |A i,j |, and its Frobenius norm as A 2 2 = i,j A 2 i,j . For T > 0, we write A T for the hard thresholded version of A at level T for each entry, i.e. for the matrix V such that V i,j = A i,j 1{|A i,j | ≥ T } for i, j = 1, . . . , q.
Model
Let d, n > 0. Let M be the set of d × d matrices, and
be the set of d × d matrices of rank less than or equal to k. Let us also write
for the set of orthonormal matrices in M.
imsart-generic ver. 2013/03/06 file: low_rank_final.tex date : February 18, 2015 For X i ∈ M, Θ ∈ M, we consider the matrix regression problem where for any i ≤ n,
where ∈ R n is an i.i.d. vector of Gaussian white noise, i.e. ∼ N (0, I n ) (but our results hold in the same way for any sub-Gaussian independent noise : see Remark 3.1), and d ≤ n but d 2 n. Let us write X for the linear operator going from M to R n , and such that for any A ∈ M,
The model can be rewritten as
where Y = (Y i ) i . This matrix regression model is directly related to the quantum tomography model (in which case the design X is often chosen to be the random Pauli design (Flammia et al., 2012; Gross et al., 2010; Liu, 2011; Gross, 2011; Koltchinskii, 2011) , but it can also be related to e.g. matrix completion (Negahban and Wainwright, 2011; Koltchinskii, 2011) . We state the following assumption on the design operator X.
Remark 2.1. The above assumption is very related to the Restricted Isometry Property. Typically, for uncorrelated Gaussian design with mean 0 and variance 1 entries, it will hold with probability larger than 1 − δ forc n (k) ≤ C kd log(1/δ)/n where C > 0 is a universal constant. For the Pauli design used in quantum tomography, it will hold with probability larger than 1 − δ for c n (k) ≤ C kd log(d/δ)/n where C > 0 is a universal constant (Liu, 2011) .
Main results
As a generalization of sparsity constraints in linear regression models, we impose a rank k ≤ d constraint on a matrix Θ ∈ R d×d . That is, we require the rows (or columns) of Θ lie in some k-dimensional subspace of R d . This type of rank constraint arises in numerous applications such as quantum tomography, matrix completion, and matrix compressed sensing (see e.g. Flammia et al., 2012; Gross et al., 2010; Liu, 2011; Gross, 2011; Negahban and Wainwright, 2011; Koltchinskii et al., 2011) .
Method
Our method considers the parameters B > 0, δ > 0, K > 0. The parameter δ is a small probability that will calibrate the precision of the estimate: the theoretical results that we will prove later for this estimate will hold with probability 1 − δ, and the smaller δ, the larger the constant in the bound (see Theorem 3.1). The parameter K is an upper bound on two times the actual low rank of the parameter Θ. It does not need to be tight, and the final results will not depend on it as long √ Kc n (K) 1 (see Assumption 2.1 and Theorem 3.1). The parameter B is an upper bound on the Frobenius norm of the parameter Θ. It again does not need to be tight, but constants in the proof will scale with it.
We set the initial values for the estimatorΘ 0 and the threshold T 0 such that
We update the thresholds
where
and C is an universal constant (see Lemma 5.2). Set now recursively, for r ∈ N, r ≥ 1,
and let U r , V r ∈ M 2 Ω be two orthonormal matrices that diagonaliseΘ r−1 +Ψ r . Then we setΘ
This procedure provides a sequence of estimates, and as we will prove in the next subsection, this sequence is with high probability close to the true Θ as soon as r is of order log(n) (see Theorems 3.1 and 3.2). This method is related to Iterative Hard Thresholding (IHT), a method that has been developed for the sparse regression setting (see e.g. Blumensath and Davies, 2009; Needell and Tropp, 2009) . It is less straightforward to see this in this setting, as in the sparse regression setting where we adapt also our method in Subsection 3.3, and for a more comprehensive discussion of the relation between our method and IHT, see the Remark 3.3. Note that IHT algorithms have been proved to work in settings where the noise is small and non-stochastic (see e.g. Blumensath and Davies, 2009; Needell and Tropp, 2009; Goldfarb and Ma, 2011; Tanner and Wei, 2012) , but to the best of our knowledge, there are no results on IHT in a stochastically noisy setting.
Results for the low rank matrix recovery
We now provide a theorem that guarantees that the estimateΘ r has at most rank k, and its entry-wise L ∞ risk and Frobenius risk are bounded with the optimal rates-for the minimax lower bound for Frobenius risk, see Theorem 5 in Koltchinskii et al. (2011) , and the minimax lower bound for the entrywise L ∞ risk, in the worst case after any rotation, can be proven in a similar manner-after O(log(n)) iterations.
Theorem 3.1. Assume that Assumption 2.1 is satisfied and thatc n (2K) √ K < 1/4. Let r ≈ O(log(n)). We have that for a constant C 1 > 0 it holds that with probability larger than 1 − δ and for any k ≤ K/2
and also that sup
and also that
The above theorem proves among other things that our estimate attains the minimax optimal Frobenius risk, which other estimates in the literature also attain. A first interesting property that it has an explicit algorithmic form and is very computationally efficient. Another interesting additional property of our estimate is that it is also minimax-optimal in entry-wise (matrix L ∞ ) risk, and that the entry-wise error is not more than d/n with high probability for any orthonormal change of basis of the matrix Θ. This is a strong result since the entry-wise norm is not invariant by orthonormal change of basis as the Frobenius norm is. This result is already useful for measuring the uncertainty of an estimate (in particular since it does not require the a priori knowledge of the rank of the matrix Θ). In the case of Gaussian design X (i.e. if the elements in the design matrices X i ∈ M are i.i.d. Gaussian with mean 0 and variance 1) then it is possible to significantly refine this result and provide a limiting distribution for a simple modification of our estimate.
To prove asymptotic normality, we slightly modify the estimator defined in Theorem 3.1. Consider the estimatorΘ r of Theorem 3.1 (with r ≈ O(log(n))) and defineΘ
Theorem 3.2. Assume that the elements in the design matrices X i ∈ M are i.i.d. Gaussian with mean 0 and variance 1. Then, writing Z :
where Z|X ∼ N 0,
Remark 3.1. Theorems 3.1 and 3.2 are proved for a Gaussian noise , but these results are easily generalisable to any independent, sub-Gaussian noise, with a similar but more technical proof (based on Talagrand's inequality). The results of Theorem 3.2 would however be modified in that the random variable Z, conditioned on the design X, would then not be exactly Gaussian, but have a limiting Gaussian distribution using the central limit theorem.
Theorem 3.2 needs the fact that the design is Gaussian. To the best of our knowledge, Theorems 3.1 and 3.2 are first to a) provide uniform results on the entry-wise norm of any transformation by a change of basis of the parameter, and b) establish a limiting distribution for an estimator in low rank matrix recovery. On top of that, the computational complexity of our algorithm is low as for any procedure based on IHT: see the papers (Goldfarb and Ma, 2011; Tanner and Wei, 2012) .
As highlighted in the papers Zhang and Zhang (2014); Javanmard and Montanari (2014); van de Geer et al. (2014), having a bound on the entrywise risk, and then an estimator with explicit limiting distribution, is interesting in that it can be used to construct tests and confidence intervals for subsets of coordinates of the parameter Θ. We illustrate this point in the Simulation section (see Section 4), where a confidence set is constructed using the limiting distribution.
Results for the sparse linear regression model
The method that we proposed and studied in the low rank matrix recovery setting can be adapted and simplified to accommodate another setting : the sparse linear regression setting. We explain how to construct an estimator based on IHT, and prove that the estimator is efficient in L 2 and L ∞ norm, and provide the limiting distribution of a simple modification of our estimate.
Setup We let B(k) := B 0 (0, k) be the "l 0 (R p ) ball" of radius k, i.e. B(k) is the subset of the vectors u ∈ R p such that u has less than k non-zero coordinates. Consider the linear model
where X is a n × p matrix, the signal vector θ ∈ R p is k-sparse (θ ∈ B(k)), and ∈ R n is an i.i.d. vector of Gaussian white noise, i.e. ∼ N (0, I n ) (as in the matrix regression, we do not need the Gaussian assumption and our results hold with sub-Gaussian independent noise), and p n. We denote the sample covariance matrix byΣ =
Assumption 3.1. Let K ≤ p. We assume that there exists a matrix V such that for any k ≤ 2K, there exists a constant r k > 0 such that
Remark 3.2. Suppose X is from a distribution whose covariance matrix is Σ ∈ R p×p . Let the minimum eigenvalue σ min (Σ) ≥ C min > 0 and the maximum eigenvalue σ max (Σ) ≤ C max < ∞ and max i∈ [p] Σ ii ≤ 1. Assume that XΣ −1/2 has independent sub-Gaussian rows with zero mean and sub-Gaussian norm Σ −1/2 X 1 ψ2 = κ. Then from the paper (Javanmard and Montanari, 2014), for n ≥ C min log p/(4e 2 C max κ 4 ), with probability larger than 1 − 2p −c2 with c 2 ≡ C min /(24e 2 κ 4 C max ), there exists a computationally feasible V such that
holds. In this case, we can take
Method This algorithm takes again three parameters : δ, K and B. We have the same interpretation for δ as in the matrix regression setting, K is an upper bound on two times the sparsity of θ (again, it does not need to be tight as long as r K is small enough), and B is a loose bound on the L ∞ norm of θ. First, we set the initial values for the estimatorθ 0 and the threshold T 0 such thatθ
Then we update thresholds in each iteration r ∈ N * , by
Recall that the pseudo inverse V ofΣ and r K are taken from Assumption 3.1. Set now recursively,α
This procedure provides a sequence of estimates, and as we will prove in the next subsection, this sequence is with high probability close to the true θ as soon as r is of order log(n) (see Theorems 3.3 and 3.4).
Remark 3.3 (Iterative hard thresholding (IHT)). The proposed method modifies iterative algorithms (see e.g. Blumensath and Davies, 2009; Needell and Tropp, 2009 ). The usual (normalised) IHT algorithm updates the estimate using
where P k is a hard thresholding operator that keeps the largest k elements of a vector and w r−1 ∈ R is a stepsize that can have the interpretation of a Gradient step when it is much smaller than 1. The difference is in the thresholding; we update thresholds while they pick the largest k values after adjusting the added parts. Most importantly, previous works on this estimator only considered the case of a deterministic (small) noise, so their analysis is not applicable in our model where the noise is stochastic.
Main result We now provide a theorem that guarantees that the estimateθ r in (3.4) has an optimal L ∞ risk after O(log(n)) iterations.
Theorem 3.3. Assume that Assumption 3.1 is satisfied and that 2r K < 1. Let r = log(n)/ log(1/(2r K )) ≈ O(log(n)). We have that with probability larger than
Remark 3.4. If the design is obtained as in Remark 3.2, then as long as K = o( n/ log(p)), with high probability the assumptions of Theorem 3.3 will hold.
Theorem 3.3 provides two side results-L 2 convergence rates and asymptotic normality. The first corollary is immediately obtained from the fact that for any
Corollary 1. Suppose that the same assumptions and notation used in Theorem 3.3 hold. We have that with probability larger than 1 − δ, for any k ≤ K/2
To prove asymptotic normality, we slightly modify the estimator defined in Theorem 3.3. This is similar to the de-sparsified LASSO by van de Geer et al. (2014) in the sense that we also use a de-sparsified version of our estimator. Consider the estimatorθ r of Theorem 3.3 (with the same r = log(n)/ log(1/(2r K ))) and V in Assumption 3.1, and definê
Theorem 3.4. Suppose that the same assumptions and notation used in Theorem 3.3 hold. Then, writing Z :
where Z|X ∼ N (0,
g. for designs as in Remark 3.2,
The estimate we provide has similar properties as in Javanmard and Montanari (2014); van de Geer et al. (2014) .
Simulation results
We performed experiments for low-rank matrix recovery, with matrix dimension d . We consider a Gaussian design where each X i j,j ∼ N (0, 1) and are independent. We also consider a Gaussian uncorrelated noise ∼ N (0, I n ). We consider a parameter Θ of rank k that is stochastically generated in an isotropic way as
We implemented our method choosing a data-driven heuristic for the choice of our parameters. We first setΘ 0 = 0.
We set for any r ≥ 1σ
i.e. the empirical risk, and
where q 90% is the 90% quantile of a N (0, 1) random variable. υ n (r) replaces here υ n , and is a heuristic high probability bound on the error for each coordinate. We set
which is by construction higher than the Frobenius norm of Θ with high probability, and
where we select ρ = 1/2 (we take 1/2 so that the decay is not too fast, but also so that 1/(1 − ρ) is not too large). Then we also have an heuristic stopping rule that says that we iterate until
which is coming from the fact that if it exists, 1 1−ρ lim r υ n (r) is the fixed point of T r , and we select the precision as e = 0.1. We writeΘ for the resulting estimate.
We also construct, using the limiting distribution results provided in Theorem 3.2, a confidence set for the all the entries of Θ that is such that for any entry (m, m ), we set the confidence interval 2 . We provide several results, depending on the values of (n, p, k), averaged over 100 iterations of simulations. For these simulations, we present three kinds of results:
• A first set of graphs (Figure 1 ) presents, for different values of p, k, and in function of the sample size n, the logarithm of the rescaled Frobenius risk of the estimateΘ, i.e.
• A second set of graphs ( • A last set of graphs (Figure 3 ) presents, for different values of p, k, and in function of the sample size n, the averaged coverage probability of the confidence intervals C All these graphs also exhibit 95% confidence intervals (upper and lower 2.5% quantile values from 100 iterations) around their means (dotted lines in the graphs, the solid line being the mean).
These figures exhibit different behaviours depending on the difficulty of the problems (increasing with p and more importantly with k). The graphs in Figure 1 for k = 3 (and p ∈ {64, 100}) exhibit first a very fast decay of the risk, until some critical threshold n = ckd where c seems to be between 10 and 20. At this point, one can actually observe that the method recovers in most case the true rank k of the matrix, whereas it before recovered only a smaller rank approximate of Θ-with a too small n, it could not distinguish all the signal from the noise, and the fact that it gradually does for larger n explains the fast decay of the logarithm of the rescaled risk. After that, the curve has a kink and the decay becomes slower (the theory predicts that the logarithm of the rescaled risk should decrease with n as − log(n)). After this kink, all the k "rank directions" have been identified, and the logarithm of the rescaled risk starts decreasing slower, according to the theoretical rate of − log(n). The graphs in Figure 1 for k = 10 (and p ∈ {64, 100}) exhibit mainly the first regime, since k is larger and the second regimes comes for larger values of n-empirically, we can observe that the method recovers most of the time all k "directions" as soon as n = 4000 for p = 64, as soon as n = 6000 for p = 100. A parallel evolution can be observed in Figure 2 , for the logarithm of the average length of the confidence intervals. It is not at all surprising since this length is supposed to reflect the risk. The averaged coverage of these intervals in Figure 3 is in average larger than 87% in all cases, and in more than 95% of the cases, it is higher than 74% in all cases, which makes our method reliable.
Proofs
Preliminaries
For convenience in writing the proofs, we introduce the following quantities.
We write, for integers q, q , the vectorisation of a q × q matrix (where q > 0) A by stacking the rows of A ∈ R q×q as vec(A) = (A 1,1 , A 1,2 , . . . , A 1,q , A 2,1 , . . . , A 2,q , . . . , A q,1 , . . . , A q,q ) T .
We write the Kronecker product between two matrices A and B as A ⊗ B.
2 where m, m = 1, . . . , d:
2 }. Assumption 2.1 can be rewritten as follows in this vectorized new notation.
Assumption 5.1 actually implies the following lemma that bounds the scalar products rather than the norms.
Lemma 5.1. If Assumption 5.1 holds, then for any k ≤ K, we have that
The proof of this lemma is in Subsection 5.3.
Proof of Theorem 3.1
Let Ω be the set of vectors of R d and of norm 1.
Explicit writing of the quantities For any matrices
Note that Y r i = tr (X i ) T Ψ r + i by linearity of the trace. Let u, v ∈ Ω, thenγ r (u, v) is a scalar: 2) where here ., . is the classic vectorial scalar product on R n . Also by definition of U and ψ r , we have
The last equation implies that
2. Bound on the stochastic term We first bound the second term in (5.4) with the following lemma.
Lemma 5.2. Assume that c n (1) ≤ 1 (note that c n (1) ≤ c n (K) for K ≥ 1). It holds with probability larger than 1 − δ that
where C is an universal constant. Its proof is in Subsection 5.4. Lemma 5.2 implies that on an event of probability larger than 1 − δ, we can bound the stochastic term in (5.4)
Let ξ be an event of probability larger than 1 − δ where the above holds.
3. Bound on the first term in (5.4) provided that the rank k r of Ψ r is smaller than 2k Let us assume, only for this Paragraph 3. of the proof, that the rank k r of Ψ r is smaller than 2k ≤ K. By Lemma 5.1, we can apply Equation (5.1) (since k r ≤ 2k ≤ K), and combining this with the fact that U 2 = 1, we have
By combining Equation (5.4), (5.6) and (5.7), and using ψ r 2 = Ψ r 2 , we then have in the case that
Since the previous result holds in the worst case of u, v ∈ Ω, we directly have on ξ the corresponding entrywise result whenever
By definition, we knowγ
Note also by definition of the thresholding process, the matrix
is such that it is diagonal with all diagonal elements smaller than T r . Let
By elementary calculations, we havẽ
and so we have that By definition ofΘ r , we havẽ
Combining this with Equation (5.10), we obtain that on ξ and whenever k r ≤ 2k
4. Induction We now stop assuming that the rank k r of Ψ r is smaller than 2k, and we consider the general case.
We are going to prove by induction that on ξ, for any integer r ≥ 1, we have that (i) the rank ofΘ r−1 is smaller than k, and (ii) Ψ r 2 ≤ 2 √ 2kT r−1 := C r . For r = 1, sinceΘ 0 = 0, then its rank is 0 and is therefore bounded by k and (i) is satisfied. Moreover, since
is satisfied as well. Now assume that (i) and (ii) hold on ξ for a given r (as it holds for r = 1 not only on ξ but on the entire probability space). By induction assumption (i), we have that on ξ the rank ofΘ r−1 is smaller than k, which implies that the rank of Ψ r = Θ −Θ r−1 is smaller than k + k = 2k. Because we have that k r ≤ 2k, Equation (5.11) applies and on ξ 12) by definition of T r and since 2 √ 2kc n (2k) ≤ 4 √ Kc n (2K) (since 2k ≤ K). Moreover, in the same way, we have that on ξ (see Equation (5.10) since k r ≤ 2k)
Let us now state the following lemma.
, with singular values (λ j ) j ordered in decreasing order (all positive). For any j ≤ d 2 and for any collection of orthogonal vectors (w j ) j ≤j−1 , we have
Write (λ r j ) j for the singular values ofΨ r +Θ r−1 ordered in decreasing order and all positive (and U r , V r for the diagonalising matrices). Let U * , V * be the matrices that diagonalise Θ and order its singular values in decreasing order on the diagonal and write (λ * j ) j for its singular values (all positive). By Lemma 5.3, we know that, for any j ≤ d,
Therefore, on ξ, by Equation (5.13), we know that for any
So since allλ r j that are smaller than T r are thresholded for constructingΘ r (we remind that theλ r j are the diagonal elements of the diagonal matrix (U r )
that is thresholded at level T r in the construction ofΘ r ), it means that on ξ, the rank ofΘ r is smaller than the rank of Θ, i.e. it is smaller than k. This proves the first part of the induction (i). Now letȖ r ,V r be the matrices that diagonalise Ψ r+1 , and let
Now since the rank of bothΘ r and Θ are smaller than k on ξ, we know that the rank of Ψ r+1 , and thus of D r+1 , is smaller than 2k. Therefore, we have since D r+1 is diagonal and has therefore only 2k non-zeros elements that on ξ
which implies that on ξ, since the Frobenius norm is invariant by rotation
This concludes part (ii) of the induction and therefore, it concludes the induction.
Conclusion
By the previous induction, we know that on ξ, we have sup
and also that rank(Θ r ) ≤ k, and also that sup
This concludes the proof since for r larger than c l log(n) with c l a large enough constant, we have by definition of the sequence T r that T r ≤ 2υ n ≤ 2C d log(1/δ) n .
Proof of Lemma 5.1
First, note that for A ∈ R(k), B ∈ R(k), we have
Thus, without loss of generality, we consider A 2 = B 2 = 1. We know that This gives
By Assumption 5.1, using A − B ∈ R(2k), we have for k ≤ K,
This concludes the proof.
Proof of Lemma 5.2
Since ∼ N (0, I n ), we have that
This implies that (using a Gaussian tail probability P (|X| > x) ≤ e −x 2 /2 for x > 0 when X ∼ N (0, 1)) with probability larger than 1 − δ
(5.14)
Since X satisfies the Assumption 5.1 with K ≥ 1, we have that
which implies that for any A ∈ R(2), we have
(5.15) Equation (5.15) implies together with Equation (5.14) that for a matrix A ∈ R(2), with probability larger than 1 − δ, 16) where v n (δ) =
1+cn (2) 2 log(1/δ) n . To obtain the bound for the supremum of the quantity in (5.16) over all A ∈ {A, A ∈ R(1), A 2 ≤ 1} =: A(1), we consider the approximating set B 0 ⊆ B 1 ⊆ . . . whose property is described as follows. Let B 0 = {0}. Let, for any i ∈ N * , B i be a 2 −i covering set of A(1). Here we use a classic result (Candès and Plan, 2011, Lemma 3.1) , saying that the υ-covering numbers of A (1) is bounded by (C/υ) 2d+1 . Thus the cardinality of B i is smaller than (C2 i ) 2d+1 . Letξ be the event such that for all i, j ∈ N 2 and for each vector in u, v ∈ B i × B j , it holds that
, where C > 2C is a large constant. By Equation (5.16), and since u − v ∈ R(2) we know that (5.17) holds with probability 1 − δ i,j for each i, j and for each vector u, v ∈ B i × B j . By a union bound, we have that
Let now A ∈ R(A) such that A 2 = 1. It is possible to write A as
where each u i belongs to B i , and where the (u i ) i are such that u i − u i−1 2 ≤ 2 −i . We have onξ that
Proof of Lemma 5.3
The dimension of E is j. Let now F be the vectorial sub-space that is orthogonal to span((w j ) j ≤j−1 ). Its dimension is d 2 − j + 1. Since dim(E) + dim(F ) = d 2 + 1, there is at lest one unitary vector in E F . Let h ∈ R d2 be this vector, since it is in E, it can be written as
where for k = 1, . . . , j, we have h k ≥ 0 and k h 2 k = 1. Therefore, we have that
since the (u k ) k are orthonormal, and since the singular values are positive and ordered in decreasing order. This concludes the proof.
Proof of Theorem 3.2
By definition, we have that
Let m, m ≤ d and let u m be the vector with all element equal to 0 except the m th entry which is equal to 1, and we consider that
. We have by definition and using representations (5.2) and (5.3) that
Note that given X i , i = 1, . . . , n,
The following Lemma is a concentration inequality that holds in Gaussian design.
Lemma 5.4. Assume that the design is Gaussian. Let A ∈ M. We have that with probability larger than 1 − δ (on the design)
Proof. Let A ∈ R(k). We have
where I n is the n × n identity matrix. This implies that
where χ 2 j is the chi square distribution with j degrees of freedom. By Bernstein's inequality, we thus have (since the χ 2 1 distribution is sub-Gaussian) that, with probability larger than 1 − δ,
where C is an universal constant. This implies that, with probability larger than 1 − δ,
Combining Lemma 5.4 with Pythagoras's theorem as in the proof of Lemma 5.1, we have that for any A, B ∈ M, with probability larger than 1 − δ,
By a union bound, this implies that with probability larger than 1 − δ,
where C is a universal constant. This concludes the proof (in remarking that the above quantity is arbitrarily small when kd log(d) = o(n)).
Proof of Theorem 3.3
We have Since ∼ N (0, I n ), we know that 1 n V X T ∼ N (0, 1 n VΣV T ).
By an union bound (with Hoeffding's inequality) we know that with probability larger than 1 − δ We moreover assume that the support ofθ r is contained in the support of θ, which implies that it is k sparse.
By Equation (5.21) we know that on ξ, since θ −θ r is k sparse This concludes the proof for r + 1. The induction is complete, and we have that the previous equation holds for all r ≥ 1. It is equivalent to the fact that on ξ (and thus with probability larger than 1 − δ), for all r ≥ 1 θ −θ 23) and the support ofθ r is included in the support of θ.
3. Study of the sequence T r The sequence T r is such that T r = 2r K T r−1 + υ and T 0 = B.
A simple induction on this geometric sequence provides that
4. Conclusion Let r = − log(n)/ log(2r K ) ≈ O(log(n)), since 2r K < 1 and is a constant. We have by Equation ( By definition,
Given X, we know that Z is a linear function of the Gaussian vector , thus Z|X ∼ N (0, VΣV T ). Now we prove the bound for ∆. Note that using (3.3) and r k = O(k (log p)/n), for a sufficiently large n, we have a constant C > 0 such that ∆ ∞ = √ n (I − VΣ)(θ r − θ) ∞ ≤ Ck log p θ r − θ ∞ .
Then using the result from Theorem 3.3, with probability at least 1 − δ, we have as long as k = o( √ n/ log p)
as n → ∞.
