Abstract. For estimating area-specific parameters (quantities) in a finite population, a mixed model prediction approach is attractive. However, this approach strongly depends on the normality assumption of the response values although we often encounter a non-normal case in practice. In such a case, transforming observations to make them close to normality is a useful tool, but the problem of selecting suitable transformation still remains open. To overcome the difficulty, we here propose a new empirical best predicting method by using a parametric family of transformations to estimate a suitable transformation based on the data. We suggest a simple estimating method for transformation parameters based on the profile likelihood function, which achieves consistency under some conditions on transformation functions. For measuring variability of point prediction, we construct an empirical Bayes confidence interval of the population parameter of interest. Through simulation studies, we investigate some numerical performances of the proposed methods. Finally, we apply the proposed method to synthetic income data in Spanish provinces in which the resulting estimates indicate that the commonly used log-transformation is not appropriate.
Introduction
The mixed model prediction based on random effect models has been widely used in small area estimation (Rao and Molina, 2015) . The random effect models used in small area estimation are mainly divided into two models: the Fay-Herriot model (Fay and Herriot, 1979) and the nested error regression model (Battese et al., 1988) . Especially, the nested error regression model has been used for estimating population parameters in a finite population. Here we consider a finite population consisting of m areas and each area has N i units for i = 1, . . . , m. Let Y ij be a characteristic of the jth unit in the ith area, the main purpose is to estimate the area-specific parameter defined as
where T (·) is a known (user-specified) function. The simplest choice is T (x) = x, in which µ i corresponds to the finite population mean, and many literatures have been focused on this case; Chambers et al. (2014) , Jiang and Lahiri (2006) , Lahiri and Mukherjee (2007) and Schmit et al. (2016) . On the other hand, as noted by Molina and Rao (2010), other forms of T (·) are used in practice. For example, in poverty mapping, we often use FGT poverty measure T (x) = {(z − x)/z} α I(x < z) (Foster et al., 1984) , noting that µ i corresponds to the poverty rate when α = 0.
If all the units Y ij in the ith area were observed, we could calculate the true value of µ i . However, only a part of the units are available in practice. Let n i (< N i ) be the number of sampled units and y s = {y ij , j = 1, . . . , n i , i = 1, . . . , m} be the sampled data. It is known that the direct estimator of µ i using the observed units has high variability, especially in the case that n i is much smaller than N i . In real application, some covariates associated with Y ij are available not only for sampled but also for nonsampled units, which are denoted by x ij with j = 1, . . . , N i and i = 1, . . . , m. Hence, one aims to estimate µ i based on the sampled data and information on covariates.
To this end, a typical strategy is to assume that all the units follow the nested error regression model:
where x ij and β are p-dimensional vectors of covariates and regression coefficients, v i is the area-specific effect which follows N (0, τ 2 ) and ε ij is a sampling error distributed as N (0, σ 2 ). Then, the conditional distribution of the non-sampled data Y ij given all the sampled data y s is given by Y ij |y s ∼ N x t ij β + n i τ 2 σ 2 + n i τ 2 (ȳ i −x t i β), σ 2 τ 2 σ 2 + n i τ 2 , j = n i + 1, . . . , N i ,
which follows from the normality of Y ij under the model (2). Then the best predictor of µ i under squared error loss is the conditional expectation E[µ i |y s ], which has the
Here, the expectation E[T (Y ij )|y s ] can be computed via the Monte Carlo integration by generating a large number of random samples from the conditional distribution (3).
Moreover, the best predictor µ i depends on the unknown model parameters β, τ 2 and σ 2 in the model (2), so that these parameters should be replaced with their estimated counterparts. To this end, one can estimate the model parameters in the model (2) based on the sampled data y s based on, for example, the maximum likelihood or restricted maximum likelihood methods.
It is observed that the key assumption in deriving the best predictor (4) is the normality of Y ij in (2), which enables us to obtain the simple expression of the conditional distribution (3). However, we often encounter the case where the normality assumption is not plausible for Y ij . In fact, in poverty mapping, Y ij is a welfare variable like income, thereby the distribution of Y ij could be skewed. In this case, Molina and Rao (2010) proposed assuming the nested error model (2) for the transformed variables
If Y ij is right skewed, one may use H(x) = log x. However, we still suffer from the misspecification of the transformation and the predictor of µ i under misspecified transformation would be biased, thereby selecting suitable transformations from the data is desired to validate the prediction method. To overcome the difficulty, we propose the adaptively transformed empirical best predicting method in which we use a parametric family of transformations for data transformation instead of the use of specified transformations. We derive a form of the best predictor of µ i and provide a simple estimating method for transformation parameters based on profile likelihood function, which produces a consistent estimator under some regularity conditions. We also construct an empirical Bayes confidence interval of µ i for measuring the variability of the point prediction. The proposed intervals are shown to have O(m −1 ) coverage error, and we also suggest the parametric bootstrap calibration for confidence intervals with further accuracy.
As related methods, Li and Lahiri (2007) suggested to use the Box-Cox transformation (Box and Cox, 1964) for the data transformation for robust estimation of finite population totals while their method was developed under models without random effects. Hence, our method would be more efficient. Concerning the empirical Bayes confidence intervals, Nandram (1999) derived an empirical Bayes confidence intervals of the finite population means, which corresponds to the case taking T (x) = x in (1).
This paper is organized as follows: In Section 2, we describe the proposed prediction method as well as parameter estimation of the model parameters. In Section 3, we construct an empirical Bayes confidence interval of µ i . In Section 4, we present the results from simulation studies and a data application. In Section 5, we give conclusions and some discussions. The technical proofs are given in Appendix.
Adaptively Transformed Empirical Best Prediction

Transformed best predictor
Let H λ (·) be a family of transformations with parameter λ. The transformation parameter λ might be multidimensional, but we treat λ as a scalar parameter for notational simplicity. The assumptions and specific choices of H λ (·) will be discussed in the subsequent section. We assume that the transformed variable H λ (y ij ) follows the nested error regression model:
where x ij and β are p-dimensional vectors of covariates and regression coefficients, v i and ε ij are an area-specific effect and a sampling error, respectively. Here we assume that v i and ε ij are mutually independent and distributed as v i ∼ N (0, τ 2 ) and ε ij ∼ N (0, σ 2 ) with unknown two variance parameters τ 2 and σ 2 . It is worth noting that, owing to the area effect v i , the units in the same area are mutually correlated while the units in the different area are independent. Specifically, from (5), it holds Cor(H λ (Y ij ), H λ (Y ik )) = (τ 2 + σ 2 ) −1 τ 2 , j = k, thereby the units in the same area are mutually correlated and the degree of correlation is determined by the ratio τ 2 /σ 2 . From the normality assumptions of v i and ε ij , it follows that H λ (Y ij ) ∼ N (x t ij β, τ 2 + σ 2 ). Thus, the transformation parameter λ can be chosen to make the transformed data H λ (y ij ) close to normality. We define φ = (β t , τ 2 , σ 2 , λ) t , as the vector of unknown model parameters in (5). The estimation procedure will be given in the subsequent section.
Let y s = {y ij , j = 1, . . . , n i , i = 1, . . . , m} be the sampled data. From the model (5), we have H λ (Y ij )|y s ∼ N (θ ij , s 2 i + σ 2 ), j = n i + 1, . . . , N i , where
Hence, the best predictor of µ i given in (1) can be obtained as
where the expectation is taken with respect to u ij ∼ N (θ ij , s 2 i + σ 2 ), and T • H λ (u ij )] does not have a closed form in general, it can be easily computed via the Monte Carlo integration. We call the best predictor (7) adaptively transformed best predictor (ATBP).
Estimation of structural parameters
We here consider estimating the unknown model parameters φ in (5) based on the marginal likelihood function. Noting that the log-marginal likelihood function of φ is given by
where (Σ i ) k = τ 2 +σ 2 I(k = ), H λ (y i ) = (H λ (y i1 ), . . . , H λ (y in i )) t , X i = (x t i1 , . . . , x t in i
and H λ (·) denotes the derivative of H λ (·). The maximum likelihood estimator of φ can be defined as the maximizer of L(φ).
For maximizing the likelihood function L(φ), we first note that the profile likelihood function of λ can be expressed as
where ML(λ) is the maximum likelihood of the nested error regression model with response values H λ (y ij ) and covariate vectors x ij , which can be efficiently carried out by using well-developed numerical method (e.g. Molina and Marhuenda, 2015) . Using the ease of the point evaluation of the profile likelihood PL(λ), we can obtain the maximizer of PL(λ) by using, for example, the golden section method (Brent et al., 1973 ). Once we obtain the estimator λ, we get the estimators of other parameters by applying the nested error regression model to the data set {H λ (y ij ), x ij }.
For estimating the two variance parameters τ 2 and σ 2 , the restricted maximum likelihood (RML) method (Jiang, 1996) might be more attractive than the maximum likelihood method. To implement the RML estimation, the first three terms in (8) need to be changed to the restricted maximum likelihood, but the transformation parameter λ can be easily estimated in the same manner as the maximum likelihood method based on the profile likelihood function. However, in this paper, we consider only the maximum likelihood estimator for simplicity.
Class of transformations
We here consider the concrete choice of the family of transformations H λ (·). To begin with, we give some conditions to be satisfied by the transformations.
Assumption 1. (Class of transformations)
1. H λ is a differentiable and monotone function, and the range of H λ is R for all λ.
2. For fixed x, H λ (x) as the function of λ is differentiable.
3. The function |∂H λ (w)/∂λ|, |∂ 2 H λ (w)/∂λ 2 | and |∂ 2 log H λ (w)/∂λ 2 | with w = H −1 λ (x) are bounded from the upper by C 1 {exp(C 2 x) + exp(−C 2 x)} with some constants C 1 , C 2 > 0.
The first condition is crucial in this context. If the range of H λ is not R, but some subset A ⊂ R, the inverse function H −1
λ cannot be defined on R \ A, which causes problems in computing the best predictor (7). When the observations are positive valued, the Box-Cox (BC) transformation (Box and Cox, 1964) , H λ (x) = λ −1 (x λ − 1) for λ = 0 and H 0 (x) = log(x), is widely used. However, it is known that the range of BC transformation is truncated and not whole real line, so that the BC transformation cannot be used in this context. An alternative transformation, called dual power (DP) transformation, has been suggested by Yang (2006) :
where lim λ→0 H DP λ (x) = log x. It can be seen as the mean of two BC transformations, and it is easy to confirm that the range of DPT is R, so that DPT can be used as a parametric family including log-transformation in this context. The expression of the inverse function is required in computing the transformed best predictor (7), and the Jacobian is also needed for computing the profile likelihood function (9). These are
given by H DP(−1) λ (x) = λx + 1 + λ 2 x 2 1/λ and dH DP λ (x) dx = 1 2 (x λ−1 + x −λ−1 ).
In the context of small area estimation, the DP transformation was used in Sugasawa and Kubokawa (2017) where sinh(x) = (e x − e −x )/2 is the hyperbolic sine function, sinh −1 (x) = log(x + √ x 2 + 1), and two transformation parameter a and b control skewness and tail heaviness, respectively. The inverse transformation and the Jacobian are obtained as
(x) = sinh(b −1 sinh −1 (x) + a), and dH SS a,b (x) dx = b 1 + H SS a,b (x) 2 1 + x 2 . These transformations will be used and compared in the application presented in Section 4.3.
Large sample properties
We here consider the large sample properties of the estimator of structural parameters.
To this end, we assume the following condition: Since the asymptotic variance and covariance matrix of MLE can be derived from the Fisher information matrix, we first provide the Fisher information matrix in the following Theorem, where the proof is given in Appendix.
Theorem 1. We define the Fisher information I φ k φ j = −E[∂ 2 L(φ)/∂φ k ∂φ j ], then it follows that
(1
i ),
λ (y i ) ,
where H From Theorem 1, it is observed that the information matrix of (β t , τ 2 , σ 2 ) does not depend on the transformation parameter λ, and their expressions are the same as those of the traditional nested error regression models. While the two variance parameters τ 2 and σ 2 are orthogonal to β in the sense that I βτ 2 = I βσ 2 = 0, the transformation parameter λ is not orthogonal to the others. The expectations appeared in the Fisher matrix is not analytically tractable, but it can be easily estimated by replacing the expectation with its sample counterpart. In the case that λ is multidimensional, the extension of Theorem 1 is straightforward. The expressions of H
λ (y i ) and ∂ 2 log H λ (y ij )/∂λ 2 could be analytically complicated and require tedious algebraic calculations. In such a case, the numerical derivative can be useful since we need to compute only the point values of the derivatives.
Empirical Bayes Confidence Intervals
Asymptotically valid confidence intervals
Measuring the variability of the transformed empirical best predictor µ i is an important issue in practice. Traditionally, the mean squared error (MSE) of µ i has been used, and several methods ranging from analytical method (Prasad and Rao, 1990 ) to numerical methods (Hall and Maiti, 2006) have been considered. On the other hand, an empirical Bayes confidence interval of µ i is more preferable since it can provide distributional information than MSE though construction of the confidence interval is generally difficult. Here, we derive an asymptotically valid empirical Bayes confidence interval of µ i .
The key to the confidence interval is the conditional distribution of µ i given y s . where z i and w ij are mutually independent standard normal random variables, and θ ij and s i are defined in (6). Then the posterior distribution of µ i can be expressed as
Noting that Cov(H λ (Y ij
which is a complex function of standard normal random variables z i and w ij . However, random samples from the conditional distribution (12) can be easily simulated.
We define Q a (y i , φ) as the lower 100a% quantile point of the posterior distri-bution of µ i with the true φ, which satisfies P(µ i ≤ Q a (y i , φ)|y i ) = a. Hence, the Bayes confidence interval of µ i with nominal level 1 − α is obtained as I α = (Q α/2 (y i , φ), Q 1−α/2 (y i , φ)), which holds that P(µ i ∈ I α ) = 1 − α. However, the interval I α depends on the unknown parameter φ, so that the feasible version of I α is obtained by replacing φ with its estimator φ, namely I N α = (Q α/2 (y s , φ), Q 1−α/2 (y s , φ)),
which we call naive empirical Bayes confidence interval of µ i . The two quantiles appeared in (13) can be computed by generating a large number of random samples from the conditional distribution (12). Owing to the asymptotic properties of φ, the coverage probability of the naive interval (13) converges to the nominal level as the number of areas m tends to infinity as shown in the following theorem proved in Appendix.
Theorem 2. Under Assumptions 1 and 2, it holds P(µ i ∈ I N α ) = 1 − α + O(m −1 ).
Bootstrap calibrated intervals
As shown in Theorem 2, the coverage error of the naive interval (13) is of order m −1 , which is not necessarily negligible when m is not sufficiently large. Since the number of m is usually moderate in practice, the calibrated intervals with higher accuracy would be valuable. Following Chatterjee, et al. (2008) , Hall and Maiti (2006) , we construct a second order corrected empirical Bayes confidence interval I C α satisfying P (µ i ∈ I C α ) = 1 − α + o(m −1 ).
To begin with, we define the bootstrap estimator of the coverage probability of the naive interval. Let Y * ij be the parametric bootstrap samples generated from the estimated model (5) with φ = φ, and y * s = {Y * ij , j = 1, . . . , n i , i = 1, . . . , m}.
Moreover, let µ * i be the bootstrap version of µ i based on Y * ij 's. Since the coverage probability is P(Q a/2 (y s , φ) ≤ µ i ≤ Q 1−a/2 (y s , φ)), its parametric bootstrap estimator can be defined as CP(a) = E * I Q a/2 (y where the expectation is taken with respect to the bootstrap samples Y * ij 's. Based on the coverage probability, we define the calibrated nominal level a * as the solution of the equation CP(a * ) = 1 − α, which can be solved by the bisectional method (Brent, 1973) . Then, the calibrated interval is given by I C α = (Q a * /2 (y s , φ), Q 1−a * /2 (y s , φ)),
which has second order accuracy as shown in the following theorem proved in Appendix.
Theorem 3. Under Assumptions 1 and 2, it holds P(µ i ∈ I C α ) = 1 − α + o(m −1 ).
Numerical Studies
Evaluation of prediction errors
We first evaluate the prediction errors of the proposed predictors together with some existing methods. To this end, we considered the following data generating processes:
where i = 1, . . . , m, j = 1, . . . , N , β 0 = −1, β 1 = 3, τ = 0.3, σ = 0.7, and X ij were initially generated from U (1, 2) and fixed through simulation experiments. In model 
where z is defined as 0.6 times median of Y ij 's.
Concerning the area sample sizes, we divided m = 25 areas into five groups with equal number of areas, and we set the same number of n i within the same groups.
The group pattern of n i we considered was (20, 40, 60, 80, 100) . Among the generated Y i1 , . . . , Y iN , we used first n i observations y i1 (= Y i1 ), . . . , y in i (= Y in i ) as the sampled data. Then, based on the sampled data y ij 's and covariates X ij 's, we computed the predicted value of µ i based on the four methods: the proposed flexible transformed empirical best prediction (ATP) method with DP transformation (10), the transformed empirical best prediction (TP) method proposed by Molina and Rao (2010) with logtransformation, the empirical best prediction (EBP) method by directly applying the nested error regression model to the non-transfdemd observation y ij , and the direct estimator (DE) given by
I(y ij < z), i = 1, . . . , m.
It should be noted that the TP method is correctly specified in scenario (A) with λ = 0 while the ATP method is overfitting in this case. In the other cases in scenario (A), the ATP method uses the same model as the data generating model. Scenario (B) is similar to (A), but the distribution of error terms have the t-distribution. In scenario (C) and (D), the data generation models do not coincides with any methods.
To compare the performances of the four methods, we computed the square root of mean squared error (RMSE) defined as Table 1 .
From Table 1 , we can observe that the proposed method provides better estimates than three existing methods in almost all cases. As mentioned in the above, ATP method is overfitting in scenario (A) with λ = 0 while TP method is correctly specified.
However, the results show that the performances between ATP and TP are almost the same, which might indicate that the MSE inflation due to overfilling is not serious.
The similar observation can be done in scenario (B) with λ = 0. On the other hand, in the other cases, the proposed ATP method can improve the estimation accuracy of TP method as well as EBP and DE methods, by adaptively estimating the transformation parameter from the data.
Finite sample evaluation of empirical Bayes confidence intervals
We next evaluate the finite sample performances of the empirical Bayes confidence intervals given in Section 3. To this end, we considered the following data generating process for population variables Y ij :
where j = 1, . . . , N and i = 1, . . . , m with n = 200. We set the true parameter values λ = 0.3, β 0 = −1, β 1 = 3, τ = 0.3, σ = 0.7, and X ij were initially generated from the uniform distribution on (1, 2), which were fixed through simulation runs. We focused on the same population parameter given in (15).
Among the generated Y i1 , . . . , Y iN , the first n = 50 observations Y i1 , . . . , Y in were used as the sampled data y i1 , . . . , y in . Then, based on y ij 's and X ij 's, we computed two types pf confidence intervals for µ i , naive confidence interval (13) and bootstrap calibrated confidence interval (14), which are denoted by NCI and BCI, respectively.
To evaluate the performances of two confidence intervals, based on R = 1000 simulation runs, we computed the empirical coverage probability (CP) and the average length of confidence interval (AL), which are defined as
is the true value and CI (r) i is NCI or BCI in the rth iteration. In Figure, we show the obtained CP and AL in each area for two cases m = 20 and m = 30.
Concerning CP, the naive method tends to produce shorter confidence intervals, so that the coverage probability is smaller than the nominal level for all areas, which is more serious in case m = 20 than m = 30. This comes from the accuracy of NCI presented in Theorem 2, which mentions that the coverage accuracy of NCI is O(m −1 ). On the other hand, bootstrap method can improve the drawbacks of the naive method, and provides reasonable CP around the nominal level under both m = 20 and m = 30. The results clearly support the theoretical property given in Theorem 3 presenting BCI is second order accurate. Since undervaluation of estimation risk may produce serious problems in practice, we should use the bootstrap method when the number of areas is not large.
Example: poverty mapping in Spain
We applied the proposed method to estimation of poverty indicators in Spanish provinces, using the synthetic income data available in sae package (Molina and Marhuenda, 2015) in R language, in which the equalized annual net income are given. The similar data set was used in Molina and Rao (2010) and Molina et al. (2014) . As auxiliary variables, we considered the indicators of the five quinquennial groupings of the variable age, the indicator of having Spanish nationality, the indicators of the three levels of the variable education level, and the indicators of the three categories of the variable employment, with categories unemployed, employed and inactive. For each auxiliary variable, one of the categories was considered as base reference, omitting the corresponding indicator and then including an intercept in the model. The poverty measures we focused on were the FGT poverty measures (Foster et al., 1984) :
where z is a fixed poverty line, and it corresponds to poverty incidence or head count ratio (α = 0), poverty gap (α = 1) and poverty severalty (α = 2). In this example, we focused on poverty ratio (α = 0), and we set z as the 0.6 times the median of incomes. Let E ij be the income of jth individual in ith area. Such data are available for m = 52 areas and the sample sizes are are ranging from 20 to 1420. Since the small portion of E ij take negative values, we assume the nested error regression model with shifted-DPT:
noting that the model has two transformation parameters λ and c. We also considered two submodel of (16). In both models, we set c = c * ≡ min(E ij ) + 1 to ensure that E ij + c * is positive for all (i, j). The first submodel is denied by putting c = c * in (16), which is referred to SDP-s. The second sub-model is the shifted-log transformation model:
which has no longer parameters and was used in Molina and Rao (2010) . Finally, we also applied the model with sinh-arcsinh transformation presented in Section 2.3:
which has two transformation parameter a and b.
By maximizing the profile likelihood function of transformation parameters, we obtained as follows:
where the values in the parentheses are the corresponding standard errors calculated from the Fisher information matrix given in Theorem 1. From the above result, it can be observed that the approximate 95% confidence intervals of the transformation parameter λ in SDP and SDP-s are bounded from 0, which means that the logtransformed model would be inappropriate. Moreover, we computed AIC and BIC based on the maximum marginal likelihood, and the results are given in Table 2 in which the values scaled by the number of sampled units (N = 17199) are reported.
The results show that the SDP fits the best among the four models in terms of both AIC and BIC while the SL model fits the worst. Hence, the use of parametric transformation can improve AIC and BIC in this application. To see the fitting of the models in terms of normality assumption of the error terms, we computed the standardized residuals defined as
where H is the estimated transformation function, noting that r ij 's asymptotically follow the standard normal distributions if the assumed model is correctly specified.
In Figure 2 , we shows QQ-plots of r ij 's of the four models. We can observe that the normality assumptions in the three models with parametric transformations, SDP, SDP-s and SS, seem plausible from Figure 2 . However, the QQ-plot for SL shows that the distribution of standardized residuals is skewed and the normality assumption would not be appropriate.
Finally, we calculated the estimated values of the poverty rates µ i from the direct estimator (DE), and four model based methods. For computing the empirical best predictor of µ i , we used 100 random samples for Monte Carlo integration. The obtained values are given in Table 3 with the empirical Bayes confidence intervals of µ i . It can be seen that the direct estimator produces quite different estimates of µ i from the model based methods in Avila and Sevilla. We can also observe that SL method tend to produce larger estimates than the other model based methods. However, from AIC
and BIC values and QQ-plot in Figure 2 , the validity of SL method is highly doubtful in this case, so that the predicted values given in Table 3 would not be reliable. As shown in Table 3 , the use of different transformation function leads to significantly different predicted values of µ i . Hence, it would be valuable to select an adequate transformation function by estimating transformation parameters based on the sampled data.
tives are given by
where
0. The other elements of the Fisher information can be obtained by a straightforward calculation. Moreover, under Assumptions 1 and 2, the each element of the Fisher information matrix is finite, so that the asymptotic normality of φ follows.
A2. Proof of Theorem 2. Let φ 0 is the true values of parameters. It suffices to
where φ * is on the line connecting φ and φ 0 . Then, it follows that
Using the Cauchy-Schwarz inequality, we have
From the asymptotic normality of φ given in Theorem 1, it holds that
O(m −r/2 ). Moreover, since the range of G(y i , φ, φ 0 ) is (0, 1), the partial derivatives of G(y i , φ, φ 0 ) are bounded. Then, we obtain R 2 = O(m −1 ). Using the similar evaluation, we can show that
From Lohr and Rao (2009) 
which is O(m −1 ). Therefore, the proof is completed.
A3. Proof of Theorem 3. From the proof of Theorem 2, we have
where c a (φ) is a smooth function of φ. Let a * and a * be satisfying F a * (φ 0 ) = a and F a * ( φ) = a, respectively. Then, from the above expansion, we have a * − a * = o(m −1 ),
which completes the proof.
A4. Checking assumptions of transformations. We here check the assumption 3 in Assumption 1 for the dual power (DP) transformation (10) and sinh-arcsinh (SS) transformation (11).
(DP transformation) We first note that H −1
By putting x = −t for t > 0, we have
thereby, it follows that
as |x| → ∞. Moreover, since
the similar evaluation leads to ∂ 2 H λ (w)/∂λ 2 = O(|x|(log |x|) 2 ) as |x| → ∞. Regarding ∂ 2 log H λ (x)/∂λ 2 , it holds that
as |x| → ∞, so that the DP transformation satisfies the assumption. When the location parameter is used, namely,
that the quite similar evaluation shows that the shifted-DP transformation also satisfies the assumption.
(SS transformation)
It follows that
as |x| → ∞. Moreover, it holds that
thereby the similar evaluation shows that
On the other hand, a straightforward calculation shows that
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