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We apply the method of transitionless quantum driving for time-dependent quantum systems to
spin systems. For a given Hamiltonian, the driving Hamiltonian is constructed so that the adiabatic
states of the original system obey the Schro¨dinger equation. For several typical systems such as
the XY spin chain and the Lipkin-Meshkov-Glick model, the driving Hamiltonian is constructed
explicitly. We discuss possible interesting situations when the driving Hamiltonian becomes time
independent and when the driving Hamiltonian is equivalent to the original one. For many-body sys-
tems, a crucial problem occurs at the quantum phase transition point where the energy gap between
the ground and first excited states becomes zero. We discuss how the defect can be circumvented
in the present method.
PACS numbers: 05.30.-d, 03.67.Ac, 75.10.Pq
I. INTRODUCTION
Understanding the dynamics of a quantum system is a
fundamental problem in quantum mechanics and is im-
portant for practical applications. With recent advances
in experimental techniques, we need to control the dy-
namics in a high-precision way [1, 2]. Examples are seen
in Bose-Einstein condensates in optical lattices [3], quan-
tum computations [4] and so on. These advances moti-
vate us to design the optimal Hamiltonian rather than
solving the problem under a given Hamiltonian.
Theoretically, several acceleration methods have been
discussed recently: assisted adiabatic passage [5, 6],
quantum brachistochrone [7, 8], fast-forward method [9–
11], transitionless quantum driving (TQD) [12], quan-
tum adiabatic brachistochrone [13] and Lewis-Riesenfeld
invariant-based engineering [14, 15]. In these methods,
we discuss how fast one can reach a desired state start-
ing from an initial one. We construct a time-dependent
Hamiltonian so that the time evolution is achieved effi-
ciently.
These methods have been applied to systems with few
degrees of freedom such as the Landau-Zener two-level
system and a particle in a harmonic oscillator potential.
In the present paper, we treat systems with many de-
grees of freedom by using the method of the TQD [12],
or, equivalently, the assisted adiabatic passage [5, 6]. For
a given Hamiltonian, we construct the driving Hamilto-
nian so that the adiabatic states of the original Hamil-
tonian obey the Schro¨dinger equation. The advantage of
using this method is in its simplicity. The generalization
to many-body systems is a straightforward task. The
method has been tested experimentally in Bose-Einstein
condensates in optical lattices and is shown to be robust
against control parameter variations [16].
Although the essential point of the method can be seen
in small systems, we want to discuss the potential use-
fulness of the method when it is applied to many-body
systems. We can find a lot of interesting phenomena in
such systems. The effects of quantum fluctuations play
important roles there. Since the method of the TQD
manipulates the same effect, we expect that the present
analysis reveals the nature of the quantum effects from a
different aspect. As there are many interesting phenom-
ena and a lot of techniques have been established, it is
worth applying the present method to spin systems.
Practically, the method will be most useful when the
final state is a nontrivial unknown one. Starting from the
initial trivial state, we evolve the system to the nontrivial
state by using the quantum fluctuations. Such an idea
is known as the quantum adiabatic calculations or, more
generally, the quantum annealing [17–19]. The major
problem of this method is that infinite times are required
to reach the final state. By using the method of the TQD,
we expect that such a problem is improved. We can also
find what kind of quantum fluctuations we should use for
the time evolution.
When we consider many-body systems, one of the most
interesting phenomena that cannot be seen in few-body
ones is the quantum phase transition. It is known that
the adiabatic approximation fails at the phase transition
point where the energy gap between the first and ground
states becomes zero. This problem is not improved in
the present method since the driving Hamiltonian is di-
vergent at that point, which can easily be understood
from the general formula [12]. However, we discuss that
this is not a disaster and we can possibly circumvent the
problem by using quantum fluctuations.
The paper is organized as follows. In the next section,
we review the method briefly and discuss possible exten-
sions. Then, we discuss a two-level system in Sec. III,
a two-spin system in Sec. IV, the one-dimensional XY
model in Sec. V, and the Lipkin-Meshkov-Glick model in
Sec. VI. Section VII is devoted to summary.
II. TRANSITIONLESS QUANTUM DRIVING
A. Transitionless quantum driving
We treat a time-dependent quantum Hamiltonian
Hˆ0(t). To obtain the corresponding state under some ini-
2tial condition, we solve the Schro¨dinger equation, which
is usually a formidable task especially for many-body sys-
tems. The analysis becomes considerably easier when we
consider the slow evolution of the Hamiltonian. In that
case, the instantaneous eigenenergies and eigenstates de-
fined as
Hˆ0(t)|n(t)〉 = En(t)|n(t)〉 (1)
determine the state of the system. Here, n is the index
denoting each state. Then, if we start the time evolution
from one of the eigenstates |n(t0)〉 at t = t0, the adiabatic
state is given by
|ψn(t)〉 = exp
(
−i
∫ t
t0
dt′En(t
′)
−
∫ t
t0
dt′〈n(t′)| d
dt′
|n(t′)〉
)
|n(t)〉. (2)
The first term in the exponential represents the counter-
part of the time-evolution factor in the stationary states
and the second one is a phase factor that generates the
geometric Berry phase [20]. The adiabatic state is a good
approximation as the solution of the Schro¨dinger equa-
tion when the following adiabatic condition is satisfied:
|〈m(t)|dHˆ0(t)dt |n(t)〉|
(Em(t)− En(t))2 ≪ 1, (3)
where m and n denote different energy levels.
Berry found a formula of the driving Hamiltonian such
that transitions to other states do not occur [12]. This
means that the adiabatic state becomes the exact solu-
tion of the Scho¨dinger equation
i
d
dt
|ψn(t)〉 = Hˆ(t)|ψn(t)〉. (4)
The new Hamiltonian Hˆ(t) is different from the original
one Hˆ0(t). Applying the time derivative operator to the
adiabatic state (2), we can easily obtain Hˆ(t) = Hˆ0(t) +
Hˆ1(t) with
Hˆ1(t) =
∑
m
(1− |m(t)〉〈m(t)|) i d
dt
|m(t)〉〈m(t)|. (5)
We note that the time-derivative operator acts only on
the state just behind the operator. If we consider the
time-evolution under this new Hamiltonian Hˆ(t) start-
ing from the initial state |n(t0)〉, the state remains the
same eigenstate of the original Hamiltonian Hˆ0(t). We
can consider the time evolution in an arbitrary speed,
which accomplishes our purpose to go beyond the adia-
batic evolution.
As we mentioned in the introduction, the driver Hamil-
tonian diverges at the level crossing point. This can be
understood from the alternative expression of the formula
(5) as
Hˆ1(t) = i
∑
l,m (l 6=m)
|l(t)〉 〈l(t)|
dHˆ0(t)
dt |m(t)〉
Em(t)− El(t) 〈m(t)|. (6)
This problem is crucial when we apply the method to the
many-body systems where the level crossing occurs con-
stantly. Even if we restrict ourselves to the time evolution
of the ground state, the problem occurs at the quantum
phase transition point where the energy gap between the
ground and first excited states goes to zero.
The problem does not occur when the matrix element
in Eq. (6) goes to zero. Then, the driving Hamilto-
nian is equal to the original Hamiltonian: Hˆ(t) = Hˆ0(t).
The adiabatic state becomes the exact solution of the
Schro¨dinger equation and the time evolution can be
done in an arbitrary speed. This “fixed-point” condition
means that the eigenstates |n(t)〉 of the original Hamilto-
nian Hˆ0(t) are also the eigenstates of the time derivative
of Hˆ0(t). That is, their operators commute with each
other as follows: [
Hˆ0(t),
d
dt
Hˆ0(t)
]
= 0. (7)
We can also state this condition from Eq. (5) that the
time derivative of the eigenstate |n(t)〉 is proportional to
|n(t)〉.
We note that this condition does not always give an
interesting situation. Equation (7) is satisfied when the
time dependence of the Hamiltonian is written as Hˆ0(t) =
f(t)Hˆ0(t0) where f(t) is an arbitrary function of time
with the initial condition f(t0) = 1. In this case, the
corresponding system is reduced to a static one by the
time reparametrization dt′ = f(t)dt. In the following, we
find in some cases that the fixed-point condition gives a
nontrivial result.
B. Extensions
We discuss possible extensions of the Berry’s method
with the application to many-body systems in mind. The
original formula (5) by Berry was derived under the con-
dition that there are no degeneracies of the eigenstates.
We used the orthonormal relation 〈m(t)|n(t)〉 = δmn to
derive the formula. It is possible to extend the formula
to systems with degenerate states. The adiabatic state
for such systems was discussed in [21]. We specify the
instantaneous eigenstates as
Hˆ0(t)|n, µ, t〉 = En(t)|n, µ, t〉. (8)
Each eigenstate is labeled by two indices n and µ. It has
an eigenenergy En and the number of values of µ repre-
sents the degeneracy. For the degenerate states we can
choose the appropriate basis such that the orthonormal
relation
〈n, µ, t|n′, µ′, t〉 = δnn′δµµ′ (9)
is satisfied. Then, the adiabatic state is written as
|ψn(t)〉 =
∑
µ
exp
(
−i
∫ t
t0
dt′En(t
′)
)
c(n)µ (t)|n, µ, t〉.
(10)
3The coefficients c
(n)
µ are determined below. Inserting this
expression to the Schro¨dinger equation and using the adi-
abatic approximation, we obtain
d
dt
c(n)µ (t) = −
∑
µ′
〈n, µ, t| d
dt
|n, µ′, t〉c(n)µ′ (t). (11)
This differential equation is solved as
c(n)µ (t) =
∑
µ′
U
(n)
µµ′(t)c
(n)
µ′ (t0), (12)
where U
(n)
µµ′(t) is a matrix element of the matrix
U (n)(t) = T exp
(
−i
∫ t
t0
dt′A(n)(t′)
)
. (13)
The symbol T represents the time-ordered product and
the non-Abelian gauge field matrix A(n) has its element
as
iA
(n)
µµ′(t) = 〈n, µ, t|
d
dt
|n, µ′, t〉. (14)
In this adiabatic state, it is straightforward to apply the
method of the TQD. After a similar calculation as the
original case, we obtain
Hˆ1(t) =
∑
nµ
(
1−
∑
ν
|n, ν, t〉〈n, ν, t|
)
i
d
dt
|n, µ, t〉〈n, µ, t|.
(15)
We note that the formula (15) is applied when the de-
generacies are maintained throughout the time evolution.
The method does not work well when the level crossing
occurs.
Next, we consider a more useful extension for many-
body systems. The original formula (5) is applied for any
instantaneous energy levels. However, for many-body
systems, we usually are interested in the ground state
only. Then, if operators give nothing when they are ap-
plied to the ground state, they can be neglected from the
beginning. If we only consider some specific energy level
n, we can use the state-dependent driver Hamiltonian
Hˆ
(n)
1 (t) = (1− |n(t)〉〈n(t)|) i
d
dt
|n(t)〉〈n(t)| + (H.c.),
(16)
where (H.c.) denotes the Hermite conjugate of the first
term. Thus, we have an arbitrariness in choosing the
driver Hamiltonian. This is a small finding but is very
useful for practical applications.
III. TWO-LEVEL SYSTEM
We can see how the method works well in a simple two
level Hamiltonian
Hˆ0(t) = h
(0)(t) · σˆ, (17)
where h(0)(t) is a magnetic field vector in three di-
mensional space and σˆ are Pauli matrices. This case
was considered in [12]. Applying the general formula
to this Hamiltonian, we obtain the driving Hamiltonian
Hˆ(t) = Hˆ0(t) + Hˆ1(t) with
Hˆ1(t) =
1
2|h(0)(t)|2
(
h
(0)(t)× h˙(0)(t)
)
· σˆ, (18)
where h˙(0)(t) represents the time derivative of h(0)(t).
Thus, the magnetic field to apply is given by h(t) =
h
(0)(t) + (h(0)(t)× h˙(0)(t))/2|h(0)(t)|2.
This simple example tells us an important fact about
the nature of quantum fluctuations. Even if we con-
fine the magnetic field in a plane, e.g., h(0)(t) =
(h1(t), h2(t), 0), the driver Hamiltonian gives a field in
the z direction. The quantum fluctuation effects unavoid-
ably produce all kinds of operators which act on states
in the Hilbert space. In other words, we need a complex
matrix to represent the driving Hamiltonian.
As a simple example, we consider an oscillating field
h
(0)(t) =

 h0 cosωth0 sinωt
h3

 . (19)
Then, the driving field has the same form as the original
one as
h(t) =

 h˜0 cosωth˜0 sinωt
h˜3

 , (20)
where
h˜0 = h0
(
1− ωh3
2(h20 + h
2
3)
)
, (21)
h˜3 = h3 +
ωh20
2(h20 + h
2
3)
. (22)
Thus, by considering the time evolution under the field
(20), we can obtain the adiabatic state of the original
field (19).
It is interesting to consider some special cases. The
first one is when the driving Hamiltonian becomes time
independent. The condition h˙ = 0 gives
h˙
(0)(t) +
1
2h20(t)
h
(0)(t)× h¨(0)(t) = 0. (23)
We see that h˙(0)(t) is perpendicular to h(0)(t) and
h¨
(0)(t). In the case of the oscillating field (19), the con-
dition h˜0 = 0 gives
2(h20 + h
2
3) = ωh3. (24)
Then, the driving Hamiltonian has the static field
h(t) =

 00
ω
2

 . (25)
4Driving the system by the static Hamiltonian Hˆ, we can
find the adiabatic state of the original Hamiltonian. We
note that we must choose one of the eigenstates of Hˆ0(t0)
as the initial condition which is not the eigenstate of Hˆ .
The second case to be examined is when the fixed-point
condition h(t) = h(0)(t) is satisfied. This equation is eas-
ily solved and we obtain h(0)(t) = f(t)h(0)(t0) where f(t)
is an arbitrary function of time with the initial condition
f(t0) = 1. This means that the magnetic field points
to the same direction throughout the time evolution. In
this case, the corresponding system is reduced to a static
one as we discussed in the previous section and the fixed-
point condition does not play an important role. To find
a nontrivial situation, we need to consider more compli-
cated systems.
IV. TWO-SPIN SYSTEM
As a preliminary calculation to many-body systems, we
consider a two-spin system. This is the simplest many-
body system and we can learn typical problems which
occur in general many-body systems. Furthermore, the
model is directly applied to two-qubit systems.
The Hamiltonian is given by
Hˆ0(t) = Jx(t)σ
x
1σ
x
2 + Jy(t)σ
y
1σ
y
2 + h(t)(σ
z
1 + σ
z
2),(26)
where σx,y,z1 and σ
x,y,z
2 represent Pauli matrices for two
kinds of spins. We write this Hamiltonian by using the
z basis |m1,m2〉 = |m1〉1|m2〉2 where σz1 |m〉1 = m|m〉1
and σz2 |m〉 = m|m〉2 with m = ±1. Arranging the basis
states as | + 1,+1〉, | − 1,−1〉, |+ 1,−1〉 and | − 1,+1〉,
we obtain a two block form
Hˆ0 =


2h Jx − Jy 0 0
Jx − Jy −2h 0 0
0 0 0 Jx + Jy
0 0 Jx + Jy 0

 . (27)
The matrix in each block is understood as the Hamilto-
nian of a two-level system and we can apply the formula
in Eq. (18). The second block represents a system with
the magnetic field only in one direction and no further
transformation is required. Applying the formula (18) to
the first block, we obtain the driver Hamiltonian in the
space of the first block
Hˆ
(1)
1 (t) =
h(J˙x − J˙y)− h˙(Jx − Jy)
4h2 + (Jx − Jy)2
(
0 −i
i 0
)
. (28)
This representation is transformed to that in the original
full space as
Hˆ1(t) =
1
2
h(J˙x − J˙y)− h˙(Jx − Jy)
4h2 + (Jx − Jy)2 (σ
x
1σ
y
2 + σ
y
1σ
x
2 ) .
(29)
To obtain a more useful form, we consider the unitary
rotation
H˜(t) = Uˆ(t)
(
Hˆ0(t) + Hˆ1(t)
)
Uˆ †(t), (30)
where
Uˆ(t) = exp
[
− i
2
θ(t)(σz1 + σ
z
2)
]
. (31)
The rotation is performed around the z axis and the angle
θ is determined so that the transformed Hamiltonian has
the same form as the original one. The condition is given
by
tan 2θ =
1
Jx − Jy
h˙(Jx − Jy)− h(J˙x − J˙y)
4h2 + (Jx − Jy)2 . (32)
Since the unitary rotation has a time dependence, the
transformed state
|ψ˜(t)〉 = Uˆ(t)|ψ(t)〉 (33)
obeys the Schro¨dinger equation with the Hamiltonian
Hˆ(t) = H˜(t) +
θ˙(t)
2
(σz1 + σ
z
2) (34)
= J˜x(t)σ
x
1σ
x
2 + J˜y(t)σ
y
1σ
y
2 + h˜(t)(σ
z
1 + σ
z
2), (35)
where
J˜x(t) + J˜y(t) = Jx(t) + Jy(t), (36)(
J˜x(t)− J˜y(t)
)
cos 2θ(t) = Jx(t)− Jy(t), (37)
h˜(t) = h(t) +
θ˙(t)
2
. (38)
Thus, the time evolution of the adiabatic state of the
original XY Hamiltonian (26) is described by the same
Hamiltonian with different coupling constants. If we con-
sider the time evolution of a state for a given Hamiltonian
Hˆ(t), the state must be the adiabatic state of the Hamil-
tonian Hˆ0(t).
We can also find in the present system the fixed point
where Hˆ1(t) becomes zero. This condition is achieved by
the magnetic field
h(t) = c(Jx(t)− Jy(t)), (39)
where c is a constant. Although this condition is a trivial
one in the first block of the matrix (27), it is not in the
whole space of the Hamiltonian. The system cannot be
reduced to a static one by the time reparametrization.
V. ONE-DIMENSIONAL ANISOTROPIC XY
MODEL
As the simplest many-body system showing nontrivial
ground-state properties, we study the one-dimensional
anisotropic XY model. This model including the
transverse-field Ising model is exactly solvable and has
been used frequently to understand the quantum dynam-
ics [22, 23]. We consider N kinds of spins and write the
Hamiltonian as
Hˆ0(t) = −
N∑
j=1
(
Jx(t)σ
x
j σ
x
j+1 + Jy(t)σ
y
j σ
y
j+1 − h(t)σzj
)
.
(40)
5Taking Jx = 0 or Jy = 0, we can also study the
transverse-field Ising model. In the static case, this model
has a quantum phase transition at Jx+Jy = h where the
energy gap between the ground and first excited states
goes to zero.
This Hamiltonian is diagonalized by the method of
fermionization. We define the Jordan-Wigner transfor-
mation [25, 26]
1
2
(
σxj + iσ
y
j
)
= exp
(
ipi
j−1∑
k=1
a†kak
)
a†j , (41)
σzj = 2a
†
jaj − 1. (42)
Here, the operators aj obey the fermionic anti-
commutation relations
aia
†
j + a
†
jai = δij , (43)
aiaj + ajai = 0. (44)
We also introduce the Fourier transformation
aj =
1√
N
∑
q
a˜qe
iqj . (45)
The momentum q takes a value between −pi and pi, and
its discrete value depends on the parities of N and the
number of fermions in each state. Since the value be-
comes continuous at the thermodynamic limit, we do not
specify it explicitly here. Applying the transformation to
the Hamiltonian, we obtain Hˆ0(t) =
∑
q Hˆ0(q, t) where
Hˆ0(q, t) = −2 [(Jx + Jy) cos q − h] a˜†qa˜q
−i(Jx − Jy) sin q(a˜†q a˜†−q + a˜q a˜−q)− h.
(46)
The Hamiltonian is block-diagonalized and each block
is specified by the absolute value of q. In each block,
the state is specified explicitly by |0〉, a˜†qa˜†−q|0〉, a˜†q|0〉
and a˜†−q|0〉 where |0〉 is the vacuum of fermions defined
by a˜q|0〉 = 0. The Hamiltonian is given by Hˆ0(q, t) +
Hˆ0(−q, t) = Hˆ(1)0 (q, t) ⊗ 12 + 12 ⊗ [−2(Jx + Jy) cos q]12
where
Hˆ
(1)
0 (q, t) =
( −2h 2i(Jx − Jy) sin q
−2i(Jx − Jy) sin q −4[(Jx + Jy) cos q − h]− 2h
)
. (47)
We have a two-level system again and the driving Hamiltonian is constructed in the same way as the previous
calculations. It is written as
Hˆ
(1)
1 (q, t) =
J1(q, t)
2
sin q
(
1 0
0 1
)
, (48)
where
J1(q, t) =
[(Jx + Jy) cos q − h](J˙x − J˙y)− (Jx − Jy)[(J˙x + J˙y) cos q − h˙]
[(Jx + Jy) cos q − h]2 + (Jx − Jy)2 sin2 q
.
(49)
In the full space of fermionic states, the Hamiltonian
is written in terms of fermion operators as Hˆ1(t) =∑
q Hˆ1(q, t) with
Hˆ1(q, t) =
J1(q, t)
4
sin q
(
a˜†q a˜
†
−q + a˜−qa˜q
)
. (50)
The present purpose is accomplished if we represent
this term by spin operators. However, the representation
(50) has a q-dependent coupling which gives a nonlocal
hopping of fermions. As a result, the corresponding spin
representation has nonlocal and many-body interacting
terms. Unfortunately, the method gives an unrealizable
Hamiltonian. Although this term is treated by the trun-
cation approximation in [24] for the transverse-field Ising
model, we need infinite numbers of operators at the ther-
modynamic limit, which makes the analysis difficult.
This problem does not arise if we restrict ourselves to
a specific state. In most of applications, we are inter-
ested in the ground state of the Hamiltonian. The driv-
ing Hamiltonian is tuned so that the low-lying states are
controlled properly. In the present case, the low-lying
states are denoted by excitations of the modes at small
q. The momentum q in the coupling J1(q, t) is neglected
and we have the driving Hamiltonian for the low-lying
states
Hˆ1(t) ∼ J1(t)
4
∑
q
sin q
(
a˜†q a˜
†
−q + a˜−q a˜q
)
, (51)
where
J1(t) =
(Jx + Jy − h)(J˙x − J˙y)
(Jx + Jy − h)2
− (Jx − Jy)(J˙x + J˙y − h˙)
(Jx + Jy − h)2 . (52)
6In this case, it is easy to go back to the spin representa-
tion and we obtain
Hˆ1(t) = −iJ1(t)
4
N∑
j=1
(
a†ja
†
j+1 + ajaj+1
)
(53)
=
J1(t)
8
N∑
j=1
(
σxj σ
y
j+1 + σ
y
j σ
x
j+1
)
. (54)
If we consider the unitary rotation as was done in the two-
spin system, we can have as the total driving Hamiltonian
Hˆ(t) = −
N∑
j=1
(
J˜x(t)σ
x
j σ
x
j+1 + J˜y(t)σ
y
j σ
y
j+1 − h˜(t)σzj
)
,
(55)
where J˜x(t), J˜y(t) and h˜(t) are determined properly.
We note that J1(t) is divergent at the phase transition
point Jx+Jy = h as we can understand from the general
formula (6). This problem can be circumvented if we
choose the fixed-point condition J1(t) = 0. It gives the
driving protocol
h(t) = Jx(t) + Jy(t) + c(Jx(t)− Jy(t)), (56)
where c is an arbitrary constant. In this protocol, the
phase transition takes place at the isotropic point Jx(t) =
Jy(t). In the isotropic XY model, it is known that the
singularity at the point Jx = Jy = h is weak. It is
interesting to see that the fixed-point condition chooses
such a point properly to go beyond the phase boundary.
VI. LIPKIN-MESHKOV-GLICK MODEL
A. Analytic result
Then, we move to the analysis of the XY model with
infinite-range interaction known as the Lipkin-Meshkov-
Glick model [27]. Using this model, we examine more
closely how the fixed-point condition is effectively uti-
lized.
The Hamiltonian is given by
Hˆ0(t) = −2Jx(t)
N
(Sˆx)2 − 2Jy(t)
N
(Sˆy)2 − 2h(t)Sˆz,(57)
where Sˆ = (Sˆx, Sˆy, Sˆz) is the sum of the Pauli operator
at each site
Sˆ =
1
2
N∑
i=1
σi. (58)
To avoid unnecessary complications, we assume that
time-dependent parameters Jx(t), Jy(t), and h(t) are
positive.
The Hamiltonian is expressed by the total spin, which
means that the quantum number Sˆ2 = S(S + 1) is con-
served. The ground state belongs to the sector with
the maximum spin S = N/2, and by taking the ther-
modynamic limit N → ∞ we can use the semiclassical
method. The ground state is determined classically and
we parametrize the spin configuration as
S =
N
2

 sin θ cosϕsin θ sinϕ
cos θ

 . (59)
This expression is inserted to the Hamiltonian and the
minimum-energy condition gives the solution
θ = 0 h ≥ Jx, h ≥ Jy
ϕ = 0, cos θ = hJx h < Jx, Jx > Jy
ϕ = pi2 , cos θ =
h
Jy
h < Jy, Jx < Jy
. (60)
We see that the quantum phase transition occurs at the
point h = max(Jx, Jy). If the magnetic field is larger
than this value, all spins align in the z direction with
small quantum corrections discussed below. For smaller
fields, we have a symmetry-breaking state.
First, we consider the symmetric phase with h ≥
max(Jx, Jy). In this case, excitations from the ground
state are treated semiclassically. We use the Holstein-
Primakoff transformation [28]
Sˆz = S − b†b, (61)
Sˆx + iSˆy =
√
2S − b†b b, (62)
where b denotes the bosonic operator satisfying [b, b†] =
1. At the thermodynamic limit, the Hamiltonian is ex-
panded with respect to 1/N . Up to zeroth order in 1/N ,
we have Hˆ0(t) ∼ E0(t) + hˆ0(t) where E0(t) = −Nh(t)
and
hˆ0(t) = −Jx
2
(b+ b†)2 +
Jx
2
(b− b†)2 + 2hb†b. (63)
This Hamiltonian is diagonalized by the Bogoliubov
transformation
b = α cosh
Θ
2
+ α† sinh
Θ
2
, (64)
b† = α† cosh
Θ
2
+ α sinh
Θ
2
, (65)
where the operator α denotes a different kind of bosons.
The parameter Θ is determined by the diagonalization
condition
tanhΘ =
Jx − Jy
2h− Jx − Jy . (66)
Then, we obtain the standard harmonic oscillator form
hˆ0(t) = −E0 − h+ Ω
(
α†α+
1
2
)
, (67)
Ω = 2
√
(h− Jx)(h− Jy). (68)
Knowing the instantaneous eigenvalues and eigen-
states, we can calculate the driver Hamiltonian. After
7some calculations, we obtain
Hˆ1(t) =
−ih1(t)
2
(b2 − (b†)2) ∼ h1(t)
N
(SˆxSˆy + SˆySˆx),
(69)
where
h1(t) =
(h− Jx)(h˙− J˙y)− (h− Jy)(h˙− J˙x)
2(h− Jx)(h− Jy) . (70)
We note that this driver Hamiltonian works only for the
ground state as we discuss below.
The fixed-point condition is given by h1(t) = 0. This
equation is easily solved to give h(t) = hFPs (t) where
hFPs (t) =
Jx(t)− cJy(t)
1− c . (71)
Since we must be in the symmetric phase, the condition
0 ≤ c ≤ 1 is imposed on the constant parameter c. We
note that the Bogoliubov angle Θ becomes independent
of time if we impose the fixed-point condition.
Next, we treat the broken phase. Without losing gen-
erality, we can set Jx ≥ Jy. The ground-state spins align
in the direction denoted by the angle variables θ and ϕ.
We consider the rotation in spin space
Uˆ(θ, ϕ) = exp
(
−iθSˆ · n0
)
, (72)
n0 = (− sinϕ, cosϕ, 0), (73)
so that the ground state is given by the eigenstate of
Sˆz. After the rotation, the calculation goes along the
same line as the case of the symmetric phase. The only
difference is to replace E0, Jx, and h by
E˜0 = −N J
2
x + h
2
2Jx
, (74)
J˜x =
h2
Jx
, (75)
h˜ =
√
J2x − h2 +
h2
Jx
, (76)
respectively. The driver Hamiltonian and the fixed-point
condition are obtained by this replacement.
It should be worth noting that the fixed-point condi-
tion can be inferred even if we do not know the instan-
taneous states. The commutation relation in Eq. (7) is
calculated to give[
Hˆ0(t),
d
dt
Hˆ0(t)
]
= 2(JxJ˙y − JyJ˙x)Xˆ
−2
(
(Jx − Jy)h˙− (J˙x − J˙y)h
)
Yˆ ,
(77)
where Xˆ and Yˆ are time-independent operators
Xˆ =
4
N2
(
i(SˆxSˆy + SˆySˆx)Sˆz + (Sˆx)2 − (Sˆy)2
)
,(78)
Yˆ =
2i
N
(
SˆxSˆy + SˆySˆx
)
. (79)
FIG. 1. Protocols for Jx(t), Jy(t), and h(t) to be examined
in the numerical analysis.
The sufficient condition for this term to vanish is that h
has the form
h(t) =
A+B
2
Jx(t) +
A−B
2
Jy(t), (80)
where A and B are time-independent constants. In this
case, we have the relation[
Hˆ0(t),
d
dt
Hˆ0(t)
]
= 2(JxJ˙y − JyJ˙x)
(
Xˆ −AYˆ
)
,(81)
and the time dependence appears only in the coefficients.
The condition for the coefficient JxJ˙y − JyJ˙x to vanish
gives a trivial situation Hˆ0(t) = f(t)Hˆ0(t0). If we con-
sider a state |ψ〉 such that (Xˆ−AYˆ )|ψ〉 = 0, the protocol
(80) works as the fixed-point driving. For example, in the
case of the ground state in the symmetric phase, we see
from Eq. (71) that A = 1. In the broken phase, we need
to perform the unitary rotation before calculating the
commutation relation. Thus, we can construct the opti-
mal protocol to some extent without knowing the com-
plete solution. The same consideration can be applied to
the model in the previous section.
B. Numerical calculation
The above analysis is justified only at the thermody-
namic limit and we want to see how the result is sensitive
to N and is stable against the deviation from the fixed-
point condition.
As a simple example, we consider the case with linear
time dependence
Jx(t) = 10− 5t, (82)
Jy(t) = 5t. (83)
Starting from the Ising limit Jy = 0 at t = 0, we evolve
the state to the isotropic limit Jx = Jy at t = 1. Then, we
want to bring the system to the critical state Jx = Jy = h
8FIG. 2. Fidelity for the driving of the ground state in the
Lipkin-Meshkov-Glick model. The solid lines use the fixed-
point protocol and dotted lines the non-fixed-point one. The
upper figure is for the symmetric phase and the lower for the
broken one.
at t = 1 stating from a trivial state with large or small
h. In the symmetric phase, the fixed-point condition is
given by Eq. (71) and the initial magnetic field is given
by h(0) = 10/(1 − c). Thus, c is fixed by the initial
condition. In the following, we set c = 0.5 and refer this
protocol as hFPs (t).
To compare the result with a different protocol with
non-fixed-point condition, we examine
hs(t) = a+ be
−t2/2. (84)
We set the constants a and b as hs(0) = h
FP
s (0) and
hs(1) = h
FP
s (1).
We also examine the protocol starting from the broken
phase with h(0) = 0. From the condition (71) with the
replacement Jx → J˜x and h → h˜, we can find the fixed-
point protocol
hFPb (t) =
√
Jx(t)Jy(t). (85)
This driving is compared to that of
hb(t) = a+ be
t4 . (86)
FIG. 3. The size dependence of the fidelity at the final time
t = 1. The upper figure is for the symmetric phase and the
lower for the broken one.
We again use hb(0) = h
FP
b (0) and hb(1) = h
FP
b (1) to
fix the parameters. These protocols are summarized in
Fig. 1.
We numerically solve the Schro¨dinger equation to cal-
culate the fidelity
f = |〈ψad(t)|ψ(t)〉|2, (87)
where |ψ(t)〉 is the exact solution of the equation and
|ψad(t)〉 is the adiabatic state calculated at each time.
The time dependence of the fidelity is summarized in
Fig. 2. We see that the fixed-point condition works well
even for the finite system. The non-fixed-point protocol
gives a smaller fidelity which confirms our analytic re-
sult. The deviation is not so large and we see that the
transitionless driving is stable against the deviation. We
confirmed that this observation holds for several other
possible protocols. We note that the deviation is large
in the broken phase, which is because the ground state
sensitively depends on time.
The size dependence of the fidelity is shown in Fig. 3.
The fidelity goes to unity at the thermodynamic limit in
the fixed point protocol and not in the non-fixed-point
protocol as we expect from the analytic result.
9VII. SUMMARY
In summary, we have developed the method of the
TQD and studied possible applications. We stress that
there have not been so many applications of this method
so far. In this work we enlarged the applicability of the
method to various systems. To establish the usefulness
of the present method it is necessary to consider more
examples reflecting realizable experimental situations.
When the method is applied to many-body systems, we
have mainly three problems. First, we need to solve the
eigenvalue problem for the original Hamiltonian which
is generally a difficult task. Second, even if we can find
the driving Hamiltonian, it has a very complicated form
including nonlocal and many-body interaction terms.
Third, the driving Hamiltonian diverges at the quan-
tum phase transition point where the energy gap goes to
zero. Concerning the first and second problems, we have
shown that they are eased if we consider only a specific
state such as the ground state. In that case, the driving
Hamiltonian can be reduced to a simpler one. For the
third problem, it is possible to avoid the divergence by
tuning the protocol in a proper way. Although there is
no general prescription, we have shown such examples in
the one-dimensionalXY model and the Lipkin-Meshkov-
Glick model.
The formula of the driving Hamiltonian indicates the
existence of nontrivial conditions. Among them, the
fixed-point condition is the most interesting one since the
time dependence becomes essentially irrelevant. For sim-
ple systems such as the two-level system, this condition
only gives a trivial time dependence and is not so useful.
Therefore, the condition is best utilized in many-body
systems. We have found nontrivial examples explicitly
in spin systems. It can be possible to infer the form
of the fixed-point protocol by calculating the commuta-
tion relation, which is simpler than solving the eigenvalue
problem. This will be a guiding factor in developing the
full dynamics of the many-body systems.
We stress that finding the transitionless Hamiltonian
is useful not only for direct applications, but also for
understanding the nature of quantum fluctuations. To
construct the driving Hamiltonian, we need to utilize the
full operator space. For example, in a two-level system,
we need a magnetic field not in a plane but in the full
three-dimensional space. In some applications such as
the quantum annealing, we usually control Ising spin sys-
tems by a transverse magnetic field in a single direction.
The present method clearly indicates that this is not ap-
propriate and we should use more different kinds of op-
erators. We expect that the present method will be a
guideline on how to construct the optimal Hamiltonian.
Another interesting problem to be studied is the ro-
bustness of the transitionless Hamiltonian. It is impor-
tant to know how much the time evolution is sensitive
to the control parameters. This problem was discussed
numerically in a specific model in this paper, and ex-
perimentally in [16]. We need the theoretical ground to
understand the result. This problem will be clarified in
future studies.
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