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Abstract 
This dissertation was written as a part of the MSc in e-Business & Digital Marketing at 
the International Hellenic University. With the advent of the Internet a significant 
change was occurred in the way individuals purchase goods and services. More and 
more customers tend to read products reviews before making a purchasing decision. 
Thus, such reviews have become an important component of e-commerce websites. 
Moreover, online consumers’ expectations are continuous being increased over the 
years. These heightened customers’ expectations have increased the complexity of 
online systems that businesses need to operate. A dynamic approach for companies is 
needed in order to remain competitive and achieve customer satisfaction. Thus, big 
challenges of today’s businesses are how to successfully handle the huge amount of 
data produced by customers daily as well as how to mine valuable information from 
them to understand users’ preferences and make accurate recommendations. This 
thesis explores how companies can manage and extract useful information from the 
data available in their warehouses in e-commerce environment. More specifically, 
predictive analytics and machine learning algorithms are implemented, creating three 
different models that predict customer review rating score after a product purchase. 
Implementing data mining tools, firms can predict future customer behaviors and 
trends. In this way, e-retailers have the ability to make proactive, knowledge-driven 
decisions.  
In the first part of the current dissertation, the literature review is presented. On the 
second part, deep analysis of a dataset will be conducted in order to discover useful 
patterns and insights. The dataset used comes from the Olist Shops which is a platform 
that connects e-retailers with potential customers in Brazil. Finally, the predictive 
models will be built to determine the most important factors affecting the rating 
scores provided by reviewers. 
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Introduction 
Digitalization has significantly changed the way we live during the last decades. With 
the advent of the Internet, fundamental shift in retailing practices occurred, which in 
turn led to changes in both consumer and business behavior. Moreover, upon the 
introduction of the technological advances, a number of communication platforms 
were made available. This situation has shifted pricing power from producers to the 
consumers due to the price transparency and the increased competition amongst 
companies. 
 The wide use of digital devices in various phases of the purchasing process as 
well as consumer recommendations, e-WOM and communications through social 
media are all examples of significant impacts of the Internet. The aforementioned 
changes have brought great opportunities for both customers and retailers with the 
advent of e-commerce.  
 The great importance of e-commerce is also revealed by the following 
interesting facts. According to Statista, the total number of retail e-commerce sales 
increased worldwide from 1.336 to 4.206 in billion U.S. dollars between 2014 and 
2020, while e-retail revenues are projected to grow to 6.54 trillion US dollars in 2022. 
Thus, it is obvious that shopping through internet is one of the most popular online 
activities worldwide with great growth opportunities [1]. 
Thus, the rapidly changing business environment requires a dynamic approach 
to remain competitive. Due to this fact, retail companies are forced to adapt their 
business activities to satisfy consumer's needs, investing heavily on new technologies. 
The motivation to digitize processes is the strong assumption of achieving higher 
overall organizational performance and building competitive advantages, equally 
important for both survival and growth [2]. Additionally, it has been noticed that the 
vast majority of e-shoppers grew harder to satisfy while their expectations increase as 
well as they tend to spend less time on individual’s sites. In short, as e-commerce 
became faster and easier, the average e-customer became more discriminating [3]. 
Consequently, interesting questions about the level of customer satisfaction in terms 
of e-commerce retailers have been raised. 
  -2- 
Retailers have recognized that customer satisfaction plays a fundamental role 
in a successful business strategy. For this reason, companies have changed theirs 
philosophy from a product and sales perspective to a new marketing approach, 
becoming more customer centered. A high rate of customer retention and large 
amount of revenue and profits can be achieved thanks to the high level of customer 
satisfaction. No business can survive or maintain competitiveness without appropriate 
levels of overall customer satisfaction. Measuring satisfactions offers a comprehensive 
insight to the customers’ behavior before and after a purchase. Without implementing 
this approach, improving, understanding, and developing better customer experience 
cannot be possible.  
However, what is unclear is how satisfaction should be managed, and how 
managers can handle the great amount of information produced by customers daily. 
Thus, corporations, business consultants, and other people who work in this specific 
field have worked to identify the characteristics of companies that consistently please 
the customers, in order to create tools for monitoring the satisfaction, and to develop 
continuous, quality improvement systems that respond to consumers’ feedback [19].  
Thus, firms need reliable and representative measure to know the customer 
satisfaction. By implementing predictive analytics and machine learning, businesses 
can now predict whether a customer liked or disliked a product and generally if was 
satisfied from the purchase experience as well as improve their customer relationships 
over the long-term. Being able to take the needed actions to ensure a positive 
outcome can help firms to prevent customer churn.  
The purpose of this dissertation is to build model to predict customer 
satisfaction in e-commerce as well as to find the factors that play the most prominent 
role on defining the latter. Overall, there are different types of e-commerce models. 
The current dissertation is about the business-to-consumer (B2C) model, which is the 
most well-known type of online shopping. In the first part of the dissertation the 
literature review around the e-commerce industry will be presented, while the second 
part will be the analysis of the dataset extracted from the famous online community of 
data scientists and machine learning practitioners, “Kaggle”. More specifically, the data 
comes from the Brazilian e-commerce public dataset of orders made at Olist shops, 
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which connects firms from all over Brazil to market without hassle [5]. The objectives 
of the dissertation are as follows: 
 To explore customers’ insights and useful patterns from the data provided by 
Olist shop, using visualizations. 
 To build different machine learning models and compare them based on their 
performances in order to find the best suited to our problem statement. 
 To find what factors affect customer satisfaction. 
The analysis consists of two main parts. In the first part, the exploratory data 
analysis is presented, which means that we will summarize the data, using graphical 
tools to create self-explanatory plots for better understanding of what behind Brazilian 
online purchasing is. The goal of the first part is to explore possible insights and 
patterns that can be extracted by the dataset. In the second part, three types of 
supervised machine learning algorithms will be built. More specifically, a binary 
classification, multi-class classification, and logistic regression approaches are 
proposed. The objective of the current dissertation is centered on predicting the 
review rating score which a user would give after his purchase. In more detail, the 
dissertation consists of the following chapters:  
Chapter 2 contains the literature review which serves as an introduction to the 
subject. It includes the study background. 
Chapter 3 includes the problem definition of the current dissertation. It consists 
of the overview of the problem, the research hypothesis, the objectives and the 
purpose of the study, the conceptual framework, and finally the data source. 
Chapter 4 contains the methods and tools used. More specifically, the dataset 
description, the programming environment and the algorithms implemented is going 
to be presented.  
Chapter 5 is about the exploratory data analysis in order to better understand 
the dataset. 
Chapter 6 presents the methodology implemented to build the predictive 
models. After the data preparation and processing, the models are built. The 
performance evaluations of the models are done using the appropriate metrics in 
order to understand which model fits better to our problem statement. Finally, the 
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feature importance is analyzed revealing the contribution of each feature to the 
model. 
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Literature review 
In the following chapter the theoretical framework is presented. It serves as a 
foundation for the remaining dissertation, as important definitions and notions will be 
analyzed to better understand the dissertation topic.  
E-Commerce as a subject matter 
The increasing number of the publications over the past few years leads to various 
definitions of e-commerce. E-commerce is usually associated with buying and selling 
via Internet, or conducting transaction that involve the transfer of ownership or rights 
to use goods or services through a computer-mediated network. Rainer and Cegielski 
defines e-commerce as a “process of buying, selling, exchanging or transferring of 
products, services, and/or information using computer networks, including the 
Internet” *4+. Summarizing, e-commerce is not restricted to just buying and selling of 
product and services. It has gain a wider approach. 
Birth of e-commerce and its evolution 
E-commerce became available when the development of electronic data interchange 
(EDI) was occurred, which is the exchange of business documents from one computer 
to another in the mid-1960s. As the first generation of e-commerce, electronic data 
interchange offered to firms the ability to place orders, exchange information, and 
make funds transfer electronically using computers [6].  
 In the second generation of e-commerce, transaction of goods as well as 
services through the Internet was occurred as a research tool. More specifically, the 
beginning of the Internet is found back to the 1960s, when the precursor to the 
Internet, Advanced Research Projects Agency Computer Network (ARPANET), was 
established for research reasons. However, the term “Internet” was not quite popular 
until 1982. In 1983, the only approved way to exchange data on the Net was the 
Internet Protocol (IP) which gave the opportunity for exchange information for all 
computers equally. In 1986, the NSFNET was launched by National Science Foundation 
(NSF) in order to provide communication links with high speed amongst major 
supercomputer centers across the United States [7]. 
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Until the end of 1980s, the Internet had still a noncommercial nature while it 
was mainly used by scientists and engineers as were the only ones capable of using it 
[8]. 
It was the creation of a graphical user interface and the navigability of the 
World Wide Web that completely changed the nature of the use of Internet. In the 
early 1990s, the hypertext markup language (HTML) was developed, with 
specifications for uniform resource locators (URLs) enabling the Web to evolve into the 
environment that we know today. Thus, the Internet became usable for ordinary 
people without the need for sophisticated understanding of computer science and 
techniques [8]. Hence, with the increasing amount of Internet users, the Internet 
became quite attractive to the business world. 
In 1991 NSFNET lifted the commercial restrictions on the use of the network 
creating great opportunities for e-commerce. In 1993, Mosaic (one of the first Internet 
browsers) was released and with the use of Mosaic’s graphical interface and rapid 
proliferation, the Internet became visually appealing as well as more user-friendly. In 
the mid-1990s, commercial use of the Internet gradually became the key pattern of 
Internet use. The term e-commerce became more popular in 1995, revealing the rapid 
development of commercial applications of the Internet [7]. 
Moreover in 1995, Amazon.com, the world’s largest online store for books, was 
launched. Just one year later, it became a multimillion dollar company. Two months 
after Amazon’s establishment, eBay, the world’s first online auction website, was 
launched. In 1996, Dell started to sell personal computers directly to consumers via the 
Internet and, in 1997 the commercial domain (.com) became the most popular 
replacing the educational domain (.edu) [9].  
The Internet is the fastest growing technology in economic history attracting 
great amount of businesses, investors, and customers over the years. The period 
between 1995 and 1999, numerous companies started their presence in the Web, 
conducting transactions online. In 1996, e-commerce transactions in the United States 
were 707$ million in revenue, which increased to 2.6$ billion in 1997, and 5.8$ billion 
in 1998. Moreover, by the end of 2000 approximately 600,000 e-commerce sites 
existed in the United States [7].  
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Future growth of e-commerce 
From a summary of the concept, it can be appreciated that e-commerce is a 
phenomenon with numerous benefits. The Internet has created various advantages for 
businesses in several service and product segments, and for customers. Using the 
Internet to communicate and act as a distribution channel for the promotion and sale 
of services and goods, companies are able to increase their market share 
phenomenally. Not surprisingly, therefore, e-commerce has been and remains key 
driver of the world’s economy.  
Nowadays, consumers from virtually all over the world take advantage from 
the benefits of online transactions. The easy availability of smartphones accompanied 
by the increasing technological adoption has enabled the e-commerce sector to be 
more reachable and efficient. It is expected that the market will witness further 
growth in the future. According to a market analysis conducted [10], the size of B2C e-
commerce market was valued at USD 3.35 trillion globally in 2019, and is expected to 
grow at a compound annual growth rate of 7.9 % from 2020 to 2027.  
Moreover, as the access to the Internet is rapidly increasing around the globe, 
the amount of digital buyers worldwide keeps rising every year as well. In 2019, 
around 1.9 billion people purchased goods or services online. In the same year, e-retail 
sales accounted for 14.1 percent of the overall retail sales worldwide. In 2023, this 
figure is expected to reach 22 % [11]. Thus, the conclusion that can be drawn is that e-
commerce has a great potential for further growth in the future globally.  
Customer satisfaction  
However, e-commerce creates great challenges as well, mainly for e-retailers. In e-
commerce, customers are one click away from the competitors.  If customers are not 
satisfied with the products/services offered, they can change easier retailer compared 
to the physical purchases. It must be heighted that there are three classifications in e-
commerce application: the phase before the sale which is related to attracting 
customers, online sale phase which focuses on making the e-commerce dependable, 
and the phase after sales which obtains customer’ satisfaction. Thus, it is important to 
understand which application function is particularly important for attracting 
customers, improving customer satisfaction.  
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Definition of customer satisfaction 
Customer satisfaction in e-commerce refers to the extent to which they feel satisfied 
with all aspects of an e-commerce system. Customer satisfaction is the result of the 
individual's taking outcome after the purchase of a product, evaluating it on a 
pleasant/unpleasant way. Generally, customer satisfaction is how much satisfied is a 
customer after a purchase and use of a product/service. 
Importance of customer satisfaction 
Over the years, customer satisfaction has attracted great attention, mainly because it 
is a good mean of gaining competitive advantage [12]. Customer satisfaction often 
leads to desirable results, such as increased profits and positive word of mouth [13]. 
Moreover, Bhattacherjee [14] advocate the view that customer satisfaction is more 
challenging in the B2C e-commerce context than in traditional retailing, as e-customers 
are more demanding. They desire their purchase needs to be met immediately, 
perfectly, and for low cost. When a customer is satisfied with a specific e-store, he is 
more likely to shop there again. Satisfaction is believed to influence customer’s 
attitude change and purchase intention. Many studies found that satisfaction is one of 
the critical factors influencing the continued purchase intentions of buyers [15]. 
Moreover, it has been demonstrated that achieving customer loyalty is really 
strongly related to the long-term profitability of a company [16]. Small increases in 
customer retention rates can significantly increase profit [17]. Loyal customers tend to 
visit their favorite websites twice as often as non-loyal customers as well as spend 
more money. Reichheld and Schefter found out that the high cost of acquiring new 
customer online could lead to unprofitable relationships with customers for up to 
three years. Thus, it is not surprising that customer loyalty has been found to be a 
critical asset in e-retailing [18]. 
Consequently, it is quite useful to determine the key factors that influence 
customer satisfaction in e-commerce environment. It seems that e-retailers experience 
difficulty to maintain customer loyalty. Although there are certainly challenges shared 
by both traditional retailers and e-retailers, e-retailers face higher competition due to 
the fact that on the internet a competitor is only a click away.  
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Factors that drive customer satisfaction  
Customer satisfaction can be affected by various reasons. Some of them are going to 
be presented in this part of the dissertation. 
 Product quality 
The assessment of product quality can simply be explained as if a product is 
fulfilling the needs of a customer or not as well as if it is up to the standard that a 
customer desire or not. Over the years, numerous studies have been conducted to 
investigate hidden factors. In most of them, it suggested that the baseline of the 
product quality can be assessed by product ratings.  
The fundamental role of the quality of products regarding customer satisfaction 
in the e-commerce environment has been emphasized in numerous works. Taşkın and 
Guru [58] advocate the view that in order to achieve high customer satisfaction and to 
be successful in the whole e-commerce market, both the quality of product and service 
are key factors that the e-retailers need to take under consideration. Christian and 
France (2005) suggested enhancing e-satisfaction by improving product quality, which 
can lead to a more positive outcome for companies, since satisfied customers provide 
recommendations to potential customers and maintain loyalty towards the e-
commerce retailers [11]. 
 Service quality and product delivery 
Service quality has been recognized as playing a crucial role in influencing the 
purchase intentions of online buyers. In e-commerce environment, service quality can 
be defined as the overall customer evaluations in regards to the quality of online 
service delivery [12]. Moreover, in [19] e-service quality was defined as the extent to 
which an e-retailer facilitates efficient shopping, purchasing as well as product 
delivery. 
Thus, fulfillment/reliability is a key factor that affects satisfaction. 
Fulfillment/reliability refers to well-time delivery of the right (versus wrong) goods. 
Such delivery can lead to positive service evaluations and consumers' feeling that the 
e-retailer who delivered correctly is reliable. In this way, customer will shape a more 
favorable attitude towards the online retailer. Hence, fulfillment/reliability has both 
transactional and relational properties and is a key predictor of satisfaction [20] as well 
as loyalty [21]. 
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Ahn, Ryu, and Han advocate the same view indicating that the timely delivery 
leads to enhancement of customer satisfaction so that it is more probable to shop 
again [22]. Therefore, it is quite reasonable that supply chain guru Hau Lee considers 
leveraging post-purchase activities, such as shipment, as one of the five most crucial 
strategies for companies [23]. Thus, companies in order to maximize profits and gain a 
competitive advantage, they have to strategically manipulate their shipping and 
delivery options available to customers. 
 Information quality 
Information quality refers to the relevance, accuracy, comprehensiveness, and 
understandability of information provided by websites. Information is the key offering 
of e-retailers’ sites, and hence it plays an important role in making customers' visits 
satisfactory [24]. 
Additional surveys advocate the same view. Information characteristics, such as 
being accurate, up-to-date, complete, useful, and its presentation, have been viewed 
as important determinants of perceived information quality. Cheung and Lee [13] 
proved that the content, the accuracy, the format, and the timeliness of information to 
be quite important factors improving e-customer satisfaction [25]. 
 Price 
Finally, it has been shown that customer satisfaction is directly affected by the 
price perceptions, whereas it is an indirect result of the perception of price fairness 
[26+. Experience from past purchases, peers’ advice, and competitors’ information can 
form the expectations of customers and then customers compare expectations with 
the conventional shopping environment in order to make correct judgments about e-
satisfaction [27]. 
According to the findings of study, the customers consider the product and 
delivery more important. Thus, e-retailers should focus more on product sourcing and 
cooperate with the delivery supplier to provide a higher quality of delivery (safety 
packaging, correct order, and timeliness). The implication for management is that 
consumers’ sense of the good buy and worthy product or service can influence the 
satisfaction of e-customers directly [28].  
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Online review and e-WOM   
Online reviews or e-WOM refers to any positive or negative statement made by 
potential, actual or former consumers about a product or company, which is made 
available to a multitude of people and institutions via the Internet. Consumers rely 
heavily on reviews for their purchases, and online customer reviews have been found 
to be the most trusted sources of information after advice from friends [29]. 
An online review written by a customer is a new form of word-of-mouth 
communication because it serves as a recommender. Consumer-created information 
(online product ratings or/and reviews) is a new way of revealing information from 
customers who have purchased and used the reviewed product to potential new 
consumers. These reviews include their experiences and evaluations regarding the 
characteristics and usage of particular product, service, or vendor. 
As reviews available in websites are an independent product-information 
resource, they serve as a major driver for the diffusion of new products and services. 
Word-of-mouth communication is a valuable marketing resource for both consumers 
and marketers as online reviews have become a major information source regarding 
product quality as well as an effective metric for measuring customer loyalty with key 
implications for a product’s success *30]. 
For the aforementioned reasons, numerous online product review aggregation 
websites as well as e-retailers offer to consumers the ability to express and exchange 
their opinions about products and services writing reviews or/and rating products by 
specifying a number of stars.  
However, there are major differences between online reviews and traditional 
word-of-mouth. First of all, traditional word-of-mouth can influence a local social 
network [31]. In sharp contrast, the impact of online WOM can go far beyond the local 
society, as individuals anywhere in the world have access to reviews via the Internet 
[32]. Additionally, in e-commerce retailers have the ability to decide whether to 
provide online consumer reviews on their Websites. However, this is not feasible in the 
traditional commerce. Finally, the information sources of traditional WOM are people 
we know, such as family or friends, whereas online consumer reviews was written by 
unknown purchasers [33]. This fact may lead to less credibility than advice from a 
familiar person. For this reason, the content of an online consumer review plays a 
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fundamental role in overcoming the lack of information credibility. If a review is 
logical, customers are more likely to believe the message.  
Online reviews’ effect on customers’ purchase decision 
Product reviews available online have become a fundamental source of information 
for consumers in regards to product quality influencing significantly future consumers’ 
purchasing decisions. Previous studies have shown that the information provided by 
customers is more credible than seller-created information from the perspective of 
trustworthiness [34]. This is why individuals usually provide honest evaluations of a 
product from the user’s viewpoint and this evaluation is more understandable and 
familiar as it represents consumers’ personal feelings and thoughts about the product 
[35]. Another reason why online product information is more preferable is thanks to 
the richness of the information available to customers through the Internet [36]. Even 
the amount of reviews available was found to affect the consumers’ willingness to 
purchase a specific product [37], suggesting that individuals may take the number of 
reviews as an indicator of the product’s popularity or its value. 
However, not all reviews are equal. Previous studies have shown that high-
quality customer reviews (relevant, comprehensive, and accurate product-related 
information) lead to greater influence on product evaluation, purchase intention [38], 
and evaluation of the website [39], in comparison to low-quality reviews which simply 
reiterate the reviewers’ subjective feelings and opinions. Additionally, such effects 
were more or less likely to happen depending on several receiver-related factors, such 
as involvement [51] and prior knowledge [41]. For example, the quality of online word-
of-mouth leads to greater influence when the consumer’s involvement was higher (Lee 
et al., 2008) and perceived in formativeness of eWOM was more influential than 
perceived product popularity for more involved individuals [42].  
Usage of online reviews by e-retailers 
In response to this new phenomenon, numerous companies in order to gain greater 
control over online reviews, offer virtual spaces on their websites giving the 
opportunity to customers to share their opinions and experiences [43]. Two great 
examples of this phenomenon are Amazon.com and Booking.com, two of the most 
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popular websites globally. Amazon.com offers a virtual space where users can post 
their opinions and ratings about products. Moreover, users have the ability to organize 
the reviews depending on the usefulness or the date of the review [44]. 
However, online reviews are not only useful for customers but also for sellers 
as they serve as a potentially valuable source of information for companies. Companies 
use the information created by customers to monitor their attitudes towards the 
products/services. Then, using this information, companies have the ability to adapt 
their marketing strategies and manufacturing distribution accordingly. For the 
aforementioned reasons, e-commerce companies encourage users to provide 
informative and accurate reviews by even rewarding (giving them a status and/or 
financial rewards) those customers who provide useful reviews. These approaches 
have been adopted by companies in order to reduce the occurrence of incorrect 
information recorded about products, since this information can significantly affect the 
derived statistics about a product [45]. 
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Problem definition 
In this part of the dissertation the problem statement as well as the research 
hypotheses will be formed based of the factors that were found in the literature 
review to affect customer satisfaction in e-commerce sector.  
Problem statement  
Companies in order to maximize their profits and remain competitive, they have to 
invest heavily in actions that enhance customer satisfaction levels. Today, it is 
imperative need than ever to truly cherish existing customers retaining loyalty, 
repurchase frequencies, and generally a sustainable relationship. As it has been 
already metioned, e-commerce is more complicated than traditional way of doing 
business as well as e-customers are less loyal in comparison with customers in 
traditional retailing [46]. Customer dissatisfaction significantly affect the success of an 
e-commerce company as each dissatisfied customer on average tell their experience to 
ten other individuals [47]. 
Moreover, the opportunity that e-retailrs give to customers to share their 
viewpoints for products has led to a flourish of review. However, this fact leads to an 
information overloading problem. A great challenge that contemporary companies 
face is how to mine valuable information from reviews to understand a user’s 
preferences and make an accurate recommendation. Thus, firms should find a way to 
successfully tackle the aforementioned problems and handle huge amount of 
customer data. The fast growing number of online reviews and the huge amount of 
customer information available to businesses has attracted research into approaches 
for mining these new sources of information for decision support. 
Data mining is definitely a powerful technology as it offers a great potential to 
companies to focus on the most important information in their data warehouses. 
Implementing data mining tools, firms can predict future customer behaviors and 
trends. In this way, e-retailers have the ability to make proactive, knowledge-driven 
decisions. They have the power to scan databases for hidden patterns in order to find 
predictive information that experts may miss.  
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More specifically, machine learning approaches and supervised learning in 
particular, have been used to review rating prediction and opinion mining 
classification, and such techniques can achieve a level of accuracy comparable to that 
achieved by human experts [48]. Machine Learning (ML) and Deep Learning (DL) can 
help design intelligent systems that learn from previous customers’ behavior and have 
the ability to predict their reactions to different marketing materials. A recent survey 
of marketing executives found out that 65% of managers think that “real-time 
personalized advertising” and “optimized message targeting” can be achieved through 
methods such as ML and DL [49]. Similarly, research published by MIT and Google 
showed that 50% of businesses intend to apply ML to gain customer insights, and 48% 
expect it to provide competitive advantage [50]. 
Related work 
Numerous researches have been conducted in the area of predicting star ratings from 
online reviews.  
In research [59], in order to extract the features, Association Rule Mining was 
used. More specifically, WordNet was implemeted offering the polarity information 
(positive, negative or neutral) of different words. After that, sentiment classification 
was implemented using SVM with 79.67% accuracy.  
In research [60], Random Forest Regression, Linear Regression, and Latent 
Factor Model were used and compared in order the one with the minimum mean 
square error on the validation dataset to be chosen to do prediction on test dataset. 
The best model was the Random Forest which managed to prevent overfitting.  
Other researchers [61] implemented two different experiments in order to 
predict the star ratings of mobile apps. The prediction was based on the expressed 
opinions from each review. The one approach was about assessing the importance of 
sentiment in the reviews and filtering reviews with no sentiment out. The other 
experiment approach used other predictors like textual information after considering 
the results of the first approach. The best star rating predictions were provided by 
filtering out subjective phrases with neutral sentiment and computing the overall 
sentiment of a review using the review rating score. 
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Prediction of Star Ratings of Movie Review Comments is carried out in work 
[62] which involves elimination of stop words, identifying negation of context, 
stemming and eliminating features with low information. Naive Bayes and SVM are 
evaluated with different dictionaries and Naive Bayes was found to be best model. 
Preprocessing the data like removing the stop words is essential and results in better 
outcomes. 
Tweets were associated with venues in the approach proposed in research 
work [63]. Extract tweets having event information from the tweets associated with 
venues, extract names, venues and dates of events from tweets having event 
information. Further aggregation of duplicate event information using venues and the 
similarity of names of events is done. They developed a method to extract event 
information and label categories to it from Twitter. Although the method using 
machine learning wins the method of hybrid in culture and life categories, the method 
of hybrid has the best average F-score that exceeds 0.67. Some authors reported the 
challenges associated with big scale and high speed data processing and storage 
[64][65].  
Researchers of paper [66] implemented sentiment analysis on review data of 
products. Firstly, Parts of Speech tagging was conducted. Then, the interpretation of 
tokens was followed as well as vectors are formed using these features. The following 
classification models were selected for categorization purpose: Random Forest, Naïve 
Bayes, and Support Vector Machine. The parameter used for determining the 
performance was the F1 score. 
Researchers in the paper work [67] focused on predicting the review rating 
based on Yelp reviews. The method followed was to convert comments into ratings 
and then classify them into five clusters (from 1 to 5), implementing Naïve Bayes and 
Support Vectors. 
An intelligence predictor for customer review score 
Review rating prediction is an important task in data mining and natural language 
processing fields, and has wide applications, such as purchase decision support, 
personalized recommendation and targeted advertising. The aim of review rating 
prediction is to predict the “seeing stars” of reviews. 
 -17- 
As online reviews are valuable source of information but are not always 
available (some customers do not want to give a product review), it becomes 
convenient and necessary to explore the development of automated review rating 
predication systems. To tackle those reviews lacking star ratings, one can possibly 
generate a classifier to accurately predict the missing rating [51]. 
Thus, the aim of this dissertation is to contribute towards solving the 
aforementioned problems, introducing an computational intelligence framework for 
predicting customer review ratings in e-commerce environment. Three different 
approaches will be developed in order to predict costumer’s review score: a binary 
classification, a multi-classification and a logistic regression type of learning. 
Research hypotheses 
Our main hypothesis is that the product and how the order was fulfilled might 
influence the customer’s review score. Based on the literature review, the features 
(independent variables) that could affect the dependent variable (customer review 
rating) will be extracted. As the literature review and previous studied revealed, 
customer satisfaction in e-commerce environment is affected by various factors.  
Generally, there is a consensus among researchers that some of the main 
causes of customer satisfaction are in relation with: 1) The information content of 
websites, 2) The purchased product, 3) The product transaction, and 4) Customer 
behavior.  
Thus, the following hypotheses are formed: 
H1: Customer state and city might influence the customer review rating score. 
H2: Product_description_lenght might influence the customer review rating score. 
H3: Product price might influence the customer review rating score. 
H4: Freight_value might influence the customer review rating score. 
H5: Product_name_lenght might influence the customer review rating score. 
H6: Product_photos_qty might influence the customer review rating score. 
Moreover, after the feature engineering process some new features will be 
created supposing that may affect the review rating score. Thus, the following 
hypotheses are created as well.  
H7: Delivery_accuracy might influence the customer review rating score. 
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H8: Total_value might influence the customer review rating score. 
H9: Arrival_time might influence the customer review rating score. 
Conceptual framework  
Figure 1 illustrates the conceptual framework of the current study in order to better 
understand and have a cleaner overview in its purpose. It defines the independent 
variables, which it was supposed that will affect the model until make the prediction. 
Thus, data from each order up to delivery phase must be used to finally reach our goal, 
to estimate what will be the score given by the customer at the review phase. 
 
 
Figure 1: Conceptual framework 
Purpose of the study 
On the basis of our problem background and research questions, the purpose of this 
thesis was developed: The purpose is to find a way to predict customers’ review score 
after a purchase, based mainly on data about the products and orders as well as to 
investigate the impact of each independent variable on the model. This can be 
achieved by developing predicting models based on supervised machine learning 
algorithms. 
Data source 
The data comes from the Brazilian e-store Olist shops. Olist shops is a SaaS-based e-
commerce marketing platform serving as a middleware between marketplaces and 
merchants. It provides full stack operational support to merchants by managing 
product catalogues, pricing, inventory, customer service, and payments in a single 
place. Moreover, abstracting the operational complexities of e-retailers’ business, Olist 
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shops offers the ability to merchants to immediately access the extremely fragmented 
customer base across all Brazilian marketplaces. It contains a wide variety of products 
such as cars, electronics, health and beauty products and fashion items. Moreover, 
there is the ability to find and apply for jobs, buy and sell real estate properties and 
much more [5]. 
 Thus, Olist shops is a software based on market creator B2C e-commerce model 
connecting merchants and their products to the main marketplaces of Brazil. The 
revenue model that follows is the “Transaction Fee”, as sellers have to pay a fee for 
each product sold. 
Retailers can create online store with personalized sales link, have a responsive 
catalog, sell online by their phones and receive orders directly through social 
networks. Olist shops is the best alternative for small business (SMBs) and 
entrepreneurs that want to sell products and services through the smartphone. In less 
than 3 minutes any business can register its first offer and start to share the sales link 
with customers on social networks.  
In the figure 2 an example of a product available in the Olist shops platform is 
presented. Customers can select the exact product that they prefer through a user-
friendly app, see a wide-range of product images, read the description of the product 
(that sellers added when they created their product catalogues), read customers’ 
reviews and finally complete the purchase form. After that, the retailer receives a 
message to send this order to the customer. When the product is delivered to the 
customer or the estimated delivery date is due, Olist shops sends a message via email 
platform to encourage customers to give their feedback about their purchase 
experience. Then, their criticism is distributed online on the merchant’s page and is 












Programming language and environment 
The data analysis and machine learning explanatory models will be accomplished using 
the Python programming language, which is one of the most popular programming 
languages for data science. Python’s syntax is relatively close to human language, so it 
is easier to understand when reading the code, a fact that led to its widespread usage. 
But the main benefit is that there are countless open source libraries, created by many 
collaborators, that help users perform tasks that would require significant effort 
otherwise. Libraries are collections of code with ready to use commands. 
Evolution of Python programming language  
Ιn the early 1990s, python project was introduced by Guido Van Rossum in the 
research center Centrum Wiskunde & Informatica, in Netherlands. It was used as an 
alternative of ABC language. After 2000, Van Rossum research team joined to 
BeOpen.com and made the python laboratories. The only version that published there 
was Python 2.0. After that, Python software institute, which is the owner of python 
rights, was formed and published open source python [52]. 
Python is a high-level programming language and is used widely for general-
purpose. Its syntax offers programmers to express concepts in fewer lines of code than 
would be possible in languages such as C [53]. The Python programming language 
provides constructs intended to enable clear programs on both a small and large scale. 
More specifically, it is a flexible and simple coding programming language.  In its 
documents it is defined as follow: Python is a very high-level, dynamic, object-
oriented, general purpose programming language that uses interpreter and can be 
used in a vast domain of applications. This language can support different styles of 
programming including structural and object-oriented. Other styles can be used, too. 
Python is very flexible because of its ability to use modular components that were 
designed in other programming languages. For example, you can write a program in 
C++ and import it to python as a module [52]. 
With its distribution, Python comes with some basic functionality but relies on 
external packages to perform almost all numerical computations. At this moment, 
probably the most user-friendly interface for Python is the Jupyter Notebook, which 
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provides an interactive front end for the Python interpreter and is well suited for most 
data analytic work. This notebook will be used for the purpose of this dissertation [54]. 
Overview of Machine Learning 
Machine learning (ML) is a set of methodologies which enable computers to “learn” 
the relationship among numerical representations of the data and specific target 
values. Loosely speaking, machine learning is a branch of artificial intelligence that 
develops computer algorithms applying a mapping from a numerical representation of 
observations to some target values (regression) or categories (classification). The 
primary goal is to have computer systems that learn by themselves (from a given 
dataset) without the explicit human interference. In simple words, computers can 
learn and improve through experience in a similar way that a human does. In this way 
ML can be used in order to study complicated datasets and make predictions [55]. 
There are different types of machine learning. In the current thesis, supervised 
machine learning algorithms will be implemented. 
This is the most commonly used type of learning. In supervised learning, the 
algorithm learns from a set of already defined and well organized labels (usually called 
features). These features (the independent variables) usually have some correlation 
with the target label (or dependent variable) we would like to predict. The algorithm 
first trains using the set of independent features. The outcome of the training is a 
model which the algorithm learned through training. This model is then used to make 
predictions using a new/unseen set of features (that was not used for training). The 
performance and accuracy of the model can then be evaluated. The precondition of 
supervised learning method is that both the features and the corresponding labels are 
known. Based on the output type of the target values, supervised learning can be cast 
into two categories, regression for continuous labels, and classification for discrete 
labels [55].  
 Classification tasks: In classification the output target values can take only 
discrete values. More precisely, the predictions can either be binary or take a 
finite number of categorical values (multi-classification). 
 Regression tasks: Unlike classification tasks, the output values of a regression 
task are numerical values. In regression the algorithm estimates the 
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relationship between the dependent label (target) and one or more of the 
independent features. Regression models can be further split in two categories; 
the linear regression and the logistic regression. In linear regression the 
predicted output takes continuous numerical values while in logistic regression 
this can take only a discrete set of values. Thus very often logistic regression is 






This part of the dissertation is about the dataset will be used. More specifically, it 
contains all the data analysis part, which is divided into four parts: 1) Dataset 
description, 2) Data Cleansing, 4) Feature Engineering and 3) Exploratory Data Analysis 
(data visualization). The main goal of this analysis is to summarize and present the 
data, in order to better understand the given dataset and extract possible useful 
insights.  
Data description 
The dataset used for the purpose of this dissertation is publicly available and owned by 
Brazilian ecommerce platform Olist shops. This dataset is available in the following 
site: www.kaggle.com [57]. 
Kaggle is the programming environment used in Google’s platform for data 
science. It is free to use and provides users with computing power and the latest 
Python libraries used for data science projects, in the form of Jupyter notebooks. 
Jupyter notebooks allow users to combine code, comments and visualizations in a 
common environment. 
The dataset has data of around 100k orders from 2016 to 2018 made at 
multiple marketplaces in Brazil allowing viewing an order from multiple dimensions: 
from order status, payment and freight performance, price to customer location, 
product attributes and finally reviews provided by customers. There is also a 
geolocation dataset that relates Brazilian zip codes to lat/lng coordinates. An order 
might have multiple items and each item might be fulfilled by a distinct seller. 
As it can be observed from the figure 3, the data is divided in multiple datasets 
for better understanding. The whole dataset consists of the following separated 
datasets:  
 olist_customers_dataset,  
 olist_orders_dataset,  
 olist_order_items_dataset,  
 olist_order_payments_dataset,  
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 olist_order_reviews_dataset,  
 olist_products_dataset,  
 olist_sellers_dataset, 
 olist_geolocation_dataset,  
 product_category_name_translation 
 
Figure 3: Data Schema [57] 
 
The different datasets are connected using the appropriate primary key. In this way, 
the datasets are connected in the right way avoiding duplications. Each dataset 
contains different but equally important information. More specifically: 
 Customers Dataset 
This dataset contains information about each customer and his zip code, city and 
state where he lives. It is worth mentioning that in Olist Shops system, each order is 
assigned to a unique customer_id. This means that the same customer will get 
different ids for different orders. However, there is an extra attribute called 
customer_unique_id. The purpose of having this specific attribute in the dataset is to 
be able to identify customers that made repurchases at the store. Otherwise, it would 
be found that each order has a different customer associated with. 
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 Order Dataset 
This is the core dataset. From each order, all other information can be found. 
 Products Dataset 
This dataset includes information about the products sold in Olist shops. 
 Order Items Dataset  
This dataset includes data about the items purchased in each order. For Example: 
The order_id=”00143d0f86d6fbd9f9b38ab440ac16f5” contains 3 items (same 
product). Each item has the freight calculated accordingly to its measures and weight. 
In order to know the total freight value for each order, the following calculations 
should be made:  
The total order_item value is: 21.33 * 3 (items) = 63.99 
The total freight_value is: 15.10 * 3 (items) = 45.30 
The total order_value (product + freight) is: 45.30 + 63.99 = 109.29 
 Payments Dataset  
This dataset contains useful data about the orders payment options provided. 
 Order Reviews Dataset 
 This dataset contains data about the reviews provided by customers. After a 
customer purchases the product from Olist shops, a seller gets notified to fulfill that 
order. Once the order is completed, or the estimated delivery date is due, the 
customer receives a satisfaction survey by email where he can give a note for the 
purchase experience and write some comments. 
 Sellers Dataset 
 This dataset includes data about the sellers that fulfilled orders made at Olist.  
 Geo-location Dataset 
 This dataset has information about Brazilian zip codes and its lat/lng coordinates.  
 Category Name Translation 
 It includes the translation of product category into English.  
For the purpose of this dissertation, only the following datasets will be used: 
 olist_customers_dataset  
 olist_order_items_dataset  
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In the tables 1, 2, 3, 4, 5 additional information about datasets is provided. 
Table 1: List of the customer dataset’s columns and description 
Attitude  Description  
customer_id 
Key to the orders dataset. Each order has a unique 
customer_id 
customer_unique_id Unique identifier of a customer 
customer_zip_code_prefix First five digits of customer zip code 
customer_city Customer city name 
customer_state Customer state 
 
Table 2: List of the order dataset’s columns and description 
Attitude  Description  
order_id Unique identifier of the order 
customer_id It is the key to the customer dataset. Each 
order has a unique customer_id 
order_status Reference to the order status (delivered, 
shipped, etc) 
order_purchase_timestamp Shows the purchase timestamp 
order_approved_at Shows the payment approval timestamp 
order_delivered_carrier_date Shows the order posting timestamp. When it 
was handled to the logistic partner. 
order_delivered_customer_date Shows the actual order delivery date to the 
customer 
order_estimated_delivery_date Shows the estimated delivery date that was 
informed to customer at the purchase 
moment 
 
Table 3: List of the order item dataset’s columns and description 
Attitude  Description  
order_id 
Order unique identifier 
 
order_item_id 
Sequential number identifying number of items 
included in the same order 
product_id Product unique identifier 
seller_id Seller unique identifier 
shipping_limit_date 
Shows the seller shipping limit date for handling the 
order over to the logistic partner. 
price Item price 
freight_value 
Freight value item (if an order has more than one 
item the freight value is splitted between items) 
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Table 4: List of the order reviews dataset’s columns and description 
Attitude  Description  
review_id Unique review identifier 
order_id 
Unique order identifier 
 
review_score 
Note ranging from 1 to 5 given by the 
customer on a satisfaction survey 
review_comment_title 
Comment title from the review left by the 
customer, in Portuguese. 
review_comment_message 
Comment message from the review left by 
the customer, in Portuguese. 
review_creation_date 
Shows the date in which the satisfaction 
survey was sent to the customer. 
review_answer_timestamp 
Shows satisfaction survey answer 
timestamp. 
 
Table 5: List of the product dataset’s columns and description 
Attitude  Description  
product_id 
Unique product identifier 
 
product_category_name Root category of product, in Portuguese 
product_name_lenght 
Number of characters extracted from the product 
name 
product_description_lenght 
Number of characters extracted from the product 
description 
product_photos_qty Number of product published photos 
product_weight_g Product weight measured in grams 
product_length_cm Product length measured in centimeters 
product_height_cm Product height measured in centimeters 
product_width_cm 
Product width measured in centimeters 
 
Data Cleansing  
In this part of the thesis, the description of each variable along with its type will be 
presented. The attributes are divided into two types, text and numerical. We will need 
to verify that the description is correct, so some commands in Python will be used to 
examine the dataset. 
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The figure 4 illustrates the total number of entries of each column as well as 
the data type of each feature. This table offers the ability to check if there are any 
missing values in the dataset. As it can be observed, the total number of entries is 
111686 while some columns appear to have missing values. So, some additional 
commands will be implied in Python in order to find the exact number of missing 
values of each column. 
Figure 4: Presentation of the features 
In the figure 5 it is observed that the following columns have missing values: 
order_approved_at, order_delivered_carrier_date, order_delivered_customer_date, 
review_comment_title, review_comment_messsage, product_weight_g, product-
length_cm, product_height_cm, product_width.  
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 Figure 5: List of missing values 
Before discarding the null values, we will discard the columns that are useless for 
formatting the predictive model. Thus, the following columns are discarded: 
review_comment_title, review_comment_message, product_weight_g, 
review_creation_date, product_length_cm, product_height_cm, product_width_cm, 
review_answer_timestamp, review_id, order_approved_at, order_status, order_id, 
customer_id, order_item_id, order_approved_at. 
The figure 6 shows the updated list of features after the usefulness attributes were 
discarded. However, there are still columns that have missing values. Thus, it is needed 
to discard the entities that have null values. 
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Figure 6: Updated presentation of the features 
In regards to figure 7, there are few missing values for 
“order_delivered_carrier_date” and “order_delivered_customer_date” data. These 
columns are important since they give information about the delivery process, which 
can significantly affect the review score. Since there is a small amount of missing 
values, we are going to discard the null rows. Only 2.16 % of data got removed. 
Figure 7: Updated list of missing values 
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It is important to have a look at the values each column has by providing a basic 
description of numerical features. 
Figure 8: Statistical description of numerical features 
Figure 8 provides a holistic view on the data included in each column with some 
basic statistical description. We already had the count from the previous table, but we 
can also see the mean, standard deviation, minimum and maximum value of every 
column. Additionally, they are presented with the percentiles 25%, 50% and 75%.  
Customers have the option to declare their level of satisfaction by giving a 
review rating from 1 to 5 stars. Thus, the min value that the review score can take is 1 
and the max 5. Moreover, it can be concluded that the vast majority of buyers 
remained satisfied from their purchase, as the mean of review_score is 4.07. 
Additionally, the min value that the product price takes is 0,85 while the max is 
6.735,0. This difference in prices can be explained as in Olist Shops merchants can sell 
a wide range of products (cars, electronics, health and beauty products and fashion 
items). Moreover, it could be observed that the products’ information in Olist shops 
platform is quite comprehensive, as the mean of product_name_length and 
product_description_length is approximately 50 and 790 characters respectively. 
However, the visual content is quite poor as products are presented with 2 images on 
average. This is not a positive sign, since customers desire a numerous photos in order 
to be sure that they have made the best purchase decision. 
In the figure 9, the distribution of each numerical feature is presented in the 





Figure 9: Violin plots of numerical features 
The next step in the analysis is to check for correlations between the numerical 
features. Thus, in figure 10 the correlation heatmap of features is presented. 
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Figure 10: Correlation heatmap of features 
The lighter the color blocks between two columns the stronger the correlation 
between them. Some pairs that appear highly correlated are the following: 
“Price” and “total_value”, “freight_value” and “total_value”, “price” and 
“freight_value”. These correlations between the aforementioned features are quite 
logical since the total value is calculated by making the sum of product price and the 
freight value. 
Feature Engineering 
In order to create more efficient machine learning models, the columns will be 
explored in order to investigate the possibillity of extracting more information from 
them and create new features. Feature engineering is the act of extracting features 
from raw data and transforming them into formats that are suitable for the machine 
learning model. It is crucial step because the right features can ease the difficulty of 
modeling, which in turn lead to higher quality results.  
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In regards to e-commerce industry, it can be supposed that customers might be 
more satisfied if the order arrives sooner than expected, or unhappy if they receive the 
orders after the deadline. Thus, a new feature will be created called 
“delivery_accuracy”, which is the difference between the actual and estimated 
delivery date. More specifically, it will be calculated as follows: 
Delivery_accuracy = order_estimated_delivery_date - order_delivered_customer_date 
So, if the produced result is positive then the order was delivered early, 
otherwise (if negative) it was delivered late. After running the need commands in 
python in order to calculate the delivery accuracy, the following plots are occurred. 
 
Figure 11: Delivery accuracy 
It can be concluded from figure 11 the vast majority of orders were delivered 
on time or even earlier than the estimated delivery time. Based on the delivery 
accuracy, the arrival time is defined, taking two values: 
 Early/OnTime for positive or equal to zero accuracy values 
 Late for negative accuracy  
It is expected that orders that have been delivered early (or on time) will have a 
positive impact on the review rating score, while late delivered products will cause a 
greater dissatisfaction to the reviewer, leading to lower review scores. The last feature 
that will be added is the total cost value. This is defined as the sum of freight and 
product price value. In general, a costumer who spends more money, he might have 
higher expectations and give a stricter review. 
Exploratory data analysis 
In this part of the dissertation, the exploratory data analysis will be presented 
analyzing the datasets and summarizing their main characteristics with visual methods.  
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Figure 12: Total sales between 2017 and 2018 
From figure 12 it can be concluded that e-commerce in Brazil really has a 
growing trend along the time. Generally, it is clear that customers are more prone to 
buy products online than before using Olist Shops app, as the total revenues 
significantly increased from 2017 to 2018. 
Figure 13: Top 10 states as per number of orders 
Figure 13 illustrates the top 10 states that made the highest number of orders. 
It is clear from the graph that citizens of the State of Rio Grande do Norte (RN) and 
Piaui (PI) have made the greatest number of orders. Both states had the same amount 
of orders which is over than 500 orders. The next two states with the highest number 
of orders have been made by customers who live in the state of Alagoas and Sergipe. 
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Figure 14: Top 20 product categories with highest sales 
Figure 14 shows the top 20 product categories based on the total sales. The 
“health_beauty” category is in the first place while “wathches_gifts” and 
“bed_bath_table” is in the second and third place respectively. However, it cannot be 
concluded that these categories are the most popular amongst customers. The 
aforementioned results are based on the total sales of each category and not on total 
product units sold. May some products has higher prices compared to others and this 
is the reason why belongs in one of the top product categories. Despite that, we can 
conclude that the product categories that have the highest amount of sales are the 
most profitable. Thus, Olist shop can invest heavily in these products in order to 
increase revenues. 
 
Figure 15: Top 20 most reviewed products categories 
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The figure 15 illustrates the top 20 products that have taken the highest 
amount of reviews. In this way we can conclude which products are the most popular. 
Thus, “construction_tools” and “furniture_bedroom” are in the top of list. The third 
most reviewed product is “tablets_printing_image”. It is quite interesting to illustrate 
which product categories had the lowest and the highest review rating scores. 
 
Figure 16: Average score per product (bottom 20 products with lowest average score) 
 
Figure 17: Average score per product (top 20 products with highest average score) 
Thus, in figures 16 and 17 the product categories with the lowest and highest 
average review scores are presented respectively. Customers can give a rating score 
from 1.0 to 5.0. Thus, the product category that received the highest average score 
was fashion_childrens_clothes with average score of 5. The other categories scored 
quite similarly with over 4 average rating score.  
On the other hand, security_and_services category has the lowest score with 
only 2.5 average review score. Home_comfort and diapers_and_hygiene categories 
follow with approximately 3.5 average score. Generally, the vast majority of customers 
remained quite satisfied as they gave over 3.5 average rating score. 
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In the following figures more sophisticated visualizations are presented in order 
to find interesting patterns about review score. 
 
Figure 18: Box plot (product description length and review score) 
Box plots (also known as quantile plots) are graphics that display the center 
portions of the data and information about the range of the data, providing a good 
indication of how the values in the dataset are spread out.  
The central lines in the boxes indicate the median of the distribution (Q2/50th 
Percentile), which is the middle value of the dataset. The top of the box represents the 
third quartile (Q3/75th Percentile) of the data. It is the middle value between the 
median and the highest value of the dataset. On the other hand, the bottom of the box 
is the first quartile (Q1/25th Percentile), representing the middle number between the 
smallest number and the median of the dataset. The whole box is the interquartile 
range (IQR) including all the observations between the 25th quartile (Q1) and the 75th 
(Q3) meaning. The thin lines expending from the boxes are the upper and lower 
whisker. The scores outside the middle 50% are presented by the upper and lower 
whiskers. Whiskers often stretch over a wider range of scores than the middle quartile 
groups. The two small lines are the maximum (Q3 + 1.5*IQR) and minimum (Q1 - 
1.5*IQR) value that an observation can take. Any observation further than these thin 
lines is considered outliers, which means that they are extremely rare [56]. 
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Multiple box plots on the same measurement axis may be used to compare the 
center and spread of distribution. Figure 18 presents box plots for 
product_description_lenght with review_score. As it can be observed, there is no 
significant difference between the median of different boxes as well as the distribution 
of the observations seems to be quite similar amongst the different review rating 
categories. Moreover, the figure illustrates that there is a great amount of outliers. 
 
Figure 19: Violin plot (product description length and review score) 
Figure 19 illustrates the distribution of observations for review_score with 
product_description_lenght using violin plot. Although box plot and violin plots are 
quite similar method of plotting data, violin plot illustrates the distribution better 
compared to the boxplot. In violin plots, the white dot represents the median while 
the bold line is the interquartile range (IQR) including all the observations between the 
25th and the 75th quartile. The thin line covers the rest of the distribution except from 
points which are determined to be outliers. All observations further than the thin line 
are considered outliers. In both sides of the gray line there is a kernel density 
estimation illustrating the distribution shape of the data. The wider section of the 
violin plot reveals that there is a higher probability that observations will take on the 
given value. On the other hand, the skinnier part illustrates a lower probability [56]. 
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Thus, from figure 19 it can be observed that the distribution and probability 
density of each review rating category is quite similar.  
Figure 20: Box plot (Review_score with the product price)  
In the figure 20 the observations for review_score with the product price are 
presented. Due to the fact that there is a great amount of outliers, the figure does not 
give a clear overview of the distribution. A possible explanation of this phenomenon is 
that in Olist shops, e-retailers have the ability to sell a wide range of products. This is 
the reason why price can take a great amount of different values. 
 
Figure 21: Number of orders as a function of the product photos quantity 
As in e-commerce environment the lack of trust is quite high, it is reasonable 
that customers need a good amount of product photos in order to feel safer about 
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their purchase decision and reduce the perceived risk. Surprisingly, in figure 21, which 
shows the number of orders as a function of the product photos quantity, it can be 
observed that most of the product purchased had only one photo available in Olist 
Shop. 
 
Figure 22: Average score as a function of the product photos quantity 
Thus, it is quite interesting to illustrate if customers who purchase products 
with low number of available photos gave high review score. Figure 22 presents the 
average review score that customers gave with the product photo quantity. Although, 
products with the highest number of photos gathered the highest review score, there 
is not a clear indication that the high amount of photos contributed significantly to 
high review rating scores. 
 
Figure 23: Review score as a function of delivery accuracy 
An additional interesting pattern that can be investigated is the review score as 
a function of delivery accuracy. From figure 23 it can be observed that review score 
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tends to have higher values when product is delivered earlier or in time. However, plot 
does not give a clear view (too many spikes). 
 
Figure 24: Review score as a function of arrival time 
Thus, a new feature is defined called arrival_time. The order is delivered 
early/ontime if delivery_accuracy is greater or equal to zero and late if 
delivery_accuracy takes values less than zero. As expected review score is lower when 
product is late which is clear in figure 24. 
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Methodology 
Three different approaches have been studied in order to predict the costumers 
review score. In the first approach, firstly the separation of the review scores is 
implemented into two classes: low and high review score. Then, a binary classification 
type of learning is applied. In the second and third approach, each rating possibility is 
treated as a separate class. A multi-classification (second approach) or logistic 
regression (third approach) type of learning are employed. The different models based 
on the three approaches are evaluated using the same metrics in order to find the 
optimal approach.  
 Three approaches 
Approach 1 – Binary Classification  
As mentioned above, two target classes are used in this approach for classification. The 
two classes are defined as follows: 
 Class 0: Low rating score (review score < 3) 
 Class 1: High rating score (3 ≤ review score ≤ 5) 
The goal of the classifier is to predict if a review will belong to one of the two 
categories. A high review score (class 1) would mean a positive impact on consumers 
future purchases while a low review score (class 0)  would have the opposite effect.  
Approach 2 – Multi-class Classification  
In this approach, it is attend to predict the exact review score value. Each possible 
review rating value corresponds to one different class. Thus, there are five different 
classes (1, 2, 3, 4 or 5 stars) to which an instance can be assigned to. Classes are 
mutually exclusive, which means that an instance can belong to only one class. 
Approach 3 – Logistic Regression 
In logistic regression, the outcome of the model is similar to approach 2 (the exact 
review score). As far as one can see, it seems that logistic regression and multi-class 
classification are kind of the same approach. However there are important differences. 
In multi-class classification all classes are equivalent, while in logistic regression the 
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order is maintained. This means that, in logistic regression model a real 4 star review 
classified as 3 stars would be more accurate than being classified as 1 star. 
Before going ahead with training the different models, data preparation is 
needed. In the figure 25 below, the different features after removing the null values 
are presented, as described in previous section.   
 
Figure 25: List of features 
Then, features from the list are discarded as they are not useful during training. 
Such variables are: 
'order_purchase_timestamp', 'order_delivered_carrier_date', 
'order_delivered_customer_date', 'order_estimated_delivery_date', 
'shipping_limit_date, 'customer_unique_id', 'seller_id', 'product_id', 
'customer_zip_code_prefix' 
These features do not contain information correlated to the review score. Thus, 
they will only add noise during training. The final set of features is shown in figure 26. 
From these, the review_score and target_score are the dependent variables. The 
review_score contains the exact costumer review score while the target_score the two 
classes, as defined in approach 1 above. 
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Figure 26: Final list of features 
In table 6 the type of variables and their description is presented: 
Table 6: List of variables 
 
Data Preprocessing  
In order to speed up learning and converge faster, numerical features are first 
transformed into a normal distribution before given to the classifier for training.  For 
this purpose the Normalizer function of the sklearn preprocessing package is used. 
Name Type Description 
Review rating score Ordinal  Exact costumer review score 
Customer city Nominal Customer city name 
Customer state Nominal Customer state 
Price Continuous Item price 
Freight value Continuous Freight value of the item  
Product name length Discrete 
Number of characters extracted from the 
product name 
Product description length Discrete 
Number of characters extracted from the 
product description 
Product photos quantity  Discrete Number of the available product photos 
Delivery accuracy  Continuous 
order_estimated_delivery_date - 
order_delivered_customer_date 
Arrival time Binary 
Early/On time for positive or equal to zero 
delivery accuracy values 
Late for negative delivery accuracy values 
Total Value Continuous The sum of freight and product price value 
Target score Binary (two classes) 
Class 0: Low rating score (review score < 3) 
Class 1: High rating score (3 ≤ review score ≤ 5) 
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 In addition to these transformations, categorical features need to be 
transformed into numeric values, in order to be handled by the classifier. This is done 
using the LabelEncoder function of the sklearn preprocessing package. Finally, the set 
of features shown in figure 26 is fed to the different classifiers for training. 
Performance Evaluation  
In order to avoid overfitting caused by training and testing in the same dataset, the 
dataset is first split in two parts: the train and test datasets. Thus, 80% of the sample is 
used for training while the rest 20% for testing. The split is performed using the so 
called “stratify” method, meaning that both the train and test datasets will contain the 
same proportion of classes. 
 However, overfitting can also occur while optimizing the different 
hyperparameters using the same test set. In order to avoid this, the k-fold cross 
validation method is used. In this method the train dataset is further first split in k 
equally sized parts (or folds). Then, for each set of hyperparameters, the algorithm is 
trained and validated k times. In each iteration the k-1 parts are used for training and 
the remaining part for validation. The validation parts of each iteration are always 
independent. Thus, the entire dataset is used both for training and validation. The 
performance measure given by this method will be the average of performances in the 
different folds. A schematic of the method is shown in the figure 27. 
Figure 27: K-fold cross validation method 
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The final performance evaluation of the model is achieved using the test set of 
the initial split. For this purpose, a confusion matrix is constructed, which compares 
the true classification label against the predicted one. For a binary classification 
problem, a confusion matrix looks as follows (table 7): 
Table 7: Confusion matrix for a binary classification problem 
 Predicted Positive Predicted Negative 
True Positive TP FN 
True Negative FP TN 
 
Four different categories are noticed: 
 True Positive (TP) : Predictions correctly labeled as positive 
 False Positive (FP): Predictions incorrectly labeled as positive 
 True Negative (TN): Predictions correctly labeled as negative 
 False Negative (FN): Predictions incorrectly labeled as negative 
Using the above categories we can further define metrics, such as accuracy and error-
rate, useful for the performance evaluation. 
 




The above metrics simply count the ratio of incorrect/correct predictions to the 
total number of predictions. At first sight, they seem efficient enough in order to give 
an idea of the quality of the classifier. However, in many cases they can lead to 
misleading results. This is mainly because they do not differentiate between false 
positives and false negatives (or between true positives and true negatives). Thus, two 
classifiers with the same accuracy or error-rate numbers could lead, for example, to 
completely different results based on the number of false positives or false negatives. 
Moreover, in the case of imbalanced datasets (where classes are not equally 
represented), results would look more optimistic than they actually are, leading to 
wrong conclusions. 
 -49- 
Therefore, classification problems usually use other metrics for the performance 
evaluation. The most commonly used metrics are the precision, recall and F1-score. 
Precision is the ratio of correctly predicted true positives to the total number of 
positive predictions. Thus, this metric gives estimation of how many of the cases that 
were labeled as true positives were actually true positive cases. 
     
 
Recall is defined as the ratio of correctly predicted true positives to the total number 
of actual cases in class “yes”. Thus, recall gives an estimation of the sensitivity of the 
classifier. 
     
 
The F1-score is the weighted average of precision and recall. The advantage of this 
metric is that it takes into account both false positives and false negatives. 
     
 
All the three metrics mentioned above, take values between zero and one, with one 
being the best value achieved by the classifier. 
Results 
In this part of the dissertation, the results of the different approaches are presented in 
order to find the best suited to the problem statement.  
Approach 1 – Performance evaluation 
For the binary classification approach, the XGBoost framework is used. XGBoost stands 
for “Extreme Gradient Boosting”. The effectiveness of this algorithm has been widely 
recognized in a number of machine learning applications. The key factor behind the 
popularity of XGBoost is its scalability in vide range of scenarios. The XGBoost 
algorithm can effectively detect the dependencies of complex data as well as it has the 
ability to use extensible learning systems to learn from large datasets and successfully 
create models. Moreover, it finds efficient classification under the gradient boosting 
framework improving the gradient boosting machine, which has the features of high 
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efficiency, flexibility and portability, and can provide a gradient boosted decision tree. 
The basic idea of GBM is the idea of gradient descent, in which each generated tree is 
based on the previous result to minimize the objective function [10]. 
As opposed to the bagging where trees are built parallelly, in boosting the trees 
are built sequentially such that each subsequent tree aims to reduce the errors of the 
previous one. Each tree learns from its predecessors and updates the residual errors. 
Hence, the tree that grows next in the sequence will learn from an updated version of 
the residuals. 
As mentioned before, in this approach, the algorithm needs to make a decision 
if the review will have an above average score or not. Therefore the type of learning 
task parameter is set to binary (since a binary classification problem is studied) while 
the booster type (defining the type of learner) is selected to use trees. The later means 
that the model will consist of an ensemble of trees (instead of a sum of linear functions 
in the case of a linear booster). The advantage of a tree based booster is that it can 
also model non-linear relations and is therefore more commonly used. 
After training the classifier, the performance is evaluated using the 20% 
fraction of the dataset, dedicated for testing. A confusion matrix is first constructed to 
illustrate the performance as shown in figure 28. The entries in each category have 
been normalized to the total number of elements in each true class. The diagonal 
elements represent the number of points for which the predicted label is equal to the 




Figure 28: Confusion matrix for the binary classification approach 
By looking the results, it seems that the classifier can accurately predict labels of class 
1, while it has a much poorer performance in predicting labels of class 0. This could be 
explained due to an imbalanced presence of the two classes in the train sample. 
Indeed, when checking the number of instances in class 0 (in the train sample), this 
corresponds to only 15% of the entire train sample, while the corresponding number 
for class 1 is 85%.  
In table 8 we also report the values of recall, precision and f1-score. As 
expected, recall has the highest score (since the capability of the classifier to predict 
labels of the true class 1 is high), precision has the lowest score (due to the low 
capability of the classifier to correctly predict labels of the true class 0), and f1-score 
has a value between the two.  
Table 8: Key performance metrics of the binary classification approach 
 Precision Recall F1-score 
Approach 1 0.87 0.97 0.92 
 
Approach 2 – Performance evaluation 
As a reminder, in this approach each possible review score value is treated as a 
separate class, resulting in five classes in total. The XGBoost framework is used in this 
 -52- 
case, with the learning task parameter set to a multi-class classification problem and 
the type of booster, like before, set to use trees.  
Following similar strategy with the previous approach, the performance is 
evaluated, after training, using the testing sample. The confusion matrix is shown in 
figure 29.  
Figure 29: Confusion matrix for the multi-class classification approach 
The entries in each category are again normalized to the total number of 
elements in each class. From figure 29, the performance of the classifier seems to be 
very poor, with the best performance achieved when predicting labels of class 5.  
In order to compute precision, recall and f1-scores in the case of multi-class 
classification, we need to select the averaging technique. There are three types of 
averaging: micro, macro and weighted. 
 Micro averaging: Here the metrics are computed globally by counting the total 
true positives, false positives and false negatives. 
 Macro averaging: Here metrics are calculated for each label separately and 
then the unweighted mean is computed. 
 Weighted averaging: Similarly to the macro averaging, calculate metrics for 
each label separately but then take the weighted by support (number of 
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elements in each class) mean value. In contrast to the other two, this type of 
averaging is also taking into account label imbalance. 
The results for the different metrics and types of averaging are summarized in 
table 9. In the case of micro averaging, all the metrics have the same value. This is 
because the total number of false positives will always be equal to the number of false 
negatives (if one prediction is counted as false positive for one class it will also counted 
as false negative for another).  
When comparing the f1-scores the micro averaging is the most optimistic one 
(since it simply counts the metrics globally). On the other hand, the macro averaging 
has the lowest performance value. Since the f1-score in this case is the average of 
scores in the different classes and the prediction capability of the model for most 
classes is very low, such a low f1-score value is justified. Lastly, the weighed averaging 
f1-score has a value in between the two, since it also accounts for label imbalance.  
Table 9: Key performance metrics for the multi-class classification approach 
Approach 2 Precision Recall F1-score 
micro 0.60 0.60 0.60 
macro 0.22 0.26 0.23 
weighted 0.40 0.60 0.47 
 
Approach 3 – Performance evaluation 
The last approach studied is the logistic regression. In this approach, the attempt is to 
predict the exact review score. The logistic regression class of the sklearn package is 
used for this purpose. The confusion matrix of the third approach is shown in figure 30. 
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Figure 30: Confusion matrix for logistic regression approach 
This model also shows poor predictive performance which was expected since 
the last two approaches are quite similar.  
In table 10 the different metrics for the different types of averaging are 
presented. The scores achieved are very similar to the previous case. 
Table 10: Key performance metrics for the logistic regression approach 
Approach 3 Precision Recall F1-score 
micro 0.59 0.59 0.59 
macro 0.22 0.26 0.22 
weighted 0.40 0.59 0.47 
 
In order to understand the reason behind the poor performance shown in the 
last two approaches, the proportion of classes are investigated in the training sample. 







Table 11: Proportion of classes in the training sample 
Classes 
Proportion in train 
sample (%) 
Class 5 57 
Class 4 19 
Class 1 12 
Class 3 8 
Class 2 3 
 
As shown, class 5 corresponds to 57% of the training sample which explains the 
high performance of the model in predicting this class. The rest classes have a very 
small presence in the train sample, and thus the model does not have efficient 
information in order to learn and predict these classes. This is a common problem seen 
in highly imbalanced datasets like this one. 
In order to tackle imbalanced classification problems different resampling 
methods exist. The goal of the resampling is to balance the different classes before 
giving them to the model for training. The most common resampling methods used are 
the undersampling and oversampling. In undersampling, instances are randomly 
removed from the majority classes until the dataset is balanced. On the contrary, in 
oversampling instances from the minority classes are randomly replicated until all 
classes are balanced. Both methods have their advantages and disadvantages. Due to 
lack of time, these methods are not examined in the current thesis, but could 
significantly improve the performance of the model. 
Model optimization  
For the rest of this chapter, the binary classification approach 1 is examined, since it 
shows the best performance. In this section we will try to further improve the classifier 
performance by looking at the feature importance and running a hyper parameter 
search. 
In order to get an insight look into the model and better understand its 
performance and how this is affected by the different features, the feature importance 
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is presented. Feature importance is a technique (or group of techniques) used in order 
to assign scores to features used for training a predictive model. The scores are 
assigned depending on how important the feature is for making a prediction. Many 
times, a group of features does not add on the performance of the model and just 
increases the dimensionality of the problem. Thus selecting the right group of features 
will help keep the model as simple as possible, increasing the modeling speed and 
removing possible noise from the training process.  
One way to measure the feature importance is by calculating the permutation 
importance. The permutation importance is computed by shuffling the feature’s 
column (equivalent of removing the feature from the model) and calculating the 
performance drop of the model. The metric used here for measuring the performance 
drop is the accuracy as shown in figure 31. 
Figure 31: Permutation importance score 
In figure 31  the permutation importance analysis results are shown. The 
feature names and the corresponding weights are reported. The weight values 
correspond to the accuracy drop when removing a selected feature and they are 
sorted in descending order. The higher the weight value, the more important is the 
feature for the model predictions. A negative weight value means that after shuffling 
the feature, the accuracy has actually improved. This is purely random phenomenon 
and simply means that the feature is not important for the model. However, one 
should notice that in the case where features are highly correlated, and the model 
 -57- 
uses them all equally, shuffling one of them would lead to low permutation weights 
although the feature might be important for the model. 
Figure 32: Summary of the SHAP values 
In order to better understand the effect of each feature  in the model, it is 
useful to present the plot summarizing all the findings. Figure 32 presents the 
summary of the SHAP values. In more detail, the left y-axis illustrates the name of each 
feature, while the gradient color shows the original value for variables; the blue 
represents the lower value and the red the higher one. The x-axis shows the SHAP 
value which reveals the effect each feature’s value has on predicting the review rating. 
The larger the SHAP value the higher the impact of the feature for the model decision. 
Another thing one should notice is the thickness of the lines. Thicker lines 
(corresponding to highly populated dot areas) indicate the frequency that the model 
used the feature for making a decision. Thus, a feature might be used multiple times 
by the model but with a small impact on the final decision (SHAP value close to zero), 
or might use a feature less frequently but with a greater impact. As an example, the 
arrival_time, has been used less times by the model, when comparing to the 
product_category_name, but for these times the impact on the final decision of the 
BDT was importsnt (high|SHAP|value). On the contrary the product category name 
was used more frequently, but the impact on the final decision was low. However both 
of these variables are important for the model. 
 -58- 
In figure 33, in order to see if we can further improve the performance of our 
binary classifier, a hyperparameter tuning is performed. The best parameters search is 
performed using the k-fold cross validation method explained before. Due to the long 
processing time the number of folds is set to 2. Ideally a higher number of folds would 
be better.   
 
Figure 33: Example code of hyperparameter tuning 
The list of parameters investigated is:  
 learning_rate: [0.1,0.07], 
 max_depth: [5,7,8], 
 min_child_weight: [1.5,6,10], 
 gamma: [0,0.03,0.1,0.3], 
 reg_lambda: [1e-5, 1e-2, 0.45] 
These correspond to the most commonly tuned parameters affecting the 
performance of the classifier. The f1 score is used as the scorer during the search. The 
best parameters found are: {'gamma': 0, 'learning_rate': 0.07, 'max_depth': 5, 
'min_child_weight': 1.5, 'reg_lambda': 0.45} 
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The best f1-score achieved using this list of parameters is 0.92, which is the same as 
our initial score. Thus, no significantly improvement is achieved. Possibly another list of 





The rapid growth of Internet as well as the advent of e-commerce has significantly 
changed the way individuals seeks product information, make a purchase decision, and 
buy product and services. The Internet is a communication that gives the opportunity 
to customers to find useful information about a product or service and distribute their 
products experiences in the form of online reviews. Thus, the benefits of the Internet 
to e-consumers are invaluable playing a fundamental role in assisting them to decision 
making on purchases. However, customers’ reviews are a valuable source of 
information for businesses as well. Companies can gain precious insights into 
customers’ thoughts and their level of satisfaction in real-time mode in order to adapt 
the distribution, manufacturing, and marketing strategies accordingly. In our 
contemporary world, this tactic is imperative need than ever since customers are 
becoming more and more demanding. Today, firms must have the ability to offer 
personalized offers to customers and be able to make changes rapidly in order to 
satisfy customer’s need, achieve customer satisfaction and build long-lasting 
relationships with them.  
However, this may be quite difficult to be achieved since companies receive 
huge amount of customer data daily. Machine learning and supervised learning offer 
great possibilities to firms solving the aforementioned problem. Over the years, 
supervised learning approaches have been implemented to predict customer review 
ratings showing great results. Thus, the work presented in the current dissertation was 
to build tree different predictive models addressing the review ratings prediction 
problem. In particular, a binary classification, multi-class classification, and logistic 
regression approaches are proposed suitable for mining large datasets in order to 
predict the numerical review ratings of customers.  
The dataset used contains approximately 100.000 orders as recorded in the e-
market Olist shops. Based on the literature review, the independent variables were set 
as well as some additional features were created to enhance models’ performance. 
After conducted the needed data preparation and processing, the three machine 
learning algorithms were built. Then, the performance of the models was evaluated 
based on three different performance metrics: 1) Precision, 2) Recall, and3) F1-score. It 
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was found out that the first approach suggested, the binary classification, had the best 
performance. 
However, some additional commands were used in Python in order to find the 
reason behind the poor performance of the other two approaches. It was revealed 
that the dataset used is highly imbalanced, which means that there is a significant 
disproportion amongst the number of examples of each class of the problem. 
Thus, as a future study of the current dissertation, the performance 
improvement of the models is suggested. This can happen by implementing 
resampling methods of the dataset in order to balance the different classes before 
giving them to the model for training. For example, the undersampling and 
oversampling method can be used. In undersampling, the instances should be 
randomly removed from the majority classes until the dataset is balanced. On the 
other hand, in the oversampling method, instances from the minority classes are 
randomly replicated until all classes are balanced. Both methods have their advantages 
and disadvantages.  
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