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Abstract-We investigate a variant of the so-called “binary” algorithm for finding the GCD (greatest 
common divisor) of two numbers which requires no comparisons. We show that when implemented with 
carry-save hardware, it can be used to find the modulo B inverse of an n-bit binary integer in a time 
proportional to n, using only registers of length proportional to n. 
Such a hardware implementation f this algorithm set up for finding inverses with respect o a 336 bit 
modulus B would have applications in the currently expanding field of secure data transmission and
storage. 
In such an implementation, multiplication i linear time-both modulo B and ordinary-would come 
along as a by-product because multiplication can be achieved by a sequence of nine inversions, some 
additions and negations. 
THE ALGORITHM 
Carry-save addition was known to van Neumann, and has been implemented on several 
machines-for example the ILLIAC III (we refer the reader to Kai Hwang’s invaluable 
book[2]. In modern parlance it could be called a “parallel” method for addition, since all of the 
digits can be processed simultaneously. If two numbers A and B in binary two’s complement 
representation are added to a third such number C, the result can be written as U + V, where V 
may be viewed as the sequence of carries, and this may be accomplished entirely by local 
operations in one cycle. (This works because 1 + 1 + 1 = 3 has only two digits in its binary 
representation.) Thus carry ripple is totally eliminated. If we wish to add together two numbers 
in carry-save form-say A + B and C + D-then we first add C to A + B obtaining U + V and 
then add D to U + V obtaining Y + Z. Trouble comes if we ever wish to leave carry-save form, 
since we must then do a true sum of A and B to convert A + B to the usual binary form, and 
carries will usually occur. Another difficulty is that it is time-consuming to compare two 
numbers A + B and C + D in carry-save form, since we may have A > C and yet B <D. It is 
even difficult to test whether for example A + B is equal to C + D. However it is very easy to 
test whether a number A + B is even and to divide by two if it is, and the negation -(At B) 
can also be found quickly. (This is necessary because A and B separately are in two’s 
complement form.) 
Euclid’s algorithm is the most well known method for finding the GCD of two integers, just 
as Euclid’s extended algorithm is the usual method for finding the coefficients R and S such 
that RA-SB equals the GCD of A and B. Indeed, so strong is the association between the name 
Euclid and GCD’s that it is a real effort to think of the problem and the algorithm as separate. 
Euclid’s algorithm is ruled out of this discussion because of the divisions and comparisons it
requires. 
A binary method for calculating the greatest common divisor of two integers A and B, as 
well as the coefficients R and S such that RA-SB is the GCD has been discussed in Knuth’s 
second volume, with some useful additional comments in the new edition[l]. We are concerned 
here with a variant that Knuth does not analyze, although we were apparently not the first to 
think of it. 
Suppose we wish to compute the GCD of two numbers A and B. Having removed all 
powers of two shared by A and B, we may assume that the GCD of A and B is odd. We then 
obtain A’ and B’ from A and B as follows: We put the vector (A’, B’) equal to 
(1) (A/2, B) if A is even. 
(2) (A, B/2) if B is even. 
(3) ((A t B)/2, (A - B)/2) if A and B are both odd (the only remaining possibility). 
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(Step (3) is what distinguishes this from the conventional binary algorithm.) If we then 
define the sequence of vectors (A(n), B(n)) by (A(O), B(0)) = (A, B) and (A(n + l), B(n + 1)) = 
(A(n)‘, B(n)‘), then, as we will show in the next section, the sequence (A(n), B(n)) will almost 
always become constant after a number of transformations ot exceeding abound that is linear 
in the number of binary digits in A and B. But it won’t look constant, due to the nonuniqueness 
of carry-save representation. One of the numbers G, H will be zero (the other being the GCD 
or its negative) and each iteration will divide zero by two, changing its carry-save represen- 
tation. (In fact, this leads to a simple stopping criterion-stop after a string of more than 
max(a, b) consecutive divisions by two, where a and b are the number of bits in A and B 
respectively.) A little more work will be needed to find the coefficients R and S, and we will 
describe this later. 
This algorithm is the only one we know of that can be done entirely in parallel with 
carry-save arithmetic. We will show later that the average number of iterations-and the 
number of clock pulses-needed has an upper bound that is linear in the number of binary 
digits in the input. This bound on the execution time would not be possible with the traditional 
binary algorithms described in Knuth’s second volume, since they must check for A>B or 
A = B, which must be done a bit at a time, pushing the time up to a quadratic function in the 
number of input bits. On the other hand, checking for divisibility by two and dividing by two 
can both be done quickly in carry-save arithmetic. To see this, suppose that A + B is given in 
carry-save form. Let a and b be the least significant binary digits of A and B respectively. If a 
and b are both zero, then A + B is even, and division by two can be accomplished by dropping 
both a and b and shifting right one position. If a and b are both unity, then A + B is even, and 
division by two may be achieved by dropping a and b, shifting right one position, and adding 
one to the result. (Naturally we perform this addition in carry-save mode to avoid carry-ripple) 
In all other cases A + B is odd. To form the negation -(A + B) of A + B, we use the fact that 
A + A* + 1 = 0, where A* is the bit complement of A. Thus we form B* also and add two to 
A* t B* obtaining the carry-save negation C t D. Another worry is that overflow will occur. 
Indeed, since the two halves of the carry-save form may oppose each other in sign, there is no 
obvious upper limit on the magnitude of each half. For this reason, we will not attempt to avoid 
overflow, but instead will tolerate it. Fortunately, as we will see later, if the registers are a little 
larger than three times the number of bits in the input numbers, overflow has no effect on the 
final answer, and there is therefore no need to detect it. This is fortunate, since such detection 
is time-consuming and would jeopardize the speed advantage that this algorithm has over the 
binary algorithm described by Knuth in[l]. 
We now discuss what to do with the limit vector (G, H) In modular inversion, the GCD is 
known in advance to be unity, and so we know that the four possibilities are: 
(I) G = 0 and H = 1 
(II) G=0andH=-1 
(III) H = 0 and G = 1 
(IV) H=0and G=-1. 
Here, of course, G and H are in carry-save form, so that comparisons are to be avoided. We 
proceed as follows: check for divisibility by two, which is fast. If G is even, then we have (I) or 
(II), and compute H t 1, which will be even. Then divide H t 1 by two. If the result is odd, we 
had (I), otherwise we had (II). If H is even, then we do the same with G and H interchanged. 
We now know which of the four possibilities we have. (If modular inversion were not the 
application, and the GCD were not unity, then we would simply use brute force to decide which 
of four possibilities it was, and only the constant of proportionality in theorem 2 would be 
affected, since this is only done once and is at worst linear in the number of binary digits.) 
We now describe the last part of our algorithm, which produces the coefficients R and S 
such that RA - SB = 1. (In general, it would find R and S such that RA - SB is the GCD of A 
and B.) Here R would be the modulo B inverse of A. We assume for definiteness that H is the 
GCD, that possibility (I) holds, and that we have an integer M such that 
(A(M), B(M)) = (0, H), the other cases being similar. 
Carry-free algorithm of two integers 
We define a sequence of vectors (R(n), S(n)) so that 
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(NW, SW)) = (0, - 0, 
and so that for all n, 
R(n)A(n) - S(n)B(n) = H. (5) 
Clearly R(M)A(M)- S(M)B(M) = H. We suppose that (5) holds, and we wish to define 
(R(n - l), S(n - 1)) so that 
R(n - l)A(n - 1) - S(n - l)B(n - 1) = H. (6) 
The transformation that produced (A(n), B(n)) from (A(n - l), B(n - 1)) must have been of 
type (l), (2) or (3), and we assume that a record was kept of which it was, but that the sequence 
(A(k), B(k)) itself was not kept. Let’s suppose that C(n - 1) = 1, if it was a type (1) trans- 
formation, and so on. 
If C(n - l)= 1, then put A(n - 1)=2A(n). If R(n) is even, then put R(n- l)=R(n)/2, 
S(n - 1) = S(n), and (6) follows. Suppose that R(n) is odd. From (5) we have 
(R(n) + B(n))A(n) - (S(n) + A(n))B(n) = H. (7) 
It must be that B(n) is odd, since H = (A(n - l), B(n - 1)) is odd. Hence R(n) + B(n) is even, 
and we put R(n - 1) = (R(n) + B(n))/2, S(n - 1) = S(n) + A(n), and (6) follows. 
If C(n - 1) =2, then put B(n- 1)=2B(n). If S(n) is even, then put S(n- l)= S(n)/2, 
R(n - 1) = R(n), and (6) follows. Suppose that S(n) is odd. Then S(n) + A(n) is even and (6) 
follows from (7) if we put S(n - 1) = (S(n) + A(n))/2 and R(n - 1) = R(n) + B(n). 
If C(n - 1) = 3, the only remaining possibility, then A(n - 1) = A(n) + B(n) and B(n - 1) = 
A(n) - B(n). Thus, we have 2H = R(n)(A(n - 1) + B(n - 1)) - S(n)(A(n - 1) - B(n - l)), 
2H = R”A(n - 1) - S”B(n - I), (8) 
where R” = R(n)- S(n) and S” = -R(n)-S(n). We need to divide equation (8) by two 
somehow, and we observe that R” and S” must have the same parity, since the right hand side 
of (8) is even and A(n - 1) and B(n - 1) are both odd. 
If R” and S” are both even, then put R(n - 1) = R”/2, S(n - l)S”/2, and (6) wili hold. 
Suppose that R” and S” are both odd. Put R(n - 1) = (R”+B(n - 1))/2 and S(n - 1) = 
(S” + A(n - 1))/2, and (6) follows, since from (8), we have 
2H = (R” t B(n - l))A(n - 1) -(S” t A(n - l))B(n - 1). 
THEOREM 1. 
The GCD algorithm must finish-i.e. become the constant vector-after at most Max(2a t 
1,2b t 1) transformations of type (3), where a is the number of binary digits in A and b is the 
number in B. The effect of this theorem is not to guarantee that the total number of iterations 
will be small. This is only guaranteed in a statistical sense by theorem 2. 
Proof. If A and B are odd, then using (3), we get (U, V) = ((At B)/2, (A - B)/2), and a simple 
calculation shows that 
2U2t2V2=A2tB2, 
and therefore every application of (3) divides the length of (A, B) by the square root of two, 
whereas applications of the other types do not increase the length, from which the result 
follows. 
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An exact analysis of the algorithm would probably be impossibly difficult, because of the 
deep number theoretic questions involved. For this reason, we will do a stochastic analysis 
(Knuth made a similar decision with the conventional binary algorithm.) We shall assume that a 
number is equally likely to be even or odd, unless there is an obvious reason to the contrary. 
After an application of transformation (3), exactly one of the components A’, B’ is even. 
That is, (3) can never be followed immediately by (3). If two steps of type (3) are applied to a 
vector (A, B) with odd components, the result would be (A/2, B/2), which is not an integer 
vector. On the other hand parity arguments guarantee that at each iteration exactly one of the 
three steps can be performed. 
In our stochastic model we shall assume that after each occurrence of (3) the choices (1) and 
(2) have a 50% probability. Then, if (1) has occurred, there is a 50% probability that (1) will 
follow, the only other possibility being (3). Similarly, if (2) has occurred, it will be followed by 
either (2) or (3), with a 50% probability for each. Summarizing this in a table, we have: 
(I) (2) (3) 
(1) 0.5 0 0.5 
(2) 0 0.5 0.5 
(3) 0.5 0.5 0 
and calculation shows that the underlying doubly stochastic matrix has the characteristic vector 
(eigenvector) (l/3, l/3, l/3). Thus, the stochastic process converges to the equiprobable one, and 
in fact the convergence is so fast that nothing is really lost by assuming equiprobability all 
along. Thus we have: 
THEOREM 2.
As a + b tends to infinity, the average number of interactions in the GCD algorithm is 
bounded above asymptotically by 
3 max(2a + 1,2b t l), 
and therefore the average running time is bounded above by 
C max(a, b), 
for some positive constant C. 
REMARKS ABOUT OVERFLOW 
We now discuss how big the registers have to be so that overflow is not a problem. We introduce 
the 2-adic norm N(x) defined as follows: For odd P we define 
N(P) = I, 
whereas for any integer n, we define 
N(2n) = N(n)/2. 
(This incidentally forces N(0) = 0.) To avoid exponents we let M(n) denote 2 raised to the power of 
n. Let I denote the size of the registers, measured inbits. Our statements about overflow will follow 
easily from the properties of N(x), which include the nonarchimedean inequality 
N(x + Y) 5 MaxUWh N(Y)). 
The norm N(x) differs from more conventional norms in that x and y can be close to each 
other-i.e. N(x - y) can be small-when in fact x and y differ from each other by a large integer. 
Indeed, N(x - y) does not exceed l/M(k) if x - y is divisible by M(k), which will be the case if the k 
least significant digits of x and y agree. Moreover, all odd numbers have norm unity, and even 
numbers have norm at most one half. 
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The first iteration of the GCD algorithm will yield (A + E, B + F), when in fact (A, B) would 
have been correct, where neither N(E) nor N(F) exceed l/M(r). As the iterations proceed, the 
errors will, in general, grow in norm, but they will no more than double. If the kth iteration has 
yielded 
(A+E,B+F), 
where (A, B) would have been correct, and the (k + 1)st iteration yields 
(A’ + E’, B’ + F’), 
where (A’, B’) would have been correct, then the new error E’ has at most wice the norm of the old 
error E, and similarly for F’ and F. 
We would get into trouble if the error caused a parity change altering the logical branch which 
the program took. This would happen only if an error E or F became odd, which would mean that 
N(E) or N(F) has become as large as unity. The above inequalities clearly imply that it would take 
at least r iterations before such a parity change would occur. 
It could happen that the error never becomes odd but nonetheless yields an incorrect value for 
the GCD-say H + E instead of H. If the algorithm finds H after rt iterations, then we would know 
that N(E) was at most M(n)lM(r). Since the GCD will exceed neither A nor B, we know that 
c = Min(a, b) is an upper bound on the number of bits in H that lie to the right of the infinite 
sequence of zeros. Thus if N(E) does not exceed M(c), we are all right. 
In order not to deceive the reader, we wish to emphasize that only the statistical behaviour of 
the algorithm protects us from overflow error, although for the large numbers we are considering, 
this is as good as a law. Nonetheless, it does place a responsibility on the designer of such a machine 
to precede his design with some empirical tests. For example, he would need to decide what the 
deviation from the average behaviour was compared to what he could tolerate and allow for this by 
extending the registers. In many applications errors are intolerable, but this is not a problem since 
any actual errors can be avoided by keeping a tally of the number of times that iteration (3) is 
performed vs types (1) and (2). All three contribute to overflow error, and only type (3) guarantees 
rapid convergence. In the (perhaps extremely unlikely) event hat for a particular number pair the 
tally for (3) lags significantly behind the others, the machine could be made to register this fact or 
process the offending numbers in an attached microprocessor-which would be used rarely if ever. 
WORST CASE BEHAVIOUR 
In order to show that it is hopeless to prove linear convergence in more than the statistical 
sense shown above, we now give an example. Let M(n) continue to denote 2 raised to the 
power n, and let our input to the algorithm be 
(A@, B(0)) = (1, M(n) - 1). 
Since both A and B are odd, the first iteration is type (3) and yields 
(A(l), B(1)) = (M(n - l), M(n - 1) - 1). 
This is then followed by n - 1 iterations of type (l), yielding 
(A(n), B(n)) = 0, M(n - 1) - l), 
i.e. an input of the same form. It clearly will take n + (n - 1) + . . . + 2 + 1 = n(n + 1)/2 iterations 
to completion, of which n will be type (3). During this time the overflow could only be 
contained by instigating some form of overflow detection and correction, which would be 
contrary to the (do-it-in-parallel) spirit of this paper. 
FURTHER REMARKS 
We remarked in the abstract hat multiplication comes as a free by-product. If B is odd and 
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we use INV(X) to denote the modulo B inverse of X, then we see that squaring modulo B can 
be accomplished by 
X2 = INV(INV(X) - INV(X t 1)) - X, 
and the calculation of 
followed by a division by two then gives the product XY modulo B. (If Z is odd, then take the 
even number B + Z divided by two.) The GCD algorithm is used in this way nine times. By 
making B large enough we can arrange to get the true product XY. There are several 
cryptographic algorithms around which require raising X to a large power Y modulo an odd 
number B, and the above gives us the ability to square in a time that is linear in the number of 
bits b in B. If y is the number of bits in Y, then repeated squaring with corrective multiples 
then gives X to the power Y modulo B in a time proportional to xy. 
A hardware implementation of carry-save addition, needed for the efficient use of the 
algorithms described in this paper, probably would be cheap to make, resembling as it does 
architecturally a long shift register such as those used for cheap serial storage. It might, for 
example, be made in 12%bit sections that are connected together at the ends. Loading and 
unloading the registers would be a major bottleneck with such a device, so you might want to 
perform steps (1) (2) and (3) entirely in the registers. For this to be done, space for A, B, At B, 
and other things would be needed, and this suggests eight or more registers, with corresponding 
bit positions hooked together, and neighboring ones also. The computations of the sequence 
(R(n), S(n)) might increase this requirement slightly. Loading and unloading of the registers at 
a few places in the algorithm might be done serially to save pins, as in a shift register, without 
significantly slowing things down. 
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