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A - Methodologie 
Cette premiere partie presente la recherche documentaire 
effectuee dans le cadre du DESS d'Informatique Documentaire de 
LYON I pour la realisation de cette note de synthese. 
Les differentes etapes suivies et les moyens utilises 
sont exposes ici, en particulier les interrogations des deux bases 
de donnees PASCAL et INSPEC qui ont pu @tre faites durant des tra-
vaux pratiques. 
1 ~ Le point de depart de l"a recherche documentaire 
Le sujet propose par M.J Baranger du departement de 
Mathematiques de LYON I etait le probleme fortement oscillatoire 
(the highly oscillatory problem), sans limitation a priori. 
Ce theme ayant ete assez peu frequemment aborde si ce 
n*est durant la derniere decade, une limitation dans le temps ne 
s'imposait pas. 
Les elements de depart du travail documentaire etaient 
les suivants s 
• un article de L. Auslander et W.L Miranker H 
qui permettait de situer le sujet, et trois references bibliographi-
ques de cet article. 
. des mdications sur quatre articles a rechercher 
(nom des auteurs, date de parution supposee, titres de revues). 
. des titres de revues de Mathematiques, generales 
ou speciaiisees en Analyse Numerique ou Calcul Differentiel, qui 
pouvaient traiter le sujet, ce sont : 
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"Numerische Mathematik», revue allemande en langue 
anglaise, et les revues americaines 
"Siam Journal of Numerical Analyse" et "of Applied 
Mathematics" et "of Mathematical Analysis", 
"Mathematics of Computation", 
"Russian Mathematical Surveys" qui presente des 
articles russes traduits en anglais, et le "Journal 
of Differential Equations". 
2 - La Recherche Documentaire 
2•1 ~ La Recherche des references biblioqraphigues 
Elle s1 effectua d'abord au travers de la consultation 
des sommaires des differentes revues de la bibliotheque du departe-
ment de Mathematiques de LYON I. Ce qui n'apporta pas de references 
nouvelles, mais permit de completer quelques unes de celles qui 
avaient ete indiquees. 
Le titre des articles ne suffisait d'ailleurs pas pour 
determiner leur pertinence, le sujet etant plutdt aborde comme un cas 
particulier a 1'interieur des articles, souvent pour preciser que la 
methode proposee etait en defaut dans ce cas. 
Les autres references furent compietees en consultant 
1'index du bulletin signaletique 110 du CNRS qui couvre le domaine 
de 1'Analyse Numerique. 
L•interrogation des bases de donnees PASCAL et INSPEC 
apporta de nouvelles references d'articles, en tout quinze articles 
furent selectionnes. Six d'entre eux furent rejetes au vu de leur 
resume dans le Bulletin Signaletique 110, soit parce qu'ils n'etaient 
pas en rapport avec le sujet, soit, pour quatre d'entre eux, parce 
qu'ils n'etaient disponibles qu'en langue russe. 
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Une des references trouvees etait deja connue, quinze 
references bibliographiques furent donc rassemblees a 1'issue de la 
recherche. 
Une etape interessarite fut 1 *interrogation des bases de 
donnees, et c'est ce point que nous abordons maintenant. 
2.2 - L'interroqation de bases de donnees 
Soulignons que ces interrogations ont pris place dans 
des exercices de travaux pratiques du DESS, par consequent il a ete 
permis de ne tenir compte d'aucune contrainte autre que le temps 
limite imparti a chaque eleve, soit environ quinze minutes ce qui 
etait suffisamment large. 
par le CNRS/Informascience. Elle fut interrogee sur le reseau TRANSPAC 
avec le serveur QUESTEL-Telesystemes dont 1'ordinateur est situe au 
Parc International de Valbonne Sophia Antipolis. Le ldgiciel utilise 
etait le logiciel MISTRAL. 
Exposons la strategie adoptee et les equations de 
recherches correspondantes s  
a) Interroqation, de la base de donnees PASCAL 
Cette base de donnees multidisciplinaire est constituee 
1°) Retrouver 1'article de reference 
par le champ auteur s 
?N 
BASE CDNNECTEE: PASCAL 
PRDCEDUF?E, OU ETAPE BET RECHERi 
?/AU MIRANKER+ 
TERME MULTISENS KIRANKER 
TI MIRAIMKER G. S. 
T2 MIRAMKER M. 
T3 MIRANKER W. L. 
SELECTIONNER DU NON ? 
f g  » r I  %J 
*1* RESULTAT 15 
PROCEDURE, OU ETAPE DE RECHERCHE 2 
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L'auteur est W.L. Miranker, mais pour obtenir les 
documents dont les references ont pu subir une erreur de saisie 
le terme W. Miranker est aussi selectionne. 
2°) A partir de la reference de 1'article, et des 
mots-cles qui le decrivent determiner ceux qui 
vont @tre utilises. 
-4- 1502547 C.PASCAL 
N0 : 80-3-0103450 
ET : ALGEBRAXC METHDDS IN THE 3TUDY DF 5TIFF DIF T- ERLHTlftL 
EQUATIDNS 
CC : 110.A.06 FD : EQUATI0N D1FFERENT J. ELLC " SYSTEXE EQUATICK' ? "J1 U ' 
SINGULIERE? SGLUTION OSCILLATOIRE 
Equation differentielle et solution oscillatoire 
ont ete retenus. 
3°) Selectionner les articles correspondant aux 
descriptions suivantes : 
equation differentielle 
solution oscillatoire 
analyse numerique 
• • • / • • • 
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PROCEDURE, OU ETAPE DE RECi-IErvC.!-iE Z 
750LUTIGN OSCILLATOIRE 
*2# RESULTAT 253 
PRCCEDURE, Q«J ETAPE DE RECHERuHL 3 
7EQUATI0N DIFFEREMTIELLE 
*3* RESULTAT 3831 
PROCEDURE, OU ETAPE DE RECHERCHE 4 
?2 ET 3 
*4* RESULTAT . () 
PROCEDURE, OU ETAFc DE RECHERL,! ~ 
?ANALYSE NUMERIQUE 
*5* RESULTAT 1005 
PROCEDURE, OU ETP.PE DZ RECHERCHE B 
?4 ET5 
TERME INCONNU 4 ET5_ 
RESULTAT Qp 
PROCEDUREr OU ETAPE DE RECHERCiiE G 
74 ET 5 
*6* RESULTAT CoP. 
PROCEDURE, OU ETAPt DE RECHERCi-!u -
7..VI ET44 STDR 
On peut Stre etonne de ne trouver aucune reference 
correspondant a ces trois mots-cles. La conjonction des deux premiers 
et du terme calcul numerique n'ayant donne aucun resultat non plus. 
Finalement 205 articles ont ete selectionnes avec les 
descripteurs : equation differentielle et solution oscillatoire, les 
25 plus recents furent edites. 
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parmi ces references 4 furent retenues, 5 autres ayant 
ete rejetees apres consultation de leur resume, le taux de pertinence 
est donc de 16 % pour cette interrogation. 
b) Interrogation de la base de donnees INSPEC 
INSPEC est une base de donnees specialisee surtout dans 
les domaines de la Physique, 1'Electronique et 1•Automatique, qui 
rassemble un million et demi de references depuis 1971. 
Le serveur etait l'IRS (Service de Restitution de 
1'Information) de l'Agence Spatiale Europeenne, son ordinateur est 
installe a Frascati pres de Rome, et relie au reseau Transpac qui 
a permis 1'accfes a la base a partir du terminal de l'ENSB. 
Le logiciel utilise etait le logiciel QUEST et l'inter-
rogation fut faite en anglais. 
La strategie adoptee a ete la suivante • 
1°) Recherche de 1'article jjsJ par le champ 
auteur. 
? SAU = SMIDEF?? 
1 138 AU~SNlDZr<? 
? SAU-FLEMKING? 
2 33 AU = FL£M!vIlMu? 
? Cl*2 
3 
Ce qui ne donna aucun resultat. 
Precisons que 1'orthographe du nom Fleming etait 
incorrecte. 
2°) Selectionner les articles indexes par les termes 
equation differentielle, oscillation, numerique. 
? SDIFFERENTIAL E3UA7IQN? 
' 4 5377 DIFFE.xENTIA^ E3UATL" 3N? 
? SDSCILLAT? 
5 2S375 Q3CI_LAT7 
? C4*5 
G 25G 4*5 
? SMUKERICAL? 
7 22S 1 XUi",ERICAL? 
? C7«S 
22 77 :t; 
? T8 
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Les troncatures furent utilisees pour obtenir 
le maximum de descripteurs equivalents aux 
precedents. 
3°) Selectionner les references admettant pour 
descripteur ; fortement oscillatoire. 
? S HISHLY CSCILLAT? 
S 3 KIGHLY OSCILLAT? 
L'etape 2 restitua 22 references dont 18 furent editees 
seulement, le temps d'interrogation alloue au DESS etant ecoule. 
L'etape 3 en selectionna 3 qui furent editees, mais 
aucune ne fut retenue. 
Curieusement 1'article qui porte explicitement 
la mention "highly oscillatory" dans son titre fut selectionne a 
1'etape 2 mais pas a la derniere. 
La reference de 1'article |^6^| avait ete restituee, 
ainsi que celle d'un article disponible en langue russe uniquement, 
d'ou cette seconde interrogation permit de decouvrir 4 references 
nouvelles en rapport avec le sujet. Le taux de pertinence est cette 
fois-ci de 17 %„ 
2.3 - Analyse des resultats 
La plupart des articles furent trouves a la bibliotheque 
du departement de Mathematiques de LYON I, les autres a celle du 
departement d'Informatique de Grenoble, et aux centres de documenta-
tion du CNRS et d'EDF a Paris. 
La lecture des 15 articles recoltes mit en evidence deux 
familles distinctes traitant du sujet pose. 
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La premiere abordait le probleme de 1 * approximation 
des solutions fortement oscillatoires de systemes d'equations diffe-
rentielles, et comprenait les articles de references. 
La seconde traitait le probleme des criteres d'oscilla-
tion des solutions de tels systemes sans aborder veritablement le 
probleme des fortes oscillations. Elle se composait de cinq articles 
dont quatre d'entre eux avaient ete selectionnes lors de 1'interroga-
tion de la base PASCAL. 
Les resultats obtenus menaient alors a deux developpe-
ment du sujet trop differents. La premiere famille d'articles fut 
donc seule consideree, les articles etant plus nombreux et permettant 
d'obtenir une image assez complete des recherches et resultats concer-
nant le probleme de 1'approximation des solutions fortement oscilla-
toires de systemes d'equations differentielles. 
3 - Conclusion 
L'experience de cette recherche documentaire a permis 
de mesurer la difficulte d'etablir une description appropriee du 
sujet. 
La plupart des articles finalement retenus entrent dans 
la classe "Equations et systemes differentiels" du plan de classement 
du Bulletin Signaletique 110, alors que la classe "Interpolation -
Approximation" avait parue plus en rapport avec le sujet traite ici 
au debut de la recherche. Mais s'il faut bien entendu essayer de 
trouver la meilleure strategie possible, c'est-a-dire les descripteurs 
et les equations les plus apprDpries au theme de la recherche en lui-
m6me, la simple adequation au sujet ne suffit pas devant l'indexation 
des documents. 
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L'interrogation des bases de donnees qui a ete exposee 
ici, met bien en evidence le profoleme d'interpretation que l'on 
rencontre. 
Ayant selectionne des references bibliographiques sur 
chacune des deux bases avec pratiquement la m£me strategie et les 
m&mes equations, les articles restitues furent fort differents. La 
base PASCAL a donne des references d'articles orientes vers des cri-
teres d'oscillation, alors que la base INSPEC a donne des articles 
concernant le probleme d'approximation traite dans les articles de 
references. Pourtant c'etait precisement un de ces articles qui a 
servi au choix des mots-cles pour 1'interrogation de la base PASCAL. 
II faut donc avoir une bonne connaissance de la base 
auquel on a acces, connaitre sa personnalite en quelque sorte. 
Pour finir, remarquons qu'il n'existe pas actuellement 
de base de donnees specialisee en Mathematiques. Ce domaine est tout 
de m@me couvert en grande partie par des bases comme celles qui furent 
consultees, mdme si elle sont plutdt specialisees en Biologie, 
Physique ou Chimie pour les domaines scientifiques de PASCAL ou en 
Physique, Electronique et Automatique pour INSPEC. 
Ceci est a regretter car les facilites apportees par 
ces moyens informatiques a la recherche bibliographique, sont fort 
appreciables, m§me s'ils sont delicats a utiliser pour les raisons 
qui viennent d'Stre exposees, et si l'ont peut regretter le manque 
d'actualite des fonds dfl au delai necessaire a 1'indexation des 
documents et qui retarde de plusieurs mois 1'acces a leurs references 
par les bases de donnees. 
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B - Methodes d'approximation 
des solutions fortement oscillatoires 
d'equations differentielles 
Cette derniere partie est le resultat de la recherche 
documentaire qui vierit d'6tre decrite. Elle presente les differentes 
methodes d'approximation adaptees au probleme fortement oscillatoire 
qui sont exposees dans les articles rassembles. 
1 - Introduction 
Depuis surtout une dizaine d'annees le probleme des 
fortes oscillations a attire 1'attention des scientifiques. En effet 
les modeles mathematiques utilises en Chimie pour les situations 
physiques rencontrees dans les reactions cinetiques, ou dans la 
souvent des systemes d'equations differentielles ordinaires dont les 
solutions sont fortement oscillatoires. 
Le probleme modele peut se presenter comme le probleme 
a valeur initiale suivant s 
partie imaginaire est tres grande. 
t variant dans un intervalle ferme de IR contenant t . o 
x et f prenant leurs valeurs dans des espaces de la forme IKn ou IK 
est le corps des reels ou celui des complexes. 
theorie des circuits electriques par exemple, engendrent 
x' = f (t, x), x (tQ) = xD (1) 
ou le jacobien associe admet au moins une valeur propre dont la 
Remarquons que ce probleme est souvent traite conjoin-
tement avec celui dit raide, ou le jacobien postiede au moins une 
valeur propre dont la partie reelle est importante et negative. 
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Les difficultes que 1'on rencontre pour approcher les 
solutions de problemes de ce type proviennent du fait qu'elles subis-
sent de brusques variations. Mais si le probleme raide traite d'une 
variation importante dans un intervalle de temps court, le probleme 
fortement oscillatoire considere des solutions ayant une frequence 
elevee et qui dans un petit intervalle de temps possedent de tres 
nombreuses variations. 
II en decoule que les methodes numeriques classiques, 
algorithmes de Runge-Kutta par exemple, ne sont pas efficaces. Le 
pas d'integration doit @tre extrSmement petit pour obtenir des resul-
tats corrects, le temps de calcul est alors long donc coflteux, et 
finalement la variation elle-m§me peut §tre completement masquee par 
des difficultes numeriques comme les erreurs d'arrondi ou l'instabi-
lite de la methode, des que l'on cherche a integrer la solution sur 
un intervalle raisonnable. 
On peut distinguer deux types de methodes proposees pour 
pallier a ces inconvenients : les methodes multipas H - 0] 
Qe] , [103 , et d'autres methodes utilisant aussi des pro-
cessus de moyenne 6 ainsi que des resultats de la theorie asym-
ptotique 0 1  .  M  •  t > J  •  C 7 ]  - M  
2 - Methodes multipas 
Ces methodes sont celles qui definissent les approxima-
tions xm des valeurs x (t + mh) de la solution du probleme 
modele (1) par une relation de la forme : 
xn*l +<<nxn + ••• + °<kxntl-k " h (/8oxm 1 + Z8lxi + PlSLl-k ) 
pour n = k -1 ,  k ,  . . .  (2) 
ou xj, - f ( t04- mh , xm ) - f ( tm, xm ) 
t m  = t 0  •  mh 
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Une fois les k valeurs initiales x . x,, ...» x_ , O 1 K-1 
connues, on peut obtenir successivement toutes les approximations 
xm (tn k) desirees. 
II existe de nombreuses methodes numeriques utilisables 
P°ur 1'integration pas par pas d'equations differentielles ordinaires. 
°n s'apergoit que peu d'entre elles utilisent les proprietes speciales 
de la solution qui peuvent §tre connues au prealable, comme dans le 
cas de solutions oscillatoires ou les frequences ou un substitut 
adequat peuvent §tre connus. 
Dans cet esprit D.G Bettis presente des algorithmes de 
Runge-Kutta modifies de fagon a ce que certaines solutions oscilla-
t o i r e s  s o i e n t  c a l c u l e e s  s a n s  e r r e u r  d e  t r o n c a t u r e  C 2 J  •  
L'auteur considere 1'oscillateur harmonique simple 
e^"Wt, solution de 1' equation : 
x 1  = iux ,  x(0)  =  1  ( 3 )  
et la formule de Runge-Kutta de niveau p + 2 suivant 
p+1 o  8» + 1  P+ 1  
; (h)  =  1  +  ( i coh)  ^  c k  + ( iwh)  c R  
_  p+1  k-1  j -1  
+  ( 1 M h )  i i c "  i A i  +  • • • •  (4) 
Reprenant le principe des algorithmes de Runge-Kutta 
qui est d'obtenir une approximation de la solution equivalente a une 
serie de Taylor de cette solution, les coefficients des puissances 
(ic*)h)k dans 1' expression (4) sont identif ies 
a 1/k l  +oo pour o 4k ^p 
et a = 1/k  +  jL ( -Q j (  h) 2 J  pour p+1 4  k^ p+2 
d = 1  (k+2j )  
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Les coefficients c^ et ^j sont alors determines par 
le systeme qui decoule de ces conditions. 
En illustration, les coefficients sont calcules pour 
des niveaux trois et quatre. 
Ces algorithmes qui permettent de resoudre exactement 
1'equation (3) se sont montres efficaces lors d•experiences numeri-
ques pour la classe des equations differentielles qui possedent des 
elements fortement oscillatoires dus a des valeurs propres dont la 
partie reelle est petite. 
Adoptant le m§me point de vue d'une demarche dependant 
du systeme aborde et de sa solution, W.L Miranker et G. Wahba de-
crivent une methode originale utilisant un processus de prise de 
moyenne (averaging) tout en conservant une forme multipas [6] . 
L'idee exposee consiste a remplacer les fonctionnelles 
par points qu'utilise habituellement 1'Analyse Numerique par des 
fonctionnel1es stables des solutions fortement oscillatoires d'equa-
tions differentielles , dans une methode multipas (2). 
Considerant 1'equation differentielle du second degre : 
x " + x  = X 2  s in  t  
sa solution qui est 
x( t )  =  a  s in  Xt  +  s in  t  /  (1+  i /_ \ 2 )  
remplit pratiquement tout 1'espace, il apparait donc que vouloir 
approcher la valeur de cette fonction a un point donne est un pro-
bleme mal pose, ou plutdt mal conditionne ou instable. 
Revenant au probleme modele (1) le principe de leur 
methode consiste a rechercher deux fonctionnel1es : 
1°) 1'une correspondant ci xfi (i.e est une descrip-
tion acceptable de la solution) 
et que 1'on recherche aux points t^ de la 
subdivision 
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2°) une autre correspondant a 
x'n = f (xn , tn) (i.e qui exprime les 
contraintes sur la solution) et que l'on peut 
calculer aux points t^. 
L'appliquant a 1'equation scalaire 
x" + h2 x = f (t, x), x (o) = x o 
ou x et f sont scalaires 
et t 6 £ - h A , T J 
LOR Fonrtionnolles choisies sont 
p+oo 
1°) y(t) =J k(t-s) x(s) ds 
-oo 
1 C 1 si O < z < A 
ou k(z) = 
A I 0 sinon 
qui est la moyenne de la solution x consideree 
sur l'intervalle Q-A, tj 
2°) z(t) = ( d2/dt2 + X 2  )  x(t)  = f(t,x(t)> 
L'expression de la formule multipas obtenue est alors : 
yn - Ci Vn-i + 1,2 di rn-i 1=1 i=0 
les notations etant : 
yn = x (tn ' 
fn - z <tn> 
Des conditions sont definies sur les coefficients 
P°ur etablir la stabilite de la methode, et six exemples de calcul 
des coefficients sont donnes. 
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Xls dependent du parametre X2 i.e du probleme, ce 
qui correspond au point de vue adopte. Cela peut paraltre plus 
restrictif, mais la dependance dans la methode exposee n* apparalt 
que dans la determination des coefficients et 1'analyse de 1'erreur, 
alors aue dans les cas classiques cela entre dans 1'analyse de 
1'erreur et aussi 1'utilisation de la methode du fait de 1'approche 
de x'n par f (tR, x^). 
Cependant le choix des fonctionnelles reste tres large 
et ne peut etre caracterise davantage que cela a pu &tre fait. 
Se playant dans le cas ou les frequences sont connues, 
Gautschi |^10^j , Snider et Fleming 8 J presentent deux methodes 
utilisant ce facteur et qui sont fort differentes. 
Gautschi a propose en 1961 un algorithme exact pour 
des polyndmes algebriques ou trigonometriques jusqu* a un degre 
defini par le type de polynbme. 
Considerant le probleme modele (1) pour une fonction f 
continument derivable, 1'auteur demontre 1'existence de 2 methodes 
multipas trigonometriques d'ordre p cf (2) dont les coefficients 
yd dependent du parametre v = 2 -7T h/T, ceci pour v suf f isamment 
petit. 
L'une necessitant 2 p valeurs initiales et telle que 
/30 = o , 1' autre admettant seulement 2 p - 1 valeurs initiales. 
Les coefficients sont determines de fagon a ce que la 
fonctionnelle lineaire associee a la methode par : 
k 
L(x) = x(tn + (n+J-k)h) - hgi x1 (t^ + (n+l-k)h) j=0 
et o(o = 0 
.1 
verifie : r £ 11,2, . . . , pj L( cos( 2 Jt rt/T) = L( sin(2 rt/T) = 0 
ou T est la frequence de la solution que l'on cherche a approcher. 
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En application, ces coefficients sont determines pour 
les methodes d'interpolation d'Adam, et de Stdrmer dans le cas par-
ticulier d'une equation differentielle du second degre. Des exemples 
numeriques montrent 1'interSt de cette methode, mais 1'inconvenient 
majeur reste la connaissance ou l'estimation de la frequence des 
solutions. 
Ces methodes se ramenent aux methodes classiques 
d'interpolation algebrique d'ordre 2p lorsque T—> + oo , les 
problemes de fiabilite se posent donc surtout quand on sous-estime 
la periode T. 
La condition necessaire qui est que ( 2 TC h/T) soit 
suffisamment petit, oblige le pas d'integration h a §tre relative-
ment petit dans le cas qui nous interesse, ce qui necessite un 
nombre de points de donnees x (tQ + m h) = xm important. 
C'est precisement ce dernier inconvenient que Snider 
et Fleming ont essaye d'eliminer [] 8 
Ils abordent ce probleme dans le cas de 1'analyse de 
Fourier d'une fonction periodique f, et proposent une reduction 
notable des points de donnees necessaire lorsque f est la somme 
d'une fonction reguliere et de quelques harmoniques a hautes fre-
quences connues, pour le calcul du n-ieme coefficient de Fourier 
de la fonction f. 
La methode repose sur la substitution (aliasing) de 
frequences moins elevees aux hautes frequences connues des quelques 
harmoniques contenus dans f. 
Les auteurs procedent de la fagon suivante. Supposant 
que f ait une periode de 2 JC •et soit de la forme ; 
f(t) - n(t) + cm cos Hmt + dm sin Hmt 
ou : m=1 + oo 
h(t) = a' /2  + x a'  cos rt + b1 sin rt ° r^T 
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et qu'il existe une constante L verifiant : 
V «1 € Rm> L 
Vr > L a1 . b' sont negligeables. 1 r * r 
On choisi alors un entier N , R^ > N , tel que toutes les fonctions 
trigonometriques associees aux frequences r=o, 1, .. L - 1 , 
R^ , .. Rp soient orthogonales entre elles. 
Ceci impliquant qu'on ait : N ^  L + p 
Remarquant que la fonction cb6 (2 N + r) t, par 
exemple, prend les mdmes valeurs que cos r t aux points 
tk = k 2 'K / 2 N , k = o, .... 2 N, toute fonction cosR^t peut 
alors 6tre remplacee par cosr^t pour un certain rm tel que 
rm ^ N (en m@me temps qu* elle varie plus vite entre deux de ces 
points). 
En illustration, si f contient trois harmoniques de 
frequences respectives 177, 589 et 1 000, pour evaluer 1'amplitude 
de ces harmoniques les methodes classiques auraient necessite au 
moins 2 001 points donnes, les auteurs obtiennent le resultat cherche 
avec N = 52, soit 105 points donnes. L'erreur obtenue est de 1'ordre 
des premiers termes a*L + ^ et b'L + ^ qui ont ete negliges. 
En application, ils considerent le systeme ? 
y' « -D y + p;(y,t) (5 ^ 
ou D est une matrice constante et g une fonction oscillatoire 
(ou variant faiblement). 
En utilisant 1'approximation gk de g par une inter-
polation trigonometrique (polynomiale) d'ordre k et un facteur 
d'integration, la solution du systeme (5) est estimee par : 
IX j Yn+I = exp (-Dh ) vn + exp (-Dxfi+ j ) | exp (Dx) Kk(x) dx 
xn 
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qui peut §tre evaluee exp1icitement, et s£ prSter aux calculs 
exposes plus haut. 
Ceci parait tout a .fait adapte a un probleme fortement 
oscillatoire. II faut cependant que les frequences utilisees dans 
soient entieres ou au moins rationnelles, et cette methode n'est 
pas automatique a demarrer. 
Comme on l'a vu un point important est le choix de N, 
malheureusement aucune solution simple n'est apportee : les auteurs 
proposent un algorithme base sur un processus d'essai-correction 
donnant la meilleure estimation de N. 
Autre inconvenient de cette methode, son efficacite 
repose precisement sur la prevision des frequences qui seront impor-
tantes, celles-ci ne devant pas @tre trop nombreuses. 
Considerant cette fois le probleme modele (1) sous des 
conditions generales (tQ = o) , S.0 Fatunla traite conjointement 
les problemes raides et fortement oscillatoires. 
II propose deux formules numeriques d'integration a 
un pas et d'ordre quatre qui possedent les caracteristiques adequates 
de stabilite et de convergence pour convenir a ces deux cas. 
Les formules proposees sont du type : 
xn + 1 = xn + R E (tn ' xn' + s f' (tn- xnJ 
et sont obtenues a partir de chacune des deux fonctions d'interpo-
lation : 
/v o t F( t) = ( 1 - e )A - ( 1 - e 1 )B + C 
A, B, C etant des vecteurs de IR m 
vv r~) f C> t — K(t) = ( I - e" 1 )A - ( J - e111 )A + B 
A, B sont des vecteurs de <Cm 
^ etant des matrices diaconales oscillatoires ou raides. 
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Les parametres R et S sont calcules en fonction des 
trois premieres derivees de f , 1'auteur indique la procedure 
necessaire pour les determiner ainsi qu'une estimation de 1'erreur 
pour chacune de ces formules explicites, qui s' averent donc e?tre 
d'ordre quatre. 
Six exemples numeriques qui comparent les deux 
methodes avec en particulier celles de C.W Gear et J.D Lambert 
(qui s'adressent au probleme raide surtout) montrent qu'elles parais-
sent interessantes dans le cas que nous traitons ici. 
En effet elles demandent un pas d'une taille ccrrecte-
ment grande et gardent un bon degre de precision, il est d'ailleurs 
possible de varier la taille du pas dans le cas d'un seuil de tolerance 
impose a 1'erreur asymptotique. 
Le principal inconvenient reste la necessite de 
generer des derivees d'ordre superieur. 
3 - Methodes utilisant la theorie asympto.tique 
Les methodes decrites dans cette partie correspondent 
au probleme a valeurs initiales : 
t tix/dt = A(t, E. )x + Il( t, e. ) + £ G( l,x , £ ), 
x(0) dcnne. 
ou £, est un parametre reel petit. 
Lorsque £ est proche de zero, la solution de cette 
equation est fortement oscillatoire, et c'est ce facteur qui est 
exploite dans les articles qui vont dtre presentes, ou la solution 
est recherchee sous la forme • 
x = x q  +  £ x 1 + . . .  e . * 1  x n  
pour un certain entier n. 
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Les methodes proposees utilisent aussi des processus 
de moyenne qui permettent d•essayer d'approcher la solution a un 
instant quelconque. Exceptee celle developpee par A. Nadeau, 
J. Guyard et M.R Feix dans le cadre du calcul de la solution d'un 
oscillateur harmonique faiblement perturbe qui ont precisement elude 
les problemes analytiques que ces moyens soulevent en recouvrant a 
un plan numerique £ 7 
Ils traitent de la solution de l'equation ; 
x " + x =  £ .  f ( t ,  x ,  x ' )  
ou £ est un petit parametre reel. 
dans le cas ou la deviation par rapport a celle de l'equation 
x" + x = 0 est importante. 
Leur methode dite a pas geant ou algebro-numerique 
utilise le traitement de perturbation de Poisson qui permet d'obte-
nir la solution sous la forme : 
x = xQ + B x± + £.2 x^ + ... (6) 
En identifiant les termes de meme puissance en £, , on 
resoud successivement les equations : 
x_" + x^ = o o o 
Xi» + Xi = f (t, xD, x'0 ) 
Le point principal etant que les conditions initiales 
a tQ= o par exemple sont absorbees par la solution d'ordre zero xQ ; 
x (o) = x (o) et xn (o) = o si n / o 
x'o ^  = x'(o) et x'n ^  = ° si n 5* o 
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Ce traitement est combine avec un processus de reinitia-
lisation qui consiste a choisir un pas de temps H tel que H l 
et a construire un nouvel ensemble de fonctions x" , ST Cy o ' i »••- xn »• * • 
en posant ( H ) = x ( H ) et x'' ( H) - x- ( H )_ 
Composant ainsi une nouvelle serie de perturbation 
a determiner avec le procede decrit plus haut. 
L•ordre des series ainsi construites correspond a la 
precision voulue pour 1'approximation de la solution. 
Ceci permet de traiter les termes non bornes a 1'infini 
contenus dans les series issues de (6) d'une fagon numerique, sans 
avoir a resoudre numeriquement x" + x = o ce qui obligerait a 
choisir un pas de temps h^l. Cn peut donc ainsi mener le travail 
analytique a des ordres eleves tout en conservant un pas d'integra-
tion a une valeur relativement grande, comparativement a une methode 
purement numerique. 
Un avantage est qu'en variant le pas geant H la 
convergence des resultats est contrfilee, cependant ce dernier est 
lie a 1'ordre de perturbation des series construites et par consequent 
si on veut 1'augmenter il faut trouver un compromis entre sa taille 
et la complexite des calculs algebriques. 
Cependant il est fondamental que la chaine d'equations 
soit resolue ce aui implique pour la fonction f ou d'avoir une 
expression simpie ou de se developper en une serie simple. Cette 
methode est testee sur 1' ecruation de Mathieu, pour des equations 
plus complexes il faudrait sans doute recourir & des langages de 
manipulation de formule (cf. FCRMAC). 
Cette methode se presente comme un intermediaire entre 
les algorithmes purement numeriques et purement analytiques, desquels 
elle differe essentiellement par son processus de reinitialisation. 
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Nous abordons maintenant une serie d'articles qui 
abordent le probleme fortement oscillatoire avec des moyens analy-
tiques utilisant eux des resultats de perturbations et des methodes 
multitemps semhlables a la methcde de moyenne de Bogoliuboff . 
F. Hoppensteadt et W.L Miranker £9j abordent au 
travers des modeles de circuits contenant des transistors et des 
diodes des equations differentielles dont les solutions comportent 
des elements fortement osciliatoires, et considerent le probleme 
modele r 
£ dx/dt = ( A + S B ) x ( 7 )  
ou t. [o iTj et £. est un petit parametre. 
A et B etant deux matrices carrees n x n et x un vecteur de IKn. 
Par le changement de variable : t = g t 
le systeme (1) est ramene au systeme 
du/dt = (A + 8. B) u 
+ 00, ^ 
avec uq = £, f fc 6 comme conditions initiales, 
+ oo 
la solution etant recherchee sous la forme u = > u (t,fc) £ r 
r=0 r 
La notion d'approximation numerique usuelle ne peut 
s'appliquer au cas fortement oscillatoire, puisque les trajectoires 
des solutions ne sont pas decrites correctement par un ensemble de 
points admettant ses valeurs a un certain pas de temps. 
Les auteurs definissent une autre notion d' approximation', 
pour £ >• o et S >• o donnes U (t) est une approximation numerique 
selon ( £, S) si : 
3 fc 11: | S et |u(t) - u(t)| 4 £. 
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Le schpma suivant donno un exemple d'uno tolle 
approximation • 
U-(t) 
D'apres cette definition et sous 1'hypothese notamment 
aue A est diagonale qui permet d'etablir 1'existence de la moyenne 
B = J iin 4 f (y?-1 (s) A (As) ds 
T —> + oo J ( )  /  1  
ou est la solution de 11 equation : 
d(f/dr = A (f , (f (0) = 1 (8) 
11algorithme de resolution suivant est propose : 
1°) resoudre 11equation (2) avec une methode 
numerique automatique de pas h. 
2°) calculer B avec la formule de quadrature 
B ch y-1(,ih) A Cfijh) 
N est determine par la precision choisie pour 
1' estimation de B et (Lf (jh) est la valeur de 
la fonction tp definie precedemment au point jh 
de la subdivision utilisee alors. 
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3°) resoudre avec une methode numerique automatique 
l'equation ? 
dv'/ dt = B v", v"(0) = a o o1 o o 
4°) calculer 1'approximation (au sens precise plus 
haut) 
de la solution du probleme modele (7) au point t'. 
Ce resultat peut Stre ameliore en additionnant a v' (h), o 
avant la multiplication par t/> (Nk) dans l'etape 4, le terme 
£ (t', t'/£ ) defini par les equations : 
vt(t,fc) = v^(t) - fcB - Jy B(s) ds %(t) 
dv^/dt = B + Kj(t) 
ou ^ (t) = ( Bf> - |0B ) vo(t) 
La figure ci-dessous schematise ces calculs. 
Reprenant des methodes similaires, F C Hoppensteadt £5 
etablit une description asymptotique des solutions du systeme faible 
ment lineaire ; 
t.o(f ,Nh) - y(Nh) ^ D(f) 
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ou 
dx/d- c  =  £ F(fc,t,x,y,£ ), *(0) = T ( £ )  
^ (y) 
dy/dt = A(t) y + £, G(fc,t,x,y, £ ), y(O) = ^  ( £ ) 
t = £ t e [O,T] 
La matrice fondamentale est cette fois definie par 
1'equation : 
d <f/dt = A(fc) (f> , ^(0) = 1 
Les fonctions F et G sont decomposees chacune en la 
somme d'une fonction dependant du parametre £, et d•une fonction 
mdependante de £., ces dernieres fonctions etant notees respective-
ment F et G . o o 
Elles verifient que les limites 
- , fT _i QG0(t,x,Qy) = lim ~J Q Cf> J(s) QGQ(s,t,x, ^ ?(s) Qy ) ds 
T 
et Fo(t,x,Qy; = lim —• f F (s,t,x, (J>( s )Qy) ds 
T_j>+oo 1 0 0 ' 
existent, et sous certaines conditions de regularite de toutes ces 
donnees, 1'existence d'une solution unique au probleme (9) est 
demontree. Et 1'on a : 
x(fc, f) = xQ(t) + 0(fc ) 
Py(fc, e. ) = (fc) P 1 + o( t ) 
Qy(fc, £ ) = Q^ (r) Qyo(t) + 0(8 ) 
Sous 1'hypothese que xQ existe et est la solution 
unique de 1'equation ; 
dX o/dt = FQ (t, x Q, Qy o), x o  (o) = ^ (o) 
t 6 [o, T] 
et que yQ existe et est 1'unique solution de r 
(d/dt) Qy = Q G (t, x , Qy ) o o o o 
t € [o, TJ , Qy^ (o) = Ql| (o) 
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P et Q sont deux projecteurs de 1'espace considere , 
P selectionnant dans (fc) les modes qui degenerent rapidement et Q 
ceux qui sont oscillatoires. 
Tout naturellement, le cas oscillatoire est celui ou 
Q = I et P = o, et le resultat precedent prend la forme ; 
x (r, £) = xQ (tj + O(fe-) 
Y (r, £) = (fc) £ yQ (t) + 0 ( £- )] 
La caracteristique majeure de cette approximation est 
le fait que le facteur <J> (fc) peut @tre retire du terme de 1' erreur 
0(£ ). 
Cette derniere propriete est exploitee par L. Auslander 
et W.L Miranker, dans le cas du systeme lineaire (7), pour determiner 
la moyenne B au moyen de constructions algebriques inspirees de la 
theorie des groupes de Lie [3] • 
Considerant le probleme (7) lorsque A est une matrice 
oscillatoire (i.e semblable a une matrice diagon&le dont toutes les 
valeurs propres sont imaginaires), sa solution admet la representation 
asymptotique suivante : 
x (t) e At/£- * Bt = e At/6 e 5 k (1 + 0 ( £. ) J 
Cette representation est de la m§me forme qu'en C6J 
pour le cas oscillatoire. 
Etant donnes les deux opprateurs ad et Ad definis 
par : 
g €. Gl,(n) , X€E(n) : ad(g)(X) = gXg-1 
XJeE(n) : Ad(X)(Y) = Qx,Y^j = XY - YX 
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ou E (n) est 1'ensemble des matrices carrees d'ordre n 
a coefficients dans IK et GL(n) est le groupe des tnatrices inversibles 
de E (n). 
Alors B = lim ad (exp (tA) )B dt 
T —9+ oo JO 
et si S est le sous-espace engendre par 1'integrant, 
S admet une base VQf Vj.,... VN de la forme ? 
VQ = B 
VH = Ad (A) VR-;l 
C'est-a-dire que S est le sous-espace cyclique engen-
dre par Ad (A) et le vecteur B. 
> 
Et S1 VN + l = . ai Vi ' B est cietermine par la i=o 
valeur du coefficient aQ de B • 
. Si ao / o alors B = o 
. Si ao = ° , il existe un vecteur W unique, a la 
multiplication par un scalaire pres, et non nul qui 
verifie : 
Ad (A) (w) = o 
B = - W ou W = 2. b. V. 
bD i=o 
En fait, B est la projection de B sur Ker Ad (A) paral-
lelement a Im Ad (A). 
Cette methode est appliquee au systeme canonique 
mpcanique • 
Mq" + Cq = ° 
De plus une methode de preconditionnement de A, qui 
consiste a la bloc-diagonaliser, est presentee, permettant de deter-
miner B facilement d'apres le resultat qui a ete etabli. 
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Un autre developpement de 1'article C5 3 , est la 
methode des enveloppes de M. V an Veldhuizen et W.L Miranker C« 3  
qui aborde le probleme non lineaire defini par l'equation differen-
tielle : 
dx/dt = AX/£ + g (t,x) , x(o) = xQ (lo) 
ou A = ^o -lj , £_ etant toujours un petit 
parametre positif, 
Ce systeme est tres representatif du cas fortement 
oscillatoire traite dans ce troisieme chapitre puisque sa solution 
admet de l'ordre de 2ff/6. oscillations par unite de temps. 
Cette methode est tres liee et generalise plusieurs des 
attaques au probleme de calcul qui nous interesse ici. 
La solution est recherchee sous la forme d'une serie 
de Fourier : 
u(t'fc) ' p"F5 elpt uP(t) 
apres qu'une premiere transformation analogue aux precedentes ait 
introduit la variable de temps lente fc 
Les fonctions en fc , e1^ sont appelees porteuses 
(carriers) et les coefficients up, fonctions de t, enveloppes. 
Le plan de calcul adopte consiste a determiner des 
approximations numeriques a un nombre fini de ces enveloppes. 
Pour cela les termes up sont definis par la resolution 
d'un systeme d'equations du type : dy/dt + By/g, = f (t) (11) 
et les auteurs introduisent la notion de solution reguliere d'ordre 
k, yk d'une telle equation : 
yk = 8ti-1f - a2B~2 f + ... +(-l)k B-k+1 B"(k+1)f(k) 
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yk n'est pas en general une solution de 1'equation (11) cependant 
c' est une valeur approchee a 0 ( £_k + 2) pres de la solution de cette 
equation. Les enveloppes sont estimees en utilisant cette propriete. 
Ensuite une methode de demarrage automatique, qui 
revient a la discretisation des equations definissant les enveloppes, 
combinee a une methode multipas permettent d'obtenir une approximation 
de la solution x (t) du systeme (10) de la forme : 
(-f( U t )  u N t )  
|P|<d '' 
La fonction Lf etant definie comme dans 1' article [ 9 J 
par 1'eauation (Q). 
Deux algorithmes sont decrits pour generer les envelop-
pes, et 1'unicite de la solution obtenue par ce plan de calcul est 
detuontree avec celle de chacun des termes Up derivant des enveloppes 
up. 
L'analyse de 1'erreur donne une estimation de 1'erreur 
locale ou globale dependant de £, du pas d'integration adopte, de 
1 erreur due aux transformations et d'autres parametres, ainsi qu'un 
resultat de superconvergence et de stabilite par rapport aux pertur-
bations des donnees initiales. Ceci sans reduire le rapport £ /h, et 
en le faisant on peut obtenir des caracteristiques de stabilite par 
rapport aux erreurs d'arrondi. 
•Sur 1' exemple non 1 ineaire simple : 
<V Z/dt2 + z/£2 . e-t/fc2 £>0 
{ z (o) = 1 + l/l +£. 2 
I Z' (O) = - 1/1 +£.2 
les calculs verifient la plupart des comportements theoriques prevus 
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Un des merites principaux de cette methode parait dtre 
la precision pour le probleme non lineaire, mais la complexite de la 
demarche a suivre est sans doute un handicap pour les applications 
pratiques d'une telle methode. 
3 - Conclusion 
Les methodes qui viennent d'§tre decrites sont assez 
variees, comme on aura pu le constater. En effet le prcblettie pose 
par les fortes oscillations des fonctions que 1'on cherche a appro-
cher est fort complexe : il s'agit de trouver un equilibre entre une 
precision correcte de la methode d'approximation, un coGt de calcul 
acceptable donc un pas d'integration relativement large, et des 
hypotheses de depart ne restreignant pas trop le probleme traite. 
Le principal inconvenient des methodes numeriques clas-
sique est precisement la necessite de choisir un pas tres petit pour 
obtenir une precision correcte, d'ou des calculs cotiteux et 1'accumu-
lation d'erreurs d* arrondi ou dues a 1'instabilite de la methode, et 
le nombre eleve de points de donnees. 
Chacune des methodes exposees essaie de prevenir ces 
difficultes, mais en suscite d'autres : la necessite de calculer des 
derivees d' ordre superieur []l J , la connaissance au prealable des 
frequences des solutions du systeme considere £10 J , avec eventuel-
lement des restrictions sur ces frequences (au tnoins rationnelles) C8 ] ,  O U  l a  c o n n a i s s a n c e  d e  l a  s o l u t i o n  e l l e - m d m e  [ ^ 2  J e t  £  6  J 
Elles presentent aussi souvent une partie delicate dans 
1'analyse du probleme cornrne c'est le cas pour le choix du N optimal 
dans 1' article [^8 J , le choix des fonctionnelles adequates [_ 6 J , 
ou 1' estimation des frequences ^ 10 J et 8 J 
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Les plans numeriques developpes d1apres la theorie 
asymptotique, paraissent interessants dans la mesure ou iis traitent 
d'une classe generale de prohlemes fortement oscillatoires, mais ils 
recourent parfois a un nombre important de trartsformations rendant 
complexe leur utilisation (^4 . L' article £? J presente neanmoins 
une methode qui evite ce oenre de difficultes en ne recherchant pas 
a obtenir une approximation a un moment quelconque, mais elle res-
treint son domaine d'application a des problemes relativement simples. 
Le choix des methodes a utiliser est donc dicte par les 
caracteristiques du probleme a traiter et les priorites accordees a 
la precision ou le coQt des calculs. On doit cependant regretter que 
la majorite des methodes proposees n'ait pas ete veritablement testee 
P°ur des problemes oscillatoires varies, et n*ont donc pas pu encore 
faire leurs preuves numeriques. 
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