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INTRODUCTION 
Let k be a number field, with ring of integers A. Let x be an idele class 
character for k which is trivial at each infinite place. The L-series L(s, x) = 
C x(B) NB-” is defined by the sum over all non-trivial ideals B of A which 
are prime to the conductor F of x. This sum is absolutely convergent 
for Re(s) > 1; when x is non-trivial L(s, x) extends analytically to a 
neighborhood of s = 1 and JC( 1, x) is #O. Although this value is of great 
arithmetic interest, truly satisfactory formulas for L( 1, x) have only been 
obtained in the cases when k = Q and when k is imaginary quadratic, 
where they are due to Dirichlet and Kronecker, respectively. These number 
fields are precisely the one with a unique archimedean completion k,: in 
this case A is a discrete, co-compact subring of a locally compact field k,. 
An analogous situation exists for global function fields k over finite 
fields. Let oc, be a place of k and let A denote the ring of functions which 
are regular outside co. Then A is a discrete, co-compact subring of the 
completion k,, which is a locally compact field. If x is an idele class 
character for k which is trivial at CC and we define L(s, x) as above, then 
for x # 1 the series is regular and non-zero at s = 1. Formulas for L( 1, x) 
were obtained by Galovich and Rosen ‘in the case when A is isomorphic to 
the ring of polynomials over a finite field, and by Hayes in general. 
In this paper, we will reprove all the limit formulas for L( 1, x) in a 
uniform manner, using Fourier analysis on the locally compact field k,. 
We shall also obtain the functional equation of L(s, x), following the 
* This work was partially supported by the National Science Foundation. 
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original proof of Riemann. The basic data of topological rings which we 
will exploit is the pair (k,, A). Note that this is an inversion of the 
situation studied by Tate and Iwasawa, where the global field k is viewed 
as a discrete, co-compact subring of its locally compact ring of adbles A. 
Whereas the adelic framework is a more general one, we feel that Fourier 
analysis on the pair (k,, A) allows one to focus on the special phenomena 
influenced by the local L-factor at co. Beyond giving a simple unified proof 
of the limit formulae at s = 1, it seems well suited to the study of the first 
derivatives at negative integers and may offer some clues to the regulators 
in Beilinson’s conjectures. 
The plan of the paper is as follows. In Section 1 we will review the 
concepts we need from Fourier analysis. In Section 2 we will introduce the 
L-series of certain ray class characters and in Section 3 we will prove 
the functional equation for L(s, x). In Section 4 we will discuss an analog of 
the Tate distribution in our setting, and will prove that such a function is 
unique up to scalar multiples. In Sections 5 and 6 we will see how the 
values of such functions at torsion points in km/A arise in the study of the 
first derivatives of L-series at s = 0 and the values at s = 1. In Section 7 we 
will give another construction of these functions, using the theory of 
complex multiplication, and will deduce the limit formulas of Kronecker 
and Hayes from the unicity theorem of Section 4. In Section 8 we will 
suggest further directions of study. 
We conclude the Introduction with a brief sketch of our method in the 
case when k = Q, so k, = [w and A = Z. Proofs of the assertions below will 
appear in the text. Let x be a non-trivial even character of conductor F, 
viewed as a function on Z/Z?? which is zero on elements which are not 
prime to F. The L-series is then given by 
L&x)= f )$z)n-s=f~x(n) InI-“, 
?7=l n 
where the second sum is taken over all integers n #O and the limit is 
evaluated by Eisenstein summation: lim, _ co C,“= -,,. We may rewrite the 
periodic function x in terms of the additive characters of Z/FZ; explicitly 
we find 
where G(X) is the Gauss sum 
G(x) = 1 x(a) ec2nia’F 
o(mod F) 
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of absolute value J F. This gives the formula 
o(mod F) 
for Re(s) > 1. 
Define the function f(t) on II2 - Z by the conditionally convergent 
Fourier series 
f(t) = 1’ e2nint JnJ --I* 
n 
Then f(t) is periodic (mod Z) and is integrable on the torus [w/Z. We will 
show that the above formula for L(s, x) actually holds in a neighborhood 
of s= 1; thus 
L(l, x) = z 1 X(a)f(4F) 
o(mod F) 
gives an expression for L( 1, x) in finite terms, using the values of f(t) at 
F-torsion points in the torus R/Z. 
Finally, we wish to identify f(r) with a more familiar function. To do 
this, we consider the vector space of continuous, complex-valued functions 
g(t) on [FB - Z which are periodic (mod E), integrable on [w/Z, and satisfy 
the identities 
for all a # 0 in Z. Using Fourier analysis, we will show that this complex 
vector space has dimension 1. Then we will show that both f(t) and 
log ) 1 - eZni’l lie in this space, so differ by a multiplicative constant. Since 
f(t) - -2 1% I4 as t + 0, we obtain the identity 
f(t)= -2log 11 -e2ni’(. 
Dirichlet’s limit formula is an immediate corollary: 
-G(X) 
Ul, x)=7 1 j(a) log 11 - e2aio’FI. 
o(mod F) 
1. FOURIER ANALYSIS 
Let k be a global field with a place cc such that all other places are 
non-archimedean. Let k, denote the completion at cc and A the ring of 
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elements in k which are regular outside co. Then A is a Dedekind domain, 
which embeds as a discrete co-compact subring of the locally compact field 
k,. We say that B is a fractional ideal of A if B is an A-submodule of k 
which is a discrete co-compact subgroup of k,. Then B is a projective 
A-module of rank 1. 
Let I,+ be the additive character of k, defined by 
i 
e 2nix if k,siW 
VW) = 
eZni(x+ X) k ,5c 
e2ni(TrResxdf)lp k m 2 F,((t)), Tr: IF, + H/pZ. (1-I) 
Then the duality 
(x,Y)=~bY) (1.2) 
identifies the locally compact group k, with its own Pantryagin dual. If B 
is a fractional ideal of A, we define 
B’=(pEk:(b,j)=l forallbcB}. (1.3) 
Then B’ is a fractional ideal of A, which is identified by the duality (x, /?) 
with the Pontryagin dual of the quotient group km/B. 
Let dx be the unique Haar measure on k, such that 
s dx= 1. k,lA (1.4) 
We define the Fourier transform of an integrable function g(x) on k, by 
the formula 
i(y) = 1, g(x) (A Y > dx (1.5) 
If g is also integrable and g(x) is continuous, we have the inversion 
theorem: 
dx)=Jk~B(YKx~Y) $9 (1.6) 
where d$ is the unique Haar measure such that 
d;= 1. (1.7) 
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If we define, for any fractional ideal B, the positive real number 
NB= j dx, 
k,lB 
(1.8) 
then we find dy = (l/NA’) dx. If BE A is an ideal, we have NB= (A: B). 
The symbol $6 will always be used to denote the positive real square 
root of NB. 
We will need to calculate the Fourier transform of one special fuctionS(x) 
on k,. Define 
(1.9) 
PROPOSITION 1.10. p(x) = JNA’f(x). 
Proof It suffices to show f= c .J; where c is a positive constant, as by 
the inversion theorem 
and f(x)=f( -x). But it is well known that f(x) is equal to its own 
Fourier transform for some Haar measure on k,, and so is a positive 
constant times its transform with respect to any Haar measure dx. 
We will also want the Mellin transform of f(x) on Kz. Let 
(( I(: kg + 52: denote the canonical valutation on k*,. This 
homomorphism may be defined by taking 
for any measurable set U of positive measure. Taking U to be a fundamen- 
tal domain for the action of A, we find the formula 
II4 = N(aA) (1.11) 
for all a#0 in k,. The measure d*x = dx/llxll is a Haar measure on kz. 
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PROPOSITION 1.12. For Re(s) > 0, 
I f(t) II tllS d*t = km 
JGF$ (1 -q-y F&(t)). 
Proof: The first two cases follow from the definition of the r-function: 
T(s) = j? e-V(du/u), making the substitutions ZJ = nt* and u = 2xti respec- 
tively, and noting that dx is Lebesgue measure on [w and 2 m times 
Lebesgue measure on C. 
In the case when k, 
lo, dx = m. Therefore 
is non-archimedean, we use the fact that 
jk* f(t) Iltlls d*t =ja _ ho) IIW d*t 
m m 
=&x!((1 -q-s)-1, 
4 
We next discuss the Fourier transform for functions on km/B, where B is 
a fractional ideal of A. If h is an integrable function on this quotient, we 
define k on B’ by the formula 
- h(x) (x, fl) dx. (1.13) 
If/i is summable on B’ and h is continuous, we have the inversion formula: 
(1.14) 
In other words, the dual measure C$ on B’ assigns to each point the 
measure l/NB. If g is a function in the Schwartz space of k, , and we apply 
inversion to the function h(x) = C bEBg(x+b) on km/B, we obtain the 
identity 
FOURIER SERIES AND L-FUNCTIONS 
Setting x = 0 gives Poisson’s summation formula: 
c g(b) =-& 1 S(P). 
bEB BEBl 
(1.15) 
We will apply the summation formula to establish a functional equation 
for a generalized theta function on kz. Let g be in the Schwartz space of 
k, and for tek*,, x, yEk,, define 
(1.16) 
~OPosITIoN 1.17. @,,(t;x,y)=((x,y)/NB IItII)@BL,f(t-l; -y,x). 
ProoJ: Let G(w) =g((x+ w) t)( y, w). Then G(w) is in the Schwartz 
space of k, and 
e(u)= 1 G(w) (u, w) dw 
= F g((x+w) t)(y, w>(u, w> dw. 
Put z=(x+w)t, so 
(u-y, w), we have 
w  = z/t - x and dz = I( tJI dw, Since (Y, w>(u, w> = 
g(z) +--P,zlt-x)6 
Poisson summation therefore gives 
QB,,(t;x,y)=~G(b)=~Cd(b)=~e,,i(t-l; -y, x). 
B BL 
When g is our special function f defined in (1.9), we will write @,, 
simply by 8,. Since!= mJ; we find 
COROLLARY 1.18. o,(t;x,y)=((x,y)~/NBIltlJ)O,L(t-’; -y,x). 
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When k, = R we have 
and Corollary 1.18 gives the functional equation of Jacobi’s generalized 
B-function. 
2. THE L-SERIES 
We will now define the L-series for the idele class character K of k which 
are trivial at 00. Our first task is to give an elementary description of these 
characters. 
The fractional ideals for A which are contained in k form a group, with 
identity element A. Multiplication and inversion are defined by 
This group is freely generated by the non-zero prime ideals of A. The 
quotient by the principal fractional ideals B = aA is called the class group 
of A, and will be denoted Pit(A) as it can be identified with the 
isomorphism classes of projective rank 1 A-modules under tensor product. 
A fundamental theorem states that Pit(A) is finite in this case; we will let h 
denote its order. The group A* of units in A is also finite; we let w  denote 
its order. Then w  = 2 when k, = R, w  divides 12 when k, = C, and w  
divides q - 1 when k, = ff,((t)). 
The fractional ideal 
D=(Al)-’ (2.1) 
is of fundamental importance in the theory. Its norm is equal to the 
absolute value of the discriminant of A when k has characteristic zero. 
When k is a function field of genus g over the finite field [F,, fVD = qige2. 
These facts follow from the standard definition of the different and 
canonical class. 
Now let Fc A be a non-zero integral ideal, and let Z(F) be the group of 
fractional ideals in k which are relatively prime to F. This is freely 
generated by the prime ideals which do not divide F. Let P(F) be the 
subgroup of principal ideals aA with a generator a s 1 (mod F), and let 
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G(F)= Z(F)/P(I;). Then the group G(F) is finite, and lies in the exact 
sequence of finite groups 
l-rA,*-tA*-t(A/F)*-tG(F)-,Pic(A)~l, 
B -+ class(B), 
(2.2) 
whereAF={crEA*:cc-1 (modF)). 
We say a complex character x: G(F) -+ @* is primitive if it does not 
factor through any of the quotient groups G(F) for F dividing F. The 
primitive characters of G(F) then correspond bijectively to the idele class 
characters x of k of conductor F with xrn = 1. 
Let x be a primitive character of G(F). For Re(s) > 1, we define the 
L-series of x by 
L(s, x) = c x(B) NBp,‘. (2.3) 
BEA 
(B,F) = 1 
This series converges absolutely, and uniformly in any half-plane 
Re(s) 2 1 + E. We shall see that L(s, x) has a meromorphic continuation to 
the entire plane; if x # 1 L(s, x) is an entire function; and if x = 1 
L(s, x) = c,(s) is entire except for a simple pole at s = 1. 
We wish to rewrite L(s, x) as a sum over the norms of elements in cer- 
tain fractional ideals for A. Let (B,}f= 1 be a set of integral ideals which are 
prime to F and represent the distinct classes in Pit(A). Then 
W,x)= i c x(B) NB-” 
i= 1 (B,F)= I 
B z B,- ’ in PIG A 
as BB, = aA is a principal ideal with a E B, and (a, F) = 1 and there are u’ 
choices for a generator CC Hence we obtain the formula for Re(s) > 1: 
US, XI=; ,i X(Bi) NBS c x(a) llaII-s. (2.4) 
I=1 IE B, 
(a,F) = I 
There is another expression for the L-series which is quite useful. For 
xEk,- B and Re(s) > 1 define 
p&x)= c IjX+bll-5=HB(s,x)-llXll-S. 
bsB 
b#O 
(2.5) 
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Both series converge absolutely and uniformly for Re(s) B 1 + E and for 
fixed s define continuous functions of x E k, - B. 
If x is a character of conductor Ff A, then 
L(wI)=~C x(B) NB-“, 
C, B = C,inG(F) 
BGA 
where the integral ideals Ci represent the h, distinct classes in G(F). Then 
B=C,o: with o:~C,:l and CI= 1 (mod F); for each B there are 
wF= Card(A,*) choices of generator a. Hence 
i=l 
=~,~,x(ci)Nc~s 1 lll+Bll-“~ 
I PE c,-‘F 
where a = 1 f p. Hence we obtain the formula for Re(s) > 1 
m, X)=t ,c, x(C;) w~“&;IF(s~ 1). 
I 
(2.6) 
We note that 1 # C; ‘F, as F does not divide Ci. 
When the conductor of x is A, so G(F) = Pit(A), we find the analogous 
formula 
L(s, X) =$ ,f: ;C(Bi) N B’liB,(~y 0) 
r=l 
(2.7) 
using (2.4). 
3. THE FUNCTIONAL EQUATION 
Let x be a primitive character of G(F). Define the local L-factor of 
zoo = 1 by the formula 
71 -“‘2r(s/2) 54 
(27c)‘-” T(s) 62 
(1 -q-y ~,W) 
(3.1) 
and define the total L-function by the product 
A(% xl = us, Lo) us, xl (3.2) 
in the half-plane Re(s) > 1. 
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PROPOSITION 3.3. (1) A(s, x) extends to a meromorphic function on the 
entire plane. If x # 1 A@, x) is entire, and if 2 = 1 A(s, 2) is holomorphic 
except for simple poles at s = 0, 1. 
(2) A(s, x) satisfies the functional equation 
A(s, X)’ W(X)(NDF)“2-” A(1 -s, 2) 
in the sense of analytic continuation, where W(x) is a constant of absolute 
ualue 1. 
In the course of the proof of Proposition 3.3, we will obtain an explicit 
formula for the constant W(x). The A/F module FL/AL is free of rank 1; let 
y denote a generator and define the Gauss sum 
G(LY)= c x(a) <ha). 
U&(A/F)’ 
(3.4) 
This has absolute value JNF, and depends on the choice of y. The ideal 
C,=y(F’)-‘=yFD (3.5) 
is integral and prime to F. We will show that 
It is also known that when x = 1, W(x) = 1. This gives Gauss’ formula for 
the sign of the real quadratic Gauss sum, which was generalized by Hecke. 
The first step in the proof of Proposition 3.3 is to use the Mellin trans- 
form in Proposition 1.12 to write 
NC;“NFD”L(SJ,) l/cxlj-‘=cj” f(ayt) Ilt(j’d*t 
K: 
for any a E k*, where c is the constant given by 
and NC, = I(y(I NFD. The exact value of c will not be used below. Using 
formula (2.4), we obtain an integral formula for the L-series for Re(s) > 1. 
fW,“NFD”A(s, x)=; i j(B,) NB;j 1 x(cr)f(ayt) ]ltll”dt. (3.7) 
r=l 5. 3EB, 
(0.F) = 1 
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The second step is to use Fourier analysis on the finite group A/F to 
rewrite the sum 
c x(a)f(ayt) 
IE B, 
IKF) = 1 
inside the integral. First we extend x to a function on A/F by setting 
X(M) = 0 if cx is not prime to F. 
LEMMA 3.8. For a E AJF we have 
C j(a)(ya, cc). 
ueAIF 
Proof. The Fourier transform of x on FL/AL = y(A/F) is given by 
i(p) = C x(PKy4 P>, 
flEAIF 
and the inversion theorem gives 
x(a) =kF C i(raKv, a>. 
oeA/F 
Since x is primitive of conductor F, i(ya) x(a) = G(x, y) when a is prime to 
F and i(ya) = 0 otherwise. Hence 
x(a) =
ueAIF 
as claimed. 
By Lemma 3.8 we find 
The final sum over Bi is equal to our theta function O,(yt, 0, ya) 
defined in (1.16). By Corollary 1.18, this is also equal to 
(VW J= llY4l) @B~((YW’~ -yu, 0). Writing this out in full gives 
.FB x(a)f(W) = 
G(x, Y) 
WNF~ llY4l 
o~,Fda) C f((B-w) Y-it-‘) 
PEBf- 
G(x, Y) @ 
c xw-(~Y-‘~-‘)- 
= NCyNBi lltll 6=fl-y 
in( B,F)l 
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But as 6 runs through the elements of (BJ)’ = yC;‘B[:~ ‘a the elements 
c(* =6y-’ run through Cyp’B;‘. Since a* E -a(mod F) we find 
We now rewrite (3.7) by breaking the integral over kz, into two pieces: 
The first integral is only convergent for Re(s) > 1, but we may rewrite it 
using (3.9) and the substitution u = t- ‘: 
j(B,) NBf-’ 1 x(a*)f(a*u) I(uIJ’-sd*u 
x*e C;:‘B,-’ 
If F#A the terms with CI* =0 and c( = 0 do not contribute to the 
integrals, and the termsf(a*u), tl* ~0, andf(ayt), CI # 0, become exponen- 
tially small as JJuIl -+ co and (ItJ( -+ co. Hence the two integrals are 
convergent for all values of s and define entire functions. This gives the 
analytic continuation of A(s, K). If F= A one must separate out the terms 
where a* = 0 and a = 0; these give the integrals 
and 
jf(Bi) NBf )Il))“d*ty 
which have simple poles at s = 1 and s = 0 when x = 1. The rest of the 
expression is entire in s, so this establishes the analytic continuation when 
F=A. 
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To prove the functional equation, we substitute (3.9) directly into (3.7) 
to obtain 
=G(X, o= s 1 h j(B,) NE-1 NC, !fzi=, ’ ’ C x(a*)f(a*t-‘) I(tlls-’ d*t. LC*c C;‘B,-’ 
Let u = t -’ and Ci = C;‘B,: ’ . Then the h ideals Cj give representatives for 
Pit(A), and j(B,) = x(C,) x(C), N&-r = NC!-SNC:-S. Hence 
= ~C;“X(C,)G(L Y)~~k~i~lX(C,)~C~~’ 1 x(a*)f(a*u)llull’-“d*u 
Ci*EC, 
=; /qc,s x(cyg “?) Jm A(1 -s, ;c). 
Cancelling the factor (w/c) NCyS from both sides, and defining 
w(x) = xW,) G(x, d/m as in (3.6) gives the final form of the functional 
equation: 
A(& X)’ W(X)(NFD)“*-” /i(l -S, 2). 
Note. The factor W(X)(NFD) ‘/*-’ is denoted E(S, x) by Deligne [4], so 
W(x) = 417 xl. 
Much of this section was inspired by the treatment over Iw given by 
Davenport in his book “Multiplicative Number Theory” [3, Chap. 93. 
4. A. UNICITY THEOREM 
To introduce our main result, we first review a theorem of Tate on eigen- 
distributions on locally compact fields. Let k, be locally compact and 
xca : kz -+ @* a continuous quasi-character. Let L(x,) be the local L-factor 
of Xm, as defined by Deligne [4]. 
PROPOSITION 4.1 [ 141. The subspace S(xm ) of tempered distributions on 
the Schwartz space of k, which satisfy 
4dax)) = x;‘(a) 4g(x)) for alf c( E k*, 
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has dimension 1. There is a non-zero distribution A in S(x,) such that 
15 
whenever the integral on the right-hand side is absolutely convergent. 
We will be interested in those eigendistributions which are supported at 
0. By Tate’s formula, this occurs when the L-function has a simple pole at 
xX. These characters are given by the following table, where we put 
it, =x,’ . II II: 
km 
R 
@ 
Non-archimedean 
; (4.2) 
The rest of this paper is concerned with the case when x5 = 1, but we will 
treat all of the characters occurring in table (4.2) in this section. 
Now let A be a discrete co-compact subring of k, of the type studied in 
Section 1, and let B be a fractional ideal of A. 
PROPOSITION 4.3. The vector space V,(x, ) of continuous, complex- 
valued functions g(x) on k, - B which 
(a) are periodic with respect to B, 
(b) are integrable when viewed as functions on k, jB, 
(c) satisfy the identities 
g(ax) =x,‘(a) c g(Y) 
y(mod B) 
2~ z ax(mod B) 
for all a#0 in A, 
has dimension 1. If X~ # 1 each function in Vt,(xaj) extends to a continuous 
function on k,; if xrn = 1 each function in V,( 1) = V, has a logarithmic 
singularity at every lattice point in B. 
In the course of the proof, we shall actually exhibit an explicit non-zero 
function fB(x) in V,(x,), exactly as Tate gives an explicit non-zero 
distribution in S(X~). When X~ # 1, the function fB(x) is given on k,/B by 
the absolutely convergent Fourier series: 
x,+1. (4.4) 
@n/69/1-2 
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When xoa = I, the series in (4.4) is not absolutely convergent, and we must 
specify an order of summation. We shall show that the limit taken by 
Dirichlet-Eisenstein summation, 
exists and defines a non-zero function in V,. This function satisfies 
.fBtx) Na loi? 11 11 x as x + 0, where a = Res,, I [J.s)/cA(0). 
In the proof of Proposition 4.3, we shall use Fourier analysis to translate 
the identities in (c) into simpler identities for the Fourier transform. This 
will show that the dimension of V,(x,) is less than or equal to 1. We begin 
with a sequence of lemmas. 
LEMMA 4.6. Zf ge L’(k,/B) satisfies the identity 
da4 ,z, xi34 1 g(Y), 
HmodB) 
then jm(a),sj(fla)=g(P) for all PE B’. 
Proof. We consider g as a function on k,, which is periodic (mod B), 
and write the identity as 
g(ax) 2 x;‘(a) C 8(x + y). 
YEC’B/B 
Multiply both sides of this equally by (ax, fl) and integrate over a 
fundamental domain D, for the action of B. Such a domain exists (as a 
measurable set) by the general results of Bourbaki [ 11; one can also 
construct Ds explicitly in this case using methods analogous to the case 
when k ,=[w, B=Z, and D,={x:O<x<l). 
The integral of the left-hand side is 
where ZJ = ax, du = [[all dx. The set aD, is a fundamental domain for the 
action of aB; since u i E B/Me 2 + D, is another fundamental domain for aB 
this integral is equal to 
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Writingu=II+wwithAEB, wetind (u,/?)=(w,p),so 
Since llclll = Card(B/aB) is the number of terms in the sum, we see that the 
lef-hand side integrates to (l]alj/]laI\) g(j) =g(j). 
The integral of the right-hand side is 
Make the change of variables u=x+y; then du=dx and 
(~x,~)=(a~,~)ascry~B.Since(cru,~)=~(ctu~)=(u,~cr),thesumof 
integrals becomes 
x,‘(a) 1 j- g(uKu, Pa> du. 
YSE -‘B/B Y+DB 
Since y + D, is also a fundamental domain for the action of B, each 
integral is equal to g(@). Since there are ([all = Card(cr - ‘B/B) terms in the 
sum, the right-hand side integrates to x;‘(a) )1a/I g@a) = im(a) g(Pa). This 
proves the lemma. 
LEMMA 4.7. If gE L’(k,/B) satisfies the identities 
for all a # 0 in A, then S(O) = 0 and for /I # 0 g(p) = c( g)/f,(p), where c(g) 
is constant. 
Proof: Take aeA with jm(a) # 1. By Lemma 4.6, g(O)=f,(a)g(O) so 
b(O) = 0. 
Now assume /?, p’ are non-zero in B’; we must show that 
i,(P) &v) = x,JP’) SW). (4.8) 
Since /IA n /I’,4 has finite index in Bl, we may find a, a’ in A - {O} such 
that /?a = fi’a’. By Lemma 4.6, 
-f$=~(Ba)=g(/?'a')=B(BL. 
cc LW 
Multiplying this identity by im(/?a) = im(/J gives (4.8). 
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LEMMA 4.9. The vector space VB(xm) has dimension 6 1. 
Proof. Let g and g’ be two functions in this space, and define the 
constants c(g) and c(g’) by Lemma 4.7. The function h = c(g) g’ - c( g’) g 
then has h(/?)=O for all PE B’. Hence h =a,e. 0 in L’(k,/B), by a 
fundamental theorem in Fourier analysis (cf. [Z] or [9]). Since h is also 
continuous on k, - B, it vanishes everywhere. Hence any two functions in 
V&Y,) are linearly dependent. 
To complete the proof of Proposition 4.3 we must exhibit a non-zero 
function in ?‘,(I,). For xc0 # 1 this is accomplished by the following: 
LEMMA 4.10. If xrn # 1 the Fourier series 
is absolutely convergent and defines a non-zero continuous function fB(x) on 
k, /B which lies in the space Vs(xm ). 
Proof: From table (4.2) we see that the function PH NB’/f,(/?) is 
integrable on B’. Hence the sum defines a continuous function fB on k,/B 
with fB(/?)= IYBNB’/~~(P). It suffices to prove that fs satisfies the 
identities in part (c) of Proposition 4.3. But 
with j?’ = j&x. On the other hand 
Since Col-iBIB (y, fi) is zero if j? $ Blur and is equal to llcljl when DE Blu, 
we find 
= xm(a)fB(ax). 
In the case when x m = 1 one must use a non-absolutely convergent 
Fourier series to define fB(x) as in (4.5), and the resulting function has 
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logarithmic poles at all points of B. We defer the proof of convergence and 
the non-triviality of VB( 1) = V, to later sections of this paper. 
5. L-SERIES AT s = 0 
We return to the notation established in Section 2, and recall the 
functions defined in (2.5): 
HB(S, x)= c lb + 4 --s 
hEB 
P,(s, x) = c 1(x + b/l --s = H,(s, x) - IJXJI -5. 
bsB 
h#O 
(5.1) 
Both series converge for Re(s) > I and for fixed s in this half-plane define 
continuous functions of x E k, - B. If x is a character of conductur F# A 
and xrn = 1, we have the formula (2.6) for Re(s) > 1: 
(5.2) 
where the Ci are integral ideals representing the h, distinct classes in G(F) 
and w,=Card(Aj!). We have seen that L(s, x) has a meromorphic 
extension to SE @, and our first task will be to show that the same holds for 
the function H,(s, x). 
PROFQSITION 5.3. (1) The function H(s, x) has a meromorphic con- 
tinuation to all s E C, and is holomorphic except for a simple pole at s = 1. 
(2) For any fixed s, the Laurent coefficients in the expansion of 
H(s, x) at s are continuous functions of x on k, -B which are periodic 
(mod B). 
(3) lffcr#O in A, then 
ff,(& UX) = i/d -’ c HB(% Y 1. 
y(mod B) 
my = ax(modI3) 
Proof (1) The proof here is similar to the method used in Section 3, 
so we will be fairly brief, First we have the Mellin transform (where 
xc.3 = 1) 
Lhxrn) llx+~ll-“=cS,:f((x+h)‘) lltll”dt. 
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Hence for Re(s) > 1 
where 0, is defined by (1.16). We break the integral into two pieces, for 
lltll < 1 and I( ?(I > 1, and transform the first using the functional equation of 
0, (Corollary 1.18) and the substitution u = t-’ into an integral over the 
region IJuI( 3 1. 
The final result is 
us, X,)HB(&x)= c j 
NBJKZ llull.1 
@B-L(u; 0, x) Ilull -’ du 
+C 
I 
O,(t; x, 0) Iltlls dt. (5.4) 
lItI > 1 
In the first integral we separate out the term /3= 0 in Oel(u; 0, x) = 
&,B~f(~u)<x, B>, which gives 
and contributes a simple pole at s = 1. All the other terms in OBl and OB 
have exponential decay, so the remaining integrals define analytic functions 
for all s E @. Since L(s, xrn))’ is entire, this proves (1). 
(2) This follows directly from our integral expression (5.4) and the 
continuity of OB~(u; 0, x) and O,(t; 0, x) in x. The periodicity follows from 
obvious periodicity of H(s, x) in x for Re(s) > 1, and the unicity of analytic 
continuation. 
(3) First assume that Re(s) > 1. Then 
heB hcB 
= I(cqS c IJx+b’ll-s 
h’ea-‘B 
= iIalI-s c HB(s? y). 
AmodE) 
I.” E ax 
The result now follows for all s by the uniqueness of analytic continuation. 
We now wish to study the Taylor expansion of HB(s, x) at the point 
s = 0. Our main result is the following: 
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PROPOSITION 5.5. H,(s, x) = hB(x) s + O(s’), where h,(x) is the unique 
non-zero function in the space V, of Proposition 4.3 which satisfies h,(x) - 
-log llxll as x --, 0. 
In particular, this result shows that dim V, = 1 by exhibiting a non-zero 
function 13H,(s, X)/C% IsZO in V,. 
In the proof of Proposition 5.5, we will need the following property of 
the function Ho,(s, x). 
LEMMA 5.6. Let Uc k, be a neighborhood of x = 0 with Un B= (0). 
Then the Laurent coefficients of @(s, x) are regular for all x E U, and 
Hogo, x) = - 1. 
Proof: As in the proof of part (1) of Proposition 5.3, we have the 
integral expression 
c-‘m, 1,) f$(s, xl= 
1 
N B ,,/% s 
llull’-s du 
IIUII > 1 
1 
+ I NB&% IIUII>~ 
[O,l(u;O,x)-1] IIuII’-~~u 
+I [@At; x, 0) -f W)l lltllS dt II fll > 1 
- s f (xt) Iltll” 4 llfll Q 1 
as c-l l/xl1 + L(s, x,) = jkZ f (xt) II tllS dt. The first three terms are analytic 
(for s # 1) and their Laurent coefficients are continuous for all x E CT, as 
[O,, - l] and [0,-f (xt)] lie in the Schwartz space if x is close to zero, 
The fourth integral satisfies the same properties, which may be verified 
using integration by parts when k, = R, C and by the fact that 
jIllI, C I I(tlls dt = c-‘L(s, x,) in the non-archimedean case. 
To show that Ho,(O, x)= - 1 we observe that Ho,(O, x) = H,(O, x)- 1. 
But H,(O, x) vanishes on k, -B, as the product L(s, x,) He(s, x) is 
regular at s = 0 and L(s, x,) has a simple pole there. Since Ho,(O, x) = - 1 
on km- B and is continuous on k,, it is equal to - 1 everywhere. 
We now turn to the proof of Proposition 5.5. We have already seen that 
H,(O, x) = 0; let h,(x) = (a/&) H,(s, x) IsCO. Then from (5.1) we find 
h,(x) = -log llxll +z W,(s, x) . 
S=O 
But the second term is regular as x -+ 0 by Lemma 5.6, so h,(x) - 
-log llxll as x + 0. In particular, h, is integrable when viewed as a function 
22 GROSSANDROSEN 
on k,/B. By part (3) of Proposition 5.3, the first non-vanishing Taylor 
coefficient of H,(s, x) at s =0 satisfies the required identities of 
Proposition 4.3. Hence h,(x) lies in VB(xoo) for zoo = 1. 
COROLLARY 5.7. If x is primitive of conductor F # A, then L(0, x) = 0 
and L’(O, X) = (~/WF) CfF 1 X(Ci) h,,-IAl). 
Proof. The idendity (5.2) holds for all s, by the unicity of analytic con- 
tinuation. Now apply Proposition 5.5. 
This corollary is the analytic half of Kronecker’s Second Limit Formula. 
The remainder consists in identifying hB(x) with a function which gives the 
local height on an algebraic group of dimension 1, and in studying the 
values of that function at torsion points using the theory of complex 
multiplication. Note that h,;,,(l) is the value at a primitive F-torsion 
point in the lattice k,/C,: l F. We will treat the algebraic side of the theory 
in Section 7. We will also consider characters of conductor F= A, and 
obtain the First Limit Formula from the expansion of Hi(s, x) at s = 0. 
6. L-SERIES AT s= 1 
Using the functional equation of Section 3, we can transfer our 
eveluation of L’(0, x) in Section 5 to an evaluation of L( 1,X). The classical 
treatment at s = 1 is somewhat different, and we sketch it below. 
Assume x has conductor F# A, and recall formula (2.4), which holds for 
Re (s) > 1. 
Lb, x) =; ,i ;((Bi) NBS 1 x(u) IId -‘. 
r=l a E B, 
(a.F) = 1 
By Lemma 3.8, we may write 
x(cr) =G(X, y) NFa,;,, R(a)<?% a>; * 
so we obtain 
L(s, X) =i ,i X(Bi) NBS c i(a) 1 (ya, a> Ilall-“. 
1=1 OE (A/F)* m  E 0, 
r#O 
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The ideals Bia = Cj run through the distinct classes of G(F), with W/W, 
repetitions. Hence we obtain the formula 
(6.1) 
which holds for Re (s) > 1. 
Using Abel summation (appropriately generalized to the present con- 
text) one can show that the identity (6.1) actually holds for Re (s) > 0 when 
k, = Iw, IF&(t)) and for Re (s) > 4 when k, = C. The sums 
are not absolutely convergent, so to make sense of the equality one must 
specify an order of summation. The first is defined as the limit 
(B.F) = 1 
NBGN 
and the second as the limit 
lim 
N-CC 
( 1 (y,a) ll4l~‘). 
act. 
Recalling the definition of the function g, in (4.5) and setting s = 1 in 
(6.1), we obtain: 
PROPOSITION 6.2. L(I,x)=(G(x, Y)/wFNF)~~~ j(Cj)gc$y). 
Let Bj = yF( C: ) -’ = yFDCj; this is integral and prime to F and 
gc$Y)=gFB$l) 
Therefore, we have the equivalent formulation: 
UL x) = W(x) hF wF SF ,c X(Bi) gFBi-‘(l). 
I 1 
(6.3) 
(6.4) 
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On the other hand, corollary (5.7) gives 
where h,(x) lies in I/, and satisfies h,(x) - -log JIxI( as x + 0. Since the 
ratio (m/W(x)) L( 1, x)/L’(O, x) is a constant independent of x, this 
suggests that for any fractional ideal B the function gB(x) defined by (4.5) 
is a multiple of the function of hB(x) defined by Proposition 5.5. Since one 
can show directly that g,(x) lies in I’,, this result follows from 
Proposition 4.3. We omit the proof that g, E V,, but give its asymptotics at 
x=0: 
gs(x) - c 1% IIXII as x+0 
c = Res,= 1 I.h)ICA(0) 
1-2 R 
i 
-2n 
c=* Cc 
-(4- 1) 
QJ= 
I,. 
7. THE THEORY OF COMPLEX MULTIPLICATION 
From Proposition 5.5 we know that H,(s, x) = hB(x) s + O(s2), where h, 
is the unique function in the space I/, with hB(x) - -log 1(x(1 as x + 0. In 
order to complete the proof of the limit formulae for L(s, x) at s = 0, we 
must identify hB(x) with a more familiar function. Since hB has logaritymic 
singularities at the points of B, we should look for a function of the form 
-log IlGB(xNl> h w  ere GB(x) has simple zeroes for all XE B and is non-zero 
elsewhere. 
Using the fact that k, is a field, it is natural to consider the infinite 
products 
I 
k,=R 
b#O 
b#O 
km=@ 
km = K#)). 
, b#O 
(7.1) 
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The first is the well-known infinite product for the sine function, and the 
second is the Weierstrass a-function of the lattice B. The third is the 
exponential of the lattice B, which is fundamental in the analytic theory of 
Drinfield modules. These functions do not quite satisfy our problem, but 
we will give minor modifications which do below. 
First assume k, = R and B = Zt. Define 
d(Zt) = (27c/t)2 (7.2) 
G,(x) = d(B)“’ es(x) = 2 sin 7. (7.3) 
PROPOSITION 7.4. The function g,(x) = log IIGB(x)(j = log 11 - e2ni-“‘I lies 
in V, and is equal to -h,(x). 
ProoJ We have G,(x) = 2 sin xx/t = ie-“‘“‘*( 1 - e2ai-“r), which shows 
1% IIGB(411 = 1% 11 - e *nirlrl. To see that g, lies in the vector space VB, we 
must show that gs(nx) = C,, - nX g,(y) for all n # 0 in E, the other 
conditions being obvious. This identity is clear for n = - 1 and for n > 0 
follows from substitution of U= 2Rix/t into the algebraic identity 
1 -z&n,.=, (l-(U). 
Since gB(x) N log /Ix11 as x --t 0, it must be equal to -h,(x) by the unicity 
theorem of Section 4. 
Now suppose k, = C, so A is the ring of integers in an imaginary 
quadratic number field and B is a projective A-module of rank 1 in k. We 
consider B as a lattice in C with complex multiplication by A. Let d(B) be 
the discriminant of B, defined as in [lo], and let eB(x) be the Weierstrass 
a-function, defined in (7.1). Let iB(x) = d log es(x) be the Weierstrass 
zeta-function and define the R-linear mapping qe(x): C -+ @ as the unique 
extension of qs(b) = cB(x + b) - c,(x) for b E B. The Siegel function GB(x) 
is defined, up to a 12th root of unity, by the formula 
G,(x) = A(B)“‘* ep”qB’-“‘2e,(x). (7.5) 
This function has a simple zero at each lattice point, its absolute value is 
periodic, and it satisfies the identity 
b E B/wB 
b#O 
(7.6) 
for any non-zero w  E A, where N is an exponent for B/wB. See Chapter 2, 
Section 1 of [lo] for a proof of these properties. 
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PROPOSITION 7.7. The function g,(x) = log IIGB(x)jl lies in V, and is 
equal to -hB(x). 
Proof. g,(x) is clearly continuous on @ - B and periodic (mod B). 
From (7.7) and (7.5) we see that 
gB(x) - 1% bll + i% log lld(B)lI + Wllxll) 
as x+ 0. Hence g, is integrable on C/B and we are reduced to showing 
that gB(x) = Cb E 8,we gs((x + b)/o) for all o # 0 in A. 
Since the terms in GB(x) are all holomorphic, except for 
e - XP,B(X)/2 = eCX2 + d-T.? we have 
a2gB - = 2d is constant. 
ax ax 
Hence the difference gB(x) - CbE B,we g,((x + b)/o) is harmonic on C/B, so 
is a constant determined by its value as x + 0. By our previous develop- 
ment, this value is equal to 
-&x ll4B)ll- c gAblo). 
b E BloB 
b&O 
But this is equal to zero, as the logarithm of (7.6) gives the identity 
1 gBtb/w) = loi? tkdt. 
b E BloB 
b#O 
Finally, consider the case when k, = E&(t)), where we will use some 
results from Drinfteld’s theory of rank 1 elliptic A-modules [3]. Recall that 
beB 
this product is convergent on all x E k, and extends to a homomorphism 
e,: l, + E, of the algebraic closure with kernel equal to 3. For w  # 0 in 
A, the two functions eB(wx) and nbEBjoB [cB(x) - e,(b/w)] have the same 
zero set 0 - ‘B so differ by a constant A,. 
eB(x - b/o) we may write this identity as follows: 
Since eB(x) - eB(bfw) = 
(7.8) 
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As for the constants A,, we have the identity 
Indeed, the above considerations show that eB(ox) is a polynomial in 
e,Jx) of degree (101) with leading coefficient A,,,e,(x)“““. Formula (7.9) then 
follows from comparing leading coefficients of e,(o(o’x)) = e,(o’(ox)). 
One consequence of (7.9) is that the invariant 
A(B) = A+ l)/lld ~ 1 ,I, (7.10) 
is well defined in kz , independent of the choice of w  in A with 110 1) # 1. We 
have A(&) = tYP ‘A(B), so A is an analog of the classical discriminant 
function; its weight is q- 1. We define the function GB(x), up to (q- 1)” 
roots of unity, by the formula 
GJx) = A(B)“‘Y- ‘)es(x). (7.11) 
PROPOSITION 7.12. The function gJx) = log IIGB(x)ll lies in V, and is 
equal to -h,(x). 
Proof: From (7.8) we have 
log lIee(w =log llA,ll + c log lIee(Y) 
w1‘ s WJ 
Since 1% llA,ll = (II4 - 1) 1% Il4W “v~ “11 and there are I/w Jj terms in 
the second sum, we see that gB(x) satisfies the required identities. Since it is 
locally constant on k, -B it is continuous; it is clearly periodic (mod B). 
Since g,(x) -log IJxJI as x -+ 0 we find that g,(x) is integrable on km/B; 
our unicity theorem then gives the equality gB(x) = -h,(x). 
Returning to the notation of Section 5 and defining G,Jx) as in (7.3), 
(7.5), and (7.11), we define the Ramachandra invariant of an integral ideal 
C prime to F by 
tit-(C) = G,-dl)“: (7.13) 
where 
i 
2, k,=R 
mF= 12N, k, = @, Nan exponent for A/F (7.14) 
q- 1, km = b#)). 
Then dF(C) depends only on the class of C in G(F), and Corollary 5.7 
translates into the following limit formula: 
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PROPOSITION 7.15. Zf 1 is a primitive character of conductor F# A then 
L(O,x)=O and 
Let K, be the ray class field of conductor F over k in which the place cc 
splits completely. Then Gal(K,/k) r G(F) and the number of roots of unity 
in Kz divides mF. It is known, from the theory of complex multiplication, 
that the Ramachandra invariants dl;(C) are all integers in the field K,E k, 
which are supported at the primes dividing F (and are units if F has two or 
more prime factors). The Galois group acts by the formula. 
where oD is the Artin symbol in Gal(K,/k) corresponding to the class of 
DE G(F). If we put E = #F(A), we therefore obtain the final version of the 
Second Limit Formula: 
L’(O, xl = SF JF) x(C) log W“II. 
Using an algebraic lemma of Robert, Stark has obtained a slightly stronger 
statement in the case k, = @. (When k, = F((t)) the analogous result is 
due to Deligne and Tate [12], and by a different method to Hayes [8]). 
Namely, he shows that there is an integer 6 in the classified K, 
corresponding to the character x such that 
L’(O, xl =$ c x(C) log /16”c/l, G(C)/J 
(7.16) 
where W is the exact number of roots of unity in KT and J is the subgroup 
of G(F) on which x takes the value 1. (Thus, Gal(K,/k) N G(C)/J). Stark 
also shows that the field K,($) is an abelian extension of k; for details see 
[ 11, 12, 81. 
We conclude this section with a discussion of the unramitied characters 
and the First Limit Formula. Recall (2.7): 
us, x) =’ c 
w Be Pit(A) 
X(B) NB”P,(s, O), 
which holds when F= A. Our first goal is to determine the leading terms in 
the Taylor expansion of NB”P,(s, 0) at s = 0. Define the real number 
F(B) = NB”’ IIWNI, (7.17) 
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where m=mA is defined by (7.14); then F(Bt)=F(B) for t E kz, so F(B) is 
an ideal class invariant. 
PROPOSITION 7.18. NB”HO,(s, 0) = - 1 - l/m log F(B) s + 0(s2). 
Proof: We combine the expansion NB” = 1 + (log NB) s+ O(s*) with 
the fact that Ho’&,, 0) = - 1 (Lemma 5.6) and 
= j’-“, (h,(x) + log Ml 1. 
But h,(x) = -g,(x) = -log IIG,(x)ll, and we find from our definition of 
G, that the latter limit is equal to -(l/m) log IjA(B) 
Combining (2.7) and (7.18) we obtain the First Limit Formula. 
PROPOSITION 7.19. Let x be an unramified character. If I= 1 then 
L(0, x) = -h/w; otherwise L(0, x) = 0. In aN cases 
L’(O, x) =; 1 x(B) log F(B). 
BE Pit(A) 
8. FURTHER DIRECTIONS 
Let k, be archimedean and let xrn be one of the local characters studied 
in Section 2. Then n = [k m : IR] . Re (~~0) is a negative integer. Using the 
Fourier series (4.4) one can show that the values of the function gB(x) in 
V,(x,) at A-torsion points in the lattice k,/B are related to the values of 
L-series at the point 1 -II in their half plane of convergence. These are the 
L-series of Hecke characters x of k with infinite component xco. At s=O 
they have a simple zero to compensate for the simple pole of L(xm). Using 
the functional equation, or an argument similar to Section 4, one can show 
that L’(0, x) is also calculated using torsion values of the functions gs(x). 
But Beilinson has conjectured that these first derivatives should be given 
by regulators on the algebraic K-theory of a variety over k. One obvious 
problem is therefore to relate the torsion values of the functions g, to 
regulators; one can even ask if the entire function g, factors through the 
regulator map on the algebraic K-theory of a variety over k,. This is what 
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occurs when X~ = 1, where we apply the regulator mapping log 1) 1) to 
elements in k*, = K,(k,). Indeed, in Section 7 we factored g, via the 
diagram 
gB(x): k, - B/B = K,(k,)/p(k,) log’ ‘+ R 
U U II (8.1 
k-B/B - Kl(kab)/p(kab) - R, 
where kab is the abelian closure of k in k, and p(k,) is the closure of the 
roots of unity p(k,) = K,(k,)tor. Note that the function GB(x), which 
occurs in the factorization (8.1) and takes afgebraic values at torsion 
points, is constructed using the local height pairing on an algebraic group 
of dimension 1 (whose compactification is a curve of genus 0 or 1 over k,). 
Another direction where one can extend the results of this paper is to 
locally compact fields k, which are not commutative, but still contain a 
discrete, co-compact subring A. Let B be a discrete co-compact left 
A-module in k,, and let A’ be the right order of B. Let xa,: kz + Aut,( V) 
be a continuous, irreducible representation of kz on a finite dimensional 
complex vector space V, and let x”, be the contragredient representation. 
We now consider the space V,(x,) of all continuous functionsf: k, - B -+ 
End,(V) which are periodic (mod B), integrable on km/B, and satisfy the 
identities 
f(axa’) = x”,(a 1 ( C f(34) x”,(a’) (8.2) 
.v(modB) 
aya’ z 13-m 
for all a # 0 in A and a’ # 0 in A’. The Fourier transform of such a function 
satisfies f(O) = 0 and 
f(b) = Cf y$, b#Oin B’, 
where c/ is a constant. Therefore the dimension of I’&,) is less than or 
equal to 1. When L(x~) has a pole, one can show that the Fourier series 
fe(x)= c xcmo(bY(x, b) 
b#O llbll 
(8.4) 
converges to a non-zero element in VB(xm), so the dimension is 1. 
The problem is again to understand the torsion values of the function 
fB(x), to relate these to the special values of the L-series of automorphic 
forms, and to study the connections with K-theory and Beilinson’s conjec- 
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tures. When k, is Hamilton’s quaternions and X~ = 1, the associated 
L-series are those of modular forms of weight 2 on the upper half plane 
whose Fourier coefficients are the entries of Brandt’s matrices. We hope to 
treat this case in more detail in a future paper. 
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