A rotor fault diagnosis method based on improved V-detector algorithm is proposed in this paper for improving the rotor fault diagnosis accuracy. Firstly, the V-detector algorithm is advanced to improve the detection accuracy of the algorithm by changing conditions of the rejecting and accepting hypothesis testing to reduce the generation of the invalid detectors, and it optimizes the generated detector set referring to the regulatory mechanism of immune system on immune cells; secondly, the entropy value of the signal is used as a feature vector and divided into different self-sample sets according to fault types, several detector sets are generated by using the improved V-detector algorithm; then classifier for identifying rotor fault is finally designed based on such sets. Simulation results show that the improved V-detector algorithm can produce fewer detectors, and the number of detectors will not be obviously increased when the estimated coverage is increased from 95% to 99%. This approach improves the fault identification accuracy compared with the traditional V-detector algorithm.
Introduction
At present, approaches such as expert systems, fuzzy diagnosis and neural network fault diagnosis are most widely used in intelligent diagnosis, however, each of which has its own limitations [1] . In order to improve the accuracy, real-time capacity and robustness of rotor fault diagnosis, new diagnostic methods need to be found. Obtaining from negative selection mechanism of biological immune system that simulated by artificial immune system, negative selection algorithm is capable of recognizing self and non-self. Zhou et al [2] [3] [4] . Proposed V-detector, which has better efficiency and stability over real-negative selection algorithm in coverage of non-self space. In the literature [5] , the V-detector algorithm is applied to civil aviation engine fault detection. However, the V-detector algorithm produces a large number of invalid detectors, reducing the efficiency of the algorithm. Based on this, an improved V-detector algorithm is proposed in this paper. The detector set is rapidly updated by changing the conditions of accepting and rejecting null hypothesis (hypothesis test). At the same time, it can be learned from the biological immune system regulation mechanism of immune cells to optimize the generated detector set to achieve the purpose of reducing the generation of invalid detector.
Based on the Statistical Distribution of Random Variables, information entropy showed the quantitative description approaches of the average feature of the source [6] . In this paper, the information entropy of fault vibration signal is extracted as eigenvector in the time domain, frequency domain and time-frequency domain respectively, and a number of fault detector sets are generated by using the improved method.
Basic Concept Introduction

Introduction to Information Entropy
Information entropy is a measure that characterizes the state of the overall information source in the average sense and can be used to measure the uncertainty of the information output of a source and randomness of an event [7] . The quantification used to evaluate the dynamic fluctuations in a rotor vibration signal is defined as follows:
Let X = {x1, x2, ..., xn} be a rotor vibration signal. In a random process, if the probability of X is P (X) = p (xi) = pi and Σpi = 1, the information entropy H (X) is defined as follows:
Introduction to V-detector Algorithm V-detector algorithm is mainly divided into two stages. The first stage: detector generation phase, using self-sample set which covering the autonomous region to generates the detector set that can sufficiently cover a non-self region. The second stage: detection phase, matching the test sample with the generated detector. The definition of the detection rate D and the false detection rate F are as follows:
TP is the number of non-self samples that are judged as non-self samples, FN is the number of non-self samples that are judged as self-samples, FP is the number of self-samples that are judged as non-self samples, TN is the number of self-samples that are judged as self-samples. In the negative selection algorithm, the detector directly affects the detection performance, therefore, how to generate an effective detector has always been the focus of the research. The flow chart about the detector generation process of the V-detector algorithm is shown in Figure 1 . It can be seen from the flow chart that the detector set is updated only once when the sampled points T = m in generation process of the V-detector algorithm, The number of detectors should be greater than the number of sampled points m. The value of m is directly related to the coverage. When the coverage is increased, m will be increased, which results in a large number of invalid detectors and reduces the efficiency of the algorithm. Therefore, an improved V-detector algorithm is proposed in this paper.
Improved V-detector Algorithm Design
Optimization of the Number of Detectors
In this paper, it records the number of non-self both covered and uncovered as the conditions for rejecting and accepting null hypothesis, and as long as the uncovered numbers are greater than the upper limit, the null hypothesis will be accepted. The detector set will be automatically updated. The upper limit is set as follows:
Let p be the number of points covered, q is the number of points that are uncovered, m is the sampling points. So, p+q=m. By the V-detector algorithm:
The condition for rejecting the null hypothesis is p> p max and the condition for accepting the null hypothesis is q> m-p max .
Because m-p max <m, the improved algorithm updates the detector faster than the original algorithm, and the number of generated detectors is not directly related to sampling points m.
Optimization of Detector Set C.
In this regard, referring to the biological immune system regulation mechanism of immune cells, it proposes an optimization of the detector set C in this paper. The method determines the overlap rate of detectors by the affinity between detectors, and then updates the detector set. The basic idea of the method: Calculate the affinity between detector x i and each detector in detector set C. The higher affinity indicates that the more similar between individuals.
Parameter setting:
(1) Threshold λ : Keeping two individuals without optimization when the two detectors at [ λ ,L], of which L=r i + r j . The smaller the λ , the more parents are retained.
(2) Thresholdθ : If the bounds between the progeny and the self with the most affinity is less thanθ . Then abondon the progeny and keep the parent. The smaller is theθ , the more the parents are deleted.
Specific optimization methods are as follows:
Step 1: Find out the x j which has the most affinity with x i , and calculate their affinity A (x i , x j ).
Step 2: If A(x i , x j )< λ , turn to Step 3; otherwise, turn to Step 4.
Step 3: Take the midpoints to generate progeny x son , and search for the most affinity s, command r son =A(x son , s)-r s . If r son <θ , abandon r son and
Step 4 
Improved V-detector Algorithm
The first two sections optimize the two problems, namely, a large number of detectors and optimization of coverage among detectors in the V-detector algorithm. The specific flow chart of the improved V-detector algorithm is shown in Figure 2 Step 1: Randomly generate point x i .
Step 2: Calculate the distance d ij between the point x i and the self s j , if d ij <r s , then the point x i belongs to self-set, turn to Step 1; otherwise x i belongs to non-self-set, turn to Step 3.
Step3: Calculate the distance l ij between the point x i and the point x j , if l ij <r(c i ), x i has been covered by x j , p=p+1; otherwise x i has not been covered by x j , record x i , and q=q+1.
Step 4: If q>m-p max , then add x i to the detector set, otherwise turn to Step 1.
Step 5: If p>p max , the program ends; otherwise turn to Step 1.
Application Analysis Fault Diagnosis Process Design
V-detector algorithm and the improved V-detector algorithm can only detect whether it is fault rotor system or not while it cannot identify specific types of the fault. Learn from the "one against all" [8] algorithm in SVM. Selecting one s i as an self-set from N sample sets for training, so that N detection sets(c 1 ,c 2 ,…,c n ,) can be obtained. The N detector sets are equivalent to N binary classifiers and can identify specific fault types. Rotor fault diagnosis schematic based on improved V-detector algorithm is shown in Figure 3 . There are mainly three stages for diagnosis methods: The first stage: Feature extraction. The singular value spectral entropy, power spectral entropy, wavelet energy spectral entropy and wavelet spatial spectral entropy of the fault signals are calculated as feature vectors and normalized.
The second stage: Detector generation. Dividing feature vectors into N self-sets which are used as training samples for the algorithm introduced in Section 2. Then, the algorithm will output N detector sets.
The third stage: Detection stage. Match the test sample with the generated detector sets to achieve fault classification.
Case Analysis
Take the four typical fault vibration signals collected on the rotor experimental table shown in Fig.  3 in paper [9] as the research object. The result of the entropy band is shown in Table 1 . Then 100 sets of data are randomly selected from the entropy bands of four fault signals as training samples of the improved V-detector algorithm. Detector set c 1 , c 2 , c 3 , c 4 of each fault signal is obtained. The results of the test samples tested by the detector set are shown in Figure 4 and Table 2 . The data in Table 1 shows that most of the entropy values fluctuate up and down within a small range among which the entropy eigenvalues of the unbalanced faults are all too small. This is because the vibration response of the unbalanced faults is mainly the fundamental frequency, and the vibration mode is single, indicating that the energy is more concentrated, so the uncertainty of the energy distribution is low. Figure 4 shows the influence of the main control parameter self-radius r s and the expected coverage rate f on the diagnosis results of the improved V-detector algorithm. Fig. 4(a) shows that the detection rate is very high when the radius of the self is less than 0.15, and it begins to decrease when the radius is more than 0.15. The reason is that the self is too large that covers the non-self sample which will make some non-self cannot be detected, and thus the detection rate is reduced. The improved algorithm has a higher detection rate than the original algorithm. Figure 4(b) shows when the coverage f increases, the false detection rate will also be increased. This is because it is difficult for the self to cover the self-space, and the detector set may cover part of the self when f increases, then the false detection rate increases. The false detection rate of the improved algorithm does not change much compared with the original algorithm. Figure  4(c) shows that the number of detectors generated by the improved algorithm is significantly lower than the number of detectors generated by the original algorithm. At the same time, when the coverage rate f is increased, the number of detectors required by the original algorithm is significantly increased, while it does not change much when using the improved algorithm. In summary, compared with the original algorithm, the detection rate of the improved algorithm is improved, the number of detectors generated is significantly reduced and the change with the coverage rate is not obvious. Table 2 compares the diagnostic results of the four faults based on the V-detector algorithm and the improved V-detector algorithm when the coverage ratio is f=95% and f=99%. When r s = 0.15, the data in the table is the result of repeating 10 runs. From the data in the table, it can be seen that the number of detectors generated by improved V-detector is significantly lower than that generated by the V-detector algorithm. And when the coverage rate is increased, the number of detectors does not change significantly. At the same time, the detection rate of the improved V-detector algorithm has also been improved. Table 2 . Comparison between the diagnostic results of the V-detector algorithm and the improved V-detector algorithm.
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