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Prefacio
El material que se recoge en esta memoria es el resultado de un proyec-
to, quiza´ ambicioso, que iniciamos hace tiempo: se trataba de entender las
te´cnicas y desarrollos matema´ticos que se utilizan en distintos campos de la
Ciencia e intentar justiﬁcarlos rigurosamente. En particular y por su estrecha
relacio´n con algunas te´cnicas del Ana´lisis Armo´nico, nos interesamos en el
trabajo de los cristalo´grafos. En el camino encontramos cuestiones que con-
seguimos entender y otras que no tanto; nos planteamos conjeturas a las que
supimos dar respuesta y otras a las que no. Construimos modelos sencillos
que describ´ıan algunos resultados que encontramos en la literatura del a´rea
y otros que proporcionaban resultados nuevos. Este proceso esta´ recogido en
las pa´ginas siguientes.
Los resultados matema´ticos ma´s relevantes que se pueden encontrar en
esta memoria tienen que ver con el estudio de un me´todo de sumacio´n deter-
minado para las series de Fourier. Creemos que el me´todo como tal tiene un
intere´s propio; asimismo lo tienen las te´cnicas que se utilizan en su ana´lisis,
como ejemplo de la estrecha relacio´n que tienen campos diversos de las Ma-
tema´ticas —en este caso, el Ana´lisis Armo´nico y la Teor´ıa de los Nu´meros—.
Pero la razo´n que nos motivo´ a su estudio fue que este tipo de s´ıntesis de
Fourier es la que probablemente hacen muchos cient´ıﬁcos en su labor diaria:
aque´l que utiliza un algoritmo de reconstruccio´n de ima´genes, el que trata de
desentran˜ar la estructura de un cristal. . . Por eso, la primera parte de la me-
moria trata de poner en contexto esos resultados, describiendo la formulacio´n
matema´tica de los problemas de la Cristalograf´ıa: trataremos de explicar el
papel que la transformada de Fourier desempen˜a en los procesos de difraccio´n
por rayos X y su aplicacio´n a la resolucio´n de estructuras cristalinas, cua´l es
el problema fundamental que nos encontramos en este empen˜o y cua´les son
las te´cnicas reales que se utilizan en los laboratorios. La mayor´ıa de estas
cuestiones son bien conocidas y pueden consultarse en las referencias que
se citan en el trabajo, pero creemos que es bueno verlas escritas de manera
compacta y, de algu´n modo, “traducidas” a un lenguaje ma´s matema´tico.
Conﬁamos en que la lectura de esta memoria resulte amena e interesante,
tanto para aque´l que se aproxime a ella desde el campo de las Matema´tica
como para el que lo haga desde otras a´reas, la F´ısica, la Cristalograf´ıa. . .
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Cap´ıtulo 1
El problema cristalogra´fico
1.1. La difraccio´n de la luz
La bu´squeda de un modelo que explicara la verdadera naturaleza de la luz
(y de otros feno´menos que hoy sabemos que son manifestaciones del mismo
hecho, la radiacio´n electromagne´tica) ha sido uno de los grandes empen˜os
de los hombres de ciencia a lo largo de la Historia. Los nombres que pode-
mos asociar a su estudio constituyen una visita a la galer´ıa de los f´ısicos y
matema´ticos ilustres que en el mundo han sido: Newton, Fermat, Huygens,
Euler, Poisson, Maxwell, Einstein, Dirac. . .
La forma en que la luz se propaga justiﬁca que las primeras explicaciones
se construyeran sobre modelos corpusculares; lo que permitio´ describir, con
sencillas construcciones geome´tricas, muchos feno´menos o´pticos. Pero pronto
se comprobo´ experimentalmente que, en ciertas situaciones, la luz se compor-
taba de forma ano´mala. Entre otras, en lo que podemos llamar feno´menos de
difraccio´n. Nos podemos remontar a Leonardo Da Vinci para encontrar las
primeras alusiones a feno´menos de este tipo. En 1665, Grimaldi observo´ la
presencia de luz en zonas en las que el modelo geome´trico predec´ıa sombra.
En los an˜os ﬁnales de ese siglo se produjeron numerosas aportaciones a
este campo. Hooke, que realizo´ observaciones semejantes a las de Grimaldi,
propuso que la luz consist´ıa en ra´pidas vibraciones que se propagaban ins-
tanta´neamente (o casi). Huygens sugirio´ que cualquier punto del e´ter (¡ah!,
la vieja cuestio´n de la existencia del e´ter) al que llegaba una perturbacio´n
luminosa se convert´ıa en centro de nuevas perturbaciones que se propagaban
esfe´ricamente; y que se combinaban de forma que su envolvente deﬁn´ıa el
frente de ondas posterior.
Los problemas que estas teor´ıas ondulatorias encontraban a la hora de
explicar algunos feno´menos ba´sicos condujeron a Newton a formular su propia
teor´ıa, un modelo de emisio´n, corpuscular. El rechazo de Newton a la teor´ıa
ondulatoria parecio´ acallar durante casi un siglo a los partidarios de e´sta
u´ltima.
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En 1818, la Academia de Par´ıs propuso para su premio anual el problema
de la difraccio´n, con la esperanza de que se conﬁrmara ﬁnalmente el mode-
lo corpuscular. Sorprendentemente, el premio le fue concedido a la memoria
presentada por Fresnel, que se basaba en un tratamiento ondulatorio de la
luz. Y le fue concedido tras fuertes discusiones entre los miembros del co-
mite´. Uno de ellos, Poisson, basa´ndose en la construccio´n de Fresnel y para
refutarla, predijo la presencia de luz en el centro de la sombra de un pequen˜o
disco, algo contrario a la intuicio´n —y al experimento—. Pero Arago, otro
miembro del comite´, construyo´ un dispositivo (que todav´ıa se conserva en
la E´cole Polytechnique de Par´ıs) con el que le demostro´ que la prediccio´n
era correcta. Desde entonces Poisson se convirtio´ en un entusiasta apoyo a
la teor´ıa ondulatoria.
Por supuesto. la historia no acaba ah´ı. Grandes nombres aparecen en el
desarrollo posterior: Hamilton, Navier, Cauchy, Green, Stokes, Lord Kelvin,
Lord Rayleigh, Kirchhoﬀ,. . . La teor´ıa electromagne´tica de Maxwell permi-
tio´ explicar satisfactoriamente la propagacio´n de la luz. Pero los feno´menos
de emisio´n e interaccio´n con la materia debieron esperar para ser explicados a
las teor´ıas cua´nticas y a las aportaciones de Planck, Einstein, Dirac, De Brog-
lie,. . . Al ﬁnal, Newton y su tratamiento corpuscular y geome´trico (con otras
part´ıculas y otras Geometr´ıas, quiza´) no estaban tan desencaminados. . .
Volvamos al modelo de Fresnel-Huygens de la difraccio´n de la luz (o me-
jor, a la formulacio´n matema´tica que de e´l hizo Kirchhoﬀ). Aunque pueda
resultar poco satisfactorio desde un punto de vista teo´rico —por cuanto no
se deduce de primeros principios— es suﬁciente para explicar los espectros de
difraccio´n que se obtienen experimentalmente. La idea ba´sica de este modelo
es que la perturbacio´n luminosa en un punto responde a la superposicio´n de
ondas secundarias procedentes de una superﬁcie situada entre el punto y la
fuente luminosa. La justiﬁcacio´n de Kirchhoﬀ de este principio se basa en una
cierta fo´rmula integral. Para obtenerla, empecemos considerando una onda
monocroma´tica de la forma
v(x, y, z, t) = u(x, y, z)eiωt,
que sera´ solucio´n de la ecuacio´n de ondas
Δv − 1
c2
∂2v
∂t2
= 0
si la funcio´n u veriﬁca la ecuacio´n de Helmholtz Δu+ k2u = 0, con k2 = ω
2
c2
.
Sea ahora S una superﬁcie lisa que encierra un dominio acotado G (S = ∂G),
y sea P un punto interior. Para poder construir un modelo de difraccio´n,
necesitamos saber si es posible hallar u(P ) a partir de u|S y ∂u∂ν |S (donde ν
es la normal interior a la superﬁcie). Tomemos la funcio´n
u′(x, y, z) =
eiks
s
,
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donde s representa la distancia del punto P al punto (x, y, z). Es fa´cil com-
probar que satisface la ecuacio´n de Helmholtz excepto en el punto P , donde
tiene una singularidad. Consideremos una bola B = B(P, ε) centrada en P
y de radio ε lo suﬁcientemente pequen˜o como para que este´ incluida en G.
B(P, ε)P
ε

ﬀ
ν
ν
δG = S
G
Si llamamos D = G\B(P, ε) y suponemos que u tiene primeras y segundas
derivadas continuas en este dominio (u′ las tiene por construccio´n), podemos
aplicar la fo´rmula de Green∫∫ ∫
D
(uΔu′ − u′Δu) dx dy dz =
∫∫
∂D
(
u
∂u′
∂ν
− u′∂u
∂ν
)
dS.
El integrando de la izquierda es nulo, y la frontera de D tiene dos partes;
as´ı que podemos escribir∫∫
S
{
u
∂
∂ν
(
eiks
s
)
− e
iks
s
∂u
∂ν
}
dS = −
∫∫
∂B
{
u
∂
∂ν
(
eiks
s
)
− e
iks
s
∂u
∂ν
}
dB
= −
∫∫
∂B
{
u
eiks
s
(
ik − 1
s
)
− e
iks
s
∂u
∂ν
}
dB
= −
∫∫
Ω
{
iku
eikε
ε
− ue
ikε
ε2
− e
ikε
ε
∂u
∂ν
}
ε2dΩ,
donde dΩ representa el elemento de a´ngulo so´lido. Si evaluamos el l´ımite
ε → 0 y aplicamos convergencia dominada, podemos comprobar que so´lo el
segundo te´rmino del integrando de la derecha contribuye y obtener
u(P ) =
1
4π
∫ ∫
S
{
u
∂
∂ν
(
eiks
s
)
− e
iks
s
∂u
∂ν
}
dS,
expresio´n integral que responde a nuestra pregunta inicial.
¿Co´mo podemos aplicar esta expresio´n al ca´lculo de la ﬁgura de difraccio´n
producida por, por ejemplo, una apertura en una pantalla? Consideremos
de nuevo una fuente luminosa P0 que emite una onda monocroma´tica de
amplitud A y nu´mero de ondas k y llamemos P al punto en el que queremos
determinar la perturbacio´n luminosa u. Antes de llegar a la pantalla
u = A
eikr
r
,
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donde r es la distancia a la fuente P0.
A
B
P (x, y, z)
P0(x0, y0, z0)
δ
C

ν
ν
r
r′
R
s
s′
Utilicemos la fo´rmula integral de Kirchhoﬀ sobre la superﬁcie S formada por
1. A, la apertura,
2. B, una porcio´n de la parte no iluminada de la pantalla,
3. C, una parte de la superﬁcie esfe´rica de radio grande R centrada en P .
Los valores de u y ∂u
∂ν
en B son nulos, y en A coinciden aproximadamente
con el valor que tendr´ıan si no estuviera la pantalla,
u = A
eikr
r
,
∂u
∂ν
=
∂
∂ν
(
A
eikr
r
)
=
Aeikr
r
(
ik − 1
r
)
cosαr,
donde αr es el a´ngulo formado por el vector r con la pantalla. Por u´ltimo,
si hacemos que el radio sea suﬁcientemente grande, la contribucio´n de C se
puede considerar nula (con las oportunas hipo´tesis sobre el decrecimiento de
la funcio´n de onda en el inﬁnito), con lo que nos quedar´ıa
u(P ) =
A
4π
∫ ∫
A
eik(r+s)
rs
[(
ik − 1
s
)
cosαs −
(
ik − 1
r
)
cosαr
]
dS.
Vamos con las aproximaciones que nos permiten hacer manejable esta expre-
sio´n. Supongamos que r y s son muy grandes (P y P0 muy alejados de la
pantalla) comparados con las dimensiones de la apertura y como el nu´mero
de ondas k (para la luz visible, del orden de 106 metros) es mucho mayor que
los inversos de r y s, el te´rmino principal de la integral sera´
u(P ) = −Ai
2λ
∫ ∫
A
eik(r+s)
r s
[cosαr − cosαs] dS.
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En el dominio de integracio´n el factor eik(r+s) oscilara´ muy ra´pidamente. Pero
el producto r ·s y la diferencia de cosenos no variara´n demasiado, y podremos
sustituir {
cosαr − cosαs ≈ 2 cos δ,
r · s ≈ r′ · s′, .
(ve´ase el dibujo para identiﬁcar δ, r′ y s′), con lo que nos queda
u(P ) ≈ −Ai
λ
cos δ
r′ s′
∫ ∫
A
eik(r+s)dS.
Escojamos unos para´metros o´pticos ajustados a la geometr´ıa del problema:
P0(x0, y0, z0)
P (x, y, z)r
r′
s
s′O
Q(ξ, μ)
A {
r2 = (x0 − ξ)2 + (y0 − η)2 + z20 ,
s2 = (x− ξ)2 + (y − η)2 + z2.
Con esta notacio´n, la expresio´n integral se escribira´
u(P ) = −eik(r′+s′)Ai cos δ
λ r′ s′︸ ︷︷ ︸
C
∫ ∫
A
eikf(ξ,η)dS,
donde
f(ξ, η) = (l− l0)ξ+(m0−m)η+ 1
2
(
1
r′
+
1
s′
)
(ξ2 +η2)+O
(
1
r′3
)
+O
(
1
s′3
)
y hemos llamado a los cosenos directores
l0 = −x0/r′ l = x/s′
m0 = −y0/r′ m = y/s′.
Finalmente, si llamamos p = l0−l y q = m−m0 y so´lo retenemos los te´rminos
hasta primer orden, obtenemos la integral de Fraunhofer de la difraccio´n,
u(P ) = C
∫ ∫
A
e−ik(pξ+qη)dξ dη = C χ̂A(pk, qk).
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Si retuvie´ramos los te´rminos hasta segundo orden, tendr´ıamos la integral de
Fresnel-Schro¨dinger de la difraccio´n. Pero la primera aproximacio´n de Fraun-
hofer es suﬁciente para calcular las ﬁguras de difraccio´n para una gran canti-
dad de problemas, una apertura rectangular, una circular, etc. En cualquier
manual de O´ptica se pueden encontrar estos ejemplos en detalle (ve´anse, e.g.,
[4, 9]). Es en esta aproximacio´n en la que la transformada de Fourier aparece
por vez primera en estos problemas o´pticos. Comprobaremos su ubicuidad
en los pro´ximos contextos que analicemos.
1.2. La difraccio´n por cristales
En el oton˜o de 1895, el f´ısico alema´n Ro¨entgen descubrio´ un tipo de ra-
diacio´n que ten´ıa algunas propiedades sorprendentes y a la que bautizo´ con
el nombre de rayos X. Pese a que su uso con ﬁnes cient´ıﬁcos y terape´uticos
se extendio´ ra´pidamente (con consecuencias drama´ticas en muchos casos), su
verdadera naturaleza no acababa de ser dilucidada. Se intu´ıa que se trata-
ba de una radiacio´n electromagne´tica ana´loga a la luz, pero los intentos de
conseguir su difraccio´n mediante una red no fructiﬁcaban. Sin embargo, al-
gunos experimentos suger´ıan que su hipote´tica longitud de onda deber´ıa ser
del orden del amstrong. Para entonces, se empezaba a creer que los cristales
estaban constituidos por una ordenacio´n tridimensional perio´dica de a´tomos.
Ca´lculos basados en la densidad de los cristales tambie´n hab´ıan ﬁjado las dis-
tancias medias interato´micas en torno al amstrong. En 1912, Von Laue hab´ıa
descrito en su tesis doctoral un modelo de cristal constituido por pequen˜os
osciladores dispuestos en una red perio´dica tridimensional. Y llego´ a la con-
clusio´n de que un cristal podr´ıa ser una red de difraccio´n adecuada para los
rayos X. Esta inspirada prediccio´n fue conﬁrmada experimentalmente por
Frederich y Knipping unos meses despue´s. Von Laue recibio´ el Nobel en 1914
por la elaboracio´n de su teor´ıa de la difraccio´n de los rayos X por cristales.
¿Cua´l era su modelo? Imaginemos una ﬁla de centros dispersores espa-
ciados una cantidad ﬁja a. Si enviamos sobre ella un haz de rayos X con un
a´ngulo de incidencia φ, el haz dispersado saldra´ con un cierto a´ngulo ψ.
    
    
• • • • •A
B
P
Q
S0
S1
︸ ︷︷ ︸
|a|
φ
ψ
Para que tengamos interferencia constructiva, la diferencia de caminos entre
dos rayos dispersados,
δ = AQ− BP = |a| (cosψ − cosφ),
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debera´ ser un mu´ltiplo entero de la longitud de onda de la radiacio´n incidente
|a| (cosψ − cosφ) = hλ,
o, escrito en te´rminos de los vectores unitarios S0 y S1 (ve´ase dibujo),
a ·
S0 − S1
λ︸ ︷︷ ︸
s
= h.
Ana´logamente, si tenemos una red tridimensional deﬁnida por tres vec-
tores a, b y c,








S0
S1
podemos comprobar que los vectores s para los que se produce interferencia
constructiva son aquellos que satisfacen simulta´neamente las condiciones⎧⎨⎩
a · s = h,
b · s = k,
c · s = l,
donde h, k y l son enteros. E´stas son las llamadas condiciones de Laue de la
difraccio´n. No´tese que los vectores S0, S1 y s son coplanares y que el mo´dulo
de s determina el a´ngulo formado por el rayo incidente y el difundido:
	


S0
λ
S1
λ
s |s| =
2 sin θ
λ
.θ
θ
Busquemos posibles valores de s que satisfagan estas condiciones. Los vecto-
res del ret´ıculo a, b y c forman una base B de R3 y les podremos asociar la
base dual B∗ = {a∗,b∗,c∗} deﬁnida por⎧⎪⎨⎪⎩
a · a∗ = 1 a ·b∗ = 0 a · c∗ = 0
b · a∗ = 0 b ·b∗ = 1 b · c∗ = 0
c · a∗ = 0 c ·b∗ = 0 c · c∗ = 1.
En la notacio´n cristalogra´ﬁca, estos tres nuevos vectores deﬁnen el llamado
ret´ıculo dual o red rec´ıproca. Es obvio que una solucio´n de las ecuaciones de
Laue viene dada por s = ha∗ + kb∗ + l c∗.
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Esto nos proporciona una receta para detec-
tar los rayos difractados: a partir del ret´ıculo
cristalino, calculamos la red rec´ıproca (una senci-
lla construccio´n geome´trica permite hacerlo), que
nos da el vector s. Su mo´dulo nos da el a´ngulo θ
de difraccio´n:



π
2
−θ
π
2
−θ
S1
S0
s
Basta orientar el cristal (y por tanto s) de for-
ma que el rayo incidente forme un a´ngulo π/2−θ
con s para que observemos el reﬂejado, que for-
mara´ un a´ngulo igual en el plano deﬁnido por los
dos anteriores.
En torno a 1913, los Bragg (padre e hijo) realizaron una serie de experi-
mentos buscando la reﬂexio´n de los rayos X por un cristal. La interpretacio´n
de los resultados obtenidos en te´rminos de la disposicio´n de los atomos en el
cristal les valio´ el Nobel de F´ısica de 1915; y, sobre todo, les permitio´ esta-
blecer, por vez primera, un me´todo para resolver estructuras cristalinas (el
joven Bragg consiguio´ determinar en pocos an˜os las estructuras de ClNa, IK,
F2Ca, diamante, etc.). Lo que los Bragg propon´ıan era que los rayos X eran
reﬂejados parcialmente por los planos del cristal. En la notacio´n habitual de
la Cristalograf´ıa, los distintos planos de un cristal se etiquetan con los llama-
dos ı´ndices de Miller: dada una celda unidad deﬁnida por tres vectores a, b
y c, llamaremos plano de ı´ndices (h, k, l) a aque´l que intercepta los lados de
la celda unidad en los puntos a
h
, b
k
y c
l
.


a
b
c
a
h b
k
c
l
Consideremos entonces dos planos (h, k, l) consecutivos.
A1
A2
P
Q
θθ
φ2
φ1


d(h, k, l)
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De nuevo, la diferencia de caminos entre los dos rayos sera´
δ = QA2 + A2P = A1A2(cosφ1 + cosφ2)
= 2A1A2 cos
(
φ1 − φ2
2
)
cos
(
φ1 + φ2
2
)
= 2
d(h, k, l)
sin(θ + φ2)
cos
(
π − 2(θ + φ2)
2
)
cos
(
π − 2θ
2
)
= 2 d(h, k, l) sin θ,
independientemente de φ1 y φ2 (las posiciones relativas de A1 y A2). La
interferencia de los rayos reﬂejados sera´ constructiva si
2 d(h, k, l) sin θ = nλ,
donde n es el orden de la reﬂexio´n de Bragg. Utilizando que los ı´ndices de
Miller de un cristal cumplen que
d(nh, nk, nl) =
d(h, k, l)
n
,
podemos obtener la ley de Bragg
2d(nh, nk, nl) sin θ = λ
e interpretar que cada reﬂexio´n de Bragg es una de primer orden por la
familia (h, k, l).
E´stos son modelos sencillos, pero dan lugar a resultados que reproducen
lo que el experimento proporciona. Para sentirnos ma´s co´modos como ma-
tema´ticos, demos cuenta de un modelo de difraccio´n de rayos X que utiliza
herramientas a las que estamos ma´s habituados. Empecemos considerando
dos centros dispersores, O y O′, de la radiacio´n incidente:





O′
O
B
A
S0
S1
r
ϕ ω
La diferencia de caminos sera´
δ = AO + OB = r (sinϕ + sinω) = ( S1 − S0) · r,
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que dara´ lugar a una diferencia de fase
φ =
2πδ
λ
= 2π
S1 − S0
λ︸ ︷︷ ︸
s
·r = 2π(s · r).
Si AO es la amplitud de la onda dispersada por O (suponemos fase cero), la
dispersada por O′ sera´ AO′ e2πi(s·r). Si tenemos N dispersores en el camino
de la onda incidente, la onda dispersada sera´
F (s) =
N∑
j=1
Aje
2πis·rj ,
donde Aj es lo que se llama factor de scattering del centro dispersor j-e´simo.
Si lo que tenemos es un continuo con densidad electro´nica ρ(r), la onda
dispersada por un elemento de volumen d3r sera´
ρ(r)e2πis·rd3r,
As´ı que la onda dispersada por todo el volumen sera´
F (s) =
∫
V
ρ(r)e2πis·rd3r,
¡la transformada de Fourier de la densidad electro´nica! Si tenemos un cristal,
podemos representar un ret´ıculo tridimensional inﬁnito por
L(r) =
∞∑
u,v,w=−∞
δ(r − ruvw),
donde ruvw = ua+ vb+ wc. Llamemos ρM(r) a la densidad electro´nica de la
celda unidad. La densidad electro´nica de todo el cristal sera´
ρ∞(r) =
∞∑
u,v,w=−∞
ρM(r− ruvw) =
∞∑
u,v,w=−∞
δ(r− ruvw) ∗ ρM (r) = [ρM ∗ L] (r).
Por tanto, la onda dispersada por la densidad electro´nica del cristal sera´
F∞(s) = ρ̂(s)L̂(s).
El primer factor es la onda dispersada por la celda unidad, FM(s) para seguir
la notacio´n anterior. Para tratar el segundo, consideremos una red ﬁnita
μ(r) =
p1∑
u=−p1
p2∑
v=−p2
p3∑
w=−p3
δ(r − ruvw).
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Su transformada de Fourier sera´
μ̂(s) =
∑
u,v,w
e2πis·ruvw
=
p1∑
u=−p1
e2πius·a
p2∑
v=−p2
e2πivs·
b
p3∑
w=−p3
e2πiws·c
=
sin[π(2p1 + 1)(s · a)]
sin[π(s · a)]
sin[π(2p2 + 1)(s ·b)]
sin[π(s ·b)]
sin[π(2p3 + 1)(s · c)]
sin[π(s · c)] .
Cada uno de estos factores es ma´ximo cuando s satisface⎧⎨⎩
s · a = h,
s ·b = k,
s · c = l,
es decir, cuando s coincide con shkl = ha
∗ + kb∗ + lc∗, donde
a∗ =
b× c
V
, b∗ =
c× a
V
, c∗ =
a×b
V
, V = a · (b× c),
¡cuando s es un vector de la red rec´ıproca! En el l´ımite p1, p2, p3 → ∞,
tendremos una suma de deltas de Dirac en los puntos de la red rec´ıproca,
con peso 1/V . Por tanto,
L̂(s) =
1
V
∞∑
h,k,l=−∞
δ(s− shkl),
con lo que concluimos que
F∞(s) =
FM(s)
V
∞∑
h,k,l=−∞
δ(s− shkl).
Es decir, el valor de F∞ es cero excepto en los puntos de la red rec´ıproca;
en ellos, el peso es FM(shkl)/V , para cada triplete (h, k, l) (que identiﬁca el
nodo). Lo que realmente se mide en el espectro de difraccio´n es una intensidad
que es proporcional al cuadrado de estos pesos.
En principio el problema parece resuelto si conocemos los valores de F∞,
porque, haciendo la transformada inversa de Fourier,
ρ(r) =
∫
V ∗
F∞(s)e−2πis·rd3s =
1
V
∞∑
h,k,l=−∞
Fhkle
−2πi(hx+ky+lz),
donde Fhkl = FM(shkl) =
∫
V
ρ(x, y, z)e2πi(hx+ky+lz)dxdydz. En el contexto
cristalogra´ﬁco los Fhkl se suelen llamar factores de estructura, y no son sino los
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coeﬁcientes del desarrollo de Fourier de la densidad electro´nica del cristal. Si a
partir del espectro de difraccio´n consiguie´ramos conocerlos todos, podr´ıamos
reconstruir la densidad electro´nica del cristal. Las consideraciones acerca de
co´mo se deber´ıa realizar esta s´ıntesis de Fourier son el objeto del Cap´ıtulo 2
de esta memoria.
Pero se nos presenta un problema previo: como comenta´bamos, el espec-
tro de difraccio´n nos proporciona informacio´n so´lo sobre los mo´dulos de los
factores de estructura. Surge entonces el problema fundamental de la Cris-
talograf´ıa, el problema de la fase:
¿co´mo podemos identiﬁcar las posiciones ato´micas—reconstruir
la densidad electro´nica— si so´lo conocemos los valores |Fhkl| para
cada triplete de enteros (h, k, l), es decir, si hemos perdido la
informacio´n sobre la fase de los coeﬁcientes de Fourier?
Las pro´ximas secciones esta´n dedicadas al estudio de algunos aspectos de
este problema.
Plantee´monos ahora una cuestio´n ba´sica: en realidad, ¿que´ es un cristal?
Un cristalo´grafo cla´sico contestar´ıa que un cristal consta de un ret´ıculo y una
base ato´mica unida a e´l. Un paradigma cristalogra´ﬁco reza que si tenemos un
espectro de difraccio´n con picos de Bragg aislados, entonces necesariamente
la estructura difractante es un cristal. ¿Se puede justiﬁcar matema´ticamente
este hecho y, de paso, conﬁrmar la deﬁnicio´n de cristal dada arriba? Recor-
demos la conocida fo´rmula de sumacio´n de Poisson∑
ν∈Zn
f(ν) =
∑
μ∈Zn
f̂(μ),
que es va´lida para toda funcio´n f ∈ S, las funciones inﬁnitamente derivables
con decrecimiento ra´pido en inﬁnito (en realidad, es va´lida para funciones
ma´s generales). Una forma de interpretarla es que la distribucio´n temperada∑
ν∈Zn δν coincide con su transformada de Fourier. En el contexto crista-
logra´ﬁco, una tal distribucio´n se llama peine de Dirac, y es un modelo na-
tural de un cristal monoato´mico. Lo que la fo´rmula de sumacio´n de Poisson
nos dice es que el espectro de difraccio´n de esa estructura es, de nuevo, una
suma de deltas de Dirac (¡los picos de Bragg!) situadas en los puntos del
ret´ıculo Zn.
Podr´ıamos buscar otras particiones discretas de Rn en las que la fo´rmula
de sumacio´n de Poisson funcione. Un primer intento es obtener otro ret´ıculo
mediante una aplicacio´n lineal: sea A un isomorﬁsmo lineal de Rn en s´ı mismo
y consideremos los conjuntos de puntos {xν} e {yμ} dados por{
xν = A · ν,
yμ = (A
−1)t · μ ν, μ ∈ Z
n.
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De´monos una funcio´n test φ ∈ S y evaluemos∑
ν∈Zn
φ(xν) =
∑
ν∈Zn
(φ ◦ A) (ν) =
∑
μ∈Zn
̂(φ ◦A)(μ)
=
∑
μ∈Zn
∫
Rn
e−2πix·μφ(A(x))dnx
=
∑
μ∈Zn
∫
Rn
e−2πiA
−1y·μφ(y) det
(
A−1
)
dny
= det
(
A−1
) ∑
μ∈Zn
φ̂(yμ).
Pero podr´ıamos preguntarnos si los conjuntos {xν} e {yμ} descritos arriba
son los u´nicos para los que tenemos una fo´rmula de sumacio´n de Poisson.
En [12] se puede ver una prueba del siguiente resultado en ese sentido.
Teorema (A. Co´rdoba). Consideremos dos subconjuntos discretos {xk} e
{yj} de Rn y unos nu´meros positivos ck > 0 de manera que las distribuciones
temperadas μ1 =
∑
ckδxk y μ2 =
∑
δyj verifican que
μ̂1 = μ2.
Entonces existe una aplicacio´n lineal A de Rn en s´ı mismo, con det(A) = 1
de forma que { {xk} = A(Zn)
{yj} = (A−1)t (Zn)
y, en particular, ck = 1, para todo k.
Un caso ma´s general ser´ıa considerar una distribucio´n que asignara dife-
rentes masas a la distintas deltas de Dirac. En este sentido, se tiene:
Teorema (A. Co´rdoba). Sea el conjunto Λ = ∪Nj=1Λj una unio´n finita
disjunta de subconjuntos de Rn de forma que exista una cota inferior a la
distancia entre cualesquiera dos puntos de Λ. Para ciertos nu´meros complejos
{aj}Nj=1, consideramos la distribucio´n temperada
μ =
N∑
j=1
aj
∑
x∈Λj
δxj .
Supongamos que su transformada de Fourier se puede expresar como
μ̂ =
∑
α
bαδyα, con
∑
yα∈Q
|bα| ≤ C <∞
para todo cubo unidad Q ∈ Rn. Entonces, cada conjunto Λj es una unio´n
finita disjunta de ret´ıculos n-dimensionales.
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No es dif´ıcil comprobar que si exigimos que haya tambie´n una distancia
mı´nima en el lado de la transformada de Fourier, obtenemos la deﬁnicio´n
cla´sica de cristal: esa condicio´n extra exige una relacio´n de racionalidad en-
tre los para´metros de los ret´ıculos, de forma que podremos escoger uno que
los englobe a todos y al que vaya unida una base ato´mica. Pero sin ella,
podr´ıamos tener lo que los f´ısicos llaman fases irracionales, que ampl´ıan el
concepto de cristal. Pero si de ampliarlo se trata, nada mejor que retroceder
a 1984, cuando Shechtman, Blech, Gratias y Cahn anunciaron, ve´ase [38], el
descubrimiento de una fase meta´lica cuyo espectro de difraccio´n exhib´ıa una
simetr´ıa icosae´drica, incompatible con una simetr´ıa traslacional de la estruc-
tura. Era el nacimiento de los cuasicristales, estructuras cuya existencia, por
otra parte, ya hab´ıa sido predicha desde un punto de vista matema´tico, por
ejemplo por Meyer [25]. La existencia de estos nuevos habitantes del mundo
del estado so´lido ha hecho cambiar las deﬁniciones cla´sicas; as´ı, por ejemplo,
la Unio´n Cristalogra´ﬁca Internacional describe actualmente un cristal como
aquel so´lido que tiene un diagrama de difraccio´n esencialmente discreto. Ya
no se pone el e´nfasis en las caracter´ısticas de la estructura (simetr´ıas, perio-
dicidad, etc) sino en las de la imagen por difraccio´n. De hecho la simetr´ıa
del cristal es ahora la que impliquen los diagramas de difraccio´n. El libro de
Senechal [37] es una excelente referencia para revisar estas cuestiones.
1.3. El problema de la fase
Como ya comentamos anteriormente, el problema ba´sico que nos encon-
tramos al analizar los cristales mediante experimentos de difraccio´n de rayos
X es lo que llama´bamos problema de la fase: ¿podemos recuperar la densi-
dad electro´nica ρ del cristal si so´lo conocemos el mo´dulo de sus factores de
estructura —sus coeﬁcientes de Fourier—, como ocurre en el experimento?
Hay varias cuestiones que se pueden formular al respecto:
1. ¿Es e´ste un problema mal propuesto?, es decir, ¿existen estructuras
distintas que dan lugar al mismo patro´n de difraccio´n?
2. Si las hay, ¿podemos caracterizarlas de alguna manera?
3. Querr´ıamos encontrar ejemplos en los que algunas hipo´tesis extra nos
permitieran reconstruir de manera u´nica la funcio´n.
4. ¿Que´ me´todos se utilizan en Cristalograf´ıa para solucionar este proble-
ma?
En las pro´ximas secciones intentaremos dar respuesta a algunas de estas
cuestiones.
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1.3.1. Funcio´n de Patterson. Conjuntos homome´tricos
La primera referencia acerca de un problema de no-unicidad en la Crista-
lograf´ıa de rayos X se remonta al estudio de Pauling y Shappell (ve´ase [28])
de la estructura de la bixbita, un compuesto de Mn2O3 y Fe2O3 en el que dos
posibles disposiciones ato´micas concordaban con los datos del espectro de
difraccio´n; y en el que so´lo otras consideraciones de tipo qu´ımico permitieron
decidir cua´l de las dos se correspond´ıa con la estructura real.
No es dif´ıcil obtener ejemplos de estructuras equivalentes por difraccio´n
de rayos X. Consideremos el caso de un cristal unidimensional. Supongamos
que la celda unidad es el intervalo [0, 1) y que los a´tomos esta´n situados en
los puntos j
N
, 0 ≤ j ≤ N − 1, para cierto N . La densidad electro´nica ser´ıa
μ(x) =
N−1∑
j=0
aj
∞∑
n=−∞
δ j
N
+n(x),
donde los {aj} son enteros (algunos de ellos, posiblemente cero) que repre-
sentan los pesos ato´micos. Asociada a esta distribucio´n —que escribiremos∑N−1
j=0 ajδj/N a partir de ahora— podemos deﬁnir la estructura reﬂejada
μ∗ =
N−1∑
j=0
ajδ−j/N .
No´tese que todas las operaciones indicadas se hacen mo´dulo N (hay una
estructura de grupo ZN subyacente). Sus transformadas de Fourier sera´n
μ̂(n) =
N−1∑
j=0
aje
2πinj
N ,
μ̂∗(n) =
N−1∑
j=0
aje
−2πinj
N = μ̂(n).
Si formamos la funcio´n de Patterson, μ ∗μ∗, observamos que sus coeﬁcientes
de Fourier son
̂(μ ∗ μ∗)(n) = |μ̂(n)|2 .
Por tanto, el conocimiento del patro´n de difraccio´n de la densidad electro´nica
(i.e., los mo´dulos de los coeﬁcientes de Fourier) determina completamente,
mediante una transformacio´n de Fourier inversa, la funcio´n de Patterson. Dos
conjuntos se dira´n homome´tricos si tienen el mismo patro´n de difraccio´n:
μ, ν homome´tricos ⇒ |μ̂(n)| = |ν̂(n)| , ∀n ∈ Z.
O, equivalentemente, si tienen la misma funcio´n de Patterson,
μ ∗ μ∗ = ν ∗ ν∗.
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El nombre de conjuntos homome´tricos tiene su origen en el caso en que
los {aj} toman valores 0 o 1 (ser´ıan los conjuntos cicloto´micos que consi-
dero´ Patterson, uno de los patriarcas del estudio del problema de la fase,
ve´anse [29, 30, 31]). En este caso, dos distribuciones con el mismo patro´n de
difraccio´n tienen el mismo conjunto de distancias interato´micas (contando
multiplicidades). Es conveniente utilizar una notacio´n polino´mica
μ =
N−1∑
j=0
ajδj/N ←→ P (x) =
n−1∑
j=0
ajx
j ,
μ∗ =
N−1∑
j=0
ajδ−j/N ←→ P ∗(x) = P
(
1
x
)
,
de forma que μ̂(n) = P (e2πin/N). Una receta para construir conjuntos ho-
mome´tricos es la siguiente: to´mense dos polinomios A(x) y B(x) y fo´rmense
P1(x) = A(x)B(x),
P2(x) = x
sA(x)B∗(x),
donde s es un entero. Los polinomios P1 y P2 representan entonces distribu-
ciones homome´tricas. Veremos posteriormente que, esencialmente, todos los
conjuntos homome´tricos se pueden construir de esta manera. Un ejemplo de
este tipo de construccio´n es el siguiente, debido a Caldero´n y Pepinsky ([7]).
Sean los polinomios
P1(x) = (x
3 + x + 1)(x9 + x4 + 1)
= x12 + x10 + x9 + x7 + x5 + x4 + x3 + x + 1,
P2(x) = (x
3 + x2 + 1)(x9 + x4 + 1)
= x12 + x11 + x9 + x7 + x6 + x4 + x3 + x2 + 1.
Es sencillo comprobar que
P1(x)P1
(
1
x
)
= P2(x)P2
(
1
x
)
,
y que si consideramos los conjuntos de diferencias entre los exponentes con
coeﬁcientes no nulos, obtenemos los mismos valores (con las mismas multi-
plicidades). Estos conjuntos son homome´tricos en Z o en ZN , con N > 12;
y constituyen un ejemplo del caso en que los polinomios tienen un factor
comu´n y otro que se obtiene por un proceso de “reﬂejar” los coeﬁcientes.
0 2
N
3
N
0 1
N
3
N
  

  
reﬂejamos
trasladamos


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En una serie de trabajos, J. Rosenblatt ha conseguido dar una carac-
terizacio´n de los posibles conjuntos homome´tricos en el caso general de un
grupo G abeliano. Una distribucio´n ﬁnita D en G sera´ de la forma∑
g∈G
agδg,
donde ag ∈ C y ag = 0 so´lo un nu´mero ﬁnito de veces. El a´lgebra de es-
tas distribuciones bajo el producto de convolucio´n es isomorfo al anillo de
grupo C[G]. La reﬂexio´n D∗ de una distribucio´n D =
∑
g agδg se deﬁne co-
mo D∗ =
∑
agδ−g. Si designamos por Γ el grupo de los caracteres de G, la
transformada de Fourier de D ∈ C[G] se deﬁne como
D̂(γ) =
∑
agγ(g), ∀γ ∈ Γ.
Es fa´cil ver que
D̂∗(γ) = D̂(γ)
̂(D1 ∗D2)(γ) = D̂1(γ)D̂2(γ)
}
∀γ ∈ Γ.
Por tanto,
si D ∗D∗ = E ∗ E∗ =⇒
∣∣∣D̂(γ)∣∣∣ = ∣∣∣Ê(γ)∣∣∣ , ∀γ ∈ Γ.
Pero el rec´ıproco tambie´n es cierto, porque si A ∈ C[G] y Â(γ) = 0, ∀γ ∈ Γ,
entonces A = 0.
Dependiendo del grupo G del que se trate, distintas caracterizaciones
pueden darse. Por ejemplo, en [34] se trata el caso de G = Rn. En [32] se
caracteriza el caso que nos interesa, cuando G = Zn. Por ejemplo, se tiene el
siguiente teorema:
Teorema (Rosenblatt). Si D,E ∈ K[Zn], entonces D y E son homome´tri-
cos si y so´lo si existen ε1, ε2 ∈ {1,−1}, g1, g2 ∈ Zn y A,B ∈ K[Zn] tales que
D = ε1δg1 ∗ A ∗B,
E = ε2δg2 ∗ A ∗B∗.
Aqu´ı, K es un anillo Z ⊂ K ⊂ C cerrado por conjugacio´n compleja, de
forma K[G] es un dominio de factorizacio´n u´nica. En este sentido, puede ser
interesante comentar los trabajos de Odlyzco y Poonen [27], en los que se
estudia el comportamiento de los ceros de polinomios con coeﬁcientes 0 y 1.
Si consideramos
P =
{
f(z) : f(z) = 1 +
d∑
j=1
ajz
j , aj = 0 o 1 para todo j
}
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y deﬁnimos
W = {z ∈ C : f(z) = 0 para alguna f ∈ P} ,
se puede mostrar que las cotas que se obtengan sobre W pueden interpretarse
en te´rminos de la irreducibilidad de los polinomios de P . Por ejemplo, en [6]
se prueba que Re(z) < 3/2, para todo z ∈ W , y que si f(2) es primo para
algu´n f(z) ∈ P , entonces f es irreducible sobre los racionales. La conjetura
reza que casi todos los polinomios f(z) ∈ P son irreducibles, pero esto es
todav´ıa un problema abierto. No´tese que si el polinomio es irreducible, se
correspondera´ con una distribucio´n de reconstruccio´n u´nica.
En [33], Rosenblatt estudia el caso de distribuciones ma´s generales.
En otra direccio´n, podemos destacar el resultado de Gru¨nbaum y Moore
(ve´ase [19]). Consideremos un modelo unidimensional de a´tomos con peso
ato´mico aj (de nuevo enteros, posiblemente 0) situados en los puntos j/N ,
0 ≤ j ≤ N − 1. Si denotamos por F (k) el coeﬁciente de Fourier de la estruc-
tura en la direccio´n k, el patro´n de difraccio´n nos proporciona informacio´n
de los llamados invariantes de segundo orden, los productos
F (k)F (−k).
Pero podr´ıamos considerar invariantes de mayor orden, productos de la forma
F (k1) · · ·F (kr) tales que k1 + · · ·+ kr ≡ 0 (mo´d N).
En el trabajo citado se prueba que el conocimiento de los invariantes hasta
sexto orden determina de forma u´nica la estructura. Sin embargo, no esta´ cla-
ro co´mo obtener la informacio´n sobre los invariantes de orden mayor a partir
de datos experimentales, lo que diﬁculta la aplicacio´n de este resultado a la
resolucio´n del problema de la fase.
Consideremos otro problema diferente: dada una malla N × N de R2,
¿cua´ntos puntos podemos colocar en ella de manera que no haya dos vectores
diferencia iguales? Podemos probar el siguiente resultado:
Teorema 1 Sea A un conjunto de puntos con esa propiedad, esto es,
A =
{
ν ∈ ([1, N ]× [1, N ]) ∩ Z2 / si ν1 − ν2 = ν3 − ν4,
entonces ν1 = ν3 y ν2 = ν4 o bien ν1 = ν2 y ν3 = ν4} .
Entonces, #A ≤ C N
Prueba. De´monos un conjunto A con esa propiedad y consideremos la fun-
cio´n f , 1-perio´dica en cada variable, deﬁnida por
f(x) =
∑
ν∈A
e2πiν·x.
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Evaluemos su norma L4:
‖f‖4L4(T 2) =
∫ 1
0
∫ 1
0
∣∣∣∣∣∑
ν∈A
e2πiν·x
∣∣∣∣∣
4
dx dy
=
∑
ν1ν2ν3ν4∈A
∫ 1
0
∫ 1
0
e2πi(ν1+ν2−ν3−ν4)·xdx dy
=
∑
ν1, ν2 ∈ A
ν1 = ν2
∑
ν3, ν4 ∈ A
ν1 + ν2 = ν3 + ν4
1
︸ ︷︷ ︸
2
+
∑
ν ∈ A
∑
ν3, ν4 ∈ A
2ν = ν3 + ν4
1
︸ ︷︷ ︸
1
= 2 (#A)2 −#A.
Con los mismos argumentos, es fa´cil ver que si tenemos una funcio´n
g(x) =
∑
ν∈A
aνe
2πiν·x,
entonces
‖g‖44 =
∑
ν1ν2ν3ν4 ∈ A
ν1 + ν2 − ν3 − ν4 = 0
aν1aν2aν3 aν4 = 2
(∑
ν∈A
|aν |2
)2
−
∑
ν∈A
|aν |4 .
Consideramos el operador TA
TA : ϕ −→ TA(ϕ) =
∑
ν∈A
ϕ̂(ν)e2πiν·x,
donde ϕ̂(ν) son los coeﬁcientes de Fourier de ϕ, ϕ(x) ∼ ∑ ϕ̂(ν)e2πiν·x. El
operador TA es un multiplicador L
2 −→ L4, porque
‖TA(ϕ)‖44 = 2
(∑
ν∈A
|ϕ̂(ν)|2
)2
−
∑
ν∈A
|ϕ̂(ν)|4 ≤ 2
(∑
ν∈Z2
|ϕ̂(ν)|2
)2
= 2‖ϕ‖42.
Por dualidad, TA sera´ un operador acotado de L
4/3 en L2. Consideremos
entonces la funcio´n ψ,
ψ(x) =
N∑
ν1=−N
N∑
ν2=−N
e2πi(ν1x+ν2y).
Utilizando estimaciones conocidas del nu´cleo de Dirichlet, ve´ase la pa´gina 41
para los detalles, podemos evaluar
‖ψ‖4/3 = ‖DN‖24/3 ≤ N1/2.
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La actuacio´n del operador TA sobre esta funcio´n ψ es
TAψ(x) =
∑
ν∈A
e2πiν·x,
as´ı que podemos terminar:
‖TAψ‖2 =
∥∥∥∥∑
ν∈A
e2πiν·x
∥∥∥∥
2
= 2 (#A)2 −#A ≥ (#A)2
‖TAψ‖2 ≤ C‖ψ‖4/3 ≤ CN1/2 ;
es decir,
#A ≤ C N. 
Para interpretar este resultado en te´rminos del problema de la fase, ob-
servemos que si situamos un conjunto de a´tomos —deltas de Dirac— iguales
de forma que no haya dos vectores interato´micos iguales, podremos recuperar
la estructura de manera u´nica si conocemos la funcio´n de Patterson (recorde-
mos que en el caso de deltas de Dirac iguales, el conocimiento de los mo´dulos
de los coeﬁcientes de Fourier equivale al de los vectores diferencia).
Por supuesto, estimaciones semejantes pueden obtenerse para el problema
en dimensio´n n (#A ≤ C Nn/2). Pero en 2 dimensiones el problema tiene,
adema´s, una interpretacio´n geome´trica bonita: estos conjuntos son tales que
no podemos dibujar un paralelogramo usando sus puntos como ve´rtices.
¿Y co´mo podr´ıamos elegir exactamente N puntos de forma que no obten-
gamos vectores diferencia iguales? Si N es primo, una receta ser´ıa tomar
νm = (m,m
2(mo´d N)), para 0 ≤ m ≤ N − 1.
Si existieran 0 ≤ n,m ≤ N − 1 y 0 ≤ n′, m′ ≤ N − 1, que podemos suponer
distintos entre s´ı, m = n y m′ = n′, tales que dan lugar a vectores diferencia
iguales,
νm − νn = νm′ − νn′ ,
deber´ıa cumplirse que{
m− n = m′ − n′
m2 − n2 = m′2 − n′2 mo´d (N).
Y, como N es primo, esto exige que m = m′ y n = n′. Por supuesto, si N no
es primo, siempre podemos encontrar un primo menor y cercano. En torno
a este problema, Cilleruelo y Trujillo han probado que se puede obtener la
constante uno en la estimacio´n.
Teorema (J. Cilleruelo-C. Trujillo). Sean ν1, . . . , νr ∈ [1, N ] × [1, N ]
tales que si νi + νj = νk + νl, entonces, o bien i = k, o bien i = l. En estas
condiciones, r ≤ N .
La prueba utiliza te´cnicas distintas a las descritas anteriormente.
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1.3.2. Algunos ejemplos de recuperacio´n de la fase
Veremos a continuacio´n una serie de ejemplos sencillos en los que el cono-
cimiento de algu´n tipo de informacio´n extra, generalmente de tipo geome´tri-
co, nos permite recuperar la estructura a partir del patro´n de difraccio´n.
Empecemos considerando el caso de un cristal unidimensional centrosi-
me´trico, en cuya celda unidad (que describiremos con el intervalo (−1
2
, 1
2
])
tenemos N a´tomos iguales (de ellos, N/2 estara´n relacionados con los otros
N/2 por una reﬂexio´n respecto al centro de simetr´ıa).
          
−1
2
1
2
0
︸ ︷︷ ︸
N/2
︸ ︷︷ ︸
N/2
Podemos representar una tal distribucio´n ato´mica por
μ(x) =
N∑
j=1
δxj(x),
donde hemos numerado los a´tomos, por ejemplo, de izquierda a derecha; as´ı,
las posiciones xj y xN−j+1 esta´n relacionadas por la simetr´ıa. Sus coeﬁcientes
de Fourier sera´n
μ̂(n) =
N∑
j=1
e2πinxj = 2
N/2∑
j=1
cos(2πnxj).
El patro´n de difraccio´n de la estructura nos da la informacio´n sobre los
mo´dulos de estos nu´meros (no´tese que, por la simetr´ıa del problema, todos
los coeﬁcientes son reales, la fase que perdemos en el proceso es simplemente
un signo). Los picos de la funcio´n de Patterson
μ ∗ μ∗(x) =
∞∑
n=−∞
|μ̂(n)|2e−2πinx =
∞∑
n=−∞
N∑
j,k=1
e−2πin(x−xj+xk)
nos dan la lista de distancias interato´micas (con sus multiplicidades). Su-
pongamos entonces que conocemos esta lista; ¿co´mo podemos recuperar la
estructura? Localizamos la mayor de estas distancias, llame´mosla α1. Es ob-
vio que esto ﬁja la posicio´n de los a´tomos ma´s alejados del centro de simetr´ıa:
 
−1
2
1
2
0
α1︷ ︸︸ ︷
x1 xN
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La siguiente distancia interato´mica, α2, correspondera´ a la distancia entre x2
y xN (o la equivalente por simetr´ıa; esta frecuencia llevara´ coeﬁciente doble
del anterior), y ﬁjara´ por tanto los puntos x2 y xN−1:
  
−1
2
1
2
0
α2︷ ︸︸ ︷
x1 xNx2 xN−1
No´tese que, por tener un centro de simetr´ıa, el conocimiento de α2 ﬁja la
posicio´n de los a´tomos correspondientes. Pie´nsese en que´ suceder´ıa si no tu-
vie´ramos la certeza de que en esas posiciones hubiera dos a´tomos: si no fuera
centrosime´trico, podr´ıa haber un so´lo a´tomo en cualquiera de las dos posi-
ciones, x2 y xN−1, lo que dar´ıa lugar a una ambigu¨edad en la determinacio´n
de la estructura.
El siguiente paso ser´ıa eliminar de la lista de distancias aquellas corres-
pondientes a las posiciones ya ﬁjadas (en este caso, la distancia entre x1 y
x2). Una vez hecho esto, proceder´ıamos a localizar α3 y a ﬁjar el siguiente
par de puntos. Es claro que este procedimiento permite ﬁjar la posicio´n de
la pareja k si tenemos ﬁjadas las posiciones de las k − 1 parejas anteriores.
Consideremos otro ejemplo, el cristal bidimensional siguiente:












formado por “mole´culas” constituidas por N a´tomos iguales situados en una
circunferencia. Podremos describir la celda unidad por
F (x) =
N∑
j=1
δxj(x) con xj ∈ circunferencia.
Supongamos que, a trave´s del espectro de difraccio´n, conocemos, para cada
par (n1, n2) ∈ Z2, los mo´dulos de sus coeﬁcientes de Fourier
|F̂ (n1, n2)|2 =
N∑
j=1
N∑
k=1
e2πi[n1(xk−xj)+n2(yk−yj)].
Para obtener las distancias interato´micas, ﬁjamos α, β ∈ R y evaluamos
1
(2M + 1)2
M∑
n1,n2=−M
∣∣∣F̂ (n1, n2)∣∣∣2 e−2πi(n1α+n2β)
=
N∑
j,k=1
1
(2M + 1)2
M∑
n1,n2=−M
e−2πi[n1(α−xk+xj)+n2(β−yk+yj)] .
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En el l´ımite M → ∞, obtenemos
{
0, si (α, β) = (xk − xj , yk − yj)
mk,j, si (α, β) = (xk − xj , yk − yj),
donde mk,j es la multiplicidad con la que aparece la frecuencia (xk−xj , yk−
yj). Variando (α, β) podemos obtener todo el conjunto de vectores diferencia
vk,j = (xk−xj , yk− yj). Los extremos de cada vector esta´n sobre la circunfe-
rencia, as´ı que cada uno de ellos determina una cuerda en e´sta. Pero, en una
circunferencia, ¡una cuerda so´lo puede estar en dos posiciones!:
O O
Es decir, cada cuerda vk,j so´lo puede aparecer una o dos veces. Si un vk,j
aparece dos veces, quedan determinadas las posiciones de cuatro a´tomos en
la circunferencia; o si la tal cuerda es un dia´metro, quedan determinadas dos
posiciones:
O O






El u´nico problema a la hora de determinar la estructura es cuando una cuerda
aparece una so´la vez; en este caso, puede estar en dos posiciones:
O O




Salvo esta ambigu¨edad –la simetr´ıa respecto al centro de la circunferencia–
podemos determinar el resto de la estructura. Basta con determinar un a´tomo
que no tenga un equivalente por simetr´ıa.
As´ı, por ejemplo, si ninguno de los dia´metros
esta´ en nuestra lista de frecuencias, cualquiera de
los dos puntos sirve para este propo´sito: basta bus-
car las N − 2 cuerdas que parten de uno de los dos
puntos hacia el resto de los a´tomos (no´tese que todas
ellas deben aparecer una sola vez).
O


Si esta´ uno de los dia´metros, tomamos el punto
que no tiene sime´trico y de nuevo determinamos la
estructura.
O



Veamos ahora otro tipo de ejemplos, en los que informacio´n sobre el com-
portamiento asinto´tico de los coeﬁcientes de Fourier nos ayuda a determinar
la estructura del cristal. El modelo que consideraremos es el de un cristal uni-
dimensional; la densidad electro´nica en la celda unidad (que supondremos que
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es el intervalo (0, 1]) vendra´ dada por una medida de probabilidad μ. En [18]
se recoge el siguiente lema como corolario de un resultado ma´s general:
Lema (Lax-Varadhan, Escobedo). Toda medida de probabilidad μ en el
toro tal que
l´ım
|n|→∞
|μ̂(n)| = 1
es una delta de Dirac.
En la referencia antes citada se recoge una prueba de este hecho. Nosotros
daremos una prueba distinta, que nos servira´ para obtener un resultado algo
ma´s general. Toda medida de probabilidad se puede descomponer en una
parte discreta y una continua,
μ = μd + μc,
donde la parte discreta es una suma de deltas de Dirac,
μd =
∑
j
ajδxj ,
con aj > 0 y
∑
aj ≤ 1, por ser una medida de probabilidad. Recordemos
ahora un teorema de Wiener, que reza as´ı:
∑
τ∈R
ν({τ})2 = l´ım
N→∞
{
1
2N + 1
N∑
n=−N
|ν̂(n)|2
}
,
para toda medida ν. La prueba de este resultado se basa en la descomposicio´n
de la medida sen˜alada arriba, en deﬁnir una medida asociada ν˜ mediante
ν˜(E) = ν(−E), ∀E Borel de T
y en construir lo que ser´ıa la funcio´n de Patterson asociada, ν∗ ν˜. Apliquemos
el resultado de Wiener a nuestra medida μ,
∑
τ∈R
μ({τ})2 = l´ım
N→∞
{
1
2N + 1
N∑
n=−N
|μ̂(n)|2
}
,
y observemos que en la suma de la izquierda so´lo la parte discreta contribuye;
y que el l´ımite de la derecha vale 1, por ser las medias aritme´ticas de los
|μ̂(n)|2. Por tanto, obtenemos que∑
j
a2j = 1.
Pero como los aj ≤ 1, se tiene que
∑
a2j ≤
∑
aj , con lo que deducimos que∑
j
aj = 1
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y que, por tanto, la medida so´lo consta de parte discreta. Pero au´n ma´s,∑
aj = 1∑
a2j = 1
}
=⇒
∑
j
(
aj − a2j︸ ︷︷ ︸
)
= 0.
Los sumandos sen˜alados con la llave son estrictamente positivos a menos que
aj = a
2
j , es decir, que aj = 0, 1. En consecuencia, existira´ j0 tal que aj0 = 1,
y el resto de los aj sera´n nulos. Con lo que queda probado el lema.
Podemos obtener otro resultado concerniente a la “deteccio´n” de deltas
de Dirac:
Lema 1 Sea μ una medida de probabilidad en T, y supongamos que existe
un cierto primo p tal que se verifica que
l´ım
|m|→∞
|μ̂(mp)| = 1 y l´ım
|k|→∞
|μ̂(k)| = A = 1 si (k, p) = 1.
Entonces, la medida μ es puramente discreta,
μ =
∑
j
ajδxj ,
con 0 < aj < 1,
∑
aj = 1 y los xj son, salvo traslaciones, de la forma
nj
p
,
donde los nj son enteros, 0 ≤ nj ≤ p− 1.
Prueba. Es fa´cil ver que si hacemos de nuevo la descomposicio´n de la medida
en partes continua μc y discreta μd, los coeﬁcientes de Fourier-Stiltjes de
e´sta u´ltima satisfacen los mismos comportamientos asinto´ticos que los de la
medida μ. Si deﬁnimos la medida μ˜ a trave´s de μ˜(E) = μ(−E), para todo E
Borel del toro, se cumplira´ que
μ̂(n) = ̂˜μ(n) ∀n,
y podremos evaluar
1
2M + 1
M∑
n=−M
|μ̂(np)|2 = 1
2M + 1
M∑
n=−M
μ̂(np)μ̂(np)
=
1
2M + 1
M∑
n=−M
μ̂(np)̂˜μ(np) = 1
2M + 1
M∑
n=−M
(μ̂ ∗ μ˜)(np)
=
∫ 1
0
1
2M + 1
M∑
n=−M
e2πix pnd(μ ∗ μ˜)(x).
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Si ahora evaluamos el l´ımite M → ∞ y aplicamos el teorema de la conver-
gencia dominada de Lebesgue, obtenemos
1 =
∫ 1
0
l´ım
M→∞
1
2M + 1
M∑
n=−M
e2πix pnd(μ ∗ μ˜)(x)
=
p−1∑
l=0
(μ ∗ μ˜) ({l/p}) =
p−1∑
l=0
(μd ∗ μ˜d) ({l/p})
=
p−1∑
l=0
∑
j,k
aj ak
(
δxj ∗ δ−xk
)
({l/p}) =
p−1∑
l=0
∑
j,k
aj akδxj−xk ({l/p})
=
∑
j
a2j +
∑
j =k
aj ak
p−1∑
l=0
δxj−xk ({l/p})︸ ︷︷ ︸
para cada j, k, esto vale 0 o 1
≤
∑
j
a2j +
∑
j =k
aj ak =
(∑
j
aj
)2
.
Pero como
∑
aj ≤ 1, el u´ltimo te´rmino es tambie´n menor o igual que 1. Por
tanto, debe cumplirse que(∑
j
aj
)2
= 1 =⇒
∑
j
aj = 1,
es decir, que no hay parte continua. Pero au´n ma´s, cada una de las sumas∑p−1
l=0 δxj−xk ({l/p}) debe valer 1, as´ı que
∀j, k xj − xk = νjk
p
,
con νjk un entero entre 0 y p− 1. Como habra´ invariancia por traslaciones,
podemos suponer que, por ejemplo, x0 = 0 y que, por tanto,
xj =
nj
p
con nj enteros entre 1 y p− 1
Podemos acabar mostrando que los mo´dulos de los coeﬁcientes de Fourier no
son so´lo 1 o A en el l´ımite, sino que todos ellos tienen esos valores:
|μ̂(np)| =
∣∣∣∣∣∑
j
aje
2πipnnj/p
∣∣∣∣∣ =∑
j
aj = 1 ∀n.
Y si llamamos A = Z \ {np}∞n=−∞, es fa´cil comprobar que la sucesio´n de
mo´dulos {|μ̂(k)|}k∈A es perio´dica, de periodo p. Y como en el l´ımite vale A,
se debe cumplir que
|μ̂(k)| = A siempre que (k, p) = 1 
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En este punto, podemos enlazar con otro resultado de recuperacio´n de la
fase. Si los coeﬁcientes aj fueran racionales, estar´ıamos en las hipo´tesis del
siguiente teorema, cf. [15]:
Teorema (Co´rdoba, Chamizo). Consideremos el siguiente modelo para
la densidad electro´nica de un cristal unidimensional,
ρ(x) =
N∑
j=1
bj
∞∑
n=−∞
δxj+n,
donde los bj son enteros positivos y 0 ≤ xj < 1. Supongamos que existe un
primo p de forma que la suma
S(m) =
N∑
j=1
bje
2πimxj
tiene un mo´dulo constante |S(m)| = Γ si p no es un divisor de m y |S(m)| =∑
bj si s´ı lo es. Entonces pxj ∈ Z, 1 ≤ j ≤ N , y se tienen dos posibilidades:
S(m) = AT (m) + Be2πi
mk
p G(m), o bien S(m) = AT (m) + Be2πi
mk
p ,
donde A,B, k ∈ Z y
T (m) =
p−1∑
n=0
e2πi
mn
p , G(m) =
p−1∑
n=1
(
m
p
)
e2πi
mn
p .
Hemos utilizado la notacio´n habitual
(
m
p
)
, con p primo, para describir
el s´ımbolo de Legendre, que vale 1 si n es un residuo cuadra´tico mo´dulo
p, y −1 si no lo es (ve´ase la subseccio´n 2.2.1 para ma´s detalles). Lo que
este resultado nos dice es que en las condiciones arriba escritas, la mole´cula
es, salvo transformaciones triviales como traslaciones o reﬂexiones, como los
siguientes esquemas indican:
                  

  

 
 
  
 

  

 
0
0
1
1
1
p
1
p
2
p
2
p
3
p
3
p
· · ·
· · ·
p−1
p
p−1
p
La propiedad de estas estructuras “gaussianas” de producir un espectro
de difraccio´n con dos intensidades distintas, una en una direccio´n y otra en
el resto, tiene otra serie de aplicaciones. Por ejemplo, en [39] se puede ver su
aplicacio´n a algo en principio muy diferente, como es el disen˜o de techos de
auditorios.
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1.3.3. Me´todos de resolucio´n del problema de la fase
Hemos visto ya que el problema de la fase es, desde un punto de vista
matema´tico, un problema mal propuesto: existen estructuras distintas (o no
equivalentes por transformaciones triviales) que son indistinguibles por di-
fraccio´n de rayos X. Sin embargo, desde los tiempos de los Bragg, se han ido
resolviendo numerosas estructuras cristalinas. ¿Cua´l es la razo´n que explica
tal e´xito? Es fa´cil darse cuenta de por que´ no todas las combinaciones de
fases son igualmente aceptables: un qu´ımico podr´ıa establecer la diferencia
entre unas “buenas” fases, que producen una densidad electro´nica concen-
trada en torno a unos a´tomos, con distancias interato´micas razonables, de
unas “malas” fases, que producen mapas electro´nicos sin sentido qu´ımico.
Pero este criterio de validez qu´ımica es muy dif´ıcil de traducir a condiciones
matema´ticas que permitan evaluar la bondad de las distintas combinaciones
de fases.
Distinguiremos dos formas fundamentales de abordar el problema de la
reconstruccio´n: los me´todos basados en la funcio´n de Patterson y los lla-
mados me´todos directos; aunque en realidad ninguno de ellos garantiza la
reconstruccio´n o´ptima de la estructura, y generalmente se utilizan en combi-
nacio´n con otros procedimientos de reﬁnamiento de tipo estad´ıstico que no
mencionaremos. Los primeros requieren en general el conocimiento de algu´n
tipo de informacio´n extra (como en los ejemplos que considera´bamos en la
seccio´n anterior). Un ejemplo de esto es el llamado me´todo de los a´tomos
pesados: si en la celda unidad hay varios a´tomos mucho ma´s pesados que los
dema´s, podremos localizar (por su intensidad) los picos que corresponden a
las distancias entre ellos y, con ello, podremos determinar sus posiciones. Los
segundos, los me´todos directos, son aquellos que intentan obtener las fases
de los factores de estructura directamente de las amplitudes observadas, a
trave´s de relaciones matema´ticas. Repasemos algunos hechos transcendentes
en el desarrollo de estos me´todos.
En los primeros tiempos, las reconstrucciones de la estructura electro´nica
se basaban en el conocimiento a priori de cierta informacio´n qu´ımica: con
ella, se pod´ıan ajustar los datos experimentales a un cierto modelo qu´ımico.
Un progreso importante se produjo cuando se descubrio´ que ciertas propieda-
des generales de la densidad electro´nica —la positividad de Harker, Kasper,
Karle y Hauptman, ve´ase [20, 22], y la atomicidad de Sayre, [36]— implicaban
relaciones entre las fases y las amplitudes de los coeﬁcientes de Fourier; lo
que permit´ıa concebir esperanzas sobre un posible tratamiento matema´tico
del problema.
El enfoque que ha resultado ma´s fruct´ıfero es el estad´ıstico: sorprenden-
temente, la suposicio´n de que una estructura esta´ constituida por a´tomos da
lugar a indicaciones probabil´ısticas sobre las distintas combinaciones de fases,
¡pese a que no sepamos do´nde esta´n realmente los a´tomos! Una forma de ver
esto es suponer que podemos generar la estructura del cristal situando los
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a´tomos independiente y aleatoriamente en la celda unidad. Los coeﬁcientes
de Fourier correspondientes a tales estructuras son entonces sumas de muchas
variables aleatorias (las contribuciones de cada a´tomo) y el Teorema Central
del L´ımite puede ser invocado para obtener estimaciones de su distribucio´n.
El uso de estas ideas comenzo´ con los trabajos de Wilson [42]; pero fueron
Hauptman y Karle [21] los primeros que examinaron la distribucio´n conjunta
de una serie de coeﬁcientes de Fourier y observaron que tales distribucio-
nes pod´ıan aportar informacio´n sobre las fases si los mo´dulos se supon´ıan
conocidos. Estas aportaciones les valieron la concesio´n del premio Nobel de
Qu´ımica de 1985. Bertaut, [1, 2, 3] y Klug, [23], mostraron posteriormente
que la formulacio´n matema´tica de Hauptman y Karle se basaba en la teor´ıa
de los desarrollos asinto´ticos de Edgeworth o de Gram-Charlier.
Desde entonces los me´todos directos se han desarrollado considerablemen-
te, de forma que se ha conseguido disen˜ar programas de ordenador capaces de
resolver estructuras que contienen hasta 100 a´tomos; pero que tienen grandes
diﬁcultades cuando las mole´culas son mayores. En [5], Bricogne describe las
limitaciones que los me´todos directos tradicionales tienen y propone el uso
de nuevas te´cnicas que permiten superarlas. Pero ignoramos si estas mejoras
se han visto implementadas en la pra´ctica en los programas que se manejan
en los laboratorios cristalogra´ﬁcos.
Empecemos obteniendo algunas desigualdades, como hac´ıan Harker y
Kasper [20]. Como la densidad electro´nica debe ser positiva, podemos es-
timar
|Fhkl|2 = |
∫
V
ρ(x, y, z)e2πi(hx+ky+lz)dxdydz|2 ≤
(∫
V
ρ
)2
= F 2000.
Si la estructura es centrosime´trica, los factores de estructura sera´n reales,
Fhkl =
∫ a/2
−a/2
∫ b/2
−b/2
∫ c/2
−c/2
ρ(x, y, z)e2πi(hx+ky+lz)dxdydz
=
∫ a/2
0
∫ b/2
0
∫ c/2
0
ρ(x, y, z) cos(2π(hx+ ky + lz))dxdydz
y podremos aplicar la desigualdad de Cauchy para obtener otras estimacio-
nes:
F 2hkl ≤
(∫
V
ρ
)(∫
V
ρ cos2(2π(hx+ ky + lz))
)
= F000
(
1
2
F000 +
1
2
F2h2k2l
)
.
En la discusio´n posterior, utilizaremos los llamados factores de estructura
unitarios
Uhkl =
Fhkl
F000
,
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que esta´n en la escala dada por F000, el contenido de la celda unidad. En
te´rminos de estas nuevas cantidades, la desigualdad anterior se escribe
U2hkl ≤
1
2
+
1
2
U2h2k2l.
Pero estamos en el caso centrosime´trico, as´ı que la fase es simplemente un
signo; si las magnitudes de Uhkl y U2h2k2l son suﬁcientemente cercanas a 1, esta
desigualdad puede ﬁjar el signo del segundo factor. Obtengamos otra relacio´n
interesante: consideremos dos factores de estructura Fh y Fh′ y apliquemos
de nuevo la desigualdad de Cauchy a(
Fh + Fh′
)2
=
∫
V
ρ(r)
[
cos(2πhr) + cos(2πh′r)
]
d3r
≤
∫
V
2ρ(r) cos2(π(h + h′)r)
∫
V
2ρ(s) cos2(π(h−h′)s)
=
(
F 2000 + F000Fh+h′
) (
F 2000 + F000Fh−h′
)
.
En te´rminos de los factores unitarios,(
Uh + Uh′
)2 ≤ (1 + Uh+h′) (1 + Uh−h′) .
Ana´logamente, se obtiene(
Uh − Uh′
)2 ≤ (1− Uh+h′) (1− Uh−h′) .
Y combinando ambas,(|Uh|+ |Uh′|)2 ≤
≤
(
1 + s(h)s(h′)s(h + h′)|Uh+h′|
)(
1 + s(h)s(h′)s(h−h′)|Uh−h′|
)
,
donde s(k) denota el signo del factor de estructura Uk. De nuevo, si las
magnitudes de los factores de estructura involucrados son grandes, obtenemos
una relacio´n entre los signos,
s(h)s(h′)s(h±h′) = 1,
lo que permite determinar el signo de uno de ellos, conocidos los otros dos.
Estas relaciones, y otras semejantes que se pueden obtener, tienen una utili-
dad limitada, porque so´lo proporcionan informacio´n cuando los coeﬁcientes
de Fourier son grandes. En los me´todos directos que describiremos a conti-
nuacio´n se obtienen relaciones semejantes, entendie´ndolas siempre como esti-
maciones probabil´ısticas. Al ﬁnal de la seccio´n expondremos unos argumentos
que permiten obtenerlas todas ellas (y otras muchas) desde un principio ma´s
general.
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Pasemos a describir los me´todos probabil´ısticos utilizados en el problema
de la fase. En general, si hay N a´tomos en la celda unidad, se parte de
considerar que los factores de estructura se pueden escribir
Fh =
N∑
j=1
fje
2πih·rj ,
donde rj son las posiciones de los a´tomos y los fj son los factores de scattering
ato´micos, que describen la respuesta de cada a´tomo a la radiacio´n incidente.
Si en el modelo los a´tomos vienen dados por deltas de Dirac, estos factores
sera´n simplemente los pesos ato´micos Zj; pero en general dependera´n de la
direccio´n de la onda incidente (y por tanto de h) e incluso de la temperatura y
de la longitud de onda incidente. Para corregir esa dependencia, como antes,
se deﬁnen los factores de estructura unitarios, Uh, y los factores de estructura
normalizados, Eh,
Uh =
N∑
j=1
fj( N∑
k=1
fk
) e2πih·rj , Eh = N∑
j=1
fj( N∑
k=1
f 2k
)1/2 e2πih·rj .
Y se realiza la aproximacio´n de que estos nuevos coeﬁcientes no var´ıan en
el espacio rec´ıproco (es decir, que no dependen de h) aunque cuando los
a´tomos involucrados no tienen pesos ato´micos semejantes, puede ser una
simpliﬁcacio´n erro´nea.
El punto de partida de los me´todos probabil´ısticos es suponer que las po-
siciones ato´micas rj son variables aleatorias que se distribuyen por la celda
unidad con una probabilidad a priori dada por una funcio´n q (que gene-
ralmente se supone que es la distribucio´n uniforme). En estas condiciones,
si seleccionamos un conjunto de ı´ndices (h1,h2, · · · ,hn), la contribucio´n del
a´tomo i-e´simo (de peso unidad) a los coeﬁcientes de Fourier de ı´ndices ut
supra viene dada por un vector aleatorio en Cn,
Xi(ri) =
⎛⎜⎝ ξ1(ri)...
ξn(ri)
⎞⎟⎠ =
⎛⎜⎝ e
2πi(h1·ri)
...
e2πi(
hn·ri)
⎞⎟⎠ .
Entonces, el vector de factores de estructura se puede escribir, por las hipo´-
tesis del modelo estoca´stico, como una suma de los vectores aleatorios Xi
F =
⎛⎜⎝ Fh1...
Fhn
⎞⎟⎠ = N∑
i=1
Xi.
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El propo´sito de esta descripcio´n es obtener una estimacio´n asinto´tica, cuando
N es grande, para la distribucio´n P(F) del vector F, es decir, para la distribu-
cio´n conjunta de los factores de estructura Fh1 , · · · , Fhn. Para ello se utilizan
herramientas cla´sicas de la teor´ıa de la probabilidad, que resumiremos bre-
vemente. Supongamos que los a´tomos esta´n distribuidos aleatoriamente con
una distribucio´n a priori q(x). Entonces, la distribucio´n inducida P (X) del
vector aleatorio X es la medida singular P deﬁnida por∫
R2n
P (X)G(X)d2nX =
∫
V
q(x)G (ξ1(x), · · · , ξn(x)) d3x
para toda funcio´n G con argumento en Cn. En particular, los momentos y
cumulantes de P pueden ser calculados con esta fo´rmula. Como los vecto-
res Xi esta´n ide´ntica e independientemente distribuidos, su suma dara´ lugar
a la convolucio´n de sus distribuciones,
P = P ∗ · · · ∗ P︸ ︷︷ ︸
N veces
y, por tanto, a la multiplicacio´n de sus funciones caracter´ısticas (C = FP ,
C = FP) y de sus funciones generadoras de momentos (M(u) = C(−iu),
M(u) = C(−iu)),
C = CN .
O, equivalentemente, a la suma de sus funciones generadoras de cumulantes
(K = logM , K = logM),
K = N K.
La densidad de probabilidad conjunta que buscamos sera´ entonces
P(F) = F−1u
[
CN
]
(F) = F−1u
[
MN (iu)
]
(F) = F−1u
[
e(N K(iu))
]
(F).
Es necesario, pues, realizar una inversio´n de Fourier; pero generalmente esto
no se puede hacer en una forma cerrada, y necesitaremos algu´n tipo de apro-
ximacio´n. Lo que se suele hacer es desarrollar, en el espacio de las variables u,
la funcio´n generadora de cumulantes K en torno al origen. Si recentramos P
en torno a su vector de primeros momentos F0 = NUq (dondeUq es el vector
de coeﬁcientes de Fourier de la distribucio´n q(x)), los cumulantes de primer
orden se anulan. Si separamos los te´rminos de segundo orden de los de orden
superior, obtenemos, volviendo a las funciones caracter´ısticas, una gaussiana
modulada por una exponencial de una serie de potencias con te´rminos de
o´rdenes mayores que dos. Si desarrollamos esta exponencial, obtenemos que
podemos expresar C como una serie de te´rminos de la forma
( Gaussiana )× ( monomios en las variables correspondientes ).
Y cada uno de estos te´rminos puede ser sometido a una inversio´n de Fourier,
dando lugar a funciones de Hermite en el caso centrosime´trico (ve´ase [23]) o
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a funciones de Laguerre en el no centrosime´trico [26]. Lo que se obtiene con
esto es un desarrollo de P(F), asinto´tico en potencias de N−1/2 y va´lido en
un entorno de F0, la serie de Edgeworth de P(F). ¿Co´mo son los te´rminos
de la serie? Supongamos que la distribucio´n q(x) es uniforme y calculemos
un momento general
mj1j2···jn =
∫
V
q(x)
n∏
l=1
[
e2πi
hl·x
]jl
d3x.
Es fa´cil ver que estos momentos son nulos a menos que
∑n
l=1 jl
hl = 0. Por
tanto, la funcio´n de distribucio´n conjunta de los Fh1, . . . , Fhn dependera´ so´lo
de aquellas combinaciones de fases
n∑
l=1
jl ϕ(hl)
cuyos coeﬁcientes veriﬁcan la relacio´n anterior, las llamadas invariantes pa-
ra la fase. El siguiente paso es obtener unas distribuciones de probabilidad
condicionales (particularizando los valores de los mo´dulos de los factores de
estructura) y extraer de ellas informacio´n sobre las fases. Con esto, se obtie-
nen numerosas fo´rmulas probabil´ısticas que permiten ir asignando fases a los
factores de estructura. Sen˜alemos en el caso centrosime´trico, las relaciones
de signos obtenidas por Sayre [36]
s(Fh)s(Fh′)s(Fh−h′) ≈ +1,
con probabilidad de que sea cierta [11]
P =
1
2
+
1
2
tanh
(
N−1/2
∣∣EhEh′Eh−h′∣∣) ;
la llamada relacio´n Σ2 de Hauptman y Karle, [21],
s(h) =
∑
h′
s(h′)s(h−h′)
y su ana´logo, [23]
P+(Eh) ≈
1
2
+
1
2
tanh
(
N−1/2
∣∣Eh∣∣∑
h′
Eh′Eh−h′
)
.
Entre las que se obtienen en el caso no centrosime´trico, destaquemos la rela-
cio´n, ve´anse [10], [22]
ϕh + ϕh′ + ϕh−h′ ≈ 0,
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o la llamada fo´rmula de la tangente de Karle y Hauptman, [22], quiza´ una
de las ma´s utilizadas,
tan
(
ϕ(h)
)
=
∑
h′
2N1/2
∣∣∣E(h)E(h′)E(h−h′)∣∣∣ sin[ϕh′ + ϕh−h′]∑
h′
2N1/2
∣∣∣E(h)E(h′)E(h−h′)∣∣∣ cos[ϕh′ + ϕh−h′] .
Pero hagamos una somera cr´ıtica de estos desarrollos. El hecho de que
se trabaje con series asinto´ticas requiere un especial cuidado a la hora de
justiﬁcar los resultados. Por ejemplo, si partimos de una distribucio´n de
probabilidad q(x) uniforme, obtenemos F0 = 0, es decir que el desarrollo
sera´ ﬁable en un entorno del origen. Pero curiosamente las fo´rmulas que se
obtienen requieren que los factores de estructura sean grandes, para poder
obtener estimaciones para las fases. Se llega as´ı a la paradoja de que los
desarrollos son ma´s ﬁables all´ı donde proporcionan menos informacio´n y lo
son muy poco donde proporcionar´ıan mucha informacio´n. ¡Eppur si muove!,
las fo´rmulas que con ellas se obtienen permiten resolver muchas estructuras
cristalinas. Bricogne [5] ha propuesto una mejora para los me´todos directos:
la idea fundamental es tener en cuenta cua´l es la regio´n del espacio de la F
en el que vamos a trabajar (que generalmente estara´ muy alejada del origen).
El conocimiento de algunos factores de estructura se reﬂeja en el espacio real
en que la distribucio´n de probabilidad ya no es uniforme. La idea es escoger
una distribucio´n q(x) compatible con esos datos lo menos sesgada posible;
y esto se traduce en una eleccio´n que maximice un cierto funcional, su en-
trop´ıa. Una formulacio´n equivalente es la que llama aproximacio´n del punto
silla. Recordemos que en la construccio´n de la serie de Edgeworth, la funcio´n
generadora de cumulantes logM era desarrollada en serie en las variables u
en torno al origen u0 = 0, dando lugar a un desarrollo asinto´tico de P(F)
va´lida cerca de su centro, F0 = NUq. La esencia del me´todo es que permite
elegir el punto u0 alrededor del cual logM es desarrollada en funcio´n del
valor de F para el que se busca una buena evaluacio´n de P(F). El criterio
utilizado en esta eleccio´n es que todas las contribuciones importantes a la
integral
P(F) = F−1u
[
eNK(iu)
]
(F)
este´n concentradas en un entorno de ese punto cuando N → ∞. El valor
o´ptimo de u0 resulta ser complejo, y se necesita entonces utilizar algunas
te´cnicas de prolongacio´n anal´ıtica para logM .
En realidad, lo que hemos citado no es ma´s que una pequen˜a parte del
material que al respecto se ha escrito. No es nuestro propo´sito recogerlo
aqu´ı exhaustivamente, pero, para ﬁnalizar este repaso, recordemos que todas
estas expresiones esta´n recogidas en rutinas y programas, como el MULTAN
o el SHELXTL, que son los que se utilizan en los laboratorios.
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Para ﬁnalizar esta seccio´n y este cap´ıtulo, comentemos unos resultados
que permiten obtener las estimaciones vistas anteriormente de una forma sis-
tema´tica y que no hemos visto citados en las referencias que hemos consulta-
do. Dada una sucesio´n de nu´meros complejos {un}, diremos que es definida
positiva si ∑
n,m
um−ncmcn ≥ 0
para toda sucesio´n (ﬁnita) {cj} ∈ C. Podemos relacionar esto con nuestro
problema a trave´s de un teorema debido a Herglotz (hay versiones para si-
tuaciones ma´s generales. Herglotz lo probo´ para G = Z, Bochner para G = R
y Weil para grupos abelianos localmente compactos. En [35] se pueden en-
contrar las referencias adecuadas).
Teorema (Herglotz). Una sucesio´n {un}∞n=−∞ es definida positiva si y
so´lo si existe una medida positiva en el toro tal que μ̂(n) = un .
En nuestras consideraciones partimos de una medida positiva en el toro (la
densidad electro´nica). Sus coeﬁcientes de Fourier
μ̂ : Z −→ C
n −→ μ̂(n)
formara´n una sucesio´n deﬁnida positiva; es decir, cumplira´n que∑
n,m
μ̂(m− n)cmcn ≥ 0, para toda sucesio´n ﬁnita {cj} ∈ C.
Eligiendo distintas sucesiones {cj} se pueden conseguir resultados variados.
Por ejemplo, si deﬁnimos
cj =
{
1, si j = 0,
0, en el resto,
obtenemos que μ̂(0) ≥ 0, que no aporta mucha informacio´n (es simplemente
la positividad de μ). Pero si
cj =
⎧⎨⎩
c0, si j = 0,
cN , si j = N,
0, en el resto,
ocurrira´ que
0 ≤ μ̂(0) [|c0|2 + |cN |2]+ c0cN μ̂(−N) + cNc0μ̂(N).
Eligiendo c0 = cN = 1 y c0 = 1, cN = i y combina´ndolas, deducimos que
μ̂(N) = μ̂(−N) ∀N,
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que es la expresio´n de la llamada ley de Friedel en el contexto cristalogra´ﬁco.
Fije´monos que esto muestra algo que ya sab´ıamos, que la funcio´n de Patterson
es centrosime´trica (lo sea o no la densidad de partida), pues
|μ̂(N)| = |μ̂(−N)| ∀N.
O que en el caso centrosime´trico (con coeﬁcientes de Fourier reales),
μ̂(N) = μ̂(−N) ∀N.
Si tomamos c0 = 1 y cN = −e−i arg(μ̂(N)), se tiene que
|μ̂(N)| ≤ μ̂(0) ∀N,
la primera de las desigualdades que obten´ıamos antes. Para conseguir la
relacio´n entre las fases —que llamaremos ϕh, ϕk y ϕh−k— de los coeﬁcientes
de Fourier μ̂(h), μ̂(h) y μ̂(h− k), podemos deﬁnir
cj =
⎧⎪⎪⎨⎪⎪⎩
1, si j = 0,
|ch|eiαh , si j = h,
|ck|eiαk , si j = k,
0, en el resto,
y deducir que
0 ≤ μ̂(0) [1 + |ch|2 + |ck|2]+ 2|μ̂(h)||ch| cos(ϕh + αh)
+2|μ̂(k)||ck| cos(ϕk + αk) + 2|μ̂(h− k)||ck||ch| cos(ϕh−k + αh − αk).
Si ahora toma´ramos αk = π − ϕk, αk = π − ϕk y |ch| = |ck| = 12 , tendr´ıamos
que
0 ≤ 3
2
+
1
2
|μ̂(h− k)|
μ̂(0)
cos(ϕh−k + ϕk − ϕh)−
( |μ̂(h)|
μ̂(0)
+
|μ̂(k)|
μ̂(0)
)
.
Por tanto, cuando
|μ̂(h)|
μ̂(0)
,
|μ̂(k)|
μ̂(0)
≈ 1,
ϕh−k + ϕk − ϕh ≈ 0,
como escrib´ıamos anteriormente. No profundizaremos en el estudio de las
posibilidades que esta restriccio´n sobre combinaciones lineales de los coeﬁ-
cientes de Fourier ofrece, pues so´lo quer´ıamos mostrar una forma de describir
matema´ticamente la nocio´n de positividad, siempre invocada a la hora de
fundamentar los me´todos directos. Quiza´ un ana´lisis ma´s detallado se podr´ıa
traducir en un algoritmo que permitiera discernir entre las fases aceptables
y las que no lo son.
Cap´ıtulo 2
De series de Fourier
reordenadas
2.1. Introduccio´n
Para cualquier funcio´n f ∈ L1(T), podemos construir su serie de Fourier,
f(x) ∼
∞∑
k=−∞
f̂(k)e2πikx,
donde
f̂(k) =
∫ 1
0
f(x)e−2πikxdx.
Interpretar el sentido de esta expresio´n (y de las ana´logas en otros espacios,
Tn, Rn) ha sido el objetivo fundamental del Ana´lisis Armo´nico. La manera
tradicional de abordar el problema ha consistido en considerar las sumas
parciales
SNf(x) =
∑
|k|≤N
f̂(k)e2πikx
y establecer el sentido en el que se recupera la funcio´n de partida cuando
se evalu´a el l´ımite N → ∞ de estos objetos. Un primer resultado ba´sico es
que se tiene convergencia en norma, es decir, que si f ∈ Lp(T), para p > 1,
entonces
‖SNf − f‖p → 0 cuando N →∞.
La cuestio´n de la convergencia puntual es bastante ma´s delicada, pero desde
Carleson, cf. [8], sabemos que se tiene tambie´n convergencia de las sumas
parciales a la funcio´n en casi todo punto si la funcio´n pertenece a la clase Lp,
con p > 1.
Por supuesto, hay otras formas de interpretar estas series de Fourier, su-
mando los te´rminos en otro orden, reordenando la serie. En este trabajo,
como ya comentamos, estudiaremos una forma particular de reordenacio´n,
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pero que aparece de forma bastante natural en el contexto cristalogra´ﬁco
que hemos tratado de describir en el cap´ıtulo anterior: dado un cristal uni-
dimensional, el espectro de difraccio´n que obtenemos con el experimento de
los rayos X nos proporciona la sucesio´n de coeﬁcientes de Fourier {f̂(k)}. Si
nos olvidamos del problema de la fase y suponemos que efectivamente tene-
mos la informacio´n completa a nuestra disposicio´n, el problema real consiste
en reconstruir la densidad electro´nica (la funcio´n f(x)) a partir de ella. La
forma ma´s razonable de hacerlo ser´ıa prestando atencio´n a los coeﬁcientes
de Fourier de mayor taman˜o, que sera´n los que nos proporcionen ma´s infor-
macio´n. De hecho, experimentalmente tendremos un l´ımite en la resolucio´n
de los aparatos de medida, de forma que no podremos detectar factores de
estructura de magnitud menor que ese umbral. Por supuesto, estos mismos
argumentos se pueden aplicar a otros contextos, como podr´ıa ser la aplicacio´n
de las series de Fourier a los algoritmos de procesado de ima´genes o sen˜ales.
¿Co´mo ser´ıa la descripcio´n matema´tica de este modus operandi? Consistir´ıa
en considerar, para λ > 0, los operadores S˜λ deﬁnidos por
S˜λf(x) =
∑
|f̂(k)|>λ
f̂(k)e2πikx
y estudiar el l´ımite λ→ 0+.
Pese a surgir de forma muy natural en estos contextos, esta forma de su-
mar la serie trigonome´trica no ha sido estudiada en detalle. Sin embargo, en
un campo de reciente creacio´n como es el Ana´lisis con ond´ıculas, quiza´ por
haber estado ma´s ligado a las aplicaciones desde su creacio´n, existen resul-
tados al respecto (ver, por ejemplo, el trabajo de Tao [40]).
En un art´ıculo reciente, T.W. Ko¨rner, [24], contestaba a una cuestio´n
planteada oralmente por L. Carleson y R. Coifman probando la existencia
de una funcio´n en L2(T) que no se puede recuperar puntualmente al sumar
su serie de Fourier reordenando los coeﬁcientes por taman˜os decrecientes. En
concreto, probaba que existe una funcio´n f ∈ L2(T) tal que
l´ım sup
λ→0+
∣∣∣∣ ∑
|f̂(k)|≥λ
f̂(k)e2πik x
∣∣∣∣ =∞ para casi todo x ∈ T.
La prueba de Ko¨rner, no constructiva, se basa en una ingeniosa modiﬁcacio´n
de una construccio´n de Olevskii para el sistema de Haar. Usando un lema pro-
babil´ıstico de R. Salem y A. Zygmund, construye unos bloques de frecuencias
con coeﬁcientes de taman˜os similares pero convenientemente “barajados”.
Utilizando me´todos distintos, construiremos ejemplos expl´ıcitos de funcio-
nes en Lp, p < 4
3
, para las que se produce el mismo feno´meno de divergencia
puntual. Adema´s, probaremos que la convergencia en Lp, para p < 2, tambie´n
falla cuando sumamos la serie de Fourier de esta manera. Los argumentos
utilizados se basan en algunos hechos conocidos de la Teor´ıa de los Nu´meros,
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como son las sumas de Gauss, el teorema de los nu´meros primos o la diseccio´n
de Farey del intervalo [0, 1).
Estos feno´menos de divergencia sugieren que S˜λf quiza´ no sea la suma
que se debe considerar. Podr´ıamos argumentar que una razo´n por la que
esta forma de recuperar la funcio´n falla es porque no se tiene en cuenta
un cierto principio de incertidumbre: no tiene sentido imponer restricciones
sobre el taman˜o de los coeﬁcientes |f̂(k)| sin hacerlo simulta´neamente sobre
la magnitud de las frecuencias |k|. Con esta idea en mente, deﬁnimos las
sumas parciales modificadas
SδNf(x) =
∑
|k| ≤ N
|f̂(k)| ≥ N−δ
f̂(k)e2πikx, δ > 0.
Probaremos que el comportamiento de estos operadores cambia radicalmente
cuando pasamos el exponente cr´ıtico δ = 1
2
. Con ma´s generalidad, dada una
funcio´n decreciente φ, podr´ıamos considerar las sumas parciales
SφNf(x) =
∑
|k| ≤ N
|f̂(k)| ≥ φ(N)
f̂(k)e2πikx
y comprobar que el comportamiento de SφN depende de la condicio´n
N · φ2(N) = o(1),
que tiene todo el sabor de un principio de incertidumbre. Estos resultados
esta´n recogidos en [16].
2.2. Sobre la divergencia puntual de los ope-
radores S˜λ
Nuestra intencio´n es construir expl´ıcitamente una funcio´n de Lp para la
que ocurra el feno´meno de divergencia descrito en el trabajo de Ko¨rner. En
concreto, probaremos:
Teorema 2 Existe una funcio´n f ∈ Lp(T), para cada p < 4
3
, construida
expl´ıcitamente, tal que
l´ım sup
λ→0+
∣∣∣∣ ∑
|f̂(k)|≥λ
f̂(k)e2πik x
∣∣∣∣ =∞ para casi todo x ∈ T.
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2.2.1. Las sumas de Gauss
Empecemos recordando algunos hechos relacionados con una de las esca-
sas sumas trigonome´tricas que sabemos evaluar expl´ıcitamente, las sumas de
Gauss: dado un primo impar p, consideramos
G(n; p) =
p−1∑
m=1
(
m
p
)
e2πim
n
p , para todo entero n primo con p,
donde
(
m
p
)
denota el s´ımbolo de Legendre, que toma los valores
(
m
p
)
=
⎧⎨⎩
0, si m ≡ 0 (mo´d p),
1, si mRp,
−1, si mNp.
Seguimos la notacio´n habitual mRp si m es residuo cuadra´tico mo´dulo p (es
decir, si la congruencia x2 ≡ m (mo´d p) tiene solucio´n), y mNp, en caso
contrario. Es fa´cil comprobar (ve´ase [14, 17] para los detalles) que podemos
reescribir estas sumas como
G(n; p) =
p−1∑
k=0
e2πik
2 n
p
y que
G(n; p) =
(
n
p
)
G(1; p) =
(
n
p
) p−1∑
k=0
e2πi
k2
p .
El valor exacto de G(1; p) fue determinado por Gauss; numerosas pruebas
han sido dadas posteriormente, pero la creada por Dirichlet, que utiliza la
fo´rmula de sumacio´n de Poisson, permite evaluar sumas algo ma´s generales.
Para cualquier entero positivo N ,
N−1∑
k=0
e2πi
k2
N =
⎧⎪⎪⎨⎪⎩
(1 + i)N1/2 si N ≡ 0 (mo´d 4),
N1/2 si N ≡ 1 (mo´d 4),
0 si N ≡ 2 (mo´d 4),
i N1/2 si N ≡ 3 (mo´d 4).
Se pueden evaluar sumas todav´ıa ma´s generales, como son
Q−1∑
n=0
e2πin
2 P
Q ,
donde Q es un entero positivo cualquiera y (P,Q) = 1, utilizando la descom-
posicio´n de Q en factores primos y una cierta propiedad multiplicativa de
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estas sumas. Pero si so´lo queremos estimar su mo´dulo, podemos utilizar el
siguiente argumento: supongamos que Q es impar y escribamos∣∣∣∣∣
Q−1∑
n=0
e2πin
2 P
Q
∣∣∣∣∣
2
=
Q−1∑
n=0
Q−1∑
m=0
e2πi(n
2−m2)P
Q =
Q−1∑
n=0
Q−1∑
m=0
e2πi(n+m)(n−m)
P
Q .
El cambio {
n + m = h
n−m = l (mo´d Q)
es uno a uno si Q es impar, y podremos escribir∣∣∣∣∣
Q−1∑
n=0
e2πin
2 P
Q
∣∣∣∣∣
2
=
Q−1∑
h=0
Q−1∑
l=0
e2πihl
P
Q = Q,
donde hemos utilizado que cada una de las sumas interiores se corresponde
con una suma de las ra´ıces Q-e´simas de la unidad y que, por tanto, valen
Q si Q | h y 0 si Q  | h. En conclusio´n, el mo´dulo de estas sumas (si Q es,
por ejemplo, impar) vale siempre Q1/2. (De hecho, estimaciones semejantes
se pueden establecer para el mo´dulo de sumas de Gauss incompletas, pero
nosotros no las necesitaremos).
2.2.2. Construccio´n del contraejemplo
Consideremos las frecuencias contenidas en bloques dia´dicos
N2 ≤ n < 4N2,
donde N sera´ de la forma 2k. Para cierto ε > 0, construimos:
F 1N (x) =
1
N1/2−ε
4N2−1∑
n=N2
cos(2πnx),
FN (x) =
1
N1/2−ε
4N2−1∑
n=N2
an cos(2πnx), con an =
{
1 + 1
n
si n = k2,
1− 1
N2
si n = k2.
Recordemos algunos hechos bien conocidos acerca del nu´cleo de Dirichlet
DN(x) = 1 + 2
N∑
n=1
cos(2π nx) =
N∑
n=−N
e2πi nx =
sin [π(2N + 1)x]
sin(πx)
.
Su norma p se puede estimar
‖DN‖pp ∼
1
N
∑
k
Np
kp
=
{
log (N) si p = 1,
Cp N
p−1 si p > 1.
Cap´ıtulo 2. De series de Fourier reordenadas 42
Con esto, podemos evaluar la norma Lp de las funciones FN :
‖FN‖p ≤
∥∥FN − F 1N∥∥p + ∥∥FN1 ∥∥p ≤ C (N 32− 2p+ε + N−1/2+ε) ,
porque
∥∥FN − F 1N∥∥p = 1N1/2−ε
(∫ 1
0
dx
∣∣∣∣∣
4N2−1∑
n=N2
(1− an) cos(2π nx)
∣∣∣∣∣
p)1/p
≤ 1
N1/2−ε
(∫ 1
0
dx
{
4N2−1∑
n=N2
1
N2
}p)1/p
≤ C
N1/2−ε
,
∥∥F 1N∥∥p = CN1/2−ε ‖D4N2−1 −DN2−1‖p ≤ CN3/2−2/p+ε.
Si ahora construimos la funcio´n
F (x) = 1 + 2
∞∑
k=0
F2k(x),
podemos concluir que
‖F‖p ≤ 1 + 2
∞∑
k=0
‖F2k‖p ≤ C
∞∑
k=0
2k(
3
2
− 2
p
+ε),
es decir que, dado p < 4
3
, podemos encontrar un ε suﬁcientemente pequen˜o
de forma que la funcio´n F (x) pertenece a la clase Lp.
2.2.3. Prueba del Teorema 2
Supongamos construida nuestra funcio´n F (x)
F (x) = 1+2
∞∑
k=0
1
2k(1/2−ε)
22k+2−1∑
n=22k
an cos(2πnx), con an =
{
1 + 1
n
si n = l2,
1− 1
22k
si n = l2,
y que hemos ﬁjado un ε suﬁcientemente pequen˜o de forma que F ∈ Lp(ε),
con p(ε) cercano a 4
3
. Fije´monos en co´mo es su espectro:
22k 22k+2 22k+4
2−k(
1
2
−ε)
2−(k+1)(
1
2
−ε)
..........................
.........................................................
. . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
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De´monos una sucesio´n de enteros {n} ↗ ∞ y deﬁnamos
bn =
1
2n(
1
2
−ε)
(
1 +
1
j
)
,
donde j = j(n) es un cierto entero 22n ≤ j < 22n+2 que deﬁniremos ma´s
adelante. Si hacemos actuar S˜bn sobre la funcio´n F (x), el operador guar-
dara´ todas las frecuencias hasta 22n, y del siguiente bloque dia´dico so´lo
“leera´” algunas frecuencias (aquellos cuadrados menores que 22n + j). En
concreto,
S˜bnF (x) =
∑
|F̂ (ν)|>bn
F̂ (ν)e2πiνx
=
∑
|ν|≤22n
F̂ (ν)e2πiνx +
1
2n(1/2−ε)
∑
22n≤m2<22n+j
am2e
2πim2x
=
∑
|ν|≤22n
F̂ (ν)e2πiνx +
1
2n(1/2−ε)
2n+σ(j)∑
s=2n
as2e
2πis2x,
donde σ(j) es aproximadamente
√
j. Teniendo en cuenta la deﬁnicio´n de los al
y el resultado de Carleson de convergencia de las sumas parciales, tendremos
que, para casi todo x,
|S˜bnF (x)| ≥
1
2n(1/2−ε)
∣∣∣∣∣∣
2n+σ(j)∑
s=2n
e2πis
2x
∣∣∣∣∣∣− o(1) cuando n→∞.
Elijamos la sucesio´n {bn} en funcio´n del punto. Fijamos un x irracional y
consideramos la sucesio´n de sus convergentes { Pm
Qm
}. Es bien sabido que∣∣∣∣x− PmQm
∣∣∣∣ < 1Qm2
Adema´s, cumplen que
PmQm−1 −QmPm−1 = (−1)m+1 para m = 1, 2, · · · ,
as´ı que no puede haber dos numeradores Qm pares consecutivos. Tomemos
entonces una sucesio´n de denominadores {Qm} de la sucesio´n de convergentes
de x que sean impares y que determinen bloques dia´dicos
2nm−1 ≤ Qm < 2nm
Con esta sucesio´n de ı´ndices {n = nm}, construimos la sucesio´n citada ante-
riormente
bn =
1
2n(
1
2
−ε)
(
1 +
1
j
)
,
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donde elegimos j = j(n, x) de forma que∣∣∣∣∣∣
2n+σ(j)∑
s=2n
e2πis
2x
∣∣∣∣∣∣ = sup1≤k<2n
∣∣∣∣∣
2n+k∑
s=2n
e2πis
2x
∣∣∣∣∣ .
Obviamente, nuestro objetivo es comparar esto con las sumas gaussianas, y
para ello necesitaremos los siguientes resultados:
Hecho 1 Si |x− x0| ≤ 1M2 , entonces
sup
1≤k<M
∣∣∣∣∣
M+k∑
j=M
e2πij
2x
∣∣∣∣∣ ≥ C sup1≤k<M
∣∣∣∣∣
M+k∑
j=M
e2πij
2x0
∣∣∣∣∣ .
Prueba. Llamemos
A(x) ≡ sup
1≤k<M
∣∣∣∣∣
M+k∑
j=M
e2πij
2x
∣∣∣∣∣ .
Utilizaremos la fo´rmula de sumacio´n por partes
M+k∑
j=M
ajbj =
M+k−1∑
j=M
Sj(aj − aj+1) + aM+kSM+k con Sl =
l∑
j=M
bj .
y la notacio´n
ej(a) = e
2πij2a.
Con esto,
A(x) = sup
1≤k<M
∣∣∣∣∣
M+k∑
j=M
ej(x− x0)ej(x0)
∣∣∣∣∣
= sup
1≤k<M
∣∣∣∣∣
M+k−1∑
j=M
(
j∑
ν=M
eν(x0)
)(
ej(x− x0)− ej+1(x− x0)
)
+eM+k(x− x0)
M+k∑
j=M
ej(x0)
∣∣∣∣∣
≤ sup
1≤k<M
{
M+k−1∑
j=M
∣∣∣∣∣
j∑
ν=M
eν(x0)
∣∣∣∣∣
∣∣∣∣1− e2πi[(2j+1)(x−x0)]∣∣∣∣+
∣∣∣∣∣
M+k∑
j=M
ej(x0)
∣∣∣∣∣
}
≤ A(x0) sup
1≤k<M
{
1 +
M+k−1∑
j=M
∣∣∣∣1− e2πi[(2j+1)(x−x0)]∣∣∣∣
}
≤ A(x0)
{
1 +
2π
M2
2M−2∑
j=M
(2j + 1)
}
≤ CA(x0). 
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Hecho 2 Si (P,Q) = 1, con M
2
≤ Q < M y Q es impar, entonces
sup
1≤k<M
∣∣∣∣∣
M+k∑
j=M
e2πij
2 P
Q
∣∣∣∣∣ ≥√Q.
Prueba. Recordando los resultados sobre sumas de Gauss expuestos en el
apartado 2.2.1,
sup
1≤k<M
∣∣∣∣∣
M+k∑
j=M
e2πij
2 P
Q
∣∣∣∣∣ ≥
∣∣∣∣∣
M+Q−1∑
j=M
e2πij
2 P
Q
∣∣∣∣∣ =
∣∣∣∣∣
Q−1∑
j=0
e2πij
2 P
Q
∣∣∣∣∣ =√Q.

Con esto, podemos terminar la demostracio´n del Teorema 2. Como las
convergentes de x se aproximan al punto de la forma deseada,∣∣∣∣x− PmQm
∣∣∣∣ ≤ 1Qm2 ,
podemos concluir que∣∣∣∣∣∣
∑
|F̂ (ν)|≥bn
F̂ (ν)e2πiνx
∣∣∣∣∣∣ ≥ 12n(1/2−ε)
∣∣∣∣∣∣
2n+σ(j)∑
s=2n
e2πis
2x
∣∣∣∣∣∣+ O(1)
≥ C
2n/2−nε
√
Qm + O(1) ≥ C 2nε + O(1),
y que, por tanto,
sup
λ→0+
∣∣∣∣∣∣
∑
|F̂ (ν)|≥λ
F̂ (ν)e2πiνx
∣∣∣∣∣∣ =∞ para casi todo x ∈ [0, 1).
2.3. Sobre la divergencia en norma de los ope-
radores S˜λ
El objetivo de esta seccio´n es probar que la convergencia en Lp para p < 2
tambie´n puede fallar para las sumas parciales S˜λ. En concreto, probaremos
el siguiente teorema:
Teorema 3 a) Si definimos un operador maximal
S˜∗f(x) = sup
λ>0
∣∣∣S˜λf(x)∣∣∣ ,
entonces, para todo 1 ≤ p < 2, existe una funcio´n f ∈ Lp(T) (expl´ıcitamente
construida) para la que
‖S˜∗f‖p =∞.
Cap´ıtulo 2. De series de Fourier reordenadas 46
b) Para cada p < 2, existe una funcio´n f ∈ Lp(T) tal que
l´ım sup
λ→0+
‖S˜λf‖p =∞.
En este caso, lo que nos servira´ para construir el ejemplo son unas es-
timaciones sobre el taman˜o de ciertas sumas trigonome´tricas sobre primos.
Tomemos N suﬁcientementemente grande y consideremos el siguiente objeto:
P ∗N(x) = ma´x
1≤j≤N
∣∣P jN(x)∣∣ = ma´x
1≤j≤N
∣∣∣∣∣ ∑
p primo
N < p ≤ N + j
e2πip x
∣∣∣∣∣.
Entonces, se tiene el siguiente:
Lema 2
‖P ∗N‖r ≥ C N3/4−1/2r log−1−1/r(N), para todo 1 < r < 2.
Prueba. Consideremos primero los primos q,
√
N ≤ q < √2N . Para cada
a, (a, q) = 1, podemos construir los intervalos de Farey
Ia/q =
(
a
q
− 1
8 q2
,
a
q
+
1
8 q2
)
.
Es fa´cil comprobar que estos intervalos son disjuntos dos a dos si tomamos
dos pares distintos (a, q) y (a′, q′) y evaluamos la distancia entre los centros
de los intervalos corespondientes:∣∣∣∣aq − a′q′
∣∣∣∣ = ∣∣∣∣a q′ − a′ qq q′
∣∣∣∣ ≥ 1qq′ > 12N = 18
(
2N + 2N
N2
)
≥ 1
8
(
q2 + q′2
q2 q′2
)
=
1
8 q2
+
1
8 q′2
,
donde hemos utilizado que aq′ − a′q = 0. Si formamos el conjunto
EN =
⋃
q primo√
N ≤ q < √2N
q−1⋃
a=1
Ia/q,
y tenemos en cuenta que los intervalos Ia/q son disjuntos, obtenemos
‖P ∗N‖rr =
∫ 1
0
(P ∗N (x))
r dx ≥
∫
EN
(P ∗N(x))
r dx
=
∑
q primo√
N ≤ q < √2N
q−1∑
a=1
∫
Ia/q
(P ∗N(x))
r dx.
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Para seguir adelante, querr´ıamos que el integrando P ∗N(x) fuera comparable
con el valor en el centro del intervalo. Pero esto es cierto, como prueba el
siguiente
Hecho 3 Si |x− y| ≤ 1
8q2
, con q ≥ √N , entonces P ∗N(x) ≥ CP ∗N (y).
Prueba. La prueba es una simple aplicacio´n de la fo´rmula de Abel de suma-
cio´n por partes.
P ∗N(y) = ma´x
1≤j≤N
|P jN(y)| = ma´x
1≤j≤N
∣∣∣∣ ∑
p primo
N ≤ p ≤ N + j
e2πip y
∣∣∣∣
= ma´x
1≤j≤N
∣∣∣∣∣∣
ν(j)∑
k=1
e2πipk y
∣∣∣∣∣∣ = ma´x1≤j≤N
∣∣∣∣∣∣
ν(j)∑
k=1
e2πipk (y−x)e2πipk x
∣∣∣∣∣∣
= ma´x
1≤j≤N
∣∣∣∣∣∣
ν(j)−1∑
k=1
(
e2πipk (y−x) − e2πipk+1 (y−x))( k∑
ν=1
e2πipν x
)
+e2πipν(j) (y−x)
ν(j)∑
ν=1
e2πipν x
∣∣∣∣∣∣
≤ ma´x
1≤j≤N
{
ν(j)−1∑
k=1
∣∣e2πipk (y−x) − e2πipk+1 (y−x)∣∣ ∣∣∣∣∣
k∑
ν=1
e2πipν x
∣∣∣∣∣︸ ︷︷ ︸
≤P ∗N (x)
+
∣∣∣∣∣∣
ν(j)∑
ν=1
e2πipν x
∣∣∣∣∣∣︸ ︷︷ ︸
≤P ∗N (x)
}
≤ P ∗N(x)
⎧⎨⎩1 + ma´x1≤j≤N
ν(j)−1∑
k=1
∣∣1− e2πi(x−y)(pk+1−pk)∣∣
⎫⎬⎭
= P ∗N(x)
⎧⎨⎩1 +
ν(N)−1∑
k=1
∣∣1− e2πi(x−y)(pk+1−pk)∣∣
⎫⎬⎭
≤ P ∗N(x)
{
1 + 2π|y − x|
ν(N)−1∑
k=1
(pk+1 − pk)︸ ︷︷ ︸
pν(N)−p1≤N
} |y−x|≤ 1
8q2
≤ 1
8N
≤
≤ P ∗N(x)
{
1 + 2π
1
8N
N
}
= P ∗N(x)
{
1 +
2π
8
}

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As´ı que podemos escribir (C es una constante diferente cada vez),
‖P ∗N‖rr ≥ C
∑
q primo√
N ≤ q < √2N
q−1∑
a=1
∫
Ia/q
(P ∗N(a/q))
r dx
≥ C
∑
q primo√
N ≤ q < √2N
1
q2
q−1∑
a=1
∣∣∣∣∣ ∑
p primo
N < p < 2N
e2πip a/q
∣∣∣∣∣
r
= C
∑
q primo√
N ≤ q < √2N
1
q2
q−1∑
a=1
∣∣∣∣∣
q−1∑
r=1
∑
p primo
N < p < 2N
p ≡ r(q)
e2πip a/q
∣∣∣∣∣
r
= C
∑
q primo√
N ≤ q < √2N
1
q2
q−1∑
a=1
∣∣∣∣∣
q−1∑
r=1
e2πir a/q [π(2N, q, r)− π(N, q, r)]
∣∣∣∣∣
r
,
donde π(x, a, b), con (a, b) = 1, cuenta el nu´mero de primos menores o iguales
que x en la progresio´n aritme´tica b, b + a, b + 2a, b+ 3a, . . . Para simpliﬁcar
notacio´n, llamaremos bN,q,r a la diferencia de funciones π en la expresio´n, de
forma que bN,q,r ≥ 0. Entonces, si aplicamos la desigualdad(∑
|aj|r
)1/r
≥
(∑
|aj|2
)1/2
, va´lida si r ≤ 2,
podemos escribir
‖P ∗N‖rr ≥ C
∑
q primo√
N ≤ q < √2N
1
q2
{
q−1∑
a=1
∣∣∣∣∣
q−1∑
r=1
e2πir a/qbN,r,q
∣∣∣∣∣
2}r/2
= C
∑
q primo√
N ≤ q < √2N
1
q2
{
(q − 1)
q−1∑
r=1
b2N,r,q +
∑
r =s
bN,q,r bN,q,s
q−1∑
a=1
e2πi a (r−s)/q
}r/2
= C
∑
q primo√
N ≤ q < √2N
1
q2
{
(q − 1)
q−1∑
r=1
b2N,q,r −
∑
r =s
bN,q,r bN,q,s
}r/2
.
Es fa´cil comprobar que se tiene la desigualdad
N
N∑
j=1
a2j −
∑
j =k
aj ak ≥
N∑
j=1
a2j .
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Utiliza´ndola, obtenemos que
‖P ∗N‖rr ≥C
∑
q primo√
N ≤ q < √2N
1
q2
{
q−1∑
r=1
b2N,q,r
}r/2
≥ C
N
∑
q primo√
N ≤ q < √2N
{
q−1∑
r=1
b2N,q,r
}r/2
.
El siguiente paso consistir´ıa en intentar estimar el taman˜o de la suma inte-
rior
∑q−1
r=1 b
2
N,q,r. En general resulta bastante dif´ıcil obtener cotas inferiores
para la magnitud de los bN,q,r, incluso asumiendo la Hipo´tesis de Riemann
generalizada, especialmente si queremos que las estimaciones sean uniformes
en q y r (en el rango considerado). Afortunadamente, estamos trabajando
con la suma de los cuadrados, y eso facilita las cosas. Por la desigualdad de
Cauchy y el teorema de Chebyshev, tenemos que
(q − 1)
q−1∑
r=1
b2N,q,r ≥
(
q−1∑
r=1
bN,q,r
)2
> C
N2
log2(N)
.
As´ı que
‖P ∗N‖rr ≥
C
N
∑
q primo√
N ≤ q < √2N
(
N2
(q − 1) log2(N)
)r/2
≥ C
N
N r
N r/4 logr(N)
#{primos q /
√
N ≤ q <
√
2N}
≥ C N 3r4 − 12 log−r−1(N) 
2.3.1. Construccio´n ba´sica
Nuestro objetivo es construir una funcio´n que este´ en Lp, para todo p < 2,
cuyos coeﬁcientes de Fourier sean distintos dependiendo de si la frecuencia
es prima o no, de forma que al aplicar el operador S˜λ nos quedemos con
una de esas sumas trigonome´tricas para las que hemos obtenido estimaciones
anteriormente. Empecemos ﬁjando un α > 0 (que determinaremos luego) y
construyendo
f1(x) = 1 + 2
∞∑
k=0
1
2kα
2k+1∑
n=2k
cos(2π nx)︸ ︷︷ ︸
f1
2k
(x)
f(x) = 1 + 2
∞∑
k=0
1
2kα
2k+1∑
n=2k
an cos(2π nx)︸ ︷︷ ︸
f
2k
(x)
donde an =
{
1 + 1
n
si n primo,
1− 1
2k
si no.
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Con los mismos argumentos sobre la norma p del nu´cleo de Dirichlet
utilizados en la seccio´n anterior, podemos evaluar
‖f2k‖p ≤
∥∥f2k − f 12k∥∥p + ∥∥f 12k∥∥p ≤ C ( 2k (1− 1p−α) + 2−kα) .
Por tanto,
‖f‖p ≤ 1 + 2
∞∑
k=0
‖f2k‖p ≤ C1 + C2
∞∑
k=0
2k(1−
1
p
−α).
En conclusio´n, la funcio´n f que construimos esta´ en la clase Lp(T) siempre
que α > 1− 1
p
.
2.3.2. Prueba del Teorema 3
Nuestras sumas parciales eran
S˜λf(x) =
∑
|f̂(k)|>λ
f̂(k)e2πikx,
y la funcio´n f construida en el apartado anterior era
f(x) = 1 + 2
∞∑
k=0
1
2kα
2k+1∑
n=2k
an cos(2πnx),
donde an =
{
1 + 1
n
si n es primo,
1− 1
2k
si no.
Ya vimos que esta funcio´n pertenec´ıa a la clase Lp si α > 1−1/p. Su espectro
tiene el siguiente aspecto:
2k 2k+1 2k+2
2−kα
2−(k+1)α
..........................
.........................................................
. . . . . . . . . .
. . . . . . . . . . . . . . . . . . .
Tomemos una sucesio´n {bk} adaptada a nuestra construccio´n: para cada k =
0, 1, 2, . . . y para cierto primo j, 2k ≤ j ≤ 2k+1 (veremos luego co´mo hay que
elegirlo), deﬁnimos
bk =
1
2kα
(
1 +
1
j
)
↘ 0 cuando k →∞.
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El operador S˜bk mantiene todas las frecuencias hasta 2
k; del siguiente bloque
dia´dico, retiene so´lo algunas frecuencias primas (aquellas menores que 2k+j):
|S˜bkf(x)| ≥
1
2kα
∣∣∣∣∣ ∑
ν primo
2k ≤ ν ≤ 2k + j
e2πi ν x
∣∣∣∣∣−
∣∣∣∣∣ ∑
|ν|≤2k
f̂(ν)e2πi ν x
︸ ︷︷ ︸
I
+
∑
ν primo
2k ≤ ν ≤ 2k + j
e2πi ν x
ν︸ ︷︷ ︸
II
∣∣∣∣∣.
Para cada x ∈ T, podemos escoger j = j(x) de manera que el primer te´rmino
valga 2−kαP ∗
2k
(x) (ve´ase el lema 2 para la deﬁnicio´n de P ∗N).
Por otro lado, los te´rminos I y II esta´n acotados cuando k → ∞, de
forma que, para todo x ∈ T, se tiene que
sup
λ>0
∣∣∣∣S˜λf(x)∣∣∣∣ ≥ 12kαP ∗2k(x)− O(1).
Y que, por tanto
‖S˜∗f‖p ≥ 1
2kα
‖P ∗2k‖p −O(1).
Si recordamos el lema 2, con N = 2k, obtenemos que
‖S˜∗f‖p ≥ Cp 2k(3/4−1/2p−α) k−1−1/p − O(1).
As´ı que la norma p de estos objetos diverge cuando
α <
3
4
− 1
2p
.
Reunie´ndolo todo, para cada 1 ≤ p < 2, podemos encontrar un α tal que
1− 1
p
< α <
3
4
− 1
2p
,
de forma que que la funcio´n f construida anteriormente satisface
‖f‖p <∞ y
∥∥S˜∗f∥∥
p
=∞.
Esto completa la demostracio´n de la parte a) del Teorema 3.
Para probar la parte b), necesitamos un argumento extra. Empecemos
recordando la bien conocida estimacio´n de Khintchin ([43])[∫ 1
0
∫ 1
0
∣∣∣∣ 2n+1−1∑
k=2n
rk(t)e
2πikx
∣∣∣∣pdx dt
]1/p
∼ 2n2 ,
donde {rk(t)} es el sistema ortonormal de funciones de Rademacher. Con
ella, podemos demostrar la existencia, para cada p < 2, de un polinomio
Pn(x) =
2n+1−1∑
k=2n
ak e
2πikx, donde ak ∈ {0, 1},
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con
‖Pn‖p ≥ Cp 2n2 ,
para cierta constante Cp > 0. Ahora, para una cierta constante α > 0 que
determinaremos luego, deﬁnimos el polinomio
Qn(x) =
2n+1−1∑
k=2n
bk e
2πikx,
donde
bk =
{
2−nα si ak = 1,
2−nα − 2−n si ak = 0.
Es fa´cil evaluar su norma p:
‖Qn‖p ≤ Cp 2n(1−
1
p
−α) + C ′p 2
−n
2 ,
as´ı que la funcio´n
f(x) =
∞∑
n=1
Qn(x)
satisface que
‖f‖p <∞ si α > 1− 1
p
.
Pero, por otro lado,∑
|f̂(k)|≥2−nα
f̂(k)e2πi k x =
∑
|k|≤2n
f̂(k)e2πi k x + 2−nαPn(x),
y por tanto ∥∥∥∥ ∑
|f̂(k)|≥2−nα
f̂(k)e2πi k x
∥∥∥∥
p
≥ 2−nα ‖Pn‖p − O(1)
≥ Cp2n(1/2−α) − O(1).
Consecuentemente, para cada p < 2 podemos encontrar un α, 1−1/p < α <
1/2, de forma que
‖f‖p <∞ y l´ım sup
λ→0+
‖S˜λf‖p =∞,
lo que termina la prueba del apartado b) del Teorema 3.
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2.4. Las sumas parciales modificadas
Consideremos, para cada δ > 0, las sumas parciales modiﬁcadas
SδNf(x) =
∑
|k| ≤ N
|f̂(k)| ≥ N−δ
f̂(k)e2πikx.
Teorema 4 a) Si δ < 1
2
, entonces, para todo p < 2, existe una funcio´n
f ∈ Lp(T) tal que
‖ l´ım sup
N→∞
SδNf‖p =∞.
b) Si δ ≥ 1
2
, entonces
sup
N
‖SδNf‖p <∞ para toda f ∈ Lp(T) , 1 < p ≤ 2.
c) Si δ > 1
2
, se tiene que
l´ım
N→∞
‖SδNf − f‖p = 0 para toda f ∈ Lp(T) , 1 < p ≤ 2.
d) Por u´ltimo, si δ = 1
2
, entonces para todo p < 2 existe una f ∈ Lp(T) para
la que
l´ım sup
N→∞
‖SδNf − f‖p > 0.
Caso δ ≥ 1
2
Comparemos estos operadores con las sumas parciales. Para 1 < p ≤ 2,
‖SδNf − f‖p ≤ ‖SδNf − SNf‖p + ‖SNf − f‖p ≤ ‖SδNf − SNf‖2 + o(1)
y adema´s,
‖SδNf − SNf‖2 =
∥∥∥∥ ∑
|k| ≤ N
|f̂(k)| < N−δ
f̂(k)e2πi k x
∥∥∥∥
2
≤ CN1/2−δ.
Lo que prueba c) y, tras la desigualdad triangular, tambie´n b).
Caso δ < 1
2
Una funcio´n semejante a la obtenida en el apartado 2.3.1 nos servira´ para
analizar este caso. Empecemos con
fk(x) =
1
2k/2
2k+1∑
n=2k
ane
2πinx, con an =
{
1 + 1
n
si n es primo,
1− 1
2k
si no,
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que cumple que
f(x) =
∑
k
fk(x) esta´ en la clase L
p para todo p < 2.
Lo que queremos es estimar
SδNf(x) =
∑
|ν| ≤ N
|f̂(ν)| ≥ N−δ
f̂(ν)e2πiνx.
Si lo hacemos sobre una sucesio´n {Nn} deﬁnida por
N−δn = 2
−n/2
(
1 +
1
j
)
,
para cierto j, 2n ≤ j < 2n+1, es fa´cil ver que∑
|k| ≤ Nn
|f̂(ν)| ≥ N−δn
f̂(ν)e2πiνx.
se reduce a ∑
|f̂(ν)|≥N−δn
f̂(ν)e2πiνx
es decir, que podemos olvidar el corte en frecuencias. Y ya vimos en el apar-
tado 2.3.2 que la norma del supremo de estas sumas diverg´ıa cuando n→∞
con las adecuadas elecciones de j.
Caso δ = 1
2
Podemos usar los mismos argumentos con las funciones de Rademacher
utilizados en la prueba del apartado b) del Teorema 3, mutatis mutandis,
para construir, para cada p < 2, un polinomio Pn, con coeﬁcientes 0 o 1, de
forma que ‖Pn‖p ≥ Cp 2n2 para cierta constante Cp > 0; y un polinomio Qn
(poniendo α = 1/2 en la deﬁnicio´n de los coeﬁcientes que se daba entonces)
de manera que
‖Qn‖p ≤ C ′p 2n(
1
2
− 1
p).
Con esto, la funcio´n
f(x) =
∞∑
n=1
Qn(x) satisface ‖f‖p ≤ C ′p
∞∑
n=1
2−n(
1
p
− 1
2) <∞.
Por otro lado,∑
|k| ≤ 2n
|f̂(k)| ≥ 2−
n
2
f̂(k)e2πi k x =
∑
|k|≤2n−1
f̂(k)e2πi k x + 2−
n
2 Pn(x),
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y, por tanto,∥∥∥∥∥ ∑
|k| ≤ 2n
|f̂(k)| ≥ 2−
n
2
f̂(k)e2πi k x − f
∥∥∥∥∥
p
≥ 2−n2 ‖Pn‖p −
∥∥∥∥∥
∞∑
k=n
Qk
∥∥∥∥∥
p
≥ Cp − o(1) cuando n→∞.
Y esto completa la prueba del apartado d) del Teorema 4.
Nota final. Tras la redaccio´n de estos resultados, hemos encontrado una
referencia [41] en la que se prueba un resultado sobre la norma L1 de sumas
trigonome´tricas sobre primos que mejora la estimacio´n obtenida en el lema 2.
En concreto, se tiene
Teorema (R.C. Vaughan) Si definimos
S(x) =
∑
n≤N
Λ(n)e2πinx,
donde Λ es la funcio´n de von Mangoldt, se tiene que existe una constante
positiva C tal que para todo N ≥ 2,∫ 1
0
|S(x)|dx ≥ C N1/2.
Esta cota inferior de la norma uno se traduce en estimaciones similares (pa-
gando con un factor de tipo logar´ıtmico, quiza´) para la norma uno de las
sumas ∑
p≤N
e2πipx.
Aunque esta estimacio´n no mejorar´ıa los resultados obtenidos, s´ı permitir´ıa
construir una funcio´n con coeﬁcientes de taman˜o N−1/2 logβ(N) en lugar del
N−1/2+ε que considera´bamos, que estuviera en todo Lp, con p < 2 y para la
que el feno´meno de divergencia en norma descrito se produjera.
Adema´s, proporciona una prueba de que el multiplicador de los primos
es un operador que so´lo esta´ acotado de L2 en L2, como por otra parte era
necesario para que pudieran existir los contraejemplos descritos (del mismo
modo que la no acotacio´n de Lp en Lp, p < 4/3, del multiplicador sobre los
cuadrados permit´ıa encontrar los contraejemplos de la primera seccio´n).
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