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PREFACE
The launching of the first artificial satellite of the Earth in 1957
helped to promote widespread interest in the general perturbations methods
6f celestial mechanics and in their application to the problem of predict-
ing the motion of artificial Earth satellites. The artificial satellite
theories developed in the last decade have not only yielded important in-
sights into satellite motion but also have proved to be extremely useful in
satellite geodesy. This thesis provides an introduction to two well-known
general perturbations techniques and a discussion of the development of
approximate analytical solutions for the motion of artificial satellites of
the Earth w?th the aid of these methods.
The author wishes to express his gratitude to his supervising profes-
sor Dr. Byron D. Tapley not only for guidance in the preparation of this
thesis but alsofor being a constant =source°of encouragement and inspiration.
He is also indebted to the other members of his committee, Dr. Wallace T.
Fowler and Dr. Paul E. Russell, for their critical reading of the manuscript
and their valuable suggestions. The many discussions with Dr. George H.
Born and^Lhr. D. S. Ingram have contributed much to the progress of this re-
search and are sincerely appreciated.
The author is pleased to acknow  dge the National Science Foundation
for their support of his graduate study. 'In addition, he would like to
thank Dr. J. M. Lewallen and Dr. H. P. Decell for making it possible for
him to pursue his research at the Manned Spacecraft Center during the sum-
mer of 1968, as well as Mrs. Mollie Schluter for hsr accurate and efficient
1^
eFinally, special appreciation is reserved for the author's wife and
family.	 Their encouragement and support throughout the author's educational
career have made this thesis possible.
Claude Hildebrand, Jr.
The university of Texas
Austin, Texas
May, 1969
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ABSTRACT
This thesis is concerned with a study of the application of two
general perturbations techniques to the problem of obtaining an analytical
.	 description of the motion of an artificial satellite of the Earth. The
techniques (von Zeipel's method and a method of successive approximations
employed by Kaula in the development of an artificial Earth satellite the-
ory) are discussed and their characteristics are illustrated by using them
to generate approximate analytical solutions for a simple dynamical system.
The artificial Earth satellite problem is formulated and the appli-
cations of the techniques mentioned above bX'Brouwer (Ref. 5) and Ingram
(Ref. 7) to the determination of the effects of the Earth's oblateness on
the motion of an artificial satellite are discussed in some detail. A com-
parison of the solutions indicates that Brouwer's theory appears to be
superior to Ing-ram's for the description of long period motions since
Brouwer's secular terms are more accurate than those given by Ingram and,
in addition, Ingram's long period solutions are not complete. The phenomena
of resonance is considered and a simple example is analyzed to demonstrate
,nom l
that the resonance problem is essentially a difficulty in the mathematical
description of the motion.
The study closes with some comments on attempts to solve the Lunar
satellite problem with the von Zeipel method. In particular, the well-known
4g
result regarding the failure of this method in the determination of analyti-
cal solutions for long term motions is noted.
v
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CHAPTER I
INTRODUCTION
For over 200 years general perturbations techniques have been employed
''t> by astronomers in the study of the motions of bodies within the solar system.
In planetary astronomy, these methods have been used in calculating ephem-
erides and have played important roles in the discoveries of new planets.
For example, the existence of Neptune was deduced by Le Verrier and Adams on
the basis of otherwise inexplicable perturbations of the orbit of Uranus.
Also, the verification of an effect predicted by general relativity, the ad-
vance of Mercury's perihelion by approximately 43" of arc each century, relies
upon a discrepancy between the observed perihelion advance and the value cal-
culated from a general perturbations solution of equations of motion of
Mercury that were derived under the assumption of the validity of Newtonian
mechanics.	 Other applications of general perturbations techniques in astron-
^t 'I
omy include studies of Saturn's rings, the motions of particles about the
.n
Sun-Jupiter and Earth-Moon libration points, and the Kirkwood gaps in the
k: asteroid belt, as well as the development of a Lunar theory.
I
With the advent of the exploration of space by instrumented probes, the
analytical methods which had been developed to solve problems in celestial
mechanics were applied with great success to a new problem, that of predict- n
r - ing the motions of artificial satellites of the Earth. 	 One of the earliest
solutions describing the motions of artificial Earth satellites was given by
Brouwer (Ref. 5). 	 This solution included the effects of the second, thirds
fourth, and fifth zonal 'harmonics in the Earth's gravitational potential and
was obtained by a technique known as von Zeipel's method. 	 In the decade
r}
s x
ry
r7
e2
since the publication of the original artificial satellite theories,
numerous additional studies and extensions of these theories have appeared
in the literature.
The main purpose of this thesis isto organize and present the basic
information requ°;red for an understanding of the von Zei;pel method and of
•_;	 Brouwer's solution of the artificial Earth satellite problem. Secondary
goals include a comparison of Brouwer's solution with the solution obtained
by the method employed by Ingram in Ref. 7 and a review of the progress that
has been made in recent years in completing a theory of Earth satellite
^.'	 motion.
Outline ofS` tud
Chapter II is devoted to a review of relevant topics in.celestial me-
chanics, a discussion of a technique for representing the potential of an
arbitrary body,: and ,a brief -explanation -of the application of canonical
transformation theory to the solution of problems in dynamics.
Two general perturbations techniques, the von Zeipel inethod and a
method of successive approximations employed.by  Kaula (Ref. 6) and Ingram
(Ref. 7), are introduced in Chapter III. Some important characteristics of
these techniques are illustrated in Chapter IV where their application to a
simple example problem (the nonlinear spring) is considered
Chapter V presents a discussion of the material in Refs. 5 and 7 con-
cerning the application of the two general perturbations techniques to the
artificial Earth satellite problem and a comparison of the results obtained
using each of the methods Also, the resonance phenomena is investigated
with the aid of the simple pendulum example. Finally, some comments regard-
ing the use of the :von Zeipel method in 'the study of the motion of a Lunar
satellite are given in Chapter VI:
n
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CHAPTER II
PRELIMINARY TOPICS
II.1 The Two-Body Problem and Perturbed Motion
In attempting to determine the characteristics of the motion of a
dynamical system, it is instructive to employ an idealized mathematical
model for which a solution can be obtained analytically. Often, a study
of the idealized problem yields useful information about the character-
istics of the solution of the original problem.
In the case of satell(ite motion about an oblate planet, the ideali-
zation is the well known two-body problem of celestial mechanics. This
is a consequence of the fact that the accelerations experienced by such a
satellite differ only slightly from those that would occur if the planet
were spherical and of constant density. Not only can the motion of the
satellite be approximated by two-body motion over short time intervals,
but also many relations arising in the solution of this simple,,-.problem
hold for perturbed motion. For these reasons,, a brief review of the two-
`a
body problem is giveii as an introduction to the more complicated problems
Two-Body Problem
--	
^.
Consider two particles of masses 1M and m that attract each other
according to Newton s law of universal gravitation. If r is the posi-
tion vector of the mass m relative to 1M (see Fig. 1), the equations of
motion in a non-rotating coordinate system with origin at ]M are
r-+-3 r = 0r
I
4Z
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FIGUR€	 I. Definition	 of	 Orbital	 Variables
,t
r
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where
	 u	is the gravitational constant.	 The relative motion of the
particles has the following characteristics:
1.	 The particle	 m	 remains in a plane that passes through	 1M
and is perpendicular to the constant angular momentum vector
h =r xT.
2.	 The path of motion in the plane is a conic.
Since the equations of motion are a set of three second order
ordinary differential equations, a complete solution can be specified
by six independent constants of the motion. 	 One commonly used set are
the Keplerian elements given below.
a	 - semi-major axis of the conic
c e	 - eccentricity of the conic
I	 - inclination of tha orbital plane
0	 - longitude of the ascending triode
m-	 - argument ofper-i-center.
tp - time of pericenter passage
The variables	 a	 and	 a	 determine the shape of the conic,	 I
and
	
m	 (shown in ,lig.l) give the orientation of the orbital plane, and
„tr
t	 in conjunction with the time	 t	 serves to locate the position of
p
the particle	 m	 along its path.
Another useful Set of quantities are the Delaunay variables de-
fined below (Ref. 1).
-
Fa
G	 =	 L/1-e 2 	g	 =	 w
H	 =	 G cos I	 h	 =	 n
e6
These variables, which arise in the solution of the two-body problem by
Hamilton-Jacobi theory, are a canonical set and are used in solving the
oblate planet problem by the von Zeipel method.
The following important relations are obtained for the case of
elliptical motion (Ref. 1).
r	 ^r	 lte aos f - a(l-e cos E)
	
(2.1)
2	 2
	p = all-e ) = h /u	 (2.2)'=
*an f/2 =	 1	 'tan 2
E	 (2.3)1-e 
Q E- e sin E	 n(t-t )	 n	
Fa
	(2.4)p 
2
Energy=
	 2a = 2 - r	 (2.5)
2
	
^a—R = (r)1 -e
2
	(2.6)
	ae = (r-t 1 )sin f	 (2.7)
1-e	 ?
The derivations of Eqs. (2.6) and (2.7) are given in Appendix A since many
celestial mechanics texts do not include them.
Perturbed Motion
Assume now that the mass IM , rather than being a particle, is an
arbitrary body with a non-homogeneous mass distribution. The potential
t<:
Y;	 due to such a body is shown in Sec. II.2 to have the form
r
O7
where R is the disturbing function. The equations of motion of the
particle m become
r+u3r = 4R.
r
As before, the solution can be represented by the Keplerian elements.
For perturbed motion, however, the elements are not constants, but are
functions of time. The idea behind this technique is that, at each
point in time, the position and velocity of the mass m uniquely de-
termine an instantaneous two-body orbit and hence a set of Keplerian-
elements. -Since the particle is not undergoing two-body motion, the
instantaneous elements determined at different times need not be the
same. The differential equations which describe the time rate of change
of the Keplerian elements, known as Lagrange's planetary equations, can
be derived by the variation of arbitrary constants procedure (see Ref. 1).
The results are (from Ref. 2, p. 143):
2	 DR
a	
ne 80	 (2.8)
e	
1-e2 DR	 /1-e2 8R	 (2.9)
naa as	 naze aw
6	 1-e2 8R	 2	 8R	 (2.10)
	
- — 7a	 -
na a 8e	 na 8a
S2 =	 csc I	 a-2	 (2.11)
nag
cot I	 DR	 vfl-e2 DR
w	
Ila2Y1-e° aI + na a De
I	 cot I	 DR _	 csc I 2R
na2/j__e2 2w	 na2Vl--e2 852
W
rte_
6P
8
Here, the variable a is defined as
a = -nt
p
A similar set of equations for the Delaunay variables can be derived with
the aid of Hamilton-Jacobi perturbation theory (see Ref. 12, Chaps. 8, 9,
and 11). They will be given in Sec. V.3.
The previous method for representing perturbed motion has the ad-
vantage that many of the equations derived for two-body motion, in partic-
ular Eqs. (2.1)-(2.7), are also valid along the perturbed trajectory.
One final comment must be made in regard to the equation for a
(Eqs. (2.10)). The disturbing function R from Sec. II.2 depends explic-
itly on the variables a , e , I , Q , w , and Q where
i = nt + a .	 (2.14)
Thus, in forming ., as ,the dependence of R upon the semi-major axis
(through the mean motion, n) must be taken into account. Then,
aR aR aR 39,
+Da (aa)R at as
( DR ) - 3 n t 3R
as k	 2 a	 at
The notation (
)91
	 used to indicate that 2 is treated as being in-
dependent of the semi-major axis in performing the differentiation.
Since the disturbing function is periodic in the variables 0 w
and R , the differential equation for a contains periodic terms with
amplitudes that increase linearly with time. Terms of this form can not
be conveniently treated by many perturbation methods. Therefore, the-
W
e9
variable R is usually used in place of a . The equation for R can
easily be derived from Eqs. (2.8), (2.10), and (2.14). It is given by
the following expression:
_ _1-e 2 DR _ 2	 DR
- n
	 2 De
	
na 8a	 (2.15)
na e
The only change in the remaining equations is that 
as
 must be replaced
by DR Also, the variables R and a are now treated as being inde-
pendent.
II.2 The Development of the Potential
Chapter V is concerned with the problem of the motion of a particle
in the gravitational field of an aspherical body. The term "aspherical"
means that the potential field generated by the body differs from that
produced by a homogeneous spherical body with the same mass. Since the
motion of the particle is described by Lagrange's planetary equations
presented in the previous section, it is necessary to determine the dis=
turbing function R or, equivalently, the potential V due to an arbi-
trary distributed mass.
The Potential of an'ASpherical Body
One very elegant method for obtaining the required potential is to
solve L:p].ace's equation-
V2
 V = 0
in spherical coordinates (see Ref. 3). Another more direct technique is
employed in Ref. 4 and will be outlined here.
eto
Consider the distributed mass with density 	 D(p, g, a)	 as shown
in Fig. 2.	 The potential at a general point	 P(r, ^,) due to the
elemental mass	 dm	 is
dV
-Gdm
(r2 + p 2 - 2pr cos y)
where	 G	 is the universal gravitational constant. 	 Integrating over the
entire mass,
V	 __
GD(p9s9x)_p_2sin S dpdsda
fT
(2.18)
( r2 + p2 - 2pr cos y)^5
If it is assumed that 	
r <
1	 ,
(r2 + p 2	2pr r 1 -
2 'z
Cos y) -	=	 2 r cos y t =)
1	 p
=	 r[1 t p2	 1	 3	 2cos =y t r (- 2 + 2 cos y)r
(2.17)+	
P 3	 3
P (
-2 3cos y + 2 cos y) t ...]
r
m	 R
E (r) PR (Cos y)
R=0
where the PR M are the Legendre polynomials. The addition theorem for
_ . spherical harmonics can be used to write these quantities in terms of the
associated Legendre functions P m M	 This yields
PR (Cos y)
	
P 9(cos 0) PR(Cos
R	
(2.18)
i
+ ;2 E (R-m) ' Cos m(^-a) Po(cos	 PR(cos B) .
m=1 (R+m):
F...	 i
11
T iI
IiI
T
I
Y' I I
^ I
r
A	 dm
X
t,
FIGURE 2. Variobles	 Employed in	 the
Development	 of	 the Potential
z
w
e12
Relations for generating the Legendre polynomials and associated functions
are given in Appendix B.	 With the aid of Eqs. (2.17) and (2.18), Eq. (2.16)
becomes
002
V	 =	 {G D(P,B,a)
	
£	 (p)	 CP (cos ^) P (cos B)
fT 	R 	 Rr	 R=0	 r (2.19)
_
9.
+	 2£	 (R+m); cos m(^y-a) PR(cos ^)PR(cos S)IP2 sin 8}dpdBda
m=1
or
°°	 k	 ua^
V=	 - r -	 E	 E	 R+1	 JRm PM(Cos ^) co s m(*-^yRm)1=1 m=0 r
	 (2.20)
y
_	
- 
u 
+	 E	 E	 V	 r
Rm;. r	 k-1 
m=0	 i
The	 VRm	 defined by Eqs. (2.19) and (2.20) are called surface spur-ieal
harmonics.	 The quantities	 JRm	 and	 km	 are rel_ited to the volume inte-
grals appearing in Eq. (2.19) and thus are parametErs describing, the _dis-
tributed mass for which they are calculated. 	 InpriactLce, these constants
cannot be determined directly for a given planet, buff,.,-must be inferred from
-. experiments such as observations of the perturbing effect of the planet on
'-' the motion of other bodies. 	 The constant	 ae	 is the mean equatorial
i
radius of the central body.
Some simplification of Eq. (21.20) results if the origin of the coor-
dinate system is taken at the center of mass of the body. 	 Then, from Eqs.
(2.16) 9 	(2.17), and (2.20),
.,.1
Vl Vlm	 = ,. G2mE0 p cos ydm	 =	 0
fr
	 T
so that	 2W	 pa
V=	
r	
£	 E	 Pk(Cs ^)	 m(*-*Rm)c CosR+1	 kmR=2 m=0 r
v-
_	 _ u	 R
-
r
EW- ,.
_	
..
If in addition the bod
D = D(p,$), it is easi
JRm = 0 if m # 0
and the potential becomes
ua
R
V	 r	
E	 R+1 JRO PR (cos ^} .R=2 r
Interpretation
Insight into the effect of the individual terms in the expansion of
the potential can be obtained by replacing the actual distributed mass with
an equivalent body of uniform density. The approximate shape of this equiv-
alent mass can be determined from a study of the variation of the potential
with	 and	 at a constant radial distance r	 Values of V that are
less than - k will indicatethat the equivalent body °has =more mass in the
region than it would have if it were a homogeneous sphere. Similarly,
values of V greater than k indicate a mass deficit.
For the purposes of this discussion, assume J 91 > 0 and define 	 t
V	 = - V $m	 = Pm (Cos 0 cos m(V-tp )Rm	 R 	 91
m
 km
uae
r1+1 JRm
>4
e:
n
Then, VRm can be used to demonstrate the dependence of V on ¢or
For example,
V20	 P2 (Cos@) _ - 2 t 2 cost
T).is quantity has its maximum value at 	 = 00 and 1800 its minimum at
r
90° , and zeros::at cos _ + 3 or	 = 55° and 125°. Plotting
a-
r`
-S
e14
V20	 radially on the surface of a sphere yields Fig. 3a. The shaded areas
represent an excess of mass; the unshaded, a deficiency. For convenience,
Fig. 3a will be drawn as shown in Fig. 3b. By a similar process, Fig. 3c
can be obtained for V30	 It is common practice to designate V20 as the
prolateness ( J20 > 0) or oblateness ( J20 < 0) and V30 , for obvious reasons,
as the "pear shape" effect.
Note that all of the terms in V for which m = 0 are axisymmetric
and thus divide the sphere into latitudinal zones. It is logical, there-
fore, to refer to them as zonal harmonics. The remaining terms are called
tesseral harmonics.
An example of a tesseral harmonic is V32 sketched in Fig. 4a.. It
is apparent that these harmonics have zeros of both latitude and longitude.
That is, whereas the zonal harmonics are latitude dependent only, the tes-
seral harmonics depend in addition on longitude. A special case occurs
when R = m	 The tesseral harmonics for which this condition is satis-
fied are known as sectorial harmonics because they divide the sphere into
sectors. The sectorial harmonic V22 is sketched in Fig. 4b. Additional
information on the spherical harmonics and procedures for determining Jkm
and km can be found in Ref. 3.
The expression for the potential given in Eq. (2.20) is not in the
form employed in the analysis that will be presented in the next chapter.
The following paragraphs are devoted to a discussion of the necessary
modifications.
The Potential in Terms of the Orbital Elements 	 '_!
The form of the potential needed f r a general perturbations solu-
tion is partially dictated by the particular method used. The von Zeipel
technique applied by Brouwer (Ref. 5) requires only that the latitude
r;
h
I 'm a 2,0
Y
15
(b) 8,m = 2,0
0
Y
(C) I s m -- 390
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be written in terms of the Delaunay variables and the true anomaly f , while
the procedure used by Kaula (Ref. 6) and Ingram (Ref. 7) necessitates the
development of the potential explicitly in terms of the modified Keplerian
variables a, e, I, S2, w, and 2 .
In his well-known paper, Brouwer considers only the effects of the
zonal harmonics V20	 V30 ° V40 ' and V50 , which are the dominant terms
for the Earth. Thus, the potential of the Earth is approximated by the fol-
lowing expression:
2pa
V - 
_ r - 3e J20( 2 + 2 cos2^)
r
3pa
4e 130(- 2 cos + 2 Cos 0)
r
4	 (2.21)
use J40 ( 8 - 8 cos? + 8-5 cos4^)
r
5
- 
u6e 150(8 cos	 45 cos 3^ + 8 cosy) .
„r
Referring to Fig. 1 and applying a relation from spherical trigonometry
yields
cos ¢	 sin I sin (w+f) = sin I sin (g+f)	 (2.22)
Substituting Eq. (2.22) into Eq. (2.21) and using the relationships between
the Keplerian elements and the Delaunay variables leads to
2
U	 - u = uae J (= 1)C(- 1 + 3 H?) + (3 2 G2+ 3 H? )cos (2g+2f)7r r3	 20 2	 2 2 ^2	 2
3
u4e
	
.14e2 sin I + 8-5 sin3I)sn (g<f)
r
5 sin 3I sin (3g+3f)]
Pe
18
4
use J40(8) I(8 -45 H
2	 t 85 H4)
r	 G	 G
2	 4	 `. - •(6 	 30 H2 + 65H4) cos( 2g + 2f)
G	 G
2	 4
t
(15 35
 12 H2 + H4) cos (4g + 4f)]
5	 G	 G	 (2.23)
u2e J50 I(15 sin I - 165 sin 3I + 315 sin 51) sin (g + f)
r
+ (16 sin3I - 128 sn S l) sin (3g t 3f)
+ 128 sinSl sin (5g + 5f)].
<>	 Replacing J20 ' J30 ' 40 and J50 with the constants defined below
gives Brouwer's potential exactly.
2	 4
J20ae	 3J40ae
k 2 = _ 2
	
k4 =	 8
(2.24)
	
3	 5
A3.0	 J30 ae	 A5.0	 J50 ae
4	 The derivation of the potential used by Kaula and Ingram is extremely
involved and will not be given here. For the interested reader, it is out
-N lined in Ref. 3 and discussed in detail in Refs. 8 and 9. The final result
a :.
is
ua2 k
V
	
	 E R+1 E FRmp(I)	 E GRPq (e)S2mpq(w,M,n,9) (2.25)r R=1 m=0 a	 p=0	 q=-w
where
k-m even
S	 J	 eos	 rkmpq	 km [sin]	 Qmpq1	 R-m odd	 ,
(2.26)
'	
(D	
(k-2p)w + (L-2p+q)M t m(Q-0-A9'm).
The variable 6 is the angle between the body fixed X axis and the iner-
tial axis used as the reference for 9 .
;,
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Note that M is used to designate the mean anomaly to avoid confusion
with the summation index k 	 The expressions for the functions F imp (I)
and GRpq(e) are given in Appendix C. 	 Also, tables of these functions
can be found in Ref. 3.
Theoretically, the infinite series in Eq.(2.25)converges whenever
e < 1. In practice, however, the summation on q and the summation in
GRpq (which is a power series in e) are truncated to discard all terms
with a raised to higher than a specified power. The infinite series
then becomes a truncated power series in a that converges only for
e < 0.6627... (see Ref. 10).
II.3 Canonical Transformation Theory	 '
The last section of the present chapter is concerned with a brief
discussion of :the theory of canonical transformations which is the basis
of the von Zeipel method. More extensive treatments of this topic ap-
pear in Refs. 11, 12, and 13.
In classical mechanics it is shown that the equations of motion of
a dynamical system under the influence of forces derivable from a (possi-
bly time dependent) potential can be written as
	
.T
= H aH	 aHp
L
	
apt	
...
	
apnJ
pT	
= -H = - aH	 aH ..
aH
q aq1	 3q2 aqn
wh ere	 q	 is an n=vector of generalized coordinates, p	 is an n-vector
^
of generalized momenta
	
and H	 is a scalar function of	 q	 p	 and t_ u:B	 ^ ^	 ^
7777777" '77M
w
020
called the Hamiltonian. This set of 2n ordinary differential equations
of the first order are referred to as Hamilton's canonical equations.
The Hamiltonian representing the dynamical system is obtained from the
Lagrangian L(q, q, t) through the relations
p 	
L 
.
H ( g e p et) = P T q - L [<leA( q ,Pst) e t
Consider now the transformation of variables
Q = Q(gepet)
P,Q - nxl
	 (2.27)
P	 P'(geprt) .
This transformation is called canonical if the equations of motion in the
new variables (Q,P) have the canonical form, i.e.,
QT K 
PT = -KQ
where K(Q,P,t) is the new Hamiltonian. Introduction of the function
S(q,P,t), known as the generating function, allows the canonical trans-
formation to be completely defined by the 2n + i equations
PT
	 S 
	
(2.28)
QT	 SP	 (2.29)
H(q,p,t) + tt	 K(Q5P9t)	 (2.30)
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The procedure then is to specify K(Q,P,t) and to replace Q and p in
Eq. (2.30) with Sp and Sq , respectively. This yields in general a non-
linear partial differential equation for S	 After the generating func-
tion has been found, Eqs. (2.28) and (2.29) can be used to obtain Eqs. (2.27).
Canonical transformation theory provides the following interesting
approach to the problem of determining the motion of dynamical systems.
Assume that the new Hamiltonian K is a function only of the new momenta
P	 The canonical equations become"
PT = -KQ = 0 = P = Cons.
QT = KP	= f(P) = Cons. .
Thus, if a transformation that eliminates the coordinates from the Hamiltonian
can be found, the problem is solved. The von Zeipel technique accomplishes
this elimination by a method of successive approximations.
J
1
1	 i
G
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eCHAPTER III
TWO GENERAL PERTURBATIONS METHODS
The perturbation techniques that have been developed for solving
problems which arise in classical celestial mechanics can be divided in-
to two broad categories according to the form of the solution obtained.
The first category, that of special perturbations, is 16oncerned with the
use of computational algorithms to generate solutions in numerical form
(i.e., numerical integration). Such procedures have the disadvantages of
requiring large amounts of computer time to perform the calculations and
of being unsuitable for determining general characteristics of the motion.
Techniques in the second category!, known as general perturbations, yield
solutions in analytical form and thus are not subject to the limitations
enumerated above. However, these methods are usually difficult to apply
and give_, accurate results only over limited periods of time.
A subdivision of the last category can be made on the basis of the
variables employed. Some techniques are formulated in terms of variables
which undergo large changes in short periods of time, such as Cartesian
coordinates and velocities. Other approaches use quantities that change
only slightly over long periods of time (e.g., Keplerian elements). Va-
riables of the latter type are used in both of the procedures discussed
1
';1
below.
III.1 Kaula's Method
The following approach, which appears to be a modification of a well-
known technique used in the development of planetary theories in classical
22
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astronomy (Ref. 12), was applied to the problem of Earth satellite motion
by Kaula (Ref. 6).
The method is used to generate approximate solutions to ordinary
differential equations of the form
=	 e 	 b M sin Ba + e	 E	 B as( ) sin 
eas
(3.1)
a
a	 a,s
n	 e E ca(g)cgs 9a t e Cas(E)egs eas (3.2) a	 aE S
w(C) + e E da (C)cos Aa t e	 E	 Das (O cos 
eas
(3.3)
a	 a,s
where
y
8	 =	 aTn (3.4)
a
gas	 = a 
T 
n + sT (3.5)
In the previous equations, C,ba , and Bas	 are m-vectors,	 n ,	 ca , and
> __
Cas 
are n-vectors, and
	 C	 w(C) ,	 d 	 , and	 Das	 are p-vector=. The
a	 and	 s	 are n- and p-vectors of summation indices, respectively. The
scalar parameter	 a	 is assumed to be small so that the variables f	 and
J n	 are slowly changing.	 In particular,	 a	 is assumed to have a magnitude
.: such that the	 w(C)terms in Eq. (3.3) 	 are large relative to the periodic
MJ'
terms.	 Finally, it is assumed that not all of the elements of the s	vec-
tor vanish simultaneously.
The solution to the 	 roblem can easil	 be obtained when	 e = 0	 and	 &p	 y
,24
For the unperturbed motion then, all the variables are constants except
the ^i which are linear functions of time. It is expected that the so-
lution should not change greatly if a is allowed to take on a small non-
zero value. Thus, the expressions above could be used as a first approxi-
mation to the exact solution. A slightly better approximation is employed
by Kaula and can be developed as follows.
First, choose the unperturbed solution given by Eqs. (3.6), (3.7)9
and (3.8) as the first approximation. Substituting these expressions for
$ , n -and C into the right hand sides of Eqs. (3.1) through (3.3) and
r`
	
integrating the result yields
e
_	 + e[a ba (g) sin ea]t
e 
a£8 
BTS ( ) 
cos {aTn + aT[^ + w(T)t])
B w(T)
n = n + e[a ca(7) cos ea]t 1
C ()
	
_	 _
+ e E
	
aR	
sin {aTn + BT[T + w(T)t])
40 STw(T)
—
 4 t w(i)t t e[a a	 ad( ^)cos e]t + dw(E) J (C-T)elt
do	
(
t e E 
D 
as
(
sin {aTn + 0T[T + w(g)t]) .
a '$ 0Tw(
€)
The terms in the solution that are multiplied by e to the first power
are called first order terms. The term containing dwO comes from ex-
de
panding w(C) about	 =	 and retaining only the first order term in
performing the integration. An examination of these results reveals that
both n and ^ have first order terms that are linear in time and thus
become large very rapidly. Neglecting these terms in the trigonometric
V
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,arguments will produce first order errors in the frequencies of the
trigonometric terms. In essence, the frequencies of the true solution
will differ slightly from those of the approximate solution. This will
result in very long period first order errors in all the variables as
illustrated in Fig. 5. To eliminate these errors, Kaula includes first
order terms that are linear in time in his first approximation, given
below (Ref. 3).
(3.9)
n	 n + E co ( g )t	 n + nst
	
(3.10)
_	 + [m(T) + e do(T)It 	
(3.11)
+ Est
With this first approximation, the trigonometric arguments 6 a and ea$
become
ea	 aT(n + nst)
ea8
	
aT(n + n st) + ST(T + Est)
Oas + (aTns + ST s )t .
Substituting into the differential equations and integrating as before
gives
1J
r
_	 - 
E E	 aT. cos[aT{n + nst)]
00 a ns
	e E 
BTS()T.
	
cos^_[Oas + (aTns + ST^s)t]
at5a n s ts ^s
C a O	 T
n = n + nt + e E T. sin [a (n +s 	 nst)]
a#0 a n 
CaS(.)
	
_	 T	 T,
+ e £
	 T. - T-
	
sin [U
 a$ + (a ns + 8 ^S)t]
at$ an0..4
	
S:-	 s
(3.12)
2x	 I
0
b.
CL
a
B	 0
b
a
e
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FIGURE  5. Effect of a Phase Error
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dw	 ba)	 T —
+ Est - e dC { E	 T; 	 (n + nst)]
aO0 (a ns)
+ E
	
Bas()	
sin[0	 + (aTn + 6TH )t])
a,s (aTns
	
as	 ^s	 s
d (T)	 _
+ e E T.
	
sin(aT(n +A st)]
x00 a ns
+ e £ TDas
(
T) sinff + ( aT r1s + STCs )t]	 .
a,a a ns+a 
^s
The following types of terms appear in the solutions;.
(3.14)
1. Secular -- The equations for n and C contain linear functions
of the time t , known as secular terms, that are the dominant
portions of the solutions for these variables. The secular terms
in ^i are of zero order in a while those in the n i are of
first order. Thus , , the magnitudes of the ^ variables will in-
crease much faster than those of the n variables.
2. Short period -- A11 of the equations contain periodic terms hav=
ing a	 as the argument of the trigonometric functions. Since
a zero order secular term UTz t) appears in b as , the periodic;;
terms will produce high frequency oscillations in the solution.
They are therefore referred to as short period terms.
3. Long period -= The equations for	 TI, and C include trigono-
metric functions with 'Ta as the argument. The first order secu-
lar variation of9a (due to aTnst) will produce oscillations
that are much slower than the short period changes described above.
-;For this reason, the parts of the solution periodic in 
ea 
are
called long period terms.
The solutions, then, : are given as a superposition of three different
types of terms as illustrated in Fig. 6.
e28
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An interesting phenomena is observed in connection with the long
period terms in the solution. Referring to Eqs. (3.12), (3.13), and
(3.14), it is noted that terms of this type are multiplied by the small
parameter a and therefore appear to be of first order:, However, the
denominators of these expressions are a TA s which is itself first order
in e . Cancelling the small parameter in the numerator and the denomin-
ator leads to long period terms of zero order (i.e. terms multiplied by
co ). Similarly, first order long period terms will be obtained in the cal-
culation . of the second order effects. Thus, it is much more difficult to
obtain first order long period germs than it is to calculate first order
secular and short period terms. The importance of this characteristic will
become evident in the discussion of the Earth satellite problem.
The procedure for generating second (e 2 ) and higher order approxima-
tions by Kaula's method is not presented here because it is not required in
the discussion of Ingram's solutions. However, it is noted that the process
is similar to the one used by Kozai (Ref. 14). That is, the first order so-
lution given by Eqs. (3.12), {3.13), and (3.14) is substituted into the right
hand sides of the differential equations, the resulting terms are expanded in
Taylor's series about the first approximation (Eqs. (3.9), (3.10), and (3.11))
and, for a second order solution, only terms of second order in E are re-
tained. Further information on this topic can be found in the discussion of
Kozai's work in Ref. 15. A study of Kaula's solution and of Kozai's method
has led to the tentative conclusion that both techniques are equivalent to
the generalized method of averages (see Ref. 18). The higher order approxi-
mations obtained by the method of averages have the following characteristics:
630
1. They are combinations of secular, short period, and long period terms.
2. Long period terms of the nth order result from the calculation of ef-
fects of order n + 1 .
3. Mixed terms (trigonometric functions multiplied by time) do not occur.
The last question to be considered concerns the computation of the
barred quantities (mean values) appearing in the solutions. The values of
these parameters depend upon the initial conditions for the original set
of differential equations. Thus, if 9O , no , and ^o are specified val-
ues of C , n , and ^ , respectively, at the initial time (t = 0), Eqs.
(3.12) 9 (3.13), and (3.14) (with first order long period terms included)
yield
ba(T)	 T—	 Bas( E)
	
_ o + e S	 T,	 cos a n t e £ T.	 T^ cos Oas
a#0 a n s	 a,$ a ns+8 ^s	 j.
+ e (long period terms)
_ ca
 (T)T_
	
n= no - e E	 -T, sin a n
a00 a ns
C«0O
	C £T.	 T. sin Oas t e (long period terms)
a,s a nsts LS
dw	 ba(-)	 T—	 Bas()	 v
o + e	 { £	 T. 2 sin a	 + E	 T•	 T • 2 sin Oas}do a¢0 (a n s )	 a,$ (a n sts Cs)
d a ()	 T_	 Das()
	
+e E	 sin an+e £	 sin 0-
00 aTns	a,s aTns+sT s	 as;
+ e (long period terms) .
The previous equations can be solved for
	 , n , and	 by a=i.,
iterative technique. However, it generally suffices to replace the
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barred quantities rn the right hand sides of these equations with initial
values. This is permissible because the error incurred is of order higher
than the first.
This completes the discussion of Kaula's technique. The von Zeipel
method is presented in the following section.
III.2 The von Zeipel Method
The problem of determining solutions of the system of canonical
equations
T
q =	 Hp
T
P -Hq
was briefly discussed in Section II.3. It was noted that the problem is
trivial if the Hamiltonian is independent of the coordinates q
	
Thus,
the solution can be -obtained by finding a canonical transformation to a
new set of variables such that the new Hamiltonian is a function of the
momenta only. In general, however, this procedure is difficult to apply 	 J
because the required transformation is described by a generating function
which is the solution of a nonlinear partial differential equation. The
von Zeipel method is a technique for determining this generating function
by successive approximations.
At this point the notation will be changed to make it correspond
more closely to that used in celestial mechanics. , In the following Para-
graphs, the generalized coordinates will be designated by Q rather than 	 y
a
q , the generalized momenta will be designated by L and the function
F(L,k) defined by
^.-
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F(L,k) = -H(k,L)
will be used in place of H 	 It is common practice in celestial mechanics
to refer to F as the Hamiltonian. Note that, without loss of generality,
the Hamiltonian is assumed to be explicitly independent of the time t
(see p. 531 of Ref. 1). With these modifications, the canonical equations
become
LT = FR
(3.15)
QT = -FL .
In the following discussion of the von Zeipel method, consideration
will be given only to Hamiltonians of the type encountered in the usual
problems in celestial mechanics. That is, F will be assumed to have the
form
F(L,	 = F0 (L) t eF (Ll ,k) t e 2k)	 F2(L,k) +	 (3.16)
r;
where a is a small parameter and the F i (i 1,2,...) are periodic of
period 27r in the components of k .
1
P
The procedure, then, is to make a canonical transformation from
(L,k) to (L',9.') such that the new Hamiltonian F* is independent of
V . The transformation is to he specified by the generating function
S(L',k) and is 'therefore given by' the equations
L	 STk	 k' = SLr
F(STk ,k) = F*'(L' )
(3.17)
(3 io
ei'
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It is assumed that S and Fe can be expanded in powers of the small
parameter e , i.e.,
S = So t e Sl + e 2 s 2 + ...
(3.19)
F* = Fo t e F + e 2FZ + ... .
Since the solution to the problem is known when e = 0 , the canonical
transformation is chosen to be the identity transformation `,for this ease.
Thus,
S	 = (L')T R .0
With the previous assumptions, Eqs. (3.17) become
a S }T	 (DS2)T'L -L' t e aRlte2
	
+ ...	
;
as T	 as _
T (3.20)
R ^ 
= k t e (aLl) + e2 (aL?) + ...
Equations defining S and F* may now be developed as fullows. Substi-
tuting the expressions for L , R' , F , and F* from Eqs. (3.16),
(3.19), and (3.20) into Eq. (3.18) yields
w as	 T
F[L' +e`	 l
T
+,..]+eP[L'	 te I1
as	 T as	 T
(aR )
(as
+e2	 2) (ak +e ?} +...,R]o
at
1
at
asl 
T
r 
as2 1T
+ e 2F2 CL' + e	 7 + e2 1 JaR +	 ...,D.] +	 ..
Fo(L') t eFl(L') + e2F2(L') +	 ...
Expanding each term in a Taylor's series about 	 L = L'	 and R' = R `gives
v
h
1
,34
3Fo 2S1
 lT 	2F	 8S	 22Fas.o	 2 T 1	 HS1	 o	 T
F0(L') + emu1 aR 1 + Ez 771 (3L) + 2 Ez aL ,2 (8L )///	 3L
3F	 3S T
+ e F1(L', R) + e2 3L1 ( 2L1) + e2 F 2 (L', R) + ...	 (3.21)
FQ(L') + e F1 ( L') + e 2F2 (L ') + ...
where, for example,
aF	 3F
o =
	
o
3L' - 3L L=L'.
W'
	
	 Equations ( 3.22), (3.23), and (3.24) below then follow from Eq. (3.21) by
the process of equating terms containing the same power of the small param-
eter e
Fo(L') ° Fo(L ')	 (3.22)
3.
-,	
3F 
aL' 
(aS,)T
t- + F1(L', k) = Fl(L')	 (3.23)
aFaS T	 as 92F BS T	 3F	 3S T2)
+ — —	 + _
	
+ F (L ,R) = F (L )	 (3.24)W ( 572	 2 3t 3L' 2 ( aLl,	 3L1 \ aR1^	 2 1	 2 '
The zero order portion of the new Hamiltonian F* is obtained immediately
from Eq. ( 3.22). Both S l and Fi must be determined from Eq. ( 3.23).
However, this single equation is not adequate for determining these func-
tions uniquely.
Equation ( 3,23) can be solved once either Fi or S1 is specified.
It may be possible now to exploit this arbitrariness by choosing F1 or
S1 . in such a manner that the amount of work involved in developing a
F	
s
35
3F .((aS 
11T F1s_ - 1
8L0
 \8R1) - - ( F1 - F1s ) = -F1p
solution is reduced or that the accuracy of the final solution is enhanced.
As will become evident in the discussion of the example problem in Chapter
IV, the second consideration suggests assuming that S 1
 is periodic in the
	
components of R
	 Inasmuch as F1 is a function of L' only, it may be
chosen to be the portion of the left hand side of Eq. ( 3.23) that is indepen-
dent of R , i.e.,
	
1
	 fo2tt fo
27r
F1(27)n 
94
.•• 27r BF  asI T
fo (8L, (a^) 
+ F1 1 2]dR dR...dRnn
1	 21r	 2n2Tr
fo	
_
(27r )n
	 o
	
fo ... 	 F1 di dR2...d2n _ F1s
x	 where 
F1s is called the "secular" part of F1^'.
placed by the equations
Then, Eq.(3.23) is re-
(3.25)
The quantity F1p is purely periodic in R and therefore is referred
tows the periodic portion of F 1
	Saying that F1p is purely periodic
in k means
1. F1p 
is periodic in R
r
2. The secular part of F	 is zero.
Mathematically, these conditions are
f`
1. F1p ( L, R 1, R29 ... k  t 2 T, ... In) = F1p ( L s R) for	 M = 192,...n
2. (2 7r1 )n fo7 
J 7r ... f0
7r
 F1 T s dk1„ di	 dRn = 0 .
..
l	 ^^
e36
Note that the partial differential equation for S1 yields a
generating function that is also periodic in R as was required.,. The
solution of this partial differential equation can be obtained, for ex-
ample, by the method of characteristics (see Ref. 16).
e^
With S1 known, Eq. (3.24) can be solved for S 2 and F2 in the
same manner. The process is continued until the generating function and
the Hamiltonian have been determined to the desired order. Hence, if
o'eF and S ai a given to order m in a ,'"the solution is
* T
(FR ,)	 = 0 ==* L' = Cons.
I-:
1"
R'	 (F L,:11
	
= ;Cons. = wo(L') + ew1(L I ) + ...
+ emwm(LI)
R' = R' o + (wo + ew1 + ... + emwm)t
V
m aS \T
 
+ ... + e (as
m	 as11Tk = Ro + (wo t ew1 + ... +re wm)t - e (aL'
	 - ...
en' (
as M\
T .
aL' 1
i
In common with the results given in Section III.l, the solution is a
combination of periodic andsecular terms.
It is important to note that under certain circumstancr,F the pro-
cedure presented above fails to produce the desired transformation; ` to a
new Hamiltonian containing momenta only (Ref. 17). Consider, for example,
a Hamiltonian of the form
with F1 periodic of period 2v in R 1 and R.2 . The new Hamiltonian
F (L1,L2) and the generating function S are to be obtained (through,
first order) from .qs. (3.22) and (3.23). From the first equation the
zero order portion of F is found to be
(3.26)
37
o*(L1) = Fo (L1) .
Both S1 and Fly must be determined from Eq. (3.23) which becomes
aF	 as
U1
0	 1 t F ( L' L' R R ) = f' ( L' L' )at1	 1 1' 2' 1'.1	 1 1' 2
or
as -1 1
lFlit'at
	 -Call/ [F1(L1 "I: Dtl , R2 ) - 	!(L1,L2)]
as
Since Sl is assumed to be ,periodic in _il , the derivative a
	
is
1
purely periodic in this variable. It follows from Eq. (3.26) that
it	 1	 2n
Fl
 (Ll,L2)
	 2ir f	 F1(LI L' R1 , R 2 W .	 ( 3.27)
But the average of F l with respect to 9, 1 may be a function of the co-
ordinate R 2 while F1 must contain momenta only. Thus, if the func-
tion obtained by averaging F1 with respect to R1 contains R 2 , Eq.
(3.27) can not be satisfied and the procedure fails_ It is this diffi- "'
culty which prevents the determination of a complete solution to the Lunar
satellite problem by von Zeipel's method (see Chapter VI).
Several good discussions of the von Zeipel method may be found in the
literature. Giacaglia (Ref. 17) has derived expressions that-.can be used
to determine the generating function and the new Hamiltonian to any order.
e38
The relation between the von Zeipel method and the generalized method of
averaging is developed by._:orrison (Ref. 18). In Ref. 19, Hutchinson gives
an introductory discussion of the method and applies it to a simple problem.
III.3 Small Divisors and Resonance
Inherent in the precedingperturbation techniques is a difficulty
that has not yet begin discussed but which has been important in the de -
velopment of many theories in celestial mechanics. This is the problem
of small divisors or, as it is also known, the problem of resonance.
Consider the solutions obtained. in Sec.: III.1. An examination of
Eqs. (3.12), (3.13), and (3.14) reveals that the expressions for the peri-
odic perturbations contain denominators of the form
+ sT^
s	 s
In most cases, there area large number of values-of the indices a and
S in the range of the ^qmnmations for which the quantity +y is very
nearly'zero. For these values of the ` indices„ the corresponding terms in
the solutions, become very large and the convergence of the formal series
expansion is endangered. This leads to serious questions about the va-
lidity of the series solution.
A similar circumstance can arise in the &.: 'e ',ination of the generat-
ing functions required in the von Zeipel method (Ref. 20). For example,
assume tb at Flp in Eta. (3.25) is represented by a Fourier cosine series
expansion in the variables R l ,R2 ,.. ; Rr 	The partial differential equ4-I
tion for S1 becomes
	
as,	 aS1,''	 as 
v``a'_w, 
+ v2 ak = t
	
+ v
	
_ £ C (L.) cos(a R +a 2 +...+a R )
	
1	 Q	 - 9	 a s	 1 1 2 2	 n n
	
4	
_	 as
9F0v. 
BMI
where
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The solution of this equation is
C (L)
S	 E	 asin(a i	 + a X	 +	 + a 9,,	
+a+...4-a	 1 1
	 2 2 n na	 a1 V 1	 2 V 2	 n Vn
Again a denominator that can become small. appears.
Browr.''(Re f. 21) has analyzed the phenomena of resonance as it arises
in the problem of 7,,),endulum motion in a uniform gravitational field.	 He
found that two distinct types of motion are possible, resonant and non-
resonant.	 The pendulum is in a state of resonance when it is oscillating
about the stable equilibrium position. 	 Non-resonant motion corresponds to
the case in which the pendulum is making complete revolutions about its
support.	 Brown shows that the formal series solution obtained for non-
resonant motion is not valid for resonant motion.	 Indeed, a small divisor
appears in the series as a resonant state is approached.	 Thus, the appear-
ance of a small divisor seems to indicate that the formal series solution
is not valid in the region under consideration. 	 This problem will be
treated further in the discussion of the artificial Earth satellite theories
in Chapter V.
Fami__ _. ,
Chapter III can be gained by applying them to a physically meaningful
problem for which an analytical solution can be obtained with a minimum
of algebraic manipulation. The following p,sragraphs are devoted to the
development of the analytical solutions f'^)r the motion of a simple dynami-
cal system and to comparisons of numerical results.
IV .J. Problem Formulation
Consider the problem of determining the motion of a mass moving on
a smooth horizontal surface and attached to a rigid support by a nonlinear
spring. If the force exerted on the mass by the _spring is proportional to
a linear combination of the displacement ( x) of the sj"ring from its equi-
librium position and the cube of this displacement, ti, \e equation of motion
of tt u, z; _bias the form
x	 k2  _ ex 3 	(4.1)
I
where 'k (# 0) and a (-> 0) are parameters characterizing the stiffness
of the spring. It is easily shown that the system is co::servative, the
energy being given by
E _ kk
2
 + 1-2k 2 x2 t 14ex4	constant .	 ( ^t;.2 )
Since a is assumed to be non-negative and k is assumed to be non-zero,
r,	 Eq. (4.2) indicates that the magnitude of x is bounded.
40
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As is evident from Eq. (4.1), the acceleration acting on the mass can
be separated into two components, a linear term -k 2 x)and a nonlinear
term (-ex3 )	 The ratio of these accelerations is
d = 
-ex3 
= e x?
-k 2x	 k2
_ e	 2
nmax	 k2 xmax
Now, for given values of k 2 and x2
max , d max can be made as small as
desired by adjusting e	 That is, a can be chosen to make the linear
portion of the acceleration dominate the nonlinear portion. It is impor-
tant to nov'e that the ` value of a required to achieve this condition will
depend on the initial conditions for the motion.
The equation of motion of the spring mass system (Eq. (4.1)) can be
rewritten as
	
X t k 2 = -ex 3 	(4..3)
Then, for small values of e , the problem can be treated as a simple
harmonic oscillator subject to a small perturbing acceleration. The so-
lution of the perturbed problem is expected to differ only slightly from
that of the unperturbed problem for this case.
Before the general- perturbation techniques ofthe previous chapter 	 1
can be applied to this problem, the equation of motion must be put in the
form required by these methods:. Using an approach similar to the varia-
tion of parameters, define the new variables L and k by
X =	 kL cos R	 (4.4)	
Y
l^
e42
_ -V2kL sin R	 (4.4)
The qu/antities L and R are closely related to action-angle variables
(Ref. 22). Substituting Eqs. (4.4) into Eq. (4.3) yields the differential
equations
2
r	 L = e 
k2 
(sin 2R + 2 sin 40
(4.5)
R = k + c k2 (4 + cos 2k + 4 cos 	4R)
Observe that-; for e = 0 the solution of the previous equations is
L = constant
	
2	 kt + constant .
For e 0 , Egs. (4.5) are of the form required by Kaula's method (-see Eqs=.
(3.1), (3.2), and (3.^)).
In order to obtain the canonical form required by the von Zeipel
method, the energy integral (Eq (s.!)) can be used to express the
Hamiltonian as a function of 0.o :ar:'ables L and £ 	 Following astro-
nomical convention, the HamiltonianF is defined as the negative of the
total energy. Thus,
F = -E = _
	
x2 - '^ k 2 x2 - ^4 ex^
2
- kL = e L-2 cos 4R
k	 ^t
+	
A
or
	
F = - kL	 e 
k2 
(8t 2 cos 2R t 	 cos 49)	 (4.6)
r	
_
L0.1	 M __
r
43
Comparison of Eq. (4,,6) with Eq. (3.16) shows that the Hamiltonian given
above satisfies the required conditions. 	 It is easily verified that Eqs.
(4.5) can be written in the canonical form
L=	 F R	 R	 = -FL .
In summary, for the application of Kaula's met A, the dynamicalSys-
tem is represented by the equations
.	 2
L	 =	 e 
k2 
(sin 29. + 2 sin 4R)
(4.7)
Q	 =	 k + e k2 (4 + cos 2k + 4- Cos 4R)-.
For the von Zeipel method, the form of thfr egty, a";ions is
L	 -	
F R
..	
R	 = -FL (4.8)
where
=- 2
F	 =	 -kL - 
e	
(g + 2 ros 21	 8 Cos 40 .k2
In both cases,	 a	 is assumed small.
a„ IV.2	 Solution by Kaula's Method
I
Following the p:,ocedure of Section III.1, assume
L	 _	 L
(4.9)
where	 L	 and	 8	 are constants.	 Substituting Egs. (4.9) into the right
hand sides of Eqs. (4.7) and integrating gives
1722
	 — •
	 1
_	 -	 [cos 2(tCtlGst) +	 cos 4(k+k t)]
L
L	 e (4.10)2.	 4	 s2k R ^^,r
s
r
91PARI. 
z
Ln
D;
e
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R = R + ist + E	 2. [sin 2(Rti st) + 9 sin 4(k+ist)]
2k Rs
(4.11)
(4.12)
(4.13)
(4.14)
The quantities L and R are computed frum the known initial conditions
LE
 and RE by using the equations below.
2
L = LE + e 2E (cos 22E + 4 cos 4ZRE)2k RsE
R = RE - E	 2E 
_ ( sin 2RE + . 4 sin 4RE)
2k RsE
Here, iSE is is evaluated at epoch.
IV.3 Solution by the von Ze pel Method
The Hamiltonian is
2
F = - UE L2 (6 +, 2 cos 2R + 8 cos 4R )
k
Fo+eFl
-n
where L is the generalized momentum and R is the generalized coordinate.
Following Section II1.2 a canonical transfot.mation to the new variables LI
and R' is made such that
F'j(L , R ) '= F*I(L')Fo(L') ;+ EF*(L') t E 2 F2(I:°) t	 (4.15)
The generating function S(L',R) is expanded in powers of the si,'all param-
eter and Eqs. (3.17) -ire used to write L and R' in terms of ,' and R.
" 6ubstituting the results 'nto Eq. (4:15) and expanding in Taylor's series'
yields the Folloy:ing relations (through second order in E) which are atial
ogous. to Eqs. (3. `?2), (3,^3), and (3.14).
4
t,
e45
F (L') = F+'W )
	 (4.16)0	 0
3F as
8L'	 1 1+ F1(L',k) = F^(L')	 (4.17)
2F as
	 82F	 BS . 2	 8F 2S
8L' 8R 2 + 2 8L'2 (aRl) + aL1 8R1 + F 2 (L',R) = F2(L')	 (4.18)
From Eqs. (4.14) and (4.16),
Fo(L') _ - kL'	 (4.19)
Equation (4.17) becomes
as	 i
-k 8k1 - L22 (8 + 2 cos 	 29 + 8 cos 4R) = F*(L')	 (4.20)
k
The assumption that S1 is periodic in A is satisfied by choosing FA
to be the portion of the left hand side of Eq. (4.20) that is independent
of R	 i.e.,
r	 2
F*(L') _ - 8 L'	 (4.21)
k w
Then'-the equation for S1 is
as	 L. 1
aRl 
= - L-3 (cos 2R t 
4 
cos 49)
	
(4.22)
2k
which can easily be integrated to give
S^ 	 G	 (sin 2R + 9 sin 40 + l(L')	 (4.23)
4k
-Th e arbitrary function of L'	 S1(L') , can be taken as zero since its
value (.loess not affect the final. results.
At this po;Gnt, Eqs. (3.20) and (4.23) can be usedto obtain She re-
lations between the primed and unprimed variables through first order. They are
s
y	
_	 ,
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s2
L = 8k = L' - e L 3 (cos 21 + 4 co s 42)	 (4.24)2k
^' = 3L' = k - e L' 
Cain 29 + 8 sin 42)	 (4.25)
r	 The new Hamiltonian through first order is
I^' 2
	
- kL'	
3 L
	 (4.26)Fe(L')	 - 
e 8 
.2
k
The accuracy of the solution can be increased by including the second order
secular term in k since neglecting this term leads to an error of the
form e 2t which may become significant in a short period of time. For
	
Y	 p
Z`
this reason the new Hamiltonian is calculated through second order. Choos
i.ng F2 to be the portion of the left hand side of Eq. (4.16) that is inde
pendent of k yields
j3
17 L
Thus, through terms of the second `order,
F(+ = kL' e 8 L2 + e2 64 .	 (4.27)
'	 -
	k 	 k
The differential equati-qns for L' and V are
L' _ F , = 0 	 iN' - cometant	 (4;219)
`	 ,	 ,2
	
y	 3 L	 2-	 1 LF	 = k+ e 4-2 a 64*.
(4.29)
	
?°
2 fV
k	 k
h;+	 §	 _	 • .
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Equations (4.24), (4.25), (4.28), and (4.29) represent a complete first
order solution of the nonlinear spring problem ("complete" means that second
order secular effects are included). However, Eqs. (4.24) and (4.25) are not
in the proper form for numerical calculations. The necessary change is the
replacement of R in the trigonometric terms with R'	 This is permissible
because the error introduced is of second order. The final results obtained
by the application of the von Zeipel method are
L = L' - E "2k3 (cos 29' + 4 co s 42')
i t e2k 3 (sin 22' + 	 sin 41 1 )	 ( 4.30)
2
V = i t +Ml+e4 L3 - ex 64 L' )t .k	 k
The constants L' and io are evaluated by inverting the previous equa-
tions at Lhe initial time.
The Justification for requiring that S be periodic in the components
of i now becomes clear. If the right hand side of the partial differen-
tial equation foie 8 1 (Eq. (4.22)) cont-aias a term that is a function of L'
only, S1 will have a term that is linear in i 	 Since i increases rap-
idly with time, thin term will cause S l to become large and the assumFtion
that a S l is of first order will be violated. Requiring S to be periodic
in the compQT, nU of i prevents the appearance of such secular terms.
The analysis given above was extended to obtain.a complete second
order solution so that the effects of including higher order periodic terms
could be demonstrated. The second order solution is
r
`R
e48
t 
L	 =	 L' - e 
2k3 
(cos 211 + 4 cos 411)
+
e2 
2k6 ( 32 + 16 cos 2R' 
+ i6 cos 4R' - i6 cos 6R');
R	 =	 R'	 + e 
Lk3 
(sin 2R' + 9 sin 4R')
	 (4.31)
-
2
e2 L'(85 sin 29 1 + 3-2
 sin 4R' -sinsin FR' - t28 sin 8R')64k
R'	 =	 1 1 +k(1+e 3L' _ e251L'2+e3375L" )t .4 ^3	 54 k6	 256 kg
For convenience, the equations necessary for evaluating
	 L'	 and
Ro	 through second order are given below.
2
L' =	 LE + e L- E (cos 2R£
 + 4 cos 49E)
2k
3	 ,.
+ e2.2k6 ( 32	
4 cos 21E
 - 16 cos 49E)
{ X, LE3RE - e	 (sin 2R E +,a sin 4R E )	 !2k
f L2
f e2 
64k6 {49 sin 2RE
 + 2^ sin 4RE
 + sin 6Z 
+ 8 sin 8RE)
IV.4 Comparison and Interpretation of Results
The first and second order solutions of the nonlinear spring problem
developed,,in Section IV.3 were programmed for the UNIVAC 1108 computer at
the NASA Manned Spacecraft Center and the results of the calculations were
compared with those obtained by numericzl' integration of the equations of
,.	 hr
e49
s-
s
motion (Eqs. (4.5)). For this study, the following values were used:
LE = 1.0
RE = 0.0
k = 27/10 = 0.6283184/sec.
The values of a ranged from 0.0001 to 0.1.
The trajectories genera ted by numerical integration of the equations
of motion with ' e = 0.001 over a time interval of 50 seconds ( 5 cycles for
the unperturbed oscillator) are given in Figs. 7 and 8. These figures
show that the momentum L undergoes periodic oscillations of constant am-
plitude about a mean value of approximately 1.002. Also, the change in 2
is primarily secular with R = 0.63/sec. as compared to R = k = 0.6283184/
sec. for the unperturbed case. Superimposed on this secular change are
periodic oscillations with amplitudes that are too shiall to be seen in the
figure.
The trajectories for other values of a appear very similar to the
one presented here, the differences being increasing amplitudes and de-
creasing periods of the oscillations as a becomes larger, and an increase
in the slope of -the R vs. t curve.
The f-,.rst case for which a comparison of the exact and , first order
general perturbation solutions is made is e = 0.0001. The quantity AL '-
the true solution minus the first order solution, fs plotted over a time
interval of 50 seconds in Fig. 9. For both the solution: by Kaula's method
and the solution by von Zeipel's method, the error is periodic with nearzy
constant amplitude ovei he time interval considered. The amplitude of the
i
eF
tY ^ 	 }mss	 °?	 4k	 771Zy7'—^`+
d
cc9
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error in the Kaula solution is approximately 5 x 10while that of the
von Zeipel solution is 10 -7 .	 Consider now the second order von Zeipel
r>'
solution (£qs. (4.31)).
	
The second order term in
	 L , which is not in-
cluded in the first order solution, is periodic in 	 V	 and has a magnitude f"
i
approximated by
3
E2  	
e?	
16 E 2.	 =	 1.6 x 10- 	.
k6	 k6
Al
r ' Thus, for this value of
	
E , both the nature of the errors in the first
+.' order solution for	 L	 and their magnitudes can be determined from the
second order term.
.;, A discussion of the relatively large bias in the error in the Kaula
solution for	 L	 will be deferred until later.	 The onlycomment to be made
° at this point is that the bias is of second order (2 x 10 -7') and therefore
negligible in the first order solution.
T Proceeding to the analysis of the errors. n the coordinate 	 Y , one
r ' observer=from Fig. 10 that both solutions yield an error component which
3J is periodic and, in addition, the Kaula solution produces a secular com-
ponent.	 The' `periodic error can be attributed to neglecting the second or-
=.' der periodic term.	 This term in the von Zeipel solution for 	 â '	 has a
magnitude approximated by'°
4 ^3	 2
E2 L6, - E6 = 16 E 2	 =	 1,6 x 10-7
k	 k
r
'
_7
compared to an'error of 10 	 shown in the figure. 	 Anc:e the secular
-error in the von Zeipel s61iition is very "small, it might be expected that
the secular e_ilor in `the Kaula solution results from neglecting the sec- y
and order secular term.	 From the von Zeipel solution, this error after
50 seconds is approximately '
ii
it
I
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2
e2	 (50) = 8 e2 (50)	 0	 4 x 10-5 .
k5
Again, the predicted error is in excellent agreement with the observed value
of	 4.1 x 10-8 .	 The third order secular error present in the first order
von Zeipel solution is predicted to be
r 3
e3 
L8	 (50) = 32 e l(50) = 1.5 x 10-9
k f
a value that is too small to be noticeable in the figure.
Based on the discussion of the errors given above, the following
;,- observations can be made:
1.	 The first order error it 	 L	 is periodic of nearly constant
y
tL " -
amplitude."
2.	 Neglecting the second order secular term in 	 R	 produces a.
4L significant secular error which becomes ten times as large
as the second order periodic error in this relatively brief
time interval.
3.	 The magnitude of the error can be predicted from the magnitudek
of the first neglected term in the solution. 	 That is, for a
za .
^• first order solution, the error incurred is approximated by
'ie magnitude of the second order terms.
.:; So far, the previous conclusions are based entirely on the analysis
V
" of the errors for	 a	 0.0001	 The effect of changing	 a	 will now be
t
examined.
The error in	 L	 for the case	 e = 0.001	 is presented in Fig. 11.
The curves appear to have forms similar to those for	 e = 0.0001 ,the
major difference being the slightly erratic behavior and increasing
..
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n
amplitude in the error in the Kaula solution. The predicted error, given
by
13
E2 L6 = 1.6 xk
is in good agreement with the observed error. 'ate that the periodic er-
ror in the first order solution is 100 t imes as large as it -gas for the
previous value of E	 As before, the error in k is mainly periodic
for the von Zeipel solution, while the error in the Kaula solution has a
large secular component. The predicted value of the periodic error is
E
e2 L6 = 1.6 x 10-5
'	 k
and the predicted secular error in the Kaula solution after 50 seconds is
a
12
E2 
L5 
(50) = 4 x 10-4k
both in close agreement with the observed values.
The preceding analysis leads to the conclusion that the three char-
acteristics of the errors enumerated for e = 0.0001 also hold for e
0.001. A fourth observation resulting from a comparison of the magnitudes,
.^r
of the errors in the two cases is:
1.,
	 4. The size of the second order error increases as E increases
(since it it proportional to e2).
Continuing to the case of e = 0.01 , two features are worthy of
note. The first is the pronounced increase in the amplitude of the error
in the Kaula solution `•.or L (Fig. 13); the second is the appearance of
`
	
	
the Third order secular error in the von Zeipel solution for R (Fig. 14).
The magnitudes of all the errors except that in the Kaula solution for L
E
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can be predicted from the first neglected term in the solutions. The
W	 growth of the amplitude of the error in L can be explainei by consid-
	
V	 eration of the case e = 0.1	 9
The value e = 0.1 represents a strongly perturbed system, the
a`=
rat%o of the nchlinear perturbing acceleration to the linear term having
	
•,	 a maximum of approximately 0.8. Thus, it is to be expected that a first
z:- order solution will be very inaccurate. This is verified by the results
given in Figures 15 and 16. For this value of e , both solutions yield
periodic errors whose amplitudes vary with time and both solutions pro-
I
-	 duce large secular errors in R 	 The relation between these effects is
indicated by Eqs. (4.24) and (4.30), and by Fig. 17.
	
'	 I
In Equation (4.24) `, the angular variable in the von Zeipel solution
f:
	
`	 for L is R	 In the solution programmed (Eqs. (4:30)), the angular va-
riable R is replaced by V , the secular variation of R	 Any error
in ,R' will produce a secular change in the quantity R - V 	 This, in
	x_	 a
.turn, causes a phase difference between the solutions for L obtained
' from Eq. ;4.24) and the first of Eqs. (4.30). Figure 17 shows that the
predicted phase difference does actually occur. For the present case, the
true and approximate solutions are 1800 out of phase after a period of 26
seconds which should be equal to the time required for 2R -,2R' to reach
1800 or approximately the time required for AL to reach 90° (1.57 rad.).
This conclusion is verified by Fig: 16. Such a phase difference can have 	 -`
a significant effect on the errors in L because, regardless of the
accuracy of the amplitude of the solution for L , the error can have a
value equal. to twice the amplitude of the oscillations in the true solu-
tion. The previous characteristic, which will also appear for smaller
values of a over longer periods of time, in conjunction with the large
W rk { :' ct,	 t^	 5w+	 may'+` +	 ., 	 fi	 -	 Ey '"	 i 3 ._.
ea
` ;2 c •	 J
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secular error3 in	 R	 leads to the conclusion that it is very important toz
determine the secular portion of the solution for
	
R	 as accurately as
possible.
Unfortunately, in most Cases the accurate determination of the secular
variation in	 R	 is difficult.	 For example, for the present value of
	 e
the second and third order secular errors in
	 9,	 are large and of -the same
magnitude.	 Hence; an accurate solution for
	
R	 would require the calcula-
tion of seadlAr terms of much higher than third order.
At,this point the bias of the error in the Kaula solution for
	 L men-
I
tioned earlier will be considered in more d.tail.
It is suspected that the bias of the error in
	 L	 is due to an error
in the mean	 =` Iii	 of	 L	 This mean value (L in the Kaula`solution) from
Eq.
	
( 4.12) -:[t*'
T2
L=	
LE t o	 2	 (Cos 29,t 4 cos 4R.E	 E)
"2k w
where
L
W ` =	 91	 =	 k(1 + e 4
	 3) .k
In the expression that was programmed, 	 w	 was incorrectly tak:--n as
Ali
..	
LL^^
w'	 kE	 -	 k t e 2 (4 t cos 2RE
 + 4 cos 49E) c
k u .'
z>
Since	 w	 and	 w'	 differ by a term of the first order, the values of	 L
calculated with these values of
	 w	 will differ by second order.
	 The
Magnitude on_	 f this error can be predicted a4_,.-follows.
5= ` J
b•
F
Let t be the mean value of L based on w and L' the mean value
based on tip '	 Then, with LE 1.0 and RE = 0 ,
e,
4i 61
L-L' =	 e (5) Ul+3E ) -1 - (1±2
2k3: 4 ,	 4 k 3 	 3
= 32 e6 + 0(e
3 ) = 5 e2
k	 _
For	 0.001
L - L' = 10" 5 .
The bias in AL for both the correct and the programmed solutions
is shown in Fig. 18. The biases differ by 10 -5 as predicted. Further
I!' /	 reduction of the error in the mean value can be achieved by setting w =
k	 The equation for the mean value then is the same as that given by
Ji
the von Zeipel solution, and comparison of Figs. 11 and 18 shows that the-
bias in thi -error is the smallest. However, the bias is of second order
for either of `the possible values of w and is therefore negligible in a
first order solution. The remainder of this section is devoted to a study
of the nature of the errors over extended periods of time.
Figure 19 presents the envelope of the oscillations in 4L over an
interval of 5000 seconds (500 cycles of the unperturbed oscillator) for
;.`	 e = 0.001. The error in the von Zeipel solution has a nearly constant
r:	 amplitude while the error in the :,haula solution experiences an increaseVia..
xc,	 in amplitude which, for the 50 second time interval discussed previously,
`
	
	
was observed only for higher values of:; e	 As before, th —.--amplitude
change is due to a phase difference caused by the second order secular
error in 2	 The amplitude of AL will reach a maximum of 0.004 (100
times the predicted second order error) in the time it takes Ok to
become:900 (approx. 200,000 seconds).
.7
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Similar results are presented in Figs. 21 and 22 for	 e = 0.01 .
In this case, however, the third order error in the von _Zeipel solution
is large enough to produce an observable increase in the mplitude of
the error in the solution for
	 L	 Theoretically, the error in the Kaula
solution for	 L	 should reach a maximum of 0.04 after 2100 seconds.
	 This
prediction agrees well with the computational results.
Finally, Figures 23 and 24 present comparisons of the result's of
first and second order solutions obtained by the von Zepel method for
e = 0.001.	 The second order solution yields errors in	 L	 and	 R	 which
are significantly smaller than those for the first order solution.	 As
before, the error in the second order solution is approximated by the
magnitude of the first neglected term (i.e., third ordr periodic and
fourth order secular terms).
...'.. The analysis presented in this section leads to the following con-
clusions:
1.	 The magnitude of the error in the first order solution in-
crease	 as	 a	 increases.
2.	 For small values of	 e , the error can be predicted from the
magnitude of the first neglected term if the effect of the
phase error in the solution for the momentum 	 L	 is taken into
account.
3.	 Secular errors in,the coordinate 	 R	 have the greatest effect
on the overall accuracy of the solution.
4. The increased accuracy of the von Zeipel solution as compared
"	 to the Kaula solution is due almost entirely to the ^nclusion
of the second order secular term in the von'Zeipel solution
for â,
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CHAPTER V
THE ARTIFICIAL EARTH SATELLITE PROBLEM
One of the purposes of Chapters II, III, and IV has been to present
the material required in the following discussion of two existing general
perturbations solutions describing the motion of an artificial satellite
of the Earth.	 The problem of selecting the perturbations to be included
in the analysis is considered in Section V.1. 	 Sections V.2 and V.3 are
devoted to the developments of the general perturbations solutions with
comparisons of the results being given in Section V.4. 	 Finally, studies
;- of the phenomena of resonance as it appears in this problem are briefly
reviewed in Section V.5.
V.1	 The Principal Perturbations
The forces influencing the motion of an art -f —ial satellite of the
Earth are due to the following causes (Ref., 23):
1.	 the Earth's gravitational field,
2.	 the gravitational fields of the Sun, Moon, and planets,
3.	 the Earth's atmosphere,
4.	 the Earth's magnetic field,
5.	 solar radiation and
6.	 charged and uncharged particles (i.e., ions from the Sun or
the atmosphere and micrometeorites).
r
The third influence listed, atmospheric drag, is extremely difficult to :,l
treat by analytical methods for several reasons. 	 Since the characteristics
Al,
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of the atmosphere are not fixed, such things as density variations that
are dependent upon the position relative to the Sun (the diurnal bulge)
and those that are due to fluctuations in the intensity of solar activity
must be considered (Ref. 24). In addition, the drag forces depend in a
very complex way on the shape, orientation, position, and velocity of the
satellite. Therefore, in the solutions presented here, the motion of the
satellite is assumed to occur in a region in which the accelerations due
to atmospheric drag are negligible.
I
The effects of the Earth's gravitational field will be considered
M
I next. In Chapter II, the expression for the potential of an arbitrary
body was written in infinite series form (Eq.0.20)). For the Earth, the
dominant term in this expansion is the first which represents the poten-
tial of an inverse square force field and will be called the central
force term. Of the remaining terms, the most important is V20 (repre-
senting the oblateness) which is a factor of 10
-3
 smaller than the central
force term. All other terms in the potential are a factor of 10
-6 smaller
than the dominant term (Ref. 25).
Compared to the central force component of the Earth's gravitational
attraction, all of the other forces acting on the satellite (except pos-
sibly atmospheric drag which will not be considered) are small. Thus,
4 these forces are treated as perturbations causing the satellite to deviate
slightly from the Keplerian orbit it would follow if the perturbations
were absent.
Of the influences remaining, the only ones that can not be neglected
in most instances are the third body effects of the Sun and Moon. For a
satellite at an altitude of approximately 1000 miles, these perturbing
forces are a factor of 10 -7
 smaller than the central force (Ref. 26) and
should be considered if the higher harmonics of the Earth's gravitational
e68
field are included in the problem.
	 Since treating these effects only
complicates the analysis without revealing any new features of the tech-
niques, they will be neglected here.	 A discussion of such lunisolar
perturbations is given by Kozai (Ref. 27).
Then, the artificial Earth satellite problem considered in the fol-
lowing sections is defined to be the problem of determining the motion of
an artificial satellite under the influence of the Earth's gravitational
field.
V.2	 Kaula's Method as Applied by Ingram
Using a variation of the technique originally employed by Kaula (Ref.
6) 9 Ingram (Ref. 7) has developed a solution for the motion of an artifi-
cial satellite which includes the effects of the attraction of a third
body and any combination of harmonics in the central body potential.
	 Al-
though the solution was formulated for propagating the orbital elements
of Lunar satellites, it also has been used for Earth.satellite studies.
A modification of the solution -t-6 yield more accurate results for the ef-
fects of the third body has been performed by Born (Ref. 28).
5.
Ingram used a set of non=singular elements in his analysis in order
s
to avoid the zero eccentricity and zero inclination difficulties encount-
ered with the Keplerian elements. However, the modified Keplerian set
x:
(a, e, I, 0, w, and M) is chosen in the following presentation to facili-
tate the comparison of the results with those obtained by Brouwer. In
addition, the treatment of the third body perturbations is not included.
There were two reasons for deciding to study Ingram's solutions in-
stead of better known results such as Koza's (Ref. 14).	 First, the
technique used to generate the analytical solution seemed 'very simple
compared to the von Zeipel method and yet gave accurate results. 	 Second,
'y
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the solutions are used for predicting the motion of both Earth and Lunar
satellites while, as will be indicated in Chapter VI, the von Zeipel
method cannot be used to determine a complete solution to the Lunar sa-
tellite problem (at least not in terms of Delaunay variables).
The analysis begins with Lagrange's planetary equations given below.
2	 BR
a	 na	 aM
1-e 2	 8R	 1-e2	 DR_
e =
	
2	 M	 2	 aw
na a	 na e
I	 cos I	 2R _	 1	 DR
nag 1-e	 sin i	 8w	 nag 1-e	 sin I	 8S2
1	 2RSt	 =
2	 aI na	 1-e	 sin I
cos I	 DR	 1-e 2 DRW __	 _ +	 —
aL_	 ae
na 41-e	 sin I	 na2e
1-e2
	
DR	 2	 DRM	 =	 n _	 _2	 2e	 na as
na e
The disturbing function	 R	 is, from Eqs. (2.25) and (2.26),
R	 =	 -(V + r)
2	 uak	 R
E	 Fkmp(I)	 E	 GRPq(e)SRmpq(w,M J Pt O)	 (5.1)2=2 m£0	 aR+l P=O
	
q=-=
with
 evenS	
=	
J [coSI2,-m
kmpqRmpq	 Rm sinQ
-m odd
^Rmpq	 -	
U-2p)w + (R-2p+q)M + m(2-0-X im 	.
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Note that the summation in 	 R	 on the index	 q	 is to be truncated in
accordance with the discussion at the end of Sec.II.2• 	 The variable
C .;
9	 appearing in	 0Rmpq	 is the angle between the X axis of the body
` fixed coordin_ies (Fig. 2) and the inertial reference axis for 	 9
1
both axes lying in the equatorial plane. 	 Thus, if the central body
is spinning about the Z axis with constant angular velocity 	 9
= 6	 =	
e 
	 + et
where	 9E 	is the value of	 6	 at	 t = 0 .
Substituting Eq. (5.1) into Lagrange's planetary equations and let-
ting
k	 k
E	 -=	 E	 E	 E	 E
Rmpq	 R=2 m=0 p=0 q=-m
yields the following expressions for the rates of change of the elements.
2naI
impGRpq(Q-2p+q) cos]4Dkmpq[sikm
(5.2)
aR-1	 9M
P4
R
nae	 111-e2	 I-e2
JimFimpGRpq (R-2p+q) -R-2p )
[
-sin
 cos] Rmpq (5.3)
RmE a
k
Pq
e 	 e
I_	 E	 nae	
son
J	 F	 (A.-2p)cot I- m csc I	 (P
!Cm imp	 [	 ]	 cos	 Rmpq
(5.4)
impq aR	 l-e
2
nae dF_ Rmp	 fcosl
r
-	 £	
J	 csc I
sin 0
(5.5)
Rm	 aI Rm
	
dI	 1-e2
Pq
Qmpq
naQ	
2 
dG'	 dF	 G
w	
e J 1-e	 2m^	 l rcin(F	 -	 cot Ide	 dI (5.6)
4
'\
e
imp	 a	 s
2mE	 a 	
ft	 1-e	 in
Pq
Rmpq
R
nae
M	 =	 . +
	 E	 = J	 F	 2(R+1)G	
II
- 1-e2	
iu	
cos]^q9	 de	 kmsin
(5.7)
{ Qmp^l aA.	 im imp p q
	 e
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It must now be shown that these equations have forms corresponding
to those of Eqs. (3.1), (3.2), and (3.3). Consider the equation for
M. For an artificial satellite of the Earth, the first term (n, the
mean motion) is much larger than the remaining terms. A term of -"his
magnitude appears only in Eq. (5.7). Thus, the mean anomaly M must
be analogous to
	 in Eq. (3.3) and, following the definitions of Sec.
III.1, the short period terms are 'those whose trigonometric arguments
contain M	 These terms are specified by the condition k-2p+q # 0 .
The coefficients of the trigonometric functions in the short period
terms in the rate equation for c are functions only of the variables
Since the corresponding coefficients in Eq. (5.7) contain only a
e , and I , these variables must be analogous to the components of the
vector. The rate equations for a , e , and I will contain only
periodic terms because the coefficients of the terms vanish when the in-
dices are chosen to make the trigonometric arguments zero, i.e., when
the following conditions are satisfied simultaneously.
1. R - 2p + q = 0
2. k - 2p = 0	 (5.8)
	
a"	 3. m
	 0
y
	
-	 The rate equations for 9 have the same characteristic so that the cor=
respondence drawn between a	 e and I and the components of	 is
valid.
	
:F+	 The remaining variables, 92 and w appear in the trigonometric
arguments of all the periodic terms and are therefore analogous to the
components of the n. vector. These variables are distinguished from
the components of the i vector by the secular terms in their rate
equations. As found grove, such terms will not occur in Eqs. (3.1) but
Y	 4
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can occur in Eqs. ( 3.2) when all of the elements of the a vector are
zero. The conditions which will produce these terms in the equations
for S2and w are given by Eqs. (5.8).
In the previouso discussion, the equivalences given below were es-
tablished.
a
e	 M-
I	 wj
Hence, Equations (5.2) through ( 5.7) are in the form required for the
y
application of Kaula's method.
The first step in the solution is-the determination of the secular
terms in the equations for 0 w , and M These terms are obtained
by selecting values of the indices satisfying Eqs. (5 . 8). For example,
for R = 2 and m = 0 the secular rates are
2
na
e	
dF	
V -
_	 201	 210	 I,
^s	 a2 J20 dI csc I 1-e
3na2	
(5.9)
e	
J cos I2a2(1-e2)2 20
2
w - na J	 E	 1--e 
dG210 dF201 
cot I G210
e
s	 a2 20 ( 2:01 e	 de - dT)
(5.10)
3na2
e	 r	 _	 2-. ,
I73
I
3	 2	 1
F201 - 4 sin I - 2
-3/2
X210 - (1-e2)
In accordance with Eqs. (3.9), (3.10), and (3.11), the variables
I
on the right hand sides of the differential equations are assumed to be
'	 approximated by
a = a
e = e
I = I
(5.12)
S2 = 3d + S2 (a, e, I)t
s
W	 w +ws(a. e, I)t
M = M + n t
o
	
'.	 where the barred quantities are mean values which are determined from
the initial conditions. Following Ingram, the secular rate in M has
been chosen as no rather than Ms	The quantity no is given by
	
x';	 z
no 	 (a3)
o,
with a  being defined by the equation
2a	 2a + R	 (5.13)
As long as R is independent of the time (i. ;`,contains zonal harmonics
only), ao is a constant which can be calculated from the epoch values
of the elements. However, Ingram 'uses a constant ao based upon epoch
conditions even though his disturbing function contairi&—ttime. This turns	 T'
out to be a good approximation because the ao determined from Eq. (5.13)
	
e	 r"
tI
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for the time dependent disturbing function experiences changes that are
negligibly small over the time interval of interest. The justification
for choosing the secular variation in M in this manner is not clear
at this point and will be discussed further in Sec.IV.4 where n o
 will
i
be shown to be essentially equivalent to M s .
Continuing with the procedure for generating the solutions, Eqs.
(5.12) are substituted into the right hand sides of Eqs. (5.2) through
(5.7) and the resulting equations are integrated with respect to time.
i
For example, the rate equation for the semi-major axis becomes
2naR	_
	
a=	 E	 e J F	 (I) G	 (e) (R-2ptq)	 sin 4)
Rmpq a
—R-1 Rm Rmp
	 Rpq	 L cost Rmpq
 
n = 3 ) 2(a /
0Rmpq - (R-2p)w t (2,=2p+q)M t m(Sf- eE- aRm)
+ C (R-2p )ws + (9.-2ptq)n0 t m( Sts-b it
s -
Rmpq + 
(DRmpq t
Integrating with respect to time yields
r;	
_	 2naR
a _ a t £_ 
e J F	 (I) G (e) (R-2p+q) r cos l
Rm a
R-1 Rm Rmp
	
Rpq	 is	 s nJJ Rmpq
	
pq	 Rmpq
Recall that, as was noted in Sec.III. 1, the variation of the mean
r:
motion with the semi-major axis must be considered in integrating the
differential equation for M	 This leads to a term of the form
^^1
(5.18)
0
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3 n	 (a-a)dt ._ 2 a f t
The integral above can be evaluated after the approximate solution for
the semi-major axis has been obtained. Also, the secular terms in the
solution for M are to be replaced by :not .
The solutions for the case in which only the effects of the oblate-
ness are considered are given below.
— 2
a - a + 2nae J20 E E	 F20 (I) G 2
 (e) (2 SP+q) cos 0--
a	 p=0 q=-=	 P	 pq	 Pq20pq
nag	2	 F:
_P M
G (e) 
1
_-2
e	 20	 2	 e
e = e t _.,— J20 E	 E	 _.s Pq	 — (2-2p+q)
a..	
p-0 q=
	
^20pq	 e
_ 1-e2 (2-2.p )^tcos (D
e	 20pq
—2
na
I = I + ae J20 E s F20 (I) cot 2 G-	
(2-2p)cos 
020v
	p =0 q=	 p	 1-e
I	 pq
20pq
3na2 cos I
S2	 a+ 2
e —2 2t2a (1-e )
nae	 2	 dF20 (I)
	
G2 (e) sin X20 n
e J	 E E	 P	 csc I	 DO
az 20 p=0 q=	 dI	 $sY.:	 20pq
(5.14)
-f
(5.15)
(5.17)
1. 2- 2p + q = 0
2. 2 -?P  = 0 .
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M	 M + n t0
nag	2
+ —2 20 E Z
a	 p=O q=-w
F20p (DJ42 + (2-S2p+q) n G2pq —e)
20pq	 I
1_T2 dG 2p_q (T) sin 0 20pq
e	 d	 $Se 20pq
In the expressions above,
20pq
and the summations on
are limited to those values of the indices which do not simultaneously
satisfy the conditions
(272p) (.jl+w s t) + (2-2p+q) (*F+n 0 t)
p and q in the equations for 9 . w , and M
(5.19)
As before, the barred quantities in the solutions are calculated b *y -in
verting the equations at the initial time.
V.3 Brouwer's Solution by the von Zeipel Method
The following paragraphs contain a discussion of one of the earliest
and best known solutions to the artificial Earth satellite problem. It
peared in the same issue of theby Brouwer (Ref. 5) and awas developed	 p
Astronomical Journal as the contributions of Kozai (Ref. 14) and
Garfinkel (Ref. 29). In the original paper, Brouwer presented a complete
first order solution (i.e., second order secular terms were included) for
the effects of the second, third, fourth, and fifth zonal harmonics in the
Earth's potential. Only the effects of the second tonal harmonic will be
.considered here since the effects of the higher zonal harmonics are
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relatively easy to determine. This does not mean that,
 these harmonics
can be neglected. In fact, as will be indicated later, they will yield
terms of the first order in the final solution.
The Equations of Motion
The orbit of the satellite is to be described by the Delauna'y vari-
ables defined in Sec. II.l. The equations of motion are
L =	 FR Q	 = -FL
G =	 F  g	 = - F 
H =	 F  F 
where the Hamiltonian F(L,G,H,Z,g,h) can be determined as follows.
From Eqs. (2.23) and (2.24) the potential for the problem is
(5.20)
Since the potential is independent of the time, the system is conserva=
1,	 tive and, following astronomical convention, the Hamiltonian is equal
to the negative of the total energy. Using the equation
t.
r+u3r = OR
r
uk	 2	 2
V =-r-32[(- 2+2 G 2)+(2+2 GH2) cos (2g+2f)J
r	  
u- R .
r
the total energy is found to be given by
2
E _ ----R
2	 r
With the aid of Eq. (2.5) the Hamiltonian can be written -as
F	
-E = 2a + R (5.21)
x
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or, writing the semi-major axis in terms of the Delaunay variable L
2 P 4	 2 3	 2 3
F	 2L2 + L6 2 2t	 2 ^2)r3 t (2 - 2 2)23 cos (2g+2f)](5.22)
The form of the Hamiltonian given by Eq. (5.22) is the one employed in
the development of the solution. However, to show that the Hamiltonian
satisfies the requirements of the von Zeipel method, F must be written
explicitly in terms of the mean anomaly R 	 Applying procedures given
in Refs. 8 and 9, terms of the form
n
(r) cos m f
where m and n are integers, can be expanded into Fourier series in
Z. From Ref. 5, the expansions required here are
3	 3	 3
a 3	 L3, t E ,2P(e)-cos i g.	 L3	 l0
r	 G	 j=1	 j	 G
3
r3 cos ( 2g+2f)	 E Qj (e) cos (2g+j9.) = a 2 .
i "_.
s periodic functions a l and a 2 are both purely periodic in R
ice it can be shown that
Q0 (e)	 0 .
Then, the Hamiltonian is given explicitly in terms of the mean anomaly
by
F = u2 '+ 
u4k  
U_ 1 + 3 x2) ( L3 + a ) + {3 - 3 HH2 ] .
2L2
	 L6	 2 2 ^2 G3
	
1	 2	 2 G2 2
Choosing k 2 as the small parameter corresponding to e in Eq.
(3.16) 9
 the zero and first order portions of the Hamiltonian are iden-
tified as follows:
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F 	
u2
- 	
22L
4
F1 = u 6 2 C(- 2 + 2 H2)a3 t (2 - 2 H2)a3 cos 	 (2g+2f)]
L	 G r	 G r
4
= u 6 2 ^(- 2 +
2	
HH2(L3 + al ) + (2 - 2 HH22)a2]L	 G	 G	 G
(5.23)
(5.24)
. 25 )
In contrast to the convention in Sec. III.2, the small parameter is re-
tained in F1 so that
F = F0 (L) + F1(L,G,H,R,g)
Inasmuch as Fo is a function of L only and F 1
 is periodic in k
and g (h does not appear), the Hamiltonian satisfies the requirements
for the application of the von Zeipel method.
Outline of Brouwer's Method
Brouwer uses the von- .Zeipel method -presented in Sec. III.-2 to per-
5i.
form a sequence of canonical transformations from the original variables
to the new variables L", G", H", k", g", and h" in such a man-
ner that the new Hamiltonian F	 is a function only of L", G", and
t
H"	 The integration of the resulting system of canonical equations is
t	 1 Th f' t t	 f	 d	 dr 	 a ins raps ormation is require to yiel a new rtpmsil Lon ian
5
	 F* that contains the new variables L', G', H', and g', but not the
variable k', through second order. A second transformation is then gen-
erated to produce a Hamiltonian F 	 containing only L". G", and H"
through second order.
The Short Period Terms
it is now desired to determine a canonical transformat-l on from the
variables L. G, n, =x,, g, and h to the variables L', G',
;r
r;
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H', 2', g',	 and h' such that the new Hamiltonian F does not
contain V	 The transformation is specified by the equations
	
_ as	 , _ as
L	 aR	 aL'
	
G _ as	 , = as	 (5.26)
	
ag	 g	 aG'
	
H = as	 h, = as
	
ah	 aH'
and
F(L,G,H j Z,g) = F (L) + F (L,G,H,R,g) = F (L',G',H',g')
	 (5.27)
Applying the vo
3e
Hamiltonian F
parameter k2 .
ak
S and F are
0	 1
Zeipel technique, the generating function S and the new
are assumed to be expandable in power series in the small
Thus, using subscripts to indicate the order of the term,
given by
S{L',G',H',R,g,h) = S0 + S  + S2 + ...	 (5.28)
F (L',G',H',g')	 Fad + Fly + F2
 + ...	 (5.29)
For k2
 = 0 , the problem is trivial and therefore So is chosen as
k
e
S0 = L I Z + G'g + H'h .	 (5.30)
s .
	
	
Further, since H is a constant (because h does not appear in F), there
is no need to transform this variable. For this reason h is assumed to
r
occur in S only in S0 .
raw:'
With the aid of Eqs. (5,26), (5.28), (5.29), and (5.30), Eq. (5.27)
becomes
e81
asas
Fo(L' t 8kl + 8k2 t ...)
as	 as	 as	 as
+ <:F1(L' +
at t aR2 + ...,G' t 
agl 
+ 
ag2 
+ ..., H1,19g)
as	 as
Fo + Fl (L',G',H',g + aLl + aG? + ...)
(5.31)
as 	 as 
+ F2 (L',G',H',g + aL' + aG, + ...) + ... .
i
Expanding each term of Eq. (5.31) in Taylor's series through the second
power of k 2 , the result is
	
aF (aS	 as	 B2F ( as l2
F0 (L' ) + aL' \ aLl + aR2 ) + 2 aLI2 \ DL/
aF aSaF as
+ F1(L',G',H',R,g) + aL1R1 + aRl agl + ...
(5.32)
aFl as1
Fo (L') + Fl
 (L',G',H',g) + ag
	
aR,
k'	 3e
+-F2 (L',G',H'yg) +_
The following equations are then obtained by equating terms of the same
order.
`a	 Order 0:
Fo(LI) = Fo (L')	 (5.33)
Order 1:
aF as
W aLl + F1(L',G',H',R,g) = F1 (L',G'eH'eg)
Order 2:
	
BF as
	 1 a 2Fo (aSl 12	 aF1 as1	 aFl as
0L' aL + 2 aL,"2 \ aL / + 77 9 + DG' ag
	a 	
as
	1 	 1
	
F2(L',G'9H'^g) + ag
	
aL;^-
(5.34)
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This process may be continued to yield analogous equations for higher
orders.
Equations (5. 1.3), (5.34) ;
 and (5.35) can now be used to determine
F  , F1 , F2 , Sl , and S 2
	From the first equation,
Fo:e(LI) = 
Fo ( L ') =	 u 2 2	 -(5.36)
2L'
Following the procedure given in Sec. III.2, ;'q. (5.34) is solved by set-
:4
ting Fl
 equal to the portion of the left hand side of the equation
3e
that is independent of R , i.e., F l
 is chosen to be the portion of
the Fourier series expansion for F l given by Eq. (5.24) that does not
contain Z	 Equivalently, Fib
 is equal to
^e
F1	 Fis(L15G`9H'eg)
where Fis is known as the secular part of F l
 and is defined by
2n
) - 2n j	 F1 (L,G,H,k,g) dRFls(L'G'H'g
0
But this integral in its present form can not be evaluated because, from
Eq. (5.22), F1
 is explicitly a function of the true anomaly f rather
than the mean anomaly R 	 However, the differential relation between
f and R given by Eq. (2.6) can be used to change the variable of in-
tegration. With the aid of this relation, the expression defining Fis
becomes
1	
2
	
f27 r 2
2tr (1-e ) 	 (a) Fi df
0
227ru4
 k	 2	 2
__ 1 L
	 2 ^(_ 1 + 3 H )a + ( 3 - 3 H )
a cos (2g+2f)jdf .21T G	 0	 L6 	 2	 2 2 )	 2 G2 r
Fis
1^
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From Eqs. ( 2.1) and ( 2.2) and the definitions of the Delaunay variables,
(2n	 21r
2^ J	 r df = 2rt J	 1+e cos f df
0	 o	 1-e2
1 L2	
27r	 L2
	
2n 2 (f + e sin f)I	 =	 2 .
G	 o	 G
Similarly,
	
2 J2^	
_
^	
-r cos ( 2g+2f) df	 0 .
0
Thus,
4
	
is	 L G	 G
and
4
3e
F	
= u3k23 (- 2 + 2 Ha2 ) .	 ( 5.37)l
	
L130 1 	 Gr
With this-choice -for F, , the partial differential equation for
S1 is found to be
as	 L, 2:?
at 	
=	 [Fl ( Lt9G'9H'9Reg) - F1 W G',H')]
u2
l
and 
a
as is purely periodic in R since
1	 27r	 1	 21r
2n 1	
(Fl - Fl
 W = 2n J
	
Fl di - Fls	0 .
0	 0
The first order portion of the generating function is given by
3
S1 = L2- 
1 
(Fl - F1 M .
u.
As before, F1 is explicitly a function of f so that the differential
relation between f and R is employed in performing the integration.
Then,
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(2
1	 Fl di	 =	 L	 j	 (a)	 Fl df
r
4 
=	 L	 11
k2 	
r	 1	 3H2 a	 3	 3I2a
G	 6-	 J [(- 2 + 2	 2 )r + (2 - 2
	
2)r cos ( 2g+2f)]df
L	 G	 G
2
-	
uG32 {(-,2 + 2 G2) (f + e sin f)
2
+ (3 	 3 H)^1 sin ( 2g+2f) + e sin (2g+f) + e sin ( 2g+3f)])
- 2	 2 G2 	 2	 _	 2	 6
fnd	 S 	 becomes
2
S	 -	 u 
k2	
{(-	 + 3 HH1—2 ) (f - R + e' sin f)1	 G13	 2	 2 G12
5.38
2
I	 I	 1	 =+	 ( 3 _ 3 H	 ) Il
	 g	 gsin ( 2 +2f) + e - sin (2 +f) + e sin (2	 3f)]}2	 2'2	 2	 2
G'
In Eq.	 ( 5.38),
12
e t 	 (1_G--
=	 _	 `	
L'2)
and	 f	 is a function of
	 e'	 and	 R	 that is determined from the equations
E - e' sin E	 =	 R	 (5.39)
tan 2
	
=	
\ 1
+e, 
J	
tan 2	 ( 5.40)
r'-
Note that	 f	 as defined above is not the "true" true anomaly and 	 E	 is
'<<	 not the true eccentric anomaly since both are given as functions of 	 e'
,, ;	 r•
'	 and	 R	 rather than of	 e 	 and	R"-
dp	 The equations``of transformation relating the primed and unprimed vari-
``•'	 ables can now be obtained through first order by substituting the expressions
^-	 for	 So	 and, , , Sl	into Eqs. ( 5.26).	 For example, µ	 ,.
s	 ^:
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as
L	 L' + akl
u2k	 ,2	 ,3	 ,3
=	 L' +	 C(= 2 + 2 GL2) (^3 - G^ )	 (5.41)L,3
,2	 3
HI cos (2g+2f)]
+ ( 2 - 2  2 )a,3G'	 r
where
L'2
ae
and	 r	 is given by
Y+
'
2
a'(1-e'_)r	 _	 (5.42)l+e'cos f
with	 f	 a function of	 e'	 and	 k	 as above.
Since	 f(e',2)	 in Eq. (5.41) differs only slightly from the true
anomaly	 f(e,R) ,	 L	 differs from	 L'	 by short period terms of the first
order in	 k2 .	 The same is true of the differences between the remaining
primed and unprimed variables.
	 Thus, the first canonical transformation
yields the first order short period terms in the solution.
Tn calculating the partial derivatives of	 S	 required above it shouldft
be recalled that	 S1	 given by Eq. (5.38) is an explicit function of the
variable	 e'	 which in turn is a function of 	 L'	 and	 G I	 The following
relations are therefore needed.
aas , 	a	 G'	 a
y.
_	 __
aL'	 -	 aL'	 ae'L3
	
3E'
F a	 _	 ael
	
a	
_	 G'	 a .
-9 —e'- ,._7L77	 3GI	 2e'e,L,2
The expressions for 	 F1	 and	 S1	 determined above can now be substi--,
tuted into Eq. (5.35) which can then be solved for
	 F2	 and^_.,S 2 .	 Brouwer
rt
I1
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was interested only In a first order solution for the periodic terms and
did not calculate S2	 The development of these second order short period
terms, although very tedious, was carried out by Kozai (Ref. 30). Brouwer
h
did, however, use the equation noted above to determine F 2
	This was
^e
done for two reasons. The first is that F 	 is required in the calcula-2
tion of the secular terms in the solution through second order. The sec-
ond reason is concerned with the determination of the first order long
^e
period terms and will be discussed shortly. The function F 2 is equal
to the terms on the left hand side of the equation that are independent of
R and is therefore given by
21r	 32F	 as 2	 aF
	
as
	
aF as
= 1_
 f
aLo 
(-39,)
l + 1	 1 + 1 1F	
J 
dR	 (5.43)
2	 2^rt 	 L 2 ^ 2 	 a^' au aG' ag
where Flp designates the portion of F 1 that is purely periodic in R
i.e..
F.	 F	 F1	 ls
The process of performing the averaging with respect to R can be simpli-
fied with the aid of the following relation from Tisserand (Ref. '9) or with
Cayley's tables (Ref. 31). For n s -2 and m a 0
1	 r27r	 r .^
2Tr	
(a), cos m f dk
°	 3 ntm+3M	 2 n 2 -^ 2
	
n-2 mt2pl a 2pe(2) (l-e )	 E	 (m+2p) 1 p / (2)P=O
u
In the previous equation, [n+2t3^ designates tc.: integOr portion of
ntm+3
and
2
/m^ =
	
P(mtl)
`n	 P(n+l) P(m-ntl)
i;
<	 ry n..k	
_,
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where r m is the Gamma-function. The final result is
6k2	 ;.,^	 U k2 15 L' 5 	18 H' 2 	H'.	 3 L ,6	 H,2	 H,4
F2	 L^10 X 32 ^,5 (l - 5 G^2 t G,4) +T_ G6 (1 - 6 G^ 2 + 9 G^4)
7	 2	 ,4
_ 15 L' (1 2 H^ - 7 H—)^ 	 (5.44)32	 2G,7 	G,	 GI4
u6k2 	3	 L15	 L ,7	 H,2	 H,4
+ L,10 C- 16 ( G^ 5
 - G^^) 
(1 - 16 G^2 + 15 —3cos 2g' .
Here, g has been replaced by g'	 This is permissible because the error
incurred is of third order.
At this point, the sh=vrt period terms have been calcu ated through
first order and the new Hamiltonian F (L',G',H',g') has been determined
through second order. The equations for the rates of change of the new
variables are
aFr
	
3F
	
t	 ^e
G, = aF, _ _ aF
	agi	 g	 3G'
	
^	 o'e
aF= 0	 h, _ _ aF
	ah'	 aH'
3r
Note that all of the quantities appearing in F (through second order)
except g' and G' are constants. Thus, the problem reduces essentially
to solving the equations
aF	 aF
7;	
G^	
ag+	 g'	 - aGI
k'=	 The-solutions of the remaining differential equations can then be obtained
`	 by quadratures. However, the differential equations for G' and g' are
so complex that an exact solution can not be obtained analytically. For-
Ai
tunately, the new Hamiltonian is of such a form that the von Zeipel method
can again be applied to complete the solution.„2
(:5.'46
(5.47)
t
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Long Period and Secular Terms
The new Hamiltonian through second order is
2	 u4k	 '2
F 	
=	
U	 +	 2 (- 1 + 3 H—) + F (L'9G',H',g')
2L'2
	 L' 3
G
'3 	 2	 2 G 1	 2
As stated above, since L' and H' are constants, the system has been
3e
reduced to one degree of freedom. Therefore, it is seen that F 1 is
>•e
essentially a function of G' while F 2 is periodic in g' and the
Hamiltc;iian is of the form required for the elimination of g" by the
von Zeipel method.
The procedure, then, is to determine a new generating function
S (L",G",H",R',g',h') des, ,ribing a canonical transformation from the
and h' to the variables L",G% H"9k%g",variables L',G',H',R',g',
Hamiltonian F 	 a function of L",G",and h" such that the new
and H" only.
The transformation is defined by the equations
	
^e	 9;
	
L r = aS	 R-, =s
	
at, 	aL"
Gr
	
as
	 rr _ as
	ag'	 g	 - aL"
	
x	 ^i
	
H' = as	 h"
	
as
	
ah'	 ax'1
F (L',G',H',g') _ F  {L') + F1 (L',G',H') + F 2 (L',G'
 X 4 1 )
F**(L",G",H")-
	
The functions S and F	 are assumed to be given by
s(L"eG"eH"eQ^^6'^h')' = So + S13 + S2 + ...
W
lYF
(5.47) 9	(5.48), and	 (5.49), Eq. (5.46) becomes 
asl as 
F0 (L") + F1 (L" O G"	 + ag ++ ag.	 +	 ..., H")
as as
+ F2x(L",G" + agl	 + ag?-	 +	 ..., H",g')
-	 FO:kse + Fl(L",G",H") + F2 e4r(L"'G"'H")	 +	 ...
Expanding in Taylor's series through the second power in 	 k2	as before
yields
e	 aF as
Fo (L") + F1
 (L",G",H") + 9G 11 agl + F2	(L",G",H",g') +	 ...
- o(L") + Fl9n'e(L",G",H") + F2e8:Y(L",G",H") + ...
Equating terms of the same order gives
Order 0:
F :e(Ln)
	 =
F #:Y(L11)
0 0
r,.
- Order 1:
Fle(L",G",H")
	 = F(L'r,G",H")
Order 2:
w 8F a asl
' + F2 (L",G",H",g')8Gl	
a 
g
-	
F2	 (L",G",H")	 •'
(5.50)
(5.51)
(5.52)
(5.53)
e
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:Y^e	 3t::	 9e9e	 :':4e
F (L",G",H") = F0	+ Fl	+ F2	+ ...
where S	 is taken as0
^e
S	 =0	 L"R' + G 119 1 + H"h'
(5.48)
(5.49)
and k' and h' appear nowhere in S^ except in Sod 	Using Eqs. (5.45),
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The zero and first order portions of F	 are obtained immediately from
Egs.(5.51) and (5.52) as
Fo	 _	
122	
(5.54)
2L
4
F e -	 u k2 (- 1 + 3 Hn
2
) 	(5.55)
l	 L"3
 G"3	 2	 2 G"2
The quantity 
F2^eBa 
is chosen as the part of F2 that is independent of
g' . Thus, from Eq. (5.44),
06k22 15 L"5	 18 H"2 H"4	 3 L" 6 	 H"2	 Ha14
F + _	 [=—(1 ---+—) t--(1 - 6=+9—)
2	 L"10 32 G" 5 	 5 G"2
	G 11 4 8 G„6	 G"2	 G"4 (5.56)
7	 2	 4
32 G„7	 Gn2	 G"4
The equation for S1 becomes
^e	 ^: _1
as 	
- -
 (DG"aF /ag'
	(F2 - F2 )	 (5.57)
so that
112k 2 G”
S	 =
1 L„4
L"2(—
G" 2
L"4
- —)[—
G„4
1 (116
H"2
- 11 —)
"2
5 H"4
- — —(1 -2	 4
H„2 -1:
5 —)	 ]sin 2g'.(5.58)
Gn2G G11
Substituting Eqs. (5.49) and (5.58) into Eqs. (5.45) gives the transfor-
mation relations between the primed and double primed variables through
first order. From the results the primed and double primed variables will-
be observed to differ by terms periodic in g' 	 Inasmuch as the period
of g' is very nearly equal to the period of the argument of perigee g
which is much longer than the time required for the satellite to complete
a revolution, it is found that this transformation has produced the long
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Two important characteristics of these long period terms should be
e
`7
mentioned. First, as indicated by Eq. ( 5.57), these terms are obtained
^e
from F2 , the second order portion of the Hamiltonian generated by the
first canonical transformation. The quantity 
F2^e 
in turn results from 	 +
the interaction of first order short period terms as revealed by Eq. ( 5.43).
Thus, at least part of the first order long period terms arise from the in-
teraction of the first order short period perturbations. It is also impor-
tant to note that retaining the third, fourth, and fifth zonal harmonics in
the disturbing function would lead to terms due to these harmonics in F2
and therefore would produce additional long period perturbations of the
,r.
e
first order. Second, S 	 can not be determined from Eq. (5.57) if
BFl tl	 aFl
aG"- = 0	 In fact, S can not be generated by this approach if aG,,
is sufficiently small. This is the well- known problem of the "critical
inclination", so called because
s^
aFl
aG" = 0
	H"2	
1 = 5
	
	 =	 - 5 eos I" = 0
G"2
I = cos -15 = 63026'
For orbits near the critical inclination, special techniques must be used.
Some of the attempts to handle this problem will be briefly reviewed in
Sec. V.S.
The solution is nearly complete, the first order short period and
first order long period terms having been found; only the first and second
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order secular terms remain. These are determined easily with the aid of
the Hamiltonian
M.	 u2
4k	 2
F	 =	 + u 
2 (-1+3H'_)
2L"2 
L
„3G„3	 2 2 G rr2
u6k2 15 L" 5 	18 H" 2 H"4 	3 L"6 	H"2	 H"4
+ 10[32 5 (1-5 —2 + 4)+8 6 (1-6-2+9-4)L"	 G"	 G"	 G"	 G"	 G"	 G”
7	 2	 4
- 15 L” (1_2 Hrr -7Hn )] .32 G" 7 	 G„2	 G"4
	
Because k” , g" , and h" do not appear in F 	 the canonical equa-
tions for the double primed variables can be integrated to yield
L" = cons. = L'
G" = cons.
H" = cons. = H
2
_	
9, 11 =,_k rr +nt {1+g u
k2
 (-1+3H2 )'	 _
0	 o	 L'G„3	 2	 2 G„2
4-L.2
u 
k2 75 L' S 	3 L'_6 _ 45 L'7
+ Lt 8 X 32 G" 5 + 2 G„6 32 G11 
v%	 (5.59)
(- 135 L!5 _ g L'6 + 45 L'7)H_
	
16 G„5	 G„6 16 G„7 G„2
+ ( 75 L ' S + 27 L' 6 +	
G,
315 L' 7
 )H4 
^)32 G„5 2 G„6 32 Gn7 ,4
r.	 2
;•>
rr +nt 
{3 u k2 (-1+5H2 )
	
,.
9`:	 $	 go	 0G„4	 2	 2 G„2
u4k2 75 L' 6	9 L' 7 _ 105 L'8
++
 C32 Gn6' + 4 G,,7	 32 G„8
•	 (5.60)
t•;	
+(-189L'6-18L,'7+135 L'8 )H2
+.	 16„6	 G,^7 16 G„8 G"2
135 L' 6	 135 L'
7
	_1155 L'
8 H4
32 4
G"	 G”	 G'1 G”
93
u2k2h" = ho' t no	
G11
t {- 3	 4 
Gii
t 44k2 C( 27 L'6 t 9 L'
7
	15 L'a)H	 (5.61)L ,8	 8 G11 6 	 2 G"7	 8 G"8 G"
	
t (_ 15 L' 6 	27 L' 7 	 105 L'8 )H3 7}
	
8 G n6 	 2 G n 7 	8 G`i8 Gn3
where
P
no = Lr3
The constants L 1 ,G",H,.Z0 11 ,9o 11 , and ho" are calculated by inverting the
solutions at the initial time (see Ref. 32).
It is found that, as is true of the results obtained by applying
Kaula's method, the solutions consist of short period, long period, and
secular terms. For convenience, Brouwer also gives the solutions for the
modified Keplerian variables a , e , I , 2 , g , and h and briefly
discusses the procedures for computation.
Added Comments on the Secular Solution
Brouwer has given the expression for the secular rates in R , g
and h through second order in k2 .
R`•.	 secular terms in the solution for R
order using the equations in Brouwer's paper. This occurs because no
kr
'which appears in the term of order zero in k" (Eq. (5.59)) is a function
2
of L' and this quantity can be calculated only through first order.
Then, the second order error in L' produces a second order error in n 0
which leads in turn to a second order secular error in k	 There are at
f least two ways to remedy this situation. One method would be to extend the
"	 solution to include the second order short period terms in L as
However, it is easily shown that the
can be calculated only through first
n	
- ( a3^
\
=	 u ( 2a,
2
=	
u	 [1
P 2
t 2	 ^	 (- 1 +
2	 , 2 
	 3/23 H	 ) + 2L	 F	 ],	 + 0(k 3)L,3 L'G"3 2 2 G"2	 u2	 2	 2
n [l+3 uk2
o
2
"3	 2(
-1+3H2
2 )^G112LTG
t
i 2	 9anY
noC3L2	 F2 + 2
u4k 2 
	
2
^22^+6 (- 2 + 2
 1,2
2 ) 7+ O(k23J
V L	 G	 G"
na[1 +
2
3 u k23
	(- 2 + 2 H?2 )^ - k 2 2n2(L',Gn ,H) + O(k23 ) .
L'G" G"
4:
t
(5.64)
e
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recommended in Ref. 33. A simpler approach, however, is given by Breakwell
and Vagners (Ref. 34) and will be presented here.
From Eq. (5.59), Brouwer's expression for the secular rate in the mean
anomaly is
z	 2
k" = noEl t 3 l? k ^23 (- 2 + 2 H 2) + k 22 62(L',G",H)^
T,IGn	 Gh
with
u2
on	
LL 13
-3
(5.62)
Consider now the original Hamiltonian F(L,G,H,R,g) . Since it is inde-
pendent of the time, F is a constant whose value can be determined from
the known initial conditions. Also, the canonical transformations have
been chosen so that
F	 F	 = F .
nYoY
	Hence, F	 is a°known constant. Define the constant a by
2
u'^	 u2	 u k 2 	 1	 3 H2 	 2L'? : ::e
	F	 =	 [1 t 2	 (- — + — —) t	 F ] + 0(k 3 ).	 (5.63)2^	 2L'2	 LTG" 3	 2	 ? G"2	 u2	 2	 2
Then, define fl by
WI
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From Eq. (5.64),
V 2
noEl + 3 k23 (- 2 + 2 H22 )7 = n + k22n2 + 0(k23)
L'G"	 G
so that the expression for R" can be written as
k" = fi t k22 (n2 t no
 5 2 ) t 0(k2 3 ) . (5.65)
The value of h can be calculated exactly and L' first appears in the
second order term. Therefore,,the secular rate in R is given through
second order by the previous equation even though L' is determined only
through first order.
Several additional works applying the von Zeipel method to the arti-
ficial Earth satellite problem should be noted. As mentioned previously,
Kozai has obtained a complete second order solution (Ref. 30). Lyddane
Y1
(Ref. 35) has formulated the problem in terms of Poincare variables and
has generated solutions valid for small eccentricities and inclinations.
Further, Giacaglia (Ref. 36) has extended the solutions to include the
effects of any zonal harmonic and Garfinkel (Ref. 37) has derived expres-
sions for the tesseral harmonic perturbations. A solution incorporating
the effects of atmospheric drag is given by Brouwer and Hori (Ref.38).
This concludes the discussion of Brouwer's solution of the artificial
r:
Earth satellite problem. A comparison of these results with those Ctbtained
in Sec. V.2 follows.
1
V.4 Comparison -of the Sol
The Secular Terms
Through first order,
lotions enn be obtai.ned;,^Py
tions
!7
?l
the secular terms in g
integrating the equations
P;
and h in Brouwer's so=
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3F1 3F 
aG" MIT
where	 F1 	from Eq. (5.55) is a function of the constants
	 L" 	 G"
and	 H"	 But from Eqs. (5.37) and (5.52),
Fl
	=	 Fl (L",G",H")	 =	 Fls (LIT 
5G"gH")
or, from Eqs.
	 (5.21) and (5.25),
Fl 	=	 Rs W'n G ' l J!")
¢..
a >?
f where	 R	 is the portion of the disturbing function that is independe t
x! 7
s
of	 R	 and	 g	 The equations for the first order secular rates become
tp e
aR 8Rj. IT s h s
<<
In terms of Keplerian elements, t*Te`partial derivatives in the previous
equations are
a= R (a ,e I)
	
-_
	 aRs
'	 '
DRRe	 + K
V 3G s	 7e— 7GaI aG
. G DR
cot
DRI	 a s
e1,2 De	 t	 G DI
DRS
 + cot I	 DRs
a2
 a 
ae	
na2 1-e aI
and
a-	 aRs aI _
	
1	
DRs
(a2H Rs,e,I)	 3I DH - - _.---_ 
aI
na .L-e sin I
that, considering RS to be a function of __a!! , e" , and I" , the
secular,rates ' are given by
L
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2	 DR	 aRs,^^	 -	 Wrr	
1-e„	 s _
	 cot Vg	 n"an2e"	 Dell	 nna„21-e,^	 DI''r
(5.66)1	
DR
h”	 =	 St"	 =	 s
n 1r an2 17"	 sin I"	 DI"
Since	 R	 is periodic in	 g	 and	 R
DRsDR	
DRs	 RI
0_1	 (5.67))sBe:. \ De 8I
As before, the subscript 	 s " iy dicates that only terms independent of 	 k
and	 g	 are included.
Now, Brouwer's double primed variables differ from true values by
first order.	 Also, Ingram's	 a	 e , and	 I	 differ from the true values
of	 a	 e , and	 I	 by first order.	 Thus,	 a ,	 e , and	 I	 differ from,
all ,	 e" , and	 I" , respectively, by terms of the first order. 	 Equa-
tions (5.66) will therefore still be accurate through first order if the
double primed variables are replaced by barred variables. 	 Finally, 11
Brouwer's expressions for the secular rates in	 g	 and	 h	 become
J
y
l-e
	
DR	 cot Ig„	
=	
W„	
=	
_ - (M)
^De)sn a2 a n a2 1-e DIs J.,
.I
All 	 h it	
_	
__
1
	
(2R
r	 77
n a 2 1 -e	 sin 7 DI 
s
Comparing these results with Lagrange's planetary equations (noting that
Ingram's disturbing function is the same as Brouwer's through first or-
der), it is seen that the first`=order secular rates are equal to the
terms on the right hand sides ,of the equations for w and 52 „that are
independent of w and .Q (or Ci`) treated as being functions of the con-'
r
stants a , e , and I	 -This is precisely the way Ingram's.secular
rates ws and Sts were\determined. Then, through first order,
,F;
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h"	 Q
s	 S
and the first order secular terms in w and n in the two solutions are
equivalent.
Consider next the secular rate in the mean anomaly. It has been
shown that Brouwer's solution for this quantity can he written in the form
2
+	 (n + n 6	 + O(k2	 2	 o 2	 2
where
3/2	 FS 3/2S	 (F	 F
-.T8	 3/2
+ R)p 2a
with R being defined by Eq. (5.20). From Eqs. (5.12) and (5.13), the
secular rate in Ingram's solution is
3/2
n	 + R) 3/28
0	
2a
where -he disturbing functions in the previous equations are the same
through first order (note that this n
o 
is not the same as Brouwer's).
Thus, both methods produce the same secular term in the mean anomaly
through first order.
Finally, since the solutions for L
	 G . and H given by Brcuwer	
uA
contain no secular terms through first order, there will be no secular
terms in the corresponding solutions for a , e , and I through first
order, again in complete agreement with Ingram's results.
It is therefore concluded that the secular rates determined by the
two methods are equivalent through first order. However, Brou fhter also	 A
ti
7 7_9777 "M'77 771-777777,77777f
__7
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includes the second order secular rates in R , g , and h 	 Thus, as
far as secular terms are concerned, Brouwer's results should be more ac-
curate than those given by Ingram.
The Short Period Terms
The comparison of the short period terms proceeds in a manner simi-
lar to the analysis given above for the secular terms. That is, the cal-
culation of the short period terms by the von Zeipel method is shown to be
{	 equivalent through first order to the technique used by Ingram.
The first order short period terms ir, Brouwer's solutions, designated
by 0() sp below, can be written as follows:
as 	 L'3	 1	 1Flp
ALsP	 aR - u2 
Flp - no	
au, 
d 
asl - a	
r as'
	 - a	 r L?3
-	
-AG 	
- ag - ag	 aR dl - ag	 u2 F1p dl
( aF1P dR
n^ J ag
pH	 = 0
sp
as 	 a	 L13
AP sp	 9L'
_ 
771 f 
u2 Flp dR
3 L' 3	L'3 aFl
L, 2 F 1p + 2 
9L'
u	 v
(aF
L1 ` I ALSp dR - n I aLlp dR
0
as	
_	
a( Lt3
^gsp = - aG' - - 8G' J u2 Flp d9,
aF
no J aG' dR
(5.70)
(5.71)
(5.72),
a
i e
r
oo
asl	
a	 L'36hsp
 = - W - _ aH' j u2 Flp dk
l	 aFl
no J 
aH' dR .
In the previous equations. F lp , the portion of F1
in 2 , is taken to be a function of L' , G' , H
Consider, for example, the calculation of th
tions in the semi-major axis. From Brouwer's sol:ut
of the Delaunay variable L
2
a_ = w
	
= u (L' + ALsp ) 2 t O(k22)
t2Lu_ + 2L I
 AL sp +
 O(k 22 ) .
v .;
ignoring second order terms,
a = a' + 2L AL	 = a' + As
u	 sp	 sp
Now. from Eq. (5.68) and the definition of Fl
(5.73)
that is purely periodic
' , k,and g.
e short period perturbs-
ions and the definition
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AasP = no J n2 al (DRt
 
	
dR	 (5.74 )
p
The quantity R  , which can be taken to be a function of a' , e l , I'
t , and g , is the portion of the disturbing function that is purely perio=
dic in R and is given by
e101
Rp(aI,e',I',g,R) = R(a I ,e I ,I I ,g,k) - Rs(a',e',I') .
Through first order, a° 	 e'	 and I' in Eq. (5.74) can be replaced by
a , e , and I , respectively. Then,
gasp = n J n?
a (DR/p d9,
	
1 fIr
	
2
	 R(a,e,I,w,M)]p dM .
n J n a
But
	
dM_ - dM	 2_	 2
--+ O k
	 -
n
n	 ( 2 )	 dt + 0{k2 )
so that, still through first order,
	
_	 2	 2R
	
Qasp	
n a /
\ /IaM \p atI 
where the integration is performed by holding all variables constant ex-
cept M which is given by
M+
	 M+ fit +O(k2)
`•'	 The variable w in the result can be replaced by
W,
	
W
	 w-+ w t
s
with an error no larger than second order. Thus, the short period terms
^^":	 .' B
	
i	 1 t'	 f	 th	 -	 b	 bt	 d b .in	 rouwer s so u ion	 or	 a semi ma }or axis can e o	 aine	 y integrat-
ing with respect to time the portion of the right hand side of the equation
for a	 that is purely periodic in	 k	 with	 a e	 and	 I	 replaced by)V ,
a e	 and	 Z respectively,	 w	 treated as a constant, and	 M being, , ,
given by
t'
- x
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M = M+fit .
Also, w is, approximated by
W
	 =	 w + w t
s
I
in the result. This process is equivalent to the procedure used by Ingram
through first order since his allowing 	 w	 to vary secularly during the in-
tegration introduces terms of the second order.
As a second example, consider Eq. (5.71) giving the short period
terms in the mean anomaly. 	 Introducing	 a'	 and	
R 
	 as above, the equation
becomes
DRr	 (
At=	 -	 3u2 	 1	
Aas 	dt - n
	
dt .J	 a
p	 2L'	 p o
But
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	 =	 +3—PDa
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	aL'	 ae'	 a'
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	 ( aR Y )
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la12e
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o	 p	 n	 p
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so that
3n°	 1At	 -	 -
1	
Aa	 dt
sp	 2a	 n°	 sp
1	 ( 2	 aR	 1-e' 2	 aR	 1
- no	 J noa' ( aal /p
l +
n a12e,
`De')pJ dt0Y
Changing from primed variables to barred variables, replacing	 no	in
some cases with
	 fi , and using _M	 in plabe of	 R	 to designate the mean
anomaly, the result through first order is
r
r
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Introducing t as the variable of integr,,ation with the aid of the relation
M	 + At + O(k 2
gives
AM
1 _,;2 
3R
 an	
—
sp	 a
Aa sp dt f [-2— 8R +
 _— 	
dt
as	 n	 Da	 e (ae)
p	
n a	
p
It is clear that integrating this equation as before and lviIng
W	 W + 6 t
s
in the result will yield short period terms through first order that are
equal to those derived by Ingram.
Applying the above procedure to the short period terms in the other
variables will lead to the same conclusion. That is, the short period per-
turbations given by Brouwer and Ingram are equivalent through first order.
However, Ingram's solutions are in the form of truncated power series
whereas Brouwer's are in closed form. Thus, even though the results are
the same, Brouwer's short period solutions are probably more efficient from
a computational standpoint.
The Lone Period Terms
Since Brouwer's S 1 h is a function of L 11 9 G#1 9 H11 , and g'
all of the variables except L and H will contain long period terms.
Therefore, of the variables employed in Sec. V.2, only the semi-major axis
I 
^ i
7
re
,
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will not contain long period terms of the first order in k 2 . However,
from Eqs. (5.14) through (5.19), none of the first order solutions derived
by Ingram's approach have long period terms. This fact is not surprising
when it is recalled that the first order long period portions of Brouwer's
solutions result from the interactions of the first order short period
perturbations; such interactions are not taken into account in Ingram's
approach.
Summary
The following conclusions about the solutions presented in Secs. V.2
and V.3 have been reached.
1. The secular terms in Ingram's solutions are equivalent to the
first order secular terms in Brouwer's solution. However,
Brouwer's secular terms are expected to be more accurate since
they are given through second order.
2. The short period terms in the two solutions are equivalent
through first order. Brouwer's solution is probably computa-
tionally more efficient because it is in closed form.
3. First order long period terms are absent from Ingram's solutions.
One additional comment must be made about the relation between the
short period terms in the two solutions. It can be verified that the short
period terms in the solution obtained in Sec. V.2-, , are purely periodic in the
mean anomaly (i.e., the average of the short period terms with respect to M
is zero) while the short period terms obtained by Brouwer have a non-zero,
average value. This occurs because changing the variable of integration
from R to f in the process of evaluating S l produces a term in Sl
a,
E	 1'
h	 n	 ,x	
r	 r
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that is a function of L' , G' , H' , and g only. However, the resulting
terms in Brouwer's short period solutions are canceled by like terms arising
in the long period solutions so that the net result is short period terms in
Brouwer's solution that are purely periodic in Q and equal to the corres-
ponding terms in Ingram's solution through first order.
V.5 Critical Inclination and Resonance
As indicated in Sec. III.3, the phenomena of resonance can lead to
difficulties in the development of general perturbations solutions. In ar-
tificial Earth satellite theories, this problem is encountered in the study
of motion near the critical inclination where, as shown in the previous sec-
tion, a small divisor appears in the long period terms in Brouwer's solution,
and in the study of,the motions of synchronous and repeating groundtrack
satellites when the tesseral harmonics are included in the Earth's potential.
The mathematical and physical implications of resonance are clearly
demonstrated in Brown's discussion (Ref. 21) of the motion of a simple pendu-
lum. Furthermore, this elementary example is important because the equations
describing the resonance motions of artificial Earth satellites often reduce
to the simple pendulum equation (see Refs. 39, 40, and 41). These reasons
provide the motivation for the following analysis of the pendulum problem.
Let the pendulum consist of a particle attached to one end of a
weightless rod, the other end of the rod being connected to a horizontal
axis about which the rod rotates without friction in a vertical plane. If
x is the angle between the rod and a vertical line drawn in the direction
of the uniform ,gravitational acceleration, the equation of motion can be
 put in the form
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x +a2 sin 	 = 0
Multiplying this equation by x and integrating the result gives the
energy equation
X2 = C + 2a2 CCs x
	
(5.75)
where
	
C	 is a constant that is determined from the initial conditions.
An examination of the consequences of assigning various values to the energy
constant	 C	 leads to the separation of the problem into three cases.
	
They
are:
1.	 If	 C > 2a2 	x2	 is non-zero for all values of	 x	 Thus,
the velocity
	
never changes sign and	 1xI	 always increases
(i.e., the pendulum makes complete revolutions about its sup-
port).	 The resulting motion is called circulation.
2.	 If	 C	 2a2	 the motion is called asymptotic.	 It will be
shown that the pendulum approaches the unstable equilibrium
w. point	 x = ± 7r	 as	 t	 ±«	 ,
^pp': 3.	 If	 -2a2 < C < 2a2
 ,there are two values of
	 x	 in the range
A
p,.
^ 
-7 < x < n	 for "which	 x	 becomes zero.	 The maximum value of
1xj	 is bounded and the pendulum experiences an oscillatory
motion ( called libration) about the stable equilibrium point
a
r	 '}}
r
Each of these cases will now be considered in detail.
Case 1: Circulatory Motion
With C > 2a2 , Eq. (5.750 yields
-	 :r
We
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i
x = (C + [a 2 cos x)I
C + 2a2 (1 - k2 sing 2)
where
k2 =
	
4a'2	
< 1 .
C+2a2
The solution of Eq. (5.76) can be represented by an elliptic integral of
the first kind in the form
x
2	 2	 dT_
t to
	
C+2a
	 o (1-k2 Si T)^
A new constant n is introduced by the equation
(5.76)
(5.77)
(5.78)
r `,
s.
27rf
o
2^	 dx	 _	 4K	 (5.79)
n 	 (C+2a2 cosx) z 	772a2
where K is the complete elliptic integral of the first kind. Using Eq.
(5.79) to write C in Eq. (5.78) in terms of n yields
1	
x
2 C+2a2 (t-to ) _ K (nt+$) -	 22	 dT
, c (1-k2 sin2 T)2 .
Therefore, the solution of Eq. (5.76) becomes
sin 2 = sn n (nt+S)
or
x2 am	 (nt+B)
	
(5.80)
The function am is the amplitude of the elliptic integral of the first
kind. For'the purposes of this discussion, the solution will be written as
	-
L	 ^.
^x	 s,^
W -
e
k,__
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kx = nt + S + 4 E	 gV2s
	
sin s(nt+6)	 (5.81)
s=1 s(ltq )
(see Ref. 42). The coefficients of the trigonometric terms in this equation
2
can be expressed as power series in a2 by an iterative technique which is
n
outlined below.
The first step in the evaluation, if the coefficients involves using
the series expansion of q in powers of k 2 (Ref. 42) to write each coef-
ficient as a power series in k 2	For example, for s 1 the result is
	2 	 2`	 / 2\2
= 44	 1 + 81 16 J t 831 s I + ... 	 (5.82 )1+q	 [	 \ /
r
Next, the modulus k , must be expressed in terms of a 2 and n2	From
Eqs. (5.77) and (5 79),
	
a	 2	 a2	 IT 
k ,`=
	
n2	 K2
2
But the quantity I2 a-so can be expanded into a power series in k2 .
K	 2
Thus, k2 can be obtained as a power series in a^ by solving the equa-
tion	 a
k2 _ 4a2 (1	 1 k 2	 3 k4	 )
n	2 	 - 2	 32	
- ..
by , iteration. Substituting the result into Eq. (5.82)_gives
	
4q_
	 a2	
5 a6
	
1+q2	n2 1-5— 
n6 - ... .
	
'	 Continu"Lag the evaluation of the coeff-ients finally leads to the follow-
ing 	 of the;solution for circulatory motion. 	 ^
g;
u
e
i
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a2 	5	 a6
x	 =	 nt + 8 + (2L
	-	
_ ...)sin (nt+B)
16 6
n	 n
+ (—
	
4 -
	
9 
-
35
a4 a8	 )sin 2(nt+8)	 (5.83)8	 16
n	 n
+	 -	 ... )sin 3(nt+B) +	 ...(4	
6
6 6
n
The two constants of integration in the solution are	 n	 and	 8	 Note
that " the form of this solution closely resembles the forms of the solutions
for	 n	 w , and	 R	 in the Earth satellite problem.
Small divisors are encountered in this solution if the value of	 C
.a:
is allowed to approach" 2a 2 	since	 k2	 will approach unity and the complete
elliptic integral of the first kind will become unbounded. 	 Equation (5.79)
indicates that	 n	 will approach zero under these circumstances and therefore
the coefficients of the trigonometric terms in the solution will become very
large.	 The appearance of_a small. divisor in the previous solution` leads di-
rectly to consideration of the problem with	 C	 2a2 .
z
Case 2:	 Asymptotic Motion (C = 2a2)
For asymptotic r:otion, the expression for 	 x	 becomes
z	 _	 2a2,
	
(1 + cos x)^	 =	 2r.	 Icos 2l
	
(5.84)
^^ q
Since	 x	 and	 X	 both become zero at	 x = ±7Tthe value of 	 [XI	 cannot
r. exceed	 Tr	 and it follows that
Ii- 11
cos 2
_	
cos 2ti..r
The solution of Fq.
	
(5.84) is
t
k
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f	 x
_ 1	 2	 dT
t - t0	
a j0 COs T
= a In tar.. (4 t 4)
or
x = 4 tan
-1
 [exp (at+y)] - f	 (5.85)
Clearly, the pendulum approaches the unstable equilibrium point x = ter
as t -> ±w	 The form of the solution is quite different from the form ob-
tained for circulatory motion.
tz''
Case 3: Libration
^, r
	The pendulum librates when ICI < 2a 2	As before, the equation' 'ofr,.-.' 	 ..
motion is
x	 (C + 2a2 Cos x) Z .
This equation indic?tes that the vel 'gcity x becomes zero when
:
t
1' 4 ?
	
I
r	 Cos x = - C-2
	
(5.86)
2a
t ` 9	 If the values of x satisfying Eq. (5.86) are denoted by t¢ , the motion
of the pendulum is bounded by x t0(1^1 < 70 and, in addition, 	 !
C	 -242 Cos
I
The solution of the equation of motion can then bewritten as 	 t
dx.
t	 I
t t cons. j	 (	 ^(-2a2 cos	 t 2a2 cos x) 2-2 
(5.87)
l (	
-aYr.
2a	 (sing 2	 sing 2)'_-	
JI
"`	
1
PPROTOM e"'-
1
e
i and therefore
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The integral on the right hand side of the previous equation can be trans-
formed into an elliptic integral of the first kind by introducing the new
variable	 defined by
sin 2 sin	 =	 sin 2 .
Equation ( 5.87) becomes
(	 dayt + cons.	 _ a (1 - sin 2 2 sin 2 V^)
and the solution is
r'
sin	 =	 sn aft + cons.)
? or
x	 =	 2 sin 1 k [sn aft + cons.)] ( 5.88)
with	 k = sin 2 .
From Ref. 42,
s+)g
2 7r
sn a(t+u ns.)	 _	 E	 sin [(2s+1) 2K (t+cons.)] .
f: kK	
1
s=o	 1-q
Aefininr the constant
	 p	 by the equation
,r
(7T
	 2K
p	 o	 all-k2 sin2
	a
yields
P (5.89)-	 2K
S
L$l
e
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P,
sn a(t+cons.) = W E	2s+1 sin (2stl)fpt+&L_^,_^_^r'
s=0 1-q
where 6 is a constant. The quantities q and K in this equation can
i	 be written as power series in k2	 Substituting the resulting expression
1
for sn a(t + cons.) into the series expansion for the sin 1 in Eq. (5.88)
gives the solution for librational motion in the form
X = k a(k2 ) sin (pt + 6) + k b(k2 ) sin 3(pt + 6) +	 (5.90)
where the coefficients a and b are power series in k 2	 Note that,
from Eq. (5,89), the frequency p is .a function of the amplitude of oscil-
lation	 through K .
The previous discussion has shown that a complete description of the
motion of a simple pendulum requires three distinct solutions, only one of
s'
which is valid for a given set of initial conditions. The regions in which
the various solutions apply can be represented graphically by considering
the level quzwes In the phase plane (Fig. 25). Each curve is obtained by
plotting, '"nl c liven C , values of x and x satisfying the energy equa-
t ion
x2 = C Y..2% COs x
	
-
Circulation occurs in the region in which C > 2a 2 . Since a level curve
represents a path of the system in phase space, it is
ure that x will oscillate about some mean value and
ously increase in this region. The contours C = 2a2
region. Note that both x and x are hounded in li.:
that the asymptotic solution separates the regions of
evident from the fig-
IxI will continu-
enclose the libraL:,)n
)rational, motion and
",ration and circulation
^^
e
eThe analogy between the motion of a simple pendulum and the motion
of an artificial Earth satellite can be demonstrated by considering the
level curves of the Hamiltonian obtained in Brouwer's solution by the elim-
ination of the short period terms (Ref. 20). DrJpping primes, this
i
1	 Hamiltonian through second order is
r
4
FeC(L,G,H,g) _ F *W + u k2 (_ 1 + 3 H2)
	
o	 L3^3	 2	 2 G2
+ k22
 P(L,G,H) + k 2 2 Q(L,G,H) cos 2g
where L and H are constants'. The general characteristics of the level
curves of FAY are approximated by the level curves of the function F
defined by
2
	
F = 13 (- 2 + 2 H2)+ 	 k2 Q(G) cos 2g	 (5.91)
G
In this equation, the function Q(L,G,H) is denoted by Q(G) for conveni-
ence. Since
2
8G' -^µ (1 - 5 H2)'+ k2 dG cos 2g2G	 G "
2
F has an approximate extremum with respect to G at G2 = 5 (i.e., at
the critical inclination) This extremum is a minimum because
32i (
	 3 > 0
aG2 I
:H 2 _ 1 :G^
	
G2	 5
Also,
2F
	
	
-2k2 Q(G) sin 2g
g
.-,..
	
_
e1
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1
so that F is extremized with respect to g at g = 2-^ (n = 0„±1,t2,...) .
It is found by direct calculation that Q(G) > 0 in the vicinity of thie cri-
	
tical inclination when the effects of the second and fourth zonal harmonies
	 it
of the Earth are included in the analysis. Therefore, the maxima of F with
respect to g occur at g = mn and the minima occur at g = ( 2mtl )2
 (m = 0,
1
	
	 The properties of F enumerated above indicate that the surfae de-
scribed by Eq. (5.91) when F, G, and g are plotted along the axes of an
orthogonal Cartesian coordinate system will have absolute minima at G = ,,[5
- 
H,
g = ..., - 2, 2' 2w
	
... and saddles at G = 1-5H, g = ..., -ir,0,1r,... .
The level curves of F are sketched in Fig. 26. Clearly, these curves are
very similar to these obtained in the analysis of the simple pendulum problem.
The non-resonant solutions discussed in Secs. V.2 and V.3 are valid outside of
the contours passing through (G,g) = (,r5 H, 0) anti therefore represent cir-
culator-1 motion (i.e., IgI increases with time). Within these,contours, the
satel'Ute experiences libration and special techniques must be used to develop
a solution.
The material ' ,I this section has been presented to illustrate the physi-
cal and mathematical significance of the phenomena of resonance and no attempt
	
i	 has been made to investigate methods that can be used to enerate eneral ar-
	
r	 g	 g	 g	 ^„
tu"inbations solutions describing resonant motion. A discussion of a formal so-
lation of the resonance problem may be found in a paper by Garfinkel (Ref. 41).
Resonant motions of Earth satellites have been studied by many authors. ` Solu-
tions for the motion in the vicinity of the critical inclination have been
developed,by Hori (Ref. 43) and Garfinkel (Ref. 40) and extensive studies of
the critical inclination problem for the case of small ecx;entricity have been
p►
•	 v
^r
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ma3e by Izsak (Ref. 44) and Aoki (Refs. 45 and 46). The effects of resonance
	
t?°	 with the tesseral harmonics of the Earth's gravitational field on the motions
of syhchronous and repeating groundtrack satellites are analyzed in Refs. 6
and 39 9 respectively. Vagners (Ref. 25) investigates the problem of resonance
i with the tesseral harmonics by first determining the solutions for circular
orbits and then perturbing these solutions with the eccentricity as a small
parameter.
k'
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CHAPTER VI
COMMENTS ON THE LUNAR SATELLITE PROBLEM
The success achievE:rl in the application of the von Zeipel method to
1	
F,
the artificial Earth satellite problem encouraged several investigators to
employ the technique in attempts to develop theories describing the motions
of artificial Lunar satellites (Refs.47, 48, 49, 50, and 25).
	 All of these
theories were generated before the knowledge of the Mo n's gravitational
field obtained from studies of the trajectories of spacecraft in the Lunar
Orbiter series was available. 	 Since this field has been found to be more
complex than had been anticipated, possibly requiring harmonics through
,b
eleventh order in the potential for an adequate description (Ref. 51), the
models used in the analyses lacked the completeness required to yield re-
sults of the desired accuracy. 	 More important tc the discussion here, hUw-
ever, is the failure of the von Zeipel method to provide a complete analyti-
cal solution to the problem ever for the simplified mathiematical models used
in the studies cited above.
The basin difference between the Earth and Lunar satellite problems is
the relative magnitudes of tse perturbing terms. 	 As the discussion in Sec.
V.1 indicated, it-)e dominant perturbations experienced b 	 a near Earth satel-.
lite are due to the second zonal harmonic 	 J 20 , all other perturbing terms
{ being of second order in this quantity. 	 For the Morn, however, the higher
harmonics in the central body potential as well as the terms arising from
the third body effect of the Earth are of the same order as J26 	 Thus,
the orders of magnitude associated with the terms in the,Hamiltonian for a'
Lunar satellite are quite different from those in the Earth satell#e problem.
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Still, some progress toward an analytical solution can be made.
With the aid of the von Zeipel method, the short period perturbations.
(periodic in the mean anomaly) and medium period perturbations (terms
with periods of approximately one month that result from the tesseral
harmonics and the third body potential) can be determined (Ref. 25).
At this point, as in the solution of the Earth satellite problem, the
new Hamiltonian is essentially a function of the Delaunay variables
G and g	 Unfortunately, it is not in the form required for the cal-
culation of the long period terms by the von Zeipel method. In fact,
according to Kozai (Ref. 47), Giacaglia (Ref. 48), and Oesterwinter
(Ref. 49), the reduced problem can not be solved by any method of suc-
cessive approximations. Giacaglia succeeds in developing an approximate
.solution by using a special technique. Without exception, the authors
of the other theories either compute level curves or recommend solving
the second .<;rder system by numerical integration. The latter process
is expected to be very efficient because the short and medium period
terms have been eliminated and integration
may be possible (Ref. 50).
Therefore, at the present time, most
lite theories are semi-analytical in form.
for the short and medium period per6urbatii
lytically, the characteristics of the long
lites are not well knowi,
steps on the order of a day
of the available Lunar satel--
Since only the expressions
sns have been obtained ana-
term motions of Lunar satel-
1;:
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CHAPTER VII
CONCLUSIONS AND RECOMMENDATIONS
Conclusions
A brief review of some topics from celestial mechanics that are
pertinent to the study of the artificial Earth satellite problem was
given in Chapter I. Two general perturbations techniques were then in-
troduced and used to generate approximate solutions for the motion of a
nonlinear spring. Some of the conclusions arising from a comparison of
these approximate solutions with numerically integrated trajectories
were:
1. The primary sources of error in the approximate solutions are
the neglected higher order secular terms. Ign,)ring these terms
not only produces a secular error in the angular variable, but
also produces a large error in the generalized momentum over
long time periods by causing a phase shift between the approxi-
mate and the numerically integrated trajectories.
2. If the time interval is short enough that the phase error is
small and if the perturbing forces are sufficiently small, the
errors in the first order solutions can be approximated by the
magnitudes of the second order terms.
, The application of the general perturbations methods to the example
problem mentioned above helped to prepare for the more difficult analysis
of artificial satellite motion. Chapter V was devoted to the formulation
of the artificial Earth satellite problet, and to a discussion of the mate-
rial of Refs. 5 and 7 concerning the determination of the effects of the
120
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Earth's oblateness on the motion of a satellite. The following well-
known characteristic: of the solutions were noted.
1. For non-resonant motion, the solutions for the osculating ele-
ments a , e , and I consist of periodic terms with short
and long periods, while the solutions for the quantities 2 ,
w , and M include in addition tents that are linear in time.
2. The second order terms in the Ha •aiiltoni_an yield first order
long period terms in the solutions.
3. The appearance of a small divisor indicates that the series so-
lution is not valid near the critical inclination so that other
techniques must be employed to obtain a solution in this region.
4. Brouwer's solution for the secular rate in the mean anomaly must
be modified to yield the correct valt.e through second order when
using the theory to predict forward from an initial point.
A comparison of Brouwer's solution for the effects of oblateness with
those derived by u=sing Ingram's approach was also given in this chapter.
The important conclusions resulting from this a,ialysis are:
1. Brouwer's solution is probably the most efficient computation-
ally since it is in closed form in the mean anomaly while Ingram's
is in the form of a series in the angular variables w and M
with coefficients that are infinite series in the eccentricity.
2. The short period and secular terms in the two solutions are equiv-
alent through first order. Brouwer's secular terms are expected
to be more accurate, however, since they are given through second
order.
3. The mean motion used by Ingram is accurate only through first
6122
4. Ingram's solutions do not contain the first order long period
terms which arise from the interactions of the first order short
period oblateness effects.
Finally, the possibility of applying the von Zeipel method to the
Lunar satellite problem was briefly considered ir. Chapter VI. It was men-
tioned that this technique has been used to obtain analytical representa-
tions of the short and medium period motions, but that at present the long
period motion must be determined from the level curves or by numerical
integration.
Recommendations for Further Study
Many relevant topics have not been considered or have been mentioned
only briefly. Some of the areas that merit further study are:
1. Methods for including effects that have been neglected here, such
as atmospheric drag, in the solu^ ns.
2. Procedures for studying motion in rescnance regions.
3. Techniques for deriving error bounds on the solutions (see Ref.
34, for example). It would be desirable to determine the time
`'	 intervals over which the accuracy of the approximate solutions
c
is adequate by methods other than direct comparison with numeri-
cally integrated trajectories.
4. Comparison of the first order long period terms in the solution
derived by Kaula (Ref. 6) with those developed by Brouwer (Ref.
5), Gi.acaglia (Ref. 36), and Garfinkel (Ref. 37) using the von
Zeipel method.
5. 9 more exten4'^ve comparison of Ingram's solutions for artificial
Earth satellite motion with those obtained with the von Zeipel
0123
method. Only the solutions for the oblateness effects have
been discussed here. Additional work has shown that Ingram's
solutions for the first order long period effects of zonal har-
monics beyond the second are not complete. The completeness of
the fist order long period solutions describing the effects of
the tesseral harmonics and the third body remains to be deter-
mined.
6. The question of the validity of using Ingram's solutions to pre-
dict Lunar satellite motions. The short period and intermediate
period terms could be compared with results obtained by applying
the von Zeipel method. The regions of the motion and time in-
tervals for which the long period and secular terms yield accu-
rate results might be determined by an analysis of the level
curves describing the long term motion of the system. Indica-
tions are that these solutions will give accurate results over
long periods of time only for very restricted sets of initial
conditions.
T,.
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0APPENDIX A
Derivations of dM and dedf
From Eq. (2.3) the relation between the true anomaly f and the
eccentric anomaly E is
tan 2 = \1±e) tan 2	 (A-1)
Taking the total differential of both sides of this equation yields
i
1	 2f	 E ( l+e 1^ 1( l+e l^	 2 E
2 sec 2 df = tan 2 d 1-e + 2 ` 1—el sec 2 dE	 (A-2)
Considering f to be a function of eccentricity and eccentric anomaly,
and E to be a function of eccentricity and mean anomaly,
df = ae de + aE dE
afde+af ( Ede+aEdM)3e	 aE De	 am
or
df	 (ae + aE ae)de +
af 3E
 
aE 7M dM	 (A-3)
But from Eq. (A-2),
2tan 2 l+e	 e iz sect 2 aE
df = sec2 f d(1-e) + (1-eL-) 
sec2 f De de2	 2
sect E
+ (1—e)	 2 f DM dM	 (A-4)
sec 2
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Thus,
df _ l+e ;f sec2 2 BE
dM	 R-e) sec2 f 2M	 (A-5)
2
Now
' see E = 1 + tan2 E = 1 + 1—e tang f2	 2	 l+e	 2
_ 2(1+e cos f)
(l+e)(l+cos f)
and
2 f.	 2 f	 2
sec 2 = 1 + tan 2 = ltcos f
Eq. (A-5) becomes
df	 l+e cos f BE	 a 
V	
BE
dM - 1-e2
	
2M = r 1e 8M .
From Kepler's equation (Eq. (2.4)),
(A-6)
dM = (1-e cos E ME - sin E de
n'
	 or
dE =	 dM	 +	 sin E de
	
1-e cos E	 1-e cos E
so that, using Eq. (2.1),
BE _	 1	 _ a
7M
	
1-e cos E	 r
Therefcre, the expression for dM becomes
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df _ a2 1-e2
dM 2r
For the second derivation, from Eq. (A-1),
1	 2 f of _ 1 1-e ;9 2	E
2 sec 2 ae
	
2 (1+e, (1-e)2 tan 2
1 (L+e 1	 2 £ aE
+ 2 1-e 1 sec 2 a'e
From Kepler's equation,
aE
ae-
sinE - ecosE 8e = 0
or
aE	 sin E	
_ a sin E
ae - 1-e cos E - r
2 r sin 2 cos 2 .
Eq. (A-7) becomes
2 f 2f	 AL	 f (lte	 tanl 2a	 Esec 2 ae =	 2 tan 2 + 1-e r	 21-e/ 221 G2 + rltan 2 .
Finally,
2
ae= CL2 + r sin fG
(A-7)
-, f	 y Y r
APPENDIX B
Legendre Polynomials and Associated Legendre Functions
The following relations were taken from Ref. 52. The Legendre
polynomials may be computed from the equation
P (v) =	 £ (-1)n	 ( 2R-2n):	 vR-2n
n=0	 Tn: ( R,-n)'(Z-2n):
where m is 2 or R21 , whichever is an integer, or from Rodrigue's
formula
R
P^(v) = k a (v2-1) R .
2 1! dv
Also, they may be calculated recursively from the expression
(9,+1)P1+1(v) - (2k+1)v PR (v) + RP1-1(v) = 0 .
The first six polynomials are given below.
Po(v) = 1	 P3(v) = 2 (Sv3-3v)
P1(v) = v	 P4	=-(= 8 35v4-30v2+3)
P2 (V)= 2 (3v2-1)
	
P 5 (v) = 8 (63v5-70v3+15v)
6
The associated Legendre functions are defined by
PR(v) = (1-v2)m/2 dm
 m PQ(v)
dv
with m >0 .
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APPENDIX C
Inclination and Eccentricity Functions
The following expressions for the functions F imp ( I) and GRpq(e)
appearing in Eq. (2.25) are taken from Ref. 3.
1. Inclination. Function
F	 _	 (2k-2t)!	 sink'-m-2t IRmp(I)
	
t tI(k-t)I(2-m-2t)I22R-2t
	
in` (m ) 	^-m-2t+s)
	
^ k
x sE0
`s/cosac
	 (pm-sc)
p-t- 	(-1)
In this equation, k is the integer part of a2m , t is summed
	
from zero to the lesser of	 ::_ k , and c is summed over all
	
values making the binomial	 non-zero. The binomial
coefficients are defined by
mI
/m\ =	 s  m-s I	 m -' s
s	
0	 m < s
2. Eccentricity Function
R°°
GRp4(e) - (-1) I4I (1+92) s jgj E PRpgkQtpgk s2kk=0
The quantities 9 , P Rpgk , and QRpgk are defined as
follows:
9 =	 e
4 1-e
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'	 P	
=	
h C2 p'-2t) (-1) r [U-2p'+g f )el  r
RPgk	 r=0	 h r //1 r! 	 20
k+q'	 q' > 0
h
	
k	 q' < 0
_	 h 2p'l 1 [(t-2p'+ql)e r
QRpgk	 r=0 \h-r / r!	 2
k	 q' > 0
h =
	
k-q'	 q' < 0 .
In the previous equations,
P' = P
	 p-< 2
itk
-P	 p > 2
r
t`
q pgf =
c
-q p > 2
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APPENDIX D
Spherical Harmonic Coefficients
Many different forms of the expansion of the potential of an
arbitrary body in terms of spherical harmonics can be found in the lit-
erature, each form having its own set of coefficients. The table below
gives the relations between the coefficients used in several of the ref-
erences cited in this thesis.
Brouwer (Ref. 5)	
- 2k2	 A3.0	 Bk4	 A5.0
a2
	a3	 3a4	 a5
e	 e	 e	 e
Garfinkel (Ref. 37) - J2	- J3	- J4 - J5 -JRmcos maim
 JLmsin ma km
Giacaglia (Ref. 39) - J 2	- J3	- J4	75
Ingram (Ref. 7)	 120	 130	 140	 150 JRmCos ma im JRmsin mARm
Ka-ala (Ref. 3)	 C2	 C3	 C4	 C5 C Rm	 SRm
2A	 A	 SA2	 3	 4
Kozai ( l.± i.14)	 -
Sae	 ae35ae
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