Abstract-The computation of the discrete ambiguity function is considered. Two straightforward methods are developed depending upon whether we write the discrete ambiguity as a filter or as a discrete Fourier transform. A modification of the transform method produces an approximation to the discrete ambiguity function, but has increased computational efficiency. This method is based on a recent work [l]. In most major applications, we need to compute limited portions of the DFT description of the discrete ambiguity function. To do so, we first pass a long sequence of "data" through a decimated FIR filter, and then use the FFT algorithm on the results. The Remez algorithm is employed to control the resulting aliasing errors.
I. INTRODUCTION
HE ambiguity function or surface provides the designer of modern radar and sonar technology a measure of the effectiveness of a given matched-filter signal in determining the simultaneous evaluation of range and velocity of a moving object to the particular conditions of target environment. In this work, we will be concerned with efficient computational methods for evaluating this function by computers.
The ambiguity function is defined, for our purposes, as the absolute value of the function where J, K , N are positive integers, 0 I k < K , 0 I j I J, -N I n 5 N and xk, yk+; are data. We will denote J-1 by i.
In Section 11, we will view the computation of G ( j , n) as a filter or convolution (of xk exp ( -27ri (nk/K) by y;), while in Section 111, G ( j , n) is interpreted as a Fourier transform (of xkyi+1). Several departures from usual methods, making use of special circumstances, will be described, significantly increasing the computational 'efficiency.
In Section 111, as well, the technique of passing a long sequence through an FIR filter with decimation and computing the discrete Fourier transform (DFT) of the shorter 1239 decimated sequence will be applied to the problem. We will follow the approach of [l].
In Section IV, a method based on polynomial approximation theory will be introduced and compared to the decimating filter technique. Indeed, after some initial differences, the final stages of computing by the approximation technique coincides with those of the decimating filter method.
FILTER METHOD
Let A (j, n) = 1 G ( j , n) I. The first method for computing A ( j , n) is based upon writing G ( j , n) as a filter and applying fast Fourier transform (FFT) techniques to the resulting computation. Let For each n, -N I n I N , we can write
which expresses G ( j , n) as the first J + 1 outputs of a Ktap filter. (That is, we view the sequence {y;} as the data and the sequence {zk(n)) as the top values.)
Equivalently, if we set
then for each n, -N 5 n I N , we can write G ( j , n) as the cyclic convolution:
Computing the cyclic convolution by standard DFT techniques yields Fig. 1 for the computing of G ( j , it), 0 I j I J. In general, the DFT of a sequence x will be denoted by X .
Denote by FFT(K) the number of complex multiplications used by the FFT methods to compute the DFT(K). Note that j j is independent of n and Y* need be computed only once in Fig. 1 . It follows that the number of complex multiplications used by Fig. 1 to compute G ( j , n ) , 0 I j I J, -N I n I N is given by 
Once X has been computed, without any additional complex multiplications, we can computez(n), -N 5 n I N . Specifically, z ( n ) is given by cyclically shifted, mod 2 K, the sequence J? 2 n places. Fig. 2 describes how the observation applies to the computation of G ( j , n) . Also, the number of complex multiplications used on Fig. 2 is given by
Example: For K = J = 213 and N = 50, substituting into (2.5) yields 1644.213 which is a 50 percent savings as compared to al as given in Table I .
Essentially, the same argument holds if J is any integer multiple of K. The case when K is a multiple of J will now be considered. Suppose, for instance, that K = 2 J . Pad x by setting and let J? be the DFT ( $ K ) of X , as above: It follows that Z(2n) can be found by cyclically shifting, mod ($IC), the sequence J? 3 n places. Analogously, if we set The number given by (2.3) will be denoted by a1 = r 1 ( N , K , J). Table I describes the numerology for three choices of N , K, and J . In the examples, we will take
In certain cases, we can improve on the computational efficiency of the previous method. Suppose, for instance, we have K = J . The computation of z ( n ) , -N I n 5 N can be made as follows.
Pad the sequence x by setting and denote the DFT (2 K ) o f f by a. Then
Thus, the number of complex multiplications used is
Example 2: Suppose K = 213, J = 2", and N = 50. We can write
where V ( j ) is the DFT(K) of u ( j ) . Fig. 3 outlines the computation of G ( j , n) by this method. The number of complex multiplications used by the method is
(3.2)
We will denote the number given by (3.2) by 7r2 = 3r2 ( K , J ) . Table I1 reconsiders those examples of Table I by this method, and compares these values corresponding to values 3rl given in Table I .
Note that in the last case, the transform method is more computationally efficient than the filter method.
In the most important applications, N << K , and we will assume this in all that follows. As evidenced by (3.2), the method of Fig. 3 does not take into account the relative size of N as compared to K. Generally speaking, the problem is to compute the DFT(K) of the long sequence u ( j ) for only a small interval of frequencies -N I n I N . We will follow the approach of [ 11. As we will see, the long sequence u ( j ) will be passed into an FIR filter with decimation and the DFT of the shorter decimated sequence will be computed. The amount of complex multiplications used will depend upon the number of taps of the filter and the decimation rate. However, the DFT of the d,ecimated sequence yields only an approximation to G ( j , n ) , due to aliasing errors.
Consider, to begin with, a K-tap filter given by satisfying the following properties.
1) h(k) = h ( -k ) .
2) h(k) vanishes outside an interval, -M 5 k s M ,
and H(n)
Passing the sequences u ( j ) through the filter h, we defor some integer M.
never vanishes, -N s n I N.
termine the sequence u ( j ) given by
Condition 3) implies that we can write We plan to approximate
is due to the aliasing of U, + R(j) into the frequencies -N 5 n 5 Nattenuated by the factors H(n)-' H(n + IR), -
An analysis of this aliasing error was carried out in [l] . For our purposes, it suffices to remark that the filter h should be chosen to minimize the factors ~( n 1 -I ~( n
in the sense of the sup norm. Condition 1) permits the application of the Remez algorithm as contained in [l] to achieve the minimization of these factors subject to conditions 2) and 3). At the same time, the Remez algorithm produces the uniform bound of these factors.
For each M and L, the Remez algorithm determines a filter h satisfying I), 2 ) , and 3) and minimizing the factors H(n)-' H ( n + IR) over the aliasing frequencies. For fixed L , the error term increases as the number of taps 2 M + 1 of h decreases. Also, increasing the decimation rate L with fixed M increases the error term. Thus, M large and L small produce small error terms. However, as we will soon see, the computation of H(n)-' LB,(j) is most computationally efficient when M is small and L is large.
Variations of these ideas are considered in [l] where weighting factors over the decreasing frequencies are introduced into the Remez subroutine as a way of accounting for the a priori knowledge that certain aliasing frequencies require less attenuation than others. The major portion of the computation occurs in passing from x and y ( j ) to B ( j ) . We will study this process more closely. First, we can write sequence in j , 0 I j I J corresponding to the fixed r.
Thus (3.4), expresses b r ( j ) as the first (J + 1) outputs of a ( 2 M + 1)-tap filter, and the methods of Section 11, especially Fig. 1 , can be employed. We are also assuming that M is sufficiently large to make the approach computationally efficient. In Table 111 , we will denote the number given by (3.6)
For a more complex analysis of the relationship among given values of K , J , M , L , N and the corresponding values of 7r3, see [ 1, p. 216, Table I ].
IV. APPROXIMATION THEORY
In this section, we will obtain a method analogous to that discussed in Section I11 by using ideas from approximation theory. As in Section 111, the DFT (R) will be ap- expression which, when placed into (4.2), allows us to write the right-hand side of (4.2) as the DFT(K) of some sequence in r , 0 i r < R. This DFT(R) will be taken as an approximation to GCj, n).
We will assume throughout that N << K . Suppose we approximate exp ( - It is easy to see that the number of complex multipli-
1=0
cations used is ( J + 1) (X + FFT (R)).
(4.5)
Clearly, (4.4) expresses cr(j) as the ( L : 1) decimation of the filtered sequence
Denote by ql(t) the polynomial of degree one in t uniquely determined by the conditions 
41(0)
Thus, ql(t) is geometrically the line joining point 1 to the point exp (-2ai (n/R). We can write ( 3 L plied to the ( L : 1) decimation of a sequence obtained by passing K-point data through a filter. The' filter will be Choose a real number dl@) such that determined by the degree of the approximation taken, in the sense explained below. Once the computation to be PlW = dl@) 41@) made is written in this form, the methods of Section I11 is the best approximation to f(t), in the sup-norm sense, can be employed.
over the interval 0 I t I L within the space of all real Consider, again, the expression for G ( j , n) given by multiples of gl (t).
Suppose we write K = ' R * L and k = 1 + rL, 0 I r < where R,-0 I 1 < L. Substituting 1 + rL fork in (4.1), we get
.2) and C ( j ) is the DFT(R) of c ( j ) .

l = O
To see the analogy of this approach to the method of
The plan is to approximate exp ( -27ri(ni/K)) by an Section 111, we proceed as follows. Let h (k), 0 I k < K 
By (4.7), we can write c ( j ) as the (L : 1) decimating filter c r ( j ) = wrL(j), 0 I r < R.
(4.9)
Again, we are led to the computing of the DFT (R) of an (L: 1) decimating filter. Here, the filter is determined by the approximation taken. Since the interpolating polynomial has degree one, we call the method the first degree approximation method. The techniques of Section I11 can be applied to the computation of c,(j). given by f ( t ) = exp (-2ai(nt/K)), 0 I t I ML. Denote by q M ( t ) the uniquely determined Mth degree polynomial in t satisfying
Using Lagrange interpolation, we can write where ho(t), , hM(t) are polynomials in t. Choose a real number dM(n) such that
is the best approximation to f(t), in the sup-norm sense, over the interval 0 I t 5 ML within the set of real multiples of qM(t). We call pM(t) an Mth degree approximation since the interpolating polynomial has degree M .
Substituting The analogy with Section 111 can be seen by defining
and by considering the ( M + 1) L-tap filter 
V. CONCLUSIONS In the first part of this work, straightforward methods for computing the discrete ambiguity function G(jjn); 0 I j I J, -N I n I N are studied: the filter method and the transform method. The multiplicative complexity of these methods is given by
Several special cases of the filter method are considered. For example, if K = J, the multiplicative complexity is given in (2.5).
In most important applications, N << K. In a2, N does not appear, reflecting the fact that an entire FFT must be computed.
In the second part of this work, we consider the transform method under the assumption that N << K. As long as approximations to G ( j , n) are acceptable, the approach of [l] can be taken. This approach amounts to passing a long sequence through an FIR filter with decimation and computing the DFT of the shorter decimated sequence. There are two important parameters in this method:
1) the number of taps of the filter 2 M + 1 2) the decimation rate (L: 1)
where K = R X L, N < R. The FFT(R) is applied to the decimated sequence. The Remez algorithm is used to determine the filter which produces minimal aliasing errors. In general, large M and small L produce small aliasing errors. However, small M and large L are better for computational efficiency. + (J + 1) (FFT (R) + 2 N + 1).
In Section IV, polynomial approximation theory is directly applied to the computation of G ( j , n).
The method requires, for the computation of the approximation of G ( j , n ) , the same steps as the previous approximation method based on a decimating FIR filter.
