Interfície gràfica d'usuari per a l'avaluació de classificadors d'imatges by Gimeno Ivorra, Mireia
Interfície gràfica d'usuari per a 








Aquest projecte final de carrera s'ha realitzat amb l'objectiu de crear una interfície gràfica  
capaç d'avaluar diferents classificadors d'una forma gràfica i molt intuïtiva. La interfície 
gràfica  s'ha  d'implementar  dins  del  Graphic  Annotation  Tool (GAT),  una  aplicació  de 
programari lliure creada pel Grup de Processament de la Imatge de la UPC.
El  projecte  es  basa  en  la  creació  d'unes  anotacions  manuals  per  tal  de  realitzar  un  
entrenament  a  partir  d'un  algoritme  d'aprenentatge  supervisat.  Els  resultats  d'aquesta 
classificació seran visualitzats per la nova pestanya del GAT anomenada Classifier.
Això serà possible gràcies a la integració dels motors de d'entrenament i de detecció, a la  
incorporació del  algoritme de validació creuada així  com que sigui  possible triar  entre 
diferents classificadors.
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 1 Introducció
Avui en dia existeix una gran quantitat d'informació audiovisual en format digital, i cada dia 
creix exponencialment. Aquest augment vertiginós és degut a la digitalització del vídeo, 
àudio i imatge, i de les millores en electrònica i xarxes de comunicació digitals. Un clar  
exemple és la televisió digital terrestre (TDT), la qual ha fet augmentar considerablement 
el número de canals i per tant ha incrementat la quantitat dels continguts; o Internet, que 
permet la transmissió global de continguts audiovisuals.
Amb  aquesta  quantitat  d'informació,   es 
requereixen sistemes capaços de gestionar 
eficaçment  les  dades  audiovisuals  en 
termes  d'emmagatzematge,  transport, 
recuperació  i  navegació.  Un  cas  concret 
són  els  departaments  d'arxius  a  les 
empreses  de  producció  audiovisual. 
Aquestes  s'encarreguen  de  gestionar  els 
arxius  catalogant-los,  ordenant-los  i  introduint-hi  metadades.  Amb  l'augment  de 
continguts, els documentalistes no donen l'abast amb tanta informació , i  per  tant no 
poden indexar ni etiquetar tota la informació, dificultant-ne la posterior cerca i recuperació.  
L'anotació manual de tot aquest material és un procés molt costós i això ha motivat a la  
industria audiovisual a investigar tècniques d'anotació automàtiques.
Diferents  grups  de  recerca  d'arreu  del  món  estudien  el  reconeixement  automàtic  en 
vídeos. Aquest sistemes interpreten els continguts audiovisuals des d'un punt de vista 
semàntic,  detectant  la  presència  d'instàncies  d'una  certa  classe  semàntica;  com  per 
exemple esdeveniments esportius o telenotícies. La gran majoria d'aquests estudis han 
generat algoritmes capaços de classificar plans, objectes i fins i tot persones.
Aquests algoritmes de detecció han de poder ser configurats i provats còmodament pels 
documentalistes dels arxius de televisió abans de posar-los en explotació dins els arxius.  
Aquesta  és  precisament  l'aplicació  d'aquest  projecte  final  de  carrera.  Es  tracta  d'una 
interfície  gràfica  que  permet  avaluar  quina  és  la  millor  configuració  d'un  catàleg 
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Figura 1: Canals i mitjans audiovisuals
d'algoritmes i paràmetres de configuració. D'aquesta manera, ens evitem realitzar scripts 
de difícil usabilitat, com els desenvolupats en el projecte final de carrera precedent de la 
Khristina  Lopez  [22].  Amb  aquesta  finalitat  es  proposa  una  interfície  gràfica  ajuda  a 
visualitzar els resultats d'una forma gràfica i intuïtiva.
Aquest  projecte  s'utilitzarà,  un  cop  trobat  bons  classificadors,  per  crear  metadades 
automàticament i d'aquesta forma facilitar la feina de l'equip de documentalització, tal i  
com observem en la Figura 2. En aquest projecte es treballa en la classificació a nivell de 
la imatge completa, tot i que aquest també facilitarà la feina als diferents classificadors 
posteriors a nivell local per al reconeixement facial.
Actualment,  la  CCMA realitza  aquesta feina manualment per  al  seu registre  intern de 
noticies, presentadors, estadístiques, etc. 
La Corporació Catalana de Mitjans Audiovisuals i Mediapro col·laboren amb la UPC en el  
projecte i3media.  Aquest  és un projecte de recerca i  desenvolupament,  a càrrec d’un 
consorci de les principals empreses del sector media on l’objectiu principal és la creació i  
gestió automatitzada de continguts audiovisuals intel·ligents. El programa d’investigació té 
una durada de quatre anys (2007-2010) i  compta amb el  suport  el  Ministeri  Espanyol  
d’Indústria, Turisme i Comerç. 
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Figura 2: Post processat dels primers plans frontals
 2 Estat De L'art
 2.1 Avaluació de classificadors d'imatges
Els sistemes d'avaluació solen tindre la mateixa estructura, nosaltres ens em basat en 
l'estructura  de  la  Figura  3.  Cal  tindre  un  conjunt  imatges  a  classificar  amb  els  seus 
corresponents  descriptors  visuals.  Aquestes han de ser  anotades manualment  perquè 
posteriorment siguin classificades mitjançant el classificador seleccionat. Un classificador 
és un element que proporciona una classe etiquetada com a sortida a partir d'un conjunt  
de característiques preses com a entrades. Aquests s'encarreguen d'identificar la classe 
semàntica a la qual pertany una observació, com una imatge o una regió dins una imatge. 
El  total  de  les  imatges  seran  partides  en  dos  grans  grups,  un  per   a  entrenar  el 
classificador i l'altre s'utilitzarà per prova el model generat. 
Aquesta partició es farà a partir de la tècnica de validació creuada explicada en l'apartat  
2.1.3. 
L'entrenament necessita els descriptors i l'anotació manual de cadascuna de les imatges 
per tal  de passar-les per l'entrenador. Aquest crearà uns models que ens serviran per 
avaluar  les  imatges  de  prova.  Cada  imatge  de  prova  es  passarà  per  el  detector 
representada pels seus descriptors . Aleshores, obtindrem una anotació automàtica que 
serà comparada amb l'anotació manual realitzada inicialment per l'usuari per tal de poder  
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Figura 3: Esquema general de classificació d'imatges
classificar-les.
 2.1.1 Descriptors visuals:
Per  poder  treballar  amb  la  comparació  entre  imatges  necessitem  extreure'n  les 
característiques que ens interessen. Els descriptors visuals són aquestes característiques 
que defineixen el color, textura, forma, etc d'una imatge.
L'estàndard  MPEG-7  defineix  una  sèrie  de  descriptors  que  permeten  analitzar  i 
caracteritzar  els  continguts  audiovisuals  per  a  la  seva  posterior  indexació,  cerca  o 
comparació. Nosaltres alguns descriptors visuals:
El descriptor  Dominant Color és el  més convenient per ser utilitzat en imatges, en les 
quals un petit nombre de colors es suficient per caracteritzar la seva informació cromàtica. 
La quantificació s'utilitza per extreure un reduït nombre de colors que siguin suficients per 
a caracteritzar l’ imatge. També es calcula una coherència espaial entre aquests colors i  
on estan situats.
El  descriptor  Color Layout permet representar la distribució espaial  del  color dins les 
imatges d'una manera molt compacta, per tant ho fa amb gran eficiència i velocitat. El seu 
càlcul ràpid permet ser utilitzat també en la comparació de seqüències d'imatges, en les 
quals es precisa un anàlisi de similitud entre cada un dels seus components.
El  Color  Structure caracteritza la  distribució de colors en una imatge.  Construeix un 
histograma de color,  en el  qual  tindrà  major  importància  els  colors que més repartits  
estiguin per la imatge. El descriptor divideix l’ imatge en blocs de 8x8 píxels i analitza dins  
d'aquests blocs els diferents valors que apareixen, incrementant-los així en l’ histograma. 
A diferència d'un histograma de color, permet distingir entre dues imatges que tinguin la  
mateixa quantitat de píxels d'un colors però diferent distribució espaial.
L'Edge  Histogram proporciona  informació  sobre  el  tipus  de  contorns  o  vores  que 
apareixen en l’ imatge. Treballa dividint l’ imatge en 16 sub-imatges i es capaç d'analitzar  
hi el tipus de vores existents amb l’ús de diferents filtres que li permeten diferenciar si són 
vores horitzontals, verticals, oblics o aleatoris. 
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Cada imatge es pot representar com un conjunt de regions, per definir a partir d'elles un 
descriptor que les combini. Aquesta aproximació es coneix com a  Bag of regions. Per 
exemple, les regions poden derivar d'un arbre de partició de la regió arrel, d'una regió  
d'arbre tal, i com es mostra en la Figura 4. Aquestes  són descrites pels seus descriptors 
de regió com ara forma, color i la textura.
 2.1.2 Classificadors
La  classificació  automàtica  de  grans  quantitats  de  dades  es  una  tasca  de  molta 
importància i és de gran ajuda que es realitzi d'una forma correcte i automàtica.
Existeixen  classificadors  binaris,  que  decideixen  si  la  observació  pertany  o  no  de  la 
classe,  i  classificadors  multiclasse,  on  el  classificador  assigna  alguna  de  la  classes 
possibles d'un conjunt més ampli que no pas el binari. 
Existeixen una gran quantitat de classificadors que s'han aplicat amb èxit a l'anàlisi de les 
imatges. Dos referències a aquests classificadors són la de Duda Hart [1]  i Christopher M. 
Bishop [2]. A continuació es presenten els dos tipus considerats en aquest projecte.
El  classificador  k-Nearest  Neighbours (k-NN)  és  un  dels  mètode  de  classificació 
d'objectes  més  fàcil  i  intuïtius  algoritmes  d'aprenentatge.  Aquest  classifica  la  imatge 
cercant els k veïns del seu voltant, els quals tindran característiques semblants. A aquesta 
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Figura 4: Exemple de Bag of Regions
Figura 5: Exemples del funcionament del classificador per a diferents valors de K
imatge se li assignarà la mateixa classe que els K veïns més comuns. En aquests cas, en 
l’entrenament s'haurà de introduir el valor K desitjada.
El  classificador  Supprort Vector Machine  (SVM) crea una frontera entre les diferents 
mostres, d'aquesta forma prediu si una nova mostra cau a una part de la frontera o a 
l'altre. La avantatge que te sobre l'algoritme k Nearest Neighbours es que aquest només 
es conserva les mostres que delimiten la frontera mentre que en l'altre es guarden totes.
Figura 6: Exemple de classificació de SVM
Aquest classificador té paràmetres que l'usuari pot regular com ara el paràmetre C que 
permet certa flexibilitat a l'hora de separar les classes. 
 2.1.3 Validació creuada
Existeixen diferents tècniques per fer la partició de les dades:
El k-fold cross validation tracta de dividir el total d'anotacions en k parts. En cadascuna de 
les k iteracions s'agafa una d'aquestes parts i s'utilitza per entrenar mentre que les altres 
parts s'utilitzen per provar tal i com es veu en la Figura 7.
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El  sub-mostratge  aleatori  parteix  aloatòriament  les  dades  en  entrenament  i  prova. 
L'avantatge amb l'anterior mètode és que la proporció d'entrenament i prova no depèn del 
nombre d'iteracions mentre que el desavantatge és que algunes observacions mai són 
utilitzades mentre que altres són utilitzades més d'un cop.
 2.1.4 Mesures d'avaluació
L'anotació automàtica serà comparada amb l'anotació manual realitzada inicialment per tal 
de poder classificar-les. Aquesta classificació es basarà en els positius, negatius, falsos 
positius i falsos negatius, a més dels neutres classificats com a positius i els classificats 
com a negatius. 
Els positius i negatius són els que han estat classificats correctament per l'algoritme, és a 
dir,  que coincideixen amb l'anotació manual realitzada inicialment. Per altre banda, els 
falsos positius seran les imatges que inicialment han estat classificades com a negatives 
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Figura 7: Exemple de 5 - Fold Cross-Validation
Figura 8: Esquema que mostra les imatges que es classifiquen correctament o incorrectament
però que l'algoritme les classifica com a positives, i al inrevés amb els falsos negatius. 
Aquests són les imatges anotades com a positives però que l'algoritme les ha classificat 
com a negatives. Amb aquestes dades, es podrà realitzar l'avaluació del sistema amb les 
mesures de precisió i record. Aquestes mesures, definides a la Figura  9, són les mesures 
amb les que avaluarem el classificador i determinarem si és prou bo.
Figura 9: Definició de precisió i record
 2.2 Interfícies d'entrenament i avaluació de classificadors
Les interfícies d'entrenament i avaluació de classificadors serveixen per visualitzar d'una 
forma gràfica i intuïtiva els resultats d'un classificador. A més a més, amb les dades que 
ens proporcionen aquests resultats podem arribar a avaluar els diferents classificadors per 
tal d'obtenir quin d'ells ens proporciona un millor resultat de la cerca en qüestió.
La interfície creada per S. Nowak, P. Dunker and R. Paduschek [3] te la finalitat de cercar 
cares a les imatges que processa. Aquesta interfície mostra les imatges i senyalitza com a 
positives les que hi detecta alguna cara i realment hi ha alguna cara, mentre que sinó les 
comptabilitza es conta com a falsos positius. D'altre banda, les cares no detectades es 
comptabilitzen en els falsos negatius.  Amb aquestes mesures calculen la  precisió i  el  
record. 
En la interfície de la Figura 10, a dalt a l'esquerra es visualitza la imatge triada per l'usuari,  
senyalitzant també en quina posició es troba en la llista i el nom d'aquesta. Sota de la 
imatge hi trobem un menú per moure'ns pel llistat d'imatges el qual està situat al centre de  
la pantalla.  Sota d'aquest  petit  menú, hi  trobem les estadístiques calculades pel  propi  
programa  a  partir  de  la  imatge  que  estem  observant.  Les  estadístiques  totals  que 
l'algoritme ha calculat es visualitzen a la dreta de la pantalla a més de diverses opcions  
més, com ara el de desar els resultats obtinguts . 
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Precisió= nombre d ' encerts positius
nombre d ' encerts positiusnombrede falsos positius
Record= nombre d ' encerts positius
nombred ' encerts positiusnombre de falsos negatius
En contra d'aquesta interfície, es podria dir que no utilitza eines de validació creuada.  En 
aquest  cas,  una  cara  que  es  trobés  un  cop  en  una  fotografia  però  en  les  anteriors 
iteracions no s'hagués trobat voldria dir que es molt probable que realment no existeixi,  
però al  contrari  passaria si  la cara es troba en diversos entrenaments, voldria dir que 
segurament si que existeix.
La interfície que trobem en la  Figura 11, es tracta d'una part d'una aplicació que crea 
diferents etiquetes d'ontologia a la fotografia en qüestió. Aquesta també permet anotar 
fotografies i mostra una mesura de qualitat de les anotacions al usuari, el score.
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Figura 10: Interfície gràfica de detecció de cares
Aquest article presenta Eva, una eina per l'avaluació dels descriptors de la imatge per a la 
recuperació  d'imatges  basada  en  contingut. Eva  integra  les  etapes  més  comuns  d'un 
procés  de  recuperació  d'imatge  tal  i  com  ens  mostra  la  Figura  12  i  proporciona 
funcionalitats  per  facilitar  la  comparació  de  la  imatge  descriptors  en  el  context  de 
recuperació d'imatges basada en contingut. 
 La gran funcionalitat d'EVA et al  [4] és fer corre l'experiment. Per fer-ho l'usuari només 
necessita seleccionar quin descriptors i quin grup d'imatges seran utilitzades. El procés de 
comparació  és  totalment  automàtic.  Quan  es  prepara  l'experiment,  l'usuari  també  té 
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Figura 11: Etiquetes d'ontologia a les imatges
Figura 12: Arquitectura del algoritme d'EVA
alguns paràmetres opcionals a configurar tal i com succeeix en el nostre cas. També és 
possible realitzar experiments amb validació creuada.
Quan s'executa un experiment, Eva proporciona una interfície per mostrar el progrés pas 
a  pas  de  cada  experiment. Quan  els  acabats  experiment,  Eva  ofereix  nombrosos 
serveis. Un d'ells, és una interfície per veure les imatges recuperades considerant una 
imatge de consulta i un descriptor avaluats. Aquesta interfície fa que sigui fàcil comparar  
les imatges recuperades per cada descriptor per a cada imatge de la consulta. Eva també 
calcula el temps mitjà necessari per extreure la imatge característica de vectors i el temps 
mitjà necessari per a comparar. 
- 16 -
Figura 13: Configuració del entrenament en l'interfície Eva
Figura 14: Interfície mostrant els detalls de l'experiment
VideOlympics   [5] és un esdeveniment celebrat en les edicions promoure la recerca en 
recuperació de vídeo. Com es veu en la Figura 16, permet comparar eines de recuperació 
de continguts i alhora les marca com a correctes (verd) o com a incorrectes (vermell) a  
més de visualitzar quina eina processa més ràpid els resultats.  Per aquesta raó, es dona 
a l'audiència una perspectiva de les possibilitats i limitacions de l'estat de l'art del sistema.  
Ofereixen a l'audiència la oportunitat de veure les cerques en acció mitjançant diferents  
pantalles a més del marcador en el qual es visualitzen els resultats dels diferents equips. 
Figura 16: Marcador de VideOlimpics
A banda de tenir sistemes competint simultàniament en una tasca comuna, i tindre tots els 
sistemes resolent la tasca sobre el mateix conjunt de dades, la audiència pot visualitzar 
els diferents resultats en temps real. Aquest mètode permet la comparació de diferents  
prototips de sistema així com l’avaluació de les interfícies i el seu fàcil us.
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 Figura 15: Avaluació subjectiva de l'interfície Eva
Trobarem a l'annex I  les solucions preses per a la detecció de cares en produccions 
televisives. Això es degut a que un cop trobat un bon classificador, aquest podrà realitzar  
un filtrat de les imatges que es cerquen en tota una base de dades i així estalviar feina als 
equips de documentalització. Un exemple d'aquest filtrat és la detecció de primers plans 
de presentadors de telenotícies o jugadors de futbol. Per aquesta raó s'ha realitzat un  
estudi de les diferents tècniques realitzades fins al moment de detecció en aquests casos.
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 3 Requeriments
L’objectiu d’aquest projecte final de carrera és el de realitzar una interfície gràfica capaç 
de avaluar diferents classificadors d'una forma gràfica i molt intuïtiva. Aquesta interfície 
gràfica s'ha d'implementar dins del Graphic Annotation Tool (GAT) i per tant, aquesta serà 
una nova aplicació del programa. El GAT és una eina d'anotació manual d'imatges que 
permet treballar tant a escala global (tota la imatge) o a escala local (per regions). 
Amb la opció de classificació es vol visualitzar els resultats obtinguts després de realitzar  
un entrenament  a  partir  d’un algoritme d’aprenentatge supervisat.  Per  realitzar  aquest 
entrenament necessitem una anotació manual d’imatges a través del GAT i és per això 
que es va optar per integrar aquesta nova aplicació al programa.
El principal objectiu d'aquesta interfície és la de donar una cobertura gràfica als motors del  
classificació, l'entrenador (B_TRAINER) i el detector (B_DETECTOR). Cal dir que aquests 
dos elements no són part d'aquest projecte final de carrera i que venen donats per tal  
d'integrar-los dins d'aquesta nova aplicació.
El  detector  ens  retornarà  si  una  anotació  per  a  ell,  segons  el  seu  aprenentatge,  la  
classifica  com  a  positiva  o  com  a  negativa,  per  tant  podem  dir  que  es  tracta  d'un 
classificador  binari.  Aquests  resultats  cal  comparar-los amb les  anotacions realitzades 
manualment  per  comprovar  si  aquest  s'ha  equivocat  o  no.  Per  això els  resultats  que 
realment ens interessen són els classificats correctament (tant positius com negatius), els 
falsos positius i els falsos negatius.
Amb els  resultats  obtinguts  del  detector  arribem a la  segona part,  la  comprovació de 
l'avaluació de la classificació. Es calcularà la precisió i el record de cadascuna de les 
iteracions realitzades amb la validació creuada i es realitzarà la mitja d'aquestes. Aquests 
resultats seran els significatius per a afirmar que un classificador funciona correctament.
La  pestanya  de  classificació  ha  de  permetre  escollir  entre  diferents  classificadors,  i  
introduir-hi paràmetres de configuració si és necessari. Aquests classificadors han de ser 
el Support Vector Machine (SVM), el K-Nearest Neighbour (K-NN) i el Bag of Regions 
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(BOR). Aquest últim és un descriptor tal i com s'ha especificat a l'estat de l'art, però en 
aquest  cas  fa  referència  al  classificador  SVM  agafant  com  a  descriptors  de  Bag  of 
Regions. 
Per altre banda, no caldrà introduir un valor C al classificador SVM ja que aquest establirà  
internament el valor que proporcioni el millor resultat per a la classificació mentre que per  
als altres dos classificadors si que caldrà introduir un paràmetre de configuració.
Cal  també  que  hi  hagi  la  possibilitat  des  de  la  mateixa  interfície  de  decidir  quin 
percentatge de les dades del conjunt d'imatges dades es desitja utilitzar per entrenar i per  
tant, deixar la resta per provar el classificador generat.
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 4 Disseny
En aquest capítol es presenta els processos principals del algoritme implementat així com 
l'estructura i diferents parts de l'interfície gràfica.
 4.1 Fluxe de treball
El nostre principal objectiu és crear una interfície  gràfica en la que es vol avaluar quins 
són els millors classificadors i els seus paràmetres de configuració. Per tal de provar els 
diferents algoritmes, ens em centrat en el cas d'ús de presentadors de telenotícies. Aquest  
consta  en detectar  primers  plans de presentadors de telenotícies.  Per  això,  la  nostre 
classificació  per  cada  classe  semàntica  anotada  (presentador)  serà  binaria:  si  ho  és 
(positiu) o si no ho és (negatiu). També hi ha l'etiqueta neutre, que indica que la imatge no 
es vol  utilitzar  ni  com a exemple positiu  ni  negatiu.  En la  Figura 17 es pot  veure un 
exemple d'anotació d'imatge positiva, negativa i neutre. El cas neutre s'ha escollit perquè 
no fa referència al presentador principal que es vol detectar, sinó el que dóna la informació 
meteorològica.  Encara  que  aparegui  un  presentador,  el  fons  no  encaixa  amb  les 
expectatives pel classificador.
 4.1.1 Anotació manual
Inicialment cal realitzar anotacions amb el GAT o obrir anotacions ja fetes anteriorment. 
Cal dir  que hi ha dos tipus d'anotacions: les anotacions per regions on es pot anotar  
qualsevol objecte o element que hi apareix-hi a la imatge, o les anotacions globals on 
s'etiqueta tota la imatge. En el  nostre cas aquestes anotacions seran sempre a nivell 
global i no pas a nivell de regions ja que el nostre cas d'ús se centra amb la classificació 
de tota la imatge. Aquesta detecció a escala global pot ser refinada a nivell de regió per 
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Figura 17: Els tres tipus d'anotacions possibles
etapes posteriors d'anàlisi.
Un cop acabades les anotacions i  a la pestanya de anotacions,  s'indicarà que es vol  
classificar  les  anotacions  amb  un  clic  dret  sobre  la  classe  semàntica  que  es  pretén 
classificar.  Aleshores,  s'obrirà  una  la  pestanya  de  classificació,  on  s’establiran  els 
paràmetres desitjats  per  a realitzar  l'entrenament i  avaluació.  A continuació l'algoritme 
d'entrenament entrarà en acció: es crea la partició de les anotacions entre entrenament i  
prova segons el percentatge introduït per l'usuari. 
 4.1.2 Partició de les dades
Aquesta  partició  de  les  dades  només  tindrà  en  compte  les  anotacions  positives  i  
negatives, deixant de banda les neutres ja em determinat que aquestes no s'utilitzin en 
l'entrenament  degut  a  que  no  ens  aporten  informació,  així  que  observarem com  les 
classificarà l'algoritme com a els casos neutres. 
Tal i com em dit, després de realitzar les diferents anotacions, l’usuari decideix la quantitat 
de dades que vol utilitzar per entrenar mentre que les altres s’utilitzaran per avaluar. Però  
ens vam adonar que aquesta partició podia ser de moltes formes: agafar les primeres per  
test,  agafar  les  últimes,  agafar-les  saltejades,  etc.  D’aquesta  manera,  primer  vam 
comprovar  que  l’algoritme  funciones  agafant  només  primeres  instancies  del  vector 
d'instàncies positives i negatives, com es veu en l'exemple de la  Figura 19, mentre que 
posteriorment, s’ha realitzat un algoritme basat en la validació creuada.
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Figura 18: Exemple d'anotació al GAT
A continuació es va decidir introduir un algoritme de validació creuada. Es va optar per la  
variant  k-fold cross validation ja que amb aquest ens assegurem que utilitzem totes les 
anotacions mentre que en el  cas l’aleatori  podem utilitzar  diversos cops les mateixes 
imatges i no utilitzar-ne d’altres.
Per tal  de poder configurar la validació creuada, vam introduir un altre paràmetre a la 
interfície  per  tal  que  l’usuari  esculli  el  nombre  d’iteracions  (I).  Això  ens  va  obligar  a 
controlar aquest nombre d’iteracions, perquè la proporció de dades que agafem per prova 
- 23 -
Figura 19: Partició de les anotacions en un 50% d'entrenament
l'anem movent amb un paràmetre anomenat  increment  (e). Aquest increment ha de ser 
majora a 1, sinó no es mourà de la posició. Vam adonar-nos que el nombre d’iteracions  
havia de ser com a màxim igual al  nombre d’instàncies mínim, corresponent al  vector 
d’instàncies positives o negatives més petit, per tal d'assegurar-nos que l’increment fos 
com a mínim 1.
L'algoritme que vam proposar volíem garantir que l’increment fos més gran que 1 i a partir  
d’aquest calculàvem el nombre màxim d’iteracions. Aquest plantejament es basava en 
determinar que l’última posició aniria de la posició final menys l’increment fins a la posició  
final, tal com observem en l'exemple de la  Figura 20, però això en alguns casos no era 
així. La feblesa d’aquest algoritme era que perdíem possibles iteracions i quan l’increment  
era  més  gran  de  1  i  no  coincidia  amb  el  nombre  total  d'instàncies,  volia  accedir  a 
posicions no existents del vector i per tant ens retornava error. Tal i com es mostra en la  
Figura 21, on es marca en vermell les posicions on l'algoritme vol accedir però aquestes 
no existeixen.
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Figura 20: Exemple del primer algoritme de validació creuada (correcte)
Per últim, vam modificar l'algoritme per no haver de comparar en cada iteració si s’havia 
passat del nombre màxim d’instàncies, perquè quan arriba al final del conjunt d'imatges, 
pren les que li  manquen començant de nou des de l'inici del conjunt (Figura 22). Això 
s’aconsegueix agafant el residu entre un comptador que va augmentant en cada iteració i  
el nombre d’instàncies. Aquest algoritme a més a més te un comptador amb el qual es va 
augmentant amb un increment constant calculat inicialment. Aquest el que fa és canviar la 
posició inicial de cada iteració i així sempre agafar una partició diferents de les dades.  
Això és degut a que sempre s’agafa la mateixa proporció de dades, primer s’agafen les 
d’entrenament i la resta per validar l’algoritme.
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Figura 21: Exemple del primer algoritme de validació creuada (incorrecte)
 4.1.3 Execució d'entrenador i detector
Un cop tenim les dades partides, per cadascuna de les iteracions de validació creuada  es  
proporcionen les dades d’entrenament per l’entrenador (trainer). Amb aquest algoritme 
obtenim models descrits en un conjunt de fitxers on s'hi especificaran les característiques 
del propi entrenament, és a dir, quin classificador s'ha utilitzat i la classe semàntica que 
s'està entrenant. La Figura 23 mostra els processos d'entrenament i proves realitzats pels 
executables B_TRAINER i B_DETECTOR respectivament. 
Referent  als  models,  s'obtindran tants  models com nombre d’experiments o iteracions 
realitzades.  Després  es  passaran  les  diferents  imatges  de  test  més  l'identificador  de 
- 26 -
Figura 23: Esquema del entrenament
Figura 22: Exemple del algoritme final de validació creuada
l'ontologia entrenada, pel detector. Aquest anirà agafant imatge a imatge i les compararà 
amb  els  models  i  amb  això  s'obtindrà  una  puntuació  de  semblança.  Amb  aquesta 
puntuació més les anotacions inicials realitzada per l'usuari, es decidirà si l'algoritme a 
realitzat correctament la detecció de les imatges o no. Per últim, aquests resultats seran 
visualitzats  per  l'usuari  segons la  classificació  automàtica  i  les  anotacions inicials:  els 
positius classificats correctament, els positius classificats erròniament (falsos negatius), 
els negatius classificats erròniament (falsos positius), els negatius, els neutres classificats 
com a positius y per últim els neutres classificats com a negatius.  
 4.2 Interfície gràfica
La nova pestanya creada consta de dues grans parts, en la primera es visualitzen els 
resultats de la classificació mentre que en la segona es mostra el menú on es modela 
l'entrenament i s'escull quins resultats es volen observar.
La  Figura 24 mostra fotocomposició de la pestanya. El menú que modela l'entrenament 
estava força clar quins elements volíem que tingués, però calia acabar d'ordenar-les.
En la  Figura 25 es veu la 2ª versió, aquest cop ja implementada en Java. Aquest ja es 
compon  del  menú  de  la  dreta  ja  es  composa  de  tres  panells  diferents:  el  panell  
classificador  on  s'escull  el  tipus  de  classificador  que  es  desitja,  el  d'entrenament  on 
s'escull  el  percentatge  de  les  dades  anotades  prèviament  que  s'utilitzaran  per 
l'entrenament i  el  menú on ens mostra els diferents resultats amb dues anotacions de 
precisió i record.
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Figura 24: Fotocomposició del disseny previ de l'interfície gràfica
A continuació vam voler introduir la tècnica de validació creuada. Per això em introduït un  
altre  paràmetre  al  panell  d'entrenament  anomenat  iteracions que  es  compon  amb  el 
nombre de particions que l'usuari desitja. Conseqüentment, ara hi haurà el mateix nombre 
de iteracions que de càlculs sobre precisió i  record, i  d'aquesta manera fou necessari 
introduir un altre panell per contenir aquestes mesures. El valor promig mostrat sota de 
tot, serà la referència general sobre cada tipus d'experiment realitzat. En la Figura 26 es 
mostra un exemple amb dues iteracions.
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Figura 26: Interfície amb la precisió i el record mostrats
Figura 25: Primera proposta implementada en Java
 5 Desenvolupament
En  aquest  projecte  s'ha  desenvolupat  una  nova  funcionalitat  al  GAT,  la  pestanya  de 
classificació. El GAT (Graphic Annotation Tool) ha estat desenvolupat per el GPI de la 
UPC en el projecte i3media.
 5.1 L'entorn de desenvolupament
GAT es una aplicació d'escriptori implementada en Java i la seva execució només està 
condicionada  a  la  instal·lació  del  Java  en  el  sistema operatiu,  que  pot  ser  MacOSX, 
Microsoft Windows o GNU/Linux.
D'aquesta  forma,  la  pestanya  de  classificació,  així  com  tot  el 
projecte,  es  realitza  en  el  llenguatge  de  programació  Java.  La 
programació  s'ha  realitzat  sobre  Eclipse,  un  entorn  de 
desenvolupament  integrat  de  codi  obert  molt  utilitzat  gràcies a la 
seva extensibilitat, que suporta diferents llenguatges de programació 
a banda del Java. 
Tenint com a base l'Eclipse, li  hem afegit un sistema de control de versions anomenat 
Subversion (SVN) per tal de poder compartir el codi font amb els altres desenvolupadors 
del projecte i3media. El programa client SVN per Eclipse es Subeclipse, un cop instal·lat  
podem  accedir  al  repositori  on  trobem  un  arbre  amb  directoris  i  fitxers  que  podem 
descarregar a la nostre màquina. El respositori realitza les funcions d'un servidor de fitxers 
i a més recorda tots els canvis realitzats, permetent recuperar versions antigues.
El GPI disposa d'un servidor d'alta capacitat al qual es pot accedir de forma 
remota.  El  grup  utilitza  l  aplicació  NoMachine  NX  Server per  realitzar 
connexions remotes a aquesta màquina central on es troben les eines i dades 
desenvolupades en el projecte i3media.
- 29 -
 5.2 Utilització dels elements gràfics del Java
La pestanya de classificació es compon de diferents panells:
El primer panell és el de Classificació i permet escollir amb quin tipus de classificador es 
vol treballar. Hi ha tres tipus de classificadors, dos dels quals s'ha d'introduir un paràmetre 
que modela aquest entrenament mentre que el classificador Support Vector Machine no 
s'haurà de introduir  cap paràmetre.  Si  s'escull  qualsevol  dels  altres dos classificadors 
s'haurà d’introduir un valor al paràmetre K o N, ambdós paràmetres tenen el valor per 
defecte 1. Aquests botons són del tipus JRadioButton i estan agrupats per tal que només 
pugui estar seleccionat un d'ells. Pel que fa a la K i la N són del tipus JLabel mentre que el  
text amb el qual s'hi pot interactuar és un JFormattedTextField. A aquests se'ls hi ha limitat 
el valor d'entrada i només poden ser valors numèrics entre 1 i 100. Es crea també un nou  
panell anomenat classificateSelectionPanel on s'hi afegeixen tots aquests components. Si  
els afegíssim amb un add, els components sortirien un sota l'altre, i nosaltres els volem 
d'una determinada forma, d'aquesta forma creem un GridBagConstraints que ens permet 
afegir cada component indicant-li la posició (la fila i columna on s'ha de col·locar, l'ample 
que ha de tindre, etc.).
El segon panell és el panell d'Entrenament i test. En aquest panell s'escull el tant per cent 
del  total  de les anotacions realitzades que aniran a parar  al  algoritme d'entrenament, 
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Figura 27: Pestanya de Classificació del GAT
mentre que la resta s'utilitzarà per a provar els resultats obtinguts.  Per tal  d'escollir  el  
percentatge, s'utilitza un JSlider al qual se li indiquen el seu mínim, màxim i la posició 
inicial la qual l'hem establert a 70%. Davant del slider també hi ha un JLabel el qual indica  
què és el Slider, el percentatge d'entrenament. Sota d'aquesta barra JSlider hi trobem un 
altre camp d'introducció de text destinat al usuari, el nombre d'iteracions amb el mateix 
valor per defecte, 1. Aquest panell també es compon pel botó gat, que es tracta d'un tipus 
de botó JButton amb una imatge inserida de la icona del programa. Està situat a la dreta 
del  panell  i  al  ser  pitjat  dóna  inici  al  corresponent  entrenament.   Aquest  panell  està 
estructurat  com  l'anterior,  amb  un  GridBagConstraints  per  tal  que  la  primera  fila  la 
componguin el Text i el slider mentre que a la segons hi hagi el botó del gat centrat.
El tercer correspon al panell  Manual vs Automàtic on s'escull quines imatges es desitja 
visualitzar. La part manual correspon a les anotacions establertes per l'usuari (anotacions 
positives, negatives i neutres), mentre que la d' automàtic correspon a la classificació que 
realitza l'algoritme sobre les anotacions de tipus test (anotacions positives o negatives). A 
més a més, també es mostrarà el tant per cent del total d'imatges que correspon a cada 
posició  sobre  el  total  d'imatges  de  test,  és  a  dir,  el  total  d'imatges  classificades 
correctament com , incorrectament, els falsos positius i els falsos negatius. 
Voliem realitzar una quadrícula i per fer-ho ens vam decantar pel GridBagConstraint son hi 
vam afegir  dos  JLabels  corresponents  a  les  indicacions  de  Manual  i  Automàtic,  cinc 
JLabels amb imatges que són les dues imatges amb els signes de positiu i negatiu i una 
imatge de que indica el neutre, i sis JButtons on aniran els percentatges. Finalment es van 
substituir els Jlabels per una única icona que ens indiques manual vs automàtic, ja que  
queda força més gràfic i ocupa menys espai. 
Inicialment,  el  quart  panell  que  és  el  de  Precisió  i  Record no  existia  però  amb  la 
introducció del sistema de validació creuada explicat anteriorment, vam acabar construint-
lo.  Aquest  consta  d'una  taula  (JTable)  amb  tres  columnes  definides  per  defecte 
inicialment. A més li afegim un Scroll ja que la taula te una mida fixa i d'aquesta forma 
podrem visualitzar tots els resultats.
A cadascun dels quatre panells se'ls hi ha afegit una vora del tipus TitledBorder per tal de 
determinar clarament els diferents panells i  les diverses fases del  procés per realitzar 
l'entrenament i la visualització de les dades resultants.
- 31 -
 5.3 Execució de processos
A cada botó amb el que l'usuari pot interactuar, se li pot afegir Listeners per tal de canviar  
el paràmetre modificat o efectuar l'acció corresponent quan l'usuari ho desitja. En el nostre 
cas, quan l'usuari prem el botó del gat, tot l'algoritme d'entrenament que hi ha implementat  
al darrera entra en acció tal com es mostra en la Figura 28.
 5.3.1 Entrenament
Inicialment es mira quin classificador ha estat escollit per fer l’entrenament amb la funció  
setValue. Dins aquest mètode també guardem el valor inserit per l'usuari que modela el 
classificador en qüestió al paràmetre públic  classifierParameter.  Quan ja tenim aquest 
paràmetres li passem a la funció trainAndTest el tipus de classificador obtingut de la funció 
anterior i un valor score que ens indica el valor mínim de confiança per detectar imatges 
positives.  Seguidament  es neteja  la  taula  de  precisió  i  record i  s'elimina el  vector  de 
CrossValidation per  tal  de  mostrar  els  resultats  de  nou  i  no  tenir-ne  cap  anterior  en 
memòria. A continuació, es comprova si el paràmetre Iteracions introduït per l'usuari està 
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Figura 28: Procés d'entrenament pas a pas
dins  del  límit  realitzable  amb  la  funció  limitIterations.  En  cas  que  sobrepassi  de  les 
iteracions possibles, es modifica aquest valor per la mida del vector d'instàncies més petit, 
tal  i  com s'ha  explicat  anteriorment,  però  el  programa  demanarà  permís  per  canviar 
aquest valor. Si l'usuari accepta, es continuarà l'entrenament amb el nombre d'iteracions 
esmentat,  mentre que si  diu  que no,  es torna al  panell  d'entrenament sense efectuar 
l'entrenament. Si l'entrenament continua, iniciem un bucle per tal de realitzar el mateix 
procés a totes les iteracions establertes, ja que per cada iteració, la única cosa que canvia 
és la partició de les dades. 
Per a cadascuna de les iteracions,  cridem a la funció  buildDatasets on li  passem les 
instàncies, positives, negatives i neutres, a més d'un vector d'instàncies d'entrenament i 
un altre de prova. Aquests dos últims els passem buits per tal que es vagin afegint les  
diferents instàncies segons pertoqui en cada iteració. Dins d'aquesta funció, calculem el  
nombre  d'instàncies  positives  i  negatives  que  agafarem  per  l'entrenament  i  el  
corresponent increment pels vectors d'instàncies positives i negatives. Aquestes dades, li  
passem a la funció splitDataset que és la que ens farà la segmentació en entrenament i 
validació. Aquesta es crida dos cops, una per les instàncies positives i un altre per a les 
negatives. A cada iteració, agafa una porció diferent per a entrenament i prova del total de  
les dades amb un bucle. A continuació, afegim les instàncies neutres a les instàncies de 
validació, ja que aquestes no són utilitzades per al  entrenament.  Un cop finalitzada la 
divisió  de  les  instàncies,  es  crea  la  anotació  d'entrenament  amb  la  funció 
buildTrainAnnotation. A aquesta se li passa la classe semàntica i el vector d'instàncies 
d'entrenament  creat  en  el  pas  anterior.  Això  es  realitza  per  tal  de  poder  passar-li  al  
entrenador  trainer   aquesta  anotació,  ja  que  al  entrenador  cal  passar-li  l'  anotació 
d'entrenament, el tipus de classificador i el paràmetre del classificador i ens retornarà un 
fitxer de models i un fitxer de configuració el qual especifica les característiques del propi  
entrenament.  Aquestes  característiques són el  tipus  de classificador  utilitzat,  els  seus 
paràmetre i el descriptor visual utilitzat que sempre serà el ColorStructure ja que és el que  
més bons resultats obté. 
 5.3.2 Avaluació
En la segona fase de l'execució es pretén avaluar el model generat per l'entrenador. Per 
començar es crida la funció  runDetector on li passarem les instàncies classificades per 
validar,  el  comptador  de les iteracions i  el  minScore.  Dins d'aquesta funció creem sis 
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vectors d'ImageObject on hi guardarem cadascuna de les instàncies classificades allà on 
correspongui.  Aquest  sis  vectors  corresponen  a  les  instàncies  classificades  com  a 
positives  i  anotades  manualment  com  a  positives,  negatives  o  neutres;  i  instàncies 
negatives anotades manualment com a positives, negatives o neutres. Trobem també sis 
vectors on hi  guardem les puntuacions de les diferents imatges per a cada iteració.  A 
continuació trobem un altre bucle de la mida del nombre d'instàncies establertes com a 
test i anirà agafant cadascuna d'aquestes imatges i les passarem pel detector. A aquest  
detector li passem l'imageObject, el fitxer de models obtingut del trainer, el tipus de classe 
i el minScore. El detector ens retorna un score amb el qual classificarem com a positiu si 
és major al minScore o com a negatiu si és menor a aquest. Depenent de l'anotació inicial 
(positiu,  negatiu  o  neutre)  es  classificarà  en el  vector  corresponent  dels  anteriorment 
esmentats. Un cop classificades totes les instàncies de test, es calcula la precisió i el 
recall  per  aquella  iteració  i  es  guarden  tots  els  càlculs  a  un  vector  anomenat 
crossValidation per tal de després poder recuperar aquests resultats. Per últim s'afegeix 
una nova fila a la taula Precisió i Record amb els valors obtinguts d'aquesta iteració. 
Aquest  procés  es  repeteix  pel  total  d'iteracions  i  quan  acaba  s'inicialitza  el  
gridThumbnailsPanel, és a dir, el panell on es visualitzen les miniatures per tal d'eliminar 
les  miniatures  que  poden  haver-hi  en  el  panell  després  d'haver  fet  un  entrenament 
anteriorment. També se selecciona la primera fila de la taula Precisió i Recall i s'afegeix la 
mitja de totes les iteracions al final d'aquesta. També es fa que aquestes files no siguin  
editables  ja  que  només  ens  interessa  mostrar  aquests  valors,  no  modificar-los 
posteriorment. Finalment, es selecciona la primera iteració del vector crossValidation per 
tal d'obtenir i mostrar els seus resultats.
Per tal de visualitzar aquests resultats s'inicialitza el gridThumbnailsPanel i s'habiliten els 
botons del panell de menú per tal que l'usuari visualitzi els resultats segons: anotacions 
positives classificades correctament, anotacions negatives classificades incorrectament, 
anotacions  positives  classificades  incorrectament  i  anotacions  negatives  classificades 
correctament mitjançant la graella de botons del panell de menú.
Els listeners d'aquests botons, en canvi, estan situats en una classe superior anomenada 
ClassificationTab.  Aquesta  és  la  que  engloba  tot  el  panell  de  menús  de  la  dreta,  el  
trainPanel, i el panell on es visualitzen les miniatures, el  gridThumbnailsPanel. Aquesta 
abstracció és deguda a que sinó no es podria transmetre informació d'un lloc al  altre 
mentre que amb aquest nivell  superior si  que ens es permès fer-ho ja que les dades 
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calculades al trainPanel s'hauran de passar al gridThumbanilsPanel per tal de visualitzar 
les imatges corresponents. Per tant, cada cop que es pitgi un dels quatre botons, el panell  
s'inicialitzarà i es mostraran les imatges que corresponguin al botó seleccionat. Aquest es  
posarà blau per tal de mostrar quina opció s'està mostrant, com és en el cas inicial que es  
mostra el manual positiu - automàtic positiu.
 5.4 Fitxers temporals
Tal i com s'ha explicat anteriorment, el procés d'entrenar un classificador genera fitxers  
temporals.  Aquests fitxers es creen sempre en els  mateixos directoris  ocults  generats 
automàticament pel GAT. Si aquest no conté les carpetes es creen de nou i alhora cada 
cop que s'executa de nou el procés es sobreescriuen els diferents arxius que contenen.
Aquest directori es compon de tres carpetes diferents, la d'entrenament, la de models i  
l'anotació automàtica.
La primera ens serveix per guardar els diferents paràmetres del entrenament. Això ho fa  
en tres tipus de fitxers, un de configuració anomenat B_TRAINER i dos XML. Un d'ells 
conté  l'ontologia  (ontology.xml)  mentre  que  l'altre  conté  les  instàncies  que  han  estat 
seleccionades com entrenament (trainSet.xml).
La segona carpeta que trobem, la de models,  on es genera el fitxer de models ( index.xml) 
que  és  el  resultat  d'haver  executat  l'entrenador.  En  aquests  document  es  desen  les 
ubicacions dels fitxers generats pels nuclis dels classificadors.
La tercera carpeta correspon als fitxers que genera el detector. Aquest correspon a un 
fitxer  de  configuració  del  detector   anomenat  B_DETECTOR.cfg  on  s'especifica  la 
localització del fitxer de models per tal de comparar els valors d'aquests amb les imatges 
a classificar. Aquestes imatges són les de tipus prova, i per cadascuna d'aquestes imatges 
es genera un fitxer amb l'anotació automàtica generada pel B_DETECTOR.
 5.5 Descripció de les classes implementades
Per a dur a terme aquest projecte, s'ha utilitzat diverses classes ja contingudes en el GAT 
prèviament com Ontology, o Annotation. Tot i així, s'han implementat sis classes noves.
L'Annex III conté el codi que es comenta a continuació.
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– Classification Tab
Aquesta  classe  conté  el  panell  on  es  visualitzen  les  imatges  en  miniatura 
(GridThumbnailsPanel) i el panell amb les propietats de classificació ( TrainPanel).
Aquesta classe també conté els listeners dels sis botons del panell Manual vs Automàtic  
del trainPanel.  Cada cop que es clica un, es canvia el color del botó pitjat a blau i la resta  
s'estableixen  a  gris.  També  s'inicialitza  el  gridThumbnailsPanel  per  tal  d'eliminar  les 
anteriors miniatures i un vector de d'instàncies del CrossValidation corresponent.
– CrossValidation Results
Aquesta classe serveix per guardar tots els valors que es volen recuperar d'una iteració. 
D'aquesta manera, si creem un vector d'aquesta classe podrem guardar tantes iteracions 
com siguin necessàries. Aquest està format de sis vector d'ImageObjects on es guarden 
les  imatges  classificades  del  resultat  de  cada  entrenament,  la  precisió,  el  record,  el 
número  d'iteració,  sis vectors  del  puntuació  obtinguda  corresponent  als  sis  vectors 
d'ImageObjects i el percentatge de cadascun dels botons del panell Manual vs Automàtic. 
Quan cridem al constructor li  passem tots aquests paràmetres a la vegada per tal  de 
guardar-los i d'aquesta manera ens evitem crear tots els mètodes sets per tal que aquests  
valors no puguin ser modificats. Els mètodes gets si que els em afegit en aquest cas ja 
que així sempre podem recuperar el seu valor.
– GridThumbnails Panel
El  GridThumbnails  Panel  hi  trobem  l'estructura  per  tal  de  visualitzar  les  imatges  en 
miniatura (thumbnails). El constructor consta d'un Layout on es creen les miniatures. A 
aquestes els hi deixem un vora per cada banda per tal de no tenir totes les imatges en  
contacte i sigui més agradable a la vista.
També trobem en aquesta classe un inicialitzador per tal d'eliminar totes les miniatures 
quan desitgem. La funció d'inicialització també és molt  important, ja que li  passem un 
vector d'ImageObjects i aquest va creant per cadascun d'ells un icona de la imatge.
– Table Model
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Aquesta classe ha estat creada per no permetre que les cel·les de la taula de precisió i  
record  siguin  editables.  Això  es  degut  a  la  JTable  per  defecte  permet  editar  aquests  
paràmetres, però en el nostre cas, aquest valors són el resultat de cada iteració i no seria  
coherent que l'usuari poques modificar-los. 
– Train Panel
El  TrainPanel  conté  tota  l'estructura  del  diferents  panells  que  conté.  Aquests  són  el  
Classifier, Train i Test, Manual vs Automàtic i la taula de Precisió i Record.
El  primer  que  trobem és  el  constructor  de  la  classe,  on  crea  els  diferents  panells,  i  
seguidament es forma un  Grouplayout amb el qual definim com volem compondre els 
components horitzontal i verticalment. Horitzontalment només trobem un únic component 
on  els  diferents  elements  estan  un  sota  l'altre  i  verticalment  es  troben  els  diferents 
components ordenats.
Quan creem les diferents panells, el que fem es cridar a els mètodes que els contenen. 
Aquestes van creant tots els components i creen el panell en qüestió, on hi afegeixen els  
components en la posició correcta. Per tant, el següent pas explicat anteriorment, només 
afegeixen aquests components al GroupLayout.
En aquesta classe també hi ha els listeners dels botons del classificador, ja que quan està  
seleccionat un ho em fet per tal  que no es pugui  seleccionar cap dels altres i  d'igual  
manera, que es seleccioni l'editor de text corresponent al classificador seleccionat.
Per altre banda, en aquesta classe hi trobem els mètodes gets i sets, que ens serveixen 
per recuperar el  valor en qüestió o modificar-lo des de qualsevol altre classe. Això es 
degut a que tots aquests paràmetres són públics dins d'aquesta classe.
– Run Classifier Action
Aquesta classe és la que conté tot l'algoritme per tal de dur a terme l'entrenament. El  




 6.1 Descripció de la interfície
La Interfície final, tal i com es veu en la Figura 29, de la pestanya de classificació consta 
de dos grans parts: la primera és on es visualitzen els resultats de la classificació mentre  
que la segona és el menú on es modela l'entrenament i s'escull quins resultats es volen  
observar.
La part de la dreta de la pestanya es el menú que està compost per quatre panells:
 6.1.1 Panell de classificadors
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Figura 29: Pestanya final de Classificació del GAT
Aquest panell ens dona a escollir tres tipus de classificadors diferents: el Bag of Regions 
(BOR), el K-Nearest Neighbour(K-NN) i el Support Vector Machine (SVM). 
Els classificador proporcionen una classe etiquetada com a sortida a partir d'un conjunt de 
característiques preses com a entrades. Tots aquests classificadors són binaris ja que es 
vol decidir si la imatge correspon a un primer pla d'un presentador de telenotícies o d'un 
jugador de futbol. Cal dir també que els dos primers tenen un paràmetre amb el qual  
l'usuari pot jugar i d'aquesta manera variar el resultats obtinguts, mentre que amb el SVM, 
aquest paràmetre s'autocontrola internament fixant-se per donar el millor resultat possible.
 6.1.2 Panell d'entrenament i test
Aquest panell ens deixa triar la quantitat del total d'anotacions que utilitzarà l'algorisme per 
entrenar mentre que la resta servirà per comprovar el resultat del entrenament. D'altre  
banda també es podrà escollir el nombre d'iteracions que es desitgin.
En aquest panell també hi ha el botó del gat, el qual llença l'experiment i a continuació 
mostra els resultats del experiment en qüestió.
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Figura 30: Panell de classificadors
Figura 31: Panell d'entrenament i test
 6.1.3 Panell manual vs automàtic
Aquest panell consta de sis botons com es veu en la Figura 32, aquests corresponen a les 
anotacions manuals, les quals poden ser positives, negatives o neutres, mentre que les 
anotacions automàtiques són les que el detector ens retorna. Aquestes per tant només 
poden ser  positives,  és a dir,  les que l'algoritme creu corresponen a les imatges que 
nosaltres busquem o negatives, l'algorisme considera que no són les desitjades.
A més  a  més,  en  cada  botó  ens  indica  el  percentatge  d'anotacions  sobre  el  total  
d'anotacions utilitzades per prova que hi ha en cadascuna de les seccions.
 6.1.4 Panell de mesures: precisió i record
Aquest panell ens mostra la precisió i el record de cadascuna de les iteracions. A més a 
més, pitjant sobre elles, es poden veure les diferents imatges classificades sobre el panell  
d'entrenament i test. A la part inferior, ens mostra la mitja del total d'iteracions sobre la 
precisió i el record. Aquest valor és el que és realment significatiu ja que poden haver-hi  
experiments on surtin millor o pitjor segons les particions de les dades realitzades.
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Figura 32: Panell Manual vs automàtic on es seleccionen el tipus d'imatge a  
mostrar
Figura 33: Taula on es mostren la precisió i el recall de cada iteració realitzada
 6.2 Funcionament de la interfície
A continuació  s'explicarà  els  diferents  passos per  dur  a  terme la  classificació.  Primer 
estudiarem l'anotació manual que no ha estat desenvolupada en aquest projecte però si 
que  s'ha  col·laborat  en  forma  d'usuari  provador,  aportant-hi  suggerències  d'usabilitat.  
Després s'explica l'avaluació dels classificadors pròpia d'aquest projecte final de carrera.
 6.2.1 Anotació manual
Quan executem el Gat ens mostra la  pantalla de la Figura 34. Inicialment cal crear una 
anotació i per tant crear una ontologia per tal d'etiquetar allò que anotarem. També es pot 
obrir una anotació si anteriorment s'ha guardat una.
Si decidim crear-ne una, cliquem a la primera icona i ens apareixerà la  Figura 35. Des 
d'aquí pots obrir una ontologia que hagis guardat anteriorment, o crear-ne una nova. En 
aquest cas, en realitzarem una nova, així que cliquem l'opció i pitgem Next.
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Figura 34: Pantalla inicial al executar el GAT
A continuació ens apareixerà la pantalla de la  Figura 36 on s'ha d'escriure el  nom de 
l'ontologia que estem creant i clicar OK.
Després, ens mostra la següent pantalla on tenim l'opció d'afegir una altre classe i a sota 
del tot s'ha de posar la direcció on es desitja guardar l'ontologia creada. Un cop acabat es 
pitja Finish.
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Figura 35: Pantalla de carregar una ontologia o crear-ne una
Figura 36: Pantalla d'anomenació d'ontologia
A continuació s'obrirà la pestanya Collection del GAT com es veu en la Figura 38. Aquesta 
pestanya ens permet anotar  imatges a nivell global. Per fer-ho cal clicar la icona de la  
carpeta i seleccionar la carpeta desitjada per anotar. Per aquest exemple, s'ha seleccionat 
la carpeta 1074 de la CCMA.
Podem veure també que a la part dreta de la pestanya ens indica quina ontologia tenim 
seleccionada per anotar aquestes imatges.
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Figura 37: Pantalla on es selecciona on es guarda la nova ontologia
Figura 38: Pestanya Collection del GAT
Un cop oberta la carpeta, que com podem veure, ens indica l'adreça on l'estem obtenint,  
podem començar l'anotació.  Per anotar,  fem servir les icones que hi  ha sota d'aquest  
Path. Aquestes icones de dreta a esquerra són per fer anotacions individuals positives,  
negatives i  neutres,  i  per  seleccionar-les totes i  fer-les positives,  negatives o neutres.  
L'última, simplement és per seleccionar-les totes.
A continuació les anotarem totes negatives, ja que així ens estalviem feina degut a que la 
gran  majoria  de  les  imatges  seran  negatives.  Per  fer-ho  cliquem sobre  la  icona  que  
s'indica en la imatge anterior, la dels quatre punts vermells. Al fer-ho veiem com en totes  
les  imatges es  genera  una vora  vermella  que indica  que es  vol  anotar  negativament  
(Figura 40).
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Figura 39: Carpeta d'imatges carregada en la pestanya Collection
Si ara volem anotar imatges individuals com a positives, cliquem sobre la primera icona i  
després sobre les miniatures que ens interessa anotar positivament. En el nostre cas, em 
anotat dues imatges de vistes frontals de la Raquel Sans.
Per anotar instàncies negatives, es fa el mateix però pitjant la icona del quadrat groc. En 
aquesta selecció d'imatges, s'ha seleccionat com a neutre la imatge del home del temps 
(primera columna, cinquena fila). Aquesta un cop clicada canvia la vora a color groc.
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Figura 40: Totes les imatges seleccionades com a negatives
Figura 41: Primers plans de presentadors seleccionats com a positius
Un cop anotades totes les imatges de la  carpeta,  cal  crear  les instàncies.  Per  fer-ho 
només cal  fer  clic  dret  sobre qualsevol  de les imatges anotades i  automàticament es 
crearà el llistat d'instàncies a mà dreta tal i com veiem en la Figura 43.
Per altre banda, si al executar el Gat es tria l'opció d'obrir una anotació, ens saltaríem tots 
els passos anteriors i seguiríem el procés a partir d'aquí. 
A continuació es poden fer dues coses, a triar una altre carpeta per fer les anotacions o  
mirar les anotacions creades a la pestanya Annotation. Tot i anotar diferents carpetes, el 
total d'anotacions es podrà visualitzar sempre a la pestanya d'anotació.
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Figura 42: Determinades imatges seleccionades com a neutres
Figura 43: Mostra totes les instàncies creades (positives, negatices i neutres)
La pestanya d'anotació ens permet visualitzar totes les instàncies anotades. Aquestes es 
mostra ordenades per tipus: positives, negatives i neutres.
 6.2.2 Avaluació de classificadors
A partir d'aquí, podem donar l'ordre de classificar la classe semàntica utilitzada, en aquest  
cas Anchor. Per fer-ho només cal fer clic dret sobre  Anchor i  clicar sobre l'opció  Train 
classifier  tal i com es veu en la Figura 44.
Automàticament s'obre la pestanya de classificació. Ara només cal editar l'entrenament tal 
i com nosaltres el volem.
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Figura 44: En la pestanya d'anotació, es dona l'ordre d'entrenar
En aquest cas, agafarem el classificador K-Nearest Neighbour amb un paràmetre K igual 
a 10. El percentatge de dades utilitzades per l'entrenament utilitzarem el de defecte, el  
70% per entrenar, mentre que posem 15 iteracions tal i com s'observa en la Figura 46. Per 
tal de fer córrer l'algoritme, pitgem el botó del gat.
Després de pitjar el botó d'entrenament, ens surt el següent panell que ens indica que el  
nombre d'iteracions introduït és massa gran i que el nombre màxim permès és d'onze en  
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Figura 45: Pestanya de classificació
Figura 46: Entrenament modelat per l'usuari a punt d'entrenar
aquest  cas.  Per  tant,  ens demana si  volem seguir  l'entrenament  amb aquest  nombre 
d'iteracions.  Si  cliquem  No,  tornem  a  la  pestanya  de  classificació  sense  realitzar 
l'entrenament, mentre que si cliquem que si, continuem amb l'entrenament.
A continuació, ja està habilitat el panell Manual vs Automàtic i la taula de Precisió i Record 
està  completa  amb el  total  d'iteracions.  Per  defecte  es  mostra  la  primera  iteració  les 
imatges establertes manualment com a positives i que l'algoritme ha considerat positives 
també. Per tal de visualitzar els altres resultats d'aquesta iteració només cal clicar sobre 
els diferents botons del panell Manual vs Automàtic.
Pel contrari, per tal de visualitzar els resultats de les altres iteracions cal clicar sobre la  
iteració que es desitja veure en el panell Precisió i Record i després, igual que en el cas 
anterior, visualitzar els resultats a través dels botons Manual vs Automàtic.
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Figura 47: Avís que ens mostra quan es sobrepassa el nombre màxim 
d'iteracions realitzables
Figura 48: Pestanya de classificació mostrant els resultats del entrenament
En el següent cas veiem la iteració 11 les instàncies classificades manualment com a 
neutres i que l'algoritme les ha classificat com a negatives.
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Figura 49: Mostra les imatges classificades com a neutres i que l'algoritme ha  
classificat com a negatives, i que corresponen a la tercera iteració realitzada
 7 Treball Futur
Una de les línies de treball futur que s'ha plantejat al final del projecte és l'estudi de la  
classificació automàtica d'imatges que no han estat anotades prèviament. Això és degut a 
que actualment totes les imatges són anotades abans de passar-les per tot  el  procés 
d'entrenament  i  és  per  aquesta  raó  que  després  podem  saber  en  quina  proporció 
l'entrenament es eficient o no. 
Aquest  altre procés si  que seria  el  procés de classificació  mentre que la classificació 
actual seria l'entrenament on provaríem quin classificador i quins paràmetres funcionen 
millor. Un cop tenim l'entrenament desitjat s'haurien de guardar aquests paràmetres i tot  
seguit,  obrir  un directori  amb les  imatges que es volen classificar  i  per  ser  anotades 
automàticament.  A continuació  l'usuari  podrà  validar  les  anotacions manualment.  Això 
s'anomena anotació  semi-supervisada i  estalviaria  molta  feina al  no haver  de fer  tota 
l'anotació manual inicial sinó que només s'hauria de revisar.
Un altre element a afegir a la interfície com a futur treball és el poder guardar els resultats  
del  estudi  fet  amb  els  classificadors.  D'aquesta  manera  es  podrà  comparar  diferents 
resultats obtinguts amb els diferents experiments realitzats ja que ara no existeix aquesta 
opció i si es llença un altre entrenament es suprimeixen els anteriors resultats.
Per altre banda, es podria afegir el panell de descriptors i així permetre controlar a l'usuari  
quin descriptor vol utilitzar. En aquest projecte ha estat obviat i s'ha utilitzat per defecte el  
Dominant Color.
Una altre línia de futur treball es la detecció i reconeixement dels diferents presentadors  
de telenotícies i/o jugadors de futbol. Aquesta tasca es realitza a partir de la feina d'aquest  
projecte, la detecció de primers plans ja que realitzarà un filtrat de les imatges que es  
desitgen. D'aquesta manera, el reconeixement es basarà sobre imatge on es sap que hi 
ha una persona a detectar i no sobre una base de dades gegant, com es el cas del nostre  
procés de filtrat.
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 8 Conclusions 
Pel que fa a la referència dels objectius fixats inicialment, la gran expectativa ha estat  
complerta, ja que s'ha finalitzar amb èxit una interfície gràfica que sigui capaç d'avaluar 
diferents  classificadors,  així  com  han  estat  integrats  exitosament  el  entrenador  i  el 
detector al algoritme de la pròpia pestanya. En canvi, no ha estat possible provar dos dels  
tres tipus  de classificadors ja  que no han estat  implementats  a temps per  tal  de ser 
provats,  mentre que el tercer (Support  Vector Machine) si  que ha estat implementat a 
temps  però  ara  per  ara  els  resultats  no  són  massa  bons  ja  que  l'algoritme  sempre 
classifica les imatges com a positives. Per aquesta raó, la precisió sempre surt al 50% i el 
record al 100%.
També volíem haver experimentat amb la classificació de primers plans de presentadors 
de telenotícies i jugadors de futbol, però degut a aquest contratemps no ha estat possible  
realitzar l'estudi.
S'ha millorat la usabilitat a l'hora d'entrenar classificadors respecte el precedent projecte 
de la Khristina López [22].  Abans era molt  farragós i  ara és qüestió de segons poder 
realitzar l'entrenament desitjat. Això permet una recerca més ràpida i eficient per part dels 
investigadors del GPI.
Una  altre  millora  ha  destacar  és  la  incorporació  al  algoritme  del  mòdul  de  validació 
creuada. Aquest ens aporta més fiabilitat als resultats que obtenim.
Pel que fa a l’interfície, es tracta d'una interfície innovadora ja que, pel que s'ha trobat en 
la literatura, no existeix cap altre eina tan versàtil i flexible. Com es tracta de programari  
lliure, aquesta aplicació serà publicat a la web del GAT i així estar a l'abast de tota la  
comunitat científica.
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Durant la realització d'aquest projecte he après un nou llenguatge de programació, Java. 
Programar en Java no és una tasca fàcil, especialment una interfície gràfica amb Swing. A 
més a més ha calgut que conegui la base d'aquesta programació ja que està orientada a 
objectes. Tot i aquesta dificultat considero que la interfície final que s'ha aconseguit és 
molt gràfica i intuïtiva per l'usuari final.
Per altre banda, programar ha estat una tasca força agraïda degut a l'ajuda amb els errors  
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Annex I: Detecció De Cares En Produccions 
Televisives
L'anàlisi  d'aquests  treballs  mostra  les  problemàtiques  comuns i  solucions  preses  pels 
autors durant les recerques, conclusions que poden servir d'ajuda al nostre projecte tant a 
l'hora de desenvolupar-lo com a l'hora d'analitzar els resultats obtinguts.
La majoria de les diverses propostes coincideixen en el seu plantejament inicial: primer es 
segmenta el  vídeo en escenes i,  després, s'extreuen imatges clau de cada escena. A 
continuació i segons els requeriments, es detecten les característiques dels fotogrames 
que permeten una descripció del contingut, i per últim es classifiquen els plans mitjançant 
un classificadors com observem en l'esquema de la figura 4. Aquests plans són la base 
per a la post detecció d'objectes i/o persones.
Detecció de presentadors de telenotícies
En el cas de M.Bertini, A. Del Bimbo i P. Pala  [6] fan un refinament de la segmentació per 
efectes  d'edició  basant-se  en  la  semblança  i  en  un  llindar  mínim  de  temps  (fixat 
manualment)  que  hi  ha  d'haver  entre  fotogrames.  Després,  classifiquen  els  plans  en 
presentador  o  notícies.  Les  imatges  dels  presentadors  es  repeteixen  a  intervals  de 
longitud variable al llarg del vídeo com es mostra en la Figura 50. 
La classificació la realitzen mitjançant un llindar fixat manualment extret del temps de vida 
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Figura 50: Intervals en els que surten primers plans de  
presentadors
de la presa de mesura en l’ interval més petit  que inclou totes les ocurrències de les  
preses  amb  continguts  visuals  semblants  del  vídeo.  L'inconvenient  es  que  aquesta 
metodologia pot portar classificacions errònies com ara en entrevistes, per això refinen el  
resultat basant-se amb un índex de quantitat de moviment per cada possible presentador. 
A més a més, utilitzen informació addicional per a la classificació  extraient  títols o text i la  
veu del presentador. 
Un altre estudi de detecció de presentadors es el realitzat per Xinbo Gao i Xiaoou Tang 
[7].  Parteixen de la  base que un presentador  sortirà  un mínim de dos cops en cada 
programa i, a més a més, dues imatges amb el mateix enquadrament seran força similars. 
Així obtenen histogrames i continguts espaial similars i agrupen els diversos models de 
fotogrames a través del mètode GTC (Graph-Theorical Cluster) i així distingir-los de les 
diferents  noticies.  Els  resultats  obtinguts  són  a  partir  de  2,876  fotogrames  claus, 
l'algoritme GTC va identificar 423 presentadors potencials. Amb un post processament es 
van identificar 254 mentre que en realitat hi havia 248 i per tant van obtindre 6 falses 
alarmes. D'aquesta manera, van obtindre un 97,64% de precisió i un record del 97,25% 
en la detecció de presentadors.
La  plantilla  basada  en  el  mètode  de  Hanjalic  et  al [8] assumeix  que  els  diferents 
presentadors tenen el mateix fons. Això no és del tot cert en tots els telenotícies ja que els 
angles de les diferents càmeres canvia i diferents models tenen diferents fons de pantalla.  
Estadísticament, han trobat que menys del 30% de semblança entre diferents models de 
la  seva  base  de  dades,  el  qual  no  es  suficient  per  distingir  un  fotograma  clau  d'un 
presentador. Per tant, la validesa d'aquest enfocament es limitat per la dificultat de trobar 
un prototip d'imatges de presentadors.
Per tal de disminuir la dependència de la conjunt mostrejat, en Zhang et al [9] ha proposat 
utilitzar un enfocament diferent en la definició del model de fotograma amb el presentador.  
En aquest model, cada presentador es considerat una composició de diferents regions. 
Un  model  de  presentador  es  construït  amb les  distribucions  espacials  dels  elements 
bàsics. Per determinar si  un fotograma conté un presentador,  tots els fotogrames són 
comparats  amb  el  model  i  els  que  encaixen  són  classificats  com  presentadors,  així 
construint un model d'imatge per a cada vídeo. Només els fotogrames que satisfan el 
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criteri de semblança d'acord amb el model espaial, són llavors comparats amb el model  
d'imatge establert. Un dels límits d'aquest mètode es que si l'estil de les noticies canvia, la  
base de dades també hauria de canviar-se.
En canvi, l'estudi realitzat a partir del models ocults de Markov (HMM) [10] te una eficàcia 
del 97.3%. A més de ser molt eficient, treballa tres vegades més ràpid que en temps real i  
te la capacitat d'aprenentatge automàtic. La capacitat d'aprenentatge automàtic dels HMM 
pot ser efectivament utilitzat per processar una gran quantitat de dades de vídeo de forma 
automàtica i analitzar les característiques dels continguts de vídeo. 
El Hidden Markov Models (HMM) o model  ocult de Markov es un model estadístic en el 
que  s'assumeix  que  el  sistema  a  modelar  es  un  procés  de  Markov  de  paràmetres 
desconeguts. L’objectiu es determinar els paràmetres desconeguts d'aquesta cadena a 
partir dels paràmetres observables. Els paràmetres extrets es poden utilitzar per dur a 
terme els successius anàlisi, per exemple en aplicacions de reconeixement de patrons.
En aquest model, un vector característiques es calcula per cada imatge de la seqüència  
de vídeo. Aquests vectors es modelen i classifiquen utilitzen HMM. 
En aquest enfocament, els descriptors més importants per l'anàlisi de vídeo es basen en 
la imatge diferència. En aquestes s'indica principalment el moviment del objecte principal  
de  l'escena.  Aquesta  imatge  diferència  es  deriva  de  la  seqüència  de  vídeo  original 
mitjançant el valor absolut de la diferència de luminància dels fotogrames adjacents. Amb 
això obtenim una quantitat de valors de gris que equivalen a la intensitat de moviment en  
cada posició.
Reconèixer  persones  basant-se  en  la  imatge  de  la  cara  es  complicat  ja  que  poden 
aparèixer problemes d’il·luminació, posició, mida, expressions, etc. Amb els vídeos tenim 
el benefici de tindre diversos exemplars de cada persona i 
per tant poden ser associades automàticament. L'objectiu 
de J.Sivic, M. Everingham i A. Zisserman [11] en aquest 
treball  es construir  un descriptor  més robust  a l'escala, 
il·luminació i la variació de posició al voltant de la vista 
frontal.  Els  fotogrames  són  detectats  per  un  mètode 
estàndard  de  compensació  d'histogrames  de  color 
d'imatges consecutives i compensació de moviment. Per a la detecció de cares es basen 
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Figura 51: Localització de 
característiques facials
en el algoritme d'AdaBoost [12], però a més a més, localitzen les característiques facials 
com ulls, boca i nas tal i com observem a la Figura 51.
En un vídeo, poden haver-hi oclusions per causa d'objectes o persones. Per això realitzen 
agrupacions de les diferents cares segons la  posició  i  temps ja  que equivaldran a la  
mateixa persona. Amb aquest algoritme han aconseguit una precisió del 98,1% i un record 
del 90,7%.
L'algoritme  Viola i Jones et al  [13] utilitza diversos classificadors que han d'extreure les 
característiques importants de la cara com ara l'alineament dels dos ulls o la simetria en 
visions frontals. A més a més, processa les imatges molt ràpid ja que treballa en nivell de 
gris i té un alt nivell de detecció. 
Aquest algoritme es distingeix per diverses contribucions claus: La primera contribució es 
l'anomenada  integral  imatge que  permet  gran  rapidesa  en  l’avaluació  de  les 
característiques. Per tal de computar aquestes característiques ràpid a diferents escales,  
introdueixen la imatge integral per a la representació de les imatges. Aquesta imatge es  
pot  calcular  a  partir  d'una  imatge  mitjançant  varies  operacions  per  píxel.  La  segona 
contribució es un mètode per construir un classificador mitjançant la selecció d'un petit  
nombre  de  característiques  rellevants  mitjançant  l'algoritme  AdaBoost  [12].  Per  tal 
d'assegurar una classificació ràpida, el procés d'aprenentatge descarta la gran majoria de 
característiques i es focalitza només en les més importants. La tercera contribució es un 
mètode  que  combina  diversos  classificadors  més  complexes  en  una  estructura  de 
cascada.  Aquesta  incrementa  la  rapidesa  de  detecció  focalitzant-se  en  les  regions 
importants de la imatge i d'aquesta manera descartar ràpidament el fons de la imatge.
L'algoritme  es  basa  en  establir  aquestes  característiques  fonamentals  i  entrenar  el  
classificador.  Pel  que fa a la tasca de detecció de cares,  es basen en els rectangles 
característics d'AdaBoost. La primera característica es basa en la propietat de que la regió  
dels ulls normalment és més fosca que la regió del nas i les galtes. L'altre característica 
cau en la propietat que els ulls són més foscos que el pont del nas.
Detecció de jugadors de futbol
Per a la classificació i anotació automàtica de jugadors trobem l'estudi d'en Marco Bertini,  
Alberto  Del  Bimbo  i  Walter  Nuziati  [14] que  han  aconseguit  una  detecció  del  90% 
d'eficiència. La identificació de jugadors en vídeos d'esports es força complicada ja que 
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els jugadors es mouen molt ràpid i solen haver-hi oclusions d'aquests mateixos. Només 
els primers plans són útils per al reconeixement i es caracteritzen pels descriptors visuals  
(colors de la  samarreta,  logos,  etc)  a  més de mètodes de captació  de  text  (nom del  
jugador en la samarreta, el número del dorsal, etc.). Aquests factors fan que l'anàlisi de la  
cara dels jugadors no es l'únic mètode per a reconèixer-los. En aquest estudi exploten la 
informació present en primers plans amb cares frontals, superposició de text i el número 
de dorsal del jugador. Després d'aquest primer pas, les cares no identificades es tornen a 
analitzar per tal de trobar una cara similar en alguna de les cares anotades anteriorment 
amb  el  detector  de  dorsal.  La  detecció  de  cares  pròpiament  la  realitzen  a  partir  del 
algoritme proposat per Viola i Jones [8] el qual detecta cares frontals o quasi frontals. 
En molts casos els processadors de vídeo d'esports necessiten ser capaços de processar 
la informació a temps real o aproximadament a aquest. A. Ekin, A.Murat i R. Mehrotra 
[15], fan una proposta on els objectes de les imatges de futbol són descrits pel seu color,  
textura i  forma i   per característiques espaci-temporals,  com moviments i  interaccions 
entre  objectes.  El  primer  que  fan  es  calcular  el  color  dominant  i  fer  la  detecció  dels 
fotogrames clau mitjançant un algoritme robust a les variacions del color dominant.  El 
color de la gespa pot variar segons l'estadi, el temps o les condicions de llum per tant no 
es distingeix un un equívoc color dominant. 
Aquestes variacions són automàticament capturades al inici del 
entrenament. Per tal de trobar el tipus de pla de cada fotograma, 
es calcula la quantitat de gespa que hi ha en el fotograma. Pet 
tant, si aquest valor és petit, correspon a un primer pla, mentre 
que si aquest augmenta ens trobarem en un pla llarg, mentre que 
si  es  troba entremig,  correspondrà  a un pla  mig.  Amb aquest 
algoritme volen detectar els gols, els primers plans del àrbitre i 
els penals. Per detectar els gols es basen en la interrupció del 
joc on en aquest temps mostren repeticions i les reaccions de 
jugadors i l'audiència. Per altre banda, la detecció d’àrbitres es 
basa detecció de la variació del  color dominant ja que aquest 
sempre vesteixen amb un vestuari distingible dels jugadors. Pel 
que fa a la detecció de penals, es basen en la detecció de tres línies paral·leles del camp  
com es veu en la Figura 52.
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Figura 52: Detecció de les 
línies del camp
Degut a la gran rapidesa que succeeixen les accions, s'ha quantificat que el 94% de les 
transicions  en  un  esdeveniment  esportiu  són  talls  secs  sense  incloure  transicions. 
Aquestes només apareixen quan el realitzador té temps de ser més creatiu. És per això 
que David A. Sadlier i Noel E. O’Connor [16] es basen en la detecció d'aquests talls per tal 
de fer la segmentació del vídeo en escenes.
Per tal de detectar primers plans d'imatges de futbolistes, ells miren en les regions en les 
que  esperen  trobar  les  principals  característiques  d'aquestes  imatges  com  són  la 
presència d'una cara en el pla mig alt del centre de la regió, una samarreta en la part 
baixa-mitja  de  la  imatge  amb  un  fons  arbitrari  tal  com  es  veu  en  la  Figura  53.  En 
cadascuna d'aquestes regions, s'esperen uns determinats nivells de colors especificats en 
l'espai HSV, els colors que no estiguin dins d'aquestes regions, com ara el fons, seran 
discriminats. Per tal d'establir  si es tracta d'un primer pla o no, calculen un paràmetre 
Primer pla de confiança (CuC) i estableixen manualment un llindar (0,1). A partir d'aquest 
valor, classifiquen que si que es tracta d'un primer pla.
D'aquesta manera realitzen un preprocessat i eliminen els segments de vídeo clarament  
irrellevants.  Aquesta  detecció de primers plans la  fan amb imatges de tipus I  en una 
resolució CIF a (352 x 288) x 25 fotogrames per segon. 
Però en realitat el que ells realment volen, es classificar si la informació els hi es útil o no, 
és  a  dir,  si  es  tracta  d'un  primer  pla  d'un  jugador  de  futbol.  Per  a  fer-ho,  utilitzen el 
classificador binari tal com el Support Vector Machine (SVM). Aquest te una característica 
especial, el paràmetre C regulable que s'acaba fixant durant la fase d'entrenament.
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Figura 53: Detecció d'un primer pla d'un jugador




Color Textura Moviment Classificador Precisió Record Eficiència
[1] X Llindar de 
semblança
[2] X Cluster 97.64% 97.25%
[3] X
[4] X
[5] X HMM 97.30%
[6] X X
[7] X X 98,10% 90.70%
[8] X X





Durant el desenvolupament del projecte, cada setmana he anat publicant els avenços i  
recerques  del  projecte  en  un  bloc:  bitsearch.blogspot.com,  juntament  amb  altres 
projectistes i  becaris del departament.  En aquest annex incloc les meves publicacions 
setmanals per mostrar la progressió del treball des del seu inici.
Detections front view web service of TV news presenters 
(Tuesday, January 26, 2010)
Hello, I’m Mireia Gimeno and now i’m gonna be a new blogger of that website. Today I’m 
gonna  to  present  my  Final  Thesis:  Detection  front  view  web  service  of  TV  news  
presenters.
I’ll develop a system able to detect this images that contain a front view of the TV3 news 
presenter. At an early stage, I’ll  use a tool for manual annotation of images to prepare 
some datas that able us teach a binary classification of data that allows a trained binary 
classifier. In contuniation, I’ll study different options of classifiers and visual descriptors to 
find  the  optimal  configuration.  Finally,  the  results  will  be  made  available  to  the  client 
system through a Web service that works against a repository.
Now, I’ve just read Khristina López PFC, Automatic identification television productions in  
the sorter of K-nearest neighbor. This will be my basis to start my PFC.
See you!
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Global annotation of TV anchor keyframes with GAT 
(Friday, February 5, 2010)
Yesterday,  I  learned  how  to  use  GAT’s  application.  It’s  a  really  graphic  and  intuitive 
application but at the beginning it was a bit difficult for me although I’d got a good teacher,  
Neus !
If you usually read this blog, you should know for what is useful this application, if not, I’m 
gonna explain it to you. GAT has been created to annotate different parts of an image, but  
in my case, I just want to annotate if this image contains an anchor of it doesn’t.
Firstly, I went to Ontology’s and there I created a new ontology called Anchor. Then, in 
Glogal, I search in our database a folder that contained some TV3 anchor’s images. At that 
time, I selected all these images and thus, going to Annotation, you are able to see the 
selected images before even though they were in different folders!!
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How you can see in the image, in the right side of it, you can see a list of instances. Each 
one of these instances corresponds an image. If you select an image, automatically the 
instance corresponding selected too and vice versa!!!
When we have to choose the different images of the anchors, we had had to create a 
criterion because there are some different images of anchors. The anchors had to stay in 
the foreground (how it’s required at the beginning) provided that are from tv news as TV3,  
3/24 , TN noon, that’s because the background scenery changes.
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Video-shot segmentation and anchorperson detections 
(Thursday, February 11, 2010)
All  this  week  I’ve  been reading some interesting  articles  about  other  people  that  had 
studied  different  ways  of  segmentation  of  news  video,  detect  frontal  views  of 
anchorpersons and rapid object detections.
In  almost  all  this  studies,  they  start  with  the  segmentation  of  the  sequences.  After, 
depending on the requirements, they classify the keyframes for example in anchorman or  
news report like in M. Bertini, A. Del Bimbo and P.Pala article. They categorized for length  
with  a  boundaries  fixed  manually,  but  this  method  can  take  bad  classifications  like  
interviews. That’s why they refine the result basing on a motion features.
Another video segmentation study is the one done by  Xinbo Gaoand  Xiaoou Tang.  The 
segmentation,  in  that  case,  is  based  the  intensity  of  pixels  and  histograms  between 
consecutive images. They use a system that doesn’t require supervision.
Each  TV  news  program  has  afinite  number  of 
anchormansand also we know that each anchorman will 
appear twice in a program. They use the GTC analysis 
(Graph-Theorical  Cluster)  for  the  group  of  similar 
keyframes that correspond at the same anchormen and 
separate them of the news keyframes. This algorithm has 
a 97.64% of precision.
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The Hanjalic method assumes that the different anchormans have the same background. 
That’s not always true in the TV news because of different camera angles, different models 
have different backgrounds. Statistically, they have found that at less the 30% of similarity 
between different models in his dataset. That’s not enough for distinguish a keyframe of an 
anchormen.
Instead,  the  study  done  based  on  Hidden  Markov  Models has  a  97.3%  of  correct 
classification. It’s very efficient and works three time faster than real  time. Firstly,  they 
classify the keyframes in six content classes. Then they extract the main motion features 
of the main object of the scene and they keep with the difference of luminance.
Viola  and  Jones algorithm  uses  some  clasificators  that 
extract the main face features like the alignment with both 
eyes  or  the  symmetry  with  frontal  views.  It’s  done  by 
rectangles  with  proportions  such as  we see in  the  image 
there.  That  algorithm needs learning and process images 
extremely rapidly and it also has a high detection rate.
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Algorithms for the identification of football players in close-up views
(Thursday, February 18, 2010)
Today, I'm going to explain you some algorithms for the identification of close-up views of  
football players.
The identification of players in any sport is so complicated because they are all the time 
moving quickly. That’s why only close-up views are useful for recognize the players. These 
images are characterized by the visual features like t-shirt colors, logo, and furthermore 
some methods of text capture as the name or the number of the dorsal in the t-shirt.
For the classification and automatic annotation of players there is the algorithm done by 
Marco Bertini, Alberto Del Bimbo   and Walter Nuziati that has a 90% of efficiency. They use 
the close-up views with frontal faces, superposition of text and dorsal number of the player. 
After that first step, the faces that haven’t been recognized are analyzed twice to find a 
similar face annotated before using the dorsal detection. They use the Viola and Jones 
algorithm for faces detections.
Most of the sport videos need to be able of processing the information in real time or  
almost real time. The algorithm explained by Ekin, A.Murat and R. Mehrotra   want to detect 
goals, close-up views of referees and penalty. To find the plane of each photogram, they 
quantify the grass in each shot and depending if it’s high or if it’s a low level, it will be a  
close-up shot, a midplane or a long shot.
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To detect goals, they base the algorithm detecting the interruption of 
the game, repetitions or views of the audience or football players. The 
detection of  the referee is  based on the detection the variation of 
the dominant color of the shot because the referee always wears a 
different color than the one that football  players wear.  However, to 
detect penalty they look for three parallel lines that indicate them that 
there is the soccer goal.
To detect close-up shots of football players, David A. Sadlier and Noel E. O’Connor   look 
for the main characteristics regions in the I-frames. Those are: the presence of a face in  
the top-middle-center region and a jersey in the bottom-middle region of the frame. Each 
region is compared with a hue space, and if the pixels don’t correspond to this space color, 
it’s eliminated. After, we determinate that the image is close-up if the value of the Close-up 
Confidence  (CuC)  is  superior  than  the  threshold  (0’1  in  that  case).  That  threshold  is 
manually set.
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The new tab of GAT: Classification 
(Thursday, February 25, 2010)
This  week  Xavi,  Neus  and  me  have  agreed  how  will  be  the  new  tab  of 
classification that I’ll implement. In that tab we’ll view the result of the training 
done based on the descriptors and the classifiers chosen.
First of all and after of have done the different annotations, we’ll do a right click in the 
ontology noted to classify it. Then in GAT will  appear a new tab like the image below. 
Before the train starts, we have to choose the classifier (at the upper-right corner) and 
introduce in case that it is SVM,  a value of the parameter C. That is a parameter of this 
classifier that the user can modify to obtain the best or worse result that the system permit. 
We can also choose the percentage of the total of annotations that we want to train. We’ll  
press the button of the cat (GAT) located at right of the classifiers in order to start the 
training.
Then are going to appear some features images because the train shows for defect the  
images that had been annotated as anchor (positives) and the ones that our algorithm 
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have classified correctly. That’s why in the Manual-Automatic menu, appears a red square, 
it corresponds at the images explained before. To look at the others options, for example in 
which the algorithm is wrong, negative Manual – positive Automatic we’ll  see the false 
positives  whereas  that  if  we  press  the  square  that  corresponds  to  positive  Manual  –  
negative Automatic they are going to be the false negatives. 
As seen in the image, above this buttons, we see the proportion in per cent that there is in 
each block of the total of images. Since now, we know that there will be lots of images in  
the negative Manual – negative Automatic because the train is done with a big quantity of  
images.
Down of this menu, we also indicate the precision and the recall two typical measures in  
those trainings.
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Cross-validation methods for image classification 
(Thursday, March 11, 2010)
The classification methods require trains data and data to validate the models formulated.  
We achieve this by making a partition on our database.
Therefore,  for  every  possible  partition  of  the  different  classifiers  will  produce  different  
results. That’s why we are going to use the cross-validation.  The cross- validation is a 
technique for evaluating the results of  a statistical  analysis generating an independent  
dataset. A round of cross validation is a sample partition into subsets of complementary 
data, perform analysis of a subset (the training), and validate the analysis on the subset of  
another type (the set of validation). To reduce variability, multiple rounds of cross validation 
are performed using different partitions, and validation results are averaging more than two 
rounds.
Referenced  in  my study,  the  classifier  will  classify  the  images  that  have  close-ups of 
anchors or football players.
The  most  Common  types  of  cross-validation  are  repeated  random  sub-sampling 
validation and K-fold cross-validation. This one has also two different variations that are 
k × 2 cross-validationand leave-one-out cross-validation.
In K-fold cross-validation, the original sample is randomly partitioned into K subsamples. 
Of the K subsamples, a single subsample is retained as the validation data for testing the  
model,  and  the  remaining  K  −  1  subsamples  are  used  as  training  data.  The  cross-
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validation process is then repeated K times (the folds), with each of the K subsamples 
used  exactly  once  as  the  validation  data.  The  K  results  from the  folds  then  can  be 
averaged (or otherwise combined) to produce a single estimation. The advantage of this 
method over repeated random sub-sampling is that all  observations are used for both 
training and validation, and each observation is used for validation exactly once. 10-fold 
cross-validation is commonly used.
• k × 2 cross-validation is a variation on k-fold cross-validation. For each fold, we 
randomly assign data points to two sets d0 and d1, so that both sets are equal size. 
We then train on d0 and test on d1, followed by training on d1 and testing on d0.
This has the advantage that our training and test sets are both large, and each data  
point is used for both training and validation on each fold. In general, k = 5 (resulting 
in 10 training/validation operations) has been shown to be the optimal value of k for  
this type of cross-validation.
• As the name suggests, leave-one-out cross-validation(LOOCV) involves using a 
single  observation  from  the  original  sample  as  the  validation  data,  and  the 
remaining  observations  as  the  training  data.  This  is  repeated  such  that  each 
observation in the sample is used once as the validation data. This is the same as a 
K-fold  cross-validation with  K being equal  to  the number of  observations in the 
original  sample. Leave-one-out cross-validation is usually very expensive from a 
computational  point  of  view because  of  the  large  number  of  times  the  training 
process is repeated.
- 74 -
Example  of  Leave-one-out  cross-validation  (LOOCV)  error  rates  for  response  
prediction
Repeated random sub-sampling validation  method  randomly  splits  the  dataset  into 
training and validation data. For each such split, the model is fit to the training data, and  
predictive accuracy is assessed using the validation data. The results are then averaged 
over the splits.  The advantage of this method (over k-fold cross validation) is that the 
proportion  of  the  training/validation  split  is  not  dependent  on  the  number  of  iterations 
(folds). The disadvantage of this method is that some observations may never be selected 
in  the  validation  subsample,  whereas  others  may  be  selected  more  than  once.  This 
method  also  exhibits Monte  Carlo variation,  meaning  that  the  results  will  vary  if  the 
analysis is repeated with different random splits.
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Support Vector Machine for image classification 
(Thursday, March 18, 2010)
Support  Vector  Machine  (  SVM )  is  an  implementation  of  the  latest  generation  of 
machine  learning  algorithms  based  on  recent  advances  in  statistical  learning.  These 
supervised  methods  are  used  for  classification  and  regression.  SVM  is  one  of  the 
classifiers that I’m going to use in my project to predict if a image has a close-up view of 
an anchor.
In simple words, given a set of training examples, each marked as belonging to one of two 
categories, an SVM training algorithm builds a model that predicts whether a new example 
falls into one category or the other. Intuitively, an SVM model is a representation of the 
examples as points in space although in this specific example there are images, mapped 
so that the examples of the separate categories are divided by a clear gap that is as wide 
as possible. New images are then mapped into that same space and predicted to belong 
to a category based on which side of the gap they fall on.
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The concept  of  a kernel mapping function  is  very powerful.  It  allows SVM models  to 
perform separations even with very complex boundaries such as shown below.
A special feature of an SVM is that it has regularization parameters. This is a user-defined 
value that is set during the training phase. Variation of this parameter essentially provides 
for an effective tuning aspect to the classification.
I’m going to notice in C parameter that allows some flexibility in separating the categories.  
That parameter controls the trade off between allowing training errors and forcing rigid 
margins. It creates a soft margin that permits some misclassifications. Increasing the value 
of C increases the cost of misclassifying points and forces the creation of a more accurate 
model that may not generalize well.
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Dataflow for evaluation of automatic annotation from a graphical 
interface 
(Monday, March 22, 2010)
How I explained few days ago, we want to be able to train and test the classificators in the 
same anotation interface. In that writing I’m going to present the algorithm that do this 
process and the data in handles.
In order to do the train with the annotations that the user has done before and when you 
view the classification tab with the specified parameters for the training, you may push the 
cat button. Then the algorithm starts the training. The program creates the partition of the 
dataset in trainset and testset proportionally with the percentage set for the user in the 
slider. That partition will be set like one of the options that I explained in one of my last  
writings . The trainer.dataset  is where where you specify which directory should write a 
file that describes the set of training data. Also we are going to obtain the train dataset and 
a  configuration  file  that  specifies  which  classifier  has  been  used,  the  value  of  the 
parameters if it has, the percentage of data training and the ontology class that is going to 
be trained.
The train dataset selected will go to the B_TRAINER that will do the train and it’ll obtain 
models. We will obtain one model for each train done. After, the different test images and 
the ontology identifier will go to the B_DETECTOR. That one will take image by image in 
order to compare them with the model and obtain a score of similarity. With that score and 
the initial annotations, the  detector.automatic  will  decide if the algorithm has detected 
correctly the close-up views of anchors. Finally, these results will be shown at the user.
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The Classification Tab in GAT 
(Thursday, April 22, 2010)
Today I’m going to explain you which components form the classification tab in  GAT's 
application  that  I’m  doing  in  my  thesis.  The  purpose  of  this  tab  is  once  done  the 
annotations over some number of images, this is going to do a training. We want to obtain 
in this training that the algorithm  learns which images are the ones that we want (the 
close-up views of anchormen) and which ones no. So the tab shows us the result of the 
training done.
This new tab consists in two big panels. The first one is where the thumbnail images will  
be shown when the algorithm has been run. The other panel located on the right, shows 
the training panel. This panel is divided in three small panels:
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The Classification panel allows us establish which type of classifier will  be selected in 
order to do the training. This classifier are different algorithms that decide if the images are  
or aren’t close-up views of anchormen. There is the Bag Of Regions (BOR), K-Nearest  
Neighborhood (  k-NN   ) and Support Vector Machine ( SVM ). In the first two cases have to 
be introduced a K parameter to model the training.
The next panel is where the user decides which percentage of the initial images annoted 
are used to do the train and which ones will be used to verify the efficiency of the training. 
More precisely, this slider indicates the percentage of the annotations that are going to be 
use in the training phase. After, when the training is configured, you should click the cat 
button in order to start it.
The last panel let’s see the results of the training with the test images.
The positive annotations and classified as positive are classified as true positive.  The 
positive  annotations  and  classified  as  negative  are  classified  as  false  negative.  The 
negative  annotations  and  classified  as  positive  are  classified  as  false  positive.  The 
negative annotations and classified as negative are classified as true negative. Then there 
are two curious cases that are the neutral annotations. The neutral annotations only are 
used in the test phase to see which one is the reaction of the algorithm, but they aren’t  
useful in the training phase.
Below of this panel, we also indicate the precision and the recall.  These are two typical 
measures in those trainings.
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Initially the program shows the images that have been classified correctly and are the ones 
that we are looking for, in our case, the close-up views of anchormen. To see whosoever of 
the other results, you only have to click the corresponding button. This buttons have a 
percentage  above  them.  This  indicates  the  quantity  of  images that  there  are  in  each 
section of all images managed to take the test.
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Cross-Validation set in GAT 
(Monday, May 3, 2010)
How I explained in one post weeks before, cross-validation is a technique for assessing 
how the results of a statistical analysis will generalize to an independent data set.
It  is  mainly used in  settings where the goal  is  prediction,  and wants to  estimate how 
accurately  a  predictive  model  will  perform  in  practice.  One  round  of  cross-validation 
involves partitioning a sample of data into complementary subsets, performing the analysis 
on one subset (called the training set), and validating the analysis on the other subset 
(called testing set). To reduce variability, multiple rounds of cross-validation are performed 
using different partitions, and the validation results are averaged over the rounds.
In my thesis I’ve used the K-fold cross-validation. The user sets the K before the training 
starts with the parameter Iteration of the interface. In our case, we have 3 vectors, positive, 
negative and neutral instances. In one hand we have the positive and negative vectors are 
broken up. On the other hand, the neutral instances only are used for testing the algorithm. 
That division is proportionally at their size and at the percentage of training data set in the 
interface by the user.
Division = Train% * num of instances in the vector
Increment = num of instances in the vector / K
K = Iterations in the Classification tab
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For each iteration we will take a different division of the dataset as shown in the image. In  
this example the input parameters are 4 iterations and the percentage of training data is 
25%.
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For each iteration we take some results as precision and recall. Then, there is the average 
of all of these iterations of the results in order to see the validation results.
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Another Cross-Validation set in GAT 
(Thursday, May 13, 2010)
In  my last  writing I  explained  one method of  cross-validation that  I  have  set  in  GAT. 
Proving it, we found that there were some problems because sometimes the algorithm 
wanted to access to a position of the vector that didn’t exist.
Likewise, we thought another algorithm in order to access to all the positions of the vector 
but  not  outside of  it  and also we try to  have the most  number of  iterations of  cross-
validation.
We have found that the most number of iterations is the number of instances that has the 
smallest vector. We have three vectors: the one that has the positive instances, the one of  
the negative instances and the last of neutral instances that is only used in the test phase.
On the other hand, this new algorithm covers all the instances for each iteration and never 
goes outside the vector positions. Firstly, it takes the training instances and then all the 
others are set as test instances. Then, in the next iteration, the algorithm adds to the first  
position an increment and then makes the same partition of the dataset, takes the first  
instances to train and all the others to test. And it’s a loop until the last iteration in order to 
have different partitions of the annotations done.
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 * @author almireia
 * 
 */
public class RunClassifierAction extends AbstractAction {
private static final long serialVersionUID = 1L;
public TrainPanel trainPanel;






public boolean BOR, KNN;












 * Constructor RunClassifierAction
 */
public RunClassifierAction(TrainPanel trainPanel,
GridThumbnailsPanel gridThumbnailsPanel, Properties properties) {






trainer = new Trainer(properties);




 * Click listener of precision and recall table
 */
public void addListeners() {
precisionRecallTable.addMouseListener(new MouseAdapter() {
public void mouseClicked(MouseEvent e) {
// Save the crossValidation of the row selected
int fila = precisionRecallTable.rowAtPoint(e.getPoint());
currentCrossValidation = crossValidation.get(fila);











 * Method requiered by ActionListener. When GAT button is clicked!
 */
public void actionPerformed(ActionEvent e) {
String classType = setValues();
try {
trainAndTest(classType, 0.1);
} catch (Exception e1) {
e1.printStackTrace();
// Shows error dialog.





 * Action executed when trainButton is pressed
 */
public String setValues() {
String classType;
// Boolean that says if BOR or KNN is selected
BOR = trainPanel.getBORButton().isSelected();
KNN = trainPanel.getKNNButton().isSelected();
// When we select SVM, we enable the cTextField
if (BOR) {
String numberStr = trainPanel.getNTextField().getText();
classifierParameter = Integer.parseInt(numberStr);
classType = "bor";
} else if (KNN) {














 * @param classifierType
 * @throws Exception 
 */
public void trainAndTest(String classifierType, double minScore ) throws Exception {
// Clean the different tables
cleanTable();
cleanCrossValidationResults();
// Sets the limit iterations: returns 1 to continue
// returns 0 and end
int l = limitIterations();
if (l == 1) {
// For each iteration...
for (int iteration = 0; iteration < iterations; iteration++) {
// Get input vectors of instances to be used
Vector<Instance> instancesPositive = 
semanticClass.getInstances(Label.POSITIVE);
Vector<Instance> instancesNegative = 
semanticClass.getInstances(Label.NEGATIVE);
Vector<Instance> instancesNeutral = 
semanticClass.getInstances(Label.NEUTRAL);
// Define vectors to hold the images to be used as train and test 
datasets
Vector<Instance> instancesTrain = new Vector<Instance>();
Vector<Instance> instancesTest = new Vector<Instance>();
// Split the whole annotation in two train and test datasets
this.buildDatasets(instancesPositive, instancesNegative, 
instancesNeutral, instancesTrain, instancesTest );
// Build an annotation with train data
Annotation annotationTrain = this.buildTrainAnnotation 
( semanticClass, instancesTrain );
// Run the trainer
trainer.run( annotationTrain, classifierType, 
classifierParameter);
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// Save the results after pass them for the detector
this.runDetector( instancesTest, iteration, minScore );
}
// After do the train and detector, we have to show the thumbnails
// Delete the thumbnails that are in the ggridThumbnailsPanel
gridThumbnailsPanel.reset();
// Set first row selected of Precision&Recall Table
precisionRecallTable.setRowSelectionInterval(0, 0);
// Add the average of precision and recall
addRowAverageToTable(crossValidation);
// Set all the cells of Precision and Recall table NO editable
for (int i = 0; i < 3; i++) {
for (int j = 0; j < iterations; j++)
precisionRecallTable.isCellEditable(j, i);
}
// Select the first iteration to show the thumbnails
this.currentCrossValidation = crossValidation.get(0);






 * Delete the table Precision Recall
 */
public void cleanTable() {
DefaultTableModel model = (DefaultTableModel) precisionRecallTable
.getModel();





 * Resets the vector of crossValidation
 */
public void cleanCrossValidationResults() {
crossValidation = new Vector<CrossValidationResults>();
}
/**
 * Set a limitation of the iterations set by the user
 */
private int limitIterations() {
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// Maximum of iterations will be the minimum of instances of positive or
// negative
// Takes the iteration set by the user
iterations = Integer.parseInt(trainPanel.getCTextCross().getText());
// Takes the minimum of positive or negative instances
int numOfPosInstances = 
semanticClass.getInstances( Label.POSITIVE ).size();
int numOfNegInstances = 
semanticClass.getInstances( Label.NEGATIVE ).size();
int minInst = Math.min( numOfPosInstances, numOfNegInstances );
// Compare the minimum of iterations and the iterations sets
if (iterations > minInst) {
// Prints a warning dialog to change the iteration number because
// it's too big
int n = JOptionPane
.showOptionDialog(
null,
"The iteration number set is too big, the 
maximum of iterations are "
+ minInst
+ ".\n"
+ " Would you like to continue 
with this number of iterations?",





if (n == JOptionPane.YES_OPTION) {




} else if (n == JOptionPane.NO_OPTION) {







 * Save the imageObject in the correct position
 * 
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 * @param CV
 */
public void runDetector( Vector<Instance> testInstances, int CV, double minScore ) 
{






// Create the different vectors where to save the results
Vector<ImageObject> positiveToPositiveImageObjects = new 
Vector<ImageObject>();
Vector<ImageObject> positiveToNegativeImageObjects = new 
Vector<ImageObject>();
Vector<ImageObject> positiveToNeutralImageObjects = new 
Vector<ImageObject>();
Vector<ImageObject> negativeToPositiveImageObjects = new 
Vector<ImageObject>();
Vector<ImageObject> negativeToNegativeImageObjects = new 
Vector<ImageObject>();
Vector<ImageObject> negativeToNeutralImageObjects = new 
Vector<ImageObject>();
// Create the different vectors where to save the score of the
// thumbnails of each iteration
Vector<Double> posToPosScore = new Vector<Double>();
Vector<Double> posToNegScore = new Vector<Double>();
Vector<Double> posToNeuScore = new Vector<Double>();
Vector<Double> negToPosScore = new Vector<Double>();
Vector<Double> negToNegScore = new Vector<Double>();
Vector<Double> negToNeuScore = new Vector<Double>();
File fileModels = new File(properties.getProperty("trainer.models") + 
"/index.xml");
// for each imageObject in the vector of image objects used for test...




score = detector.run( imageObject, fileModels, instance.getClassId(), 
minScore );
//  score = Math.random() * 100;
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// Depending on the label of the instance and the result of the
// DETECTOR the results are saved on different vectors
switch (label) {
case NEGATIVE:
//if (score < 0.5) {
if (score < minScore ) {
// Find in which position we have to save the 
imageObject
// in order to save them in score order (big to small)
index = indexPosition(score, negToNegScore);












if (score < minScore ) {
//if (score < 0.5) {












if ( score < minScore ) {
//if (score < 0.5) {














// Compute the precision and the recall of the experiment
double pos = positiveToPositiveImageObjects.size();
double precision = (pos)
/ (pos + positiveToNegativeImageObjects.size()) * 100;
if ((pos == 0) && (positiveToNegativeImageObjects.size() == 0))
precision = 0;
double recall = (pos) / (pos + negativeToPositiveImageObjects.size())
* 100;
// Controles that the precision or recall aren't null
if ((pos == 0) && (negativeToPositiveImageObjects.size() == 0))
recall = 0;
// Calculated the percentages of the Manual vs Automatic panel buttons
String posToPosPerc = Double.toString( 100 * 
positiveToPositiveImageObjects.size() / testSize );
// String posToPosPerc.format("%.2f", 100 * 
positiveToPositiveImageObjects.size() / testSize);
String posToNegPerc = Double.toString( 100 * 
positiveToNegativeImageObjects.size() / testSize );
String posToNeuPerc = Double.toString( 100 * 
positiveToNeutralImageObjects.size() / testSize );
String negToPosPerc = Double.toString( 100 * 
negativeToPositiveImageObjects.size() / testSize );
String negToNegPerc = Double.toString( 100 * 
negativeToNegativeImageObjects.size() / testSize );
String negToNeuPerc = Double.toString( 100 * 
negativeToNeutralImageObjects.size() / testSize );
// Save the iteration results in the vector crossValidationResults









precision, recall, CV + 1, posToPosPerc, posToNegPerc,
posToNeuPerc, negToPosPerc, negToNegPerc, negToNeuPerc,




// Add the precision and recall results for the experiment
addRowToTable(crossValidationResults);
}
// private void detectorRandom() {
//
// score = Math.random() * 100;
//
// // Depending on the label of the insance and the result of the
// // DETECTOR the results are saved on different vectors
// switch (label) {
// case NEGATIVE:
// if (score < 50) {
// //Find in which position we have to save the imageObject
// //in order to save them in score order (big to small)
// index = indexPosition(score, negToNegScore);




// } else {








// if (score < 50) {




// } else {









// if (score < 50) {




// } else {









 * Returns the position in where we have to save the imageObject
 */
public int indexPosition(double rand, Vector<Double> score) {
int i;
double s;
// If the vector where we have to save it is empty, returns the first
// position
if (score.size() == 0)
return 0;
else {
for (i = 0; i < score.size(); i++) {
s = score.get(i);
// If the score of the vector is smaller than the score that we
// have to
// find the position, we return this position





// If this score is smaller than all the others of the table, we put it




 * Add the precision and recall parameters to the table
 */
public void addRowToTable(CrossValidationResults crossValidation) {
// Add for each iteration the precision and recall values
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String precision = Double.toString(crossValidation.getPrecision());
String recall = Double.toString(crossValidation.getRecall());
// Set the different values of each position
Object[] row = new Object[3];
row[0] = crossValidation.getIteration();
row[1] = precision + " %";
row[2] = recall + " %";









// Add for each iteration the precision and recall values
double precision = 0;
// = Double.toString(crossValidation.getPrecision());
double recall = 0;
DefaultTableModel model = (DefaultTableModel) precisionRecallTable
.getModel();
int cont = model.getRowCount();
// Calculate the average of precision and recall
for (int i = 0; i < cont; i++) {
precision = precision + crossValidation.get(i).getPrecision();
recall = recall + crossValidation.get(i).getRecall();
}
precision = precision / cont;
recall = recall / cont;
// Set the different values of each position








 * Set the percentages of test instances that there are in each section
 */
public void initializeButtons() {
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 * Splits the annotations in differents parts each iteration
 * @throws Exception 
 * 
 */




) throws Exception {
// Number of total positive and negative instances
int numPos = instancesPositiveAll.size();
int numNeg = instancesNegativeAll.size();
// Number of positive and negative train instances
int numNegTrain = (int) (numNeg * percTrain / 100);
int numPosTrain = (int) (numPos * percTrain / 100);
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double incPos = numPos / iterations;
double incNeg = numNeg / iterations;
// Splits the SemanticClass proportionally
this.splitDataset(numPos, (int) incPos, numPosTrain, instancesPositiveAll, 
instancesTrain, instancesTest);







public void splitDataset(int numInst, int inc, int numTrain,
Vector<Instance> all, Vector<Instance> train,
Vector<Instance> test) {
int i, c;
// Build the train dataset
for (c = co; c < co + numTrain; c++) {
i = c % numInst;
Instance instance = all.get(i);
train.addElement(instance);
}
// Build the test dataset
for (c = co + numTrain; c < numInst + co; c++) {
i = c % numInst;
Instance instance = all.get(i);
test.addElement(instance);
}
co = co + inc;
}
/**
 * Create a dummy annotation used for train
 * @throws Exception 
 */
private Annotation buildTrainAnnotation ( SemanticClass semanticClass, 
Vector<Instance> instancesTrain ) throws Exception {
// Create and populate an ontology to hold the manual annotation to be used 
for train and write it to disk
Annotation annotation = new Annotation();
Ontology ontology = new Ontology();
annotation.setOntology(ontology);
// Add a copy of the semantic class to the temporary ontology
String textualLabel = semanticClass.getTextualLabel();
SemanticClass semanticClassTmp = 
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ontology.addSemanticClass(textualLabel);
for (int i =0; i < instancesTrain.size(); i++){
// Read an instance from the vector
Instance instance = instancesTrain.get(i);







 * @return the currentCrossValidation
 */




 * @return the semanticClass
 */






















 * @author Mireia Gimeno
 * 
 */


















 * Inicialize components of this panel.
 */
public void initializeComponent() {
gridThumbnailsPanel = new GridThumbnailsPanel();
trainPanel = new TrainPanel();
}
/**
 * Set and add components.
 */
public void layoutComponent() {
this.setLayout(new BorderLayout());
JPanel leftPanel = new JPanel();
JPanel rightPanel = new JPanel();
leftPanel.setLayout(new FlowLayout(FlowLayout.LEFT));
leftPanel.add(gridThumbnailsPanel);
// Adjusts the panel inside a scroll.
JScrollPane scroll = new JScrollPane(leftPanel,
JScrollPane.VERTICAL_SCROLLBAR_AS_NEEDED,
JScrollPane.HORIZONTAL_SCROLLBAR_AS_NEEDED);






 * Add Listeners
 */
private void addListeners(Properties properties) {
runClassifierAction = new RunClassifierAction(trainPanel,
gridThumbnailsPanel, properties);
JButton b = trainPanel.getTrainButton();
b.addActionListener(runClassifierAction);
JButton X1 = trainPanel.getX1();
X1.setActionCommand("x1");
X1.addActionListener(this);




JButton x3 = trainPanel.getX3();
x3.setActionCommand("x3");
x3.addActionListener(this);
JButton x4 = trainPanel.getX4();
x4.setActionCommand("x4");
x4.addActionListener(this);
JButton x5 = trainPanel.getX5();
x5.setActionCommand("x5");
x5.addActionListener(this);





 * Method requiered by ActionListener.
 */
public void actionPerformed(ActionEvent e) {
CrossValidationResults crossValidation = this.runClassifierAction
.getCurrentCrossValidation();
//Put the correspondent button in blue to indicate it's set










































































 * @param newSemanticClass
 */





 * @param semanticClass
 */










 * @author almireia
 * 
 */
public class CrossValidationResults {
private Vector<ImageObject> positiveToPositiveImageObjects = new 
Vector<ImageObject>();
private Vector<ImageObject> positiveToNegativeImageObjects = new 
Vector<ImageObject>();
private Vector<ImageObject> positiveToNeutralImageObjects = new 
Vector<ImageObject>();
private Vector<ImageObject> negativeToPositiveImageObjects = new 
Vector<ImageObject>();
private Vector<ImageObject> negativeToNegativeImageObjects = new 
Vector<ImageObject>();
private Vector<ImageObject> negativeToNeutralImageObjects = new 
Vector<ImageObject>();




private Vector<Double> posToPosScore = new Vector<Double>();
private Vector<Double> posToNegScore = new Vector<Double>();
private Vector<Double> posToNeuScore = new Vector<Double>();
private Vector<Double> negToPosScore = new Vector<Double>();
private Vector<Double> negToNegScore = new Vector<Double>();
private Vector<Double> negToNeuScore = new Vector<Double>();
// private double score;








Vector<ImageObject> NegativeToNeutral, double precision,
double recall, int iteration, String posToPosPerc,
String posToNegPerc, String posToNeuPerc, String negToPosPerc,
String negToNegPerc, String negToNeuPerc, Vector<Double> 
posToPosScore, 
Vector<Double> posToNegScore, 
Vector<Double> posToNeuScore, Vector<Double> negToPosScore,
























 * @return the posToPosScore
 */




 * @return the posToNegScore
 */




 * @return the posToNeuScore
 */
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 * @return the negToPosScore
 */




 * @return the negToNegScore
 */




 * @return the negToNeuScore
 */




 * @return the posToPosPerc
 */




 * @return the posToNegPerc
 */




 * @return the posToNeuPerc
 */




 * @return the negToPosPerc
 */





 * @return the negToNegPerc
 */




 * @return the negToNeuPerc
 */




 * @return the iteration
 */




 * @return the positiveToPositiveImageObjects
 */




 * @return the positiveToNegativeImageObjects
 */




 * @return the positiveToNeutralImageObjects
 */




 * @return the negativeToPositiveImageObjects
 */




 * @return the negativeToNegativeImageObjects
 */




 * @return the negativeToNeutralImageObjects
 */




 * @return the precision
 */




 * @return the recall
 */



















 * @author Neus
 * 
 */




private static final long serialVersionUID = 1L;
/**
 * Constructor of Grid Thumbnails Panel
 */
public GridThumbnailsPanel() {
// Sets layout manager for this panel.
setLayout(createGridLayout());
// Sets border for this panel.
setBorder(new EmptyBorder(10, 10, 10, 10));





 * Create the Grid of images
 */
private GridLayout createGridLayout() {
Dimension screenSize = Toolkit.getDefaultToolkit().getScreenSize();
int width = (screenSize.width - 450);
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int gap = 10;
int columns = width / (100 + gap);
if (width % (100 + gap) < gap)
columns--;
int rows = 0;
return new GridLayout(rows, columns, gap, gap);
}
/**
 * Removes all thumbnails. That is, removes all thumnailsPanels from this
 * panel.
 */





 * Removes all thumbnails and create new. That means that removes all
 * thumbnailsPanel from this panel and creates and adds new thumbnailLabels.
 * New thumbnailLabels represent thumbnails from the given imageObjects.
 * 
 * @param imagesObjects
 */
public void initialize() {
reset();
ThumbnailLabel thumbnailLabel;
// For each imageObject...
for (int i = 0; i < 10; i++) {
// Creates a thumbnailLabel associated to the imageObject.
thumbnailLabel = new ThumbnailLabel();




private ImageIcon createImageIcon(ImageObject imageObject) {
ImageIcon tmpIcon;
// Gets the thumbnail URI
URI uriThumbnail = imageObject.getURIThumbnail();
// Gets the image URI if it is null.
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if (uriThumbnail == null)
uriThumbnail = imageObject.getURIImage();
try {
// Creates an icon for displaying the thumbnail from the URL.
tmpIcon = new ImageIcon(uriThumbnail.toURL());
} catch (Exception e) {
// the image failed to load for some reason
// so creates a missingIcon instead;






 * Initialize the gridThumbnails panel
 * @param imageObjects
 */






for (int i = 0; i < imageObjects.size(); i++) {
// Gets the imageObject.
imageObject = imageObjects.get(i);
//For each imageObject is set a thumbnailIcon
thumbnailIcon = createImageIcon(imageObject);
d= score.get(i);










 * @author almireia
 *
 */
public class TableModel extends DefaultTableModel{
   public boolean isCellEditable (int row, int column)
   {
       return false;


































 * @author almireia
 * 
 */




private static final long serialVersionUID = 1L;
public JPanel classificateSelectionPanel;
public JPanel panel, table;
public JPanel trainResultsPanel, trainResultPanel;
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public JTable precisionRecallTable, averageTable;
public RunClassifierAction runTrainAction;
public SemanticClass semanticClass;
public JButton trainButton, x1, x2, x3, x4, x5, x6;
public JRadioButton BORButton, KNNButton;
public JFormattedTextField nTextField, kTextField, cTextCross;
public JSlider slider;
public JLabel precision, recall;
public ImageIcon p = new ImageIcon(getClass().getClassLoader().getResource(
"images/32x32/positive.png"));
public ImageIcon n = new ImageIcon(getClass().getClassLoader().getResource(
"images/32x32/negative.png"));
public ImageIcon l = new ImageIcon(getClass().getClassLoader().getResource(
"images/32x32/neutral.png"));
public ImageIcon manAuto = new 
ImageIcon(getClass().getClassLoader().getResource(
"images/32x32/icon4.png"));































 * Classification panel
 */
public void createClassificateSelectionPanel() {
// Create the classification selector panel
classificateSelectionPanel = new JPanel();
classificateSelectionPanel.setLayout(new GridBagLayout());
GridBagConstraints d = new GridBagConstraints();
// Create the different buttons
BORButton = new JRadioButton("Bag Of Regions ");
JRadioButton SVMButton = new JRadioButton("Support Vector Machine");
SVMButton.setSelected(true);
KNNButton = new JRadioButton("K-Nearest Neighbor ");
// Add the different buttons




NumberFormat numberBOR = NumberFormat.getNumberInstance();
NumberFormat numberKNN = NumberFormat.getNumberInstance();
// Set the first TextField
JLabel kLabel = new JLabel("  K: ");
kTextField = new JFormattedTextField(numberKNN);








// Set the second TextField
JLabel nLabel = new JLabel("  N: ");
nTextField = new JFormattedTextField(numberBOR);
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 * Train panel
 */
public void createPanel() {
// Create the slider 
panel = new JPanel(new GridLayout(1, 2));
JLabel trainLabel = new JLabel("Train % : ");






// Create the train button
trainButton = new JButton(new ImageIcon(getClass().getClassLoader()
.getResource("images/32x32/gat.png")));
trainButton.setToolTipText("Train");
// Create the Iteration TextField
JLabel cCross = new JLabel("Iterations: ");
NumberFormat number = NumberFormat.getNumberInstance();
cTextCross = new JFormattedTextField(number);







// Add the components in his position
panel.setLayout(new GridBagLayout());










 d.insets = new Insets(0, 0, 10, 0);
panel.add(cCross, d);
 d.gridx = 4;
 d.gridy = 1;
 d.gridwidth = 1;
 d.anchor = GridBagConstraints.WEST;






d.insets = new Insets(0, 0, 0, 10);
panel.add(trainButton, d);
// Add Border






 * Train Results Panel
 */
public void createTrainResultsPanel() {
// Create the train result panel
trainResultsPanel = new JPanel();
trainResultsPanel.setLayout(new GridLayout(0, 2));
// Create the buttons
x1 = new JButton(" %");
x2 = new JButton(" %");
x3 = new JButton(" %");
x4 = new JButton(" %");
x5 = new JButton(" %");
x6 = new JButton(" %");








// Set the icons
JLabel p1 = new JLabel(p);
JLabel n1 = new JLabel(n);
JLabel p2 = new JLabel(p);
JLabel n2 = new JLabel(n);
JLabel l1 = new JLabel(l); 
JLabel m = new JLabel(manAuto);
// Add the components in a GridBagLayout
trainResultsPanel.setLayout(new GridBagLayout());









































d.insets = new Insets(0, 30, 0, 0);
trainResultsPanel.add(x6, d);
// Add Border





public void createPrecisionRecallPanel() {
// Create the precison-recall and average table 
TableModel modelPrecision = new TableModel();
TableModel modelAverage = new TableModel();
precisionRecallTable = new JTable(modelPrecision);
averageTable = new JTable(modelAverage);
// Add colums for each table
modelPrecision.addColumn( "Iterations" );
modelPrecision.addColumn( "Precision" );









precisionRecallTable.setToolTipText("<html>" +"Precision = nº of hits / (nº of 
hits + nº of false positives)"+ "<p>"+ "Recall = nº of hits / (nº of hits + nº of false 
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negatives)");
// Create the scroll pane and add the table to it.








// Add the scroll pane to this panel.











 * Method requiered by ActionListener.
 */
public void actionPerformed(ActionEvent e) {














 * @return the trainButton
 */





 * @return the sVMButton
 */




 * @return the kNNButton
 */




 * @return the nTextField
 */




 * @return the kTextField
 */




 * @return the slider
 */




 * @return the x1
 */




 * @return the x2
 */





 * @return the x3
 */




 * @return the x4
 */




 * @return the x4
 */




 * @return the x4
 */




 * @return the cTextCross
 */




 * @return the precisionRecallTable
 */




 * @return the averageTable
 */





 * @param textCross the cTextCross to set
 */
public void setCTextCross(JFormattedTextField textCross) {
cTextCross = textCross;
}
}
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