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Abstract
This paper extends the full convergence of the steepest descent method with a generalized Armijo search and a proximal reg-
ularization to solve minimization problems with quasiconvex objective functions on complete Riemannian manifolds. Previous
convergence results are obtained as particular cases and some examples in non-Euclidian spaces are given. In particular, our ap-
proach can be used to solve constrained minimization problems with nonconvex objective functions in Euclidian spaces if the set
of constraints is a Riemannian manifold and the objective function is quasiconvex in this manifold.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
The steepest descent method is one of the oldest and most widely known methods in the literature for solving
smooth optimization problems. However, classical results for an arbitrary objective function, are not very strong
because the full convergence and the existence of cluster points are not assured. We only may guarantee that any
cluster point, if it exists, is a critical point of the problem. The situation is very different when the objective function is
convex, because under the only assumption of existence of the optimal set, the steepest descent method with Armijo
search and a proximal regularization converges to an optimal point, see Burachik et al. [4] and Iusem and Svaiter [15].
The first result was recently generalized to finite dimensional vector spaces by Graña Drummond and Svaiter [12].
On the other hand, generalization of optimization methods from Euclidian spaces to Riemannian manifolds have
some important advantages. For example, constrained optimization problems can be seen as unconstrained ones from
the Riemannian geometry point of view, another advantage is that optimization problems with nonconvex objective
functions become convex through the introduction of a appropriate Riemannian metric, see for example [24].
The steepest descent method to solve optimization problems for arbitrary objective functions on finite dimensional
Riemannian manifolds has been studied by Udriste [24], Smith [22] and Rapcsák [21], where they have obtained the
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sectional curvature, the full convergence using Armijo search, fixed steps and a proximal regularization, has been
generalized by Cruz Neto et al. [5,6].
In this paper, we generalize the full convergence of the steepest descent method on such manifolds for the quasicon-
vex case following the ideas of Kiwiel and Murty [16] but using the theory of quasi-Fejér convergence. An important
characteristic of our approach is that it recovers all the previous results of the convex case. Indeed, we prove with the
only assumption that the optimal set is nonempty the full convergence of that method to a critical point of the problem.
Our motivation to study this subject comes from two fields. One of them, is the broad range of applications of
quasiconvex optimization in diverse areas of sciences and engineering. For example, in economic theory [23], location
theory [13], control theory [1] and dynamical systems [11]. In this context, if the constraints of a minimization problem
constitute a Riemannian manifold, and the objective function is quasiconvex, the problem becomes an unconstrained
one, and therefore it is not necessary to make projections in each iteration of the steepest descent method. The other
motivation, is to solve more general optimization problems with nonconvex objective functions. Now, the Riemannian
techniques can transform those problems in quasiconvex ones, under appropriate metrics on the manifolds. We believe
that this kind of application could permit more examples, if we compare with the convex case. For the interested
reader in the literature on convex and optimization problems, we refer to [2,3]. On the other hand, we point out that an
important class of nonconvex problems is given by nonconvex quadratic problems (with SDP relaxations as a possible
issue), as can be seen in [14, Chapter 13].
The paper is divided as follows. In Section 2 we give some results of metric spaces and Riemannian geometry
that we will use along the paper. In Section 3, we analyze the steepest descent method for the quasiconvex case
on Riemannian manifolds with nonnegative sectional curvature. We prove the full convergence of this method to
a critical point of the problem using a generalized Armijo search and a proximal regularization. In Section 4 we
give some examples of steepest descent methods to solve optimization problems with nonconvex objective functions
in Euclidian spaces. Finally, in Section 5 we give some numerical experiments to illustrate the main result of our
approach.
2. Some basic facts on metric and Riemannian spaces
Definition 2.1. Let (X,d) be a complete metric space. A sequence {yk}, k  0, of X is quasi-Fejér convergent to a set
U ⊂ X, if for every u ∈ U there exists a sequence {k} ⊆R such that k  0, ∑+∞k=0 k < +∞ and
d2
(
yk+1, u
)
 d2
(
yk,u
)+ k.
Theorem 2.1. In a complete metric space (X,d), if {yk} is quasi-Fejér convergent to a nonempty set U ⊆ X, then
{yk} is bounded. If, furthermore, a cluster point y¯ of {yk} belongs to U , then {yk} converges and limk→+∞ yk = y¯.
Proof. Analogous to Burachik et al. [4] replacing the Euclidian norm by the distance d . 
Now, we recall some fundamental properties and notation on Riemannian manifolds. Those basic facts can be seen,
for example, in do Carmo [8].
Throughout this paper all manifolds are assumed to be smooth and connected. Let M be a finite dimensional
manifold, we denote by TxM the tangent space of M at x and TM =⋃x∈M TxM . TxM is a linear space and has the
same dimension of M . Because we restrict ourselves to real manifolds, TxM is isomorphic to Rn. If M is endowed
with a Riemannian metric g, then M is a Riemannian manifold and we denoted it by (M,G) or only by M when
no confusion can arise, where G denotes the matrix representation of the metric g. The inner product of two vectors
u,v ∈ TxS is written 〈u,v〉x := gx(u, v), where gx is the metric at the point x. The norm of a vector v ∈ TxS is defined
by ‖v‖x := 〈v, v〉1/2x . The metric can be used to define the length of a piecewise smooth curve α : [t0, t1] → S joining
α(t0) = p′ to α(t1) = p through L(α) =
∫ t1
t0
‖α′(t)‖dt . Minimizing this length functional over the set of all curves we
obtain a Riemannian distance d(p′,p) which induces the original topology on M .
Given two vector fields V and W in M (a vector field V is an application of M in TM), the covariant derivative
of W in the direction V is denoted by ∇VW . In this paper ∇ is the Levi-Civita connection associated to (M,G).
This connection defines an unique covariant derivative D/dt , where for each vector field V , along a smooth curve
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α(t1), denoted by Pα,t0,t1 , is an application Pα,t0,t1 : Tα(t0)M → Tα(t1)M defined by Pα,t0,t1(v) = V (t1) where V is the
unique vector field along α such that DV/dt = 0 and V (t0) = v. Since that ∇ is a Riemannian connection, Pα,t0,t1
is a linear isometry, furthermore P−1α,t0,t1 = Pα,t1,t0 and Pα,t0,t1 = Pα,t,t1Pα,t0,t , for all t ∈ [t0, t1]. A curve γ : I → M
is called a geodesic if Dγ ′/dt = 0. A geodesic curve γ , starting from the point x with direction v ∈ TxS (γ (0) = x,
γ ′(0) = v) is given by
d2γk
dt2
+
n∑
i,j=1
Γ kij
dγi
dt
dγj
dt
= 0, k = 1, . . . , n,
where Γ kij are the Christoffel’s symbols expressed by
Γ mij =
1
2
n∑
k=1
{
∂
∂xi
gjk + ∂
∂xj
gki − ∂
∂xk
gij
}
gkm,
(gij ) denotes the inverse matrix of the metric g = (gij ), and xi is the coordinates of x. A Riemannian manifold
is complete if its geodesics are defined for any value of t ∈ R. Let x ∈ M , the exponential map expx : TxM → M
is defined as expx(v) = γ (1). If M is complete, then expx is defined for all v ∈ TxM. Besides, there is a minimal
geodesic (its length is equal to the distance between the extremes).
Given the vector fields X,Y,Z on M , we denote by R the curvature tensor defined by R(X,Y )Z = ∇Y∇XZ −
∇X∇YZ+∇[X,Y ]Z, where [X,Y ] := XY −YX is the Lie bracket. Now, the sectional curvature with respect to X and
Y is defined by
K(X,Y ) = 〈R(X,Y )Y,X〉‖X‖2‖Y‖2 − 〈X,Y 〉2 .
If K(X,Y ) 0, then M is a Riemannian manifold with nonnegative sectional curvature. The gradient of a differen-
tiable function f : M →R, gradf , is a vector field on M defined through df (X) = 〈gradf,X〉 = X(f ), where X
is also a vector field on M .
A geodesic hinge in M is a pair of normalized geodesics segments γ1 and γ2 such that γ1(0) = γ2(0) and at least
one of them, say γ1, is minimal.
Theorem 2.2. In a complete finite dimensional Riemannian manifold M with nonnegative sectional curvature we have
l23  l21 + l22 − 2l1l2 cosα,
where li denote the length of γi (i = 1,2), l3 = d(γ1(l1), γ2(l2)) and α =  (γ ′1(0), γ ′2(0)).
Proof. See [5, Theorem 2.1]. 
Definition 2.2. Let M be a Riemannian manifold and f : M →R be a real function. f is called quasiconvex on M if
for all x, y ∈ M , t ∈ [0,1], it holds that
f
(
γ (t)
)
max
{
f (x), f (y)
}
,
for all geodesic γ : [0,1] →R, such that γ (0) = x and γ (1) = y.
Theorem 2.3. Let f : M → R be a differentiable quasiconvex function on a complete Riemannian manifold M and
let x, y ∈ M . If f (x) f (y) then〈
gradf (y), γ ′(0)
〉
 0,
where gradf is the gradient of f and γ is a geodesic curve such that γ (0) = y and γ (1) = x.
Proof. See Németh [17, Proposition 3.1]. 
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every geodesic curve joining x to y (γ (0) = x and γ (1) = y) we have〈
gradf (x), γ ′(0)
〉
 0, then f (y) f (x).
Theorem 2.4. Let f : M → R be a differentiable pseudoconvex function. Then, x∗ is a global minimum of f if, and
only if, gradf (x∗) = 0.
Proof. It is immediate. 
3. The steepest descent method
We are interested in solving the optimization problem
(p) min
x∈M f (x),
where M is a complete finite dimensional Riemannian manifold and f : M → R is a continuously differentiable
quasiconvex function. The steepest descent method generates a sequence {xk} given by
x0 ∈ M, (1)
xk+1 = expxk
(−tk gradf (xk)), (2)
where exp is the exponential map and tk is some positive stepsize. We first assume the following:
Assumption A1. The global optimal set of the problem (p), denoted by X∗, is nonempty. We denote the optimal
value of (p) by f ∗. Now, we define the following nonempty set:
U :=
{
x ∈ M: f (x) inf
k
f
(
xk
)}
.
The following lemma is the key of our paper because we will used this fact to prove that the sequence, defined by the
steepest descent method, is quasi-Fejér convergent to U.
Lemma 3.1. Let f : M → R be a continuously differentiable quasiconvex function on a complete finite dimensional
Riemannian manifold with nonnegative sectional curvature, then
d2
(
xk+1, x
)
 d2
(
xk, x
)+ t2k ∥∥gradf (xk)∥∥2
for all x ∈ U and all tk > 0.
Proof. Let x ∈ U arbitrary. Suppose γ1 : [0,1] → M a minimal geodesic segment linking xk to x, and γ2 : [0,1] → M
the geodesic segment linking xk to xk+1 with γ ′2(0) = −tk gradf (xk). From Theorem 2.2 we have that
d2
(
xk+1, x
)
 d2
(
xk, x
)+ t2k ∥∥gradf (xk)∥∥2 + 2tkd(xk, x)〈gradf (xk), γ ′1(0)〉.
As f is quasiconvex and f (x) f (xk), from Theorem 2.3 we obtain that 〈gradf (xk), γ ′1(0)〉 0. Using this fact
in the previous inequality, we conclude the proof. 
From now on M will be a complete finite dimensional Riemannian manifold with nonnegative sectional curvature.
3.1. The steepest descent method with a generalized Armijo search
The steepest descent method with Armijo’s stepsize generates {xk} given by (1)–(2) where
tk = arg max
{
t : f
(
expxk
(−t gradf (xk))) f (xk)− αt∥∥gradf (xk)∥∥2, t = 2−i , i = 0,1, . . .} (3)
with α ∈ (0,1).
In this subsection we prove the full convergence of this method for the quasiconvex case. Our results are a gener-
alization of Kiwiel and Murty [16] to the Riemannian framework and extend previous convergence results obtained,
for the convex case, by Burachik et al. [4] and Cruz Neto et al. [5]. As in [16], consider the following assumption:
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A2.1 There exist α ∈ (0,1), τα > 0, such that ∀t ∈ (0, τα]: φ(t) αt .
A2.2 There exist β > 0, τβ ∈ (0,+∞], such that ∀t ∈ (0, τβ)∩R: φ(t) βt2.
A2.3 For all k, f (xk+1) f (xk)− φ(tk)‖gradf (xk)‖2 and 0 < tk  τβ in (2).
A2.4 There exist γ > 1, τγ > 0, such that ∀k: tk  τγ or[
there exists t¯k ∈ [tk, γ tk]: f
(
expxk
(−t¯k gradf (xk))) f (xk)− φ(t¯k)∥∥gradf (xk)∥∥2].
Remark 3.1. We point out that Assumption A2 is satisfied by the Armijo rule (3) to φ(t) = αt , β = α, γ = 2 and
τα = τβ = τγ = 1.
Remark 3.2. Assumption A2 also is satisfied by the steepest descent method with fixed step introduced in [4] and
generalized to Riemannian manifolds by [5]. Of fact, in [4] and [5] the rule to obtain tk is the following:
Given δ1 and δ2 such that δ1Γ + δ2 < 1, where Γ is the Lipschitz constant associated to gradf , choose
tk ∈
(
δ1,
2
Γ
(1 − δ2)
)
.
Now, defining φ(t) = βt2, with β = Γ δ22(1−δ2) , τγ = δ1, τβ = (2/Γ )(1 − δ2), α ∈ (0,1) arbitrary and τα = α/β , we
assure Assumption A2.
Proposition 3.1. Let f : M →R be a continuously differentiable quasiconvex function. Suppose that Assumptions A1
and A2 are satisfied. Then, the sequence {xk} generates by the steepest descent method with generalized Armijo search
is quasi-Fejér convergent to U.
Proof. From Assumptions A2.2 and A2.3 we have
βt2k
∥∥gradf (xk)∥∥2  f (xk)− f (xk+1). (4)
This implies that
+∞∑
k=0
t2k
∥∥gradf (xk)∥∥2  f (x0)− f ∗
β
< +∞.
From Lemma 3.1 and Definition 2.1 we obtain the result. 
Theorem 3.1. Let f : M → R be a continuously differentiable quasiconvex function. Suppose that Assumptions A1
and A2 are satisfied. Then the sequence {xk} generates by the steepest descent method with generalized Armijo search
converges. Moreover, it converges to a stationary point (a point x¯ such that gradf (x¯) = 0).
Proof. From previous proposition, {xk} is Fejér convergent to U , thus {xk} is bounded (see Theorem 2.1). Then, there
exist x¯ and a subsequence {xkj } of {xk} converging to x¯. From continuity of f we obtain
lim
j→+∞f
(
xkj
)= f (x¯).
As {f (xk)} is a nonincreasing sequence, see (4), with a subsequence converging to f (x¯), the overall sequence con-
verges to f (x¯) and therefore
f (x¯) f
(
xk
)
, ∀k ∈N.
This implies that x¯ ∈ U. Now, from Theorem 2.1 we can conclude that {xk} converges to x¯. Finally, we will prove that
gradf (x¯) = 0. By contradiction, we suppose that gradf (x¯) = 0. Clearly, we have gradf (xk) → gradf (x¯) = 0
and f (xk) → f (x¯). Now, from (4) it holds that
lim tk = 0. (5)
k→+∞
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f
(
expxk
(−t¯k gradf (xk)))− f (xk)−αt¯k∥∥gradf (xk)∥∥2. (6)
Besides, from the mean value theorem, for such k, there exists t∗k ∈ [0, t¯k] such that
−〈gradf (expxk (−t∗k gradf (xk))),Pγk,0,t∗k gradf (xk)〉−α∥∥gradf (xk)∥∥2,
where Pγk,0,t∗k is the parallel transport along the geodesic γk such that γk(0) = xk and γ ′k(0) = −gradf (xk). Now,
(5) and A2.4 imply limk→+∞ t∗k = 0. Letting k → ∞ in the previous inequality and taking in account the conti-
nuity of gradf , exp and parallel transport, we have that 1  α, which is a contradiction with A2.1. Therefore
gradf (x¯) = 0. 
As a consequence of the previous theorem and Theorem 2.4 we have the following result:
Corollary 3.1. Let f : M → R be a pseudoconvex function. Then, under Assumptions A1 and A2, the sequence {xk}
converges to a global minimum of (p).
3.2. The steepest descent method with a proximal regularization
Let {λk} be a real sequence such that λ′  λk  λ′′, where 0 < λ′  λ′′. The regularized steepest decent method
generates a sequence {xk} defined by (1)–(2), where
tk = arg min
{
t  0: f
(
expxk
(−t gradf (xk)))+ t2λk∥∥gradf (xk)∥∥2}. (7)
This method has been introduced by Iusem and Svaiter [15] to solve convex optimization problems on Euclidian
spaces and then generalized to the Riemannian manifolds by Cruz Neto et al. [6]. In this subsection we extend the full
convergence results of those works to the quasiconvex case.
Proposition 3.2. Let f : M → R be a continuously differentiable quasiconvex function. Suppose that Assumption A1
is satisfied. Then the sequence {xk}, generated by (1), (2) and (7), is quasi-Fejér convergent to the set U.
Proof. From (2) and (7):
f
(
xk+1
)+ t2k λk∥∥gradf (xk)∥∥2  f (xk). (8)
Hence, it is easy to verify that
+∞∑
k=0
t2k
∥∥gradf (xk)∥∥2  (1/λ′)(f (x0)− f ∗)< +∞.
From Lemma 3.1 and Definition 2.1, we conclude the proof. 
Theorem 3.2. Let f : M → R be a continuously differentiable quasiconvex function. Suppose that Assumption A1 is
satisfied. Then the sequence {xk}, generates by (1), (2) and (7), converges to a stationary point.
Proof. From (8) we have that {f (xk)} is a nonincreasing sequence. Using the same arguments of the proof of Theo-
rem 3.1, we can show that {xk} converges to a point x∗ ∈ U. Finally, we have gradf (x∗) = 0, as an application of
Theorem 4.1, iiii, in [6], where it is shown that property for an arbitrary function. 
Similarly to Corollary 3.1 we have
Corollary 3.2. Let f : M →R be a pseudoconvex function on a complete finite dimensional Riemannian manifold M
with nonnegative sectional curvature. Then, under Assumption A1, the sequence {xk} converges to a global minimum
point of (p).
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The following algorithms solve, in particular, minimization problems with nonconvex objective functions in Euclid-
ian spaces.
When necessary, we let X denoting the diagonal matrix X = diag(x1, . . . , xn).
4.1. A steepest descent algorithm for Rn
Consider the problem
min
{
f (x): x ∈Rn}.
Take Rn and consider the metric
G(x) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 · · · 0 0 0
0 1 0 · · · 0 0 0
0 0 1 · · · 0 0 0
...
...
...
. . .
...
...
...
0 · · · 0 0 0 1 + 4x2n−1 −2xn−1
0 · · · 0 0 0 −2xn−1 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Thus (Rn,G(x)) is a connected and complete finite dimensional Riemannian manifold with null sectional curvature,
see [7]. The gradient of f is given by gradf (x) = G−1(x)∇f (x) and the steepest descent iteration is
xk+1i = xki − tk
∂f (xk)
∂xi
, ∀i = 1, . . . , n− 2,
xk+1n−1 = xkn−1 − tk
(
∂f (xk)
∂xn−1
+ 2xkn−1
∂f (xk)
∂xn
)
,
xk+1n = xkn − tk
(
2xkn−1
∂f (xk)
∂xn−1
+ (1 + 4(xkn−1)2)∂f (xk)∂xn
)
.
4.2. A steepest descent algorithm for Rn++
Consider the problem
min
{
f (x): x  0
}
.
Take the positive octant Rn++ and consider the Riemannian manifold (Rn++,X−2) (X−2 is the Hessian of the − log
barrier). This space is a connected and complete finite dimensional Riemannian manifold with null sectional curvature.
The gradient of f is given by gradf (x) = X2∇f (x) (the opposite of the affine scaling direction) and the steepest
descent iteration is
xk+1i = xki exp
(
−xki
∂f (xk)
∂xi
tk
)
, i = 1,2, . . . , n.
4.3. Steepest descent algorithms for the hypercube
Let the problem
min
{
f (x): 0 x  e
}
.
Take (0,1)n as a smooth manifold. We will introduce three connected and complete finite dimensional Riemannian
manifolds with null sectional curvatures. In these applications, we use capital letters, for example, CSC(v) =
diag(csc(v1), . . . , csc(vn)), to represent the diagonal matrix composed by the corresponding trigonometric function.
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xk+1i =
1
2
{
1 + tanh
(
−1
2
xki
(
1 − xki
)∂f (xk)
∂xi
tk + 12 ln
xki
1 − xki
)}
, i = 1,2, . . . , n.
(b) ((0,1)n,CSC4(πx)). Then gradf (x) = SIN4(πx)∇f (x). The steepest descent iteration is
xk+1i =
1
π
arccot
(
π sin2
(
πxki
)∂f (xk)
∂xi
tk + cot
(
πxki
))
, i = 1,2, . . . , n.
(c) ((0,1)n,CSC2(πx)), see Nesterov and Todd [20]. The gradient of f is given by gradf (x) = SIN2(πx)∇f (x)
and the steepest descent iteration is
xk+1i = ψ−1
(
− sin(πxki )∂f (xk)∂xi tk +ψ
(
xki
))
, i = 1,2, . . . , n,
where
ψ(z) := (−1/π) ln(csc(πz)+ cot(πz)).
Remark 4.1. The metric X−2(I − X)−2 is the Hessian of the self-concordant barrier B(x) =∑ni=1(2xi − 1)[lnxi −
ln(1 − xi)], exploited in Papa Quiroz and Roberto Oliveira [19].
csc4(πx), given in Section 4.3(b), is new, to our knowledge. It is the Hessian of a C∞ strictly convex self-
concordant function (see Definition 2.1.1 of Nesterov and Nemirovskii [18]), allowing the introduction of new interior
point algorithms for convex optimization problems, as proximal and subgradient. We observe that general convergence
results could be applied for those methods, through, respectively, the theory developed in [10] and [9].
5. Numerical experiments
In this section we give some numerical experiments to solve minimization problems with quasiconvex objective
functions on the unitary hypercube, that is
min
{
f (x): 0 x  e
}
, (9)
where f is a quasiconvex function, x = (x1, x2, . . . , xn) is the variable of the problem and e = (1, . . . ,1) ∈Rn.
Take the connected and complete Riemannian manifold ((0,1)n,X−2(I − X)−2), then the steepest descent algo-
rithm with Armijo search, see (3), works essentially as follows:
1. Given a point xk = (xk1 , xk2 , . . . , xkn) ∈ (0,1)n, k  0, compute xk+1 given by
xk+1i =
1
2
{
1 + tanh
(
−1
2
xki
(
1 − xki
)∂f (xk)
∂xi
tk + 12 ln
xki
1 − xki
)}
, i = 1,2, . . . , n,
where tk = 2−ik , ik is the least positive natural number such that
f
(
xk+1
)
 f
(
xk
)− αtk∥∥dk∥∥2,
dk = −X2k(I − Xk)2∇f (xk) is the gradient of f with respect to the metric X−2k (I − Xk)−2, Xk = diag(xk1 , xk2 ,
. . . , xkn), ∇f (xk) is the classic gradient of f and α ∈ (0,1) is given.
2. As a stop criterium we compute the geodesic distance between the points xk and xk+1, as
d
(
xk, xk+1
)=
{
n∑
i=1
[
ln
(
xk+1i
1 − xk+1i
)
− ln
(
xki
1 − xki
)]2} 12
.
3. Stop test: if ‖d(xk, xk+1)‖ < , stop. Otherwise, make xk ← xk+1 and return the step 1.
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X0 Iter. Call. Armijo Opt. point Opt. value Riem. distance
(0.45, 0.51) 65 65 (0.499999, 0.5) 1.66511 9.27003e−007
(0.4, 0.6) 71 71 (0.499999, 0.500001) 1.66511 9.93398e−007
(0.1, 0.9) 85 85 (0.499999, 0.500001) 1.66511 8.92053e−007
(0.2, 0.3) 79 79 (0.499999, 0.499999) 1.66511 8.79813e−007
(0.7, 0.6) 75 75 (0.500001, 0.500001) 1.66511 8.82938e−007
Table 2
X0 Iter. Call. Armijo Opt. point Opt. value Riem. distance
(0.45, 0.51) 73 73 (0.499998, 0.5) 1.32776 9.75055e−007
(0.4, 0.6) 81 81 (0.499999, 0.500001) 1.32776 8.92195e−007
(0.1, 0.9) 97 97 (0.499999, 0.500001) 1.32776 9.20241e−007
(0.2, 0.3) 89 89 (0.499999, 0.499999) 1.32776 9.58094e−007
(0.7, 0.6) 84 84 (0.500001, 0.500001) 1.32776 9.98606e−007
Table 3
X0 Iter. Call. Armijo Opt. point Opt. value Riem. distance
(0.45, 0.51) 160 160 (0.499996, 0.500001) 1.22464 9.55101e−007
(0.4, 0.6) 178 178 (0.499997, 0.500003) 1.22464 9.4978e−007
(0.1, 0.9) 227 227 (0.499997, 0.500003) 1.22464 9.71428e−007
(0.2, 0.3) 200 200 (0.499997, 0.499997) 1.22464 9.69434e−007
(0.7, 0.6) 187 187 (0.500004, 0.500002) 1.22464 9.79192e−007
In all the numerical experiments we generate the quasiconvex function f using the composition rule f (x) = h(g(x))
where g(x) = − log(x1(1 − x1)x2(1 − x2)) is a convex function on the manifold ((0,1)n,X−2(I − X)−2) and
h :R → R is chosen as a nonconvex nondeacreasing function. We implement our code in C++ and all the tests were
made in Pentium 866MHz with windows XP. For the implementation we use the error  = 0.000001 and α = 0.9.
In Tables 1–3 above, X0 denotes the initial point of the algorithm, Iter. denotes the number of iterations, Call.
Armijo denotes the number of Armijo test, Opt. point denotes the approximate optimal point, Opt. value denotes
the approximate optimal value and finally, Riem. distance denotes the Riemannian distance between two contiguous
iterations.
5.1. Experiment 1
Let h(t) = √t , then
f (x) =
√
− log(x1(1 − x1)x2(1 − x2)).
This function is quasiconvex in ((0,1)n,X−2(I − X)−2) and has a unique minimal point at x∗ = (0.5,0.5) with
optimal value f ∗ = 2√log 2 = 1.665109222.
5.2. Experiment 2
Let h(t) = log(1 + t), then
f (x) = log(1 − log(x1(1 − x1)x2(1 − x2))).
This function is quasiconvex in ((0,1)n,X−2(I − X)−2) and has a unique minimal point at x∗ = (0.5,0.5) with
optimal value f ∗ = log(1 + 4 log 2) = 1.32776143.
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Let h(t) = arctg(t), then
f (x) = arctg(− log(x1(1 − x1)x2(1 − x2))).
This function is quasiconvex in ((0,1)n,X−2(I − X)−2) and has a unique minimal point at x∗ = (0.5,0.5) with
optimal value f ∗ = arctg(4 log 2) = 1.224644415.
6. Conclusions
In this work we generalize the full convergence of the steepest descent method for solving minimization problems
with quasiconvex objective functions on Riemannian manifolds. In particular, this method solves constrained min-
imization problems with nonconvex objective functions in Euclidian spaces if the constraints constitute a complete
finite dimensional Riemannian manifold with nonnegative sectional curvature and the objective function is quasicon-
vex in that manifold.
Observe that the sectional curvature of the manifold is used to prove that the steepest descent sequences are quasi-
Fejér convergent and therefore bounded. Without this condition, it is possible to prove the same weak convergence
result, that is, any cluster point, if it exists, is a critical point of the problem. That is useful in optimization problems on
general Riemannian manifolds, for example, on Hadamard manifolds (simply connected Riemannian manifolds with
nonpositive sectional curvature). Some examples of those spaces are the set of symmetric positive definite matrices
Sn++, associated with the metric given by the Hessian of the barrier − log detX, and the second order cone K := {z =
(τ, x) ∈R1+n: τ > ‖x‖2}, endowed with the Hessian of − ln(τ 2 − ‖x‖22).
Extension of subgradient methods to nonsmooth quasiconvex optimization problems from Euclidian to Riemannian
manifolds are envisageable.
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