Abstract-We begin by surveying the available strategies for type-reducing a discretised type-2 fuzzy set to a type-l fuzzy set, namely the exhaustive method, the Karnik-Mendel Itera tive Procedure, the sampling method, the Greenfi eld-Chiclana Collapsing Defuzzifi er and the Nie-Tan method. We go on to investigate mathematically what happens to the Representative Embedded Set Approximation as the domain discretisation becomes fi ner. This leads into a discussion of the relationship between the collapsing and Nie-Tan methods.
The next section deals with some assumptions and defi nitions; the following section is a summary of the available type-reduction options. After that, section IV discusses the relationship between the collapsing defuzzifi er and the Nie Tan method. Section V compares the two methods experi mentally, and finally section VI presents conclusions.
II. PRELIMINARIES

A. Assumptions a) Discretisation:
The work presented here is con cerned only with defuzzifi cation of discretised type-2 fuzzy sets.
b) Centroid Method of Defuzzification: It is assumed that the centroid method of defuzzifi cation ( [6] , page 336) is employed.
c) Axes: It is assumed that the x and y axes are scaled from 0 to 1.
B. Definitions d) Scalar Cardinality:
For type-1 fuzzy sets, Klir and Folger ( [7] , p 17) defi ne scalar cardinality as follows:
Definition 1 (Scalar Cardinality): The scalar cardinality of a fuzzy set A defi ned on a fi nite universal set X is the summation of the membership grades of all the elements of X in A. Thus, I A 1= L,uA(X).
( [7] ,p 17)
xEX
To distinguish scalar cardinality from cardinality in the classical sense, we adopt the' II II' symbol for scalar cardinality.
Definition 2 (Degree of Discretisation):
The degree of discretisation of a discretised fuzzy set is the separation of the slices.
III. TYPE-REDUCTION STRATEGIES
In this section we describe the five available type-reduction strategies.
A. Exhaustive De{uzzification
The type-reduction stage of type-2 defuzzifi cation is prob lematic owing to its computational complexity. This is the type-reduction algorithm originally described by Mendel ([5] , pages 248-252), in relation to generalised type-2 fuzzy sets: 1) All possible type-2 embedded sets ( [5] , defi nition 3-10, page 98) are enumerated. 2) For each embedded set the minimum secondary mem bership grade is found. 3) For each embedded set the domain value of the type-1 centroid of the type-2 embedded set is calculated. 4) For each embedded set the secondary grade is paired with the domain value to produce a set of ordered pairs (x,z) . It is possible that for some values of x there will be more than one corresponding value of z.
5)
For each domain value, the maximum secondary grade is selected. This creates a set of ordered pairs (x,zMax) such that there is a one-to-one correspondence between x and zMax. This completes the type-reduction of the type-2 set to a type-I set.
The resultant type-l set is known as the type-reduced set (TRS). As with any type-I set, is readily defuzzifi ed by fi nding its centroid. Thus type-reduction involves the processing of all the embedded sets within the type-2 set. This is why we term the procedure 'exhaustive defuzzifi cation'. Embedded sets are very numerous. For instance, when a prototype type-2 FIS performed an inference using sets which had been discretised into 51 slices across both the x and y-axes, the number of embedded sets in the aggregated set was calculated to be in the order of 2.9 x 1063. Though individually easily processed, embedded sets in their totality give rise to a pro cessing bottleneck simply by virtue of their high cardinality. Consequently, exhaustive defuzzifi cation is to be seen as a theoretical approach rather than a practical technique. At coarse discretisations this strategy may be implemented but is extremely slow (see section V-A); at fi ner discretisations the issues of memory space and representation of very large numbers make implementation impossible.
We regard the exhaustive defuzzifi cation algorithm as the standard by which other type-2 defuzzifi cation algorithms must be evaluated.
B. The Karnik-Mendel Iterative Procedure
The Karnik-Mendel Iterative Procedure (KMIP) [8] is the most widely adopted method for type-reducing an interval type-2 fuzzy set l . The result of type-reduction of an interval type-2 fuzzy set is an interval type-I set where the centroid lies between the two endpoints. The iterative procedure is an efficient method for fi nding these endpoints. The centroid of the type-l set (i.e. the defuzzifi ed value of the type-2 set) is taken to be the centre of this interval.
As the procedure works by fi nding the mid-point of the TRS interval without taking account of the distribution of the values along the interval, there is inevitably an element of approximation inherent in the method.
In experimental comparisons [10] , the collapsing method has proved more accurate than the Karnik-Mendel Iterative Procedure (KMIP) for an asymmetric test set. For both a symmetric and an asymmetric test set, the collapsing method has outperformed the KMIP in relation to speed.
C. The Sampling DeJuzzijier
The sampling method of defuzzifi cation [II] is a 'cut down' version of exhaustive defuzzification originally de vised for generalised type-2 fuzzy sets. Instead of processing all possible embedded sets, a relatively small sample of say 500 is randomly selected. Figure 2 sets out the process as a fl ow diagram. It can be seen that stage 5 of the type-reduction algorithm presented in subsection III-A has been omitted. This is because the chances of two domain values being equal are negligible, and even if there were two apparently equal values, their equality would probably only be because they had been approximated to the same number in the computer representation.
Select the required number of embedded sets to be sampled. 
D. The Greenfield-Chiclana Collapsing DeJuzzifier
Another computationally simple alternative to the ex haustive method is the Greenfield-Chiclana Collapsing De Juzzijier [10] . This technique converts an interval type-2 fuzzy set into a type-I fuzzy set which approximates to the representative embedded set (RES), whose defuzzifi ed value is equal to that of the original type-2 set. As a type-I set, the RES may then be defuzzifi ed straightforwardly.
An interval type-2 set may be regarded as a blurred type-I set. The collapsing method is a technique for deriving a type I fuzzy set from a type-2 fuzzy set, and may be thought of as a reversal of blurring. The type-I set's membership function is calculated so that its defuzzifi ed value approximates that of the type-2 fuzzy set. It is a simple matter to defuzzify the type-l set, and to do so would be to find an approximation to the defuzzifi ed value of the original type-2 fuzzy set. Hence the collapsing process reduces the computational complexity of type-2 defuzzifi cation. We term this type-I set the 'representative embedded set approximation (RESA) ' . Full details of the algorithm may be found at [10] .
We formally state the Simple 2 Representative Embedded Set Approximation:
Theorem 1 (Simple Representative Embedded Set Approx.): The membership function of the embedded set R derived by dynamically collapsing slices of a discretised type-2 interval fuzzy set ft, having lower membership function L, and upper membership function U, is:
This is an iterative formula. Collapsing proceeds vertical slice by vertical slice. The fi rst slice is collapsed, the fi rst y value of the RESA calculated, the next slice is collapsed and the second y-value of the RESA calculated, and so on until all the slices have been collapsed. In this formula b; is the blur for vertical slice i, i.e. the difference between the upper membership function and the lower membership function for slice i. ri is the amount by which the y-value of L must be increased to give the y-value of the RESA R.
1)
Collapsing Variants: Equation (I), the formula for collapsing, is in fact only a version of collapsing -the most intuitive variant, whereby the slices are collapsed in the order of increasing domain value ( x = 0 to x = 1). We term this collapsing forward. However slice collapse may be performed in any slice order giving slightly different RESAs.
2In [10] , we used the term 'simple' to describe an interval set in which each vertical slice consists of only two points, conesponding to Land U.
The term is redundant in the context of this paper. 2009 If the domain of the interval type-2 fuzzy set is discretised into s vertical slices, the number of permutations of these slices is s! ( [12] , page 139). Therefore there must be s! RESAs obtainable by varying the order of slice collapse.
FUZZ
In [13] we concluded that collapsing outward gave the most accurate results. This comes in two forms, outward right and outward left. In outward right the middle slice is collapsed fi rst, then the one to its right, then the one to the left of the middle, and so on until all the slices have been collapsed. Outward left is the opposite of outward right, i.e. the second slice collapsed is to the left of the middle. There is nothing to choose between these two forms of collapsing outward. We therefore employ a two pass strategy, collapsing outward right-left, in which collapsing outward right and collapsing outward left are performed sequentially, and their results averaged.
E. The Nie-Tan Method
Nie and Tan [14] describe an efficient type-reduction method for interval sets, which involves taking the mean of the lower and upper membership functions of the interval set, so creating a type-I fuzzy set. Symbolically, flN( Xi ) = �(fldx;) +flu (X ;)) , where N is the resultant type-I set.
IV. RELATIONSHIP BETWEEN THE COLLAPSING DEFUZZIFIER AND THE NIE-TAN METHOD
At this point we focus on the two most recent additions to the type-reduction literature, namely the collapsing and Nie-Tan methods.
A. The Continuous RESA
As we have seen, the Nie-Tan method computes fl N(Xi) = �(fldx;) +flu (X ;)).
As the degree of discretisation becomes fi ner, IILII in the collapsing formula (Equation 1) tends to infi nity, making the expression IlL II + Ij:;-l rj also tend to infi nity. ri therefore increases, with � as its upper bound. Thus in the continuous case the collapsing defuzzifi er computes fl R ( Xi) = fl L(Xi ) + � (flU ( x;) -fldx;)) = fldx;) + �flU( X ;) -�fldx;) = � (fldx;) + flu( X ;)) . Therefore in the continuous case the collapsing and Nie-Tan methods are equivalent.
Since in the discretised case the RESA approximates the midline of Land U, why not abandon the collapsing defuzzifi er in favour of the computationally simpler Nie-Tan method? How do the two approaches compare as regards ac curacy and efficiency for different degrees of discretisation?
B. Type-Reduction and the Type-Reduced Set
As an aside, the term 'type-reduced set' (or 'TRS') was initially associated with exhaustive defuzzifi cation. The sam pling method produces a cut-down TRS which randomly omits the vast majority of TRS points. The KMIP misses out all the TRS points with the exception of the two with the least and greatest co-domain values. Both the type-I set formed by the sampling method and the interval arrived at through using the KMIP may be termed 'TRSs'.
The collapsing defuzzifi er produces the RESA, a type-l set. The Nie-Tan method also produces a type-l set, which we shall term the Nie-Tan Set (NTS). Both these sets are unlike the original TRS in terms of structure and mode of formation. The RESA and NTS are created through a process of type-reduction. However we prefer to reserve the term 'TRS' for those type-l sets resulting from the exhaustive, Kamik-Mendel, or sampling methods, (though these sets are not the same as each other.)
The RESA approaches the NTS with finer discretisation. In the continuous case, they are the same type-l set. We believe the continuous RESA to be the RES, though this remains to be proved.
V. EXPERIMENTAL COMPARISON OF THE NTE-TAN AND COLLAPSING METHODS
This section endeavours to answer the questions posed at the end of section IV-A. These are, fi rstly, "Why not abandon the collapsing defuzzifi er in favour of the computationally simpler Nie-Tan method?", and secondly, "How do the two approaches compare as regards accuracy and effi ciency for different degrees of discretisation?"
A. Experimental Methodology
The collapsing and Nie-Tan methods were evaluated for both accuracy and speed. Three test sets were formed, one having reflectional symmetry, the other two asymmetric, all with their primary domains scaled from 0 to 1. Each set was created in six versions, reflecting different degrees of discretisation of the domain, the coarsest employing 3 slices, the fi nest 21 slices.
Symmetric Triangular Test Set This test set (figure 4) consists of triangular lower and upper membership functions. It has reflectional symmetry about the line x = 0. 4. Owing to its symmetry, we know its defuzzifi ed value to be 0. 4 . Asymmetric Gaussian Test Set I This test set (fi gure 5) consists of Gaussian lower and upper membership functions placed in such a way as to give an FOU lacking in symmetry. There is no way of knowing its defuzzifi ed value other than by exhaustive de fuzzifi cation (subsection III-A). Asymmetric Gaussian Test Set II This set (figure 6) is constructed similarly to the Asymmetric Gaussian Test Set I, but has a different defuzzifi ed value. Each version of each test set was defuzzifi ed using Matlab™ implementations of the collapsing and Nie-Tan methods. For both defuzzifi cation approaches 100,000 defuzzifi cations of each version of each test set were performed and their timings averaged. These experiments were carried out on an Intel 2 core CPU 4300 with a clock speed of 1.80 GHz, 1 GB RAM, running the XP Professional operating system. In ad dition the two asymmetric sets were exhaustively defuzzifi ed, in order to obtain accurate results for comparison. Matlab™ was run as a process with a priority that was higher than that of the operating system, so as to eliminate any timing errors caused by other operating system processes. Table I shows the results for the symmetric triangular set with an actual defuzzifi ed value of 0.4 (evident owing to the set's symmetry), against those obtained by the collapsing and Nie-Tan methods. Timings are recorded for the collapsing and Nie-Tan methods. The Nie-Tan method produces more accurate results in a shorter time. This is not surprising. However in real applications it is extremely likely that the set to be defuzzifi ed will not be symmetrical and triangular, as the inferencing process does not maintain symmetry. This set has been included for completeness. Note that in all these experiments, the collapsing defuzzifi er is effectively doing two passes (subsection III -D. l) and therefore will always be approximately twice as slow as the Nie-Tan method. But, the timings are very quick in both cases. Table II shows for an asymmetric set the actual defuzzified values (obtained through exhaustive defuzzifi cation) against those obtained by the collapsing and Nie-Tan methods. As with the triangular test set, timings are recorded for the collapsing and Nie-Tan methods. Table III is similar to table  II, showing the results for another asymmetric set. Where the sets are asymmetric we can see that the collapsing defuzzifi er produces errors signifi cantly less than the Nie-Tan method. Both methods, as expected, converge as the discretisation mcreases.
B. Results
So, essentially we have a trade off between accuracy and timings. As to which method to deploy, these initial results indicate that if speed is an issue (for example real-time control) the Nie-Tan method might be chosen. For accuracy, the collapsing defuzzifi er should be deployed. Since the collapsing defuzzifi er is a two pass method we could do only one pass and the timings would be similar to Nie Tan, but there would be a loss in accuracy. Future work will investigate this.
VI. CONCLUSIONS
This paper presents a survey of some current type reduction methods for interval type-2 fuzzy sets, including an investigation on how discretisation affects performance. We compare in detail the collapsing and Nie-Tan methods for type-reduction. For the usual case where the set to be type reduced is asymmetrical, the collapsing method produces more accurate results than Nie-Tan, and as the discretisation increases their performance converges. We believe that the continuous RESA is the RES. However this conjecture remains to be proved. Also, the variant of the collapsing method tested here involves two passes; collapsing using only one pass [13] would reduce the defuzzifi cation time.
Two pieces of further work arise out of this investigation:
1) Prove that the continuous RESA is the RES.
2) Investigate further the one pass collapsing defuzzifi er: a) Using test sets, compare for both accuracy and speed the one pass collapsing defuzzifi er, the two pass collapsing defuzzifi er, and the Nie-Tan method, with the exhaustive method providing the benchmark for accuracy. b) Determine the comparative performance when the one pass collapsing defuzzifi er, two pass col lapsing defuzzifi er and the Nie-Tan method are applied to practical problems such as control. 
