Abstract-Independent component analysis (ICA), instead of the traditional discrete cosine transform (DCT), is often used to project log Mel spectrum in robust speech feature extraction. The paper proposed using symmetric orthogonalization in ICA for projecting log Mel spectrum into a new feature space as a substitute in extracting speech features to solve the problem of cumulative error and unequal weights that deflation orthogonalization brings, so as to improve the robustness of speech recognition systems, and increase the efficiency of estimation at the same time. Furthermore, the paper studied the nonlinearities of the objective function in ICA and their coefficients, tested them in all kinds of environments, finding that they influenced the recognition rate greatly in speech recognition systems, and applied a new coefficient in the proposed method. Experiments based on HMM and Aurora-2 speech corpus suggested that the new method was superior to deflationbased ICA and MFCC.
I. INTRODUCTION
Speech feature extraction has been a key focus in robust speech recognition research [1] . Selecting appropriate features guarantees the good performance of a speech recognition system. Among a large amount of methods for speech feature extraction, the ones based on spectrum are widely used, especially Mel frequency cepstral coefficients (MFCC). Although many new methods for feature extraction are proposed constantly, such as non-stationary feature extraction [2] , Gabor analysis and tensor factorization based feature extraction [3] , etc, MFCC is still the most important method for speech feature extraction in state-of-the-art automatic speech recognition systems.
Because the feature space by DCT is not dependent on real speech data directly, MFCC performs poor in noisy environment. Data-driven feature space transformations are highly adaptable to real speech data, and will achieve better results than DCT in a practical environment. Principle component analysis (PCA), linear discriminant analysis (LDA) and independent component analysis (ICA) are frequently-used data-driven linear transformations. These transformations replace DCT in MFCC procedure to transform the feature space of logarithmic spectrum for new speech features. On the basis of the principle of minimum reconstruction error, PCA projects spectral coefficients onto the direction of maximum variance. ICA performs feature transformation based on the hypothesis of statistical independence of independent components, expecting to find the original structure of speech features.
Independent component analysis has become an important method in statistics, and makes significant progress especially in the field of blind source separation [4] . Recently ICA draws more and more attention in speech feature extraction. FastICA method is widely used because of its high efficiency [5] , mainly in speech feature extraction when used in speech recognition. When estimating many independent components, there are two decorrelation modes in FastICA: deflation (serial) and symmetric (parallel) orthogonalization method [6] . The paper discussed two different methods in speech feature extraction, and talked about the nonlinearities of objective function in FastICA and their coefficients.
Feature transformation is a common method in speech feature extraction, projecting the feature space in order to achieve decorrelation [7] , dimensionality reduction and noise reduction. There are two main categories [8] : linear feature transformations, such as DCT, PCA, LDA, and ICA, etc.; nonlinear feature transformations, such as nonlinear principal component analysis (NPCA), nonlinear discriminant analysis (NLDA), nonlinear independent component analysis (NICA) and so on. Reference [8] applied PCA, LDA, ICA and nonlinear LDA in a phone recognition task using TIMIT, and compared the results of the different speech features. Reference [9] extracted the correlation information of subspace of phones using PCA in order to extracting speech features. Reference [10] transformed some different speech features using LDA, and reduced the recognition error rate efficiently. Taking the computational complexity and accuracy into account, linear feature transformations methods are commonly used, and applied after getting the Log Mel spectrum. DCT is a non-data related transformation, so it can't adapt to the characteristics of the actual data, and achieves only partial decorrelation [11] . LDA determines complexly and is sensitive to the mismatch of SNR of training and testing set. On the basis of the principle of minimum reconstruction error, PCA projects spectral coefficients onto the direction of maximum variance. ICA regards the inputted multidimensional data as a linear combination of independent components and reestimates the original independent components according to some objective, in order to obtain the physical structure and formation of these components [12] . After pre-emphasis, frame windowing, FFT, Mel filtering and logarithms, feature coefficients are gotten. MFCC, PCA features, and ICA features are gotten when applying DCT, PCA and ICA respectively to feature coefficients. Based on deflation and symmetric decorrelation categories, ICA features can be classified into deflation ICA features (ICA_DEFL) and symmetrical ICA features (ICA_SYMM). In the experiments the paper compared the influence of four different features on robustness and accuracy of automatic speech recognition systems. The following of the paper first introduced the ICA principle and described the feature extraction method using ICA. At the same time the paper researched the influence of nonlinearities of objective function and their coefficients on automatic speech recognition systems, and then tested them to verify the performance. Finally, the paper discussed and summarized the experimental results.
II. FEATURE EXTRACTION BASED ON SYMMETRIC ICA

A. The Principle of ICA
Independent component analysis (ICA) is a method which finds internal factors or components from multivariate statistical data [12] , looking for both statistically independent and non-Gaussian components. ICA is used in blind source separation at the earliest, but recently also applied to feature extraction gradually. In reference [13] the author used ICA to replace the Fourier transform. In reference [11] ICA was applied to log Mel spectrum.
Assuming observed random variables 
assuming all si are statistically independent. Only random variables xi can be observed, aij and si must be estimated just by xi. Eq. (1) can be show using matrix as
Random vector x represents mixed vector, s represents independent components, and A represents a matrix which is composed of a ij . To obtain independent components, a demixed matrix W should be computed:
Where W is the inverse matrix of matrix A, and u is an estimate of s.
B. Feature Extraction Based on Symmetric ICA
According to different principles, there are various methods to estimate W in ICA, such as maximizing the nongaussianity method, maximum likelihood estimation method and minimizing the mutual information method, etc. An important method of maximizing the nongaussianity methods is FastICA. When estimating multiple independent components using FastICA, they can be estimated one by one using deflation orthogonalization algorithm one by one. Each time one vector w i is initialized, updated, orthogonalized, and normalized until it converges. Independent components also can be estimated using symmetric orthogonalization method. Every w i is iterated firstly, and then all w i are orthogonalized using a special way.
Deflation (serial) orthogonalization method and symmetric (parallel) orthogonalization method computes W respectively as The difference between the two methods lies in calculating the demixed matrix W in different ways. The former calculates each component of W one by one, updates and orthogonalizes them using (3) and (7) respectively until they converge while the other calculates them in parallel, updates and orthogonalizes them using (3) and (8) respectively until they converge.
Where g can be (4), (5) or (6) ( ) ( )
( )
There are some deficiencies in deflation orthogonalization method: the error of firstly estimated components will be accumulated so as to influence the estimate of following components which is brought by the orthogonalization. Independent components can be calculated in parallel using symmetric orthogonalization method to solve the above problem, meanwhile the time of calculating W can be shortened sharply. In following experiments, we extracted speech features using the two methods, compared the influence on automatic speech recognition systems which they brought, and discussed the advantages and disadvantages of them.
C. Nonlinearities and their coefficients
The statistical properties of ICA (such as consistence, asymptotic variance, robustness) depend on the selection of objective functions. In objective functions, the nonquadratic functions G are very important, and provide high-level information in the form of expectation { }
In actual algorithms, this is equivalent to choosing the derivative of G, nonlinearities g. In the following of the paper, G and g were both referred as nonlinearities. Reference [6] proved that the optimal non-quadratic functions are in the following form:
However, the problem of the above functions is that they are not derivable in origin when a<=1 and this leads to numerical optimization problem. Reference [6] indicated that : (1) 
In reference [4] the author did experiments in brain imaging and image feature extraction using the above nonlinearities, however, no one had researched the role of nonlinearities in speech feature extraction. The paper would discuss the selection of nonlinearities and their coefficients. When a is equal to 1,
derivable in origin and always replaced by
, where a1 is a real number. The two functions are as Nonlinearity |y| and substitute used in FastICA |y| log(cosh(0.2*y)) log(cosh(0.5*y)) log(cosh(1*y)) log(cosh(1.5*y)) log(cosh(2*y)) Figure 2 . Gopt (y) = |y| and G(y) = log (cosh(a1*y)) As can be seen from Fig. 2 , the closer to 1 the coefficient a1 is, the closer to optimal function |y| the function
is, while the curve is steeper. Reference [12] proposed that G(y) should not grow too fast with |y|, otherwise it would rely on some observations that are far from the origin. We must make a compromise between the approximation of accuracy and the function's smoothness. The selection of a1 will rely to specific applications and is not absolute. When using ( ) ( ) y a * 1 cosh log as the function to extract speech features, we should test a1 and find the optimal value.
D. Features Selection
As for DCT, the reserved first several coefficients can be treated as speech features [13] . For ICA, feature selection can be processed according to the L2-norm of ICA basis. ICA basis refers to the column vector of the inverse of ICA demixed matrix. The L2-norm of basis represents the contribution of the basis to the whole signal. The bigger the value of the norm is, the more the contribution is. The L2-norm of ICA bases are shown in Fig. 3 . 
III. EXPERIMENTS
A. Results of Four Kinds of Features
The paper used speech recognition development toolkit HTK of Cambridge University to build a speech recognition system based on HMM which was used to assess the new features based on symmetric orthogonalization ICA and other features . Moreover, the paper compared the new features with MFCC, PCA features, and the features based on deflation orthogonalization ICA. The experiments were performed on the Aurora-2 corpus, sampled to 8 kHz. The 80 speakers (consisting of 40 male and 40 female) from the training subset were selected. The training set consisted of 100 male and 100 female speeches which were clean. There were 40 male and 40 female speeches in each noise environment and SNR in testing set. There were 8 kinds of practical environments: airport, babble, car exhibition, restaurant, street, subway and train. The SNR were divided into 7 classes: -5db, 0db, 5db, 10db, 15db, 20db and clean. The total number of training and testing set was 4680.
The speech signal was divided into frames of 32 ms in length with an overlap of 10ms between frames. Preemphasis and Hamming window were applied to each frame first. Then FFT was performed then to extract the spectrum. Mel filter bank analysis with 20 channels was processed for each frame. Logarithm operation was performed following FFT. These coefficients were transformed by the DCT to get the traditional MFCC features. By using the PCA-based, deflation ICA-based and symmetric ICA-based transformation, PCA features and ICA features were obtained. The last two ICA-based features were denoted as ICA_DEFL and ICA_SYMM respectively. The final feature vector consisted of 13 components with first-order deltas and second-order deltas. There were 39 components in the final features in each case. The experiments extracted the four features in Matlab and tested them in a speech recognition system built using HTK. The results were as Fig. 4 :
As can be seen from Fig. 4 , when SNR was high or in clean condition, the performance of ICA_SYMM was almost the same as the other three features, while features based on ICA were superior to others in low SNR. Table  1 and Fig. 5 showed the average recognition rate of the four features in 8 noise environments. From them two, we can find the two features based on ICA were both superior to MFCC greatly. The recognition rate of ICA_SYMM feature was about 6.17% higher to MFCC. At the same time, ICA-based features were better than PCA-based feature, excepting that ICA_DEFL was lower than PCA in exhibition environment. The ICA_SYMM feature was better than ICA_DEFL feature, proving the accuracy of discussion of the two orthogonalization of ICA.
B. The Nonlinearities and Their Coefficients
In FastICA, the common nonlinearities of objective functions were (10), (11) and (12) . Reference [14] proposed using rational nonlinearities as substitutes of the three common nonlinearities to reduce the mass of computation. However, experiments proved that it didn't work well. In our experiments, ICA_SYMM features were computed using the three nonlinearities respectively. The results were as Table 2 and Fig. 6 .
As can be seen from Fig. 6 , G 1 (y) was superior to G 2 (y) and G 3 (y) when computing average speech recognition rate in all 8 noise environments.
The coefficient a1 would affect the property of
The experiments researched the influence of a1 on recognition rate when its value was between 0 and 2. Results of the experiments were as Table 3 : in the street, car, airport, exhibition, restaurant and train environment, the maximum average recognition rate was reached when a1 equaled 0.2; in babble environment, the maximum average recognition rate 67.32% was reached when a1 equaled 1.1, but it was only 0.65% higher than that gotten when a1 equaled 0.2; in subway environment, the maximum average recognition rate 66.03% was reached when a1 equaled 0.6, and it was 1.87% higher than that gotten when a1 equaled 0.6. As can be seen, when a1 equaled 0.2, excellent performance could be gotten in most noise environments, and the value performed quite well in other special environments too. The experiments proved that the value 0.2 of a1 is a reliable empirical value in most situations. The value 0.2 of a1 could be used to improve the performance of automatic speech recognition systems when extracting speech features using ICA-based method to extract speech features in in noise environments.
In Fig. 7 below: the horizontal axis was the value of a1, from 0.1 to 2, and the interval was 0.1; the vertical axis was the average recognition rate in noise environments. In (a) and (b), the value of a1 influenced the average speech recognition rate in a certain trend, and the best performance was reached when the value was 0.2. 
IV. CONCLUSION
The paper proposed using symmetric orthogonalization ICA-based method to extract speech features, and verified the new features in 8 different kinds of noise environments. The experiments proved that the average recognition rate of the new features was 6.17% higher than that of MFCC features, especially excellent in low SNRs. The new method got better performance than deflation orthogonalization ICA-based method and MFCC, and improved the robustness of the speech recognition system and the efficiency of estimation of ICA. The nonlinearities of objective function in ICA and their coefficients had a great impact on recognition accuracy rate, when and a1 = 0.2 it got the best performance in general. Because the demixed matrix of ICA in the new method was calculated offline, it could be calculated firstly before used in extracting speech features in fact which would save much time for estimation. From the above, we can see that the new method improved the average recognition rate but didn't strength the complexity of computation, so it is possible for the new method to replace MFCC as a popular method extracting speech features in the future.
