Introduction
Water waves have attracted the attention of scientists for many centuries. Although much is now understood, they are a continuing source of fascination, as many aspects of their often-complicated nonlinear behaviour remains to be fully elucidated. In this brief article we shall describe first the linear theory, much of which was developed in the nineteenth century, before discussing the more modern developments concerning weakly nonlinear waves. Throughout the theory is based on the traditional assumptions that water is inviscid, incompressible with a constant density ρ, and is in irrotational flow, that is, it has zero vorticity. It follows that for water waves the governing equation is Laplaces equation, which is linear, and so all the nonlinearity in the problem resides in the free surface boundary conditions; these are the kinematic condition that the free surface is a material surface at all times, and the dynamic condition that the free surface has constant pressure at all times. In this article we will describe the weakly nonlinear theory for water waves, which utilises some of the basic paradigms for nonlinear waves. The special features which emerge when one considers finite-amplitude water waves are described in the review articles of Schwarz and Fenton (1982) and Dias and Kharif (1999) .
Linear waves
When the governing equations of motion are linearised about the rest state, it is customary to make a Fourier decomposition and seek solutions in which the wave elevation, that is, the deviation of the water surface from its rest position is given by ζ = a exp (ik.x − ωt)) + c.c. ,
where x = (x, y) denotes the horizontal coordinates, and t is the time variable. Here k = (k, l) is the wavenumber, ω is the wave frequency and a is the wave amplitude. Here c.c. denotes the complex conjugate. This elementary disturbance represents a sinusoidal wave propagating in the direction k/κ where κ = |k| = √ k 2 + l 2 , with a phase speed c = ω/κ, a wavelength λ = 2π/κ and a period T = 2π/ω. The corresponding fluid velocity is u = (u, v) and is obtained from a velocity potential so that u = grad φ, where
Here z is the vertical coordinate, and h is the total depth of water in the rest state (that is, the water occupies the region −h < z < 0). Note that the horizontal velocity u is then in phase with the surface elevation, but that the vertical velocity w is π/2 out of phase, while both velocity components decrease with depth away from the free surface. Equations (1,2) provide a kinematic description of water waves, which to this point means that the conditions of incompressibility and irrotational flow have been satisfied, that the the vertical velocity is zero at the bottom, and that the (linearised) kinematic boundary condition that the free surface remains a material surface for all time has been satisfied. To obtain the dynamics, these expressions are substituted into the remaining boundary condition that the free surface is one of constant pressure. In this linearised formulation, this then yields the dispersion relation determining the wave frequency in terms of the wavenumber,
where ρσ is the coefficient of surface tension, which has a value of 74 dynes/cm at 20 o C. Detailed derivations of (3) and discussions of the consequences for the properties of water waves can be found in many classical and modern texts, see for instance Lamb (1932) , Whitham (1974) , Lighthill (1978 ), or Mei (1983 . Indeed, water waves have formed the paradigm for much of our present-day understanding of linear dispersive waves. There are two branches of the dispersion relation (3), corresponding to waves running to either the right or the left. Note that (3) is isotropic, in that the wave frequency, and hence also the phase speed, depend only on the magnitude of the wavenumber, and not its direction. It is apparent from (3) that the effect of surface tension is signicant only when κ > (g/σ) 1/2 ; using the above value for σ this corresponds to λ < 1.73 cm. Such waves are usually then called capillary waves, while waves with κ < (g/σ) 1/2 are called gravity waves. Another useful measure of the effect of surface tension is the Bond number B = σ/gh 2 . When B < 1/3 the phase speed c = ω/κ decreases from its long wave value c 0 = (gh) 1/2 achieved at κ = 0 to a minimum value of c m at a wavenumber κ = κ m , and then increases without limit as κ increases to infinity. For the case when the Bond number B > 1/3, the phase speed increases monotonically from the long wave value c 0 as κ increases from zero. However, the critical depth below which this regime is realised occurs when the Bond number B = 1/3, which corresponds to h = 0.48 cm; in practice this is too shallow to ignore the effects of friction, and hence is usually not regarded as being of any practical interest.
From the expressions (2) for the velocity potential, and the dispersion relation (3), we see that water waves do not feel the effect of the bottom if κh >> 1; more precisely, if κh > 2.65 (or λ/h < 2.37) then there is only 1% error in supposing that h → ∞ and that tanh(κh) → 1. This case describes deep water waves, for which the dispersion relation (3) collapses to
In this deep water limit, the Bond number B → 0(< 1/3), so that the dispersion relation for the phase speed c = ω/κ has a minimum value at κ = κ m (= (g/σ) 1/2 here) or c m = (4gσ) 1/4 = 23.2 cm/sec. There are no sinusoidal waves of the form (1) for any phase speed c < c m , while for any c > c m there are two classes of deep water waves, gravity waves with κ < κ m and capillary waves with κ > κ m . Long waves are characterised by the limit κh → 0, that is, the limit when λ/h → ∞. In this limit, the wave frequency tends to zero, and the wave phase speed tends to c 0 = (gh) 1/2 . In this case, for the reasons discussed above, it is customary to ignore the effects of surface tension, so that there is only one class of waves, namely gravity waves, which in this limit of κh → 0 are often referred to as shallow water waves. The fluid velocity is then approximately horizontal, and independent of the vertical coordinate z, while at O(κh) the vertical component of the fluid velocity is a linear function of (z + h).
In this linearised system, more general solutions can be built up by Fourier superposition of the elementary solutions (1) over the wave number k in which the dispersion relation (3) is satisfied and the wave amplitude a is allowed to be a function of k. From this process it can readily be established that a localised initial state will typically evolve into wave packets, with a dominant wavenumber k and corresponding frequency ω given by (3), within which each wave phase propagates with the phase speed c, but whose envelope propagates with the group velocity, given by
The group velocity is the velocity of energy propagation, where the wave energy density is 2ρ(g + σκ 2 )|a| 2 , being composed of equal parts of potential and kinetic energy. Since water waves are isotropic, the group velocity is in the direction of the wavenumber k, and has a magnitude
Assuming that the Bond number B < 1/3, it can be shown that for gravity waves, defined by the wavenumber range 0 < κ < κ m , c g < c, with equality in the long wave limit, κ → 0 when c g and c tend to c 0 , and at the value κ = κ m , c g = c = c m . On the other hand, for capillary waves, defined by the wavenumber range κ > κ m , c g > c. In the absence of surface tension (i.e. B → 0), c g < c for all wavenumbers κ > 0, and in the deep water limit c g ≈ c/2.
Weakly nonlinear waves
The theory of linearised waves described in the previous section is valid when initial conditions are such that the waves have sufficiently small amplitudes. However, after a sufficiently long time (or if the initial conditions describe waves of moderate or large amplitudes), the effects of the nonlinear terms in the free surface boundary conditions need to be taken into account. There are three different areas where weak nonlinearity needs to be taken into account, namely, long waves, wave packets and wave resonances.
Long waves: Korteweg-de Vries equation
Initially, we consider unidirectional waves propagating in the positive x-direction, so that the wavenumber is k = (k, 0). In the long wave limit, kh → 0, the dispersion relation (3) can be approximated by
where we recall that B is the Bond number measuring the effect of surface tension. To leading order, the waves propagate with the linear long wave phase speed c 0 = (gh) 1/2 . But, after a long time the cumulative effects of weak nonlinearity must be taken into account. When these are balanced against the leading order linear dispersive terms (the O(k 3 h 3 ) terms above), the result is the well-known Korteweg-de Vries (KdV) equation for the wave elevation
This equation was derived by Korteweg and de Vries in a now very famous paper published in 1895, although in fact Boussinesq had obtained it earlier in 1877. Relative to the leading order propagation with the speed c 0 , the time evolution occurs on the non-dimensional scale −3 , where the wave amplitude ζ/h scales with 2 and the wave dispersion kh scales with (that is, spatial derivatives scale with ). Korteweg and de Vries found a family of travelling wave solutions, periodic waves described by elliptic functions and commonly called cnoidal waves, and the solitary wave solution
(8) The solitary wave has a free parameter, for instance, the amplitude a. When δ > 0 (that is, B < 1/3), then the amplitude a is always positive and V > c 0 . Further as a increases, the wave speed V and the wavenumber γ also increase. Although the case when B > 1/3 has little practical application, it is interesting to note that these conclusions are all reversed as then δ < 0; now, a < 0 and V < c 0 . This solitary wave had earlier been obtained directly from the governing equations independently by Boussinesq (1871) , and Rayleigh (1876) who were motivated to explain the now very well-known observations and experiments of Russell (1844) . Curiously, it was not until quite recently that it was recognised that the KdV equation is not strictly valid if surface tension is taken into account and 0 < B < 1/3, as then there is a resonance between the solitary wave and very short capillary waves.
After this ground-breaking work of Korteweg and de Vries, interest in solitary water waves declined until the dramatic discovery of the soliton by Zabusky and Kruskal in 1965. Through numerical integrations of the KdV equation they demonstrated that the solitary wave (8) could be generated from quite general initial conditions, and could survive intact collisions with other solitary waves, leading them to coin the term soliton. Their remarkable discovery, followed almost immediately by the theoretical work of Gardner, Greene, Kruskal and Miura showing that the KdV equation was integrable through an inverse scattering transform, led to many other startling discoveries and marked the birth of soliton theory as we know it today. The implication for water waves is that the solitary wave is the key component needed to describe the behaviour of long, weakly nonlinear waves.
An alternative to the KdV equation is the Benjamin-Bona-Mahony (BBM) equation in which the linear dispersive term c 0 ζ xxx in (7) is replaced by −ζ xxt . It has the same asymptotic validity as the KdV equation, and since it has rather better high wavenumber properties, is somewhat easier to solve numerically. However it is not integrable, and consequently has not attracted the same interest as the KdV equation.
Both the KdV and BBM equations are uni-directional. A twodimensional version of the KdV equation is the KP equation (Kadomtsev and Petviashvili, 1970),
This equation includes the effects of weak diffraction in the y-direction, in that y-derivatives scale as 2 whereas x-derivatives scale as . When δ > 0 (0 ≤ B < 1/3), this is the KPII equation, and it can be shown that then the solitary wave is stable to transverse disturbances. On the other hand if δ < 0 (B > 1/3), this is the KPI equation for which the solitary wave (8) is unstable; instead this equation supports "lump solitons. Both KPI and KPII are integrable equations. To take account of stronger transverse effects, and/or to allow for bi-directional propagation in the x-direction it is customary to replace the KdV equation with a Boussinesq system of equations; these combine the long wave approximation to the dispersion relation with the leading order nonlinear terms and occur in several asymptotically equivalent forms.
Wave packets: Nonlinear Schrödinger equation
The linear theory of water waves predicts that a localised initial state will typically evolve into wave packets, with a dominant wavenumber k and corresponding frequency ω given by (3), within which each wave phase propagates with the phase speed c, but whose envelope propagates with the group velocity c g (5, 6). After a long time, the packet tends to disperse around the dominant wavenumber, which tendency may be opposed by cumulative nonlinear effects. In the absence of surface tension, the outcome for uni-directional waves is described by the nonlinear Schrödinger (NLS) equation, for the wave amplitude A(x, t), that is the wave elevation is ζ = A exp ikx − ωt + c.c. to leading order,
and the coefficients are given by
For water waves the NLS equation was first derived by Zakharov (1968) for the case of deep water, and then by Hasimoto and Ono (1972) for finite depth. An analogous equation can be derived for non-zero surface tension in which the nonlinear coefficient µ will take a different value, but for reasons discussed in the next section, it is not so useful in that case. In deep water (kh → ∞) the coefficient µ → −ωk 2 /2 < 0. In general µ < 0(> 0) according as kh > (< 0)1.36).
Like the KdV equation, the NLS equation is integrable with an associated inverse scattering transform, a result first shown by Zakharov and Shabat (1972) . There are two cases, the so-called focussing NLS equation when λµ > 0 and the defocussing NLS equation when λµ < 0. For water waves λ = −∂c g /∂k < 0, and so we have the focussing (defocussing) NLS equation according as kh > (<)1.36. The focussing NLS equation has solitary wave solutions (bright solitons), given by
(11) On the other hand the defocussing NLS equations has no such solitary wave solutions which decay to zero at infinity; instead it has solitary waves riding on a non-zero background (dark solitons). A key property of the NLS equations is that plane waves are modulationally unstable (stable) in the focussing (defocussing) case. That is, the NLS equation has the exact plane wave solution,
which is then perturbed with a small-amplitude modulation proportional to exp (iKx − σt). It is readily found that the growth rate σ is given by
Thus in the focussing NLS case when λµ > 0 there is a positive growth rate for modulation wavenumbers K such that K < 2(λ/µ) 1/2 |A 0 |. On the other hand σ is pure imaginary for all K in the defocussing case when λµ < 0. The implication for water waves is that plane Stokes waves in deep water (kh > 1.36) are unstable. This remarkable result was first discovered by Benjamin and Feir in 1967 by a different theoretical approach, and has since been confirmed in experiments.
The maximum growth rate occurs for K = K M = (λ/µ) 1/2 |A 0 | and the instability is due to the generation of side bands with wavenumbers k ± K M . As the instability grows the full NLS equation (10) is needed to describe the long-time outcome of the collapse of the uniform plane wave into several soliton wave packets, each described by (11). When the effects of modulation in the transverse y-direction are taken into account, so that the wave amplitude is now given by A(x, y, t), the NLS equation is replaced by the Benney-Roskes system (Benney and Roskes, 1969) , also widely known as the Davey-Stewartson equations (Davey and Stewartson, 1974) ,
where the coefficients µ and λ are those defined in (10), while
Here, the surface tension has been set to zero. If surface tension effects are included, a similar equation holds but with different values for the coefficients (Djordjevic and Redekopp, 1977) . Note that λδ < 0 and α > 0 so that the equation for A is "hyperbolic, but that for U is "parabolic. The variable U which appears here is a wave-induced mean flow, which tends to 0 in the limit of deep-water waves, kh → ∞. This system (14) again has the plane wave solution (12), whose stability can be analyzed in a manner similar to that described above in the context of the NLS equation. The outcome is that now instability can occur for all values of kh and occurs in a band in the K − L plane where K, L are the modulation wavenumbers. The instability is purely two-dimensional when kh < 1.36, and the band becomes narrower and the growth rate weaker as kh → 0. For more details, see Benney and Roskes (1969) or Mei (1983) .
Wave resonant interactions
A superposition of weakly nonlinear waves, each of which is given by (1) with a wavenumber k n , n = 1, 2, · · · N , and a corresponding frequency ω n (k), n = 1, 2 · · · N , each satisfying the dispersion relation (3), interact resonantly whenever
Here Ω is a detuning term, so that exact resonance is achieved whenever Ω = 0. The most prominent interactions are triad interactions, that is N = 3, followed by the quartet interactions when N = 4, and so on. In a resonant interaction, energy is exchanged between the Fourier components in a periodic manner, assuming that dissipation is absent. For instance, the set of equations describing a triad interaction are (Craik, 1985) A 1t + c g1 .
where A n (x, t) is the amplitude of the n-th mode, D(ω, k) = 0 is the dispersion relation, µ is a coefficient, and the superscript * denotes the complex conjugate. Remarkably, these equations are integrable for exact resonance (Ω = 0) (Zakharov and Manakov, 1973) . For water waves in the absence of surface tension, the dispersion relation does not allow for any triad interactions. Hence the dominant resonance is a quartet interaction, as first shown by Phillips (1960) . The four wavenumbers making up the quartet are two-dimensional (i.e. the y-wavenumber components are generally not zero, and the allowed wavenumber vectors can be determined graphically from Phillips "figureof-eight diagram. The interaction equations for a discrete quartet of waves is analogous to that displayed above for a triad interaction. Further, in deep water (kh → ∞), Craig and Worfolk (1995) have shown that in the Birkhoff normal form for these interaction equations, the coefficients vanish for all nongeneric resonant terms and the remaining system is then integrable. However, the same is not the case for quintet interactions.
When considering a continuous spectrum of gravity waves, the resulting evolution of a spectral component is described by Zakharovs integral equation, first derived in the deep water limit by Zakharov (1968) . Krasistskii (1994) later employed canonical transformations to obtain a more desirable Hamiltonian form (see also the review by Dias and Kharif, 1999) . In this equation, usually truncated at the third order in wave amplitude, the evolution of the spectral component A(k, t), which is the spatial Fourier transform of η(x, t), is determined essentially by quartet interactions, since the non-resonant triad interactions are removed by a canonical transformation. This integral evolution equation contains much of the previous weakly nonlinear theory, in that the discrete interaction equations and the NLS equation can be derived from it. It also forms the basis for a statistical description of water waves, and can then be used to descibe the ocean wave spectrum.
When surface tension is taken into account, then triad interactions are possible (i.e. N = 3 in (16)). The most well-known example occurs when k 1 = k 2 = −k 3 /2, and is a second harmonic resonance in that then ω 1 = ω 2 = −ω 3 /2. It was first noted by Wilton (1915) and leads to phenomenon known as Wiltons ripples. In general, the existence of triad resonances implies that capillary-gravity waves undergo wavewave interactions on a faster time scale than for pure gravity waves.
