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Abstract 
Traffic forecasts are used for a wide variety of purposes from the planning to the design and operational stages of the highway
network. The forecasting models need the historical traffic data and some supporting variables that are relevant to the traffic
demand. Apart from that, choice of an appropriate model or technique is also an important consideration. This paper gives an 
overview of the traffic forecasting process and the models that are used for this purpose with emphasis on the use of different
types of Artificial Neural Networks (ANNs). In this research, two types of Artificial Neural Networks (ANNs) are being 
compared with the traditional parametric technique of linear regression analysis for daily traffic forecasting on King Fahd 
causeway, which provides a link between Saudi Arabia and Bahrain. It was observed from the estimated error values that ANNs 
have better accuracy than linear regression technique for predicting daily traffic. However; increasing the size of dataset and
restructuring of the dataset showed the greatest effect on predictive accuracy of the models instead of the configuration of the 
model or type of technique. In fact, it was also observed that providing large number of classified data samples can make the 
accuracy of the regression analysis comparable to ANNs. 
© 2014 The Authors. Published by Elsevier B.V. 
Selection and peer-review under responsibility of Elhadi M. Shakshuki. 
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1. Introduction 
Traffic prediction involves forecasting traffic in terms of Annual Average Daily Traffic (AADT), Design Hour 
Volumes (DHV) and/or Directional Design Hour Volumes (DDHV). These traffic forecasts are used at the design 
stage to determine the geometric and pavement design, in the operation stage to investigate the operational efficiency 
of the roadway in terms of delay or level of service, and road and traffic management, etc. The following factors 
must be addressed when traffic forecasts are to be made: 
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x Forecasting Model 
x Variable set and data collection 
x Analysis year: Both present and future 
x Analysis period: Daily, Hourly, Peak hour 
The data used for traffic forecasts may include; classified traffic counts, and traffic related factors such as 
directional, seasonal and peak hour factors and heavy traffic fractions.  
Artificial Neural Networks (ANNs) is one of the contemporary methods used for traffic forecasting. ANNs have 
good generalization capabilities and have the ability to work with noisy data. Because of these capabilities ANNs are 
also becoming popular for traffic modeling. This research is an extension to the work done by Ahmed and Gazder1 
in which they compared performance of ANN with regression analysis. In this paper we have also illustrated the 
comparison in performance of multi-layer perceptron (MLP) neural network and radial basis function neural network 
(RBFNN) with each other. The main aim of this research is to determine which aspect of the forecasting system 
affects the accuracy most significantly. 
Traffic data for the years 1999 – 2001 is used in this research to develop models for predicting daily traffic on 
King Fahd Causeway by mainly using the input of previous day’s traffic. King Fahd causeway provides the road link 
between Dammam (Kingdom of Saudi Arabia) and the island of Bahrain. The data was obtained from customs and 
ports directorate of Kingdom of Bahrain. Two data sets were used; one set contained total daily traffic. In the other 
set daily traffic is classified on the basis of the country in which the vehicle is registered, which is most often same 
as the trip origin. The vehicles are registered in one of the six countries of the region including Kingdom of Saudi 
Arabia and Bahrain. 
We have used two types of techniques for developing traffic forecasting models. Regression analysis was used as 
the parametric technique while two types of Artificial Neural Networks (ANNs) have been applied as the non-
parametric technique of modeling. Two models are developed for logit models as well as both types of ANNs. First 
model was developed using daily traffic count of preceding day and its volume classification (low, high, or medium) 
as the input. For the second model, country-wise classified daily traffic count and its classification (country of 
vehicle) were used as input variables. 
The accuracy of the model is an important issue and requires the planners and researchers to explore the 
forefronts of modern modeling techniques2. In section 2, a comparison of the traffic forecasting models is provided. 
2. Models for traffic forecasting 
In this section some traditional methods of traffic forecasting are described. These models are mainly developed 
using the historical growth trends and regression analysis.  
2.1. Traffic Forecasting Using Growth Trends & Land-use 
If a locally calibrated traffic model is not available or the application does not require the use of complex models, 
traffic forecasts can be made using traffic growth trends. In this approach, data is plotted on a graph with AADT on 
y-axis and year of count on the x-axis. A least square regression analysis is done to establish the growth trends. For 
traffic forecasts; either the empirically developed regression equations are used or the graph can be extended linearly 
to the future year3. But these models do not take any consideration of the land-use of any change in them for future. 
Site-specific models are developed based upon the characteristics of the traffic generators and attractors without 
taking into consideration the state of the traffic along road network. These models are developed by local research 
organizations such as National Cooperative Highway Research Program (NCHRP) and Institute of Transport 
Engineers (ITE) developed their own rates for trip generation based upon the land-use per unit of factor related to the 
type of land-use such as residential, commercial, etc. These models are linear and use a constant weight or 
coefficient for all the predictors. These coefficients may change based upon change in behavior of the people or 
government interventions.  
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2.2. Parametric and Non-Parametric Techniques 
For accurate traffic forecasting parametric techniques such as historical average algorithms, smoothing 
techniques, linear and nonlinear regression, filtering techniques, autoregressive linear processes including 
autoregressive moving average (ARMA) have been employed since 1980s5. These techniques mainly assume the 
data to be part of a distribution or curve that can be represented by a fixed set of parameters such as mean, standard 
deviation, intercept, etc. 
Some of these techniques, like Holt-Winters and ARMA, mainly present the future conditions as the repetition of 
present trends. Some modifications have been made to these techniques to broaden their range by applying “Moving 
Average” approach. However, they are still based upon a linear combination of past values6,7.  
With the growth in development of computational intelligence techniques such as fuzzy logics, machine learning 
and neural networks; non-parametric techniques are also being employed in this area by many researchers.  
Non-parametric techniques mainly focus on identifying the past conditions which are similar to the conditions at 
the prediction time. They work on the principle of dynamic clustering. The application of these intelligent techniques 
has shown satisfactory results in traffic forecasting. But these techniques require rich quality of data for development 
of accurate forecasting model. The trade-off is made between the simplicity of traditional parametric techniques and 
the effectiveness of intelligent techniques 8. 
3. Application of artificial neural networks for forecasting 
The process underlying inter-urban traffic flow is difficult to be captured by a single linear statistical algorithm. 
Artificial Neural Networks have received much more attention in the area of traffic forecasting because of the ability 
to approximate any degree of complexity and work without prior knowledge of problem solving. ANN is used to 
determine number of vehicle and temporal characteristics using the historical flow patterns and it is also suitable for 
non-linear and dynamic evolutions. Few attempts have been made by researchers in order to enhance the accuracy of 
ANNs for traffic forecasting which are described below. 
Chen et al. [8] integrated the ANN as well as Autoregressive Integrated Moving Average (ARIMA) models with 
self-organizing maps (SOMs), which were used to classify the initial flow data in to different states. As a conclusion 
they found out that hybrid ANN approach gives more satisfactory results than the other. This was in spite of the fact 
that using the hybrid ARIMA approach increased its accuracy as compared to all individual ARIMA models. They 
also checked the accuracy of radial basis function neural network (RBFNN) with Back Propagation Neural Network 
(BPNN) and found out that the former approach gives slightly better results for short term traffic forecasting. 
A traffic dispersion phenomenon is very important for traffic forecasting, especially for signalized networks. The 
probabilistic approach to simulate dispersion can be very useful for traffic flows under ideal conditions. This 
approach may not work well in complex cases such saturated flow conditions because it is based upon strict 
mathematical rules. Qiao et al.10 developed the neural networks to simulate traffic flows and their application 
includes queue prediction and dispersion, classification of highway traffic states and ramp metering. ANNs have the 
ability to emulate all kinds of traffic variations provided that an appropriate structure is chosen.  
Yin et al.11 developed a fuzzy-neural model (FNM), integrating fuzzy logics with neural networks for predicting 
urban traffic flow. Their model contained two modules, gate network (GN) and expert network (EN). GN module is 
used to apply fuzzy logics to the input data for its classification, and the EN module applies neural network for 
identifying the input–output relationship. The results from their study showed the FNM model provided more 
accurate forecasts than the normal back propagation algorithms of neural networks.  
Vlahogianni et al.12 employed a genetic algorithm based optimization strategy to determine the appropriate neural 
network structure. Their study showed that combining the capabilities of a simple static neural network, with 
genetically optimized step size, momentum and number of hidden units, produces satisfactory results for modeling 
both univariate and multivariate traffic data.  
Nagare et al.13 used the simulated annealing algorithm (SA) with BPNN. They used the genetic algorithm to elect, 
cross and mutate the synaptic weights and thresholds of ANNs. SA algorithm also decides the structure of ANN by 
identifying the number of input, output and hidden neurons. The results from the above mentioned study show that 
this integration gives lesser error than BPNN. 
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As an effort to reduce the iterations required by a BPNN algorithm, Tang et al. 14 used the Extended Kalman 
Filter (EKF) algorithm in combination with ANN. This algorithm gauges the weights as per the principle of 
minimum root mean squared covariance, which reduces the number of iterations required and makes it suitable for 
rapid dynamic calculations. 
Gazder and Hussain15 used ANN for prediction of daily traffic on the King Fahd causeway. They tried to find the 
optimal specification of MLP neural networks by trying different combinations of hidden neurons, number of 
iterations and learning rates. Their work was further improved by Ahmed and Gazder1 by comparing the 
performance of the best ANN with regression analysis. They concluded that ANN has superior performance than 
linear regression but it also has less explanatory powers. 
The main focus of most of the research efforts have been on finding out the effect of different models and data 
structures for traffic prediction. The latter issue is often overlooked by researchers; however, it may have impact on 
forecasting accuracies. In this paper we have tested the effect of changing the number of data samples and 
explanatory variables on the accuracy. This hypothesis was tested for both parametric and non-parametric 
techniques. 
4. Traffic forecasting 
King Fahd Causeway provides the only road link for travelers from Al-Khobar (Kingdom of Saudi Arabia) and 
Kingdom of Bahrain. There are two modes operating on the causeway; cars (privately owned and taxis) and buses. 
Since there is no railway connection between Bahrain and KSA so the road and air transport become very important 
for travelers to and from Bahrain. This causeway also provides an important connection for other parts of gulf 
region, because Bahrain airport is used as a hub for the connecting flights to many countries in the region. The bus 
mode is mainly used by the travelers who are taking connecting flights from Bahrain airport. On the other hand, car 
is preferred by people going to Bahrain for tourism or recreation. 
4.1. Preprocessing 
For pre-processing, data was normalized assuming a Gaussian distribution. The data sets were divided in to two 
parts; 70% was kept for training and the rest was allocated for testing of the networks. These steps of pre-processing 
can be automized by using a software like Statistica (StatSoft, Inc. [2004] www.statsoft.com), but for a hands-on 
experience it was done manually using Matlab (The Mathworks Inc.). 
Considering a significantly large range of traffic flow values, the total daily traffic volumes were classified into 3 
levels of traffic flow, the extreme levels were considered to be beyond 1.5 times standard deviation from the mean 
on both sides. This was done according to the assumption regarding Gaussian distribution that about 90% of the data 
exists within the above limits of standard deviation. This classification was used as a predictor in the models. 
The other dataset had a greater sample size as it was classified according to country of vehicle registration, so 
each day had six observations. Separate models were developed for each data set using regression analysis as well as 
different types of ANNs. For predictive modeling of the first dataset, two predictors were used; the volume of daily 
traffic on the preceding day and the class of traffic volume. Second dataset was predicted using the volume of traffic 
in the preceding day and the country of vehicle registration for which the prediction is made. 
4.2. Linear Regression Model 
In the next step a regression model was developed using the pre-processed data from the last step. Least sum of 
squares method was used for developing the model. The results from the regression model are given in table 1. It can 
be seen that regression model has resulted in establishing coefficients for each prediction factor. These coefficients 
can be used to observe the relative importance (i.e. coefficient magnitude) of predictors. This explanatory property is 
not found in ANNs. By observing the coefficients, it can be said that the inclusion of classes in the total volume 
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dataset has considerably affected the model. Another fact is that the classification of country in the second dataset 
has low coefficient value but better accuracy level in terms of Root Mean Square Error (RMSE). 
Table 1: Regression model results 
Model 
Parameters
CoefficientofParameters
Total Volume Data Set Country-Wise Classified Data Set 
Intercept -0.948955 0.113948 
Country 0.865200 N/A 
Country N/A -0.031957 
Input 
Traffic 
Volume 
0.479015 0.899961 
*RMSETest 0.8807531 0.354387 
*Root Mean Square Error 
 
4.3. Artificial Neural Networks Model 
ANNs can be applied with different architectures which refers to the different training algorithms and 
arrangements of layers of neurons 16. The simplest and most widely used type of architecture is the multi-layer 
perceptron (MLP). It consists of an input layer, output layer and one or more hidden layers. Signal flow in MLP is 
only in the forward direction and each neuron is connected to all neurons in the preceding layer. MLP has been used 
for traffic forecasting and has shown better performance as compared to other methods6,7. 
RBFNN is another type of ANN which has been used by researchers for predicting short-term traffic. RBFNN is 
different from other types as it applies the activation function to the distance between the input and weight vectors. 
RBFNN is reported to be more adaptive to universal approximations with better accuracy17.  
The MLPs were trained for both data sets and their performance was compared for different number of hidden 
neurons and iterations to determine optimal architecture. The results of these iterations are shown in figures 1 and 2. 
It should be noted that the difference in accuracies due to change in number of neurons or iterations for country-wise 
classified data is not significant. This could be attributed to the nature of the dataset in which large variations of the 
data are captured by classification according to country of vehicle. Therefore, forecasting becomes simpler in this 
case and gives consistent results for different architectures. Another observation from these figures is that accuracies 
for predicting total volume become constant after reaching an optimal number of neurons and iterations. Increase in 
neurons or iterations above the optimal values will not add to the model performance and hence becomes infeasible. 
The optimal architecture consisted of 10 hidden neurons and trained by 5000 iterations in this case. 
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Fig. 1: RMSE of MLP v/s No. of Iterations for Both Datasets  
 
 
Fig. 2: RMSE of MLP v/s No. of Hidden Neurons for Both Datasets 
The specifications of the optimal MLPs were also used for RBFNN for fair comparison. Conjugate gradient 
descent was used as the optimization algorithm in both types of networks. Table 2 gives comparison of accuracy in 
terms of RMSE for different types of networks and datasets as deduced from tables 1 and 2. 
 
TABLE 2: Accuracy of ANN models in terms of RMSE 
Type of 
Network 
Total Volume Data Set Country-Wise Classified Data Set 
MLP 0.56 0.30 
RBFNN 0.54 0.31 
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TABLE 3: Comparison of all models in terms of RMSE 
Type of Network Total Volume 
Data Set 
Country-Wise 
Classified Data Set 
Linear Regression 0.88 0.35 
MLP 0.56 0.30 
RBFNN 0.54 0.31 
4.4. Discussion 
Table 3 gives accuracy comparison of all the above models. RMSE values for the regression model are greater 
than the values acquired by any type of ANN. Hence ANNs are more suitable for traffic forecasting than linear 
regression models. ANNs are developed using several iterations of the training dataset so they are more suitable to 
capture the randomness of the daily traffic than regression models. On the other hand, regression models give an 
insight to the relationship between the independent variables and forecasted values through the value of coefficients. 
Statistical tests (like t and chi-square tests) can also be performed on these coefficients to measure the significance of 
the independent variables.  
Different configurations of MLPs were also tried and their effect on the accuracies was observed. However, there 
was no significant change in accuracy of the model for these iterations. The performance of MLP was also compared 
with RBFNN with the same configuration. From this comparison, it can be concluded change in data structure has 
bigger impact than ANN model type.  
It can also be observed that the most significant change in accuracy is between the total volume dataset and 
country-wise classified dataset (i.e. almost 50%), for all types of models. This improvement is mainly due to the fact 
that there was less variation left in time-series data when it is classified according to country. It should also be noted 
that the RMSE values for country-wise classified data were very close for all models. This proves that, with larger 
and better classified sample of data, parametric techniques can give accuracies close to non-parametric techniques. 
Hence, this becomes the most important aspect of the modeling process. 
5. Summary and Conclusion 
In this research, two types of techniques were tested to predicting daily traffic on King Fahd Causeway; 
parametric and non-parametric. Linear regression analysis was used as the parametric method and two types of 
artificial neural networks (ANNs) were developed as the non-parametric models. Two types of classification 
approaches were used for the datasets. In the first dataset, the total traffic was classified according to volume while 
the other dataset was classified according to country of vehicle. 
The regression model was developed using the least sum of squares method and ANNs were developed using 10 
hidden neurons, 5000 iterations and conjugate gradient descent algorithm for optimization for both datasets. The 
optimal ANN structure was determined through several iterations of changing number of hidden neurons and 
iterations. The Root Mean Square Error (RMSE) values were calculated as the performance measure for all models.  
The effects on accuracies were observed for different techniques and then for different types and configurations 
of the networks. The performance of ANN much better than regression models in all cases. However, the 
performance of regression model became close to ANNs for country-wise classified dataset. So it can be said that 
linear regression can give comparable accuracies to ANN if better classified and larger samples are provided. Type 
and configuration of network are issues that can influence the forecasting accuracy. They were also explored, firstly 
by comparing performances of different configurations of multi-layer perceptrons (MLPs) and then by comparing 
the same configuration of radial basis function neural network (RBFNN) with MLP. No significant change in 
accuracy was found between the two types of ANNs when they were applied on the same datasets. Country-wise 
classified prediction also showed no change in RMSE values when number of neurons and iterations were changed. 
On the other hand, small changes in accuracy were observed when these parameters were changed for models 
predicting total traffic which is classified according to volume level. So it can be said that data structure is more 
important for improving traffic forecasting model accuracies than type or structure of ANN model. 
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The Root Mean Square Error (RMSE) values were better for country-wise classified dataset than the other dataset 
for all models. So it can be concluded that when data is classified according to country, it becomes less random 
(noisy) and follows a general trend for each country. This helps in improving the accuracy of the models by 
simplifying the data, irrespective of the technique used.  
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