The defined criteria show high predictive capability and robustness to detect MU and w-errors on the PTV. On the other hand g-errors are not easy to detect mainly because of the central position of the prostate.
Material and Methods:
We performed irradiations with different levels of complexity in both homogeneous and anthropomorphic (heterogeneous) phantom. Homogenenous phantom: measurements with EBT3 film and MatriXX (Iba Dosimetry, Schwarzenbruck, Germany) were carried-out in solid water slabs delivering 1) a homogeneous 'box-like' dose distribution (range 12cm, modulation 6cm, width 5x6cm², measured at 9cm depth) and 2) a clinical field measured at 6cm depth. Anthropomorphic phantom (Proton Therapy Dosimetry Head -CIRS 731-HN): films were placed on sagittal planes and phantom was irradiated with 1) a homogeneous box-like field, 2) a single clinical field and 3) a three beam clinical plan (two lateral no-coplanar and one anterior oblique). Each film was scanned together with two reference films, one non-irradiated and one exposed to a dose around 80% of the maximum expected dose. The reference films provide data for correcting the dose-response function for the conditions applying to the particular scan, thus reducing the inter-scan variability; this option can be selected in the FilmQA™ Pro software used for the analysis. Films were scanned with an Epson Expression 10000XL. Measured data were compared with those extracted by the TPS (XiO, Elekta). Table 1 shows the results of the gamma analysis for both SCD and MCD. An average reduction of about 16% and 10% was observed for the 2%/2mm and 3%/3mm gamma parameters, respectively, when moving from MCD to SCD. The standard deviations reported in the table indicate a larger variability among the results for SCD compared to MCD, thus suggesting that MCD is also effective in reducing inter-film variability. Comparing the fields delivered in homogeneous vs anthropomorphic phantom, an average deterioration by 3% (MCD) is observed in gamma passing rates in presence of heterogeneities.
Results:
In figure 1 , a comparison between the two methods in terms of gamma maps, isodose distributions and profiles is shown.
Conclusion:
In general, the MC optimization strongly improves the gamma passing rates when comparing measured and calculated dose maps. The proposed method appears to be suitable also for patient dose verification in proton therapy.
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Effects of leaf position accuracy of robotic radiotherapy system on dose distribution J. Suzuki Purpose or Objective: Recent technological developments in robotic radiotherapy systems have enabled delivery of a large number of non-isocentric, non-coplanar beams using the InCise™ multi leaf collimator (MLC) system. However, the effect of gravity may result in leaf positional errors. We investigate the leaf position accuracy of Cyberknife M6 and evaluate the effects of leaf position accuracy on the dose distribution.
Material and Methods:
The leaf position accuracy of Cyberknife M6 was tested at the home position and at eleven positions that may affect the MLC position accuracy through the gravity effect. The position accuracy was analyzed by the Bayouth test with an EBT2 film. Further, the dose distribution for a prostate cancer patient treatment plan when using the MLC was evaluated. Film dosimetry is performed for evaluating the dose distribution. Parameters from the patient ________________________________________________________________________________ plan are applied to a phantom, and the film is exposed in three orientations. The dose distributions from the film measurements were compared with the planned dose distributions from the treatment planning system. This analysis was performed using the Gamma index method.
Results: The leaf position error was observed with respect to the gravity effect. The maximum leaf position error was 0.42 mm at a Sauce axis distance of 800 mm. All leaf position errors were within the tolerance level of leaf position accuracy recommend by vendors. In the evaluation of the dose distribution, all passing rates of the gamma index method were greater than 90% in criterion of 2%/2 mm and threshold of 30% of the maximum dose.
Conclusion:
The leaf position accuracy of Cyberknife M6 can achieve clinically acceptable levels in every position that is affected by the gravity effect. Purpose or Objective: Accurate dose tests have to be performed before using a TPS in clinical practice. Measured and calculated dose distributions must be compared in various irradiation conditions. This process needs a huge amount of time for both calculation and analysis. In this work, we evaluated the differences between 3DCRT calculated dose distributions in the migration between two TPSs produced by the same company.
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Material and Methods:
In our Hospital, the migration from Oncentra ver. 4.3 (Elekta, SWE) to Monaco ver. 5.0 (Elekta, SWE) was carried out. The 3DCRT dose calculation algorithm (CCC) is the same for the two systems. The kernels for 3 different photon energies produced by a Synergy (Elekta,UK) equipped with an 80 leaves MLC were processed and installed on the Monaco console by Elekta. Some parameters (beam source size and MLC interleaf leakage), were automatically created during the kernel generation. The same Oncentra parameters were previously optimized by the user during the commissioning. In this work, we verified whether significant differences exist in the implemented beam models in the two TPSs and in their use for dose calculations. The dose distributions calculated by the systems were analyzed in terms of depth doses, profiles at various depths and absolute dose. The results were compared to the corresponding measurements according to ESTRO booklet 7 criteria. For relative data, the reference analysis parameter was the gamma index confidence limit, that is the absolute value of gamma index average plus 1.5 times its standard deviation. The dose deviation and the distance to agreement values in global and local gamma index test were changed according to the irradiation geometry complexity (from 2%-2mm to 4%-3mm) and a maximum dose threshold of 7-10% was used. A specific analysis software provided by Elekta Support was used for the comparisons. For absolute doses, the reference analysis parameter was the percentage difference between measured and calculated values (acceptance criteria from 2% to 3% depending on complexity).
Results:
Because of the great amount of data, a concise picture of the results is not possible. However no significant differences between Oncentra and Monaco calculated doses were found, except for negligible variations in field shape (around 0.5 mm) probably due to a small difference in source size used in the two TPSs. Yet, new kernel processing was required in order to optimize Monaco behaviour in profile tails.
Conclusion:
The migration between the two systems did not show significant differences in 3DCRT calculated dose distributions. Then, if an Oncentra accurate commissioning is present, a reduced number of comparison tests, involving each implemented energy and radiation unit, could be used with Monaco. Our results refer to Oncentra ver. 4.3 and the present considerations should not be adopted for previous versions without any specific check. Purpose or Objective: The dosimetric leaf gap (DLG) is an important parameter defined in the Eclipse treatment planning system (TPS) to account for the partial transmission through rounded leaf ends of Varian multileaf collimators (MLC). The DLG is determined by comparing the agreement between calculated and measured dose distributions of Intensity-modulated radiotherapy (IMRT) plan. The IMRT plan dose distribution is typically measured using ionization chamber and radiographic film. Radiographic film dosimetry gives excellent spatial resolution and is widely used for dose distribution measurement; however, it shows energy dependence and limited dose range. Also, developing the film is time consuming. OCTAVIUS 4D system consists of a 2D ionization chamber array and its associated 4D phantom. The chamber array has uniform energy response and relatively wide dose range. Previous investigators have proved that the sampling frequency of this ionization chamber array is appropriate for IMRT dose distribution verification. The 3D dose distribution could be reconstructed immediately after measurement. In this study the feasibility of determining DLG using OCTAVIUS 4D system was investigated.
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Material and Methods:
A standard 9-fields head and neck IMRT plan was generated in Eclipse TPS using 6MV photon beam. The optimized photon fluence was converted into final dose distributions by applying different DLG values ranging from 1.8 to 2.2. Those IMRT plans were copied and applied to both OCTAVIUS 4D and a cylinder solid water phantom. The optimal DLG was determined independently using these two dosimety system by comparing the agreement between calculated and measured dose distributions. A point dose was measured using ionization chamber (A1SL, Standard imaging, USA) inserted into the solid water phantom and the 2D dose distribution was measured using radiographic film (EDR2, Kodak, USA) sandwiched in the phantom. The measured point doses were compared with the calculated ones and 2%/2mm criteria were selected for gamma analysis of film comparison. For OCTAVIUS 4D system, 3D dose distributions were measured and reconstructed using OCTAVIUS 4D system. The measured dose distributions were compared with calculated ones using 2%/2mm 3D gamma analysis criteria. The optimal DLG measured using OCTAVIUS 4D was compared with that determined using ionization chamber and film system.
Results:
The point dose measurement and the gamma analysis of both film and OCTAVIUS 4D systems were listed in Table 1 . The maximum gamma analysis passing rate in OCTAVIUS 4D measurement agreed with the results in EDR2 film analysis and both suggested that 2.0 is the optimal DLG value.
