The topic of interference cancellation in a coded Code Division Multiple Access (CDMA) system has been the focus of much recent research. Earlier works have studied methods for jointly decoding all the users resulting in most having an exponential complexity for the corresponding receiver. In this report, a number of di erent iterative decoding methods are proposed for the multi-user interference cancellation in a CDMA system where Turbo Codes are utilized for forward error correction. In the proposed decoding schemes, the individual users are decoded separately with the operation of iterative interference cancellation being mixed with the iterative decoding of Turbo Codes.
Introduction
The channel in a communication system is typically used by more than a single user. A simple multiple access communication system is illustrated in Figure 1 .1, where K independent users share the same additive noise channel. The receiver in this system can be a common receiver for the decoding of all users or several receivers for each of the K users. Multiple access communication systems can be of two types: multipoint-to-point (uplink) or point-to-multipoint (downlink). The mobile cellular communication system is an example of a multiple access communication system. There are various ways in which multiple users can access a shared channel to transmit information in an e cient and reliable manner. Code-Division Multiple Access (CDMA) 1 systems are one such technique that much recent research has focused on. It incorporates spread spectrum technology to allow each user access to the entire spectrum, making better use of the limited bandwidth and time resources available to the entire system. These systems have been found attractive because of the characteristics of potential capacity increases, universal frequency reuse, anti-multipath capabilities, soft capacity, and soft hando 15] . This is the multiple access technique used in the communication system of this report. In a CDMA system 2 , each user is assigned a unique noiselike spreading signal that is used to spread the user information sequence over the assigned frequency band, using more bandwidth than what is necessary to transmit the information. The spread information signal is then transmitted over the shared channel. In practice there will be bandwidth or complexity constraints as well as synchronization constraints among users that prevent the spreading signal set from being orthogonal. Thus, the spreading signals must be carefully selected so that their cross-correlations are fairly low as compared to the energy of the spreading signals, in order that the interference among users is small. The spread information signal looks like random interference to all the other users, which can be partially suppressed at the receiver while decoding each user signal. Because of this Multiple Access Interference (MAI), the performance of CDMA systems is mainly governed by the number of users in the system where increasing the number of users increases the amount of interference, resulting in a degraded system performance.
The received signal in a CDMA system is a superposition of the individual transmitted information signals. If orthogonal spreading signals are used, a bank of single-user detectors, consisting of a lter matched to the speci c spreading signals and a threshold detector 3 , would achieve optimum detection 5]. This is the simplest receiver for the CDMA system and can also be used when the spreading signals are not orthogonal. This receiver is typically referred to as the conventional CDMA receiver in the literature. It decodes each user separately and does not take into account the existence of MAI, treating the other users as additive interference or noise. The performance of the conventional receiver is reasonable for non-orthogonal code signals when the number of users is small but deteriorates rapidly as the number of users increases.
For non-orthogonal code signals, CDMA performance can be greatly enhanced by jointly decoding all the user signals instead of decoding them separately as done in the conventional detector. The task of these detectors, referred to as multi-user detectors, is to reliably decode the information signal for each user. Most multi-user detectors typically are used in conjunction with the conventional receiver.
Sergio Verd u rst introduced the optimal uncoded multi-user detector in his Ph.D thesis 8] and discussed it further in his subsequent papers 9, 10] . His derivation of the optimum multi-user detector was based on a maximum likelihood sequence detection formulation for asynchronous users transmitting over an additive white Gaussian noise (AWGN) channel. The complexity of the optimal multi-user detector increases exponentially with the number of users resulting in its not being feasible for implementation in a practical communication system.
Since the main drawback of the optimal multi-user detector is complexity, most of the recent research works have addressed the problem of simplifying multi-user detection for implementation in a practical communication system. There is a wide-range of possible performance versus complexity tradeo s possible for multi-user detection. Most of these sub-optimal multi-user receivers try to reduce or remove the e ect of the MAI on each user. Duel-Hallen et al. 15 ] and the references within provide a further description of most of these multi-user receivers.
Most of the proposed sub-optimal multi-user detectors in the literature are designed with no consideration to channel coding being present in the system. Only recently has there been a focus on developing multi-user detectors in combination with various channel coding methods. The multi-user decoders proposed in [12] [13] [14] 16, 17] incorporate an FEC code in the design of the decoders, resulting in improved BER performances at lower SNR values.
In 1993, Claude Berrou et al. 1] introduced a class of FEC parallel concatenated convolutional codes known as Turbo Codes that produce results close to the Shannon limit 4 . The Turbo Code technique combines the concepts of iterative decoding, soft-in/soft-out decoding, and non-uniform random interleaving. The corresponding decoding algorithm is a modi cation of the BCJR 2] algorithm applied to the decoding of Recursive Systematic Convolutional (RSC) codes. Berrou et al. reported a Bit Error Rate (BER) of 10 ?5 for a bit Signal to Noise Ratio (SNR) of 0.7 dB. This performance was a large improvement over other coding techniques at the time and has lead to much research in the area of Turbo Codes. Turbo Codes will be used as a means of FEC in this report since they perform much better than other channel coding techniques.
Gaillorenzi and Wilson 16] extended the optimal uncoded decoder of Verd u 8] to incorporate convolutional coding for FEC. They showed that this decoder could achieve single-user performance for reasonable cross-correlation values typical in CDMA systems. However, the complexity of this decoder made it unfeasible in a practical communication system as the complexity is exponentially dependent on the number of users and the number of states of each encoder.
Reed et al. 12, 13, 14] proposed a sub-optimal iterative multi-user decoder for synchronous CDMA systems. These decoders utilize both convolutional codes 12, 13] and Turbo Codes 14] for FEC. In both cases, near single-user performance was achieved. However, the complexity in both decoders is still exponential with respect to the number of users. This work is extended to the asynchronous CDMA system in 17].
This report proposes a number of di erent sub-optimal iterative multi-user decoders for CDMA, utilizing Turbo Codes for channel coding and decoding, over an AWGN channel. The iterative structure of these decoders is similar to the iterative structure utilized by Reed et al. 12, 13, 14] , where the joint detection is combined with channel decoding. The proposed decoders essentially use the individual Turbo Code decoders to perform the interference cancellation process while adding minimal complexity to the Turbo Codes. This is the main di erence between the proposed decoders and those of Reed et al. 12, 13, 14] . This di erence yields complexity that is polynomial in the number of users, K, for the proposed schemes as well as a comparable or better performance in cases of practical interest.
All of the proposed multi-user decoders in this report utilize the same iterative structure, incorporating the iterative, soft in/soft out structure of Turbo Codes. The proposed decoders di er from each other by a probability distribution metric that is generated for use in each individual Turbo decoder. The di erence between these decoders is a result of varying approximations for the probability distribution of the MAI and the method employed for updating the conditional probability distributions in the system.
The report is organized as follows: Chapter 2 examines the CDMA system model used in the development of the proposed iterative multi-user decoders and gives a brief description of Turbo Codes. Chapter 3 presents the derivation of the proposed iterative decoders. Chapter 4 describes the simulation setup and presents the BER performance and complexity results of the proposed schemes. Finally, Chapter 5 concludes with a summary of the results.
Direct-Sequence CDMA System Model
The system model used throughout this report is that of the uplink of a CDMA communication system. This model is based on the same assumptions as used by Reed et al. 12, 13, 14] and Verd u 11]. These assumptions include perfect power control, i.e., all user signals are received at the same power level, and that the channel is both chip and symbol synchronous 1 . This chapter examines how these assumptions a ect this model.
System Description
The basic continuous-time K user CDMA channel model used in this report consists of a sum of modulated synchronous signature waveforms transmitted over an additive white Gaussian noise (AWGN) channel, each user transmitting M source bits. The chip and symbol synchronous, 7 continuous-time CDMA signal for one source bit at the receiver is represented as 2 :
over the time interval t 2 0; T], where T is the inverse of the data rate utilized by each user. In (2.1), the term s k (t) represents the spreading signal utilized by user k normalized to unit energy, R T 0 s 2 k (t)dt = 1, and is assumed to be zero outside the interval 0; T] so there is no intersymbol interference. Other components of (2.1) include the k th user coded bit d k 2 f?1; +1g and the white Gaussian noise n(t) with unit power spectral density added to the received signal, where the one-sided spectral level is N 0 = 2 2 . The performance of various decoding schemes will depend not only on the signal to noise ratio, but also on the amount of correlation between the spreading signals of the K users. The cross-correlation of the spreading signals of user i and user j is de ned by the equation:
The cross-correlation values may be time-varying if random spreading signals are utilized. The cross-correlation values can be collected into a cross-correlation matrix H t = f (ij) t g, which has diagonal elements equal to 1 and is symmetric nonnegative de nite 3 . The front-end of the receiver for this report uses K coherently matched lters 4 , each matched to its corresponding user spreading signal s k (t), the output of which is sampled at rate T to convert the continuous-time signal r(t) into a discrete-time signal r t . No information relevant to the decoding of the received signal is lost by the conversion to discrete-time signals by the matched ltering process 11]. Thus, the sampled output of the matched lters represents su cient statistics for the decoding operation. The discrete-time CDMA system model will be used in this correlation matrix E n t n > t = H t 2 . The Efg operation represents the expectation operator for the remainder of this report.
Turbo Codes
Each user utilizes Turbo Codes for FEC channel coding in the iterative multi-user receiver. The iterative decoder utilizes the the individual Turbo Codes in combination with the iterative process to reduce the Bit Error Rate (BER) performance of each user. This section brie y introduces the Turbo Code encoder and decoder. Each coded symbol d (k) t is spread by the k th users spreading signal s (k) t and transmitted over the AWGN channel.
The received sequence of length L for user k can be expressed in terms of the systematic and parity bits as fr
2; )g, t 2 f1; : : :; Lg, r; 2 f1; : : :; Mg, where from (2.3):
r , and (k) r are the correlated noise terms and
1;r , and (ik) 2; are the correlation values corresponding to the systematic and parity bits. The received variables r (k) t are bit-wise independent of each other but are correlated to the other users respective systematic and parity bits as a result of matched ltering.
The Turbo Code decoder consists of two RSC decoders. These decoders are used iteratively to improve the Log-Likelihood Ratio (LLR) produced for each input bit. To calculate the LLR of each bit, the A Posteriori Probability (APP) of each encoded bit is needed. Berrou et al. 1] applied a variation of the BCJR algorithm for the decoding of RSC encoders. Robertson 3] and Jung 4] made further improvements to reduce the complexity and memory storage of the algorithm. A brief description of the modi ed BCJR algorithm and the modi cations proposed in 3] is presented in this report. A detailed version of the derivation of the BCJR algorithm can be found in 2] and will not be discussed here. For notational simplicity, the parameter indicating the user will be dropped throughout this decription as an identical algorithm will be used in the Turbo Code decoder of each user.
An RSC decoder operates on the received sequence block R M 1 = (R 1 ; : : :; R M ), where R r = (x r ; y r ). The RSC decoder uses R M 1 to calculate the LLR value for each bit. The LLR is given by the equation:
(b r ) = ln P r b r = 1jR , where R 2 = (x ; y 2; ). The second RSC decoder does not start decoding until the rst RSC decoder has completed its operations. The sequence fx g is the interleaved version of the received systematic information sequence fx r g. The variables x r , y 1;r , and y 2; were previously given in (2.6), (2.7), and (2.8) respectively for user k.
Both RSC decoders separately produce LLRs of the received source bits, with each decoder using information from the other decoder. For the g th decoding iteration, the LLR of the rst decoder can be factored as:
Only the extrinsic information L (b r ), which was originally generated by the second decoder, and the intrinsic 7 information I r do not need to be passed to the second decoder.
The second RSC decoder uses the received sequence R 2 and the extrinsic information L 
The extrinsic information L These initial values result from the initial and nal states being assumed to be zero.
Only after a set number of iterations have been completed are the LLR values In CDMA systems, the received signal, at the output of the matched lters, consists of the original signal, channel noise, and Multiple Access Interference (MAI), as shown in (2.3). MAI is the result of not using orthogonal spreading signals. This interference can have a tremendous e ect on the performance of the receiver when the number of users increases. Thus, the design of the CDMA decoder is very important for the overall performance of the system.
The proposed iterative multi-user CDMA decoder is illustrated in Figure 3 .1. The decoder is composed of a metric generator and K individual FEC decoders. The metric generator uses the outputs of the matched lters, r t = r (1) t ; : : :; r (K) t > , from the front end of the receiver to generate a metric suitable for use in the K individual Turbo Code decoders. Each Turbo Code decoder uses this metric to produce conditional probabilities, which will be subsequently used as the a-priori input to the metric generator for use in the next iteration. The iterative process continues in this manner until further iterations yield little or no signi cant improvement.
The main problem of implementing the iterative multi-user CDMA decoder is that of gener- The key point to the proposed iterative algorithm is to nd a proper method to update the corresponding marginal probability distribution, p r (k) t jd (k) t , from iteration to iteration. This report explores di erent methods to extract and update these marginal probabilities.
For the iterative multi-user CDMA receiver, each Turbo Code decoder is modi ed to produce both uncoded and coded bit probabilities by assigning the output of the Turbo Code decoders from iteration i as the a-priori input probability for the i + 1 iteration in order to form the proper probability distribution. For the initial iteration, the metric generator assumes equally likely bit probabilities P r To reduce the complexity of the derivations for the probability metric, the cross-correlation term (ij) t in (2.2) is assumed to be constant and equal for all i 6 = j; i; j 2 f1; : : :; Kg and time invariant for all t. As a result of this assumption, the discrete cross-correlation matrix H t becomes a time invariant matrix, represented as H, which has diagonals equal to one and the non-diagonal elements equal to .
Continuous Gaussian Approximation of MAI
From (2.3), the MAI term consists of K ? 1 discrete binary random variables. From the central limit theorem 1 , as the number of users K increases, the distribution of the MAI term approaches that of a Gaussian. In one class of algorithms proposed in this report, the MAI term is approximated by a Gaussian random variable.
Each individual user binary probability distribution consists of the probabilities P r In the derivation of this probability distribution, the correlation of the noise between all users at time t is disregarded to simplify the analysis. The correlation of the noise will be taken into account in the metrics described in following sections.
Discrete Analysis of MAI
The continuous Gaussian approximation of the MAI becomes accurate when the number of users becomes large. Thus, a di erent approach is needed to determine the probability distribution of the MAI when the number of users is small. The MAI term
t for user k is a discrete quantity that can only take on K di erent values since each coded bit d (i) t can only take on values f?1; 1g. As a result, the MAI term can be represented as a random variable with a binomial distribution. This probability distribution is obtained for user k by convolving 2 the other K ? 1 sets of coded bit probabilities to produce the length K discrete probability sequence: The probability distribution of the metric is determined by convolving the distributions of the MAI term and the Gaussian noise term of zero mean and variance 2 . The correlation of the noise is disregarded in the derivation of the metric's probability distribution. The convolution of the two distributions results in the probability distribution of the metric being a sum of Gaussian random variables expressed as: Since the coded bit probabilities are used directly in the generation of the noise distribution, reliable bit probabilities are needed before updating the noise distribution. Due to this reason, the distribution of the noise is updated after a few iterations of the multi-user decoder have been completed in which only the MAI distribution is updated. The probability distribution function of the noise is updated with the coded bit probabilities in two ways: (i) by making a hard decision on the coded bit probabilities, and (ii) by making a soft decision on the coded bit probabilities. These two methods will be further discussed in the following.
The probability distribution of the metric p r 
Extending The Correlated Gaussian Noise Model
The estimates of the noise derived in the previous section are not exact but are random variables. As such, the noise estimate n (k) t can be approximated by a Gaussian distribution:
where v distribution p n (k) t will also be Gaussian with mean and variance 3 :
Numerical Results
Simulation Setup
The bit error rate (BER) performance of the various iterative multi-user CDMA receivers derived in this report is presented in this chapter. The gures shown in this chapter are the average BER performance taken over all the users present in the system. The complexity of these various iterative receivers is also examined. The results presented in this chapter are obtained by simulating the communication system described in chapter 2 over an AWGN channel. Each point on the gures is obtained by transmitting a minimum of one million bits per user to obtain a minimum of 100 errors per user. The simulations are performed using the block sizes of M = 192 bits and M = 600 bits 1 . All of the simulations are run with K = 5 users.
The results for the decoder utilizing continuous approximation of the MAI is compared against the conventional decoder. Each user in the conventional decoder is decoded separately, performing Turbo decoding iterations only and treating the MAI as additional additive noise.
All of the iterative multi-user CDMA receivers described in the previous chapter are derived The gure shows that as the amount of correlation increases, the performance of the continuous Gaussian approximation decoder becomes worse. This is expected since there is more interference that needs to be removed as increases. Most of the simulations are performed using spreading signals of N = 7 chips for a cross-correlation value of = 1=7. The parameters of K = 5 users and chip length N = 7 represent a typical loaded CDMA system, as used in 13].
The BER performance results presented in this chapter, show that the MAI interference is essentially removed after 5 iterations which is a typical number of iterations for Turbo Codes. The continuous Gaussian approximation of the MAI decoder and discrete analysis decoder give similar results with the continuous Gaussian approximation decoder being less complex. The correlated Gaussian noise model decoders perform similarly to the continuous Gaussian approximation decoder while the extended correlated Gaussian noise model performs slightly better. However, the correlated and extended correlated Gaussian noise models are more complex than the continuous Gaussian approximation decoder. Both gures illustrate the performance of the iterative decoder at the 5 th and 10 th iteration of the multi-user decoder. Only one iteration of the Turbo Code decoder is performed for these simulations. The BER performance results are compared to the performance of the conventional decoder mentioned previously and the performance of the system when only a single-user is present in the system using Turbo Codes for FEC. The single-user case is equivalent to the spreading signals of all the users in the CDMA system being orthogonal, i.e., = 0.
Continuous Gaussian Approximation of MAI BER Performance
Figures 4.2 and 4.3 show that after the 10 th iteration of the iterative multi-user decoder using the continuous Gaussian approximation probability distribution near single-user performance is achieved at both block sizes. The gures also show that there is still considerable improvement by the iterative decoder from the 5 th to the 10 th iteration, about 0.15dB at a BER of 10 ?3 for both block sizes of M = 192 and M = 600 bits. However, there is little improvement at higher signalto-noise ratio (SNR) values for a block size of M = 600. There is also about 0.3dB improvement of the iterative multi-user decoder over the conventional decoder performing the same number of iterations. 
Discrete Analysis of MAI BER Performance
The average BER performance when the iterative multi-user decoder utilizes the discrete analysis of the MAI probability metric, as derived in section 3.1.2, is shown in Figures 4.4 and 4 .5 for block sizes of M = 192 and M = 600 bits, respectively. These gures are similar to the ones for the continuous Gaussian approximation decoder. Near single-user performance has been achieved by the 10 th iteration for both block sizes. At a BER of 10 ?3 , the 10 th iteration is about 0.15dB better than the 5 th iteration and about 0.3dB better than the conventional decoder with 10 Turbo Code iterations for both block sizes. However, there is little improvement from the 5 th to the 10 th iteration at larger SNR values for a block size of M = 600. 
Continuous Approximation Versus Discrete Analysis of MAI BER Performance

Correlated Gaussian Noise Model BER Performance
The correlated Gaussian noise model derived in section 3.1.3 described two ways of updating the probability distribution function of the correlated Gaussian noise. These ways are based on making a hard or soft decision on the coded bit probabilities determined from the previous iteration. Since the probability distribution function of the noise is based on the coded bit probabilities, a number of iterations are performed in which the probability distribution of the MAI is updated using the continuous Gaussian approximation. The probability distribution of the MAI was chosen as the continuous Gaussian approximation in order to keep the complexity low.
Figures 4.8 and 4.9 compare the average BER performance of the iterative decoder utilizing the continuous Gaussian approximation for the MAI and hard and soft decisions on the coded bit probabilities for the Gaussian noise for the block sizes of M = 192 and M = 600, respectively. The iterations of the decoder that include the updating of the probability distribution of the MAI only are referred to as \MAIit" in the gures while \MUit" refers to the iterations that also include the updating of the noise distribution. The gures also show the BER performance results for both the continuous Gaussian approximation decoder and the single-user system after the 6 th iteration.
The gures show that the updating of the noise probability distribution during the 6 th iteration performs similarly to the continuous Gaussian approximation decoder at both block sizes, with the soft decision decoder performing slightly better at higher SNR values. Near single-user performance is achieved at both block sizes with the decoders achieving a better performance at the block size of M = 600. The BER performance of the two decoders is almost identical for a block size of M = 600, as shown in Figure 4 .11, since single-user performance has been achieved at the 6 th iteration by both decoders. 
Complexity Analysis
The computational complexity of the various iterative multi-user CDMA decoders is examined in 18]. The result of this analysis is discussed in this section.
The computational complexity of the iterative decoders is linearly dependent on the number of iterations performed for the decoder. The di erent iterations are multi-user iterations, referred to as \MUit", Turbo Code decoder iterations, referred to as \TDit", and \MAIit" refers to the MAI iterations in the correlated Gaussian noise models. These di erent iterations are the same that are used previously in this chapter.
The computational complexity of the iterative decoders is also dependent on the number of users K in the sytem. The continuous Gaussian approximation of the MAI decoder has polynomial complexity proportional to K 2 per multi-user iteration. The complexity of the discrete analysis of the MAI decoder has polymonial complexity proportional to K 3 per multi-user iteration. The correlated Gaussian noise model decoder has polynomialcomplexity that is proportional to K 2 per multi-user and MAI iteration. The computational complexity of the extended correlated Gaussian noise model decoder has the same complexity as the continuous Gaussian approximation decoder for the MAI iterations and has polynomial complexity proportional to K 4 per multi-user iteration thereafter.
Figures 4.6 and 4.7 show the comparison between the continuous Gaussian approximation and the discrete analysis of the MAI decoder when K = 5 users are utilizing the system for block sizes of M = 192 and M = 600. These results are performed with only 1 Turbo Code decoder iteration and 5 multi-user decoder iterations. The block size does not a ect the relative computational complexity per input bit. The gures show that both decoders have a similar BER performance that is near to the single-user case. Table 4 .1 compares the computational complexity per user of these two decoders per input bit relative to the single-user Turbo Code system. The single-user system performed TDit = 5 Turbo decoding iterations. Table 4 .1 shows that the discrete analysis decoder is 30% more complex than the continuous Gaussian approximation decoder. This complexity di erence is expected since the discrete analysis decoder has to perform the computationally intensive convolution operation in order to compute t . Thus, the continuous Gaussian approximation decoder is the better decoder since it performs similarly to the discrete analysis decoder at a smaller computational complexity.
The complexity results also show that the continuous Gaussian approximation decoder requires about 50% more calculations than the single-user case. This is a minimal amount of extra computations for the CDMA multi-user iterative decoder over the single-user system as compared to the exponential complexity for the optimal coded multi-user decoder of Giallorenzi and Wilson 16] and the sub-optimal coded multi-user decoder of Reed et al. 13 ]. Table 4 .2 gives the relative computational complexity per user for K = 5 users of the continous Gaussian approximation of the MAI decoder along with the correlated and extended Gaussian noise models as compared to the single-user Turbo Code system. The decoding of the correlated and extended Gaussian noise models performed MAIit = 5, MUit = 1, and TDit = 1 iterations while the single-user performed TDit = 6 Turbo decoding iterations. The relative computational complexity per user of the continuous Gaussian approximation decoder is also given for MUit = 6 and TDit = 1. The performance results for these decoders with K = 5 users are shown in The computational complexity results in Table 4 .2 show that the continuous Gaussian approximation decoder and the correlated Gaussian noise model, for both hard and soft decisions, have similar complexity with K = 5 users while the soft decision correlated Gaussian noise model decoder performs slightly better, at a block size of M = 192, than the other decoders. The 
Conclusions
This report studies a number of di erent sub-optimal iterative multi-user receivers for CDMA, utilizing Turbo Codes for forward error correction purposes. The proposed decoders, di ering by the probability distribution generated for use in each individual Turbo decoder, are presented. The BER performance of these iterative decoders are simulated and shown. The computational complexity of the decoders is also analyzed. The continuous Gaussian approximationof the MAI decoder performed similarlyto the discrete analysis of the MAI decoder for di erent number of users and block size. However, the continuous Gaussian approximation decoder is less complex than the discrete analysis decoder, requiring fewer computations. Thus, the continuous Gaussian approximation decoder is better than the discrete analysis decoder, yielding similar performance at a lower complexity. The continuous Gaussian approximation of the MAI decoder also performs similarly and slightly better than the more complex iterative decoder presented by Reed et al. 13 ].
The correlated Gaussian noise model decoder for both soft and hard decisions on the coded bit probabilities perform similarly to the equivalent continuous Gaussian approximation decoder, achieving near single user BER performance. However, the results show that the added computational complexity of the correlated noise model decoder is not justi ed compared to the continuous Gaussian approximation decoder.
The extended correlated Gaussian noise model decoder performs better than the correlated Gaussian noise model decoder and the continuous Gaussian approximation of the MAI decoder for small block sizes and for systems not loaded too heavily. The computational complexity of the extended correlated Gaussian noise model decoder is greater than the complexity of the continuous Gaussian approximation decoder.
