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performance of predictive densities is evaluated by using the Kullback–Leibler divergence.
It is proved that a Bayesian predictive density based on a prior exactly dominates that
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density based on the prior is minimax and dominates that based on the right invariant
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1. Introduction
Suppose that we have an observation X from the 2× 2 Wishart distribution
p(X |Σ) |X |
−3/2
2
dX = 1
2piΓ (n−1)|Σ | n2
|X | n2 exp
(
− 12 trΣ−1X
)
|X |− 32
2 dX, (1)
denoted by W2(n,Σ), with n > 1 degrees of freedom. We consider probability densities with respect to the invariant
measure (1/2)|X |−3/2dX instead of the usual base measure dX . The coefficient 1/2 is just for convenience.
An unobserved variable Y distributed according to W2(m,Σ)(m > 1) independently of X is predicted by using a
predictive density pˆ(Y ; X). We adopt the Kullback–Leibler divergence
D{p(Y |Σ), pˆ(Y ; X)} :=
∫
p(Y |Σ) log p(Y |Σ)
pˆ(Y ; X)
|Y |− 32
2
dY ,
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which has a natural information theoretic meaning, as a loss function, and evaluate the performance of predictive densities
by the risk function
E[D(p, pˆ)|Σ] =
∫
p(X |Σ)
∫
p(Y |Σ) log p(Y |Σ)
pˆ(Y ; X)
|Y |− 32
2
dY
|X |− 32
2
dX .
A widely used method to construct a predictive density is to use a plug-in density obtained by replacing the unknown
parameter by an appropriate estimate. However, Bayesian predictive densities have better performance than plug-in
densities in many examples, and the choice of a prior density becomes an important problem.
The Jeffreys prior is awidely knownnon-informative or default prior. The Jeffreys prior density forW2(n,Σ)with respect
to the invariant measure (1/2)|Σ |−3/2dΣ is piJ(Σ) = 1. The posterior density based on the Jeffreys prior is
pJ(Σ |X) |Σ |
− 32
2
dΣ = 1
2piΓ (n− 1) |X |
n
2 |Σ−1| n2 exp
{
−tr
(
1
2
XΣ−1
)} |Σ |− 32
2
dΣ,
which is the inverted Wishart density W−12 (n, X). The Bayesian predictive density based on the Jeffreys prior is given by
pJ(Y |X) |Y |
− 32
2
dY = 2Γ (
n+m
2 )Γ (
n+m−1
2 )
pi
1
2Γ ( n2 )Γ (
n−1
2 )Γ (
m
2 )Γ (
m−1
2 )
|X | n2 |Y |m−32
|X + Y | n+m2
|Y |− 32
2
dY .
However, Bayesian methods based on the Jeffreys prior do not perform well especially in problems with multidimensional
parameters. Various kinds of vague priors other than the Jeffreys prior have been suggested.
Recently, several studies have shown that shrinkage priors are useful for prediction problems, see [1,2] for the normal
model and [3] for the Poisson model. In [4], asymptotic properties of shrinkage priors are investigated from the viewpoint
of information geometry. A parametric statistical model {p(x|θ)|θ ∈ Θ} is regarded as a manifold, and the relation between
differential geometric properties of the model manifold and the existence of shrinkage priors is studied. It is shown that
there exist predictive densities asymptotically dominating the Bayesian predictive density based on the Jeffreys prior if the
model manifold endowedwith the Fishermetric satisfies some differential geometric conditions. Themodel manifold of the
2-dimensional Wishart model satisfies these conditions.
In the present paper, we study exact finite-sample theory of Bayesian predictive densities for the 2-dimensional Wishart
model and investigate Bayesian predictive densities exactly dominating the Bayesian predictive density pJ(Y |X) based on
the Jeffreys prior. It is shown that a Bayesian predictive density exactly dominates pJ(Y |X) if the prior density satisfies
some geometric conditions. Furthermore, an orthogonally invariant prior density is introduced and it is proved that that the
Bayesian predictive density based on the introduced prior exactly dominates a minimax predictive density invariant with
respect to the triangular group.
Bayesian parameter estimation for the Wishart model have attracted attention, and Bayesian procedures demonstrate
superior performance in many studies [5–8]. However, in most such studies, risk properties of Bayesian procedures based
on orthogonally invariant priors are evaluated via simulation and analytical results are quite limited. In the present paper,
we introduce an analytical evaluation method for risk functions of Bayesian predictive densities. Our approach is based on
Laplacian on the model manifold endowed with the Fisher metric and could be useful for many models with a symmetrical
structure, although we discuss the 2-dimensional Wishart model in the present work.
In Section 2,we formulate the 2-dimensionalWishartmodel as a groupmodel and investigate the geometric properties to
be used in the following sections. In Section 3, we obtain a theorem that gives conditions under which a Bayesian predictive
density exactly dominates that based on the Jeffreys prior. We give two important examples satisfying the conditions. In
Section 4, we obtain a minimax predictive density that is the Bayesian predictive density based on the right invariant prior
with respect to the triangular group. In Section 5, we consider an orthogonally invariant prior density and show that the
Bayesian predictive density based on the prior exactly dominates the minimax predictive density invariant with respect to
the triangular group.
2. Geometry of the 2-dimensional Wishart model
We formulate the 2-dimensional Wishart model as a group model and investigate its geometric properties.
Let M be the space of all 2 × 2 positive definite symmetric matrices and Sλ be the space of all 2 × 2 positive definite
matrices with determinant λ > 0. Then, we haveM = ∪λ>0 Sλ. We identify the observation space, in which X takes a value,
with the parameter space, in whichΣ takes a value, and denote them byM .
A matrix X ∈ M can be represented in the form
X = eλx
cos θx2 − sin θx2
sin
θx
2
cos
θx
2
(eρx 00 e−ρx
) cos θx2 sin θx2
− sin θx
2
cos
θx
2

= eλx
(
cosh ρx + sinh ρx cos θx sinh ρx sin θx
sinh ρx sin θx cosh ρx − sinh ρx cos θx
)
, (2)
where λx ∈ R, ρx ∈ R, and θx ∈ R.
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Then,X is represented by x := (λx, ρx, θx). In the sameway,Σ is represented byσ := (λσ , ρσ , θσ ). The (local) coordinates
(λx, ρx, θx) on M is singular on the axis ρx = 0 because θx can be any value on the axis. This singularity does not matter in
the following discussions. In the same way, we use the (local) coordinates (ρx, θx) on Sλ.
We represent a function f : M → R as f (λx, ρx, θx). Note that if two different coordinates (λx, ρx, θx) and (λ˜x, ρ˜x, θ˜x)
correspond to the same point onM , then f (λx, ρx, θx) = f (λ˜x, ρ˜x, θ˜x).
We define transformationsmλ, hρ , and rθ (λ, ρ, θ ∈ R) of
Z =
(
z11 z12
z21 z22
)
∈ M
by
mλ(Z) = eλZ,
hρ(Z) =
exp ρ2 0
0 exp−ρ
2
(z11 z12
z21 z22
)exp ρ2 0
0 exp−ρ
2
 = (z11 exp ρ z12z21 z22 exp(−ρ)
)
,
and
rθ (Z) =
cos θ2 − sin θ2
sin
θ
2
cos
θ
2
(z11 z12z21 z22
) cos θ2 sin θ2
− sin θ
2
cos
θ
2

=
12 (z11 + z22)+ 12 (z11 − z22) cos θ 12 (z11 − z22) sin θ + z12 cos θ1
2
(z11 − z22) sin θ + z21 cos θ 12 (z11 + z22)+
1
2
(z11 − z22) cos θ
 .
Then, we have (hξ )−1 = h−ξ , (rθ )−1 = r−θ , and (mλ)−1 = m−λ.
Let G be a transformation group acting onM generated by {mλ : λ ∈ R}, {hρ : ρ ∈ R}, and {rθ : θ ∈ R}, and let G(H) be a
group generated by {hρ : ρ ∈ R} and {rθ : θ ∈ R}.
Then, a transformation a of M belongs to G if and only if a is represented by a(Z) = A>ZA, where A is a 2 × 2 matrix
with positive determinant. This is because an arbitrary 2 × 2 matrix A with positive determinant can be represented by
A = cPDQ , where c > 0, P and Q are orthogonal matrices with determinant 1, and D is a diagonal matrix with positive
diagonal elements and determinant 1. Thus, the group G acts transitively onM , and the group G(H) acts transitively on Sλ for
every λ > 0. Wewrite the coordinates of the matrix a(Z), where a ∈ G, as a(λz, ρz, θz), where (λz, ρz, θz) is the coordinates
corresponding to Z ∈ M . In the same way, when Z ∈ Sλ and (ρz, θz) is the coordinates of Z , we write the coordinates
corresponding to a(Z), where a ∈ G(S), as a(ρz, θz).
It is widely known that the measure
1
2
|X |−3/2dX = sinh ρxdλxdρxdθx (3)
on M is invariant with respect to G. This can be proved directly by verifying that (3) is invariant with respect to every mλ,
hρ , and rθ . In the same way, we can show that the measure
sinh ρxdρxdθx (4)
on Sλ is invariant with respect to G(H).
The lemma below gives the probability density of (λx, ρx, θx)with respect to the invariant measure (3) and the marginal
density of (ρx, θx)with respect to the measure (4). The proofs of lemmas are given in the Appendix.
Lemma 1. (i) Suppose that X is distributed according to W2(n,Σ) (n > 1). The probability density of (λx, ρx, θx)with respect
to the base measure sinh ρxdλxdρxdθx is given by
p(λx, ρx, θx|λσ , ρσ , θσ ) = 12piΓ (n− 1)
(
eλx
eλσ
)n
exp
[
− e
λx
eλσ
{
cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )
}]
.
(5)
(ii) The marginal density of (ρx, θx) with respect to the base measure sinh ρxdρxdθx is given by
p(n)(ρx, θx|λσ , ρσ , θσ ) = n− 1
2pi
{
cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )
}n . 
Wewrite p(n)(ρx, θx|λσ , ρσ , θσ ) as p(n)(ρx, θx|ρσ , θσ ), since p(n)(ρx, θx|λσ , ρσ , θσ ) does not depend on λσ . We also write
p(n)(ρx, θx|λσ , ρσ = 0, θσ ) as p(n)(ρx, θx|ρσ = 0, θσ = 0) or p(n)(ρx, θx|ρσ = 0), since p(n)(ρx, θx|λσ , ρσ = 0, θσ ) does not
depend on λσ or θσ .
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We have
p(n)(λx, ρx, θx|λσ , ρσ , θσ ) = p(n)(a(λx, ρx, θx)|a(λσ , ρσ , θσ )) (6)
for every a ∈ G, because p(n)(λx, ρx, θx|λσ , ρσ , θσ ) = p(n)(mλ¯(λx, ρx, θx)|mλ¯(λσ , ρσ , θσ )) = p(n)(hρ¯(λx, ρx, θx)|hρ¯(λσ , ρσ ,
θσ )) = p(n)(rθ¯ (λx, ρx, θx)|rθ¯ (λσ , ρσ , θσ )) for every λ¯, ρ¯, and θ¯ . Therefore, the 2-dimensionalWishartmodel is a groupmodel
with G acting onM .
In a similar manner, we can show that
p(n)(a(ρx, θx)|a(ρσ , θσ )) = p(n)(ρx, θx|ρσ , θσ ) (7)
for every a ∈ G(H). We have
p(n)(hρ¯(ρx, θx)|λσ , hρ¯(ρσ , θσ )) = p(n)(hρ¯(ρx, θx)|hρ¯(ρσ , θσ )) = p(n)(ρx, θx|ρσ , θσ ),
because p(n)(hρ¯(λx, ρx, θx)|hρ¯(λσ , ρσ , θσ )) = p(n)(λx, hρ¯(ρx, θx)|λσ , hρ¯(ρσ , θσ )). In the sameway,we have p(n)(rθ¯ (ρx, θx)|rθ¯
(ρσ , θσ )) = p(n)(ρx, θx|ρσ , θσ ). Thus, the marginal model p(n)(ρx, θx|ρσ , θσ ) is also a group model with G(H) acting on Sλ.
We prepare several differential geometric properties of the 2-dimensional Wishart model to be used in the following
sections.
The inner product of tangent vectors A and B based on the Fisher metric of W2(n,Σ) at a point Σ ∈ M is given by
(n/2)tr(Σ−1AΣ−1B). We use the inner product
1
2
tr(Σ−1AΣ−1B), (8)
where we set n = 1 for simplicity.
Let (M, g) be a Riemannian manifold composed of 2 × 2 positive definite matrices endowed with the metric (8). Then,
the components of the metric (8) are given by
gij(σ ) =

1, (i = j = 1)
1, (i = j = 2)
(sinh ρσ )2, (i = j = 3)
0, (i 6= j),
(9)
where σ = (σ 1, σ 2, σ 3) = (λσ , ρσ , θσ ).
Because (5) is a group model, each element of G is an isometry acting on (M, g). That is to say, if a ∈ G,
gi˜˜j(σ˜ ) = gij(σ )
∂σ i
∂σ˜ i˜
∂σ j
∂σ˜ j˜
,
where σ˜ = (σ˜ 1, σ˜ 2, σ˜ 3) = (λ˜σ , ρ˜σ , θ˜σ ) = a(λσ , ρσ , θσ ), andweused Einstein’s summation convention: if an index appears
twice in any one term, once as an upper and once as a lower index, summation over the index is implied.
The Jeffreys prior
|Σ |−3/2
2
dΣ = |Σ |
−3/2
2
∣∣∣∣ ∂Σ∂(ρσ , θσ , λσ )
∣∣∣∣ dλσdρσdθσ = sinh ρσ dλσdρσdθσ , (10)
which is the invariant measure on (M, g), is the volume element of the model manifold corresponding to the metric (9).
The components of the induced metric on the submanifold Sλ are given by
g(H)ab (s) =
1, (a = b = 1)(sinh ρσ )2, (a = b = 2)0, (a 6= b), (11)
where s = (s1, s2) = (ρ, θ).
Thus, for every λ > 0, the Riemannian submanifold (Sλ, g(H)) of themodelmanifold (M, g) is isometric to the Hyperbolic
plane H2(−1) with constant curvature −1. Geometric properties of the Hyperbolic plane H2(−1) are widely known, see
e.g. [9]. The set of submanifolds {Sλ|λ ∈ R} forms a foliation of the model manifold (M, g). The coordinates (ρσ , θσ ) on
H2(−1) are widely used and are called geodesic polar coordinates.
Each element G(H) is an isometry of Sλ (λ ∈ R). That is to say, if a ∈ G(H),
g(H)
a˜b˜
(s˜) = g(H)ab (s)
∂sa
∂ s˜a˜
∂sb
∂ s˜b˜
,
where s˜ = (s˜1, s˜2) = (ρ˜, θ˜ ).
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The Riemannian distance with the metric (11) between the two points (0, 0) and (ρσ , θσ ) on S1 identified with H2(−1)
is ρσ . Because the matrix corresponding to (ρ, θ) is
Σ =
cos θσ2 − sin θσ2
sin
θσ
2
cos
θσ
2
(eρσ 00 e−ρσ
) cos θσ2 sin θσ2
− sin θσ
2
cos
θσ
2
 ,
the Riemannian distance between two matrices I andΣ with det(Σ) = 1 regarded as points on H2(−1) is given by
dis(I,Σ) = ρσ = cosh−1
(
1
2
trΣ
)
. (12)
Lemma 2. (i) The posterior density of (λσ , ρσ , θσ ) based on the Jeffreys prior with respect to the invariant measure
sinh ρσdλσdρσdθσ is given by
p(n)J (λσ , ρσ , θσ |λx, ρx, θx) = p(n)(λx, ρx, θx|λσ , ρσ , θσ ).
(ii) The marginal posterior density of (ρσ , θσ ) based on the Jeffreys prior with respect to the measure sinh ρσdρσdθσ is given by
p(n)J (ρσ , θσ |λx, ρx, θx) = p(n)(ρx, θx|ρσ , θσ ). 
We write p(n)J (ρσ , θσ |λx, ρx, θx) as p(n)J (ρσ , θσ |ρx, θx), since p(n)J (ρσ , θσ |λx, ρx, θx) does not depend on λx, and write
p(n)J (ρσ , θσ |λx, ρx = 0, θx) as p(n)J (ρσ , θσ |ρx = 0, θx = 0) or p(n)J (ρσ , θσ |ρx = 0), since it does not depend on λx or θx.
From (6), we have p(n)J (a(λσ , ρσ , θσ )|a(λx, ρx, θx)) = p(n)J (λσ , ρσ , θσ |λx, ρx, θx) for every a ∈ G. From (7), we have
p(n)J (a(ρσ , θσ )|a(ρx, θx)) = p(n)J (ρσ , θσ |ρx, θx) for every a ∈ G(H).
3. Priors based on positive superharmonic functions on H2(−1)
The Laplacian∆ on a Riemannian manifold plays an essential role in the present paper. The Laplacian∆ is defined by
∆pi(σ) = 1|gkl(σ )|1/2 ∂i(g
ij|gkl(σ )|1/2∂jf (σ )),
where gij is the (i, j) element of the matrix (gij), g ij is the (i, j) element of the inverse matrix, and pi is a C2 function. A C2
function pi(σ) on a Riemannian manifold is said to be superharmonic if ∆pi ≤ 0, and harmonic if ∆pi = 0 for every point
on the manifold.
The Laplacian on (Sλ, g(H)), which is isometric to H2(−1), is given by
∆(H) = ∂
2
∂ρσ 2
+ cosh ρσ
sinh ρσ
∂
∂ρσ
+ 1
(sinh ρσ )2
∂2
∂θσ
2 ,
see e.g. [10] p. 158, and [9] p. 176.
The Laplacian on (M, g) is given by
∆(M) = ∂
2
∂λσ
2 +
∂2
∂ρσ 2
+ cosh ρσ
sinh ρσ
∂
∂ρσ
+ 1
(sinh ρσ )2
∂2
∂θσ
2 .
We consider C2 prior density functions with respect to the invariant measure (10). When a function pi(λσ , ρσ , θσ ) depend
on σ = (λσ , ρσ , θσ ) only through ρσ and θσ , we write it as pi(ρσ , θσ ) and regard it as a function on H2(−1).
Theorem 1. Suppose that we have an observation X distributed according to W2(n,Σ) (n > 1) and predict Y distributed
according to W2(m,Σ) (m > 1) independently of X. If a (generalized) prior density pi(ρσ , θσ ) with respect to the Jeffreys
measure on M is a nonconstant positive superharmonic function on H2(−1), then the posterior density exists for every observed
value X and the Bayesian predictive density ppi (Y |X) based on pi(ρσ , θσ ) dominates pJ(Y |X) based on the Jeffreys prior. 
Example. (1) The prior density
piR(λσ , ρσ ) = 1cosh ρσ + sinh ρσ cos θσ ,
to be discussed in Section 4, is a nonconstant positive harmonic function on H2(−1) because∆(H)piR(ρσ , θσ ) = 0.
(2) We introduce a prior density defined by
piS(ρσ , θσ ) = 1cosh ρσ = 2
|Σ |1/2
trΣ
. (13)
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This prior density, to be discussed in Section 5, is a nonconstant positive superharmonic function on H2(−1) because
∆(H)piS(ρσ , θσ ) = − 2
(cosh ρσ )3
< 0.  (14)
Before proving Theorem 1, we give preliminary lemmas.
Lemma 3. Let f (ρ, θ) be a real valued C2 function on H2(−1). Then,
1
2pi
∫ 2pi
0
f (R, θ) dθ = f (0, 0)+
∫ R
0
∫ 2pi
0
∆(H)f (ρ, θ)
1
2pi
log
tanh R2
tanh ρ2
sinh ρ dρdθ (15)
for every R > 0. 
Remark. Lemma 3 plays an essential role in the proofs of main results in the present paper. Although the author has not
found the lemma above in the literature, the formula (15) for H2(−1) naturally corresponds to the widely known theorem
1
2pi
∫ 2pi
0
f (R, θ) dθ = f (0, 0)+
∫ R
0
∫ 2pi
0
∆f (r, θ)
1
2pi
log
R
r
rdrdθ (16)
for the Euclidean planeR2 with the polar coordinates, where f is a real valued C2 function onR2 and∆ is the usual Laplacian.
We can prove several results for the multivariate Normal model Nd(µ, I) (d ≥ 3) discussed in [1] and [2] by using the high-
dimensional version of (16) in the same way as the proofs in the present paper. This suggests that our approach could be
useful for various models with a symmetrical structure. 
Lemma 4. Let f (ρ, θ) be a real valued C2 function on H2(−1). If a ∈ G(H), then
∆(H)(f ◦ a) = (∆(H)f ) ◦ a.  (17)
The symbol ‘◦’ denotes the composition of functions. The formula (17) for Laplacian on a general Riemannian manifold
holds when a is an isometry and is widely known (see e.g. [10], p. 31).
Lemma 5. (i) A C2 function f (ρ, θ) on H2(−1) is superharmonic if and only if the inequality
f (ρ, θ) ≥ 1
2pi
∫ 2pi
0
f ((rθ ◦ hρ)(ρ˜, θ˜ ))dθ˜
holds for every (ρ, θ) ∈ H2(−1) and every ρ˜ > 0.
(ii) A C2 function f (ρ, θ) on H2(−1) is harmonic if and only if the equality
f (ρ, θ) = 1
2pi
∫ 2pi
0
f ((rθ ◦ hρ)(ρ˜, θ˜ ))dθ˜
holds for every (ρ, θ) ∈ H2(−1) and every ρ˜ > 0. 
Lemma 6. If pi(ρ, σ ) is a nonconstant and superharmonic function on H2(−1), then∫
pi(ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσ dρσdθσ ,
with fixed n > 1, is a nonconstant superharmonic function of (ρx, θx). 
Lemma 7. If pi(ρ, θ) is a nonconstant positive superharmonic function on H2(−1), then the function on H2(−1) defined by
f (n)(ρx, θx) := log
∫
pi(ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσ dρσdθσ ,
with fixed n > 1, is superharmonic and the strict inequality ∆(H)f (n)(ρx, θx) < 0 holds for at least one point (ρx, θx) on
H2(−1). 
Lemma 8. Let p(n)J (ρσ , θσ |ρx, θx) be the marginal posterior density based on the Jeffreys prior. If a function f (ρσ , θσ ) on H2(−1)
is superharmonic, then∫
f (ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσ dρσdθσ (18)
is nondecreasing with respect to n > 1.
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If the strict inequality∆(H)f (ρσ , θσ ) < 0 holds for at least one point (ρσ , θσ ) on H2(−1), then (18) is increasing with respect
to n > 1.
If f (ρσ , θσ ) is harmonic, then (18) is equal to f (ρx, θx) and does not depend on n. 
Now we prove Theorem 1.
Proof of Theorem 1. First, we show that the posterior density exists. The inequality∫
p(n)(λx, ρx, θx|λσ , ρσ , θσ )pi(ρσ , θσ ) sinh ρσdλσdρσdθσ
=
∫
p(n)J (λσ , ρσ , θσ |λx, ρx, θx)pi(ρσ , θσ ) sinh ρσdλσdρσdθσ
=
∫
p(n)J (ρσ , θσ |ρx, θx)pi(ρσ , θσ ) sinh ρσdρσdθσ ≤ pi(ρx, θx) <∞ (19)
follows from Lemmas 2 and 8, and the fact that the left-hand side of inequality (19) converges to pi(ρx, θx) as n goes to
infinity. The existence of the posterior density based on a superharmonic prior pi(ρσ , θσ ) is an immediate consequence of
inequality (19).
Next, we show that ppi (y|x) dominates pJ(y|x). The risk difference between pJ(y|x) and ppi (y|x) is given by∫ [
D{p(y|σ), pJ(y|x)} − D{p(y|σ), ppi (y|x)}
]
p(x|σ)dµ(x)
=
∫∫
p(y|σ) log ppi (y|x)
pJ(y|x) dµ(y)p(x|σ)dµ(x) = E
[
log
{
ppi (y|x)
pJ(y|x)
}∣∣∣∣ σ] ,
where dµ(x) := sinh ρxdλxdρxdθx and the expectation is taken over the random variables x and y. Since the Jeffreys prior
density with respect to the invariant measure is piJ(σ ) = piJ(λσ , ρσ , θσ ) = 1, we have
log
{
ppi (y|x)
pJ(y|x)
}
= log
{
ppi (x, y)
pJ(x, y)
pJ(x)
ppi (x)
}
= log
{∫
p(x, y|σ)pi(σ )piJ(σ )dµ(σ)
pJ(x, y)
pJ(x)∫
p(x|σ)pi(σ )piJ(σ )dµ(σ)
}
= log
{∫
pi(σ)pJ(σ |x, y)dµ(σ)
}
− log
{∫
pi(σ)pJ(σ |x)dµ(σ)
}
,
where ppi (x) =
∫
p(x|σ)pi(σ )dµ(σ), ppi (x, y) =
∫
p(x|σ)p(y|σ)pi(σ )dµ(σ), pJ(x) =
∫
p(x|σ)dµ(σ), and pJ(x, y) =∫
p(x|σ)p(y|σ)dµ(σ).
Thus, ppi (y|x) dominates pJ(y|x) if the inequality
E
[
log
{∫
pi(σ˜ )pJ(σ˜ |x, y)dµ(σ˜ )
}∣∣∣∣ σ]− E [log {∫ pi(σ˜ )pJ(σ˜ |x)dµ(σ˜ )}∣∣∣∣ σ] > 0 (20)
holds for every σ .
The randommatrix defined by Z = X+Y is distributed according toW2(n+m,Σ). Let z = (λz, ρz, θz) be the coordinates
of Z defined by (2). Because of the sufficiency reduction, we have p(x|σ)p(y|σ) ∝ p(z|σ) for every fixed x and y, Thus, by
Lemma 2, (20) is equivalent to
E
[
log
∫
pi(ρσ , θσ )p
(n+m)
J (λσ , ρσ , θσ |λz, ρz, θz) sinh ρσdλσdρσdθσ
]
− E
[
log
∫
pi(ρσ , θσ )p
(n)
J (λσ , ρσ , θσ |λz, ρz, θz) sinh ρσdλσdρσdθσ
]
= E
[
log
∫
pi(ρσ , θσ )p
(n+m)
J (ρσ , θσ |ρz, θz) sinh ρσdρσdθσ
]
− E
[
log
∫
pi(ρσ , θσ )p
(n)
J (ρσ , θσ |ρz, θz) sinh ρσdρσdθσ
]
> 0.
Thus, it is enough to show that∫
p(n)(ρx, θx|ρσ , θσ )
{
log
∫
pi(ρ¯σ , σ¯σ )p
(n)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σdθ¯σ
}
sinh ρxdρxdθx (21)
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is increasing with respect to n. The integral
∫
pi(ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσdρσdθσ in the braces is nondecreasing
with respect to n by Lemma 8 because pi(ρσ , θσ ) is superharmonic on H2(−1). The integral∫
p(n)(ρx, θx|ρσ , θσ )
{
log
∫
pi(ρ¯σ , θ¯σ )p
(n′)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σdθ¯σ
}
sinh ρxdρxdθx
is strictly increasing with respect to n for fixed n′ by Lemma 8 because the function
f (n)(ρx, θx) := log
∫
pi(ρ¯σ , θ¯σ )p
(n′)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σdθ¯σ
is superharmonic on H2(−1) and the inequality∆(H)f (n)(ρx, θx) < 0 holds for at least one point by Lemma 7.
Therefore, (21) is increasing with respect to n. This completes the proof of Theorem 1. 
4. The right invariant prior based on the triangular group
In this section, we obtain a minimax predictive density for the 2-dimensional model by considering the best invariant
predictive density with respect to a group
G(T ) :=
{(
a 0
c b
)∣∣∣∣ a > 0, b > 0, c ∈ R} ,
which is a subgroup of G, composed of lower triangular matrices with positive diagonal elements with the usual matrix
multiplication. A map ψ : A ∈ G(T ) 7→ AA> ∈ M is a bijection from G(T ) to M . We can identify the group G(T ) and
the parameter space M by this correspondence. The 2-dimensional Wishart model can be formulated as a group model
with G(T ).
There aremany studies that recommend the right invariant prior rather than the left invariant prior for groupmodels [11].
Bayesian predictive densities for group models based on the right invariant prior are the best invariant predictive densities
(see e.g. [12]). Since the Jeffreys prior for a group model corresponds to the left invariant measure, the Jeffreys prior is not
the best choice for constructing predictive densities for group models when the left and right invariant priors are different.
By the Hunt–Stein theorem, the best invariant procedure with respect to a group, which is the (generalized) Bayes
procedure based on the right invariant prior, becomes minimax if the group is amenable and several regularity conditions
are satisfied (see e.g. [13]). In estimation context, James [14] obtained a minimax estimator under a loss function for the
n-dimensional Wishart model by considering the best invariant estimator with respect to the triangular group. The best
invariant estimator becomes minimax because the n-dimensional triangular group is amenable. In prediction theory, Liang
and Barron [15] investigated the multivariate location-scale model and showed that the best invariant predictive density
with respect to the multivariate location-scale group is minimax under the Kullback–Leibler loss by using the fact that the
multivariate location-scale group is amenable. In a similar manner, we can show that the Bayesian predictive density for
the Wishart model based on the right invariant prior with respect to G(T ) is minimax.
We obtain the right invariant prior density with respect to the base measure sinh ρσdλσdρσdθσ . From the relation(
a+ da 0
c + dc b+ db
)(
α 0
γ β
)
=
(
αa+ αda 0
αc + αdc + γ b+ γ db βb+ βdb
)
=
(
a′ + da′ 0
c ′ + dc ′ b′ + db′
)
,
where we put a′ = αa, b′ = βb, and c ′ = αc + γ b, we have
1
a′2b′
da′db′dc ′ = 1
a2b
dadbdc.
Therefore, the right invariant measure on G(T ) is given by
1
a2b
dadbdc ∝ 1
s11(s11s22 − s212)
ds11ds22ds12 = |Σ |
1/2
s11
|Σ |−3/2dΣ = |Σ |
1/2
s11
sinh ρσdλσdρσdθσ ,
where
Σ :=
(
s11 s12
s21 s12
)
=
(
a 0
c b
)(
a c
0 b
)
=
(
a2 ac
ac b2 + c2
)
.
From (2), we have |Σ |1/2 = eλσ and s11 = eλσ (cosh ρσ + sinh ρσ cos θσ ).
Thus, the right invariant prior density is given by
piR(λσ , ρσ , θσ ) = |Σ |
1/2
s11
= 1
cosh ρσ + sinh ρσ cos θσ .
We write piR(λσ , ρσ , θσ ) as piR(ρσ , θσ ), since piR(λσ , ρσ , θσ ) does not depend on λσ .
Theorem 2. Suppose that we have an observation X distributed according to W2(n,Σ) (n > 1) and predict Y distributed
according to W2(m,Σ) (m > 1) independently of X. The Bayesian predictive density based on the right invariant prior with
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respect to the triangular group G(T ) is given by
pR(Y |X) |Y |
−3/2
2
dY = Γ (n+m−1)2piΓ (m−1)Γ (n−1) |X |
n−1
2 |Y |m2
|X+Y | n+m−12
x11
x11+y11
|Y |−3/2
2 dY .
where x11 and y11 are the (1, 1) components of the matrices X and Y , respectively. 
The proof is given in the Appendix.
The following theorem gives an asymptotic evaluation of the risk difference between the predictive density pR(Y |X)
based on the right invariant prior and pJ(Y |X) based on the Jeffreys prior.
Theorem 3. Suppose that we have an observation X distributed according to W2(n,Σ) (n > 1) and predict Y distributed
according to W2(m,Σ) (m > 1) independently of X. Then, the risk difference is expanded as
D(p(Y |Σ)|pJ(Y |X))− D(p(Y |Σ)|pR(Y |X)) = m2n2 + o(n−2) (22)
when n goes to infinity with m fixed. 
Proof. From (4) in [4], we have
D(p(Y |Σ)|pJ(Y |X))− D(p(Y |Σ)|pR(Y |X))
=
(m
n
)2 1
m
(
1
2
g ij∂i logpiR(σ )∂j logpiR(σ )− 1
piR(σ )
∆(M)piR(σ )
)
+ o(n−2)
= m
2n2
g ij∂i logpiR(σ )∂j logpiR(σ )+ o(n−2)
= m
2n2(sinh ρ)2
(
∂θ log
1
cosh ρ + sinh ρ cos θ
)2
+ m
2n2
(
∂ρ log
1
cosh ρ + sinh ρ cos θ
)2
+ o(n−2)
= m
2n2
+ o(n−2). 
The Bayesian predictive density pR(Y |X) based on the right invariant prior is not orthogonally invariant, although
orthogonal invariance is natural in many applications.
We can construct an orthogonally invariant predictive density by using pR(Y |X). Because G(T ) acts transitively onM and
pR(Y |X) is an invariant predictive density, the risk function of pR(Y |X) is a constant, say C . We consider groups defined by
G(T )θ :=

cos θ2 − sin θ2
sin
θ
2
cos
θ
2
(a 0c b
)  cos θ2 sin θ2
− sin θ
2
cos
θ
2

∣∣∣∣∣∣∣ a > 0, b > 0, c ∈ R

with a parameter θ ∈ [0, 2pi). The risk of the Bayesian predictive density pθ (y|x) based on the right invariant prior with
respect to G(T )θ is equal to C for every θ . Because the risk is a convex function of a predictive density, the predictive density
(1/2pi)
∫ 2pi
0 pθ (y|x)dθ dominates pR(y|x). This discussion parallels to that in [16] on parameter estimation under Stein’s loss.
However, the constructionmethod here for an orthogonally invariant predictive density is not a fully Bayesian procedure.
In the next section, we obtain a minimax Bayesian predictive density based on an orthogonally invariant prior.
5. An orthogonally invariant prior
In this section, we consider the orthogonally invariant prior density piS(ρσ , θσ ) = 1/ cosh ρσ introduced in Section 3 and
prove that the Bayesian predictive density pS(y|x) based onpiS(ρσ , θσ ) isminimax by showing that pS(y|x) exactly dominates
pR(Y |X) based on the right invariant prior. The use of several orthogonally invariant priors for theWishart model have been
investigated [5–8]. However, the performance of Bayesian procedures based on orthogonally invariant priors are evaluated
via simulation in many studies, and analytical results comparing orthogonally invariant priors and the right invariant prior
have been quite limited even for the 2-dimensional Wishart model.
Theorem 4. Suppose that we have an observation X distributed according to W2(n,Σ) (n ≥ 2) and predict Y distributed
according to W2(m,Σ) (m > 1) independently of X. The Bayesian predictive density pS(Y |X) based on the prior density
piS(λσ , ρσ , θσ ) = piS(ρσ , θσ ) = 1cosh ρσ = 2
|Σ |1/2
trΣ
dominates pR(Y |X) based on the right invariant prior. 
Because of Theorem 4, the Bayesian predictive density based on piS(ρσ , θσ ) is minimax under the Kullback–Leibler loss.
Note that the condition n ≥ 2 is satisfied in most applications of the 2-dimensional Wishart model.
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Before proving the theorem, we prepare several lemmas.
Lemma 9. Define
ψρ(n, α) =
∫ ∞
1
u−n{u2 + (sinh ρ)2}−α/2du (n+ α > 1).
Then, we have
ψρ(2, 1) = 11+ cosh ρ , (23)
αψρ(n− 2, α + 2) = 1
(cosh ρ)α
− (n− 1)ψρ(n, α), (24)
α(sinh ρ)2ψρ(n, α + 2) = − 1
(cosh ρ)α
+ (n+ α − 1)ψρ(n, α), (25)
and
(n+ 1)(sinh ρ)2ψρ(n+ 2, α) = 1
(cosh ρ)α−2
− (n+ α − 1)ψρ(n, α).  (26)
Lemma 10. Define
fρ(n) = 1
ψρ(n, α)
= 1∫∞
1 u
−n{u2 + (sinh ρ)2}−α/2du (n > 1− α),
where α is arbitrarily fixed. Then, fρ(n) is linear in n if ρ = 0 and is strictly convex in n if ρ > 0. 
Now we give the proof of Theorem 4.
Proof of Theorem 4. To prove that pS(y|x) dominates pR(y|x), it is enough to show that∫
p(n)(ρx, θx|ρσ , θσ ) log
{∫
piS(ρ¯σ , θ¯σ )p
(n)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σ θ¯σ
}
sinh ρxdρxdθx
−
∫
p(n)(ρx, θx|ρσ , θσ ) log
{∫
piR(ρ¯σ , θ¯σ )p
(n)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σ θ¯σ
}
sinh ρxdρxdθx (27)
is increasing with respect to n ≥ 2 in the same way as (21) in the proof of Theorem 1.
By Lemma 8,
log
{∫
piS(ρ¯σ , θ¯σ )p
(n)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σ θ¯σ
}
is increasing with respect to n because∆(H)piS(ρσ , θσ ) < 0 for every (ρσ , θσ ). By Lemma 8,
log
{∫
piR(ρ¯σ , θ¯σ )p
(n)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σ θ¯σ
}
= logpiR(ρx, θx),
does not depend on n because ∆(H)piR(ρσ , θσ ) = 0 for every (ρσ , θσ ). Therefore, we can prove that (27) is increasing with
respect to n by showing that∫
p(n)(ρx, θx|ρσ , θσ )
[
log
∫
piS(ρ¯σ , θ¯σ )p
(n′)
J (ρ¯σ , θ¯σ |ρx, θx) sinh ρ¯σdρ¯σ θ¯σ
]
sinh ρxdρxdθx
−
∫
p(n)(ρx, θx|ρσ , θσ ) logpiR(ρx, θx) sinh ρxdρxdθx (28)
is nondecreasing with respect to n ≥ 2 with fixed n′.
By Lemma 8, if
log
∫
pi(ρσ , θσ )p
(n′)
J (ρσ , θσ |ρx, θx) sinh ρσdρσdθσ − logpiR(ρx, θx) (29)
is a superharmonic function of (ρx, θx), then (28) is nondecreasingwith respect to n. Sincewehave∆(H) logpiR(ρσ , θσ ) = −1
by direct calculation, (29) is superharmonic if and only if
∆(H)
{
log
∫
pi(ρσ , θσ )p
(n′)
J (ρσ , θσ |ρx, θx) sinh ρσdρσdθσ
}
≤ −1. (30)
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From (7), we have∫
piS(ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσdρσdθσ =
∫
piS(ρσ , θσ )pJ(ρ˜σ , θ˜σ |ρ˜x = 0) sinh ρ˜σ dρ˜σdθ˜σ
=
∫
1
2pi
(n− 1) sinh ρ˜σ
(cosh ρσ )n
{∫
pi(ρσ , θσ )dθ˜σ
}
sinh ρ˜σ dρ˜σ ,
where (ρ˜σ , θ˜σ ) = h−ρx ◦ r−θx(ρ˜σ , θ˜σ ). Because
piS(ρσ , θσ ) = piS(rθx ◦ hρx(ρ˜σ , θ˜σ ))
=
12 tr

cos θx2 − sin θx2
sin
θx
2
cos
θx
2
(eρx/2 00 e−ρx/2
)cos
θ˜σ
2
− sin θ˜σ
2
sin
θ˜σ
2
cos
θ˜σ
2
(eρ˜σ 00 e−ρ˜σ
) cos
θ˜σ
2
sin
θ˜σ
2
− sin θ˜σ
2
cos
θ˜σ
2

×
(
eρx/2 0
0 e−ρx/2
) cos θx2 sin θx2
− sin θx
2
cos
θx
2



−1
= (cosh ρ˜σ cosh ρx − sinh ρ˜σ sinh ρx cos θ˜σ )−1,
we have∫ 2pi
0
piS(ρσ , θσ )dθ˜σ =
∫ 2pi
0
1
cosh ρ˜σ cosh ρx − sinh ρ˜σ sinh ρx cos θ˜σ
dθ˜σ
= 2pi√
(cosh ρ˜σ )2 + (sinh ρx)2
.
Thus, ∫
1
2pi
(n− 1) sinh ρ˜σ
(cosh ρσ )n
{∫
pi(ρσ , θσ )dθ˜σ
}
sinh ρ˜σ dρ˜σ
= (n− 1)
∫ ∞
0
1
(cosh ρ˜σ )n
sinh ρ˜σ√
(cosh ρ˜σ )2 + (sinh ρx)2
dρ˜σ = (n− 1)
∫ ∞
1
u−n{u2 + (sinh ρx)2}−1/2du,
where u = cosh ρ˜σ .
Hence, inequality (30) reduces to
∆(H) log
∫ ∞
1
u−n{u2 + (sinh ρx)2}− 12 du
= −(sinh ρx cosh ρx)2
(
ψρx(n, 3)
ψρx(n, 1)
)2
+ 3(sinh ρx cosh ρx)2ψρx(n, 5)
ψρx(n, 1)
−{(sinh ρx)2 + 2(cosh ρx)2}ψρx(n, 3)
ψρx(n, 1)
≤ −1. (31)
After some calculation using Lemma 9, we have that (31) is equivalent to
{(cosh ρx)2 − 1}{ψ˜ρx(n)}2 + 2ψ˜ρx(n)− 1 ≥ −(n− 2)(cosh ρx)2ψ˜ρx(n), (32)
where we put ψ˜ρx(n) := (cosh ρx)ψρx(n− 2, 3). To prove inequality (32), it is enough to show either
2 cosh ρx
(
ψ˜ρx(n)−
1
cosh ρx + 1
)
≥ −(n− 2)(cosh ρx)2ψ˜ρx(n) (33)
or
2ψ˜ρx(n)− 1 ≥ −(n− 2)(cosh ρx)2ψ˜ρx(n), (34)
since {(cosh ρx)2 − 1}y2 + 2y − 1 ≥ 2 cosh ρx{y − 1/(cosh ρx + 1)} and {(cosh ρx)2 − 1}y2 + 2y − 1 ≥ 2y − 1 for every
y ∈ R. Inequalities (33) and (34) are equivalent to
1
ψ˜ρx(n)
≤ (cosh ρx + 1){(n− 2) cosh ρx + 2}
2
(35)
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and
1
ψ˜ρx(n)
≤ (n− 2)(cosh ρx)2 + 2, (36)
respectively.
First, we show that inequality (35) holds when 2 ≤ n < 4. When n = 2, (35) holds with equality because
1
ψ˜ρx(2)
= 1
1− (2− 1) cosh ρxψρx(2, 1)
= cosh ρx + 1
by Lemma 9. When n = 4, (35) holds with equality because
1
ψ˜ρx(4)
= (sinh ρx)
2
−1+ 2 cosh ρxψρx(2, 1)
= (cosh ρx + 1)2
by Lemma 9. Hence, (35) holds when 2 ≤ n < 4 because 1/ψ˜ρx(n) is a strictly convex function of n by Lemma 10 and the
right-hand side of (35) is linear in n.
Next, we show that inequality (36) holds when n ≥ 4. When n = 4, (36) holds because
{(4− 2)(cosh ρx)2 + 2} − 1
ψ˜ρx(4)
= 2(cosh ρx)2 + 2− (cosh ρx + 1)2 = (cosh ρx − 1)2 ≥ 0.
Since 1/ψ˜ρx(n) is a convex function of n and the gradient of the right-hand side of (36) is (cosh ρx)
2, we can prove the
inequality by showing that ddn (1/ψ˜ρx(n)) converges to (cosh ρx)
2 as n→∞. By the dominated convergence theorem,
(cosh ρx)
d
dn
1
ψ˜ρx(n)
=
∫∞
1 (log u)u
−(n−2){u2 + (sinh ρx)2}−3/2du{∫∞
1 u
−(n−2){u2 + (sinh ρx)2}−3/2du
}2
=
∫∞
0 te
−t{e 2n−3 t + (sinh ρx)2}−3/2dt{∫∞
0 e
−t{e 2n−3 t + (sinh ρx)2}−3/2dt
}2 ,
where t := (n− 3) log u, converges to (cosh ρx)3 as n goes to infinity. Hence, inequality (36) holds when n ≥ 4.
Therefore, inequality (32) holds for n ≥ 2. This completes the proof of the theorem. 
The following theoremgives an asymptotic evaluation of the risk difference between the predictive density pS(Y |X) based
on piS and pJ(Y |X) based on the Jeffreys prior.
Theorem 5. Suppose that we have an observation X distributed according to W2(n,Σ) (n > 1) and predict Y distributed
according to W2(m,Σ) (m > 1) independently of X. Then, the risk difference is expanded as
D(p(Y |Σ)|pJ(Y |X))− D(p(Y |Σ)|pS(Y |X)) = m2n2 +
3m
2n2
1
(cosh ρσ )2
+ o(n−2)
when n goes to infinity with m fixed. 
Proof. From (4) in [4] and (14), we have
D(p(Y |Σ)|pJ(Y |X))− D(p(Y |Σ)|pS(Y |X))
=
(m
n
)2 1
m
(
1
2
g ij∂i logpiS(σ )∂j logpiS(σ )− 1
piS
∆(M)piS(σ )
)
+ o(n−2)
= m
2n2
+ 3m
2n2
1
(cosh ρσ )2
+ o(n−2).  (37)
The asymptotic risk (37) of pS(Y |X) is smaller than that (22) of pR(Y |X) for every (ρσ , θσ ). The risk difference is large
when ρσ is close to 0, i.e., when the matrixΣ is close to a multiple of the identity matrix.
6. Discussion
We have considered the 2-dimensional Wisahrt model and have shown that Bayesian predictive densities based on
superharmonic priors dominate that based on the Jeffreys prior. This result can be extended to various other models
including the k (≥3)-dimensional Wishart model.
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On the other hand, it is more difficult to generalize the results concerning the minimaxity of the Bayesian predictive
density based on the rotation invariant prior introduced in Section 5 to the k (≥3)-dimensional Wishat model.
A reason why the generalization is not straightforward is that the cone of 2×2 real positive definite symmetric matrices
has a special property that it is an example of the Lorentz cone. This relation does not hold when the dimension of the
matrices is greater than 2. The space of k × k real positive definite symmetric matrices and the Lorentz cones are most
important examples of symmetric cones [17]. In general, the goemetric structure of the Lorenz cone is simpler than that of
the cone of real positive definite symmetric matrices.
The generalization of the present results to the k (≥ 3)-dimensional Wishart model and the comparison of our approach
with other methods such as [6,18] proposed before are important topics for future research.
Appendix. Proofs of Theorem 2 and Lemmas
Proof of Lemma 1. (i) Because 12 tr(XΣ
−1) = eλx−λσ {cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )},we have (5).
(ii) The density can be decomposed as
p(λx, ρx, θx|λσ , ρσ , θσ ) sinh ρxdλxdρxdθx
= 1
2piΓ (n− 1)
(
Λx
Λσ
)n
exp
[
−Λx
Λσ
{
cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )
}]
sinh ρxdλxdρxdθx
= n− 1
2pi
{
cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )
}n sinh ρxdρxdθx
×
[{
cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )
}n
Γ (n)
(
Λx
Λσ
)n
× exp
[
−Λx
Λσ
{
cosh ρx cosh ρσ − sinh ρx sinh ρσ cos(θx − θσ )
}] dΛx
Λx
]
, (A.1)
whereΛx = eλx andΛσ = eλσ . By integrating (A.1) overΛx, we have the desired result. 
Proof of Lemma 2. (i) The Jeffreys prior density with respect to the invariant measure is piJ(λσ , ρσ , θσ ) = 1. Because∫
p(n)(λx, ρx, θx|λσ , ρσ , θσ )piJ(λσ , ρσ , θσ ) sinh ρσdλσdρσdθσ = 1, we have
p(n)J (λσ , ρσ , θσ |λx, ρx, θx) = p(n)(λx, ρx, θx|λσ , ρσ , θσ ).
(ii) By integrating p(n)J (λσ , ρσ , θσ |λx, ρx, θx) over λσ , we obtain the desired result in the same way as the proof of
Lemma 1. 
Proof of Lemma 3. By virtue of Green’s theorem for Riemannian manifolds (see e.g. [19] p. 71–p. 74), which is a
generalization of Green’s theorem for the Euclidean plane, we have∫
Γ
(f∆(H)h− h∆(H)f ) sinh ρ dρdθ =
∫
∂Γ
(
f
∂h
∂n
− h ∂ f
∂n
)
ds, (A.2)
where f and h are C2 functions onH2(−1),Γ is a compact region inH2(−1)with boundary ∂Γ , ∂/∂n is the outward pointing
unit normal on ∂Γ , and
∫ · ds is the line integral along the boundary with the induced orientation.
We consider the region Γ := {(ρ, θ) : δ ≤ ρ ≤ R, θ ∈ [0, 2pi)} (0 < δ < R) and the function
h(ρ, θ) = 1
2pi
log
tanh R2
tanh ρ2
,
which is positive and harmonic on Γ . By (A.2), we have∫
Γ
(h∆(H)f − f∆(H)h) sinh ρ dρdθ =
∫
Γ
h∆(H)f sinh ρ dρdθ
=
∫
ρ=R
(
h
∂ f
∂ρ
− f ∂h
∂ρ
)
sinh ρ dθ −
∫
ρ=δ
(
h
∂ f
∂ρ
− f ∂h
∂ρ
)
sinh ρ dθ
= −
∫
ρ=R
f
∂h
∂ρ
sinh ρ dθ −
∫
ρ=δ
(
h
∂ f
∂ρ
− f ∂h
∂ρ
)
sinh ρ dθ, (A.3)
since∆(H)h = 0 on Γ and h(R, θ) = 0.
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From ∂h/∂ρ = −1/(2pi sinh ρ), we have∫
ρ=R
f
∂h
∂ρ
sinh ρ dθ = − 1
2pi
∫
ρ=R
f
1
sinh ρ
sinh ρ dθ = − 1
2pi
∫
ρ=R
f dθ, (A.4)
lim
δ→0
∫
ρ=δ
f
∂h
∂ρ
sinh ρ dθ = − lim
δ→0
1
2pi
∫
ρ=δ
f dθ = −f (0, 0), (A.5)
and
lim
δ→0
∣∣∣∣∫
ρ=δ
h
∂ f
∂ρ
sinh ρ dθ
∣∣∣∣ ≤ limδ→0 C
∫
ρ=δ
h sinh ρ dθ = −2piC lim
δ→0
(
sinh δ
1
2pi
log
tanh R2
tanh δ2
)
= 0, (A.6)
where C := maxθ
∣∣∣ ∂ f∂ρ (ρ, θ)∣∣∣
ρ=δ
.
From (A.3)–(A.6), we obtain
1
2pi
∮
ρ=R
f dθ − f (0, 0) =
∫
ρ≤R
∆(H)f
1
2pi
log
tanh R2
tanh ρ2
sinh ρ dρdθ. 
Proof of Lemma 4. Eq. (17) can be verified by direct but lengthy calculation. 
Proof of Lemma 5. (i) By Lemma 4, the function of (ρ˜, θ˜ ) defined by fρ,θ (ρ˜, θ˜ ) = f ((rθ ◦ hρ)(ρ˜, θ˜ )), where ρ and θ are
arbitrary fixed values, is superharmonic if and only if f (ρ˜, θ˜ ) is superharmonic. By Lemma 3, we have
1
2pi
∫ 2pi
0
fρ,θ (R, θ˜ ) dθ˜ = fρ,θ (0, 0)+
∫
ρ˜≤R
∆(H)fρ,θ (ρ˜, θ˜ )
1
2pi
log
tanh R2
tanh ρ˜2
sinh ρ˜ dρ˜dθ˜ . (A.7)
If f (ρ, θ) is superharmonic, then the inequality
f (ρ, θ) = fρ,θ (0, 0) ≥ 12pi
∫ 2pi
0
fρ,θ (R, θ˜ )dθ˜ = 12pi
∫ 2pi
0
f ((rθ ◦ hρ)(R, θ˜ ))dθ˜
holds for every (ρ, θ) and every R > 0 because the integral on the right-hand side of (A.7) is not positive.
If f (ρ, θ) is not superharmonic, ∆(H)f (ρ, θ) = ∆(H)fρ,θ (0, 0) > 0 holds for at least one point (ρ, θ). By (A.7), the
inequality
f (ρ, θ) = fρ,θ (0, 0) < 12pi
∫ 2pi
0
fρ,θ (R, θ˜ )dθ˜ = 12pi
∫ 2pi
0
f ((rθ ◦ hρ)(R, θ˜ ))dθ˜
holds for sufficiently small R > 0 because the integral on the right-hand side of (A.7) becomes positive.
Thus, we have proved the desired result.
(ii) If f is harmonic, then both of f and−f are superharmonic. Therefore, the statement follows from (i). 
Proof of Lemma 6. From Lemma 1, we have∫ ∞
0
∫ 2pi
0
pi(ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσ dθσdρσ
=
∫ ∞
0
∫ 2pi
0
pi((rθx ◦ hρx)(η, ω))p(n)J (η, ω|0, 0) sinh η dηdω
=
∫ ∞
0
{∫ 2pi
0
pi((rθx ◦ hρx)(η, ω))
1
2pi
dω
}
n− 1
(cosh η)n
sinh η dη, (A.8)
where (η, ω) = (h−ρx ◦ r−θx)(ρσ , θσ ).
First, we show that (A.8) is a nonconstant function of (ρx, θx). Suppose that (A.8) is a constant, say C . Then, from Lemma 5
(i), we have pi(ρx, θx) ≥ C for every (ρx, θx). If pi(ρx, θx) > C at a point (ρx, θx), then the left-hand side of (A.8) must
be greater than C , since pi is continuous. Hence, pi(ρx, θx) = C for every (ρx, θx), in contradiction to the assumption that
pi(ρx, θx) is nonconstant. Therefore, (A.8) must be a nonconstant function of (ρx, θx).
Next, we show that (A.8) is a superharmonic function of (ρx, θx). The function (A.8) is superharmonic if
fη(ρx, θx) := 12pi
∫ 2pi
0
pi((rθx ◦ hρx)(η, ω))dω
is superharmonic for every η > 0. By Lemma 5 (i), it is enough to show the inequality
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fη(ρx, θx) ≥ 12pi
∫ 2pi
0
fη((rθx ◦ hρx)(ρ, θ))dθ (A.9)
for every (ρx, θx) and every ρ > 0.
Because each element in G(H) is an isometry of H2(−1), both of {(rθx ◦ hρx ◦ rθ ◦ hρ)(η, ω)|ω ∈ [0, 2pi)} and
{(rφ◦hξ )(η, ω)|ω ∈ [0, 2pi)}, where (ξ , φ) := (rθx◦hρx)(ρ, θ), are the circlewith center (ξ , φ) and radiusη onH2(−1). Thus,
fη((rθx ◦ hρx)(ρ, θ)) = fη(ξ , φ) =
1
2pi
∫
pi((rφ ◦ hξ )(η, ω))dω
= 1
2pi
∫
pi((rθx ◦ hρx ◦ rθ ◦ hρ)(η, ω))dω.
Therefore, (A.9) is equivalent to
1
2pi
∫ 2pi
0
pi((rθx ◦ hρx)(η, ω))dω ≥
1
2pi
∫ 2pi
0
1
2pi
∫ 2pi
0
pi((rθx ◦ hρx ◦ rθ ◦ hρ)(η, ω))dθdω,
which can be written as
1
2pi
∫ 2pi
0
piρx,θx(η, ω)dω ≥
1
2pi
∫ 2pi
0
1
2pi
∫ 2pi
0
piρx,θx((rθ ◦ hρ)(η, ω))dθdω,
where piρx,θx(η, ω) := pi((rθx ◦ρx)(η, ω)). Since piρx,θx(η, ω) is a superharmonic function of (η, ω) by Lemma 4, without loss
of generality, it is enough to show that the inequality
1
2pi
∫ 2pi
0
pi(η, ω)dω ≥ 1
2pi
∫ 2pi
0
1
2pi
∫ 2pi
0
pi((rθ ◦ hρ)(η, ω))dθdω (A.10)
holds if pi(η, ω) is superharmonic.
By (12), the Riemannian distance with the metric (11) between (0, 0) and hρ(η, ω) is
dis((0, 0), hρ(η, ω)) = cosh−1(cosh ρ cosh η + sinh ρ sinh η cosω) = dis((0, 0), hη(ρ, ω))
because the matrix corresponding to hρ(η, ω) isexp ρ2 0
0 exp−ρ
2
(cosh η + sinh η cosω sinh η sinω
sinh η sinω cosh η − sinh η cosω
)exp ρ2 0
0 exp−ρ
2

=
(
eρ(cosh η + sinh η cosω) sinh η sinω
sinh η sinω e−ρ(cosh η − sinh η cosω)
)
.
Hence,
1
2pi
∫ 2pi
0
pi((rθ ◦ hρ)(η, ω))dθ = 12pi
∫ 2pi
0
pi((rθ ◦ hη)(ρ, ω))dθ = 12pi
∫ 2pi
0
pi(rθ (l, ω))dθ,
where l := dis((0, 0), hρ(η, ω)). Thus,
1
2pi
∫ 2pi
0
1
2pi
∫ 2pi
0
pi((rθ ◦ hρ)(η, ω))dωdθ = 12pi
∫ 2pi
0
1
2pi
∫ 2pi
0
pi((rθ ◦ hη)(ρ, ω))dωdθ
= 1
2pi
∫ 2pi
0
1
2pi
∫ 2pi
0
pi((rω ◦ hη)(ρ, θ))dθdω ≤ 12pi
∫ 2pi
0
pi((rω ◦ hη)(0, 0))dω
= 1
2pi
∫ 2pi
0
pi(η, ω)dω. (A.11)
In (A.11), the second equality is obtained just by renaming the variables and the inequality is obtained by Lemma 5 (i). Thus,
we have shown (A.10) and completed the proof. 
Proof of Lemma 7. By Lemma 6, h(ρx, θx) :=
∫
pi(ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσdρσdθσ is a nonconstant superhar-
monic function on H2(−1). Then, since h is positive,
∆(H)f (n) = ∆(H) log h = 1|g(H)|1/2 ∂a(g
(H)ab|g(H)|1/2∂b log h) = 1h∆
(H)h− g(H)ab ∂ah∂bh
h2
≤ 0,
where |g(H)| denotes the determinant of the matrix (g(H)ab ). Because∆(H) log h ≤ 0 and h is nonconstant, the strict inequality
∆(H) log h(ρx, θx) < 0 holds for at least one point (ρx, θx) on H2(−1). This completes the proof. 
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Proof of Lemma 8. From (A.8), we have∫ ∞
0
∫ 2pi
0
f (ρσ , θσ )p
(n)
J (ρσ , θσ |ρx, θx) sinh ρσdθσdρσ =
∫ ∞
0
{∫ 2pi
0
fρx,θx(η, ω)
dω
2pi
}
n− 1
(cosh η)n
sinh ηdη, (A.12)
where (η, ω) := (h−ρx ◦ r−θx)(ρσ , θσ ) and fρx,θx(η, ω) := f ((rθx ◦ hρx)(η, ω)).
From (15), we have
1
2pi
∫ 2pi
0
fρx,θx(η, ω) dω = fρx,θx(0, 0)+
∫ η
0
∫ 2pi
0
∆(H)fρx,θx(ρ˜, θ˜ )
1
2pi
log
tanh η2
tanh ρ˜2
sinh ρ˜ dθ˜dρ˜. (A.13)
If f (ρσ , θσ ) is superharmonic on H2(−1),
h(η) := 1
2pi
∫ 2pi
0
fρx,θx(η, ω) dω
is a nonincreasing function of η because (∆(H)fρx,θx)(ρ˜, θ˜ ) = (∆(H)f )((rθx ◦ hρx)(ρ˜, θ˜ )) ≤ 0 by Lemma 4 and
log{(tanh η2 )/(tanh ρ2 )} is a positive increasing function of η > 0 for every fixed ρ > 0.
Thus, to prove that (A.12) is nondecreasing or increasing with respect to n, it is enough to show that∫ ∞
0
h(η)
n− 1
(cosh η)n
sinh η dη =
∫ ∞
1
h˜(u)
n− 1
un
du, (A.14)
where u := cosh η and h˜(u) := h(cosh−1 u), is nondecreasing or increasing, respectively.
If f (ρσ , θσ ) is superharmonic, (A.12) is nondecreasing with respect to n because
d
dn
∫ ∞
1
h˜(u)
n− 1
un
du =
∫ ∞
1
{(n− 1) log u− 1}u−nh˜(u)du
≤ h˜(e 1n−1 )
∫ exp( 1n−1 )
1
{(n− 1) log u− 1}u−ndu
+ h˜(e 1n−1 )
∫ ∞
exp( 1n−1 )
{(n− 1) log u− 1}u−ndu = 0.
The last inequality is because (n− 1) log u− 1 < 0 if u < exp{1/(n− 1)}, (n− 1) log u− 1 > 0 if u > exp{1/(n− 1)}, and
h˜(u) is nonincreasing.
If∆(H)fρx,θx(ρ˜, θ˜ ) < 0 at a point (ρ˜, θ˜ ) on H
2(−1), then there exist η1 and η2 such that 0 < η1 < η2 and h(η1) > h(η2)
because (A.13) holds and∆(H)fρx,θσ is continuous. Thus, (A.12) is increasing because the strict inequality
d
dn
∫∞
1 h˜(u)
n−1
un du =∫∞
1 {1− (n− 1) log u}u−nh˜(u)du < 0 holds.
If fρx,θx(ρ˜, θ˜ ) is harmonic, then h(η) = fρx,θx(0, 0) by Lemma 5 and h(η) does not depend on η. Hence, (A.14) is a constant
not depending on n.
Thus, we have proved the desired results. 
Proof of Theorem 2. Define an operator L by
L(X) = L
((
x11 x12
x21 x22
))
=

√
x11 0
x12√
x11
√
x22 − x
2
12
x11
 ,
where X ∈ M . Then, X = L(X)L>(X). Let
Σ˜ =
(
s˜11 s˜12
s˜21 s˜22
)
= L−1(X)ΣL−>(X).
whereΣ ∈ M . Then, we have
Σ = L(X)Σ˜L>(X) =

√
x11 0
x12√
x11
√
x22 − x
2
12
x11
(s˜11 s˜12s˜21 s˜22
)
√
x11
x12√
x11
0
√
x22 − x
2
12
x11

=
 s˜11x11 s˜11x12 + s˜12
√
x11x22 − x212
s˜11x12 + s˜12
√
x11x22 − x212
s˜11x212
x11
+ 2 s˜12x12
x11
√
x11x22 − x212 +
s˜22
x11
(x11x22 − x212)
 .
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Thus,
piR(Σ) = |Σ |
1/2
s11
= |X |
1/2|Σ˜ |1/2
s˜11x11
= piR(X)piR(Σ˜). (A.15)
By Lemma 5 (ii),∫
1
2piΓ (n− 1) |Σ |
−n/2 exp
(
−1
2
trΣ−1
)
piR(Σ)
|Σ |−3/2
2
dΣ = piR(I) = 1 (A.16)
because piR(ρσ , θσ ) = piR(Σ) is a harmonic function on H2(−1). From (A.15) and (A.16), and tr XΣ−1 = tr Σ˜−1, we have
1
2piΓ (n− 1)
∫
|X |n/2|Σ |−n/2 exp
(
−1
2
tr XΣ−1
)
piR(Σ)
|Σ |−3/2
2
dΣ
= 1
2piΓ (n− 1)
∫
|Σ˜ |−ν/2 exp
(
−1
2
tr Σ˜−1
)
piR(X)piR(Σ˜)
|Σ˜ |−3/2
2
dΣ˜ = piR(X)piR(I) = |X |
1/2
x11
.
Therefore,
pR(Y |X) =
∫
1
2piΓ (m− 1) |Y |
m
2 |Σ |−m2 exp
(
−1
2
trΣ−1Y
)
×
|X | n2 |Σ |− n2 exp
(
− 12 trΣ−1X
)
∫ |X | n2 |Σ¯ |− n2 exp(− 12 tr Σ¯−1X)piR(Σ¯) |Σ¯ |−3/22 dΣ¯ pi
R(Σ)
|Σ |−3/2
2
dΣ
= 1
2piΓ (m− 1)
|Y |m2 |X | n2
|X + Y | n+m2
∫ |(X + Y )−1Σ |− n+m2 exp{− 12 trΣ−1(X + Y )}piR(Σ) |Σ |−3/22 dΣ∫ |X−1Σ¯ |− n2 exp(− 12 tr Σ¯−1X)piR(Σ¯) |Σ¯ |−3/22 dΣ¯
= Γ (n+m− 1)
2piΓ (m− 1)Γ (n− 1)
|X | n−12 |Y |m2
|X + Y | n+m−12
x11
x11 + y11 . 
Proof of Lemma 9. Eq. (23) can be shown by direct calculation. Eq. (24) is obtained by partial integration. Eq. (25) follows
from (24) and∫ ∞
1
u−n{u2 + (sinh ρ)2}− α2 du =
∫ ∞
1
u−n+2{u2 + (sinh ρ)2}− α+22 du+ (sinh ρ)2
∫ ∞
1
u−n{u2 + (sinh ρ)2}− α+22 du.
Combining (24) and (25), we obtain (26). 
Proof of Lemma 10. It is obvious that the function is linear in nwhen ρ = 0.
We assume ρ > 0. To prove the strict convexity, we show the inequality
∂2
∂n2
1∫∞
1 u
−n{u2 + (sinh ρ)2}−α/2du
= −
[∫ ∞
0
x2f (x)dx+ 2
{∫ ∞
0
xf (x)dx
}2]/[∫ ∞
0
e−(n−1)x{(sinh ρ)2 + e2x}−α/2dx
]
> 0, (A.17)
where we put x = log u and
f (x) := e
−(n−1)x{(sinh ρ)2 + e2x}−α/2∫∞
0 e
−(n−1)x{(sinh ρ)2 + e2x}−α/2dx .
The denominator of (A.17) is positive. The numerator of (A.17) is represented by
−
∫ ∞
0
x2f (x)dx+ 2
{∫ ∞
0
xf (x)dx
}2
= −2
∫ ∞
0
x{1− F(x)}dx+ 2
∫ ∞
0
{1− F(x)}dx ·
∫ ∞
0
x¯f (x¯)dx¯
= −2
∫ ∞
0
(
x−
∫ ∞
0
x¯f (x¯)dx¯
)
1− F(x)
f (x)
f (x)dx, (A.18)
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since
∫∞
0 xf (x)dx =
∫∞
0 {1− F(x)}dx and
∫∞
0 x
2f (x)dx = 2 ∫∞0 x{1− F(x)}dx. The numerator (A.18) is positive because
1− F(x)
f (x)
=
∫∞
x e
−(n+1)y{(sinh ρ)2 + e2y}−α/2dy∫∞
0 e
−(n+1)y{(sinh ρ)2 + e2y}−α/2dy ·
∫∞
0 e
−(n+1)y{(sinh ρ)2 + e2y}−α/2dy
e−(n+1)x{(sinh ρ)2 + e2x}−α/2
=
∫∞
x e
−(n+1)(y−x){(sinh ρ)2e−2x + e2(y−x)}−α/2dy
{(sinh ρ)2e−2x + 1}−α/2
=
∫ ∞
0
e−(n+1)y
{
1− e
2y − 1
(sinh ρ)2e−2x + e2y
}α/2
dy
is a decreasing function of x. 
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