Abstract. We study some fine arithmetic properties of the components of solutions of a decomposable form equation. Lower growth rates for the greatest prime factor of a component are obtained for density 1 of the solutions. Also, high pure powers are shown to occur rarely. Computations illustrate the applicability of our results; for example, to the study of units in abelian group rings.
Introduction
Let F (x) = F (x 1 , . . . , x n ) ∈ Z[x 1 , . . . , x n ] denote a decomposable form. This is a homogeneous polynomial with coefficients in Z which factorises over C as a product of linear forms. It is known that there are q ∈ Q * , finite extension fields M 1 , . . . , M t of Q and linear forms φ i (x) with coefficients in M i , i = 1, . . . , t such that (1) F
N M i |Q (φ i (x)).
In (1) , N M i |Q : M i → Q, i = 1, . . . , t, denotes the field norm. Given a non-zero a ∈ Z, the decomposable form equation
is a very general equation with many important examples and applications.
1.1. Examples of decomposable form equations. When t = 1, equation (2) is called a norm form equation. See [11] , [12] and [13] for Schmidt's fundamental breakthroughs in the study of the norm form equation, which use powerful techniques from diophantine approximation. In the cases when q = 1, a = ±1 and the coefficients of φ 1 form a Z-basis for the ring of integers, the solutions correspond to units of the number field M 1 . Pell's equation is a special case of a norm form equation with t = 1, and M 1 = Q( √ d) for d > 0 a non-square integer.
The study of units in abelian group rings provide another interesting class of decomposable form equations. Let Γ denote a finite abelian group with ZΓ denoting the integral group ring. This is the set of all expressions γ∈Γ x γ γ, x γ ∈ Z.
This set forms a ring with component-wise addition, and with multiplication respecting both the operation in Γ and the distributive law.
There is considerable interest in the group of units of this ring; see [7] and [14] for details. The group of units of ZΓ can be identified with the integral solutions to two decomposable form equations, see [2] .
Statement of Main Results.
In our paper, we deal with the decomposable form equation (2) under the following assumptions (A): (A1) F contains n linearly independent forms among its factors.
(A2) Equation (2) has infinitely many solutions x ∈ Z n . For x = (x 1 , . . . , x n ) ∈ Z n , let |x| denote the 'max'-norm defined by |x| = max 1≤i≤n {|x i |}. Given any positive real number T , let F (a, T ) denote the set (3) F (a, T ) = {x ∈ Z n : x satisfies (2) and |x| < T }.
It is clear that F (a, T ) is a finite set, write P (T ) for the cardinality of F (a, T ). In [2] , we showed there is a two-term asymptotic formula for P (T ) and we specified a large class of examples where a threeterm asymptotic formula holds. This class of examples will now be defined. We say F is of CM type if the M i in (1) are totally real fields or totally imaginary quadratic extensions of totally real fields and none of them has a (not necessarily proper) subfield of unit rank 1. If n = t i=1 [M i : Q] then the condition on the subfields of M 1 , . . . , M t can be omitted. The following was proved in [2] . Theorem 1.1. Under assumptions (A): (i) (See also [3] .) There is a positive integer r, defined by (9) , and a constant ρ 1 > 0 depending on F and a such that
(ii) If F is of CM type then r > 1 and there are constants ρ 1 > 0, ρ 2 depending on F and a such that
In this paper, our attention turns to the arithmetic properties of the components x i when x is a solution of (2). Write S for the set of all solutions to (2) . We say that a subset V of S has density 0 ≤ δ ≤ 1 if
Our results below are true under a condition that is weaker than, but related to, the CM condition. We say F is a complex multiplication form if each of the number fields M 1 , . . . , M t is a totally real field or a totally imaginary quadratic extension of a totally real field. For example, binary quadratic forms with non-zero discriminants and decomposable forms associated to the units in an abelian group ring are all complex multiplication forms. Of course, the letters CM in the definition of a form being of CM type were chosen in [2] because the condition on the fields is very close to being complex multiplication. We hope no confusion will arise. For our first theorem, we assume that for some fixed index i, equation (2) has solutions x = (x 1 , . . . , x n ) for which |x i | → ∞, and study the prime divisors of x i . In [16] , Shparlinski proved that if (2) is a norm form equation, then the total number of primes dividing
is bounded below by a constant multiple of log T / log log T . Our interest lies with P (x i ), the greatest prime factor of x i . In Corollary 2 of [6] , it was shown that if F satisfies (A) and x i is unbounded then P (x i ) is also unbounded. Further, it was proved in Corollary 4 of [6] that if F is a binary quadratic form satisfying the properties in (A) then P (x i ) >> (log |x i |) 1/3 , where the implied constant is effective. In the case of complex multiplication forms, Theorem 1.2 provides a lower bound for the growth rate of P (x i ) for density 1 of all solutions. Theorem 1.2. Assume F is a complex multiplication form. Let i denote some fixed index from 1, . . . , n. There is an effectively computable constant C i > 0 such that the set of solutions x = (x 1 , ..., x n ) ∈ Z n of (2) with |x i | → ∞ and
P (x i ) > C i log log |x i | has density 1.
The proof of Theorem 1.2 will reveal a more precise statement, namely: Theorem 1.3. If V denotes the set of solutions of (2) with |x i | → ∞ and P (x i ) ≤ C i log log |x i | then
Indeed, during the proof of Theorem 1.2, variations of this type of bound will appear, where a trade-off is made between a weaker constraint in place of (4) and a stronger estimate in (5) . See (15) and (17) for details. In [2] , we explained, in the general case, how to write each of the x i as a linear combination of units in algebraic number fields, so to determine whether the condition |x i | → ∞ is fulfilled. Theorem 1.2 applies to the study of units in abelian group rings. The condition |x i | → ∞ is easily understood in terms of the character theory of the finite group involved. Our second result concerns pure power values of each x i . Suppose w denotes a fixed non-zero integer and consider the equation (6) x i = wy k for integers y and k > 1.
It was proved in [15] and [10] that if F denotes a binary quadratic form with the properties in (A) then the system of equations (2) and (6) has only finitely many solutions in k and y, and all of them can be effectively determined. More generally, we prove the following: Theorem 1.4. Assume F is a complex multiplication form. Suppose V is a set of solutions of (2) and (6) with . For a sequence of x i with |x i | → ∞, coming from solutions x = (x 1 , . . . , x n ) ∈ Z n of (2), the growth rate tends to be exponential. Hence summing the probabilities shows that the expected number of x i for which |x i | is an integer square actually converges. In other words, only finitely many such terms |x i | are expected to be integer squares. Essentially the same argument predicts that only finitely many terms |x i | are expected to be pure powers. We now illustrate this phenomenon in the context of the theory of units in abelian group rings.
Example 2.1. Units in Abelian Group Rings
For any finite abelian group Γ, the group ZΓ * of units of ZΓ is finitely generated with torsion subgroup T given by {±γ : γ ∈ Γ} (see [14] ). For abelian groups Γ with |G| ≤ 7, the torsion-free rank is zero unless |Γ| = 5, in which case it is 1, or |Γ| = 7, in which case it is 2. When Γ =< σ > is cyclic of order 5, the torsion-free part of ZΓ * is generated by u = 1−σ−σ 4 . We ran some compututations to check for pure powers amongst the coefficients of u n for n ∈ Z. Only one ever seems to appear, the coefficient of the identity in u ±5 is 49 = 7 2 . These coefficients are all (ternary) linear recurrence sequences with a dominant term, hence Theorem 3 in [15] gives a uniform bound to k in the equation (6) when the left hand side represents one of the coefficients of u n . When Γ =< σ > is cyclic of order 7, the torsion-free part of of ZΓ * is generated by v = 1 − σ − σ 6 and w = 1 − σ 2 − σ 5 . We checked for pure powers amongst the coefficients of v m w n . The highest pure power that we could find was 6. For example, 2 6 appears in v 2 w 6 while 3 6 appears in v 2 w 7 , v 3 w 7 and several others. These computations, alongside the heuristic argument above, support our belief that under the assumptions in Theorem 1.4, only finitely many solutions of (2) have a coordinate x i which is a pure power.
Theorem 1.2.
It is best to begin with a discussion about the likelihood that for any fixed index i the i-th coordinate x i is prime. In [4] , heuristic arguments were presented, together with computational evidence, which suggest that the number of prime values of 2 m 3 n − 1 with 0 ≤ m, n < X is asymptotically linear in X. The basic idea is the Prime Number Theorem. For N > 0 a large integer, the probability that N is prime is roughly 1/ log N . In the example above, the expected number of prime values of 2 m 3 n − 1 with 0 ≤ m, n < X ought to be approximately 0≤m,n<X 1/(m log 2 + n log 3).
Asymptotically, this sum is linear in X. Numerical experiments reported in [4] suggest this argument makes accurate predictions about the growth rate itself. To obtain further predictions, such as the associated leading constant, requires a deeper analysis. Some simple linear algebra allows each of the coordinates x i to be expressed as a linear combination of multiples of powers of units inside an algebraic number field -an exponential polynomial in other words. Therefore, calculations similar to those in [4] can be carried out for decomposable form equations.
Example 2.2. A Norm Form Equation
Let K denote the totally real cubic number field which is the maximal real subfield of Q(ζ), the 7th cyclotomic field, and consider the norm form equation
where a 1 , a 2 , a 3 denote a fixed choice of integral basis for the ring of integers O K in K. Fix a basis v, w for the unit group of O K ; for example v and w are defined by v = ζ + 1/ζ and w = 1 − v. For any solution x = (x 1 , x 2 , x 3 ) of (7), write
for some n, m ∈ Z. Applying all the conjugates of K over Q gives rise to a system J of 3 linear equations in the variables x 1 , x 2 , x 3 . Inverting this system allows each of the components x i to be represented as an exponential polynomial; the trace T K|Q (α i v n w m ), where α i is the (i, 1) entry of the inverse of the matrix which describes the system J of 3 linear equations. Now |x i | = |T K|Q (α i v n w m )| behaves asymptotically like the dominant term among the conjugates of α i v n w m . Assuming a given positive integer N is prime with probability 1/ log N , the contribution to the expected number of x i being prime and for which α i v n w m is dominant is approximately
and the latter is asymptotically linear in log T . The same applies to the solutions for which one of the other conjugates has dominant absolute value.
In other words, similar heuristic arguments to those presented in [4] suggest that for a fixed integral basis B of O K , and for fixed i, approximately κ Bi X values of m, n with |m|, |n| < X should yield prime values x i , where κ Bi ≥ 0 is constant. (For technical reasons, the inequality need not be strict: There could arise some 'generic' factorization whereby all the coordinates x i happen to be even, for example.) Alternatively, counting with respect to the solutions x, approximately λ Bi log T solutions of (7) with |x| < T should yield prime values of x i , where λ Bi ≥ 0 is constant. It is easy to do calculations with this equation. For two choices of bases of O K , our predictions were tested using the wonderful calculating package PARI-GP [9] . The results matched the predictions very well, assuming that 'probable primes', in the usual sense of computational number theory, are actually primes. The two bases were the power basis {1, v, v 2 } and the normal integral basis consisting of the conjugates of v. These days, it is easy to replicate computations so we do not give any details. Varying the heuristic argument suggests further speculation. The number of solutions with |m|, |n| < X having two fixed components x i and x j prime should be roughly predictable by considering
which is linear in log X. In other terms, the solutions with |x| < T having two fixed components prime should be approximately linear in log log T . Although we cannot expect the leading coefficient to be predictable by this argument, we can test numerically to see if the size of the main term agress with the prediction. With the two bases mentioned earlier, experimentation suggests the heuristic argument gives an accurate estimate for the size of growth. Pushing this one step further, there should be only finitely many solutions with all three components prime. For the power basis a 1 = 1, a 2 = v, a 3 = v 2 , we computed all solutions of (7) 2.2.1. The General Case. Essentially the same arguments in the general case suggest an appropriate asymptotic formula for the number of prime values of each x i . Theorem 1.1 predicts asymptotically ρ(log T ) r such solutions x = (x 1 , . . . , x n ) ∈ Z n with |x| < T , for some r > 1. We suggest that for any fixed i with |x i | → ∞, the number of prime values x i with |x| < T will be approximately κ(log T ) r−1 , for some κ ≥ 0, where κ depends upon the coefficients of the forms φ 1 , . . . , φ t . Similar remarks to those for the cubic norm form equation can be made about the expected number of solutions with more fixed components all prime. [4] and above suggest that infinitely many values of x i should be the product of two primes. Indeed, asymptotically, there should again be a constant multiple of (log T ) r−1 . For these examples, P (x i ) could be as small as |x i | 1/2 . Generally, for any fixed 'shape' of factorisation, there ought to be infinitely many values of x i with that shape -again, asymptotically a multiple of (log T ) r−1 . Now, the size of P (x i ) could be much smaller. Perhaps, for any > 0 there will be infinitely many x i with P (x i ) as small as |x i | . This suggests that a lower bound P (x i ) >> log |x i | might be essentially best possible for a set of density 1. Comparison with the case of binary linear recurrence sequences -see Section 2 in [6] for a full discussion -is broadly in line with this suggestion.
Heuristics for
Greatest Prime Divisors. Given that we expect P (x i ) to equal x i infinitely often, the bound in Theorem 1.2 looks rather weak. The full story suggests what might be the true size of the lower bound. Similar heuristic arguments to those presented in
Background on decomposable form equations
In order to prove Theorem 1.2, we will need to go into the background to the proof of Theorem 1.1. The solutions of (2) lie in a finite number of classes which are orbits of unit groups. The technical term for a class is family of solutions and we begin by defining this term. Let A denote the algebra
This is the Q-algebra direct sum of the number fields M 1 , . . . , M t formed with componentwise operations. Thus, 1 A = (1, . . . , 1) is the unity of A and A * , the multiplicative group of invertible elements of A is {(α 1 , . . . , α t ) ∈ A : α 1 . . . α t = 0}. The norm N A|Q (α) of α = (α 1 , . . . , α t ) ∈ A is defined to be the usual algebra norm, that is, the determinant of the Q-linear map x → αx from A to itself. The norm is multiplicative and
Therefore re-write equation (2) as
where M is defined to be M = {c = (φ 1 (x), . . . , φ t (x)) ∈ A : x ∈ Z n }. In view of (A1), there is a one-to-one correspondance between the solutions of (2) and (8) . The Z-module M is finitely generated. Let V = QM denote the Q-vector space generated by M . For any subalgebra B of A with 1 A ∈ B, denote by O B the integral closure of Z in B and by O * B the multiplicative group of invertible elements of O B . Let
Obviously V B is closed under multiplication by elements of B. Now define
This is a subgroup of finite index in O * B . If c ∈ M B is a solution of (8) so is every element of cU M,B . Such an orbit is called an (M, B)-family of solutions of (8), and hence of (2) as well. It is a fundamental result in this subject (see [5] ) that the set of solutions of (8) is a union of finitely many families of solutions. The group O * B is finitely generated, let r B denote the torsion-free rank. Use r to denote the maximum of the r B ,
taken over all Q-subalgebras B of A with 1 A ∈ B for which (8) has an (M, B)-family of solutions. Assumption (A2) guarantees that r > 0. Any (M, B)-family with r = r B is called a maximal family. When F is a complex multiplication form we may replace U M,B by a subgroup U M,B of finite index consisting of elements (u 1 , . . . , u t ) with totally real and totally positive units u 1 , . . . , u t from M 1 , . . . , M t respectively. When this is done, we refer to real families and maximal real families with the obvious abuse of language. (A real family does not necessarily consist of real numbers; rather, of numbers which are the orbit of a group consisting of real numbers.) Note that when F is a complex multiplication form, the solutions of (2) are contained in a union of finitely many real families. It is therefore sufficient to do any counting within a fixed, maximal real family of solutions. If u = (u 1 , . . . , u t ) ∈ U then define
the largest value of any conjugate of any u i , i = 1, . . . , t. Write H * (u) for the second largest conjugate. It follows from the triangle inequality that |x| and H(u) are commensurate, that is, they are bounded by constant multiples of each other. The proof of Theorem 1.2 exploits that fact, enabling the counting of solutions of (2) in a particular family to be effected by counting elements u ∈ U with respect to H. Thus, in order to determine the density of a particular subset V of solutions of (2), one may consider the interesection V ∩ cU for each family of solutions cU and estimate |{u ∈ U : x ∈ V ∩ cU, H(u) < T }|.
By summing this estimate over all families cU , then dividing this by the sum over all cU of the estimates from Theorem 1.1 one obtains an estimate for the density of V . Fix indices (i, j) with H(u) = u ij . There is a vector c depending on F and the (i, j) only (via Ψ and b) such that for all u with H(u) = u ij ,
where the big O term denotes a vector whose norm is O(H * (u)). This gives
with some algebraic number d i . It is possible for d i to be zero. For example, this could happen if (2) is the product of two Pellian equations in different variables. However, we may assume without loss of generality that d i = 0. This is because, under the assumption that |x i | → ∞, we may assume that x i is a linear combination of units associated to some non-empty subset of the number fields M 1 , . . . , M t . We may replace the full set of number fields by this subset in all that follows using Theorem 1.1 to count the contribution from units belonging to redundant fields amongst M 1 , . . . , M t . None of this changes any of the density statements. There are only finitely many possibilities for d i , depending upon the families of solutions and upon which conjugate amongst the units is the largest. We assume one value of d i has been fixed for which |x i | → ∞. Suppose (10)
where p 1 , . . . , p s denote distinct primes and e 1 , . . . , e s are positive integers. We may assume without loss of generality that H(u) = u 11 belongs to the unit group of M 1 . Denote by v 1 , . . . , v q a basis of this unit group. Then
with n j denoting elements of Z, and ζ denoting a root of unity. Writing h(u) = log H(u), we deduce in a standard way that
with a constant c 2 . The constant c 2 , as well as c 3 , c 4 . . . which follow, are independent of u. Further, we get
Put d i = 1/(±d i ζ) and assume that (say)
is not 0. This is always the case if |x i | is suitably large. In general, for complex z, when |1 − z| is small, | log z| ≤ 2|1 − z|. We deduce from (10) that
The left hand side is a linear form in logarithms. Applying Corollary 2.3 from [8] , as well as (11) and (12), we obtain −c
where h * (u) = log H * (u). But for max{p i } = P = P (x i ) we have s < 2P/ log P , hence (13) h(u) − h * (u) < c 5 log h(u) exp(c 6 P ).
In (13), we could have written log h(u) exp(c 6 P log log P/ log P ) on the right hand side. This would give a marginally better lower bound in Theorem 1.2 although it looks a little clumsy to write down. What follows depends upon the relative sizes of H(u) and H * (u). If H * (u)/H(u) is relatively small as a function of H(u) the result is a better lower bound in Theorem 1.2 but a worse error term in the density result. The first case below shows that P (x i ) is unbounded. It is stronger than Corollary 2 in [6] in the sense that it gives a lower bound for P (x i ) but weaker in the sense that it applies to a set of density 1 -it is not a statement about all the solutions. Case I Assume that
with c 7 and c 8 denoting arbitrary constants, with c 8 being thought of as large. Then h(u) − h * (u) > c 9 log h(u) and hence (13) yields
In other words, the assumption (14), together with (10) enables us to prove that given any explicit constant K, density 1 of the solutions of (2) have P (x i ) > K. In the section that follows, we show that the error term in the density formula is very good. Of the solutions x of (2) with |x| < T , roughly O((log T ) r−1 log log T ) will have P (x i ) bounded above by K. This error term depends explicitly upon the starting parameters. The analysis given, together with Theorem 1.1 (i), shows that if V denotes the set of solutions of (2) with |x i | → ∞ and P (x i ) ≤ K then (15) |{x ∈ V : |x| < T }| |{x ∈ S : |x| < T }| = O log log T log T as T → ∞. Condition (14) will now be replaced by successively stronger conditions. Case II Now assume that
for arbitrary constants c 11 , c 12 > 0 (c 12 to be thought of as large) then h(u) − h * (u) > c 11 (log h(u)) c 12 and hence (13) yields c 13 log log h(u) < P (x i ).
In other words, the assumption (16) enables us to prove that given any constant c 14 > 0, density 1 of the solutions of (2) have P (x i ) > c 14 log log log |x i |. The error term in the density formula is now not so good (see the following section). Of the solutions x of (2) with |x| < T , roughly O((log T ) r−1 (log log T ) c 15 ) will have P (x i ) bounded above by c 14 (log log log |x i |), where c 14 , c 15 are constants. Again, the analysis given, together with Theorem 1.1 (i), shows that if V denotes the set of solutions of (2) with |x i | → ∞ and P (x i ) ≤ c 14 log log log |x i | then
In this case, we deduce that, for a constant c 17 > 0, density 1 of the solutions have P (x i ) > c 17 log h(u), in other words, essentially, P (x i ) > c 17 log log |x i |. Of course the error term in the density formula is now even worse. Of the solutions x of (2) with |x| < T , roughly O((log T ) r / log log T ) will have P (x i ) bounded above by c 17 (log log |x i |), where c 17 is a constant. Theorem 1.3 follows. In the above, we considered a fixed U and d i for which |x i | tends to infinity, obtaining growth rates for P (x i ) under various assumptions about the relative sizes of H * (u) and H(u). We need to verify that these size restrictions are satisfied by density 1 of all solutions for which |x i | → ∞. This verification will follow in the next section -we show that the number of elements of any fixed U which do not satisfy the various size restrictions is asymptotically smaller than the main term in Theorem 1.1. It will be seen that, as the restriction is strengthened (so to obtain stronger lower bounds for P (x i )) we can only give weaker bounds for the number of elements of U which do not satisfy the restriction.
On the distribution of units
Use the notation above: In particular U is a free abelian group of rank r. Choosing a basis of U and taking the logarithms of the u ij gives rise to a family of linear forms L 1 , . . . , L e on U . Each form corresponds to the logarithm of a conjugate of some component of u. We may regard the L i , i = 1, . . . , e as linear forms on Z r . The following relation is satisfied by this family of forms,
This comes from the fact that the underlying quantity is a unit so the product of all the conjugates of all the components is equal to 1. Taking logarithms gives the relation in (19). Clearly each of the forms extends to R r and the same relation (19) holds. Counting heights of elements u ∈ U with H(u) < T is equivalent to counting lattice points y ∈ Z r satisfying L(y) = max i {L i (y)} < X = log T .
Let L * (y) denote the second largest component of the vector (L i (y)) 1≤i≤e . The inequalities defining (14) , become (X = log T ),
To take account that i, j, k, l are fixed, we must fix L = L v and L * = L w for some 1 ≤ v, w ≤ s. Define the following counting function
The density is a direct consequence of the following asymptotic formula
which is proved below. We can only increase the number of lattice points by enlarging the region so consider
Thus A(X) ≤ B(X). Since the boundary of the region is defined by linear forms, the best approach to proving this is the direct one of comparing the number of lattice points being counted with the volume of the region defined by the inequalities. This is obtained by multiple integration as follows. The region of integration sub-divides according to the possible orderings on the forms. After re-labelling, it is sufficient to consider a finite union of regions of r-space defined by inequalities
Plainly the volume of this region is O(X r−1 log X). The claim about the error term in case I of the previous section immediately because X = log T . The arguments in the other cases run along similar lines. In case II, the corresponding regions for integration are of the form
The volume is plainly O(X r−1 (log X) c 21 ). Again, replacing X by log T gives the error term claimed in the previous section.
Finally, in case III, the corresponding regions are
The volume is plainly O(X r / log X), which equates to the error term claimed before when X = log T .
Proof of Theorem 1.4
We begin in a similar fashion to Section 4 by supposing (21)
As before, assume without loss of generality that d i = 0 and that H(u) = u 11 belongs to the unit group of M 1 . Writing again v 1 , . . . , v q for a basis of that unit group gives u 11 = ζ.v . . . v −n| is not 0. This is always the case if k is sufficiently large. Our method actually follows quite closely that in [15] . We apply a bound for linear forms in logarithms proved by Baker [1] . Let Again, what happens now depends upon the relative sizes of h(u) and h * (u). Note firstly that, under the assumption H * (u)/H(u) → 0, we may take logarithms in (21) to deduce that h(u) is commensurate with k log y. Thus we ignore the term h(u) k in (23) because it is of smaller order. Rearranging that inequality gives (24) h(u) − h * (u) < C log k log y + O(1).
In Cases I-III of Section 4, we are unable to deduce anything. Instead assume c 23 > 0 is given and > 0 is small. Consider the set of all u with (25) H * (u)/H(u) < c 23 /H(u) .
Taking logarithms in (25) gives (26) h(u) < h(u) − h * (u) + O(1).
Combining the bounds in (24) and (26) and using the the fact that h(u) is commensurate with k log y gives (k log y) < C log k log y + O(1), with a positive constant C . For any fixed , this inequality bounds k. Finally, we show that the set of solutions of (2) corresponding to units u which satisfy (25) has density bounded by a constant multiple of . This follows entirely similar lines to those given earlier. We must estimate the number of lattice points lying in a region defined by linear inequalities. This is bounded by the volume of the region defined by the inequalities. This region is composed of regions defined by inequalities of the following shape:
The region is enlarged when Y r is replaced by X. Performing the integration beginning with the variable Y r gives a contribution to the total of X. Performing the other integrations shows the volume of the region is times a multiple of X r . Hence the density we seek is bounded as claimed. Normalising by the appropriate multiple, we have shown that for any given , there is a constant K , such that the density of solutions of (2) which also satisfy (6) and have k > K , is bounded by .
