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RE´SUME´
La synthe`se des syste`mes de commandes de vol demeure un proble`me complexe soumis a`
de multiples contraintes d’architecture, de performances et de processus de certification. Les
controˆleurs doivent assurer la stabilite´ et les performances de l’avion dans toute l’enveloppe
de vol, et ce en de´pit des erreurs de mode´lisation, des incertitudes parame´triques (masse,
centrage, coefficients ae´rodynamiques) et des perturbations.
Du fait du caracte`re hautement non line´aire de la dynamique de l’avion et de sa forte
sensibilite´ vis-a`-vis de la condition de vol, les parame`tres du controˆleur doivent eˆtre soi-
gneusement ajuste´s en fonction du point d’ope´ration courant de l’avion. Parmi les solutions
propose´es dans la litte´rature, la technique dite du se´quencement des gains demeure la plus
populaire dans le domaine de l’industrie ae´ronautique. De plus, il est courant de privile´gier
des architectures de controˆle classiques de´rive´es de l’expe´rience des avionneurs. L’objectif de
ce projet de recherche est de de´velopper une me´thode visant a` synthe´tiser un syste`me de
commandes de vol robuste et autose´quence´ a` architecture fixe. La proble´matique ainsi de´finie
se situe au confluent de trois domaines de l’Automatique : la synthe`se a` architecture fixe par
retour de sortie, la commande robuste et le controˆle de syste`mes LPV via la me´thode du
se´quencement des gains.
Dans une premie`re partie, on s’attache a` de´velopper un mode`le non line´aire de la dyna-
mique de l’avion en taˆchant de prendre explicitement en compte l’influence de la masse et du
centrage. Ce mode`le est ensuite line´arise´ dans le cadre du vol en croisie`re autour d’un point
d’e´quilibre. A` cet effet, un mode`le nume´rique du Fighting Falcon F-16 est de´veloppe´ pour
analyser l’influence de la masse et du centrage sur la dynamique de l’avion.
Dans une seconde partie, une me´thode de synthe`se d’un controˆleur robuste et autose´-
quence´ a` architecture fixe est mise en place. Cette me´thode se base sur les capacite´s de
synthe`se multimode`le des me´thodes H∞ structure´es et consiste en une transposition des
proble`mes de synthe`se robuste et de se´quencement des gains en des contraintes H∞. Cette
me´thode est applique´e avec succe`s au controˆle du mode Short Period de la dynamique longi-
tudinale du F-16 sur l’ensemble de l’enveloppe de vol. La reformulation du proble`me de syn-
the`se dans le cadre de l’optimisation multiobjectif permet, via l’introduction de coefficients
de ponde´ration dans la phase de synthe`se, de significativement ame´liorer les performances du
syste`me boucle´ sur l’ensemble de l’enveloppe de vol.
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Finalement, la stabilite´ et les performances du syste`me en boucle ferme´e sont e´value´es sur
l’ensemble de l’enveloppe de vol. Des me´thodes d’analyse pour les syste`mes LTI et LPV sont
mises en œuvre afin de garantir la stabilite´ et les performances du syste`me pour des conditions
de vol et configurations incertaines, stationnaires ou variant dans le temps. De nombreuses
simulations portant sur le mode`le non line´aire complet de l’avion viennent conclure l’analyse,
permettant d’e´valuer la stabilite´ et les performances du sche´ma de controˆle de´veloppe´.
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ABSTRACT
Flight control system development remains a very challenging issue due to architectural
complexity, stringent performance requirements, and strict certification processes. Such con-
trol systems must ensure the global stability and the required performance within the whole
flight envelope, even in the presence of modeling errors, parametric uncertainties, environ-
mental fluctuations, and disturbances.
As the dynamic behavior of an aircraft is highly nonlinear and varies significantly with the
fight condition, controller parameters must be adequately adjusted based on the operating
point. Among the viable solutions for this purpose, one can find gain-scheduling control,
which is one of the most well-known techniques widely adopted in aerospace industry. In
addition, it is of practical interest from an industrial point of view to leverage the legacy
accumulated in the past by imposing a priori the controller structure based on classical flight
control system architectures. The present research project aims at developing a procedure
for the design and the validation of robust gain-scheduled flight control systems with a fixed
structure. This problem is located at the junction of three topics in control, namely syn-
thesis of fixed-structure control systems, robust control, and LPV systems control in the
gain-scheduling framework.
In the first phase of this research project, a nonlinear dynamic model of an aircraft that
explicitly takes into account mass and center of gravity (CG) position is established. This
model is linearized around a trim condition in cruise flight. A numerical model of the F-16
Fighting Falcon is then derived and the impact of mass and CG position variations on the
aircraft dynamics is analyzed.
In the second phase, a method for the design of a robust and self-scheduled controller
with a predefined architecture is proposed. Based on the multi-model synthesis capability of
structured H∞ methods, robustness and gain-scheduling issues are both cast into the frame-
work of structured H∞ synthesis. This approach is successfully applied to the control of the
short period mode over the whole flight envelope under mass uncertainties and CG variations.
By reformulating the design problem in the multi-objective optimization framework, the in-
troduction of weighting coefficients in the synthesis procedure is considered. This results in
an important performance enhancement of the closed-loop system.
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Finally, the overall performance and the global stability of the closed-loop system is val-
idated over the flight envelope for time invariant and time varying flight conditions and
uncertain configurations, including mass parameters and aerodynamic coefficient, by means
of µ analysis and IQC robustness analysis. An extensive numerical simulation study is car-
ried out with the nonlinear model and the results are used to assess the stability and the
performance of the developed control schemes.
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embarque´s. Les deux facettes de ce projet m’ont amene´ a` travailler a` la fois dans les labora-
toires de la Section Automation et Syste`mes du de´partement de ge´nie e´lectrique de l’EPM
et les locaux de Bombardier Aerospace.
Le premier aspect de ce projet est l’objet du pre´sent me´moire. Le second aspect concernait
l’inte´gration des syste`me de controˆle d’un avion dans le cadre d’un projet pilote de Bombar-
dier et dont le sujet est : Impact de l’architecture d’une plateforme inte´gre´e de criticalite´ mixte
sur les algorithmes de controˆle. De plus en plus de suites avioniques tendent a` eˆtre inte´gre´s
(Integrated Modular Avionics (IMA)). L’objectif de Bombardier est de pousser cette inte´gra-
tion a` d’autres syste`mes de controˆle ayant divers niveaux de criticalite´ sur une plate-forme
ge´ne´rique nomme´e HIS-IMA (Highly Integrated Systems - Integrated Modular Avionics). Ce
projet, mene´ au sein d’une e´quipe de quatre personnes, comportait les aspects suivants :
– e´tudier le processus de de´finition des requis concernant la plateforme et les applications
de controˆle ;
– explorer les impacts sur les lois de controˆle d’une architecture Timed-Triggered distri-
bue´e et partitionne´e ;
– approfondir les analyses de se´curite´ devant eˆtre effectue´es dans le cadre de l’inte´gration
d’applications de controˆle sur une plate-forme HIS-IMA ;
– mettre en place un de´monstrateur compose´ de 5 calculateurs (3 VxWorks653 de Win-
dRiver et 2 CEPIOM-R de Thales) monte´s sur un re´seau Timed-Triggered-Ethernet
(TTTech) ;
– simuler plusieurs applications de controˆle utilisant des ressources de calcul et de re´seau
partage´es : estimation du niveau de ke´rose`ne, transferts de ke´rose`ne, alimentation des
moteurs, gestion du centrage de l’avion.
Loin d’eˆtre arrive´ a` son terme, ce projet devrait prendre de l’ampleur dans les prochaines
anne´es. L’objectif poursuivi est d’atteindre la maturite´ suffisante afin de de´ployer des plate-
formes HIS-IMA sur l’une des prochaines ge´ne´rations d’avions de Bombardier Aerospace.
1CHAPITRE 1
INTRODUCTION
1.1 Contexte
Dans le domaine de l’aviation, les commandes de vol de´signent l’ensemble des syste`mes
faisant le lien entre les consignes du pilote et les surfaces ae´rodynamiques de l’avion afin d’en
modifier la trajectoire. Ces syste`mes peuvent eˆtre re´partis en 3 grandes cate´gories :
– les organes de pilotage qui sont directement actionne´s par le pilote (manche, pe´dales) ;
– les actionneurs dont l’objectif est d’ajuster la position des gouvernes de l’avion (ve´rins,
moteurs) ;
– la chaˆıne de transmission qui est en charge d’assurer la liaison entre les organes de
pilotage et les actionneurs.
Depuis les premiers avions jusqu’aux avions le´gers actuels, la chaˆıne de transmission est as-
sure´e par un syste`me de caˆblage me´canique. L’effort exerce´ par le pilote sur les organes de
pilotage est alors directement re´percute´ sur les gouvernes. La taille croissante des avions a
ne´cessite´ l’introduction de syste`mes hydrauliques d’assistance afin de de´multiplier la force
exerce´e par le pilote. Le de´veloppement de servovalves e´lectro-hydrauliques dont la fiabilite´
s’est accrue au cours des de´cennies, combine´ a` l’essor des calculateurs nume´riques, a permis
de remplacer progressivement les commandes de vol classiques par des commandes de vol
e´lectriques (ou Fly-by-wire en anglais). Dans cette configuration, les commandes du pilote
sont converties en signaux e´lectriques et transmises par un re´seau de caˆbles e´lectriques a`
l’ordinateur de vol. Ce dernier de´termine alors comment actionner les diffe´rentes gouvernes
afin d’obtenir le comportement de´sire´ de l’avion. Dans cette configuration, les commandes de
vol e´lectriques permettent e´galement a` l’ordinateur de controˆler les gouvernes de l’avion en
l’absence de commande du pilote. Citons l’exemple du pilote automatique ou de la mise en
place de syste`mes de controˆle qui, en se basant sur les grandeurs mesure´es au cours du vol,
permettent de venir ame´liorer les performances de l’avion.
Le premier avion expe´rimental ayant teste´ la technologie des commandes de vol e´lec-
triques, a` travers le controˆle des surfaces ae´rodynamiques par des signaux e´lectriques, fut
l’avion russe Tupolev ANT-20 au milieu des anne´es 1930. Il fallut ensuite attendre le premier
vol du Avro CF-105 Arrow, avion intercepteur canadien, en 1958 pour qu’un premier avion
non expe´rimental inte`gre une technologie de controˆle via les commandes de vol e´lectriques.
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ou hydraulique de secours fut le LLRV (Lunar Landing Research Vehicle), ae´ronef conc¸u afin
d’entraˆıner les astronautes du programme spatial ame´ricain Apollo a` atterrir sur la Lune. La
de´mocratisation de cette technologie intervint tout d’abord dans le domaine militaire. Le pre-
mier avion de combat ayant be´ne´ficie´ de cette technologie fut le Mirage IV afin de controˆler la
de´rive de l’appareil. Au de´but des anne´es 1970, les chasseurs ame´ricains F-15 et F-16 furent
les premiers a` inte´grer cette technologie en se´rie. Au niveau des avions civils, le premier a` in-
te´grer les commandes de vol e´lectriques sous la forme de signaux analogiques fut le Concorde
en 1969. Ce n’est qu’en 1987 qu’un avion civil, l’Airbus A320, inte´gra des commandes de vol
e´lectriques nume´riques, re´volutionnant ainsi le monde de l’aviation commerciale. Pour la pre-
mie`re fois, le cockpit de l’avion e´tait entie`rement nume´rise´ avec commandes de vol purement
e´lectriques. Boeing, soucieux de ne pas se laisser distancer, lanc¸a en 1994 le B-777, premier
avion de la firme inte´grant comple`tement ces technologies.
La technologie des commandes de vol e´lectriques a permis de re´volutionner le monde de
l’aviation civile et militaire. Son inte´gration a permis de re´duire significativement le poids
des avions via le remplacement des syste`mes me´caniques et hydrauliques par des syste`mes
e´lectriques et e´lectro-me´caniques. Cette re´duction du poids entraˆına la diminution des couˆts
d’utilisation et de maintenance des avions. Au niveau du pilotage, elle permirent l’introduc-
tion de lois de commande venant ame´liorer la manœuvrabilite´ et les performances de l’avion
sur l’ensemble de l’enveloppe de vol. Elles permirent e´galement d’ame´liorer la se´curite´ des
avions en introduisant la notion de protection de l’enveloppe de vol. Cela consiste en un en-
semble de fonctions assurant que l’avion ne puisse pas voler dans des configurations a` risques
telles que des vitesses trop faibles, des angles d’attaque proches de l’angle de de´crochage,
des vols a` altitudes trop e´leve´es... Dans le domaine de l’aviation militaire, l’introduction
des commandes de vol e´lectriques a permis de re´duire significativement la taille des surfaces
stabilisant l’avion sur sa trajectoire. Les principaux be´ne´fices d’une telle diminution sont la
re´duction du poids et de la signature radar de l’avion, ainsi que d’une manœuvrabilite´ ac-
crue. Finalement, les commandes de vol e´lectriques permettent de stabiliser des avions qui
sont ae´rodynamiquement instables. De telles configurations pre´sentent un inte´reˆt tout parti-
culier dans le domaine de l’avion militaire car source d’une meilleur efficacite´ ae´rodynamique.
Paralle`lement au de´veloppement de la technologie des commandes de vol e´lectriques, di-
vers crite`res ont e´te´ de´veloppe´s afin d’assurer la bonne manœuvrabilite´ de l’avion. Ces crite`res,
appele´s qualite´s de vol et de manœuvrabilite´, correspondent a` un ensemble de contraintes que
le syste`me en boucle ferme´e doit satisfaire de manie`re a` assurer un pilotage aise´ de l’avion.
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et fre´quentielles sont autant de contraintes que le syste`me doit satisfaire en boucle ferme´e
afin d’eˆtre conforme aux normes en vigueur.
Les crite`res de performances doivent eˆtre satisfaits sur l’ensemble de l’enveloppe de vol.
Un seul controˆleur ne pouvant rencontrer le cahier des charges, la solution classique est
d’avoir recours a` la technique du se´quencement des gains. Dans une telle approche, les gains
du controˆleur sont exprime´s comme des fonctions de´pendantes de variables de se´quencement
(altitude, vitesse, angle d’attaque). Les gains du controˆleur sont alors calcule´s en temps re´el
en fonction de la condition de vol courante de l’avion. Il s’agit donc de synthe´tiser un controˆ-
leur se´quence´ rencontrant les performances impose´es par le cahier des charges sur l’ensemble
de l’enveloppe de vol.
De plus, certains parame`tres de l’avion sont incertains et variant dans le temps. C’est
par exemple le cas des parame`tres tels que la masse, la position du centre de gravite´ et la
matrice d’inertie. Ces parame`tres sont amene´s a` lentement varier au cours du vol a` travers la
consommation des moteurs et les transferts de ke´rose`ne. Dans le cas d’un largage de mate´riel
(e.g. missile), ces parame`tres peuvent eˆtre amene´s a` varier rapidement et de fac¸on significa-
tive. Le controˆleur se´quence´ a` travers l’enveloppe de vol doit donc e´galement eˆtre robuste
aux variations des parame`tres incertains (parame`tres de masse et de centrage, coefficients
ae´rodynamiques).
1.2 Objectifs de la recherche
L’objectif principal de ce projet est de de´velopper une me´thode visant a` synthe´tiser un
syste`me de commandes de vol autose´quence´ et robuste aux variations des parame`tres de
masse et de centrage pour une architecture de controˆle fixe.
Dans un premier temps, une mode´lisation tenant explicitement compte de la masse de
l’avion et de la position de son centre de gravite´ doit eˆtre effectue´e. En effet, la dynamique
d’un avion est de´crite relativement a` un point de re´fe´rence pris classiquement comme e´tant
le centre de gravite´ de l’avion. Dans l’approche ici de´veloppe´e, ce point est suppose´ incertain
et possiblement variant dans le temps. Il ne peut donc pas eˆtre choisi comme point de re´fe´-
rence. La dynamique de l’avion doit alors eˆtre de´crite relativement a` un point de re´fe´rence
O lie´ statiquement a` l’avion. Cette approche doit conduire a` l’obtention des e´quations de la
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de ce mode`le pour l’exemple du Fighting Falcon F-16 doit alors nous permettre d’identifier
le mode de l’avion le plus sensible quant aux variations de masse et de centrage.
Dans un second temps, le proble`me du controˆle robuste de ce mode pour des variations
de masse et de la position longitudinale du centre de gravite´ est conside´re´. Une architecture
de controˆle, adapte´e d’architectures de controˆle classiques est alors introduite. Cette archi-
tecture se doit d’eˆtre suffisamment riche afin de permettre de satisfaire certains crite`res de
performances, tout en demeurant d’un ordre raisonnable pour des raisons d’imple´mentation.
En se basant sur cette architecture, on cherche alors a` synthe´tiser un controˆleur se´quence´
et robuste aux variations de masse et de centrage assurant les performances du syste`me en
boucle ferme´e sur l’ensemble de l’enveloppe de vol. L’approche classique dite du se´quencement
de gains consisterait a` discre´tiser l’enveloppe de vol en un nombre fini de points de vol, de
synthe´tiser pour chacun d’entre eux un controˆleur robuste rencontrant le cahier des charges,
de les stocker dans des lookup tables et de proce´der a` un se´quencement a posteriori des gains
via des interpolations multiline´aires. Une telle approche pre´sente plusieurs de´savantages. Elle
n’apporte aucune garantie sur le bon fonctionnement du syste`me de commandes de vol entre
deux points de design. Les gains sont des fonctions affines par morceaux des variables de se´-
quencement, rendant le travail de validation fastidieux. Finalement, les lookup tables peuvent
pre´senter des irre´gularite´s, compliquant ainsi la phase d’interpolation. Dans ce projet, nous
essaierons de de´velopper une me´thode dans laquelle la phase de se´quencement des gains est
conside´re´e non pas a posteriori, i.e. de manie`re poste´rieure a` la phase de synthe`se des controˆ-
leurs, mais a priori, i.e. en meˆme temps que la phase de synthe`se, sous la formes de fonctions
polynomiales ou rationnelles des variables de se´quencement. L’objectif est ainsi de mettre en
place et d’appliquer au cas du Fighting Falcon F-16 une me´thode permettant d’effectuer la
synthe`se d’un controˆleur robuste et autose´quence´ pour une architecture de controˆle de´finie a
priori.
Finalement, le bon comportement du controˆleur ainsi synthe´tise´ doit eˆtre ve´rifie´ a` travers
l’enveloppe de vol et pour des parame`tres de masse et des coefficients ae´rodynamiques incer-
tains. Il s’agit de valider dans un premier temps le bon comportement du syste`me lorsque
les conditions de vol et parame`tres incertains sont stationnaires. Dans un second temps,
une validation plus re´aliste tenant compte des possibles variations des conditions de vol et
parame`tres de masse sera mise en place.
51.3 Plan du me´moire
La premie`re partie du me´moire est consacre´e a` la mode´lisation et a` l’analyse de l’impact
des parame`tres de masse et de centrage sur la dynamique de l’avion. Nous de´veloppons dans
le Chapitre 3 les e´quations de la dynamique d’un avion faisant explicitement intervenir la
masse et le centrage. Elles aboutissent a` la mise en place d’un mode`le dynamique non line´aire
complet de la dynamique longitudinale et d’un mode`le line´arise´ rendant compte des dyna-
miques longitudinale et late´rale. Nous e´tudions ensuite au cours du Chapitre 4 l’impact des
variations de masse et de centrage sur la dynamique du F-16 en boucle ouverte via l’e´tude de
lieux des racines. Cette e´tude va nous pousser a` nous concentrer sur l’e´tude du mode Short
Period pour des variations de masse et de centrage.
La seconde partie du me´moire est quant a` elle consacre´e a` la synthe`se et a` la valida-
tion d’un controˆleur robuste et autose´quence´ dont l’architecture est fixe´e a priori. Suite aux
conclusions de la premie`re partie, le mode Short Period est introduit plus en de´tail au cours
du Chapitre 5. Dans un souci de re´duire la complexite´ du proble`me, l’approximation dite
du Short Period est introduite. Un cahier des charges est alors de´fini et une architecture
de controˆle propose´e. De brefs rappels sur le proble`me H∞ et ses me´thodes de re´solution
classiques sont effectue´s au Chapitre 6. Les me´thodes H∞ structure´es, permettant d’ajuster
des controˆleurs a` architecture fixe pour minimiser des contraintes H∞, sont alors pre´sente´es.
On montre comment il est possible de tirer avantage de telles me´thodes afin de re´soudre le
proble`me de synthe`se d’un controˆleur robuste et autose´quence´ a` architecture fixe´e a priori.
Le Chapitre 7 met en application ces diffe´rentes me´thodes afin d’effectuer la synthe`se d’un
tel controˆleur pour le mode Short Period du F-16. On montre ensuite comment le pro-
ble`me ici conside´re´ peut eˆtre reformule´ dans le cadre de l’optimisation multiobjectif. Cela
conduit a` l’introduction de coefficients de ponde´ration afin de donner plus de poids a` certains
sous-domaines de l’enveloppe de vol et ainsi venir ajuster les performances du controˆleur a`
travers l’enveloppe de vol. Le Chapitre 8 est consacre´ a` la validation du controˆleur synthe´tise´
pre´ce´demment. Pour cela, des me´thodes d’analyse sont mises en œuvre afin de valider le
comportement du syste`me sur l’ensemble de l’enveloppe de vol et du domaine incertain. Une
attention toute particulie`re est porte´e a` la validation des configurations variant dans le temps.
Finalement, des simulations sur le mode`le non line´aire complet de l’avion sont effectue´es afin
de ve´rifier le bon comportement temporel du syste`me en boucle ferme´e.
Enfin, le Chapitre 9 tient lieu de conclusion, faisant le bilan sur les objectifs accomplis au
cours de ce projet et les possibles perspectives.
6CHAPITRE 2
REVUE DE LITTE´RATURE ET OBJECTIFS
Nous de´butons ce me´moire par une revue de litte´rature visant a` faire l’e´tat de l’art concer-
nant les diffe´rents proble`mes aborde´s dans ce projet et qui ont e´te´ e´voque´s en introduction.
L’objectif initial du projet e´tait d’effectuer la synthe`se de syste`mes de commandes de
vol robustes quant aux variations de masse et de centrage. Nous nous attarderons donc tout
d’abord sur le proble`me de la mode´lisation de la dynamique de l’avion. On e´tudiera ensuite
cette dernie`re en se posant la question de l’impact de la masse et du centrage.
La synthe`se d’un controˆleur robuste et autose´quence´ pour une architecture de controˆle
fixe´e a priori est au confluent de trois domaines d’e´tude de l’automatique : le proble`me de
synthe`se robuste, le proble`me de synthe`se a` architecture fixe et le proble`me de se´quence-
ment des gains. Le proble`me de synthe`se robuste traite de la synthe`se de controˆleurs pour
un syste`me dont le mode`le nominal est soumis a` des incertitudes. Le proble`me de synthe`se a`
architecture fixe s’inscrit dans la ligne´e des proble`mes de synthe`se par retour de sortie et a`
ordre fixe. Finalement, le proble`me de se´quencement des gains entre en jeu lorsqu’un syste`me
doit eˆtre controˆle´ sur un large domaine d’ope´ration pour lequel un seul controˆleur ne suffit
pas pour assurer les performances du syste`me boucle´. L’ensemble de ces trois points seront
adresse´s au cours de la revue de litte´rature.
Poste´rieurement a` la phase de synthe`se, une phase comple`te de validation sera ne´cessaire
afin de prouver le bon fonctionnement du syste`me en boucle ferme´e. De manie`re a` identifier
les outils existants et mis en œuvre dans l’industrie ae´ronautique, une revue de litte´rature
portant sur les me´thodes de validation des syste`mes de commandes de vol a e´te´ effectue´e.
Fort de cette revue de litte´rature, nous de´finirons les objectifs du projet ainsi que les
contributions apporte´es.
72.1 Revue de litte´rature
2.1.1 Mode´lisation du proble`me
La mode´lisation de la dynamique d’un avion en tant que corps rigide a` 6 degre´s de liberte´
a largement e´te´ traite´e. Mentionnons a` titre d’exemple les livres de McRuer et al. (1973),
Nelson (1997) et Stevens et Lewis (2003). De manie`re standard, ces mode´lisations pre´sentent
trois gouvernes que sont les ailerons, la gouverne de profondeur et la gouverne de direction.
Ils font de plus intervenir la manette des gaz qui permet de controˆler la pousse´e des moteurs.
Certaines mode´lisations font intervenir des gouvernes supple´mentaires. C’est par exemple le
cas du F-16 qui pre´sente un dispositif hypersustentateur dispose´ au niveau des ailes dans le
but d’apporter un supple´ment de portance a` l’avion lorsqu’il vole a` trop basse vitesse (Nguyen
et al. (1979)). Des mode´lisations plus complexes existent et peuvent prendre en compte di-
vers types de phe´nome`nes. Mentionnons par exemple la possibilite´ de prendre en compte les
modes flexibles de l’avion (Bucharles et Vacher (2002)).
Une grande partie de ces mode´lisations ne prend pas en conside´ration le proble`me de
variation de la masse et de la position du centre de gravite´ sur la dynamique de l’avion. De
telles variations se produisent ne´anmoins tout au long du vol de par la consommation des
moteurs et les transferts de ke´rose`ne entre les diffe´rentes cuves de l’avion (Miao et al. (2012)).
Dans le cadre d’applications militaires, de brusques changements de masse et de centrage sont
e´galement a` conside´rer pour des ope´rations de type largage de mate´riel (Yang et al. (2010)).
Le livre de Etkin et Reid (1995) prend en compte de potentielles variations de la position
longitudinale du centre de gravite´ de l’avion au niveau des moments ae´rodynamiques. A`
travers l’e´tude du lieu des racines, il montre le fort impact qu’exerce le centrage de l’avion
sur sa dynamique longitudinale. Ce phe´nome`ne est largement connu dans le cas du F-16 qui
est ae´rodynamiquement instable dans sa configuration nominale (Stevens et Lewis (2003)).
Une approche permettant de mieux tenir compte de l’impact de la position du centre de
gravite´ sur la dynamique de l’avion a e´te´ propose´e par Zhang et al. (2009). Dans celle-ci, le
centrage de l’avion est suppose´ incertain. Il en re´sulte que le centre de gravite´ ne peut pas eˆtre
choisi comme e´tant le point de re´fe´rence de la mode´lisation. Les e´quations de la dynamique
de l’avion sont alors de´rive´es sous forme vectorielle par rapport a` un point de re´fe´rence O
lie´ statiquement a` l’avion. Ces e´quations vectorielles constituent le point de de´part de notre
mode´lisation.
82.1.2 Synthe`se de controˆleurs robustes et autose´quence´s a` architecture fixe
Le proble`me de synthe`se de syste`mes de commandes de vol robustes et autose´quence´s a`
architecture fixe est un proble`me complexe au confluent de plusieurs domaines d’e´tude de
l’automatique. La re´solution d’un tel proble`me pre´sente un inte´reˆt pratique avec de poten-
tielles applications dans le milieu industriel. Les diffe´rents aspects de ce proble`me, ainsi que
leurs inte´reˆts respectifs sont de´taille´s ci-dessous.
2.1.2.1 Synthe`se robuste
La synthe`se robuste vise a` la mise en place de controˆleurs permettant d’assurer la robus-
tesse et les performances du syste`me en boucle ferme´e en de´pit des incertitudes du mode`le.
Dans le cas de l’avion, il s’agit d’e´laborer un controˆleur qui soit robuste aux variations de
masse et de centrage de manie`re a` assurer la stabilite´ et les performances de l’appareil a`
travers l’ensemble du domaine incertain (Hentabli et al. (2003)).
L’e´laboration d’un controˆleur robuste passe classiquement par les me´thodes de synthe`se
H∞. Initie´es par Zames (1981) puis de´veloppe´es par Doyle (1982) au de´but des anne´es 1980,
les me´thodes H∞ peuvent eˆtre re´sume´es en un proble`me de stabilisation et de rejet de per-
turbations. On cherche ainsi a` stabiliser internement le syste`me en boucle ferme´e tout en
minimisant l’e´nergie de certains signaux. Dans une telle approche, les contraintes temporelles
et fre´quentielles du cahier des charges sont introduites via des filtres de ponde´ration. Pour
plus de de´tails sur les fondements the´oriques et la mise en œuvre des me´thodes de synthe`se
H∞, on pourra se reporter a` la re´fe´rence (Zhou et Doyle (1998)). De manie`re a` re´soudre
nume´riquement le proble`me de synthe`se H∞, divers algorithmes ont e´te´ de´veloppe´s. Celui
qui semble a` l’heure actuelle le plus adapte´ nume´riquement a e´te´ propose´ par Doyle et al.
(1989), reposant sur le formalisme de la repre´sentation d’e´tat. Parmi les autres contributions
notables, mentionnons que certaines me´thodes permettent de travailler avec des caracte´risa-
tions de type LMI (Gahinet et Apkarian (1994)), conduisant ne´anmoins a` un effort nume´rique
plus important.
Les me´thodes H∞ classiques ne permettent pas d’assurer a priori la stabilite´ du syste`me
vis-a`-vis des incertitudes du mode`le. De manie`re a` garantir la stabilite´ et les performances du
syste`me pour l’ensemble des valeurs possibles des parame`tres incertains, des me´thodes dite
de µ-analyse et de µ-synthe`se ont e´te´ de´veloppe´es. Ces me´thode ne´cessitent pre´alablement
la re´e´criture du proble`me sous la forme d’une Linear Fractionnal Transformation (LFT) su-
pe´rieure afin d’extraire les incertitudes du mode`le et les rassembler au sein d’une matrice
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formances du syste`me en de´pit de la matrice incertaine ∆ (Doyle (1982)). La µ-synthe`se
cherche quant a` elle a` synthe´tiser un controˆleur assurant la stabilite´ et les performances du
syste`me en de´pit de la matrice incertaine ∆. Les me´thodes de re´solution d’un tel proble`me
de synthe`se passent par une proce´dure ite´rative appele´e D-K ite´ration. Elle consiste a` alter-
ner entre une synthe`se H∞ classique comme de´crite pre´ce´demment et le calcul de matrices
de scaling. Parmi les contribution notables dans ce domaine, mentionnons (Zhou et Doyle
(1998)). Ces me´thodes pre´sentent le de´savantage d’eˆtre tre`s couˆteuses en temps de calcul et
de n’apporter aucune garantie quant a` leur convergence.
Bien que simple dans sa formulation, la synthe`se H∞ classique me`ne a` l’obtention de
controˆleurs d’ordre e´leve´, rendant difficile leur imple´mentation sur des architectures de calcul
temps re´el. Une re´duction de l’ordre du controˆleur est alors ge´ne´ralement ne´cessaire, pouvant
conduire a` une nette de´gradation des performances. Ces limitations ont pousse´ les chercheurs
a` de´velopper des me´thodes de synthe`se de controˆleurs a` architecture fixe afin de minimiser
des crite`res H∞.
2.1.2.2 Synthe`se a` architecture fixe
La synthe`se d’un controˆleur a` architecture fixe correspond a` un proble`me de stabilisation
par retour de sortie pour une architecture de´finie a priori. Afin de re´soudre ce proble`me, de
nombreuses me´thodes ont e´te´ de´veloppe´es au cours des dernie`res de´cennies (Blondel et al.
(1995); Syrmos et al. (1997)). Parmi les plus simples mentionnons les me´thodes de position-
nement de poˆles via le lieu des racines ou les crite`res alge´briques de type Routh-Hurwitz
(Dorf et Bishop (2010)). Parmi les plus sophistique´es, mentionnons celles faisant intervenir
la re´solution d’ine´galite´s matricielles dans le cadre de la the´orie de Lyapunov (Rugh (1996))
ou des me´thodes d’optimisation non lisse (Burke et Overton (1994)).
Le proble`me de synthe`se a` architecture fixe peut se voir augmente´ du proble`me de syn-
the`se robuste. Dans cette configuration, le controˆleur doit eˆtre ajuste´ a` partir d’une architec-
ture pre´de´finie de fac¸on a` ce que le syste`me en boucle ferme´e rencontre les performances de
manie`re robuste quant aux incertitudes du mode`le. Les re´sultats en matie`re de commande
robuste obtenus par Kharitonov (1981) et plus encore par Saydy et al. (1990) a` travers la
mise en place de l’outil d’analyse robuste que constitue la the´orie des applications gardiennes
peuvent eˆtre mis en œuvre pour re´soudre ce type de proble`me (Saussie´ et al. (2010)). L’ex-
tension des me´thodes H∞ classiques au proble`me de synthe`se a` architecture fixe aboutissent
classiquement a` la re´solution de BMI (Bilinear Matrix Inequality) (Safonov et al. (1994)). La
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complexite´ accrue de ces me´thodes de synthe`se H∞ a` architecture fixe ont pousse´ le de´ve-
loppement de me´thodes venant directement ajuster les gains du controˆleur afin de minimiser
des contraintes H∞. Le proble`me de synthe`se H∞ a` architecture fixe e´tant non lisse et non
convexe, des me´thodes ayant recours a` des techniques d’analyse non lisse (Clarke et al. (1998);
Clarke (2013)) ont e´te´ de´veloppe´es donnant lieu aux me´thodes de synthe`se H∞ structure´es
(Apkarian et Noll (2006, 2007)). Parmi les contributions les plus notables a` l’heure actuelle,
mentionnons la toolbox HIFOO (Burke et al. (2006)) ainsi que la fonction hinfstruct inte´-
gre´e dans la Robust Control Toolbox de MATLAB (Gahinet et Apkarian (2011a)).
En plus de re´soudre le proble`me de synthe`se H∞ a` architecture fixe, les me´thodes H∞
structure´es permettent d’effectuer une synthe`se dite multimode`le. Alors que classiquement
la synthe`se d’un controˆleur s’effectue a` partir d’un unique mode`le de re´fe´rence, les me´thodes
H∞ structure´es permettent d’effectuer la synthe`se d’un controˆleur en conside´rant plusieurs
mode`les a` la fois ((Gahinet et Apkarian, 2011a,b)). Cette capacite´ de synthe`se multimode`le
peut eˆtre mise a` profit dans le cadre de la synthe`se de controˆleurs robustes (Puyou et Ezerzere
(2012)).
2.1.2.3 Se´quencement des gains
Les me´thodes conside´re´es jusqu’a` pre´sent permettent de synthe´tiser un controˆleur en un
point de vol donne´. A` cet effet, le mode`le dynamique non line´aire de l’avion est line´arise´ au
voisinage du point d’e´quilibre associe´ a` la condition de vol. Les controˆleurs sont alors synthe´-
tise´s a` partir des mode`les line´arise´s et ne pourront donc assurer le controˆle de l’avion qu’au
voisinage des points de vol conside´re´s. Dans le cas d’un syste`me dont la dynamique est rela-
tivement uniforme a` travers le domaine d’ope´ration, une approche de type synthe`se robuste
est envisageable. Elle consiste a` synthe´tiser un unique controˆleur assurant les performances
robustes du syste`me a` travers le domaine d’ope´ration. Dans le cas du controˆle d’un avion,
l’enveloppe de vol a` conside´rer est relativement vaste et a un fort impact sur la dynamique
de l’appareil selon qu’il vole a` basse ou haute vitesse et a` basse ou haute altitude. Il est donc
utopique de chercher un controˆleur d’ordre re´duit permettant d’assurer les performances ro-
bustes du syste`me en boucle ferme´e sur l’ensemble de l’enveloppe de vol.
L’approche classique consiste alors a` proce´der a` un se´quencement des gains, plus connue
sous le terme anglais de gain-scheduling. Elle consiste en l’actualisation de la valeur des gains
du controˆleur en temps re´el en fonction de la condition de vol courante de l’avion (Rugh
et Shamma (2000); Leith et Leithead (2000)). Pour cela, des controˆleurs sont synthe´tise´s
pour un nombre fini de points de fonctionnement couvrant l’enveloppe de vol. Les gains ainsi
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obtenus sont interpole´s en fonction des variables dites de se´quencement qui, dans le cadre d’un
avion, sont classiquement la vitesse, l’altitude et l’angle d’attaque. La proce´dure usuellement
employe´e est la suivante :
1. Mise du syste`me sous forme Linear Parameter Varying (LPV) (Sesane et al. (2013)).
2. Discre´tisation de l’enveloppe de vol et synthe`se d’un controˆleur rencontrant le cahier
des charges en chacun des points de l’enveloppe de vol discre´tise´e.
3. Interpolation (multiline´aire, non line´aire ou autre) des gains des controˆleur en fonction
des variables de se´quencement. On obtient ainsi un controˆleur non line´aire base´ sur une
famille de controˆleurs line´aires.
4. Imple´mentation du controˆleur non line´aire.
Il est a` noter que la phase d’interpolation repre´sente ge´ne´ralement une phase de´licate, ne
fournissant ge´ne´ralement aucune garantie quant au bon fonctionnement du syste`me entre
deux points de design. Mentionnons que des travaux ont ne´anmoins e´te´ effectue´s afin d’offrir
de telles garanties (Stiwell et Rugh (1999, 2000)).
Bien que largement employe´e dans l’industrie, l’approche classique du se´quencement des
gains souffre de certaines limitations. Cette approche est tout d’abord tre`s couˆteuse en temps
car ne´cessitant ge´ne´ralement des ite´rations entre phase de synthe`se et phase de validation.
De plus, les gains obtenus sont ge´ne´ralement exprime´s comme e´tant des fonctions continues
par morceaux des variables de se´quencement rendant la phase de validation fastidieuse. Fina-
lement, les gains des controˆleurs synthe´tise´s en diffe´rents points de vol sont stocke´s dans des
lookup tables et interpole´s en temps re´el durant le vol. La pre´sence d’irre´gularite´s dans ces
tables est courante, rendant la phase d’interpolation difficile au voisinage de ces points. Pour
reme´dier a` ces limitations, des techniques de se´quencement ont e´te´ de´veloppe´es afin de fixer
a priori la structure de se´quencement des gains du controˆleur (Magni et al. (1998); Saussie´
et al. (2008, 2011)). Dans ce registre, les capacite´s de synthe`se multimode`le des me´thodes
H∞ structure´es offrent un cadre tout adapte´ pour la synthe`se de controˆleurs autose´quence´s
(Barbe´s et al. (2013)). Cette piste est amplement explore´e au cours de ce me´moire.
2.1.3 Me´thodes de validation dans le domaine de l’ae´ronautique
Finalement, nous abordons les me´thodes de validation classiquement rencontre´es dans le
domaine de l’ae´ronautique. Dans le cadre industriel, ces me´thodes de validation sont mises
en œuvre par les avionneurs afin de prouver aux autorite´s de certification que le syste`me des
commandes de vol permet a` l’avion de voler en toute se´curite´. Pour ainsi recevoir l’aval des
autorite´s de certification, l’avion doit satisfaire un ensemble de crite`res de´finis par des normes
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(FAA (1974); JAA (1974)). Ces crite`res visent a` e´valuer la stabilite´ et les performances ro-
bustes du syste`me de controˆle, ce dernier devant assurer un pilotage se´curitaire et aise´ de
l’appareil sur l’ensemble de l’enveloppe de vol et pour toutes les valeurs possibles des para-
me`tres incertains (coefficients ae´rodynamiques, parame`tres de masse). Diverses me´thodes de
validation ont e´te´ de´veloppe´es au cours des pre´ce´dentes de´cennies et mises en œuvre dans le
domaine de l’ae´ronautique. Ces diffe´rentes me´thodes ont fait l’objet d’un recensement com-
plet par Varga et Fielding (2002); Varga et al. (2011) et sont brie`vement reprises ci-dessous.
En premier lieu, des simulations temporelles du syste`me en boucle ferme´e sont mises en
œuvre afin d’en valider le bon comportement. De telles simulations sont envisage´es dans un
premier temps pour le syste`me line´arise´ puis, dans un second temps, sur le mode`le non li-
ne´aire complet. Une proce´dure de type tirage de Monte-Carlo est mise en place de manie`re
a` couvrir l’ensemble de l’enveloppe de vol et du domaine incertain (Fernandes de Oliveira et
Puyou (2011)). Bien qu’essentielle, ce type d’approche ne peut faire office de preuve du bon
fonctionnement du syste`me de commande sur l’ensemble de l’enveloppe de vol. Ne permet-
tant en effet que de tester un nombre fini de configurations, une telle approche ne permet pas
de garantir le bon fonctionnement du syste`me entre deux configurations teste´es. Des outils
mathe´matiques plus complexes et offrant des garanties sur le continuum de l’enveloppe de
vol et du domaine incertain doivent eˆtre mis en œuvre.
La premie`re e´tape consiste a` venir ve´rifier la stabilite´ et les performances robustes du
syste`me a` travers l’enveloppe de vol pour des conditions de vol et configurations incertaines
stationnaires. L’e´tude de la stabilite´ et des performances robustes (modales, fre´quentielles et
marges de stabilite´ (Deodhare et Patel (1998); Bates et al. (2003))) du syste`me Linear Time-
Invariant (LTI) a` travers l’emploi de techniques de µ-analyse (Fan et al. (1991)) permet
d’apporter la preuve du bon fonctionnement du syste`me sur l’ensemble de l’enveloppe de vol
pour des configurations stationnaires. Dans le meˆme registre, certaines me´thodes permettent
d’e´tudier la stabilite´ du syste`me a` travers la recherche de fonctions de Lyapounov (Dasgupta
et al. (1994); Dettori et Scherer (2000)).
La seconde e´tape, plus re´aliste, consiste a` venir e´tudier la stabilite´ du syste`me en tenant
compte de l’impact des potentielles variations de la condition de vol et des parame`tres incer-
tains. Pour cela, des me´thodes de type Integral Quadratic Constraint (IQC) sont conside´re´es
afin d’e´tudier la stabilite´ et les performances du syste`me LPV (Megretski et Rantzer (1997)).
Ces dernie`res peuvent e´galement eˆtre mises en œuvre dans le cadre de l’e´valuation de crite`res
de confort (Varga et al. (2011); Scherer et Ko¨se (2006)).
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Parmi les autres me´thodes existantes, mentionnons les me´thodes probabilistes permettant
de rechercher les plus mauvaises conditions de vol et combinaisons des parame`tres incertains
pour lesquels les crite`res de performances sont les plus faibles (Fielding et al. (2002)). Cer-
taines me´thodes visent e´galement a` inclure dans la validation le comportement du pilote, en
de´terminant pour une configuration donne´e le worst-case pilot input (Forssell (2003); Menon
et al. (2006)).
2.2 Objectifs et contributions
A` la lumie`re de la revue de litte´rature, nous avons de´gage´ dans le cadre de ce projet un
objectif majeur que l’on peut re´sumer de la fac¸on suivante :
De´velopper une me´thode visant a` synthe´tiser un syste`me de commandes de
vol autose´quence´ et robuste aux variations des parame`tres de masse et de
centrage pour une architecture de controˆle fixe.
Cet objectif nous a permis de de´gager principalement trois axes qui ont e´te´ de´taille´s au
cours de la revue de litte´rature et qui ont e´te´ repris sous la forme de 3 objectifs.
2.2.1 Objectif 1 : mode´lisation et analyse de l’impact des variations de centrage
sur la dynamique de l’avion
Pre´alablement a` toute synthe`se de controˆleur, un mode`le de la dynamique de l’avion
tenant compte explicitement de la masse et du centrage de l’appareil doit eˆtre mis en place.
De plus, il ne s’agit pas d’effectuer la synthe`se d’un syste`me de commandes de vol au complet.
L’e´tude de la dynamique du mode`le doit nous permettre d’identifier le mode de l’avion le
plus impacte´ par les parame`tres de masse et ainsi recentrer le proble`me sur le controˆle de la
dynamique associe´e a` ce mode.
Contribution Comme mentionne´ pre´ce´demment, la revue de litte´rature n’a pas permis
d’aboutir a` l’obtention d’un mode`le rendant compte de manie`re satisfaisante de l’impact du
centrage sur la dynamique de l’avion. Les mode`les prennent ge´ne´ralement comme point de
re´fe´rence a` controˆler le centre de gravite´ G de l’avion. Dans le cadre de potentielles variations
du centrage, cela conduit a` conside´rer le controˆle d’un point qui n’est pas statiquement lie´
a` l’avion. Afin de palier ce manque, un mode`le complet de´crivant la dynamique de l’avion
en prenant comme point de re´fe´rence un point O statiquement lie´ a` l’appareil a e´te´ mis en
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place. Partant des e´quations vectorielles propose´es par Zhang et al. (2009), un mode`le non
line´aire complet ainsi que son line´arise´ tangent ont e´te´ e´tablis.
Le mode`le ainsi obtenu a permis, a` travers l’e´tude du lieu des racines, d’identifier la
dynamique longitudinale de l’avion, et en particulier le mode Short Period, comme e´tant
le plus sensible quant aux variations des parame`tres de masse. La phase de synthe`se de
controˆleurs s’est de`s lors focalise´e sur le controˆle du mode Short Period. En se basant sur
les besoins de l’industrie ae´ronautique, un cahier des charges complet a e´te´ e´labore´ et une
architecture de controˆle, de´rive´e d’architectures de controˆle classiques du mode Short Period,
a e´te´ choisie.
2.2.2 Objectif 2 : mise en place et application d’une me´thode de synthe`se d’un
controˆleur robuste et autose´quence´ a` architecture fixe
De par l’expe´rience acquise au cours des dernie`res de´cennies, les avionneurs ont de´veloppe´
des architectures de controˆle qu’ils souhaitent conserver lors de la conception des commandes
de vol de nouveaux avions. Ils se sont en effet forge´s une grande expertise de ces architectures
dont ils maˆıtrisent les moindres rouages, facilitant ainsi la phase d’ajustement. Partant d’une
architecture fixe, on cherche alors a` e´laborer une me´thode permettant d’effectuer la synthe`se
de controˆleurs robustes et autose´quence´s.
Contribution Le point de de´part du travail effectue´ dans le cadre de ce projet se base
sur les ide´es de´veloppe´es par Barbe´s et al. (2013), mettant a` profit la capacite´ de synthe`se
multimode`le des me´thodes H∞ structure´es. En de´pit d’une plus grande complexite´, cette
capacite´ offre la possibilite´ d’effectuer la synthe`se de controˆleurs autose´quence´s. En effet, en
spe´cifiant a priori la structure de se´quencement des gains du controˆleur en fonction des va-
riables de se´quencement (polynomiale ou rationnelle), il est possible d’appliquer la synthe`se
multimode`le en conside´rant simultane´ment un ensemble de points de fonctionnement recou-
vrant l’enveloppe de vol. De cette fac¸on, la phase de se´quencement des gains est transpose´e en
une contrainte de design a` travers des contraintes H∞. Une telle approche pre´sente plusieurs
avantages. Un se´quencement a posteriori des gains n’est pas ne´cessaire, e´vitant l’alternance
entre phase de synthe`se et phase de validation. De plus, les gains sont directement obtenus
comme e´tant des fonctions lisses des variables de se´quencement.
La me´thode mise en place ne´cessite deux phases de synthe`se. Apre`s discre´tisation de
l’enveloppe de vol et du domaine incertain, une premie`re e´tape pre´liminaire consiste a` proce´-
der a` un classique se´quencement a posteriori des gains. Cette premie`re e´tape est ne´cessaire
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pour ajuster les contraintes H∞ utilise´es dans le synthe`se et pour de´finir a priori une bonne
de´pendance des gains vis-a`-vis des variables de se´quencement. De plus, cette premie`re syn-
the`se permet d’obtenir une condition initiale ade´quate pour lancer la synthe`se du controˆleur
robuste et autose´quence´. En effet, le proble`me e´tant non convexe, une bonne initialisation
de la me´thode est pre´ponde´rante. Une fois de´finie, l’architecture de se´quencement des gains
est injecte´e dans l’architecture du controˆleur, permettant ainsi de transposer le proble`me
d’autose´quencement en un proble`me de synthe`se H∞ structure´e. Finalement une me´thode
nume´rique de synthe`se H∞ structure´e est mise en œuvre afin d’obtenir un controˆleur robuste
et autose´quence´. Cette me´thode a e´te´ mise en place avec succe`s dans le cadre du controˆle du
mode Short Period du Fighting Falcon F-16.
Une analyse approfondie des re´sultats nous a conduit a` la reformulation du proble`me
d’autose´quencement tel que pre´sente´ au paragraphe pre´ce´dent en un proble`me d’optimisa-
tion multiobjectif, faisant intervenir la notion de solutions faiblement optimales au sens de
Pareto. Le calcul de solutions faiblement Pareto optimales alternatives a alors e´te´ envisage´
via l’introduction de coefficients de ponde´ration visant a` rendre l’effort de minimisation plus
homoge`ne a` travers l’enveloppe de vol. Il a alors e´te´ montre´ comment une telle approche
permet d’ame´liorer significativement les performances du syste`me de commande a` travers
l’enveloppe de vol.
2.2.3 Objectif 3 : validation du syste`me de commande obtenu lors de la phase
de synthe`se
La me´thode, bien que synthe´tisant des controˆleurs tenant compte simultane´ment des as-
pects de robustesse et de se´quencement des gains, ne permet pas d’assurer a priori la stabilite´
et les performances robustes du syste`me a` travers l’enveloppe de vol. De plus, l’imple´menta-
tion d’un controˆleur se´quence´ n’est pas sans proble`me. Cela conduit a` l’apparition de termes
de couplage cache´s (hidden coupling terms) lors de l’implantation sur le syste`me non line´aire
et dont l’impact n’a pas e´te´ pris en compte dans la phase de synthe`se (Lawrence et Rugh
(1995)). Une phase de validation a posteriori du syste`me de commande est donc indispen-
sable.
Contribution L’objectif est ici de de´montrer que la me´thode de synthe`se de controˆleurs
robustes et autose´quence´s permet, sur l’exemple e´tudie´, de mener a` la synthe`se d’un sys-
te`me de commande assurant la stabilite´ et les performances robustes du syste`me a` travers
l’enveloppe de vol. Pour cela, trois axes ont e´te´ explore´s. Le premier axe vise a` prouver la
stabilite´ et les performances du syste`me de commande en de´pit des incertitudes portant sur
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les coefficients ae´rodynamiques et parame`tres de masse a` travers l’enveloppe de vol pour des
configurations stationnaires. Pour cela, des techniques de µ-analyse ont e´te´ mises en place.
Le deuxie`me axe vise a` assurer la stabilite´ du syste`me pour des configurations variant dans le
temps. Cette validation, plus proche de la re´alite´ physique du proble`me, a pour but de mesu-
rer l’impact des variations des conditions de vol et des parame`tres incertains sur la stabilite´
et les performances du syste`me au cours du vol. Pour cela, des me´thodes de type IQC ont e´te´
conside´re´es. Finalement, le troisie`me axe consiste en une se´rie de simulations sur le mode`le
non line´aire complet de l’avion. Plusieurs configurations ont e´te´ teste´es pour des conditions
de vol stationnaires ou variant dans le temps et pour des parame`tres de masse et de centrage
stationnaires, lentement variants ou rapidement variants.
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CHAPITRE 3
MODE´LISATION DE LA DYNAMIQUE DE L’AVION
Ce premier chapitre est consacre´ a` l’e´laboration d’un mode`le mathe´matique de la dyna-
mique de l’avion repre´sentant fide`lement son comportement au cours du vol. De nombreux
mode`les ont e´te´ de´veloppe´s dans la litte´rature (McRuer et al. (1973)), (Etkin et Reid (1995)),
(Nelson (1997)) et (Stevens et Lewis (2003)) et sont largement utilise´s a` des fin d’analyse
et de synthe`se de syste`mes de commandes de vol. La grande majorite´ de ces mode´lisations
repose sur les hypothe`ses simplificatrices suivantes :
– la Terre est plate et immobile, avec un vecteur gravite´ constant ;
– l’avion est un solide inde´formable ;
– la masse de l’avion et sa re´partition sont constantes ;
– l’avion est syme´trique par rapport au plan x-z (syme´trie ge´ome´trique, massique et
propulsive).
Ces hypothe`ses permettent d’obtenir des mode`les simplifie´s des e´quations de la me´canique
du vol. L’hypothe`se du corps rigide permet de traiter le proble`me comme e´tant un proble`me
de la me´canique des solides inde´formables, ce qui conduit a` ne´gliger les modes flexibles de
l’avion. L’hypothe`se de la Terre plate et immobile traduit le fait que l’on ne´glige les effets
induits par la rotation de la Terre et par son rayon de courbure. Les hypothe`ses concernant
la masse ainsi que sa re´partition conduisent a` ne´gliger la consommation de ke´rose`ne et les
transferts effectue´s entre les diffe´rentes cuves au cours du vol.
Afin d’e´tudier l’impact de la masse et du centrage sur la dynamique de l’avion et par la
suite e´laborer des controˆleurs robustes vis-a`-vis de leur variation, il convient d’e´laborer un
mode`le de la dynamique de l’avion tenant explicitement compte de ces parame`tres. L’objec-
tif de cette partie est donc d’e´tablir un tel mode`le sous la forme d’une repre´sentation d’e´tat
parame´trise´e par la masse et la position du centre de gravite´.
On introduit dans un premier temps la mode´lisation de l’atmosphe`re a` la Section 3.1.
Apre`s avoir introduit diverses notations, les e´quations de la dynamique de l’avion avec un
offset sur la position du centre de gravite´ sont pre´sente´es dans la Section 3.2. Finalement, la
Section 3.3 est consacre´e a` la line´arisation de la dynamique de l’avion pour le vol en croisie`re
et conduit a` l’obtention des matrices de la repre´sentation d’e´tat du syste`me.
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3.1 Mode´lisation de l’atmosphe`re
Cette premie`re section met en place la mode´lisation de l’environnement au sein duquel
e´volue l’avion. La mode´lisation de l’atmosphe`re reveˆt une importance particulie`re dans l’e´ta-
blissement des e´quations de la dynamique de l’avion dans la mesure ou` les forces ae´rodyna-
miques s’expriment de manie`re ge´ne´rale sous la forme :
A =
1
2
ρv2G/airSCa,
ou` A est une des composantes des forces ae´rodynamiques, ρ la densite´ de l’air, vG/air la vitesse
du centre de gravite´ de l’avion par rapport a` la masse d’air, S la surface des ailes de l’avion
et Ca le coefficient ae´rodynamique associe´ a` la force A. Les forces ae´rodynamiques sont ainsi
proportionnelles a` la densite´ de l’air qui est une fonction de l’altitude et de la tempe´rature.
Cette de´pendance est classiquement mode´lise´e dans les limites de la troposphe`re 1 comme
suit :
T = T0 − λh, ρ = ρ0
(
1− λh
T0
)gMair
Rλ
−1
, (3.1)
ou` les diffe´rents symboles repre´sentent respectivement :
– T la tempe´rature de l’air a` l’altitude conside´re´e (K) ;
– ρ la masse volumique de l’air a` l’altitude conside´re´e (kg/m3) ;
– h l’altitude conside´re´e (m) ;
– T0 la tempe´rature au niveau de la mer (K) ;
– ρ0 la masse volumique de l’air au niveau de la mer (kg/m
3) ;
– λ le gradient de tempe´rature dont la valeur est de 6.5× 10−3 K/m dans la troposphe`re ;
– g l’acce´le´ration de la pesanteur a` la surface de la Terre 9.806 m/s2 ;
– Mair la masse molaire de l’air sec 2.896× 10−2 kg/mol ;
– R la constante des gaz parfaits 8.314 J/mol/K.
La densite´ de l’air est relie´e a` la pression atmosphe´rique et a` la tempe´rature par la relation
des gaz parfaits :
ρ =
PatmMair
RT
.
En fixant la pression atmosphe´rique au niveau du sol a` la valeur usuelle de 101325 Pa, on
obtient la valeur de la densite´ de l’air au niveau du sol en fonction de la tempe´rature. Pour
la suite, on supposera une tempe´rature au niveau du sol de T0 = 15˚ C, ce qui conduit a` une
masse volumique ρ0 = 1.225 kg/m
3.
1. Altitude infe´rieure a` 15000 m.
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On de´finit e´galement le nombre de Mach comme e´tant le ratio de la vitesse de l’avion par la
vitesse du son :
M =
VT
a
. (3.2)
La vitesse du son dans l’air de´pend de la tempe´rature de l’atmosphe`re a` l’altitude conside´re´e,
et donc de l’altitude de vol, suivant la relation :
a =
√
γRT
Mair
, (3.3)
ou` γ = 1.4 est le coefficient adiabatique de l’air.
3.2 Mode`le dynamique de l’avion
Dans l’ensemble du document, on note G le centre de gravite´ de l’avion. Sous l’hypothe`se
usuelle que la re´partition de masse est constante,G est le point pris en re´fe´rence pour l’e´criture
des e´quations de la dynamique de l’avion. L’objectif e´tant d’e´tudier l’impact du centrage sur
la dynamique de l’avion, le point G est donc conside´re´ incertain et lentement mobile dans le
temps. Il convient donc de choisir un nouveau point de re´fe´rence O lie´ statiquement a` l’avion.
De manie`re a` simplifier les calculs, on prendra O comme e´tant la position de re´fe´rence du
centre de gravite´ de l’avion pour la donne´e des coefficients ae´rodynamiques. Il est a` noter que
le point O ainsi de´fini appartient au plan de syme´trie de l’avion.
3.2.1 Repe`res de re´fe´rence et de´finition des angles
Afin de mettre en place les e´quations de la dynamique de l’avion, on introduit 5 repe`res
particuliers :
• Repe`re Earth Centered Inertial (ECI)
Repe`re note´ RI dont l’origine est lie´e au centre de la Terre et dont les axes pointent
vers des directions fixes de l’espace. Ce repe`re est suppose´ inertiel pour un temps ca-
racte´ristique de quelques heures. Ses axes sont de´finis par :
– axe zI : oriente´ suivant l’axe de rotation de la Terre dans la direction Sud – Nord ;
– axes xI et yI : choisis dans le plan e´quatorial de manie`re a` obtenir un repe`re ortho-
norme´ direct.
• Repe`re North East Down (NED)
Repe`re note´ Re lie´ statiquement a` l’avion et dont l’orientation des axes est fonction de
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la position de l’appareil sur le globe terrestre. Son origine est le point O et ses axes sont
de´finis par :
– axe xe : oriente´ vers le Nord (ge´ographique) ;
– axe ye : oriente´ vers l’Est ;
– axe ze : oriente´ vers le centre de la Terre.
• Repe`re avion
Repe`re note´ Rb lie´ statiquement a` l’avion dont l’origine est le point O et dont les axes
sont de´finis par :
– axe xb : place´ dans la direction longitudinale de l’avion et oriente´ vers l’avant ;
– axe yb : suivant la direction des ailes, i.e. perpendiculaire au plan de syme´trie de
l’avion et oriente´ vers la droite au « sens pilote » ;
– axe zb : place´ dans le plan de syme´trie de l’avion et oriente´ vers son « ventre ».
Le passage du repe`re NED au repe`re avion est caracte´rise´ par 3 rotations successives
(Fig. 3.1) :
1. Rotation d’axe ze et d’angle de cap Ψ ;
2. Rotation d’axe yint et d’angle d’assiette Θ ;
3. Rotation d’axe xb et d’angle de gˆıte Φ.
Ce qui conduit a` l’obtention de la matrice de passage suivante :
RRb/Re =
 cΘcΨ cΘsΨ −sΘ−cΦsΨ + sΦsΘcΨ cΦcΨ + sΦsΘsΨ sΦcΘ
sΦsΨ + cΦsΘcΨ −sΦcΨ + cΘsΘsΨ cΨcΘ
 , (3.4)
ou` pour un angle ϕ quelconque, cϕ = cos(ϕ) et sϕ = sin(ϕ).
• Repe`re stabilite´
Pour une condition de vol stationnaire donne´e, notons vOe/air la vitesse ae´rodynamique
du point O en re´gime permanent. On introduit le repe`re de stabilite´ note´ Rs dont
l’origine est le point O et dont les axes xs, ys = yb et zs sont de´finis a` la Figure 3.2. Le
passage du repe`re avion au repe`re stabilite´ est de´fini par l’angle d’attaque a` l’e´quilibre
αe, ce qui me`ne la matrice de passage suivante :
RRs/Rb = Ry(−αe) =
 cos(αe) 0 sin(αe)0 1 0
− sin(αe) 0 cos(αe)
 . (3.5)
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Figure 3.2 Repe`res stabilite´ et ae´rodynamique
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• Repe`re ae´rodynamique
Repe`re note´ Ra et dont l’origine est le point O. En notant vO/air la vitesse ae´rodyna-
mique courante du point O, les axes xa, ya et za du repe`re ae´rodynamique sont de´finis
a` la Figure 3.2. Le passage du repe`re avion au repe`re ae´rodynamique est de´fini via la
donne´e de l’angle d’attaque α et l’angle de de´rapage β. On introduit a` partir de ces
de´finitions l’angle d’attaque relativement au repe`re stabilite´ αx = α − αe. Le passage
du repe`re avion au repe`re stabilite´ est caracte´rise´ par la matrice de passage suivante :
RRa/Rb =
 cos(α) cos(β) sin(β) sin(α) cos(β)− cos(α) sin(β) cos(β) − sin(α) sin(β)
− sin(α) 0 cos(α)
 . (3.6)
En introduisant vRbO/air = [U V W ]
> la vitesse du point O par rapport a` la masse d’air
dans le repe`re avion et vRaO/air = [VT 0 0]
> dans le repe`re ae´rodynamique, on a via la
relation vRbO/air = RRb/Rav
Ra
O/air que :UV
W
 = VT
cos(α) cos(β)sin(β)
sin(α) cos(β)
 . (3.7)
On en de´duit que les angles d’attaque et de de´rapage sont donne´s par :
α = arctan
(
W
U
)
, β = arcsin
(
V
VT
)
. (3.8)
On de´finit de plus la pente γ de l’avion (flight path angle) comme e´tant l’angle forme´
par le vecteur vitesse de l’avion vO/air et le plan xe-ye, pris positif dans le sens ze
de´croissant. Cet angle permet de relier la vitesse ae´rodynamique de l’avion VT a` sa
vitesse de monte´e via la relation :
vmontee = VT sin(γ). (3.9)
En notant :  ∗∗
−vmontee
 = RRe/RbRRb/Ra
VT0
0
 ,
on obtient apre`s calculs que γ ve´rifie la relation :
sin(γ) = [cos(α) cos(β)] sin(Θ)− [sin(Φ) sin(β) + cos(Φ) sin(α) cos(β)] cos(Θ). (3.10)
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3.2.2 E´quations vectorielles de la dynamique de l’avion
La position du centre de gravite´ G e´tant suppose´e incertaine et lentement mobile, les
e´quations seront de´veloppe´es relativement au point de re´fe´rence O. L’application des lois de
Newton donne les e´quations vectorielles (3.11) et (3.12) pour des grandeurs exprime´es dans
le repe`re avion (Zhang et al. (2009)).
Le the´ore`me de la re´sultante dynamique me`ne ainsi a` :
F =m
dvO/air
dt
∣∣∣∣
Rb
+m
dωAC/RI
dt
∣∣∣∣
Rb
×∆r +mωAC/RI ×
(
vO/air + ωAC/RI ×∆r
)
+m
dvair/RI
dt
∣∣∣∣
RI
,
(3.11)
ou` les diffe´rentes grandeurs, comme de´taille´ en Annexe A.1, sont exprime´es dans le repe`re
avion Rb par :
– F est la re´sultante des efforts exte´rieurs s’exerc¸ant sur l’avion, correspondant a` la somme
des forces ae´rodynamiques, de pousse´e et de gravite´ ;
– vO/air = [U V W ]
> est la vitesse du point O par rapport a` la masse d’air ;
– vair/RI est la vitesse de la masse d’air par rapport au repe`re ECI ;
– ωAC/RI = [P Q R]
> est le vecteur vitesse de rotation de l’avion ;
– ∆r = OG = [∆x ∆y ∆z]> est la position du centre de gravite´ de l’avion ;
– m est la masse de l’avion.
Remarque : l’e´quation des efforts fait apparaˆıtre le terme :
Fvent = m
dvair/RI
dt
∣∣∣∣
RI
.
Ce terme traduit l’influence du vent sur le de´placement de l’avion. Faute de mieux, l’action du
vent est conside´re´e comme une perturbation agissant sur le syste`me. De manie`re a` simplifier
l’e´criture des e´quations, on ne´gligera ce terme par la suite.
Le the´ore`me du moment cine´tique pour des moments exprime´s en G donne quant a` lui :
M(G) =I
dωAC/RI
dt
∣∣∣∣
Rb
+ ωAC/RI × IωAC/RI +m∆r×
(
∆r× dωAC/RI
dt
∣∣∣∣
Rb
)
+m
(
ωAC/RI ·∆r
) (
ωAC/RI ×∆r
)
,
(3.12)
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ou` M(G) est la re´sultante des moments exte´rieurs s’appliquant sur l’avion au point G et I la
matrice d’inertie de l’appareil dans le repe`re avion donne´e par :
I =
 Ix −Ixy −Ixz−Ixy Iy −Iyz
−Ixz −Iyz Iz
 , (3.13)
ou` Ix, Iy et Iz sont les moments d’inertie suivant les axes xb, yb et zb et Ixy, Ixz et Iyz sont
les produits d’inertie. Du fait des hypothe`ses de syme´trie, on a ge´ne´ralement Ixz = Iyz = 0.
Les e´quations dynamiques de l’avion sont comple´te´es par les e´quations cine´matiques (3.14)
qui de´crivent l’e´volution de l’orientation du repe`re avion relativement au repe`re NED (Stevens
et Lewis (2003)). 
Φ˙ = P +Q sin(Φ) tan(Θ) +R cos(Φ) tan(Θ)
Θ˙ = Q cos(Φ)−R sin(Φ)
Ψ˙ = (Q sin(Φ) +R cos(Φ)) sec(Θ)
(3.14)
ou` P est la vitesse de roulis , Q la vitesse de tangage et R la vitesse de lacet.
3.2.3 Forces et moments exte´rieurs
De manie`re a` de´velopper les e´quations vectorielles obtenues pre´ce´demment, on explicite
dans cette sous-section les efforts et moments exte´rieurs s’exerc¸ant sur l’avion.
3.2.3.1 Efforts ae´rodynamiques
Les forces ae´rodynamiques sont exprime´es dans les repe`res Ra et Rb par :
FRaa =
−D−C
−L
 , FRba =
XaYa
Za
 , (3.15)
ou` L repre´sente la force de portance, D la force de traˆıne´e et C l’effort late´ral que subit
l’avion. On passe de l’une a` l’autre par la matrice de passage RRa/Rb . Ces composantes
prennent classiquement la forme suivante :
D = qSCD, C = qSCC , L = qSCL,
avec q =
1
2
ρv2G/air la pression dynamique de l’air, CD le coefficient ae´rodynamique de traˆıne´e,
CL le coefficient ae´rodynamique de portance et CC le coefficient ae´rodynamique de force
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late´rale. On introduit de la meˆme fac¸on les coefficients ae´rodynamiques Cx, Cy et Cz.
Les moments ae´rodynamiques sont note´s de la fac¸on suivante :
MRba =
LaMa
Na
 . (3.16)
Comme pour les forces ae´rodynamiques, on introduit les coefficients ae´rodynamiques des
moments. Ils traduisent la capacite´ de l’avion dans une configuration donne´e a` produire des
moments en roulis, tangage et lacet.
La = qSbCl, Ma = qScCm, Na = qSbCn,
ou` b repre´sente l’envergure de l’avion, c la corde ae´rodynamique moyenne et Cl, Cm et Cn les
coefficients ae´rodynamique des moments dans le repe`re avion.
Les coefficients ae´rodynamiques CD, CC , CL, Cl, Cm et Cn sont des fonctions hautement non
line´aires du Mach, de l’altitude et des angles de braquage des gouvernes. En effet, l’avion est
e´quipe´ de gouvernes qui permettent d’influencer les forces et moments ae´rodynamiques. On
retrouve essentiellement trois types de gouvernes :
– la gouverne de profondeur (ou elevator) : gouverne horizontale positionne´e sur la queue
de l’avion permettant de cre´er un mouvement de tangage et qui est caracte´rise´e par
l’angle de braquage δe ;
– la gouverne de direction (ou rudder) : gouverne verticale positionne´e sur la queue de
l’avion permettant de cre´er un mouvement de lacet et qui est caracte´rise´e par l’angle
de braquage δr ;
– l’aileron : gouverne positionne´e sur les ailes de l’avion permettant de cre´er un mouve-
ment de roulis et qui est caracte´rise´ par l’angle de braquage δa.
A` ceux-la` s’ajoutent e´ventuellement d’autres gouvernes comme les plans canards, les profils
hypersustentateurs, les becs et le plan horizontal re´glable.
Remarque : les moments ae´rodynamiques sont ge´ne´ralement mesure´s relativement a` la posi-
tion de re´fe´rence du centre de gravite´ de l’avion, c’est-a`-dire le point O que l’on a choisi en
introduction pour eˆtre le point de re´fe´rence de la mode´lisation. Lorsque le centre de gravite´
G pre´sente un offset par rapport a` la position de re´fe´rence, la relation de Varignon applique´e
aux efforts ae´rodynamiques Ma(O) = Ma(G) + ∆r× Fa permet d’aboutir aux relations :
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
La(G) = La(O) + ∆zYa −∆yZa
Ma(G) = Ma(O) + ∆xZa −∆zXa
Na(G) = Na(O) + ∆yXa −∆xYa
(3.17)
Ces relations permettent donc de transfe´rer les valeurs donne´es dans les tables pour la position
de re´fe´rence O du centre de gravite´ aux configurations pour lesquelles un offset est pre´sent.
3.2.3.2 Force de gravite´
Le champ de pesanteur e´tant uniforme sur toutes les parties de l’avion, on a :
PRb = mgze = mg
 − sin(Θ)sin(Φ) cos(Θ)
cos(Φ) cos(Θ)
 , Mg(G) = 0. (3.18)
3.2.3.3 Force de pousse´e
On suppose que la re´sultante de la pousse´e est applique´e et contenue dans le plan xb-zb.
On note αT l’angle entre l’axe xb du repe`re avion et la pousse´e FT , cet angle e´tant pris positif
dans le sens zb de´croissant. On obtient que :
FRbT =
XTYT
ZT
 = FT
 cos(αT )0
− sin(αT )
 . (3.19)
Les moments engendre´s par la force de pousse´e sont symbolise´s par :
MRbT =
LTMT
NT
 . (3.20)
En introduisant T le point d’application de la re´sultante de la pousse´e (3.21), les moments
induits par la pousse´e exprime´s dans le repe`re avion sont donne´s par l’e´quation (3.22).
OT = xTxb + zTzb. (3.21)
LT (G) = ∆y sin(αT )FT
MT (G) = (zT −∆z) cos(αT )FT + (xT −∆x) sin(αT )FT
NT (G) = ∆y cos(αT )FT
(3.22)
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La pousse´e des moteurs est controˆle´e via la position de la manette des gaz δt.
3.2.4 Mode`le non line´aire de la dynamique longitudinale
Les de´veloppements pre´ce´dents conduisent au mode`le non line´aire complet pre´sente´ en
Annexe A.2. Afin de de´velopper les e´quations non line´aires associe´es a` la dynamique longi-
tudinale de l’avion, on effectue les hypothe`ses suivantes :
1. le plan xb-zb est un plan de syme´trie quant a` la re´partition de masse de l’avion :
∆y = 0, Ixy = Iyz = 0 ;
2. le de´placement du centre de gravite´ suivant l’axe zb est nul :
∆z = 0 ;
3. vol en ligne droite, avec les ailes horizontales et sans de´rapage :
Ψ = Φ = 0, P = R = 0, β = 0.
En effectuant l’hypothe`se dite de la Terre plate qui permet de remplacer le repe`re inertiel de
re´fe´rence RI par le repe`re NED, la projection des e´quations (3.11) et (3.12) permet d’obtenir
le syste`me d’e´quations scalaires re´gissant la dynamique longitudinale de l’avion (3.23). Ces
e´quations sont valables pourvu que ∆x 6= ∆xc =
√
Iy/m. Des applications nume´riques pour
plusieurs mode`les d’avions sont donne´es en Annexe A.4, montrant que les valeurs prises par
∆xc ne sont pas atteignables pour des valeurs de de´placement re´alistes du centre de gravite´
de l’avion.
mV˙T =−D + cos(α + αT )FT + m∆x sin(α)
Iy −m∆x2 (Ma +MT )−m sin(Θ− α)g
+m cos(α)∆xQ2
mVT α˙ =− L− sin(α + αT )FT + m∆x cos(α)
Iy −m∆x2 (Ma +MT ) +m cos(Θ− α)g
+mVTQ−m sin(α)∆xQ2
Q˙ =
1
Iy −m∆x2 (Ma +MT )
Θ˙ =Q
(3.23)
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Remarque : si l’offset sur la position longitudinale du centre de gravite´ est nul, i.e. ∆x = 0,
on retrouve les e´quations classiques de la dynamique longitudinale (Stevens et Lewis (2003)).
L’introduction d’un offset sur la position longitudinale du centre de gravite´ de l’avion est
alors caracte´rise´e par :
– un couplage entre l’e´volution de la vitesse VT et le moment re´sultant des forces ae´ro-
dynamiques et de pousse´e relativement a` l’axe xb ;
– un couplage entre l’e´volution de l’angle d’attaque α et le moment re´sultant des forces
ae´rodynamiques et de pousse´e relativement a` l’axe xb ;
– l’ajout dans la dynamique d’e´volution de la vitesse VT et de l’angle d’attaque α d’un
terme proportionnel au carre´ de la vitesse de rotation en tangage ;
– une modulation du coefficient liant le terme d’acce´le´ration angulaire en tangage au
moment re´sultant des forces ae´rodynamiques et de pousse´e relativement a` l’axe xb.
3.3 Mode`le dynamique line´aire du vol en croisie`re
A` des fins d’analyse et de synthe`se de controˆleurs, on cherche a` mettre en place le mode`le
line´arise´ de la dynamique de l’avion pour le vol de type croisie`re. Dans le cas ge´ne´ral (monte´e,
descente), une condition de vol est donne´e par la vitesse de l’avion VT , l’altitude de vol h et
la pente γ. En se plac¸ant dans le cadre du vol en croisie`re, la pente de l’avion a` l’e´quilibre est
nulle. Une condition de vol se re´sume donc a` la donne´e du couple (VT , h). Pour un point de vol
donne´, on va tout d’abord chercher les conditions a` imposer sur les variables α, δe, δt,Θ, . . .
afin d’obtenir un point d’e´quilibre respectant la condition de vol. La dynamique de l’avion
sera alors line´arise´e autour de ce point d’e´quilibre.
Pour des raisons de simplicite´, le mode`le line´arise´ va eˆtre de´veloppe´ non pas dans le repe`re
avion Rb mais dans le repe`re stabilite´ Rs. Le passage vers le repe`re Rs des e´quations dy-
namiques donne´es en Annexe A.2 se fait par la matrice de passage RRs/Rb ; les e´quations
ainsi obtenues sont donne´es en Annexe A.3 pour des grandeurs prises dans le repe`re stabilite´,
grandeurs introduites plus en de´tails a` l’Annexe A.1. De manie`re a` alle´ger les notations, on
omettra les indices « s » signifiant que les grandeurs sont prises dans le repe`re stabilite´ pour
les termes exprimant la vitesse du point O, les efforts, les moments et la position du centre
de gravite´. Il faut donc garder a` l’esprit que les variables utilise´es dans le mode`le non line´aire
diffe´rent d’une rotation par rapport a` celles utilise´es dans le mode`le line´arise´. On conser-
vera ne´anmoins les indices « s » concernant les composantes du vecteur vitesse de rotation
instantane´e de l’avion afin d’e´viter toute confusion comme on le verra par la suite.
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3.3.1 Le vol de type croisie`re
On e´tablit ci-dessous les hypothe`ses et les notations concernant les points d’e´quilibre et
l’e´tude aux petites variations dans le cadre du vol en croisie`re. L’hypothe`se du vol en croisie`re
consiste a` formuler les trois hypothe`ses suivantes sur les variables a` l’e´quilibre : absence de
de´placement late´ral de l’avion, pas de rotation en roulis et en lacet et vol avec les ailes
horizontales :
Ve = 0, Ps,e = Rs,e = 0, Φe = 0.
L’hypothe`se de la Terre plate conduit a` supposer une vitesse de rotation en tangage nulle a`
l’e´quilibre :
Qs,e = 0.
Finalement, le de´placement vertical de l’avion est nul dans le repe`re stabilite´ Rs (3.24). Cette
simplification provient du choix du repe`re stabilite´ comme repe`re de projection.
We = 0. (3.24)
Ces simplifications conduisent en outre a` la nullite´ des angles αx et β a` l’e´quilibre. Pour
mener l’e´tude aux variations, on introduit (3.25) ou` les lettres minuscules correspondent aux
petites variations des diffe´rentes grandeurs autour du point d’e´quilibre.
U = Ue + u
V = v
W = w

Ps = ps
Qs = qs
Rs = rs

Φ = φ
Θ = Θe + θ
Ψ = Ψe + ψ
(3.25)
De plus, pour toute grandeur A lie´e aux forces et moments ae´rodynamiques (Xa, Ya, Za, La,
Ma et Na) et de pousse´e (XT , YT , ZT , LT , MT et NT ), on introduit (3.26) ou` Ae est la valeur
a` l’e´quilibre et ou` ∆A repre´sente la variation autour de cette valeur d’e´quilibre.
A = Ae + ∆A. (3.26)
Dans cette configuration, les angles d’incidence et de de´rapage (3.8) ve´rifient au premier ordre
les relations :
w ≈ αxUe, v ≈ βUe.
De plus, pour une pente nulle a` l’e´quilibre, la relation (3.10) conduit a` :
Θe = αe.
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3.3.2 De´veloppement des e´quations scalaires
On e´tablit dans cette partie les e´quations line´arise´es du vol en croisie`re pour une condition
de vol donne´e (VT , h). Pour cela, les e´quations vectorielles (3.11) et (3.12) ont e´te´ projete´es
dans le repe`re stabilite´. Les e´quations scalaires ainsi obtenues sont donne´es en Annexe A.2.
De ces 6 e´quations scalaires, on obtient les conditions d’e´quilibre ainsi que la dynamique
line´arise´e pre´sente´es ci-dessous. Rappelons que l’ensemble des moments intervenant dans la
mode´lisation sont calcule´s relativement au centre de gravite´ courant G de l’avion.
3.3.2.1 Points d’e´quilibre
Pour une condition de vol en croisie`re donne´e (VT , h), les e´quations non line´aires de la
dynamique de l’avion sont prises a` l’e´quilibre de manie`re a` caracte´riser les points d’e´quilibre.
Cela conduit a` l’obtention des conditions d’e´quilibre suivantes :
Xa,e + cos(αe + αT )FTe = 0
Ya,e = 0
Za,e − sin(αe + αT )FTe +mg = 0

La,e + LT,e = 0
Ma,e +MT,e = 0
Na,e +NT,e = 0
(3.27)
Les conditions d’e´quilibre (3.27) semblent a` premie`re vue ne pas faire intervenir la position du
centre de gravite´ de l’avion. Elles en de´pendent ne´anmoins implicitement puisque les moments
ae´rodynamiques (3.17) et le moment re´sultant de la force de pousse´e (3.22) en de´pendent.
La position d’e´quilibre s’ave`re donc, en plus de la condition de vol, eˆtre une fonction de la
masse et de la position du centre de gravite´ de l’avion :
Xeq =
[
αe δe,e δt,e . . .
]>
= f(VT , h,m,∆x,∆y,∆z).
Pour une condition de vol donne´e, la line´arisation du mode`le doit donc eˆtre effectue´e en un
point qui est fonction de la masse et du centrage.
3.3.2.2 Line´arisation autour du point d’e´quilibre
La line´arisation des e´quations conduit aux syste`mes (3.28) et (3.29). Remarque : les pro-
duits et moments d’inertie sont ici exprime´s dans le repe`re stabilite´. Les formules permettant
de les calculer a` partir de la matrice d’inertie exprime´e dans Rb sont donne´es en Annexe A.1.
∆Xa,T = m [gθ + u˙− r˙s∆y + q˙s∆z]
∆Ya,T = m [−g cos(Θe)φ+ v˙ + Uers + r˙s∆x− p˙s∆z]
∆Za,T = m [w˙ − Ueqs − q˙s∆x+ p˙s∆y]
(3.28)
31

∆La,T =
(
Ix −m
{
∆y2 + ∆z2
})
p˙s − (Ixy −m∆x∆y) q˙s − (Ixz −m∆x∆z) r˙s
∆Ma,T = − (Ixy −m∆x∆y) p˙s +
(
Iy −m
{
∆x2 + ∆z2
})
q˙s − (Iyz −m∆y∆z) r˙s
∆Na,T = − (Ixz −m∆x∆z) p˙s − (Iyz −m∆y∆z) q˙s +
(
Iz −m
{
∆x2 + ∆y2
})
r˙s
(3.29)
3.3.2.3 Orientation line´arise´e de l’avion
La line´arisation des e´quations cine´matiques de l’avion (3.14) permet d’exprimer la relation
liant la de´rive´e des angles d’Euler φ, θ et ψ et les composantes ps, qs = q et rs du vecteur
vitesse de rotation de l’avion exprime´ dans le repe`re stabilite´. On obtient ainsi :
φ˙ = sec(Θe)ps
θ˙ = q
ψ˙ = tan(Θe)ps + rs
(3.30)
3.3.2.4 Line´arisation des composantes ae´rodynamiques
Les forces et moments ae´rodynamiques sont des fonctions hautement non line´aires du
vecteur d’e´tat de l’avion (vitesse line´aire, vitesse de rotation, angle d’attaque et angle de
de´rapage) et de la position des gouvernes. Ils de´pendent e´galement de l’altitude de vol et de
la tempe´rature. De manie`re a` mode´liser ces forces et moments ae´rodynamiques, la me´thode
ge´ne´ralement utilise´e dans le cadre des petites perturbations est celle dite de Bryan. Cette
me´thode se base sur l’hypothe`se que l’on peut localement approximer les efforts ae´rodyna-
miques par un de´veloppement de Taylor a` l’ordre 1. Ainsi, pour A un repre´sentant des efforts
ae´rodynamiques s’exerc¸ant sur le syste`me :
A ≈ A0 + Auu+ Au˙u˙+ . . .+ Aδaδa + Aδ˙a δ˙a.
Les coefficients Au, Au˙,..., Aδa , Aδ˙a sont appele´s les de´rive´es de stabilite´ de l’avion (McRuer
et al. (1973); Nelson (1997); Yechout (2003); Pamadi (2004)) et ont pour expression :
– lorsque A repre´sente l’une des trois composantes des forces ae´rodynamiques,
Ad =
1
m
(
∂A
∂d
)
0
;
– pour les trois composantes des moments ae´rodynamiques,
Ld =
1
Ix
(
∂La
∂d
)
0
, Md =
1
Iy
(
∂Ma
∂d
)
0
, Nd =
1
Iz
(
∂Na
∂d
)
0
,
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ou` d est l’une des variables du syste`me (position, vitesse, etc) et ou` l’indice « 0 » indique
que la de´rive´e est e´value´e au point d’e´quilibre. La mode´lisation prise en re´fe´rence dans ce
me´moire est tire´e des ouvrages (Nelson (1997); Stevens et Lewis (2003)) et prend la forme
suivante : 
∆Xa/m = Xuu+Xααx +Xqq +Xδeδe
∆Ya/m = Yββ + Ypp+ Yrr + Yδaδa + Yδrδr
∆Za/m = Zuu+ Zααx + Zα˙α˙ + Zqq + Zδeδe
(3.31)

∆La/Ix = Lββ + Lpp+ Lrr + Lδaδa + Lδrδr
∆Ma/Iy = Muu+Mααx +Mα˙α˙ +Mqq +Mδeδe
∆Na/Iz = Nββ +Npp+Nrr +Nδaδa +Nδrδr
(3.32)
3.3.2.5 Line´arisation de la pousse´e
La force de pousse´ FT est principalement fonction de la position de la manette des gaz δt,
de la vitesse de l’avion par rapport a` la masse d’air et de l’altitude de vol. Les de´rive´es de
stabilite´ associe´es a` la pousse´e prennent la forme :
∆XT/m = XTuu+Xδtδt
∆YT/m = 0
∆ZT/m = ZTuu+ Zδtδt

∆LT/Ix = LTuu+ Lδtδt
∆MT/Iy = MTuu+Mδtδt
∆NT/Iz = NTuu+Nδtδt
(3.33)
On de´finit la de´rive´e de stabilite´ de la pousse´e relativement a` la vitesse u et a` la position de
la manette des gaz δt par :
FTu =
1
m
(
∂FT
∂u
)
0
, Fδt =
1
m
(
∂FT
∂δt
)
0
.
Le calcul explicite des moments induits par la force de pousse´e et leur line´arisation aboutit
aux expressions pour les de´rive´es de stabilite´ relatives a` la pousse´e :
Xd = cos(αe + αT )Fd
Zd = − sin(αe + αT )Fd
Ld =
m
Ix
∆y sin(αe + αT )Fd
Md =
m
Iy
[(zT −∆z) cos(αe + αT ) + (xT −∆x) sin(αe + αT )]Fd
Nd =
m
Iz
∆y cos(αe + αT )Fd
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ou` d correspond soit a` la vitesse u soit a` la position de la manette des gaz δt. On remarque que
si le centre de gravite´ se situe dans la plan de syme´trie de l’avion 2, les moments re´sultants
de la pousse´e suivant les axes xs et zs sont alors nuls.
3.3.3 Repre´sentation d’e´tat
La dynamique line´arise´e du vol en croisie`re prend au final la forme de la repre´sentation
d’e´tat suivante :
EX˙ = AX +BU, (3.34)
ou` :
X =
[
u β αx φ θ φ ps q rs
]>
, U =
[
δa δe δr δt
]>
, (3.35)
les matrices E et A sont donne´es a` la page suivante et :
B =

0 Xδe 0 Xδt
Yδa 0 Yδr 0
0 Zδe 0 Zδt
Lδa 0 Lδr Lδt
0 Mδe 0 Mδt
Nδa 0 Nδr Nδt
0 0 0
0 0 0
0 0 0

. (3.36)
L’offset sur la position du centre de gravite´ se traduit donc au niveau des e´quations de la
me´canique du vol par les e´le´ments suivants :
– un point d’e´quilibre et les de´rive´es de stabilite´ associe´es qui sont fonction de la masse
et du centrage ;
– un moment exerce´ par la pousse´e qui affecte les moments en roulis et en lacet de`s lors
que ∆y est non nul ;
– un couplage de la dynamique d’e´volution de la vitesse u, de l’angle d’attaque αx et de
l’angle de de´rapage β avec les vitesses de rotation de l’avion en roulis, tangage et lacet ;
– un incre´ment de la matrice d’inertie de l’avion re´sultant du transfert du point en lequel
est calcule´ l’e´quation des moments.
2. i.e. ∆y = 0.
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E =

1 0 0 0 0 0 0 ∆z −∆y
0 Ue 0 0 0 0 −∆z 0 ∆x
0 0 Ue − Zα˙ 0 0 0 ∆y −∆x 0
0 0 0 0 0 0 1−m {∆y2 + ∆z2} /Ix (−Ixy +m∆x∆y) /Ix (−Ixz +m∆x∆z) /Ix
0 0 −Mα˙ 0 0 0 (−Ixy +m∆x∆y) /Iy 1−m {∆x2 + ∆z2} /Iy (−Iyz +m∆y∆z) /Iy
0 0 0 0 0 0 (−Ixz +m∆x∆z) /Iz (−Iyz +m∆y∆z) /Iz 1−m {∆x2 + ∆y2} /Iz
0 0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0 0
0 0 0 0 0 1 0 0 0

, (3.37)
A =

Xu +XTu 0 Xα 0 −g 0 0 Xq 0
0 Yβ 0 g cos(Θe) 0 0 Yp 0 −Ue + Yr
Zu + ZTu 0 Zα 0 0 0 0 Ue + Zq 0
LTu Lβ 0 0 0 0 Lp 0 Lr
Mu +MTu 0 Mα 0 0 0 0 Mq 0
NTu Nβ 0 0 0 0 Np 0 Nr
0 0 0 0 0 0 sec(Θe) 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 tan(Θe) 0 1

. (3.38)
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3.3.4 De´couplage des e´quations
Classiquement, les e´quations line´arise´es du vol en croisie`re se de´couplent pour former deux
syste`mes re´gissant pour l’un le mouvement late´ral et pour l’autre le mouvement longitudinal
de l’avion. Les variables se re´partissent ainsi :
– dynamique longitudinale : u, αx, θ, q, δe et δt ;
– dynamique late´rale : β, φ, ps, rs, δa et δr.
En analysant la repre´sentation d’e´tat obtenue pre´ce´demment, on constate qu’un tel de´cou-
plage des e´quations est possible si et seulement si les conditions suivantes sont re´unies :
∆y = 0, Ixy = Iyz = 0.
Le de´couplage est donc possible si et seulement si le plan xb-zb est un plan de syme´trie
quant a` la re´partition de la masse de l’avion. Sous cette hypothe`se, on obtient le de´couplage
pre´sente´ ci-dessous :
EX˙ = AX +BU. (3.39)
– Dynamique longitudinale
X =
[
u αx θ q
]>
, U =
[
δe δt
]>
, (3.40)
E =

1 0 0 ∆z
0 Ue − Zα˙ 0 −∆x
0 −Mα˙ 0 1−m {∆x2 + ∆z2} /Iy
0 0 1 0
 , (3.41)
A =

Xu +XTu Xα −g Xq
Zu + ZTu Zα 0 Ue + Zq
Mu +MTu Mα 0 Mq
0 0 0 1
 , (3.42)
B =

Xδe Xδt
Zδe Zδt
Mδe Mδt
0 0
 . (3.43)
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– Dynamique late´rale
X =
[
β φ ps rs
]>
, U =
[
δa δr
]>
, (3.44)
E =

Ue 0 −∆z ∆x
0 0 1−m∆z2/Ix (−Ixz +m∆x∆z) /Ix
0 0 (−Ixz +m∆x∆z) /Iz 1−m∆x2/Iz
0 1 0 0
 , (3.45)
A =

Yβ g cos(Θe) Yp −Ue + Yr
Lβ 0 Lp Lr
Nβ 0 Np Nr
0 0 sec(Θe) 0
 , (3.46)
B =

Xδa Xδr
Zδa Zδr
Mδa Mδr
0 0
 . (3.47)
Notons qu’une e´tude mene´e en Annexe A.4 pour plusieurs exemples d’avions montre que
la matrice E des dynamiques late´rale et longitudinale sont inversibles pour l’ensemble des
valeurs admissibles de de´placement du centre de gravite´ de l’avion.
3.3.5 De´rive´es de stabilite´ adimensionne´es
Les repre´sentations d’e´tat obtenues pre´ce´demment font intervenir les de´rive´es de stabilite´.
En ge´ne´ral, on ne trouve pas directement dans les tables les valeurs de ces de´rive´es de stabilite´
mais celles des de´rive´es de stabilite´ adimensionne´es dans le syste`me NACA 3 (Etkin et Reid
(1995)). On renvoie le lecteur a` l’Annexe A.5 pour plus de de´tails sur les de´rive´es de stabilite´
adimensionne´es et leur lien avec les de´rive´es de stabilite´ classiques.
3. National Advisory Committee for Aeronautics.
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CHAPITRE 4
ANALYSE EN BOUCLE OUVERTE
On s’inte´resse dans ce chapitre a` l’e´tude nume´rique de l’impact de la position du centre
de gravite´ et de la masse sur la dynamique de l’avion en boucle ouverte. L’objectif est ainsi
d’identifier le ou les modes de l’avion les plus sensibles quant aux variations des parame`tres de
masse et de centrage. L’avion pris en re´fe´rence dans ce me´moire est le Fighting Falcon F-16.
Ce choix s’explique par le fait que cet avion a fait l’objet d’une diffusion importante de ses
donne´es de mode´lisation a` travers un rapport de la NASA (Nguyen et al. (1979)) et qu’il est
aujourd’hui tre`s difficile de se procurer de telles informations pour des avions modernes, ces
dernie`res e´tant ge´ne´ralement couvertes par le secret industriel. Les caracte´ristiques physiques
du F-16, ainsi que la mode´lisation du turbore´acteur et des coefficients ae´rodynamiques sous
la forme de fonctions polynomiales sont pre´sente´es en Annexe B.
On pre´sente dans la Section 4.1 les premie`res proprie´te´s du F-16 en boucle ouverte ainsi
que les modes de l’avion. L’impact des variations de la position du centre de gravite´ suivant
les trois axes du repe`re avion sur la dynamique du F-16 est pre´sente´ a` travers l’e´tude de lieux
des racines a` la Section 4.2. La Section 4.3 est quant a` elle consacre´e a` l’e´tude de l’impact
des variations de masse sur la dynamique du F-16. Le chapitre s’ache`ve par la Section 4.4 qui
re´sume brie`vement les re´sultats obtenus et identifie les e´le´ments de la dynamique sur lesquels
porteront le proble`me de controˆle.
4.1 Premie`res proprie´te´s du F-16 et mise en e´vidence des modes de l’avion
La me´thode utilise´e afin d’obtenir nume´riquement les points d’e´quilibre et les mode`les
line´arise´s de la dynamique de l’avion est pre´sente´e en Annexe C. Elle consiste en la minimi-
sation d’une fonction couˆt afin d’obtenir un point ve´rifiant les conditions d’e´quilibre (3.27),
point qui est ensuite injecte´ dans le mode`le line´arise´ de l’avion. On applique cette me´thode
en quelques points de vol pour mettre en avant les premie`res proprie´te´s du F-16 en boucle
ouverte et pour introduire les diffe´rents modes de l’avion.
4.1.1 Instabilite´ ae´rodynamique du F-16 en boucle ouverte
On conside`re dans un premier temps la condition de vol (VT = 0.9 M, h = 0 m) pour des
parame`tres de masse et centrage nominaux, soit une masse de 9300 kg et un centre de gravite´
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place´ a` 35% mac 1. Le calcul du point d’e´quilibre de l’avion ainsi que de la repre´sentation
d’e´tat associe´e (apre`s inversion de la matrice E) me`ne au re´sultat suivant :
αe = −0.864˚ , δe,e = −1.999˚ , δt,e = 0.553,
A =

−2.99×10−2 4.47×101 −9.81 7.68×10−1
−2.11×10−4 −2.41 0 9.07×10−1
0 0 0 1
−3.74×10−18 3.61 0 −2.07
 , B =

7.84×10−2 8.01
−4.19×10−3 3.95×10−4
0 0
−7.54×10−1 0
 .
Les poˆles du syste`me sont alors donne´s par :
spC (A) =
{
−4.05, −0.390, −0.104, 0.0456
}
.
La pre´sence d’un poˆle a` partie re´elle strictement positive confirme le fait que le F-16 est
nominalement instable en boucle ouverte pour les vols subsoniques.
4.1.2 Modes de la dynamique longitudinale
Dans sa configuration nominale, le F-16 est instable et pre´sente quatre poˆles re´els qui
ne font pas apparaˆıtre la structure classique de la dynamique longitudinale d’un avion. Pour
pre´senter cette structure, on se place dans un cas de figure ou` l’avion est nominalement stable.
C’est par exemple le cas lorsque le centre de gravite´ de l’avion est positionne´ a` 15% mac 2.
Pour la condition de vol (VT = 0.6 M, h = 0 m), les poˆles du syste`me sont alors donne´s par :
spC (A) =
{
−2.43± 4.77i, −0.0111± 0.0640i
}
.
Le syste`me pre´sente deux poˆles complexes conjugue´s, constituant les modes Short Period et
Phugo¨ıde (Fig 4.1). Les caracte´ristiques de ces modes sont re´sume´es dans les Tableaux 4.1
et 4.2.
Le mode Short Period est un mode oscillatoire agissant aux moyennes fre´quences. Ce
mode converge rapidement et constitue la re´ponse a` court terme de l’avion. La dynamique
d’e´tablissement de la vitesse de l’avion e´tant lente, on conside`re ge´ne´ralement que la variation
a` court terme de cette dernie`re est ne´gligeable vis-a`-vis du mode Short Period. Le comporte-
ment de ce dernier est alors principalement domine´ par la dynamique d’e´volution de l’angle
d’attaque αx et par la vitesse en tangage q.
1. Mean aerodynamic chord.
2. i.e. ∆x = 0.2c.
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Figure 4.1 Modes de la dynamique longitudinale
Tableau 4.1 Caracte´ristiques des modes de la dynamique longitudinale
Constante de temps Pulsation naturelle Amortissement
Short Period 0.41 s 5.36 rad/s 0.454
Phugo¨ıde 90.0 s 6.50× 10−2rad/s 0.170
Tableau 4.2 Vecteurs propres des modes de la dynamique longitudinale
Short Period Phugo¨ıde
u
αx
θ
q


2.39×10−1
2.91×10−2
7.96×10−2
−9.39×10−1
±

−1.28×10−2
1.71×10−1
1.56×10−1
0


1.00
−5.31×10−5
−1.20×10−3
−4.31×10−4
±

0
4.77×10−7
6.51×10−3
4.67×10−6

Le mode Phugo¨ıde est e´galement un mode oscillatoire mais qui pre´sente une vitesse de
convergence faible et des oscillations lentes. Ce mode constitue la re´ponse a` moyen terme
de l’avion. Il voit ses composantes lie´es a` l’angle d’attaque αx et a` la vitesse de rotation en
tangage q eˆtre ne´gligeables devant les variables de vitesse u et d’angle de tangage θ.
4.1.3 Modes de la dynamique late´rale
Afin de mettre en avant les modes de la dynamique late´rale de l’avion, on se place dans
la configuration nominale du F-16. Pour la condition de vol (VT = 0.9 M, h = 10000 m), les
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poˆles du syste`me sont les suivants :
spC (A) =
{
−2.1, −0.231± 3.70i, −0.0062
}
.
Le syste`me pre´sente deux poˆles re´els et deux poˆles complexes conjugue´s, constituant les modes
Roulis, Roulis Hollandais et Spiral (Fig. 4.2). Les caracte´ristiques de ces modes sont re´sume´es
dans les Tableaux 4.3 et 4.4.
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Figure 4.2 Modes de la dynamique late´rale
Tableau 4.3 Caracte´ristiques des modes de la dynamique late´rale
Constante de temps Pulsation naturelle Amortissement
Mode Roulis 0.47 s - -
Mode Spiral 191 s - -
Roulis Hollandais 4.33 s 3.71 rad/s 6.22× 10−2
Tableau 4.4 Vecteurs propres des modes de la dynamique late´rale
Mode Roulis Mode Spiral Roulis Hollandais
β
φ
ps
rs


−1.21×10−4
4.28×10−1
−9.04×10−1
1.55×10−2


−7.52×10−4
1.00
6.15×10−3
−3.61×10−2


−5.22×10−2
−1.48×10−2
8.80×10−1
−3.52×10−1
±

−9.11×10−2
−2.37×10−1
0
1.81×10−1

Le mode Roulis est constitue´ d’un unique poˆle qui est exponentiellement stable et qui est
principalement domine´ par l’angle φ et la vitesse en roulis ps. Ce mode caracte´rise ainsi la
rapidite´ de l’avion a` cre´er du roulis, ce qui constitue l’un des principaux crite`res de perfor-
mance d’un avion. Dans le cas pre´sent, la constante de temps du mode Roulis est de 0.37 s,
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ce qui indique que ce mode est rapide.
Le mode Spiral, qui est principalement domine´ par l’angle φ et la vitesse en lacet rs, est
e´galement constitue´ d’un unique poˆle re´el qui se situe ge´ne´ralement proche de 0, pouvant eˆtre
stable ou instable selon les configurations. Cette proximite´ avec l’origine du plan complexe
se traduit par une grande constante de temps, amenant selon les cas l’avion a` se stabiliser
ou a` diverger lentement. Dans le cas d’un poˆle instable, la divergence se traduit par un mou-
vement dans lequel l’avion plonge lentement vers le sol en de´crivant une spirale dans le ciel.
Habituellement, ce mode instable est si lent qu’il est corrige´ instinctivement par le pilote.
Il peut ne´anmoins arriver que si le pilote ne voit pas l’horizon, ce dernier ne se rende pas
compte de la plonge´e vers le sol de l’avion, entraˆınant ge´ne´ralement le crash. Dans le cas ici
e´tudie´, ce mode est exponentiellement stable avec une constante de temps de 208 s.
Le mode Roulis Hollandais est quant a` lui un mode oscillatoire stable principalement
domine´ par les vitesses de rotation en roulis ps et en lacet rs. Ce mode est particulie`re-
ment sollicite´ lorsque la gouverne de direction est actionne´e, cre´ant un mouvement de l’avion
combinant rotations en lacet et en roulis. L’analyse des poˆles de ce mode montre que la pe´-
riode des oscillations est petite, dans le cas e´tudie´ 1.38 s, pour un amortissement tre`s faible
de 0.057. Un tel mode rend en l’e´tat l’avion tre`s inconfortable a` piloter, rendant ne´cessaire
l’introduction de controˆleurs afin de rencontrer de meilleures performances.
4.2 Impact du centrage sur la dynamique de l’avion
Les diffe´rents modes de l’avion ayant e´te´ introduits, on e´tudie leur e´volution en fonction
du centrage de l’appareil. L’objectif de cette section est de mettre en avant les modes qui
sont les plus affecte´s par les variations de position du centre de gravite´. Pour cela, on va
successivement e´tudier l’impact des de´placements late´raux, longitudinaux et verticaux du
centre de gravite´ de l’avion sur sa dynamique.
4.2.1 Impact des de´placements late´raux
L’envergure du F-16 e´tant de 9.96 m, on va conside´rer un de´placement late´ral du centre
de gravite´ de plus ou moins un demi-me`tre autour de sa position de re´fe´rence. Cette position
e´tant situe´e dans le plan de syme´trie de l’avion, il suffit d’e´tudier l’e´volution de la dynamique
de l’avion pour un ∆y compris entre 0 et 1 m, celle pour les ∆y ne´gatifs s’en de´duisant par
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syme´trie. Le lieu des racines de la dynamique du F-16 en fonction de la position late´rale du
centre de gravite´ est trace´ sur la Figure 4.3 pour la condition de vol (VT = 0.9 M, h = 0 m).
Cette e´tude a e´te´ effectue´e pour un F-16 dont le centre de gravite´ est positionne´ a` 15% mac 3,
configuration pour laquelle l’avion est stable et ses modes sont non de´ge´ne´re´s 4.
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Figure 4.3 Lieu des racines de la dynamique late´rale en fonction de ∆y
On observe premie`rement que sur la plage de variation conside´re´e, la nature des poˆles du
syste`me est pre´serve´e (pas de combinaison de poˆles re´els en poˆles complexes conjugue´s et
inversement). De plus, a` l’exception du mode Roulis, l’impact du de´placement late´ral du
centre de gravite´ sur la dynamique de l’avion est mineur, les positions des poˆles ne variant
que tre`s peu dans le plan complexe. Les caracte´ristiques de ces modes (temps de re´ponse,
amortissement, pe´riode d’oscillation) sont donc conserve´es en de´pit des variations de ∆y.
Pour le mode Roulis, on constate que plus le centre de gravite´ s’e´loigne du plan de syme´trie
de l’avion, plus le poˆle associe´ au mode Roulis se de´place vers la gauche du plan complexe. Ce
mode converge donc de plus en plus rapidement, alors meˆme qu’il est de´ja` pour la position
de re´fe´rence du centre de gravite´ le poˆle le plus rapide.
L’e´tude mene´e montre que le de´placement late´ral du centre de gravite´ n’a pas d’impact
significatif ni sur la stabilite´ du F-16, ni sur ses performances (conservation des temps de
re´ponse, des amortissements et des pe´riodes d’oscillation).
3. i.e. ∆x = 0.2c.
4. i.e. la dynamique fait apparaˆıtre les modes classiques Short Period, Phugo¨ıde, Roulis, Roulis Hollandais
et Spiral.
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4.2.2 Impact des de´placements longitudinaux
La longueur du F-16 e´tant de 15.06 m, on va conside´rer un de´placement longitudinal
du centre de gravite´ de plus ou moins 1 me`tre autour sa position de re´fe´rence. La Sous-
Section 3.3.4 ayant mis en avant qu’en l’absence de de´placement late´ral du centre de gravite´
de l’avion, dynamiques longitudinale et late´rale sont de´couple´es, on va e´tudier successivement
l’impact de la variation longitudinale du centre de gravite´ sur les deux dynamiques.
4.2.2.1 Dynamique longitudinale
Le lieu des racines est trace´ pour la condition de vol (VT = 0.9 M, h = 0 m) a` la Figure 4.4.
Il est repre´sentatif de ce que l’on obtient pour l’ensemble des conditions de vol du compor-
tement de la dynamique longitudinale de l’avion lorsque son centre de gravite´ e´volue dans la
direction longitudinale. Le comportement global de´crit ci-dessous est ainsi valable pour toutes
les conditions de vol situe´es dans les limites suivantes : altitude de vol comprise entre 0 et
15 km d’altitude 5 et une vitesse infe´rieure a` Mach 1 6. Seules les valeurs nume´riques indique´es
dans l’e´tude ci-dessous sont valables uniquement pour la condition de vol ici conside´re´e, ces
dernie`res changeant avec la vitesse et l’altitude.
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Figure 4.4 Lieu des racines de la dynamique longitudinale en fonction de ∆x
Lorsque le centre de gravite´ est a` l’avant de l’avion, la dynamique longitudinale est stable et
on retrouve les deux modes classiques. Lorsque le centre de gravite´ e´volue en reculant vers
l’arrie`re de l’avion, les deux poˆles complexes conjugue´s du mode Phugo¨ıde se rapprochent de
5. Limitations du F-16.
6. Plage de validite´ des coefficients ae´rodynamiques utilise´s dans la mode´lisation.
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l’axe des re´els jusqu’a` se rencontrer pour ∆x = 5.40 cm. Si l’on recule le centre de gravite´ en-
dessous de cette valeur, ces deux poˆles deviennent re´els, l’un devenant de plus en plus ne´gatif
alors que le second voit sa valeur croˆıtre vers les re´els positifs, rendant le syste`me instable
pour ∆x ≤ 3.95 cm. Le mode Short Period pre´sente la meˆme e´volution que le mode Phugo¨ıde.
Ses deux poˆles sont initialement complexes conjugue´s mais se rapprochent d’autant plus de
l’axe des re´els que le centre de gravite´ recule, jusqu’a` s’y rencontrer pour ∆x = 4.00 cm. Si
l’on continue de reculer le centre de gravite´, l’un des poˆles devient de plus en plus ne´gatif alors
que le second poˆle voit sa valeur croˆıtre jusqu’a` ce qu’il rencontre le poˆle du mode Phugo¨ıde
dont la valeur de´croˆıt. Ces deux poˆles se rencontrent sur l’axe des re´els en ∆x = −0.70 cm
et donnent naissance a` un nouveau mode appele´ le Troisie`me mode oscillatoire (Stevens et
Lewis (2003)). Ce mode est constitue´ de deux poˆles complexes conjugue´s, poˆles qui vont venir
converger dans le demi-plan gauche.
On remarque que contrairement aux de´placements late´raux, les de´placements longitudinaux
du centre de gravite´ ont un grand impact sur la dynamique de l’avion, modifiant de manie`re
profonde la nature des modes de la dynamique longitudinale. On remarque en outre que
ces profondes modifications ne ne´cessitent pas des variations tre`s importantes de la position
longitudinale du centre de gravite´ puisque ces dernie`res interviennent autour de la position
de re´fe´rence sur la plage [−0.70 cm, 5.40 cm]. Bien qu’ici expose´ dans le cadre d’une condition
de vol particulie`re, ce resserrement de quelques centime`tres autour de la position de re´fe´rence
du centre de gravite´ se retrouve pour l’ensemble des conditions de vol admissibles.
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Figure 4.5 Caracte´ristiques du mode Short Period en fonction de ∆x
Notons e´galement que le de´placement du centre de gravite´ suivant l’axe longitudinal de l’avion
a un grand impact sur la position des poˆles du mode Short Period lorsqu’ils sont complexes
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conjugue´s. Pour illustrer cela, la pulsation naturelle et l’amortissement du mode Short Period
ont e´te´ trace´s pour quatre conditions de vol avec une pente nulle a` la Figure 4.5. On note que
plus on recule le centre de gravite´ proche du point pour lequel les deux poˆles se rencontrent,
plus la pulsation naturelle du mode faiblit et plus l’amortissement est fort. A contrario, plus
le centre de gravite´ est de´place´ vers l’avant de l’avion, plus la valeur de la pulsation naturelle
augmente et plus l’amortissement se de´grade. Notons que la variation de l’amortissement est
particulie`rement sensible dans les 20 premiers centime`tres au-dela` de la position de re´fe´rence,
c’est-a`-dire dans le voisinage dans lequel le centre de gravite´ de l’avion est susceptible de se
situer.
Les de´veloppements pre´ce´dents montrent donc que l’impact de la position longitudinale du
centre de gravite´ de l’avion sur sa dynamique est particulie`rement forte, et ce dans une plage
de variations resserre´e autour de la position nominale. Il est donc particulie`rement important
dans la synthe`se d’un controˆleur ope´rant sur la dynamique longitudinale de l’avion de prendre
en compte la variation de position longitudinale du centre de gravite´ pour e´laborer un syste`me
de commandes de vol assurant la stabilite´ et les performances robustes.
4.2.2.2 Dynamique late´rale
Le lieu des racines est trace´ pour la condition de vol (VT = 0.9 M, h = 0 m) a` la Figure 4.6.
Il est comme pre´ce´demment repre´sentatif de ce que l’on obtient pour l’ensemble des conditions
de vol du comportement de la dynamique longitudinale de l’avion lorsque son centre de gravite´
e´volue dans la direction longitudinale.
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Figure 4.6 Lieu des racines de la dynamique late´rale en fonction de ∆x
On observe que contrairement a` la dynamique longitudinale, les modes conservent leur nature
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en de´pit de la variation de la position longitudinale du centre de gravite´. Le mode Spiral voit
son poˆle eˆtre le moins affecte´ par le de´placement longitudinal du centre de gravite´. Il demeure
ainsi stable et purement re´el avec une constante de temps quasiment inde´pendante de ∆x.
Le mode Roulis conserve e´galement sa nature (1 poˆle re´el stable) et demeure le mode le
plus rapide de la dynamique late´rale. Il voit sa constante de temps le´ge`rement varier avec
la position longitudinale du centre de gravite´ de l’avion, mais de manie`re insuffisante pour
venir perturber significativement la dynamique du syste`me.
Le mode le plus affecte´ est le mode du Roulis Hollandais dont les deux poˆles complexes
conjugue´s voient leur constante de temps ainsi que leur pulsation naturelle diminuer lorsque
le centre de gravite´ se de´place vers l’avant de l’avion avec un amortissement qui demeure
quasi constant.
Au bilan, la dynamique late´rale voit les natures de ses modes inchange´es pour un de´placement
longitudinal du centre de gravite´ de l’avion. Les modes Roulis et Spiral sont relativement peu
impacte´s par un tel de´placement, au contraire du mode Roulis Hollandais et plus particulie`-
rement de sa pulsation naturelle. Cet impact est ne´anmoins moindre en comparaison de celui
observe´ pour la dynamique longitudinale.
4.2.3 Impact des de´placements verticaux
La hauteur du F-16 e´tant de 4.88 m, on va conside´rer un de´placement vertical du centre
de gravite´ de plus ou moins un demi-me`tre autour de sa position de re´fe´rence. Afin d’e´valuer
l’impact de la position du centre de gravite´ sur une configuration dans laquelle l’avion est
stable et dont les modes sont non de´ge´ne´re´s, on fixe dans cette e´tude la position longitudinale
du centre de gravite´ a` 15% mac 7.
4.2.3.1 Dynamique longitudinale
Le lieu des racines est trace´ pour la condition de vol (VT = 0.9 M, h = 0 m) a` la Figure 4.7.
On observe que dans le cas ou` les modes Short Period et Phugo¨ıde sont dans une configuration
classique, l’impact du de´placement vertical du centre de gravite´ de l’avion sur la dynamique
longitudinale est tre`s minime. En particulier, les modes Short Period et Phugo¨ıde conservent
leur nature oscillatoire avec un amortissement et une pulsation naturelle quasi constants.
7. i.e. ∆x = 0.2c.
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Figure 4.7 Lieu des racines de la dynamique longitudinale en fonction de ∆z
4.2.3.2 Dynamique late´rale
Le lieu des racines est trace´ pour la condition de vol (VT = 0.9 M, h = 10000 m) a` la
Figure 4.8. Les trois modes de la dynamique late´rale conservent leur nature sur la plage de
variation conside´re´e. Le principal impact du de´placement vertical du centre de gravite´ se
situe au niveau du mode Roulis dont le poˆle se de´place sur l’axe des re´els ne´gatifs. Ce poˆle
demeure ne´anmoins stable avec un temps de re´ponse de loin le plus rapide de la dynamique
late´rale. Les modes Roulis Hollandais et Spiral ne varient quant a` eux que tre`s peu avec la
position verticale du centre de gravite´, conservant respectivement une pulsation naturelle/un
amortissement et un temps de re´ponse quasi constants.
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Figure 4.8 Lieu des racines de la dynamique late´rale en fonction de ∆z
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4.2.4 Conclusion sur les variations de centrage
L’e´tude a montre´ que les de´placements late´raux et verticaux du centre de gravite´ n’ont
qu’un faible impact sur la dynamique de l’avion. Le principal impact de ces de´placements
se situe au niveau du mode Roulis et plus particulie`rement de sa constante de temps, mais
qui demeure de loin la plus rapide de la dynamique late´rale. Dans la suite on ne´gligera
l’impact de ces de´placements late´raux et verticaux sur la dynamique de l’avion, conduisant
a` ne conside´rer que des de´placements longitudinaux.
Du point de vue de la dynamique de l’avion, le point cle´ du centrage re´side donc dans la
position longitudinale du centre de gravite´. L’impact de cette position sur la dynamique
late´rale reste relativement restreint : les trois modes de l’avion voient leur nature pre´serve´e
et seul le mode Roulis Hollandais se voit significativement affecte´ a` travers la variation de sa
pulsation naturelle. Le principal impact se situe au niveau de la dynamique longitudinale a`
travers les phe´nome`nes suivants :
– de´stabilisation de l’avion ;
– cre´ation de modes de´ge´ne´re´s ;
– modification importante de la pulsation naturelle et de l’amortissement du mode Short
Period.
4.3 Impact des variations de masse sur la dynamique de l’avion
On s’inte´resse ici a` e´valuer l’impact de la masse sur la dynamique de l’avion. On rappelle
que la masse nominale du F-16 est prise e´gale a` 9300 kg alors que la masse a` vide est de
8570 kg et que la masse arme´e est de 12000 kg. Afin d’e´tudier l’influence de la masse sur la
dynamique du F-16, la plage de variation ici conside´re´e est de 2000 kg autour de la masse
nominale, soit une variation de plus ou moins 21.5%.
4.3.1 Dynamique longitudinale
A` nouveau, de manie`re a` visualiser la dynamique de l’avion dans une configuration pour
laquelle il est stable, on place le centre de gravite´ a` 15% mac. Le lieu des racines est trace´
Figure 4.9 pour la condition de vol (VT = 0.9 M, h = 0 m).
Bien que la plage de variation soit tre`s importante relativement a` la masse nominale du
F-16, les modes de la dynamique longitudinale ne sont que peu affecte´s. Les deux modes
conservent leur nature oscillatoire et demeurent stables. Le mode Phugo¨ıde voit ses poˆles ne
quasiment pas varier avec la masse. Le mode Short Period conserve une pe´riode d’oscillation
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Figure 4.9 Lieu des racines de la dynamique longitudinale en fonction de la masse
quasi constante alors que le temps de re´ponse du mode varie significativement avec la masse,
mais demeure suffisamment rapide pour ne pas perturber les performances du syste`me.
4.3.2 Dynamique late´rale
Le lieu des racines est trace´ pour la condition de vol (VT = 0.9 M, h = 0 m) a` la Figure 4.10.
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Figure 4.10 Lieu des racines de la dynamique late´rale en fonction de la masse
On observe que les trois modes de la dynamique late´rale sont quasi inde´pendants de la masse
de l’avion sur la plage de variation conside´re´e. Leurs caracte´ristiques (temps de re´ponse,
pe´riode d’oscillation et amortissement) peuvent donc eˆtre conside´re´es comme constantes vis-
a`-vis des variations de masse.
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Tout comme dans le cas du centrage, la dynamique late´rale voit ses modes eˆtre tre`s peu
affecte´s par les variations de masse. Une nouvelle fois, c’est la dynamique longitudinale qui
est la plus sensible quant aux variations de masse, et en particulier le mode Short Period.
4.4 Conclusion sur le centrage et la masse
Cette partie a permis de mettre en avant les re´sultats suivants :
– les de´placements late´raux et verticaux du centre de gravite´ n’ont qu’un faible impact
sur la dynamique de l’avion ;
– la dynamique late´rale est peu sensible quant aux variations des parame`tres de masse
et de centrage ;
– la forte sensibilite´ de la dynamique longitudinale vis-a`-vis de la position longitudinale
du centre de gravite´ de l’avion ;
– les caracte´ristiques du mode Short Period (temps de re´ponse, amortissement, pulsation
naturelle) de´pendent significativement de la position longitudinale du centre de gravite´
et de la masse de l’avion.
Les conclusions de cette e´tude poussent a` se focaliser pour la suite du projet sur la dynamique
longitudinale de l’avion et plus particulie`rement sur le controˆle du mode Short Period. Il s’agit
ainsi d’e´laborer un syste`me de commandes de vol permettant d’assurer le controˆle du mode
Short Period en de´pit des potentielles variations des parame`tres de masse et de centrage.
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CHAPITRE 5
«SHORT PERIOD» ET STRATE´GIE DE CONTROˆLE
Le Chapitre 4 a permis d’identifier la dynamique longitudinale et plus particulie`rement
le mode Short Period comme e´tant le plus sensible aux variations de masse et de centrage,
notamment pour des de´placements longitudinaux du centre de gravite´ de l’avion. Ce chapitre
commence par introduire brie`vement l’architecture classique d’un syste`me de commandes de
vol a` la Section 5.1. On revient plus en de´tails sur le mode Short Period dans la Section 5.2
en introduisant le facteur de charge et l’approximation dite du Short Period. Le facteur de
charge est une grandeur e´troitement lie´e au Short Period, jouant un roˆle important dans
le dimensionnement de l’avion et au niveau des lois de controˆle. L’approximation du Short
Period est quant a` elle une hypothe`se simplificatrice classique qui va permettre de se ramener
d’un syste`me d’ordre 4 pour la dynamique longitudinale a` un syste`me d’ordre 2. Le cahier
des charges du syste`me en boucle ferme´e est pre´sente´ a` la Section 5.3 et une architecture de
controˆle du facteur de charge est introduite a` la Section 5.4.
5.1 Architecture de controˆle d’un avion
Système de 
Navigation
Système de 
Guidage
Système de 
Contrôle
Avion
Capteurs
Gouvernes
Moteurs
Objectifs 
de guidage
Commandes 
des pilotesPlan de vol
Sélection de l’altitude 
et de la vitesse de vol
Ordres de 
pilotage
Figure 5.1 Boucles de controˆle d’un avion
On identifie classiquement trois boucles de controˆle dans l’architecture d’un syste`me de
commandes de vol ((Varga et al., 2011)) :
1. une boucle de controˆle dont les consignes sont tire´es des commandes du pilote et dont
l’objectif est de controˆler l’avion en attitude et acce´le´ration a` court terme sur une e´chelle
de temps de l’ordre de la seconde ;
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2. une boucle de guidage dont les consignes sont tire´es de la se´lection par les pilotes de
l’altitude et de la vitesse de vol et dont l’objectif est de controˆler la vitesse et la pente
de l’avion a` moyen terme sur une e´chelle de temps de l’ordre de la dizaine de secondes ;
3. une boucle de navigation dont les consignes sont tire´es du Flight Management System
et dont l’objectif est de controˆler l’avion a` long terme sur une e´chelle de temps de l’ordre
de la minute afin que l’avion suive la trajectoire de vol pre´vue.
Ces boucles sont interconnecte´es comme indique´ a` la Figure 5.1. Ce de´coupage entre boucle
de guidage et boucle de controˆle est rendu possible de par la se´paration naturelle qui existe au
sein de la dynamique longitudinale de l’avion entre le mode Short Period et le mode Phugo¨ıde.
Le premier agit en effet a` court terme sur la dynamique de l’avion alors que le second agit
a` moyen terme. Le mode Short Period est ainsi controˆle´ par la boucle de controˆle via la
gouverne de profondeur alors que le mode Phugo¨ıde est controˆle´ par la boucle de guidage via
la manette des gaz.
Afin de controˆler le mode Short Period, on suppose qu’une boucle de guidage robuste aux
variations de centrage et de masse peut eˆtre mise au point. Cette hypothe`se nous permet de
nous focaliser par la suite uniquement sur le controˆle du mode Short Period.
5.2 Mode «Short Period»
Il a e´te´ vu a` la Sous-Section 4.1.2 que le Short Period est un mode oscillatoire agissant
aux moyennes fre´quences, constituant la re´ponse a` court terme de l’avion. Ce mode est
principalement domine´ par la dynamique de l’angle d’attaque α et de la vitesse en tangage
q. On e´tudie dans cette section plus en de´tails ce mode en pre´sentant le facteur de charge et
l’approximation dite du Short Period.
5.2.1 Facteur de charge
5.2.1.1 De´finition
Le facteur de charge note´ Nz d’un avion se de´finit comme e´tant le rapport de la portance
par son poids (Saarlas (2007)). De manie`re e´quivalente, le facteur de charge s’exprime comme
e´tant le rapport du poids apparent de l’avion, c’est-a`-dire le poids ressenti de par l’addition
de la force de gravite´ et des forces d’inertie, par son poids re´el. Il s’exprime alors en nombre
de g et a pour signification physique :
– Nz < 0 : sensation d’eˆtre projete´ vers le haut ;
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– Nz = 0 : sensation d’apesanteur ;
– 0 < Nz < 1 : sensation de pesanteur plus faible que la pesanteur terrestre ;
– Nz = 1 : sensation de pesanteur terrestre ;
– Nz > 1 : sensation de pesanteur supe´rieure a` la pesanteur terrestre.
Le facteur de charge est une grandeur tre`s importante dans le dimensionnement de la structure
d’un avion car il repre´sente les efforts que ce dernier doit eˆtre en mesure de soutenir. Il est
montre´ dans le livre (Nguyen (1993)) que pour un virage coordonne´ 1 a` altitude constante, le
facteur de charge est lie´ a` la vitesse de rotation de l’avion ψ˙ et au rayon de courbure R via
les relations :
ψ˙ =
g
√
N2z − 1
VT
, R =
V 2T
g
√
N2z − 1
.
Ces dernie`res montrent que plus la vitesse de rotation de l’avion est importante et/ou plus
le rayon de courbure est petit, plus le facteur de charge augmente et donc plus la charge
que doit soutenir la structure est importante. A` titre d’exemple, les normes europe´ennes et
ame´ricaines imposent un facteur de charge compris entre −1.0 g et 2.5 g pour les avions civils
et entre −3.0 g et 6.0 g pour les avions de de type sportif (Tischler (1996)).
5.2.1.2 Lien avec le Short Period
Classiquement, le controˆle du Short Period s’effectue par un retour au niveau de l’angle
d’attaque de l’avion α et de la vitesse de rotation en tangage q. La principale difficulte´ de
telles boucles de controˆle re´side dans la capacite´ a` mesurer de manie`re pre´cise et sans bruit
excessif l’angle d’attaque de l’avion ((Stevens et Lewis, 2003; McRuer et al., 1973)).
Dans le cadre du vol en croisie`re, la solution a` ce proble`me consiste a` remplacer le retour
de l’angle d’attaque par un retour de l’acce´le´ration normale an de l’avion. Cette grandeur
est une combinaison de l’angle d’attaque et de la vitesse de rotation en roulis et peut eˆtre
mesure´e de manie`re fiable par un acce´le´rome`tre :
an = (w˙ − Ueq − lxq˙) /g ≈ (Ueα˙− Ueq − lxq˙) /g,
ou` an est exprime´e en nombre de g et ou` lx repre´sente la distance suivant l’axe xb entre le
point de re´fe´rence O et le point de mesure de l’acce´le´ration. Afin de mesurer an, il suffit de
placer un acce´le´rome`tre sur l’axe xb de l’avion et l’orienter suivant l’axe zb. L’acce´le´rome`tre
mesure ainsi fn qui, exprime´ en nombre de g, est la somme de l’acce´le´ration normale an avec
1. i.e. sans de´rapage.
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un terme duˆ a` la pesanteur, terme qui pour de faibles angles de gˆıte est e´gal a` cos(Θ) :
fn = an + cos (Θ) cos (Φ) ≈ an + cos(Θ).
Cette mesure est lie´e au facteur de charge par le re´sultat suivant ((Stevens et Lewis, 2003)) :
fn ≈ Nz.
Cette e´quation traduit que pour de faibles angles, l’acce´le´ration mesure´e par l’acce´le´rome`tre
est en re´alite´ le facteur de charge que subit l’avion au point de mesure. La combinaison des
trois dernie`res e´quations, puis la line´arisation du facteur de charge autour de la position
d’e´quilibre Nz,e = cos(Θ) (5.1) conduit a` obtenir (5.2). Cette e´quation lie le facteur de charge
aux variables d’e´tat de la dynamique longitudinale de l’avion et permet de l’exprimer ainsi
comme une sortie du syste`me.
Nz = cos(Θ) + nz. (5.1)
nz ≈ (Ueα˙− Ueq − lxq˙) /g. (5.2)
On pre´fe`re donc effectuer un retour sur le facteur de charge plutoˆt que l’angle d’attaque pour
des raisons lie´es aux capteurs. Un controˆle du facteur de charge pre´sente en outre les deux
avantages suivants :
– il permet au pilote de ge´rer avec pre´cision la valeur des efforts qu’il subit pour les
manœuvres a` grand nombre de g ;
– en l’absence de force exerce´e sur le manche, le controˆle du facteur de charge assure un
vol a` altitude quasi constante.
5.2.2 Approximation du «Short Period»
5.2.2.1 Repre´sentation d’e´tat
En analysant la repre´sentation d’e´tat de la dynamique longitudinale (3.39)-(3.43) pour des
de´placement longitudinaux du centre de gravite´ 2, on obtient que la dynamique d’e´volution
de l’angle d’attaque α et de la vitesse de rotation en tangage q est re´gie par :{
(Ue − Zα˙) α˙x −∆x cos (αe) q˙ = (Zu + ZTu)u+ Zαα + (Ue + Zq) q + Zδeδe
−Mα˙α˙x +
(
1−m∆x2/Iy
)
q˙ = (Mu +MTu)u+Mαα +Mqq +Mδeδe
2. Attention, dans ces formules les de´placements du centre de gravite´ sont exprime´s dans le repe`re stabilite´.
Il faut donc se ramener a` un de´placement longitudinal dans le repe`re avion via une rotation d’angle αe comme
de´crit en Annexe A.1.
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La dynamique d’e´volution de la vitesse u rele`ve principalement du mode Phugo¨ıde. Ce mode,
au contraire du Short Period, constitue la re´ponse a` long terme de l’avion. L’approximation
dite du Short Period consiste alors a` faire l’hypothe`se que la dynamique d’e´volution de la
vitesse u est faible devant celle du Short Period. En d’autres termes, on suppose que la
dynamique du mode Short Period s’e´tablit a` vitesse constante, ce qui revient a` imposer
u = 0 dans le syste`me d’e´quations pre´ce´dent. Cela conduit, en ne conside´rant que l’entre´e de
la gouverne de profondeur, a` la repre´sentation d’e´tat (5.3).[
Ue − Zα˙ −∆x cos (αe)
−Mα˙ 1−m∆x2/Iy
][
α˙x
q˙
]
=
[
Zα Ue + Zq
Mα Mq
][
αx
q
]
+
[
Zδe
Mδe
]
δe. (5.3)
Le polynoˆme caracte´ristique de l’approximation Short Period est alors donne´ par :
∆sp = det (Es− A) = d2s2 + d1s+ d0, (5.4)
ou` : 
d0 = MqZα − (Ue + Zq)Mα
d1 = −
(
1−m∆x2/Iy
)
Zα −∆x cos (αe)Mα − (Ue − Zα˙)Mq − (Ue + Zq)Mα˙
d2 =
(
1−m∆x2/Iy
)
(Ue − Zα˙)−∆x cos (αe)Mα
(5.5)
Les fonctions de transfert reliant l’angle de la gouverne de profondeur a` l’angle d’attaque et
a` la vitesse de rotation en tangage sont respectivement donne´es par (5.6) et (5.7).
αx
δe
=
Nα
∆sp
=
[(1−m∆x2/Iy)Zδe + ∆x cos (αe)Mδe ] s−MqZδe + (Ue + Zq)Mδe
∆sp
. (5.6)
q
δe
=
Nq
∆sp
=
[Mα˙Zδe + (Ue − Zα˙)Mδe ] s+MαZδe − ZαMδe
∆sp
. (5.7)
On en de´duit via (5.2) la fonction de transfert reliant la gouverne de direction au facteur de
charge :
nz
δe
=
Nnz
∆sp
=
(n2s
2 + n1s+ n0)/g
∆sp
, (5.8)
ou` : 
n0 = −UeMαZδe + UeZαMδe
n1 = − [(Mq +Mα˙)Ue +Mαlx]Zδe + [(Zq + Zα˙)Ue + Zαlx]Mδe
n2 =
[(
1−m∆x2/Iy
)
Ue −Mα˙lx
]
Zδe + [∆x cos (αe)Ue − (Ue − Zα˙) lx]Mδe
(5.9)
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5.2.2.2 Validation
On se propose de valider en trois temps l’approximation du Short Period en comparant
a` la dynamique longitudinale :
1. les poˆles du mode Short Period ;
2. le comportement fre´quentiel ;
3. le re´sultat de l’imple´mentation d’une loi de controˆle.
Les validations sont effectue´es pour la condition de vol particulie`re (VT = 0.6 M, h = 1000 m),
mais sont de manie`re ge´ne´rale valables pour l’ensemble des conditions de vol admissibles.
Les poˆles du mode Short Period sont compare´s avec ceux de l’approximation Short Period
dans le Tableau 5.1. Cette comparaison montre qu’il n’y a pas de diffe´rence notable au niveau
du placement de poˆle a` travailler avec la dynamique longitudinale ou avec l’approximation
du Short Period.
Tableau 5.1 Comparaisons des poˆles du mode Short Period avec leur approximation
∆x Exact Approximation
−14.5% mac = −50 cm −5.0932 et 3.4563 −5.0935 et 3.4564
−8.70% mac = −30 cm −4.3608 et 2.3234 −4.36126 et 2.3233
−5.80% mac = −20 cm −3.9138 et 1.6735 −3.9142 et 1.6729
−4.35% mac = −15 cm −3.6528 et 1.3101 −3.6533 et 1.3089
−2.90% mac = −10 cm −3.3513 et 0.9062 −3.3519 et 0.9033
−1.45% mac = −5 cm −2.9834 et 0.4438 −2.9840 et 0.4299
0% mac = 0 cm −2.4762 et 0.0836 −2.4771 et −0.1842
1.45% mac = 5 cm −1.3834± 0.5250i −1.3850± 0.5237i
2.90% mac = 10 cm −1.4401± 1.3630i −1.4404± 1.3618i
4.35% mac = 15 cm −1.4968± 1.8528i −1.4969± 1.8519i
5.80% mac = 20 cm −1.5545± 2.2371i −1.5545± 2.2364i
8.70% mac = 30 cm −1.6738± 2.8546i −1.6738± 2.8541i
14.5% mac = 50 cm −1.9320± 3.8095i −1.9320± 3.8091i
On ve´rifie dans ce paragraphe le bon comportement de l’approximation du Short Period
au niveau fre´quentiel. Pour cela, on conside`re le syste`me dont l’entre´e est la gouverne de
profondeur et dont les deux sorties sont le facteur de charge nz (5.8) et la vitesse de en
tangage q (5.7). Les diagrammes de Bode associe´s sont trace´s sur la Figure 5.2 et la Figure 5.3
pour deux positions du centre de gravite´ de l’avion. La premie`re configuration pre´sente un
Phugoˆıde naturellement instable alors qu’il est stable pour la seconde.
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Figure 5.2 Comparaison des diagrammes de Bode de la sortie Nz entre dynamique longitu-
dinale et approximation Short Period
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Figure 5.3 Comparaison des diagrammes de Bode de la sortie q entre dynamique longitudinale
et approximation Short Period
L’approximation du Short Period suit parfaitement le comportement de la dynamique lon-
gitudinale pour les fre´quences au-dela` de 0.1 Hz. L’approximation du Short Period est donc
tout a` fait valable pour traiter le comportement du syste`me dans la plage de fre´quence d’in-
fluence du mode Short Period, a` savoir les moyennes et hautes fre´quences. Ce re´sultat n’est
plus valable lorsque l’on rentre dans le domaine des tre`s basses fre´quences dans lequel le mode
Phugo¨ıde devient pre´ponde´rant.
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La dernie`re e´tape de la validation consiste a` ve´rifier qu’un controˆleur synthe´tise´ avec l’ap-
proximation du Short Period peut eˆtre transpose´ avec succe`s sur le mode`le complet de la
dynamique longitudinale. Pour cela, l’architecture de controˆle pre´sente´e ulte´rieurement a` la
Section 5.4 est conside´re´e et un design est effectue´ de manie`re a` obtenir un temps de re´ponse
du facteur de charge infe´rieur a` 3.0 s. Le controˆleur est alors imple´mente´ sur les deux mode`les,
et les re´ponses en Nz et q suite a` une entre´e de type e´chelon en commande du facteur de
charge sont trace´es a` la Figure 5.4.
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Figure 5.4 Comparaison de l’imple´mentatation d’un controˆleur entre dynamique longitudinale
et approximation Short Period
Les re´ponses temporelles sont sensiblement identiques aussi bien au niveau du facteur de
charge que de la vitesse en tangage. Il est a` noter que le re´sultat est ici pre´sente´ pour un
centre de gravite´ place´ nominalement. Dans cette configuration, le syste`me en boucle ferme´e
est instable en l’absence de boucle de guidage. Cependant, le poˆle instable du Phugo¨ıde e´tant
tre`s lent (dans cet exemple il est place´ en 3.91× 10−6), il ne vient pas perturber la re´ponse a`
court terme du facteur de charge. Ce re´sultat ouvre donc la possibilite´ d’effectuer la synthe`se
du controˆleur avec l’approximation du Short Period.
5.3 Cahier des charges
La suite de ce me´moire est consacre´e a` la synthe`se et a` la validation d’un syste`me de com-
mandes assurant le controˆle du facteur de charge de manie`re robuste vis-a`-vis des variations
de masse et de centrage. On de´finit ici le cahier des charges que doit ve´rifier le syste`me en
boucle ferme´e en se basant sur les caracte´ristiques physiques du F-16 (Nguyen et al. (1979)),
ainsi que les spe´cifications usuellement requises par les avionneurs (Stevens et Lewis (2003))
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et les autorite´s de certification (US DEPARTEMENT OF DEFENCE (1990, 1997)). On sup-
pose que les sorties du syste`me sont le facteur de charge Nz et la vitesse en tangage q.
• Enveloppe de vol
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Figure 5.5 Enveloppe de vol Θ
L’enveloppe de vol Θ est de´finie sur la Figure 5.5. Les performances de´crites ci-dessous
doivent eˆtre assure´es sur l’inte´gralite´ de l’enveloppe de vol pour un vol de type croisie`re.
• Variation des parame`tres de masse
On conside`re le domaine de variation des parame`tres de masse suivant :
∆ = {(m0 + ∆m,∆x) , |∆m| ≤1000 kg, |∆x| ≤0.0435c = 15 cm} , (5.10)
ou` m0 = 9300 kg est la masse de re´fe´rence de l’avion et ou` les 4.35% mac ont e´te´ choisis
de manie`re a` couvrir la plage de variation admissible du centre de gravite´ du F-16.
Les performances de´crites ci-dessous doivent eˆtre ve´rifie´e sur l’ensemble du domaine
incertain ∆.
• Stabilite´
Le syste`me en boucle ferme´e doit eˆtre stable en tout point de l’enveloppe de vol et pour
toute configuration de masse et de centrage du domaine incertain ∆.
• Facteur de charge
La re´ponse temporelle du facteur de charge a` une commande de type e´chelon doit
pre´senter les caracte´ristiques suivantes :
1. erreur nulle en re´gime permanent ;
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2. de´passement infe´rieur a` 10% ;
3. temps de re´ponse infe´rieur a` 3 s.
On tole`re un temps de re´ponse le´ge`rement supe´rieur a` basses vitesses.
• Vitesse en tangage
Dans la mesure ou` l’on travaille sur un avion de combat, on tole`re un de´passement en
q pouvant atteindre les 100% pour une entre´e de commande du facteur de charge.
• Rejet du bruit capteur
Le syste`me doit permettre de rejeter autant que possible le bruit introduit par les cap-
teurs mesurant Nz et q.
• Marges de stabilite´
Le syste`me doit pre´senter au niveau de l’entre´e de l’actionneur de la gouverne de profon-
deur une marge de gain GM≥13dB ou GM≤−5dB et une marge de phase |PM | ≥40˚ .
• Qualite´s de vol et de manœuvrabilite´
Les qualite´s de vol et de manœuvrabilite´ s’expriment comme un ensemble de crite`res
temporels, fre´quentiels et modaux, prenant la forme de contraintes que la dynamique
d’un avion doit satisfaire de manie`re a` assurer un pilotage aise´ de l’appareil. Ces
contraintes diffe´rent suivant le type d’avion : normes militaires (US DEPARTEMENT
OF DEFENCE (1990, 1997)) ou normes civiles (FAA (1974); JAA (1974)). Dans le
cadre du controˆle du mode Short Period, les normes militaires imposent pour un vol en
croisie`re un amortissement ξsp supe´rieur a` 0.30.
• Gouverne de profondeur
E´viter les saturations aussi bien en de´battement (±25˚ ) qu’en vitesse (±60˚ /s).
5.4 Strate´gie de controˆle
5.4.1 Architecture du controˆleur
L’architecture choisie pour le controˆleur est inspire´e de (Stevens et Lewis (2003)) et de
(Gahinet et Apkarian (2011b)). Dans ce dernier article, l’architecture du controˆleur (Fig. 5.6)
pre´sente les composantes suivantes :
– un retour proportionnel sur l’erreur e 3 de gain Kp ;
3. Erreur entre la commande Nzc et le facteur de charge en sortie du syste`me Nz.
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– un retour pseudo inte´gral 1/(s+ ε) sur l’erreur e de gain Ki ;
– un retour proportionnel sur la vitesse en roulis q de gain Kq ;
– une action directe (feedforward en anglais) de la commande Nzc de gain Kf ;
– un filtre Froll d’ordre 2 de type Roll-off en entre´e de l’actionneur de la gouverne de
direction :
Froll =
ω2n
∆Froll
=
ω2n
s2 + 2ξωn + ω2n
. (5.11)
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Figure 5.6 Architecture classique pour le controˆle du facteur de charge
Le retour sur q est utilise´ pour ame´liorer l’amortissement du syste`me. L’action directe permet
de venir faire un placement de ze´ro pour controˆler le de´passement de la re´ponse temporelle.
Le filtre Roll-off est un filtre passe-bas dont la fonction est de filtrer le bruit et d’empeˆcher
que des signaux hautes fre´quences viennent endommager l’actionneur. L’introduction d’un
retour pseudo inte´gral est quant a` lui justifie´ par le fait que le controˆle du Short Period se fait
a` court terme. Il est en effet illusoire de conserver sur le long terme une acce´le´ration donne´e
sans controˆle en vitesse.
Cette architecture pre´sente le de´savantage d’introduire un ze´ro au niveau de la re´ponse du
facteur de charge en z = −Ki/(Kf + Kp) − ε. Avec la me´thode utilise´e dans la phase de
synthe`se, le re´glage des gains Ki, Kf et Kp rend ce ze´ro instable dans la majorite´ des cas. Cela
a pour conse´quence d’introduire un de´passement initial non de´sire´ sur la re´ponse temporelle
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du facteur de charge. L’architecture du controˆleur a e´te´ modifie´e de manie`re a` conserver le
niveau de performance obtenu avec la pre´ce´dente architecture mais en s’affranchissant du
ze´ro instable. La solution choisie est de´crite a` la Figure 5.7.
Ki
Kp
Froll(s) Gact(s) GAC(s)
Kq
Nzc
nq
Nz
q
+
+
+
+
+
+
-
-
+
1
s 
M, h
M, h
M, h
M, h M, h, Δm, Δx 
δec δe
-
nNz
Contrôleur Avion
Figure 5.7 Architecture du controˆleur
Dans cette configuration, le mode`le de l’avion de´pend a` la fois du point de vol conside´re´ et des
incertitudes du syste`me. Les gains du controˆleur sont quant a` eux uniquement fonction du
point de vol. Pour tout ce qui suit, ε = 0.001. La Figure 5.7 fait apparaˆıtre dans l’architecture
les e´le´ments supple´mentaires suivants :
– une entre´e de bruit nNz au niveau de la mesure du facteur de charge ;
– une entre´e de bruit nq au niveau de la mesure de la vitesse en tangage ;
– une fonction de transfert Gact mode´lisant la dynamique de la gouverne de profondeur.
Dans le cas du F-16, Gact est un premier ordre de constante de temps τ = 0.0495 s.
5.4.2 Fonctions de transfert en boucle ferme´e
Les fonctions de transfert ne´cessaires par la suite sont ici introduites :
– fonction de transfert liant l’entre´e de commande du syste`me Nzc a` la sortie Nz :
TNz =
Nz
Nzc
=
KiNnz
[(1 + τs) ∆Froll∆sp/ω2n +KpNnz +KqNq] (s+ ε) +KiNnz
; (5.12)
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– fonction de transfert liant l’entre´e de commande du syste`me Nzc a` la sortie q :
Tq =
q
Nzc
=
KiNq
[(1 + τs) ∆Froll∆sp/ω2n +KpNnz +KqNq] (s+ ε) +KiNnz
; (5.13)
– fonction de transfert obtenue en ouvrant la boucle au niveau de δec entre l’entre´e de
l’actionneur et la sortie du Roll-off :
Ts = −KiNnz + (KpNnz +KqNq) (s+ ε)
(1 + τs) (s+ ε) ∆Froll∆sp/ω2n
; (5.14)
– fonction de transfert entre l’entre´e de bruit nNz et la commande de l’actionneur δec :
TnNz =
δec
nNz
= − (1 + τs) (Ki +Kp (s+ ε)) ∆sp
[(1 + τs) ∆Froll∆sp/ω2n +KpNnz +KqNq] (s+ ε) +KiNnz
; (5.15)
– fonction de transfert entre l’entre´e de bruit nq et la commande de l’actionneur δec :
Tnq =
δec
nq
= − (1 + τs) (s+ ε)Kq∆sp
[(1 + τs) ∆Froll∆sp/ω2n +KpNnz +KqNq] (s+ ε) +KiNnz
; (5.16)
– fonction de transfert entre les entre´es de bruit nNz et nq et la commande de l’actionneur
δec :
Tn =
[
TnNz , Tnq
]
. (5.17)
5.4.3 Repre´sentation d’e´tat du syste`me en boucle ferme´e
Nous aurons finalement besoin a` des fins d’analyse de stabilite´ et de performance de la
repre´sentation d’e´tat du syste`me en boucle ferme´e. On pre´sente dans un premier temps les
repre´sentations d’e´tat de la dynamique de l’avion (Short Period et gouverne de profondeur)
et du controˆleur. Ces deux repre´sentations d’e´tat vont servir a` de´finir une repre´sentation
d’e´tat du syste`me en boucle ferme´e. La repre´sentation d’e´tat du mode Short Period (5.3)
apre`s inte´gration de la dynamique de la gouverne de profondeur est donne´e par :{
X˙AC = AACXAC +BACδec
YAC = CACXAC
,
ou` :
XAC =
[
αx q δe
]>
, YAC =
[
Nz q
]>
,
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AAC =
Ue − Zα˙ −∆x cos (αe) 0−Mα˙ 1−m∆x2/Iy 0
0 0 τ

−1 Zα Ue + Zq ZδeMα Mq Mδe
0 0 −1
 =
AAC,11 AAC,12 AAC,13AAC,21 AAC,22 AAC,23
0 0 −1/τ
 ,
BAC =
 00
1/τ
 , CAC = [CAC,Nz
CAC,q
]
=
 (UeAAC,11 − lxAAC,21)/g 0(UeAAC,12 − lxAAC,22 − Ue)/g 1
(UeAAC,13 − lxAAC,23)/g 0

>
.
Une repre´sentation d’e´tat du controˆleur est donne´e par :{
X˙K = AKXK +BKUK
δec = CKXK
,
ou` :
XK ∈ R3, UK =
[
Nzc Nz q
]>
,
AK =
−ε 0 00 0 1
ω2n −ω2n −2ξωn
 ,
BK =
[
BK,Nzc BK,Nz BK,q
]
=
Ki −Ki 00 0 0
0 −Kpω2n −Kqω2n
 , CK = [0 1 0] .
On e´tablit finalement une repre´sentation d’e´tat du syste`me en boucle ferme´e pour l’entre´e de
commande Nzc et pour la sortie Nz. Cette repre´sentation sera utile dans le cadre des analyses
de stabilite´ et de performances robustes du Chapitre 8.{
X˙CL = ACLXCL +BCLNzc
Nz = CCLXCL
, (5.18)
ou` :
XCL =
[
XAC
XK
]
, (5.19)
ACL =
[
AAC BACCK
BK,NzCAC,Nz +BK,qCAC,q AK
]
, (5.20)
BCL =
[
0
BK,Nzc
]
, CCL =
[
CAC,Nz 0
]
. (5.21)
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CHAPITRE 6
DE LA SYNTHE`SE H∞ AU DESIGN DE CONTROˆLEURS ROBUSTES ET
AUTOSE´QUENCE´S
Ce chapitre est consacre´ a` la pre´sentation the´orique des outils utilise´s dans ce me´moire
pour effectuer la synthe`se des controˆleurs. La Section 6.1 est l’occasion de brefs rappels sur la
me´thode H∞ classique. La Section 6.2 introduit les me´thodes H∞ structure´es. Ces dernie`res,
au contraire des me´thodes H∞ classiques, permettent de fixer a priori la structure du controˆ-
leur pour laquelle on souhaite minimiser des contraintes H∞. La Section 6.3, apre`s une bre`ve
introduction a` la synthe`se LPV, tire profit des avantages des me´thodes H∞ structure´es pour
mettre en place une proce´dure visant a` e´laborer des controˆleurs robustes et autose´quence´s.
6.1 Formulation et re´solution classique du proble`me H∞
Cette sous-section est consacre´e a` de brefs rappels concernant la synthe`se H∞.
6.1.1 Forme standard
P(s)
w
u
z
y
Figure 6.1 Forme standard
La synthe`se H∞ repose sur le formalisme dit de la forme standard. Ce formalisme permet
de repre´senter a` la fois le syste`me a` controˆler et le cahier des charges, ce dernier e´tant exprime´
via l’introduction de filtres de ponde´ration. Le syste`me augmente´ P (s) ainsi obtenu relie les
deux entre´es que sont la commande du syste`me u et les entre´es exoge`nes w (consignes et/ou
perturbations) aux deux sorties que sont les mesures y et les sorties re´gule´es z (Fig. 6.1).
P (s) est de´compose´ de la fac¸on suivante :[
Z(z)
Y (s)
]
= P (s)
[
W (z)
U(s)
]
=
[
P11(s) P12(s)
P21(s) P22(s)
][
W (z)
U(s)
]
. (6.1)
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P(s)
w
u
z
y
K(s)
Figure 6.2 Proble`me H∞ standard
La mise en place d’un controˆleur rebouclant la sortie y sur l’entre´e de commande u via la
relation U(s) = K(s)Y (s) est repre´sente´e a` la Figure 6.2. La fonction de transfert reliant les
entre´es exoge`nes w aux sorties re´gule´es z est alors donne´e sous la forme d’une LFT infe´rieure :
Tzw(s) = Fl (P (s), K(s)) = P11(s) + P12(s)K(s) (I − P22(s)K(s))−1 P21(s). (6.2)
6.1.2 Proble`me H∞
Initie´ par Zames (1981) puis de´veloppe´ par Doyle (1982), le proble`me de synthe`se H∞ est
un proble`me de stabilisation et de rejet de perturbations. Plus particulie`rement, il s’agit de
trouver un controˆleur stabilisant internement le syste`me et minimisant l’impact des pertur-
bations w sur les sorties re´gule´es z. Cela se traduit mathe´matiquement par la recherche d’un
controˆleur stabilisant qui minimise la norme H∞ de la fonction de transfert Tzw (P,K) :
||Tzw (P,K)||∞ := sup
w∈L2\{0}
||z||2
||w||2
= sup
ω∈R
σ (Tzw(jω)) , (6.3)
ou` σ(A) est la plus grande valeur singulie`re de la matrice A et ou` la norme L2 est de´finie
par :
||v||22 =
∫ +∞
0
v(t)>v(t)dt.
On cherche de cette manie`re a` minimiser la valeur maximale de l’e´nergie de la sortie sur une
entre´e d’e´nergie finie.
• Proble`me H∞ optimal
Trouver un controˆleur K(s) stabilisant le syste`me et minimisant ||Tzw (P,K)||∞. La
norme H∞ optimale est alors note´e γopt.
Connaˆıtre le gain optimal γopt peut eˆtre utile pour mesurer les limites des performances
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atteignables. En pratique, on s’inte´resse ne´anmoins a` re´soudre le proble`me de manie`re
sous-optimale.
• Proble`me H∞ sous-optimal
Trouver un controˆleur K(s) stabilisant le syste`me et tel que ||Tzw (P,K)||∞ < γ avec
γ > γopt.
6.1.3 Re´solution classique du proble`me H∞
De nombreuses me´thodes existent pour re´soudre le proble`me H∞ dans sa forme classique.
La me´thode qui semble a` l’heure actuelle la plus adapte´e nume´riquement a e´te´ propose´e
par Doyle et al. (1989). Cette me´thode est base´e sur le formalisme de la repre´sentation
d’e´tat et n’est possible que dans le cadre de 5 hypothe`ses. Ces dernie`res portent sur les
matrices de la repre´sentation d’e´tat a` travers des relations alge´briques, des conditions de
rang, de de´tectabilite´ et de stabilisabilite´. Des me´thodes moins restrictives au niveau de ces
hypothe`ses ont e´te´ de´veloppe´es, notamment via la conside´ration d’approches de type Linear
Matrix Inequality (LMI) (Gahinet et Apkarian (1994)). La caracte´risation LMI du proble`me
H∞ conduit ne´anmoins a` un effort nume´rique plus important.
6.1.4 Limitations des approches H∞ classiques
Les me´thodes H∞ classiques, en de´pit de nombreuses qualite´s, pre´sentent quelques incon-
ve´nients limitant leur mise en place pratique. Premie`rement, ces me´thodes ne permettent pas
de maˆıtriser l’ordre du controˆleur, ce dernier e´tant au moins aussi e´leve´ que l’ordre du syste`me
augmente´. Dans le cadre d’applications temps re´el, il est alors souvent indispensable d’avoir
recours a` une re´duction de l’ordre du controˆleur, alte´rant ainsi ses performances. Deuxie`-
mement, dans ce type de synthe`se, aucune architecture particulie`re n’e´merge du controˆleur.
De`s lors, toute interpre´tation physique est rendue tre`s difficile, compliquant l’e´ventuel travail
d’ajustement manuel des gains une fois le controˆleur imple´mente´.
6.2 Approche H∞ structure´e
Dans le but de s’affranchir des limitations rencontre´es par les me´thodes H∞ classiques, des
me´thodes ont e´te´ de´veloppe´es afin de fixer a priori la structure du controˆleur. L’extension des
me´thodes H∞ classiques au proble`me de synthe`se d’un controˆleur a` architecture fixe conduit
ge´ne´ralement a` des approches de type Bilinear Matrix Inequality (BMI)(Safonov et al. (1994))
afin de re´soudre un proble`me non convexe bien plus complexe que le proble`me H∞ originel.
Cette complexite´ accrue conduisit a` de´velopper des techniques minimisant des contraintes H∞
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en ajustant directement les gains du controˆleur dont l’architecture est de´finie a priori. Parmi
les contributions les plus notables dans ce domaine, mentionnons la toolbox HIFOO (Burke
et al. (2006)) ainsi que la fonction hinfstruct inte´gre´e dans la Robust Control Toolbox de
MATLAB (Gahinet et Apkarian (2011a)). Ces me´thodes, dites H∞ structure´es, sont base´es
sur des me´thodes d’optimisation non lisse (Apkarian et Noll (2006, 2007)) venant ajuster de
manie`re ite´rative les gains du controˆleur afin de stabiliser internement le syste`me en boucle
ferme´e et de minimiser des contraintes H∞.
6.2.1 Proble`me H∞ structure´
Conside´rons une famille de controˆleurs (K(s, ρ))ρ∈% parame`trise´e par le vecteur ρ ∈ %, ou`
% de´signe l’espace des parame`tres ajustables. On donne ci-dessous quelques exemples d’une
telle famille pour des controˆleurs Single-Input Single-Output (SISO). Ces exemples s’e´tendent
aise´ment au cas des controˆleurs Multi-Input Multi-Output (MIMO).
– Controˆleur Proportionnel Inte´gral De´rive´ (PID) :
K(s, ρ) = Kp +
Ki
s
+Kds, ρ = (Kp, Ki, Kd) ∈ R3.
– Fonction de transfert stable d’ordre 2 :
K(s, ρ) =
ω2n
s2 + 2ξωns+ ω2n
, ρ = (ξ, ωn) ∈ [0, 1]× R+.
– Controˆleur SISO quelconque :
K(s, %) =
bms
m + . . .+ b0
sn + an−1sn−1 + . . .+ a0
, ρ = (a0, . . . , bm) ∈ Rm+n+1.
Le proble`me H∞ structure´ est alors le suivant :
E´tant donne´ une famille de controˆleurs (K(s, ρ))ρ∈%, trouver un vecteur de parame`tre
ρ∗ ∈ % tel que K (ρ∗) stabilise internement le syste`me et minimise la norme infinie de la
fonction de transfert Tzw :
||Tzw (P,K(ρ∗))||∞ = γopt := minρ∈% ||Tzw (P,K(ρ))||∞ . (6.4)
En pratique, on ne cherche pas a` atteindre γopt, mais a` trouver un vecteur de parame`tres ρ
tel que γopt ≤ ||Tzw (P,K(ρ))||∞ ≤ γopt + ε avec ε le plus petit possible.
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6.2.2 Fonction MATLAB hinfstruct
La me´thode retenue dans le cadre de ce me´moire est la fonction imple´mente´e dans MAT-
LAB hinfstruct. Cette fonction permet de re´soudre via une proce´dure ite´rative le proble`me
H∞ structure´ de manie`re locale. Les avantages et inconve´nients de cette fonction, ainsi que
son principe de fonctionnement sont pre´sente´s dans cette sous-section.
6.2.2.1 Avantages
Les contraintes formule´es dans le cahier des charges telles que les objectifs de poursuite,
les marges de stabilite´ et le rejet du bruit de mesure peuvent eˆtre formule´es sous la forme de
contraintes H∞ du type :
||WT ||∞ < 1,
ou` T repre´sente la fonction de transfert conside´re´e et ou` W est la fonction de ponde´ration vi-
sant a` spe´cifier la contrainte. Dans le cas ou` de multiples crite`res de performances doivent eˆtre
rencontre´s, cette proce´dure ame`ne a` trouver un controˆleur ve´rifiant l’ensemble des contraintes
suivantes :
||WiTi||∞ < 1, i = 1, . . . ,m.
On pre´sente ci-dessous deux avantages de la fonction hinfstruct vis-a`-vis des me´thodes H∞
classiques.
Re´solution optimale du proble`me Dans le cas de l’approche H∞ classique, l’objectif
est de minimiser la norme H∞ de la matrice de transfert globale Tzw (P,K). Cette approche
peut mener a` des solutions sous-optimales dans le cas de figure ou` aucune contrainte ne porte
sur certaines fonctions de transfert scalaires de la matrice Tzw (P,K). Pour illustrer cela,
conside´rons le syste`me augmente´ P pre´sentant deux entre´es homoge`nes scalaires w1 et w2 et
deux sorties re´gule´es scalaires z1 et z2. En notant w = (w1, w2) et z = (z1, z2), Tzw (P,K) se
de´compose alors de la fac¸on suivante :
Tzw (P,K) =
[
Tz1w1 Tz1w2
Tz2w1 Tz2w2
]
.
Supposons que l’on souhaite minimiser la norme H∞ des deux fonctions de transfert Tz1w1
et Tz2w2 . Les me´thodes H∞ classiques vont chercher a` minimiser la matrice de transfert
globale du syste`me augmente´ Tzw. Cela a pour conse´quence de minimiser les deux fonctions
de transfert souhaite´es Tz1w1 et Tz2w2 , mais e´galement les deux fonctions de transfert Tz1w2 et
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Tz2w1 , alors qu’aucune contrainte ne leur est impose´e par le cahier des charges.
La fonction hinfstruct permet de s’affranchir de cette restriction en ne conside´rant que les
fonctions de transfert que l’on souhaite effectivement minimiser. Pour cela, les contraintes
sont concate´ne´es dans la contrainte ge´ne´ralise´e :
||H(s)||∞ < 1,
ou`
H(s) = diag [W1T1, . . . ,WmTm] .
La fonction hinfstruct permet alors de directement minimiser la contrainte ge´ne´ralise´e H
et non pas la matrice de transfert globale Tzw.
Synthe`se multimode`le Une des caracte´ristiques importantes de la fonction hinfstruct
concerne sa capacite´ a` ge´rer la synthe`se multimode`le. Classiquement, un controˆleur est e´labore´
relativement a` un unique mode`le de re´fe´rence. A contrario, la synthe`se dite multimode`le
permet de conside´rer plusieurs mode`les a` la fois dans la synthe`se d’un unique controˆleur.
Conside´rons par exemple le cas de figure ou` les fonctions de transfert Hi = TiWi ne sont pas
relie´es a` un unique syste`me P mais a` de multiples syste`mes P1, . . . , Pn. Chaque fonction de
transfert Hi = TiWi peut eˆtre mise sous la forme standard Hi = Fl (Pj, K). La contrainte
ge´ne´ralise´e peut alors eˆtre re´e´crite sous la forme :
H = Fl (P, diag [K, . . . ,K]) ,
ou` P se de´duit de [P1, . . . , Pn] via une permutation des entre´es et des sorties. Ce re´sultat
montre que la conside´ration de multiples syste`mes conduit simplement a` re´pe´ter le controˆleur
K plusieurs fois dans l’e´criture de la contrainte ge´ne´ralise´e sous sa forme standard. Les
me´thodes H∞ classiques ne ge`rent pas ce type d’approche, au contraire de la me´thode de
synthe`se H∞ structure´e hinfstruct ((Gahinet et Apkarian, 2011a,b)).
6.2.2.2 Limitations
Au contraire des me´thodes H∞ classiques, les me´thodes de type H∞ structure´e n’offrent
aucune garantie quant a` la stabilisation du syste`me en boucle ferme´e. Cette non garantie
est la conse´quence directe du choix a priori de l’architecture du controˆleur. En effet, il sera
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vain de tenter de stabiliser le syste`me en boucle ferme´e avec une me´thode H∞ structure´e
si l’architecture du controˆleur ne le permet pas de manie`re intrinse`que. Une connaissance
pre´alable du syste`me a` controˆler, ainsi que d’architectures de controˆle classiques permettant
de le stabiliser est donc indispensable.
Le proble`me de minimisation a` architecture fixe e´tant non convexe, l’initialisation de la
me´thode peut reveˆtir dans certains cas de figure une importance toute particulie`re. En effet,
une mauvaise initialisation peut conduire ces me´thodes a` ne pas trouver de solution stabilisant
le syste`me, alors qu’une condition initiale mieux choisie le permettrait. Une premie`re approche
consiste a` mettre en œuvre la synthe`se pour des conditions initiales tire´es ale´atoirement. Une
seconde approche possible est d’effectuer une premie`re synthe`se en trouvant manuellement
des gains permettant de stabiliser le syste`me. Ces gains peuvent alors eˆtre utilise´s comme
condition initiale de la fonction hinfstruct qui se chargera de les optimiser pour satisfaire
au mieux les contraintes.
6.2.2.3 Principe de fonctionnement
Le proble`me de synthe`se H∞ structure´e peut se formaliser mathe´matiquement de la fac¸on
suivante :
E´tant donne´ une une fonction F : Rn × [0,∞] → Hm de classe C2, ou` l’on rappelle que
Hm repre´sente l’espace des matrices hermitiennes de taille m, posons :
f(x) = sup
ω∈[0,∞]
λ1(F (x, ω)),
ou` λ1 : Hm → R de´note la plus grande valeur propre. On cherche alors a` re´soudre :
min
x∈Rn
f(x). (6.5)
Ce proble`me englobe le proble`me de synthe`seH∞ structure´e de la fac¸on suivante. En prenant :
F (x, ω) = Fl (M,K(x)) (jω)∗Fl (M,K(x)) (jω),
on obtient directement :
f(x) = sup
ω∈[0,∞]
σ (Fl (M,K(x)) (jω)) = ||Fl (M,K(x))||∞ .
La synthe`se H∞ structure´e se re´sume donc en un proble`me de type min-max. Ce proble`me
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rele`ve de l’analyse non lisse dans le sens ou` les fonctions min et max ne permettent pas de
conserver les proprie´te´s de de´rivabilite´ des fonctions. Pour s’en convaincre, supposons que
l’on souhaite re´soudre en dimension 1 le proble`me (6.5) pour la fonction de classe C∞ :
F (x, ω) =
(
1− 1
1 + ω2
)
f1(x) +
1
1 + ω2
f2(x),
ou`
f1(x) = 5− 4
1 + (x− 2)2 , f2(x) = 5−
4
1 + (x+ 2)2
.
Il est alors aise´ de montrer que :
f(x) = sup
ω∈[0,∞]
λ1(F (x, ω)) = max (f1(x), f2(x)) . (6.6)
Les fonctions f1, f2 et f ainsi obtenues sont trace´es a` la Figure 6.3. On observe que la
fonction f n’est pas de´rivable au point en lequel elle admet un minimum global. La solution
du proble`me (6.5) ne peut donc pas eˆtre caracte´rise´e par les valeurs annulant le gradient de
la fonction f , ce dernier pouvant ne pas exister aux points d’inte´reˆt, meˆme quand la fonction
F (x, ω) est de classe C∞.
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Figure 6.3 Illustration du caracte`re non lisse des proble`mes min-max
Il existe un e´quivalent a` la diffe´rentielle en analyse non lisse : la de´rive´e de Clarke, note´e
∂cf (Clarke et al. (1998); Clarke (2013)). Sa de´finition dans un cadre ge´ne´ral ne´cessiterait
l’introduction de notions mathe´matiques de´passant le cadre de ce travail. Si l’on se limite
au cadre des fonctions localement lipschitziennes de´finies sur un espace vectoriel re´el de di-
mension finie, une de´finition e´quivalente mettant en jeu moins d’outils the´oriques est alors
possible. Pour cela, e´nonc¸ons pre´alablement le ce´le`bre the´ore`me de Rademacher :
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The´ore`me 6.1 (Theore`me de Rademacher) Soit une fonction f : Rn → R lipschit-
zienne sur un ouvert U . La fonction f est alors diffe´rentiable presque partout sur U (au sens
de la mesure de Lebesgue).
Ce re´sultat permet d’introduire la caracte´risation de la de´rive´e de Clarke pour les fonctions
localement lipschitziennes (Clarke (2013), page 208, The´ore`me 10.27) :
The´ore`me 6.2 (De´rive´e de Clarke) Soit x ∈ Rn, et soit f : Rn → R une fonction loca-
lement lipschitzienne au voisinage de x. Soit E un sous ensemble de mesure nulle de Rn et
soit Ef l’ensemble des points en lesquels f n’est pas diffe´rentiable. On a alors :
∂cf(x) = Co
{
lim
i→∞
∇f(xi) : xi→x, xi /∈E∪Ef
}
,
ou` l’on rappelle que pour un R-espace vectoriel E, la fermeture convexe d’un sous ensemble
A⊂E est donne´e par :
Co (A) =
{
r∑
i=1
αixi : r ∈ N∗, x1, . . . , xr ∈ A, α1, . . . , αr ≥ 0,
r∑
i=1
αi = 1
}
.
Il est a` noter que si la fonction f est diffe´rentiable en un point x, on trouve que ∂cf(x) =
{∇f(x)}. Un extremum en analyse non lisse est alors caracte´rise´ par le lemme suivante.
Lemme 6.3 Soit f : Rn → R une fonction localement lipschitzienne. On a alors le re´sultat :
x∗ ∈ Rn minimise localement f =⇒ 0 ∈ ∂cf(x∗)
A` titre d’exemple, un calcul rapide portant sur (6.6) montre que ∂cf(0) = [−16/25, 16/25] et
donc que l’on a bien 0 ∈ ∂cf(0).
Revenons au proble`me initial (6.5). Pour le re´soudre, les me´thodes nume´riques telles que
hinfstruct vont chercher de manie`re ite´rative a` trouver un point x∗ tel que 0 ∈ ∂cf(x∗)
(Apkarian et al. (2009)). Pour cela, partant d’un point xk, la me´thode va localement approxi-
mer la fonction f au voisinage de xk par une fonction Φx dont la complexite´ est moindre. Le
proble`me de minimisation est alors applique´ a` cette approximation dans un certain voisinage
de xk. Si le point ainsi obtenu permet d’obtenir une de´croissance suffisante de f par rapport
a` sa valeur en xk, le point est alors conserve´ en tant que xk+1. Si le re´sultat n’est pas satis-
faisant, l’approximation Φx est revue de manie`re a` eˆtre plus repre´sentative du comportement
de f au voisinage de xk.
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6.2.3 Exemple de mise en œuvre
M
Ra La
θ
Jv
Km, KcVa
Figure 6.4 Moteur a` courant continu
Conside´rons le proble`me d’asservissement en position d’un moteur a` courant continu.
L’entre´e du syste`me est alors la tension Va applique´e en entre´e du moteur et la sortie est la
position angulaire du volant note´e θ. Les e´quations re´gissant le syste`me e´lectro-me´canique
donnent lieu a` un syste`me d’ordre 3 donne´ par :
G =
θ
Va
=
Km
[J (Ra + Las) s+KmKc] s
=
500
s(s2 + 100s+ 250)
,
ou` les constantes La, Ra, Kc et Km sont lie´es au moteur et ou` Jv repre´sente l’inertie du volant
dont on cherche a` asservir la position. La sortie du syste`me est utilise´e afin de re´aliser une
correction Proportionnelle Inte´grale (PI). On souhaite que le syste`me en boucle ferme´e soit
capable de suivre le mode`le de re´fe´rence Gref donne´ ci-dessous, ainsi que de rejeter le bruit
introduit par la mesure de l’angle θ.
Gref =
4
s2 + 2
√
2s+ 4
.
On note T1 la diffe´rence entre le mode`le de re´fe´rence Gref et la fonction de transfert du
syste`me en boucle ferme´e liant l’entre´e de consigne θr a` la sortie θ. T2 lie l’entre´e de bruit nθ
a` la sortie θ.
G
Gref
θr θ
W1
z1
W2
z2
nθ
+
+
+
+
-
-
e
Figure 6.5 Mode`le augmente´ du moteur a` courant continu pour la synthe`se H∞ structure´e
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Le suivi du mode`le de re´fe´rence est de´sire´ aux basses et moyennes fre´quences de manie`re a`
obtenir un bon transitoire. Pour cette raison on cherche a` minimiser T1 sur cette plage de
fre´quence en la ponde´rant par un filtre passe bas W1. A contrario, le bruit de mesure e´tant
un phe´nome`ne lie´ aux hautes fre´quences, on ponde`re T2 par un filtre passe haut W2.
W1 = 10
10
s+ 10
, W2 = 50
s
s+ 100
.
La contrainte ge´ne´ralise´e prend alors la forme H(s) = diag [W1T1,W2T2] et est passe´e en ar-
gument de la fonction hinfstruct. La manie`re de proce´der en ligne de commande MATLAB
est de´crite ci-dessous.
1. De´finition des constantes du proble`me.
Jv=0.1; Km=0.5; Kc=0.5; Ra=1; La=0.01;
2. De´finition des fonctions de transfert G et Gref .
s=zpk(’s’);
G=Km/(s*(Jv*(La*s+Ra)*s+Km*Kc));
Gref=4/(s^2+2*sqrt(2)*s+4);
3. De´finition des filtres de ponde´ration W1 et W2.
W1=10*10/(s+10);
W2=50*s/(s+100);
4. De´finition du controˆleur PI dont les gains sont ajustables.
K=ltiblock.pid(’K’,’pi’);
5. Calcul des fonctions de transfert T1 et T2.
T1=feedback(K*G,1)-Gref;
T2=-feedback(K*G,1);
6. Concate´nation des contraintes.
H0=blkdiag(W1*T1,W2*T2);
7. Mise en œuvre de la fonction hinfstruct.
[H,gamma] = hinfstruct(H0);
8. Extraction des gains du controˆleur apre`s minimisation des contraintes H∞.
Kp=H.Blocks.K.Kp.Value;
Ki=H.Blocks.K.Ki.Value;
Le re´sultat est obtenu apre`s 18 ite´rations avec un gain de 0.71, indiquant que les deux
contraintes sont ve´rifie´es. La re´ponse du syste`me en boucle ferme´e avec le controˆleur PI ainsi
ajuste´ est trace´e a` la Figure 6.6.
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Figure 6.6 Re´ponse du moteur a` courant continu en boucle ferme´e avec le controˆleur PI ajuste´
via hinfstruct
6.3 Syste`me LPV et proble`me de se´quencement des gains
Un syste`me LPV est un syste`me line´aire dont les matrices de la repre´sentation d’e´tat de´-
pendent d’un vecteur de parame`tres variant dans le temps θ(t). Plus pre´cise´ment, un syste`me
LPV prend la forme suivante : 
x˙ = A(θ(t))x+B(θ(t))u
y = C(θ(t))x+D(θ(t))u
θ(t) ∈ Θ, ∀t ≥ 0
(6.7)
ou` Θ est le domaine d’ope´ration du syste`me. Dans une telle approche, on suppose que θ(t)
est connu en temps re´el. C’est par exemple le cas en ae´ronautique ou` θ(t) est fonction de la
condition de vol, cette dernie`re e´tant mesure´e tout au long du vol par divers capteurs.
De manie`re a` assurer la stabilite´ et les performances du syste`me en boucle ferme´e pour
l’ensemble des trajectoires du parame`tre θ(t) dans le domaine d’ope´ration, le controˆleur doit
prendre en compte le caracte`re variable dans le temps du syste`me LPV. Cela peut eˆtre
re´alise´ via la synthe`se d’un controˆleur lui-meˆme fonction de θ(t). Une telle approche me`ne a`
l’architecture de controˆle suivante :{
x˙K = AK(θ(t))xK +BK(θ(t))y
u = CK(θ(t))xK +DK(θ(t))y
(6.8)
Diverses techniques existent dans la litte´rature afin de synthe´tiser de tels controˆleurs. On
revient sur deux d’entre elles avant de pre´senter la me´thode propose´e dans ce me´moire.
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6.3.1 Se´quencement a posteriori des gains
L’approche classiquement utilise´e pour effectuer un se´quencement des gains consiste a`
noter que si l’on conside`re θ(t) comme invariant dans le temps, le syste`me (6.7) se re´duit
a` un syste`me LTI pour lequel on dispose d’une multitude de me´thodes de synthe`se. Ainsi,
en discre´tisant le domaine d’ope´ration Θ en un nombre fini de points de fonctionnement
(θl)1≤l≤p ∈ Θ, on e´labore en chacun de ces points un controˆleur (AK,l, BK,l, CK,l, DK,l) ren-
contrant les performances de´sire´es. Le long d’une trajectoire :
θ(t) =
p∑
l=1
αl(t)θl,
le controˆleur LPV (AK , BK , CK , DK) est alors obtenu via :(
AK(θ(t)) BK(θ(t))
CK(θ(t)) DK(θ(t))
)
=
p∑
l=1
αl(t)
(
AK,l BK,l
CK,l DK,l
)
.
Cette approche est tre`s populaire dans l’industrie de par sa simplicite´ et de par la possibilite´
qu’elle offre de re´duire la synthe`se d’un controˆleur LPV a` la synthe`se d’une famille finie de
controˆleurs LTI. Ne´anmoins, une telle me´thode n’offre aucune garantie quant au bon fonc-
tionnement du syste`me LPV en boucle ferme´e sur l’ensemble du domaine d’ope´ration (Stiwell
et Rugh (2000)). Des validations sont alors ne´cessaires pour s’assurer du bon fonctionnement
du syste`me. Lorsque le design n’est pas satisfaisant, on affine la discre´tisation du domaine
d’ope´ration de manie`re a` mieux capter le comportement local du syste`me et on re´ite`re le
processus de synthe`se.
6.3.2 Synthe`se de controˆleurs LPV autose´quence´s
Afin de garantir a priori la stabilite´ du syste`me LPV sur l’ensemble du domaine d’ope´-
ration, certaines me´thodes ont e´te´ de´veloppe´es au cours des dernie`res anne´es. Ces me´thodes
s’attachent a` conside´rer la nature variant dans le temps du syste`me en fournissant des controˆ-
leurs assurant la stabilite´ et les performances du syste`me en boucle ferme´e pour l’ensemble
des trajectoires admissibles du vecteur de parame`tres θ(t) ∈ Θ. La me´thode ici pre´sente´e
repose sur la re´solution de LMI (Biannic et Apkarian (1999)).
6.3.2.1 De´finitions
De´finissons tout d’abord plus pre´cise´ment les termes de stabilite´ et de performance pour
un syste`me LPV. On dit que le syste`me LPV (6.7) est quadratiquement stable sur Θ et
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rencontre la performance H∞, γ si et seulement si :
1. le syste`me est quadratiquement stable sur Θ, i.e. il existe une fonction de Lyapounov
V (x) = xTPx avec P de´finie positive assurant la stabilite´ globale du syste`me ;
2. le gain L2 entre les signaux d’entre´e et les signaux de sortie est majore´ par γ, c’est-a`-dire
||y||2 ≤ γ ||u||2, le long de toutes les trajectoires admissibles pour θ(t) ∈ Θ.
Pour un syste`me LPV donne´ (6.7), on cherche a` synthe´tiser un controˆleur LPV (6.8) de telle
sorte a` assurer la stabilite´ quadratique et les performances du syste`me en boucle ferme´e. La
solution ici pre´sente´e re´sout ce proble`me pour une classe particulie`re de syste`mes LPV, dits
syste`mes LPV « polytopiques ». Ces syste`mes sont de´finis de la fac¸on suivante :
1. la de´pendance du syste`me vis-a`-vis du parame`tre θ(t) est affine. Cela signifie que les
matrices de la repre´sentation d’e´tat de´pendent de manie`re affine du parame`tre θ(t) ;
2. le parame`tre θ(t) e´volue dans un polytope Θ dont les sommets sont θ1, . . . , θr. Ainsi :
Θ = Co {θi : i = 1, . . . , r} .
De`s lors, le syste`me est tel que :(
A(θ(t)) B(θ(t))
C(θ(t)) D(θ(t))
)
∈ Co
{(
A(θi) B(θi)
C(θi) D(θi)
)
, i = 1, . . . , r
}
.
6.3.2.2 Formulation du proble`me
Conside´rons le syste`me LPV augmente´ suivant :
x˙ = A(θ(t))x+B1(θ(t))w +B2(θ(t))u
z = C1(θ(t))x+D11(θ(t))w +D12(θ(t))u
y = C2(θ(t))x+D21(θ(t))w +D22(θ(t))u
θ(t) ∈ Θ = Co ({θi : i = 1, . . . , r}) , ∀t ≥ 0
(6.9)
ou` x ∈ Rn repre´sente le vecteur d’e´tat, w ∈ Rm1 les entre´e exoge`nes, u ∈ Rm2 les entre´es
de controˆle, z ∈ Rp1 les sorties re´gule´es et y ∈ Rp2 les sorties mesure´es. On suppose que le
syste`me LPV ainsi de´fini est polytopique :A(θ(t)) B1(θ(t)) B2(θ(t))C1(θ(t)) D11(θ(t)) D12(θ(t))
C2(θ(t)) D21(θ(t)) D22(θ(t))
 ∈ P = Co

 Ai B1,i B2,iC1,i D11,i D12,i
C2,i D21,i D22,i
 , i = 1, . . . , r
 ,
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ou` Ai = A(θi), B1,i = B1(θi), . . . On formule finalement les 3 hypothe`ses suivantes :
1. D22(θ) = 0 pour tout θ ∈ Θ. De manie`re e´quivalente, D22,i = 0 pour tout i = 1, . . . , r ;
2. B2(θ), C2(θ), D12(θ) et D21(θ) sont inde´pendant de θ. De manie`re e´quivalente :
∀i ∈ {1, . . . , r}, B2,i = B2, C2,i = C2, D12,i = D12, D21,i = D21 ;
3. les paires (A(θ), B2) et (A(θ), C2) sont respectivement quadratiquement stabilisable et
quadratiquement de´tectable sur Θ.
Sous ces hypothe`ses, on cherche a` synthe´tiser un controˆleur LPV (6.8) de telle sorte que :
– le syste`me en boucle ferme´e est quadratiquement stable ;
– la norme L2 induite de l’ope´rateur faisant correspondre au signal d’entre´e w le signal
des sorties re´gule´es z est infe´rieure a` γ pour toute les trajectoires θ(t) ∈ Θ.
6.3.2.3 Re´solution
Le re´sultat est le suivant (Apkarian et al. (1994), page 3314, The´ore`me 2.3) :
The´ore`me 6.4 (Conditions d’existence) Conside´rons le syste`me LPV polytopique (6.9)
et supposons qu’il de´pende continument du parame`tre θ(t). Supposons de plus que les trois
hypothe`ses formule´es pre´ce´demment sont ve´rifie´es. On introduit alors NR et NS des bases de
ker
(
BT2 , D
T
1,2
)
et ker (C2, D2,1). Il existe alors un controˆleur LPV (6.8) assurant la stabilite´
quadratique et la performance H∞ γ le long de toutes les trajectoire θ(t) ∈ Θ si et seulement
si il existe deux matrices syme´triques a` coefficients re´els R, S ∈ Sn telles que les 2r+ 1 LMI
suivantes soient ve´rifie´es :
(
NR 0
0 I
)T  AiR +RA
T
i RC
T
1,i B1,i
C1,iR −γI D11,i
BT1,i D
T
11,i −γI
( NR 0
0 I
)
< 0, i = 1, . . . , r, (6.10)
(
NS 0
0 I
)T  A
T
i S + SAi SB1,i C
T
1,i
BT1,iS −γI DT11,i
C1,i D11,i −γI
( NS 0
0 I
)
< 0, i = 1, . . . , r, (6.11)
(
R I
I S
)
≥ 0. (6.12)
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Si le the´ore`me est ve´rifie´ pour les matrices R et S et pour le gain γ, il est alors possible
via des manipulations alge´briques et la re´solution de r LMI supple´mentaires 1 de synthe´tiser
r controˆleurs LTI (AK,i, BK,i, CK,i, DK,i) (Gahinet et Apkarian (1994)) tels que pour toute
trajectoire θ(t) ∈ Θ, de´crite par :
θ(t) =
r∑
i=1
αi(t)θi,
le controˆleur LPV (6.8) de repre´sentation d’e´tat :(
AK(θ(t)) BK(θ(t))
CK(θ(t)) DK(θ(t))
)
=
r∑
i=1
αi(t)
(
AK,i BK,i
CK,i DK,i
)
,
stabilise quadratiquement le syste`me en boucle ferme´e et assure la performance H∞ γ le long
de toutes les trajectoire θ(t) ∈ Θ.
6.3.2.4 Avantages et inconve´nients
Cette me´thode permet de re´soudre le proble`me de synthe`se H∞ pour des syste`mes de
type LPV polytopiques. Les conditions (6.10)-(6.12) du the´ore`me d’existence consistent en
un ensemble de LMI pour les variables R et S. Le proble`me ainsi formule´ est convexe,
rendant possible sa re´solution via l’une des nombreuses techniques d’optimisation convexe
disponibles. Cette me´thode pre´sente ne´anmoins quelques de´savantages. Premie`rement, cette
me´thode n’est valable que dans le cadre de syste`mes LPV polytopiques pour lesquels la de´-
pendance des matrices d’e´tat vis-a`-vis du parame`tre θ(t) est affine. De plus, ce proble`me
ne´cessite la re´solution d’un nombre de LMI qui croˆıt avec le nombre de sommets du domaine
d’ope´ration Θ et dont la dimension est fonction de la taille des matrices de la repre´senta-
tion d’e´tat du syste`me LPV. Au-dela` de ces aspects nume´riques, cette me´thode ne tient pas
compte des limitations quant a` la vitesse de variation du parame`tre θ(t). En effet, la me´thode
ici pre´sente´e assure la stabilite´ du syste`me en boucle ferme´e pour des vitesses de variation
illimite´es du parame`tre θ(t). Cela conduit a` un certain conservatisme de la me´thode et a` une
relaxation des performances. Finalement, cette me´thode ne permet pas de tenir compte des
incertitudes portant sur le mode`le.
6.3.3 Autose´quencement via la synthe`se H∞ structure´e
On pre´sente ici plusieurs applications des me´thodes H∞ structure´es pour effectuer la
synthe`se de controˆleurs robustes et autose´quence´s a` architecture fixe. Ces me´thodes reposent
1. Dont la re´solubilite´ est assure´e par le the´ore`me.
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sur des approches de synthe`se multimode`le et seront utilise´es dans la suite de ce me´moire
pour effectuer la synthe`se des controˆleurs. Notons tout d’abord que pour une architecture
de controˆle de´finie a priori, l’objectif est de se´quencer les gains k1, . . . , knK du controˆleur
de manie`re a` assurer la stabilite´ et les performances du syste`me boucle´. Le controˆleur LPV
pre´sente donc la structure suivante :{
x˙K = AK [k1(θ(t)), . . . , knK (θ(t))]xK +BK [k1(θ(t)), . . . , knK (θ(t))] y
u = CK [k1(θ(t)), . . . , knK (θ(t))]xK +DK [k1(θ(t)), . . . , knK (θ(t))] y
(6.13)
L’enjeu de la synthe`se consiste donc a` de´finir et a` ajuster la de´pendance des gains du controˆ-
leur vis-a`-vis des variables de se´quencement dans le but d’assurer la stabilite´ et les perfor-
mances du syste`me en boucle ferme´e. De plus, ce controˆleur ainsi se´quence´ doit eˆtre robuste
quant aux incertitudes portant sur le mode`le de re´fe´rence. Cet aspect est conside´re´ par la
suite dans le but de synthe´tiser des controˆleurs robustes et autose´quence´s.
P(s,θ,δ)
K(s,θ)
w z
u y
Figure 6.7 Syste`me sous forme standard
Afin d’introduire les me´thodes de synthe`se propose´es dans ce me´moire, introduisons quelques
notations supple´mentaires. Soit P (s, θ, δ) le syste`me ou` θ est le point de fonctionnement et
δ est un vecteur de parame`tres incertains. Soit K(s, θ) le controˆleur a` architecture fixe dont
les gains sont fonction du point d’ope´ration θ (Fig. 6.7). On suppose que les variables de
se´quencement θ e´voluent dans le domaine d’ope´ration Θ et qu’elles sont connues en temps
re´el. On suppose e´galement que les incertitudes δ e´voluent dans le domaine ∆ dont les bornes
sont connues.
Trois strate´gies de synthe`se sont ici propose´es. Il est a` noter qu’aucune de ces strate´gies
ne permet de garantir la stabilite´ du syste`me en boucle ferme´e sur l’ensemble du domaine
de vol et/ou domaine incertain, tant pour des parame`tres stationnaires que variants. Il en
re´sulte qu’une phase d’analyse de stabilite´ robuste poste´rieure a` la phase de synthe`se est
indispensable.
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6.3.3.1 Synthe`se robuste
Pour un point de fonctionnement donne´ θ0, conside´rons le proble`me de synthe`se robuste
suivant. Soit le syste`me incertain G (s, θ0, δ) avec δ ∈ ∆. Les contraintes de design sont les
suivantes :
||WiTi (s, θ0, δ)||∞ < 1, i = 1, . . .,m, δ ∈ ∆.
Le proble`me continu ne pouvant eˆtre re´solu, on conside`re le proble`me approche´ base´ sur une
discre´tisation du domaine incertain en un nombre fini de points (δj)1≤j≤n ∈ ∆ :
||WiTi (s, θ0, δj)||∞ < 1, i = 1, . . .,m, j = 1, . . ., n.
Les contraintes sont alors concate´ne´es en une seule contrainte ge´ne´ralise´e H :
H (s) = diag
[
(WiTi (s, θ0, δj))i=1,...,m, j=1,...,n
]
.
Le recours a` la fonction MATLAB hinfstruct permet d’ajuster la valeurs des gains du
controˆleur a` architecture fixe K de manie`re a` minimiser ||H (s)||∞ et aboutir a` la synthe`se
d’un controˆleur robuste.
6.3.3.2 Synthe`se de controˆleurs autose´quence´s
Conside´rons d’abord le syste`me P (s, θ) de´pendant uniquement du point d’ope´ration cou-
rant θ ∈ Θ en l’absence d’incertitude. En conside´rant une me´thode classique de se´quencement
des gains telle que de´crite a` la Sous-Section 6.3.1, des controˆleurs LTI sont synthe´tise´s en un
nombre fini de points du domaine d’ope´ration. Les gains de ces controˆleurs sont par la suite
interpole´s a posteriori en fonction des variables de se´quencement. En se basant sur une telle
approche, ainsi que des conside´rations physiques, on envisage un se´quencement des gains a
priori. En particulier, chaque gain scalaire k est exprime´ a priori sous la forme d’un fonction
polynomiale (ou e´ventuellement d’une fraction rationnelle) des nθ variables de se´quencement :
k (θ) =
∑
d1+...+dn≤d
kd1,...,dn
nθ∏
i=1
θ(i)di . (6.14)
En conside´rant un domaine d’ope´ration discre´tise´ en un nombre fini de points d’ope´ration
(θl)1≤l≤p ∈ Θ, le controˆleur autose´quence´ doit satisfaire les contraintes suivantes :
||WiTi (s, θl)||∞ < 1, i = 1, . . .,m, l = 1, . . ., p.
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Il est a` noter que les fonctions de ponde´ration peuvent e´ventuellement de´pendre du point
de fonctionnement conside´re´. Ces contraintes sont alors concate´ne´es en une seule contrainte
ge´ne´ralise´e H(s) :
H (s) = diag
[
(WiTi (s, θl))i=1,...,m, l=1,...,p
]
.
Dans une telle proce´dure, hinfstruct va venir ajuster les coefficients kd1,...,dn pour synthe´tiser
un controˆleur minimisant ||H (s)||∞. On obtient de cette manie`re un autose´quencement des
gains du controˆleur a` architecture fixe.
6.3.3.3 Synthe`se de controˆleurs robustes et autose´quence´s
L’ide´e est de venir combiner les approches de synthe`se robuste et de synthe`se d’un correc-
teur autose´quence´ pour e´laborer en une seule e´tape un controˆleur robuste et autose´quence´.
Pour cela, on conside`re les deux discre´tisations suivantes : (δj)1≤j≤n ∈ ∆ et (θl)1≤l≤p ∈ Θ.
L’architecture du controˆleur est de´finie a priori et chaque gain scalaire k est exprime´ comme
une fonction polynomiale (ou e´ventuellement une fraction rationnelle) des variables de se´-
quencement (6.14) . Le controˆleur robuste et autose´quence´ doit alors satisfaire :
||WiTi (s, θl, δj)||∞ < 1, i = 1, . . .,m, j = 1, . . ., n, l = 1, . . ., p.
Une nouvelle fois, on construit la contrainte ge´ne´ralise´e H(s) :
H (s) = diag
[
(WiTi (s, θl, δj))i=1,...,m, j=1,...,n, l=1,...,p
]
.
La synthe`se est une nouvelle fois prise en charge par hinfstruct de manie`re a` synthe´tiser
un controˆleur robuste et autose´quence´.
6.3.3.4 Avantages et inconve´nients
La me´thode ici de´veloppe´e se veut eˆtre un compromis entre une me´thode de synthe`se
effectuant un se´quencement des gains a posteriori et une me´thode offrant des garanties the´o-
riques quant a` la stabilite´ et les performances du syste`me LPV. Ainsi, la me´thode pre´sente´e
dans ce me´moire vise a` inte´grer le proble`me de se´quencement des gains dans la phase de syn-
the`se du controˆleur mais en se basant sur une discre´tisation de l’enveloppe de vol et pour une
architecture de controˆle fixe´e a priori. De cette fac¸on, le se´quencement des gains est optimise´
en fonction des contraintes tout en conservant un proble`me dont la complexite´ est moindre
relativement aux me´thodes de synthe`se LPV. De plus, cette me´thode n’impose aucune limi-
tation quant a` la de´pendance du syste`me LPV vis-a`-vis du parame`tre θ(t) et permet de tenir
explicitement compte des incertitudes du mode`le. En contrepartie, une telle approche ne per-
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met pas de garantir a priori la stabilite´ et les performances du syste`me a` travers le domaine
d’ope´ration et le domaine incertain. Une phase de validation a posteriori du controˆleur LPV
est donc indispensable.
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CHAPITRE 7
SYNTHE`SE DE SYSTE`MES DE COMMANDES DE VOL ROBUSTES ET
AUTOSE´QUENCE´S
Dans le cadre des syste`mes de commandes de vol, le proble`me de se´quencement des gains
consiste a` faire varier les gains du controˆleur en fonction de la condition de vol courante de
l’avion. Classiquement, les gains du controˆleur en un point de vol donne´ sont calcule´s via de
multiples interpolations locales a` partir des gains obtenus pour l’enveloppe de vol discre´tise´e,
ces derniers e´tant stocke´s dans des tables plus commune´ment appele´es lookup tables (Rugh
(1991); Shamma et Athans (1990); Lawrence et Rugh (1995)). Cette approche, bien qu’e´tant
largement employe´e dans l’industrie et ayant fait ses preuves dans le domaine des commandes
de vol, n’offre aucune garantie quant aux performances du controˆleur sur l’ensemble de l’en-
veloppe de vol (Stiwell et Rugh (2000)). De plus, du fait de l’interpolation, les gains sont
exprime´s comme des fonctions affines par morceaux des variables de se´quencement, ce qui
rend la phase de validation fastidieuse. Il est e´galement courant que les lookup tables pre´-
sentent des comportements irre´guliers en certains points, rendant difficile l’interpolation dans
les zones concerne´es. Afin d’e´viter ces inconve´nients, des techniques d’autose´quencement des
gains ont e´te´ de´veloppe´es (Magni et al. (1998); Saussie´ et al. (2008, 2011)).
Le Chapitre 6 a permis de mettre en place les outils et le cadre the´orique pour l’e´labora-
tion de controˆleurs robustes et autose´quence´s via les me´thodes de synthe`se H∞ structure´es.
Ils sont mis en place dans le cadre du controˆle de la dynamique longitudinale du F-16. En se
basant sur l’architecture de controˆle de´finie a` la Section 5.4, l’objectif de cette partie est de
synthe´tiser un syste`me de commandes de vol dont les gains sont se´quence´s sous la forme de
fonctions polynomiales du Mach et de l’altitude. Le controˆleur ainsi se´quence´ doit permettre
d’assurer les performances du syste`me en boucle ferme´e sur l’ensemble de l’enveloppe de vol.
La Section 7.1 est consacre´e a` la transposition du cahier des charges en contraintes H∞. La
Section 7.2 est de´die´e a` la synthe`se de controˆleurs robustes en diffe´rents points de l’enveloppe
de vol. Ils sont utilise´s pour effectuer un se´quencement des gains du controˆleur a posteriori
via des fonctions polynomiales. Ce re´sultat sert alors de condition initiale pour la synthe`se
de controˆleurs autose´quence´s a` la Section 7.3. La reformulation du proble`me de synthe`se
dans le cadre de l’optimisation multiobjectif est pre´sente´e a` la Section 7.4. Finalement, les
performances des controˆleurs synthe´tise´s sont e´value´es a` la Section 7.5.
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7.1 Transcription du cahier des charges dans le formalisme H∞
La me´thode propose´e dans ce me´moire se base sur les me´thodes de synthe`se H∞. Le
recours a` de tels outils ne´cessite de transposer les contraintes formule´es par le cahier des
charges dans le formalisme H∞. Ces contraintes, une fois de´finies, doivent eˆtre valide´es afin
de ve´rifier qu’elles permettent d’effectuer avec succe`s l’ajustement des gains du controˆleur
dont l’architecture est de´finie a` la Figure 5.7.
7.1.1 Formulation des contraintes H∞
La premie`re e´tape consiste a` traduire les contraintes impose´es par le cahier des charges
de la Sous-Section 5.3 en contraintes H∞. Il s’agit entre autres de de´finir les fonctions de
ponde´ration W intervenant dans le mode`le augmente´ du syste`me pour effectuer la synthe`se
H∞. Cette phase est primordiale, de´terminant les possibilite´s de succe`s ou d’e´chec de la
synthe`se H∞. Des contraintes trop importantes conduiront a` un e´chec de la minimisation de
la norme infinie. A` l’inverse, des contraintes trop faibles seront facilement minimise´es mais ne
permettront pas d’obtenir de re´sultats concluants. Il en re´sulte une proce´dure ite´rative afin
d’ajuster au mieux les diffe´rentes fonctions de ponde´ration. On cherche a` trouver de cette
manie`re le meilleur compromis entre les diffe´rentes contraintes.
Afin de conserver la complexite´ du proble`me la plus basse possible, il est conseille´ de limiter
le nombre et l’ordre des fonctions de ponde´ration utilise´es pour la synthe`se H∞. De cette
manie`re, on cherche a` e´viter l’accroissement des temps de calculs.
Poursuite d’un mode`le de re´fe´rence Les contraintes d’amortissement et de temps de
re´ponse du syste`me en boucle ferme´e sont transpose´es en un proble`me de poursuite d’un
mode`le de re´fe´rence Gref . Cela se traduit dans le domaine fre´quentiel par la minimisation de
l’erreur e entre la re´ponse du syste`me en boucle ferme´e et celle du mode`le de re´fe´rence Gref
sur une plage de fre´quence donne´e (Fig. 7.1). Le mode`le de re´fe´rence est choisi comme e´tant
un second ordre. L’amortissement est fixe´ a` ξref = 0.7 et la pulsation naturelle ωn,ref , qui
de´termine le temps de re´ponse du mode`le, est choisie en fonction du point de vol :
Gref =
ω2n,ref
s2 + 2ξrefωn,refs+ ω2n,ref
. (7.1)
Afin d’assurer un bon suivi des transitoires et un bon comportement en re´gime permanent,
la poursuite du mode`le de re´fe´rence est requise pour les basses et moyennes fre´quences. Cette
plage de fre´quences correspond au domaine d’ope´ration du mode Short Period et est transcrite
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dans le domaine H∞ par le filtre passe-bas :
W1 = 15
(
5
s+ 5
)2
. (7.2)
La contrainte de poursuite est alors exprime´e dans le formalisme H∞ par :
||W1T1||∞ < 1, (7.3)
ou` T1 = TNz −Gref est la fonction de transfert reliant l’entre´e de commande Nzc a` l’erreur e
et ou` l’on rappelle que TNz est donne´e par l’e´quation (5.12).
Rejet du bruit de mesure Le rejet du bruit de mesure est de´sire´ pour les hautes fre´-
quences, ce qui s’exprime par :
||W2T2||∞ < 1, (7.4)
ou` T2 = Tn est la fonction de transfert entre les entre´es de bruit nNz et nq et la commande
de l’actionneur δec (5.17). La fonction de ponde´ration est de´finie comme e´tant un passe-haut
d’expression :
W2 =
1
20
s
s+ 80
s2/802 +
√
2s/80 + 1
s2/80002 +
√
2s/8000 + 1
. (7.5)
Marges de stabilite´ Les marges de stabilite´ peuvent eˆtre exprime´es dans le domaine fre´-
quentiel a` travers des conditions sur le syste`me en boucle ferme´e (Skogestad et Postlethwaite
(2005)). Avec T3 la fonction de transfert reliant l’entre´e de perturbation w a` l’entre´e de
l’actionneur δec et W3 = 0.8, la dernie`re contrainte est exprime´e par :
||W3T3||∞ < 1. (7.6)
Cette condition assure une marge de gain GM≥13.97dB ou GM≤− 5.1dB et une marge de
phase |PM | ≥47.15˚ .
L’inte´gration de ces contraintes a` l’architecture du syste`me en boucle ferme´e (Fig. 5.7) fournit
le syste`me augmente´ de la Figure 7.1.
7.1.2 Validation des contraintes H∞ et de l’architecture de controˆle
On ve´rifie pour un point de vol donne´ (VT = 0.6 M, h = 1000 m) le bon comportement de
la synthe`se H∞ structure´e pour la configuration nominale de masse et de centrage du F-16.
Pour cela, on compare au mode`le de re´fe´rence les re´sultats obtenus sous MATLAB avec la
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Figure 7.1 Mode`le augmente´ du syste`me
commande hinfstruct pour la synthe`se H∞ structure´e base´e sur l’architecture de controˆle
de la Figure 5.7 et la commande hinfsyn qui proce`de a` une synthe`se H∞ classique.
La synthe`se H∞ classique conduit a` un gain final e´leve´ ||Tzw(s)||∞ = 500, semblant indiquer
que les contraintes H∞ sont mal ajuste´es. Ne´anmoins, le calcul de la norme infinie de la
contrainte ge´ne´ralise´e H (s) = diag [W1T1,W2T2,W3T3] donne le re´sultat 1.01, avec en par-
ticulier une performance en poursuite ve´rifiant ||W1T1||∞ = 0.20. On est donc ici confronte´
au proble`me souleve´ page 69 ou` l’une des fonctions de transfert scalaire de Tzw(s) sur les-
quelles aucune contrainte n’est impose´e par le cahier des charges vient limiter le re´sultat de
la minimisation.
La synthe`se H∞ structure´e conduit quant a` elle a` un gain final ||H(s)||∞ = 0.88, indiquant
que les contraintes H∞ sont bien ajuste´es. La synthe`se H∞ structure´e donne donc lieu a`
un meilleur re´sultat de minimisation de la contrainte ge´ne´ralise´e H(s) que la synthe`se H∞
classique 1.
1. Notons bien que l’on parle ici de la contrainte ge´ne´ralise´e H(s) et non pas de la fonction de transfert
globale liant les entre´e exoge´nes aux sorties re´gule´es Tzw(s).
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Figure 7.2 Comparaison des synthe`ses H∞ classique et H∞ structure´e
La re´ponse a` un e´chelon unitaire de l’avion en boucle ferme´e est trace´e Figure 7.2. Au niveau
temporel, la synthe`se H∞ classique permet d’obtenir un suivi parfait du mode`le de re´fe´rence,
au prix d’un controˆleur d’ordre e´leve´, a` savoir 29. La synthe`se H∞ structure´e, base´e sur une
architecture de controˆle d’ordre 3, permet d’obtenir un bon suivi du mode`le de re´fe´rence. Il est
a` noter qu’il est ici possible d’ajuster les fonctions de ponde´ration pour ame´liorer le re´sultat.
Rappelons ne´anmoins que l’objectif est d’e´laborer un controˆleur robuste aux variations de
masse et de centrage. En conse´quence, les fonctions de ponde´ration ont e´te´ ajuste´es de manie`re
a` obtenir le meilleur re´sultat possible dans le cadre des synthe`ses de controˆleurs robustes se
basant sur plusieurs mode`les de l’avion et non pas seulement le mode`le nominal.
Ce re´sultat permet de valider a` la fois l’architecture du controˆleur, le recours a` la me´thode
de synthe`se H∞ structure´e hinfstruct et le choix des contraintes H∞.
7.1.3 Ajustement du mode`le de re´fe´rence
De manie`re a` comple´ter la proce´dure, il reste a` fixer la valeur de la pulsation naturelle
ωn,ref du mode`le de re´fe´rence. La Figure 7.3 illustre l’impact de ce parame`tre sur les re´ponses
temporelles a` un e´chelon unitaire du facteur de charge Nz et de la vitesse en tangage q.
Les gains γ atteints par ||H(s)||∞ apre`s minimisation via hinfstruct sont donne´s dans le
Tableau 7.1. Ces re´sultats ont e´te´ obtenus avec la condition de vol (VT = 0.6 M, h = 5000 m)
dans le cadre d’une synthe`se robuste, i.e. en conside´rant plusieurs configurations de masse et
de centrage. La tendance observe´e se ge´ne´ralise a` l’ensemble de l’enveloppe de vol.
90
0 2 4 6
0
0.2
0.4
0.6
0.8
1
1.2
Time (seconds)
N
z 
(g)
 
 
ω
n,ref=1.0rad/s
ω
n,ref=1.5rad/s
ω
n,ref=2.0rad/s
ω
n,ref=2.5rad/s
ω
n,ref=3.0rad/s
(a) Facteur de charge Nz
0 2 4 6
−0.12
−0.1
−0.08
−0.06
−0.04
−0.02
0
Time (seconds)
q 
(ra
d/s
)
(b) Vitesse en tangage q
Figure 7.3 Impact de ωn,ref sur la re´ponse temporelle de l’avion en boucle ferme´e
Tableau 7.1 Impact de ωn,ref sur le pic γ atteint par H(s) apre`s minimisation
ωn,ref 1.0 1.5 2.0 2.5 3.0
γ 1.84 1.56 1.42 1.34 1.28
Une augmentation de ωn,ref re´duit le temps de re´ponse du facteur de charge Nz et permet une
meilleur optimisation des crite`res H∞. Le de´savantage survient au niveau du de´passement de
la vitesse en tangage qui augmente avec la pulsation naturelle du mode`le de re´fe´rence. De
manie`re a` respecter le cahier des charges, ωn,ref est ajuste´ pour chaque condition de vol de
telle sorte que le de´passement en q demeure infe´rieur a` 100%.
7.2 Synthe`se pre´liminaire
La premie`re e´tape est de synthe´tiser des controˆleurs robustes pour un ensemble fini de
conditions de vol, ces dernie`res devant eˆtre repre´sentatives du comportement du syste`me sur
l’ensemble de l’enveloppe de vol. Cette e´tape pre´liminaire est primordiale dans la synthe`se
du controˆleur robuste et autose´quence´. Les raisons sont les suivantes :
– la pulsation naturelle ωn,ref du mode`le de re´fe´rence doit eˆtre ajuste´e en fonction du
point de vol conside´re´. En effet, ce parame`tre est proportionnel au temps de re´ponse du
syste`me en boucle ferme´e. De par la physique meˆme de l’avion, il est illusoire d’espe´rer
obtenir le meˆme temps de re´ponse sur l’ensemble de l’enveloppe de vol ;
– de´finir a priori la de´pendance des gains du controˆleur vis-a`-vis des parame`tres de se´-
quencement que sont le nombre de Mach et l’altitude de vol. Ces de´pendances seront
utilise´es dans la synthe`se du controˆleur autose´quence´ ;
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– proce´der a` un se´quencement des gains a posteriori. La fonction hinfstruct proce´dant
a` une minimisation locale, la condition initiale utilise´e peut se re´ve´ler eˆtre pre´ponde´-
rante dans les possibilite´s de succe`s ou d’e´chec de l’optimisation. Dans ce contexte, le
se´quencement des gains a posteriori constitue un candidat tout de´signe´ pour initialiser
la synthe`se du controˆleur autose´quence´.
Dans le but d’appliquer les me´thodes de´crites a` la Sous-Section 6.3.3, on proce`de a` une
discre´tisation de l’enveloppe de vol Θ et du domaine incertain ∆. L’enveloppe de vol est
discre´tise´e en 12 points de vol (θl)1≤l≤12 (Fig. 7.4(a)) et le domaine incertain en 5 points
(δj)1≤j≤5, ces derniers capturant la configuration nominale et les 4 configurations extreˆmes
(Fig. 7.4(b)).
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Figure 7.4 Discre´tisation de l’enveloppe de vol Θ et du domaine incertain ∆
7.2.1 Synthe`se de controˆleurs robustes
7.2.1.1 Proce´dure
Pour chaque condition de vol θl de la Figure 7.4(a), la me´thode de synthe`se robuste de´crite
a` la Sous-Section 6.3.3 est applique´e. Pour cela, les 5 configurations de masse et centrage de
la Figure 7.4(b) sont conside´re´es. Pour chacune d’entre elles, les 3 crite`res H∞ (7.3), (7.4 et
(7.6) sont pris en compte. Au total, la synthe`se du controˆleur en un point de vol donne´ est
donc base´e sur 15 crite`res fre´quentiels concate´ne´s dans la contrainte ge´ne´ralise´e :
Hl (s) = diag
[
(WiTi (s, θl, δj))i=1,...,3, j=1,...,5
]
, l = 1, . . ., 12, (7.7)
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ou` chaque fonction de transfert Ti (s, θl, δj) peut eˆtre e´crite sous forme standard Ti (s, θl, δj) =
Fl (Pi (s, θl, δj) , K (s)). Les fonctions de transfert Ti (s, θl, δj) sont obtenues via un mode`le
Simulink en utilisant l’environnement Tunable Models de MATLAB.
La proce´dure est comple´te´e par le re´glage de la valeur de ωn,ref de manie`re ite´rative. En
effectuant plusieurs fois la synthe`se via la fonction hinfstruct, on ajuste d’une ite´ration a`
l’autre la valeur de ωn,ref de telle sorte que le de´passement sur q ne de´passe pas 100% pour
aucune des 5 configurations incertaines (δj)1≤j≤5.
7.2.1.2 Re´sultats
Les 12 normes H∞ obtenues pour les 12 conditions de vol sont re´sume´es dans le Ta-
bleau 7.2. Le maximum obtenu est de 1.44, ce qui indique que les contraintes sont majoritai-
rement satisfaites.
Tableau 7.2 Synthe`se pre´liminaire : norme H∞ obtenue pour chaque condition de vol
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 1.44 1.28 1.16 1.14 - -
5000 - 1.45 1.35 1.28 1.25 -
10000 - - 1.48 1.47 1.45 1.41
Les gains du controˆleur Ki, Kp, Kq, ωn et ξ obtenus, ainsi que la pulsation naturelle ωn,ref
du mode`le de re´fe´rences sont donne´s en Annexe D. Une repre´sentation graphique en est
donne´e a` la Figure 7.5. Dans celle-ci, les coefficients ω2n et 2ξ/ωn sont conside´re´s plutoˆt que
les classiques ωn et ξ pour des raisons pratiques explicite´es ulte´rieurement.
7.2.1.3 E´valuation des performances
Au cours de cette phase de synthe`se, le bon comportement du syste`me en boucle ferme´e a
e´te´ e´value´ en se basant sur les re´ponses temporelles du syste`me en boucle ferme´e et sur l’e´va-
luation de crite`res de performance classiques (placement des poˆles, amortissement, marges
de stabilite´).
Re´ponses temporelles du syste`me en boucle ferme´e Pour illustrer les re´sultats ob-
tenus, conside´rons par exemple la condition de vol (VT = 0.7 M, h = 5000 m). Les re´ponses
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Figure 7.5 Gains obtenus lors de la synthe`se pre´liminaire
temporelles du syste`me en boucle ferme´e sont trace´es Figure 7.6 pour 63 configurations in-
certaines 2. La Figure 7.6(a) permet de comparer la re´ponse du facteur de charge du syste`me
en boucle ferme´e au mode`le de re´fe´rence (croix rouges). La re´fe´rence est correctement suivie
en de´pit des incertitudes avec un temps de re´ponse infe´rieur a` 2.5 s et un de´passement infe´-
rieur a` 10%. La Figure 7.6(b) montre que le de´passement sur la vitesse en tangage de´pend
significativement de la configuration de masse et de centrage. En se basant sur les re´sultats
obtenus lors de la phase de synthe`se, on constate empiriquement que le de´passement mini-
mal intervient pour la configuration dans laquelle la masse est la plus faible et le centre de
gravite´ est le plus a` l’avant : (∆m = −1000 kg,∆x = 4.35%). Le de´passement maximal est
quant a` lui rencontre´ lorsque la masse est la plus e´leve´e et pour un centre de gravite´ place´
a` l’arrie`re : (∆m = 1000 kg,∆x = −4.35%). Les Figures 7.6(c) et 7.6(d) montrent qu’il n’y a
pas de saturation au niveau de l’actionneur.
Marges de stabilite´ Pour la meˆme condition de vol que pre´ce´demment, on e´value les
marges de stabilite´ du syste`me au niveau de la commande δec. Pour cela, on conside`re le
diagramme de Bode de la fonction de transfert obtenue en ouvrant la boucle au niveau de
δec entre l’entre´e de l’actionneur et la sortie du controˆleur (Fig. 7.7). On note que de´pendam-
2. 9 configurations de masse : −1000 kg a` 1000 kg avec un pas de 250 kg ; et 7 configurations de centre de
gravite´ : -4.35% a` 4.35% avec un pas de 1.45%.
94
0 2 4 6
0
0.2
0.4
0.6
0.8
1
1.2
N
z 
(g)
Time (seconds)
(a) Facteur de charge Nz
0 2 4 6
−0.08
−0.06
−0.04
−0.02
0
q 
(ra
d/s
)
Time (seconds)
(b) Vitesse en tangage q
0 2 4 6
−1.5
−1
−0.5
0
0.5
1
1.5
δe
 (°
)
Time (seconds)
(c) Angle de la gouverne de profondeur
0 2 4 6
−5
0
5
10
ra
te
 δe
 (°
/s)
Time (seconds)
(d) Vitesse de la gouverne de profondeur
Figure 7.6 Synthe`se pre´liminaire : re´ponses temporelles en boucle ferme´e pour la condition
de vol VT = 0.7 M, h = 5000 m
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Figure 7.7 Synthe`se pre´liminaire : diagramme de Bode e´valuant la stabilite´ du syste`me en
entre´e de l’actionneur
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ment de la configuration de masse et de centrage, la phase initiale du syste`me est de 0˚ ou
−180˚ . Pour expliquer ce phe´nome`ne, on se re´fe`re a` l’expression de la fonction de transfert
ici conside´re´e (5.14). Les poˆles de cette dernie`re sont les racines du polynoˆme :
(τs+ 1) (s+ ε) ∆Froll∆sp. (7.8)
Les poˆles du mode Short Period sont donc poˆles de la fonction de transfert conside´re´e. On a
vu au cours du Chapitre 4 que la dynamique longitudinale de l’avion pre´sente un poˆle instable
lorsque le centre de gravite´ est trop recule´ vers l’arrie`re de l’appareil, alors qu’ils sont stables
lorsque ce dernier est plus avance´. Il en re´sulte que la phase de la fonction de transfert est
de −180˚ lorsque le centre de gravite´ est place´ vers l’arrie`re de l’avion, alors qu’elle est de 0˚
pour un centre de gravite´ place´ suffisamment a` l’avant.
Les moins bonnes marges ainsi obtenues pour les 63 configurations incertaines sont les sui-
vantes : marge de gain positive de 14.8dB, marge de gains ne´gative de −15.7dB, marge de
phase de 46.2˚ et marge de retard de 56.1 ms.
E´valuation des crite`res de performance On e´value pour les 12 points de l’enveloppe de
vol discre´tise´e les crite`res de performance classiques du syste`me en boucle ferme´e que sont la
position du poˆle dominant, l’amortissement minimal et les marges de stabilite´. Pour chaque
crite`re, seul le plus mauvais re´sultat des 5 configurations de masse et de centrage est conserve´.
La constante de temps du poˆle dominant est infe´rieure a` 1.0 s pour 10 des 12 conditions de
vol. Les deux conditions de vol restantes, correspondant a` des vols a` hautes altitudes et faibles
vitesses, ont leur constante de temps infe´rieure a` 1.33 s (Table 7.3). L’amortissement minimal
du syste`me en boucle ferme´e est supe´rieur a` 0.55 pour l’ensemble des 12 conditions de vol
(Table 7.4). La marge de phase du syste`me est supe´rieure a` 40˚ pour 10 des 12 conditions de
vol, mais est le´ge`rement infe´rieure a` cette valeur pour les deux conditions de vol restantes
correspondant a` des vols a` hautes altitudes et faibles vitesses pour des configurations extreˆmes
de masse et centrage (Table 7.5). La marge de gain est satisfaisante pour les 12 conditions
de vol (Table 7.6), ainsi que la marge de retard qui est supe´rieure a` 51.7 ms (Table 7.7).
7.2.2 Se´quencement a posteriori des gains
7.2.2.1 Synthe`se
En se basant sur les re´sultats obtenus dans la sous-section pre´ce´dente, on cherche a` pro-
ce´der a` un se´quencement a posteriori des gains du controˆleur sous forme de fonctions polyno-
miales de l’altitude et du nombre de Mach. Pour cela, l’environnement sftool de MATLAB
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Tableau 7.3 Synthe`se pre´liminaire : partie re´elle du poˆle dominant
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 -1.53 -1.92 -2.35 -2.72 - -
5000 - -1.18 -1.49 -1.81 -2.06 -
10000 - - -0.75 -0.87 -1.04 -1.24
Tableau 7.4 Synthe`se pre´liminaire : amortissement minimal
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 0.559 0.598 0.596 0.592 - -
5000 - 0.616 0.617 0.615 0.612 -
10000 - - 0.628 0.627 0.626 0.624
Tableau 7.5 Synthe`se pre´liminaire : marge de phase minimale (˚ )
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 66.4 52.6 48.3 45.9 - -
5000 - 41.8 44.58 46.19 45.5 -
10000 - - 37.6 38.8 40.0 41.1
Tableau 7.6 Synthe`se pre´liminaire : marge de gain minimale (dB)
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 -15.5/17.9 -16.4/15.8 -15.3/15.5 -14.2/16.3 - -
5000 - -18.3/16.3 -16.9/15.2 -15.7/15.0 -14.8/15.0 -
10000 - - -18.2/17.3 -17.2/15.5 -16.5/14.6 -15.9/14.2
Tableau 7.7 Synthe`se pre´liminaire : marge de retard minimale (ms)
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 134 69.2 61.5 59.9 - -
5000 - 57.4 56.5 57.2 55.4 -
10000 - - 61.3 56.9 53.8 51.7
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a e´te´ utilise´. Il permet, pour un polynoˆme d’ordre donne´, de trouver les coefficients permet-
tant de minimiser l’erreur entre le mode`le et les donne´es au sens des moindres carre´s. Les
R-square obtenus avec des polynoˆmes d’ordres 1, 2 et 3 pour les coefficients Ki, Kp, Kq, ω
2
n
et cf = 2ξ/ωn sont donne´s dans le Tableau 7.8.
Tableau 7.8 Se´quencement a posteriori des gains : valeur des R-square
hhhhhhhhhhhhhhhhhhPolynoˆme d’ordre
Coefficient
Ki Kp Kq ω
2
n 2ξ/ωn
1 0.89 0.86 0.89 0.93 0.83
2 0.94 0.98 0.98 0.96 0.98
3 0.97 0.99 0.98 0.96 0.99
Ces re´sultats poussent a` conside´rer des polynoˆmes d’ordre 2. Il permettent en effet de cor-
rectement capturer l’e´volution des gains sur l’ensemble de l’enveloppe de vol, au contraire
des polynoˆmes d’ordre 1. Les polynoˆmes d’ordre 3 conduisent quant a` eux a` une augmenta-
tion substantielle du nombres de coefficients utilise´s dans le se´quencement sans pour autant
ame´liorer significativement le re´sultat. En exprimant l’altitude de vol en km 3, on obtient le
se´quencement a posteriori des gains suivant :
Ki(h,M) = 64.77− 102.1M + 3.530h+ 38.92M2 − 0.6316Mh− 0.2017h2
Kp(h,M) = 62.30− 173.8M + 6.344h+ 125.7M2 − 8.033Mh+ 0.0896h2
Kq(h,M) = −138.2 + 340.1M − 24.46h− 243.2M2 + 26.94Mh− 0.3584h2
ω2n(h,M) = 3433− 1728M − 375.3h+ 6765M2 − 376.8Mh+ 24.46h2
cf (h,M) = 0.0651− 0.1736M + 0.0174h+ 0.1427M2 − 0.0224Mh+ 0.000384h2
(7.9)
De manie`re a` rendre le design le plus lisse et homoge`ne possible, une de´pendance polynomiale
d’ordre 2 est e´galement conside´re´e pour la pulsation naturelle du mode`le de re´fe´rence ωn,ref .
On obtient avec un R-square de 0.996, pour une altitude e´galement exprime´e en km, le mode`le
suivant :
ωn,ref(h,M) = −0.4655 + 9.099M − 0.1947h− 2.724M2 − 0.271Mh+ 0.00772h2. (7.10)
7.2.2.2 Analyse
Les normes H∞ du controˆleur se´quence´ a posteriori ont e´te´ e´value´es pour les 12 conditions
de vol de la phase de synthe`se pre´liminaire et sont re´sume´es dans le Tableau 7.9. On obtient
3. Pour homoge´ne´iser l’ordre de grandeur des coefficients des polynoˆmes.
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un maximum de 3.86, a` comparer au maximum 1.48 obtenu dans la phase de synthe`se pre´-
liminaire (Tab 7.2). La phase de se´quencement a significativement de´grade´ les performances
du controˆleur. Ne´anmoins, le controˆleur ainsi se´quence´ assure la stabilite´ du syste`me boucle´
pour les 12 points de l’enveloppe de vol discre´tise´e et les 5 configurations incertaines.
Tableau 7.9 Synthe`se a posteriori : norme H∞ obtenue pour chaque condition de vol
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 1.92 1.87 3.60 3.86 - -
5000 - 1.97 1.53 1.89 2.15 -
10000 - - 1.88 2.34 1.98 1.57
7.3 Synthe`se d’un syste`me de commandes de vol robuste et autose´quence´
La phase pre´liminaire ayant e´te´ comple´te´e avec succe`s, on envisage la synthe`se du controˆ-
leur robuste et autose´quence´. Le controˆleur se´quence´ a posteriori obtenu lors de la synthe`se
pre´liminaire n’est pas optimal mais assure la stabilite´ du syste`me en boucle ferme´e pour les
60 mode`les conside´re´s (12 points de vol pour 5 configurations de masse et de centrage). Il
constitue alors une condition initiale toute indique´e pour la synthe`se du controˆleur autose´-
quence´. En effet, il est a` noter que lors des quelques tests effectue´s avec une condition initiale
ale´atoire, la me´thode de synthe`se d’un controˆleur robuste et autose´quence´ via hinfstruct
n’a pas permis de stabiliser le syste`me en boucle ferme´e. La stabilite´ des 60 mode`les e´tant
assure´e de par le choix des gains du controˆleur se´quence´ a posteriori comme condition initiale,
l’objectif de la synthe`se a priori est d’ajuster les gains du controˆleur se´quence´ afin d’ame´-
liorer les performances du syste`me en boucle ferme´e. A` cette fin, la fonction hinfstruct est
utilise´e pour ajuster les gains du controˆleur se´quence´ en venant minimiser simultane´ment les
60 mode`les de la synthe`se pre´liminaire.
7.3.1 Transposition du proble`me de se´quencement dans le formalisme H∞
En se basant sur les re´sultats du se´quencement a posteriori des gains, on de´finit a priori
le se´quencement des gains sous la forme de fonctions quadratiques de´pendant du Mach et de
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l’altitude : 
Ki(h,M) = ki00 + ki10M + ki01h+ ki20M
2 + ki11Mh+ ki02h
2
Kp(h,M) = kp00 + kp10M + kp01h+ kp20M
2 + kp11Mh+ kp02h
2
Kq(h,M) = kq00 + kq10M + kq01h+ kq20M
2 + kq11Mh+ kq02h
2
ω2n(h,M) = ω
2
n00 + ω
2
n10M + ω
2
n01h+ ω
2
n20M
2 + ω2n11Mh+ ω
2
n02h
2
cf (h,M) = cf 00 + cf 10M + cf 01h+ cf 20M
2 + cf 11Mh+ cf 02h
2
(7.11)
La fonction Roll-off est re´e´crite pour des conside´rations pratiques en fonction des coefficients
ω2n et cf = 2ξ/ωn (7.12). L’avantage d’une telle re´e´criture provient du fait que les coeffi-
cients ω2n et cf n’y apparaissent qu’une seule fois, au contraire de l’e´criture classique faisant
intervenir plusieurs fois la pulsation naturelle ωn.
Froll (s) =
ω2n
s2 + 2ξωns+ ω2n
=
1
1 + cf s+ s2/ω2n
. (7.12)
Le proble`me de se´quencement des gains est alors directement inclus dans le proble`me de syn-
the`se. Pour cela, on injecte la structure des gains se´quence´s de´finie a priori dans l’architecture
meˆme du controˆleur (Fig. 5.7). Ceci est re´alise´ en remplac¸ant la fonction de transfert Froll(s)
par la Figure 7.8(a) et en substituant les 5 gains Ki, Kp, Kq, ω
2
n et cf par la Figure 7.8(b)
avec les gains ajustables correspondants. Les 30 gains ajustables sont alors initialise´s a` partir
du re´sultat de la synthe`se pre´liminaire (7.9) avec l’environnement realp de MATLAB.
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Figure 7.8 Inte´gration du proble`me de se´quencement des gains dans l’architecture du controˆ-
leur
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La proce´dure de´crite Section 6.3.3 pour la synthe`se d’un controˆleur robuste et autose´quence´
est alors applique´e. Pour chaque point de vol (θl)1≤l≤12 ∈ Θ et chaque configuration de
masse et de centrage (δj)1≤j≤5 ∈ ∆ de l’enveloppe de vol et du domaine incertain discre´tise´s
(Fig. 7.4), on construit les matrices :
Hj,l (s) = diag
[
(WiTi (s, θl, δj))i=1,...,3
]
, j = 1, . . ., 5, l = 1, . . ., 12, (7.13)
ou` la pulsation naturelle du mode`le de re´fe´rence ωn,ref est spe´cifie´e en fonction de l’e´quation
(7.10). Les contraintes Hj,l(s) sont alors concate´ne´es en une unique contrainte ge´ne´ralise´e
H(s) afin d’eˆtre optimise´e par hinfstruct. Cette structure regroupe les 180 contraintes
H∞ a` partir desquelles est effectue´e la synthe`se du controˆleur robuste et autose´quence´ par
le re´glage de 30 gains scalaires. Si l’on conside`re le pire cas rencontre´ lors de la synthe`se
pre´liminaire (Table 7.2), on cherche un controˆleur autose´quence´ stabilisant les 60 mode`les
e´value´s et tel que ||H (s)||∞ < 1.48 + ε avec un ε aussi petit que possible pour satisfaire les
contraintes H∞.
7.3.2 Synthe`se du controˆleur robuste et autose´quence´
7.3.2.1 Re´sultats
Les calculs ont e´te´ effectue´s sur un PC avec un processeur intel quad-core i7-2006K cadence´
a` 3.4 GHz, 8.0 Go de RAM et sous MATLAB 2012b. L’e´volution de la norme H∞ de H(s)
est donne´e en fonction du temps de calcul dans le Tableau 7.10.
Tableau 7.10 Synthe`se a priori : e´volution de la norme H∞ de H(s)
Nombre
d’ite´rations
0 50 100 150 200 250 300 350 400
Temps de calcul
cumule´ en heures
0 19.7 43.0 70.0 93.4 120.2 145.0 169.7 203.8
||H(s)||∞ 3.864 1.631 1.614 1.606 1.599 1.594 1.584 1.567 1.562
Un bon premier re´sultat est obtenu apre`s 100 ite´rations et 43.0 heures d’exe´cution avec
une norme de 1.61. Les ite´rations suivantes permettent de re´duire lentement mais dans des
proportions significatives la norme H∞ de H(s). Le calcul fut arreˆte´ apre`s 400 ite´rations et
203.8 heures de temps d’exe´cution. La norme H∞ alors atteinte est de 1.56. Ce nombre est a`
comparer au pire cas de la synthe`se pre´liminaire qui est de 1.48. Le faible diffe´rentiel montre
que la minimisation a pu eˆtre correctement ope´re´e sur l’ensemble de l’enveloppe de vol. Il
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est e´galement a` comparer aux valeurs obtenues pour le se´quencement de gains a posteriori
(Tab 7.9), montrant que la synthe`se a priori a permis de grandement ame´liorer le re´sultat
de la minimisation sur l’ensemble de l’enveloppe de vol. Les gains obtenus a` l’issu des 400
ite´rations, avec une altitude a` nouveau exprime´e en km, sont donne´s par l’e´quation (7.14).
Ki(h,M) = 60.56− 60.75M − 0.4979h− 3.709M2 + 3.585Mh− 0.1374h2
Kp(h,M) = 54.18− 130.0M + 3.204h+ 82.40M2 − 3.702Mh+ 0.0745h2
Kq(h,M) = −134.9 + 312.5M − 16.18h− 250.9M2 + 21.64Mh− 0.4983h2
ω2n(h,M) = 3425− 1732M − 383.0h+ 6763M2 − 380.7Mh+ 25.97h2
cf (h,M) = 0.1666− 0.5286M + 0.0172h+ 0.4687M2 − 0.0279Mh+ 0.000514h2
(7.14)
7.3.2.2 Re´ponses temporelles
On e´value la re´ponse temporelle du syste`me en boucle ferme´e a` un e´chelon de commande
unitaire. On conside`re pour cela les 35 points de vols de´crits a` la Figure 7.9. Pour chacun
de ces points, on trace les re´ponses associe´es pour la configuration nominale de masse et de
centrage, ainsi que les 4 configurations extreˆmes (Fig 7.4(b)).
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Figure 7.9 Re´partition des 35 conditions de vols teste´es
La Figure 7.10 permet de valider le comportement temporel du syste`me en boucle ferme´e.
Le facteur de charge pre´sente des temps de re´ponse infe´rieurs a` 3.0 s pour la majorite´ des
conditions teste´es. Seuls les vols a` basses vitesses et hautes altitudes donnent lieu a` des
temps de re´ponse de l’ordre de 4.0 s. Les de´passements sont quant a` eux bien infe´rieurs a` 10%
(Fig. 7.10(a)). Les vitesses en tangage pre´sentent des de´passements le´ge`rement infe´rieurs a`
100% avec une vitesse en valeur absolue maximale de 8.1 /˚s (Fig. 7.10(b)). Les de´battements
de la gouverne de profondeur autour de la position d’e´quilibre sont infe´rieurs en valeur ab-
solue a` 3.0˚ (Fig. 7.10(c)), pour une vitesse maximale de 20 /˚s (Fig. 7.10(d)). En tenant
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compte du fait que la position d’e´quilibre de la gouverne est de quelques degre´s, ces de´batte-
ments demeurent largement infe´rieurs aux limites de saturations en position et en vitesse de
l’actionneur 4.
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Figure 7.10 Synthe`se a priori : re´ponses temporelles en boucle ferme´e pour 175 configurations
7.3.2.3 Position des poˆles en boucle ferme´e
En se basant sur une discre´tisation de l’enveloppe de vol en 70 points et une discre´tisation
du domaine incertain en 63 points, les poˆles associe´s a` ces 4410 syste`mes en boucle ferme´e sont
trace´s a` la Figure 7.11. On constate que pour l’ensemble des configurations teste´es, les poˆles
du syste`me pre´sentent un amortissement supe´rieur a` 0.3. L’amortissement de 0.4 est ve´rifie´
pour la quasi-totalite´ des configurations teste´es. Seules les conditions de vol pour de hautes
altitudes et de hautes vitesses a` la limite de l’enveloppe de vol pre´sentent un amortissement
4. On rappelle que les limites de de´battements de la gouverne de profondeur sont de ±25˚ pour une vitesse
maximale de ±60˚ /s.
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infe´rieur a` 0.4 pour des configurations extreˆmes de masse et de centrage. L’amortissement
de 0.5 est e´galement ve´rifie´ pour une large majorite´ des configurations, excepte´ aux hautes
altitudes et hautes vitesses. Notons e´galement que pour l’ensemble des configurations teste´es,
l’amortissement des poˆles dominants demeure supe´rieur a` 0.5.
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Figure 7.11 Synthe`se a priori : placement des poˆles en boucle ferme´e pour 4410 configurations
7.4 Approche normalise´e
Dans l’approche pre´ce´dente, les 12 points de vol conside´re´s dans la synthe`se pre´sentent
la meˆme ponde´ration au sein de la contrainte ge´ne´ralise´e H(s). Les re´sultats de la synthe`se
pre´liminaire du Tableau 7.2 montrent qu’une telle approche conduit a` un effort de minimi-
sation qui n’est alors pas uniforme sur l’enveloppe de vol. En effet, la contrainte de 1.56
obtenue lors de la synthe`se du controˆleur autose´quence´ assure un bon effort de minimisation
a` la fois pour les conditions de vol a` faibles vitesses et pour celles a` hautes altitudes. L’effort
est beaucoup moins important pour les basses altitudes et hautes vitesses de vol. C’est par
exemple le cas de la condition de vol (VT = 0.7 M, h = 1000 m) pour laquelle la synthe`se pre´-
liminaire permettait d’obtenir une minimisation de 1.14, largement infe´rieure au 1.55 de la
synthe`se a priori, conduisant a` une possible relaxation des performances du controˆleur. Cette
observation conduit a` repenser l’approche en essayant de normaliser l’effort de minimisation
a` travers l’enveloppe de vol via le formalisme de l’optimisation multiobjectif.
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7.4.1 Optimisation multiobjectif
7.4.1.1 Formulation the´orique
Les strate´gies de´crites a` la Sous-Section 6.3.3 dans le cadre de la synthe`se de controˆleurs
robustes et autose´quence´s peuvent eˆtre reformule´es dans le cadre de l’optimisation multiob-
jectif (Marler et Arora (2004)). En effet, conside´rons pour une architecture de controˆle de´finie
a priori le proble`me de synthe`se d’un controˆleur autose´quence´. Pour cela, l’enveloppe de vol
est discre´tise´e en un ensemble fini de points de fonctionnement (θl)1≤l≤p ∈ Θ. Pour chaque
point d’ope´ration θl, les contraintes H∞ sont concate´ne´es dans la contrainte ge´ne´ralise´e Hl(s).
La minimisation de la norme infinie de chaque contrainte ge´ne´ralise´e Hl(s) par hinfstruct
conduit a` l’e´valuation nume´rique du gain optimal γl tel que :
γl = min
K∈K
||Hl(s)||∞ , (7.15)
ou` K de´note l’ensemble des controˆleurs K respectant l’architecture de´finie a priori.
Conside´rons a` pre´sent la synthe`se du controˆleur robuste et autose´quence´ avec un se´quence-
ment des gains de´fini a priori. On de´finit la fonction multiobjectif F = [F1, . . . , Fp]
> :
F : KGS → Rp
K → [||H1(s)||∞ , . . . , ||Hp(s)||∞]> , (7.16)
ou` KGS repre´sente l’ensemble des controˆleurs autose´quence´s respectant a` la fois l’architecture
de controˆle et la structure de se´quencement de´finies a priori. En se basant sur le re´sultat
(7.15), on introduit le point utopique Γ0 = [γ1, . . . , γl]
>. Ce point repre´sente la valeur minimale
atteignable par la fonction multiobjectif F lorsque l’on conside`re ses composantes une a` une
de manie`re inde´pendante. On obtient alors dans le cadre du controˆleur autose´quence´ que
∀θ ∈ Θ, Γ0≤F (θ), ou` par de´finition :
u =
u1. . .
un
 ≤ v =
v1. . .
vn
⇐⇒ ∀i ∈ {1, . . . , n}, ui≤vi.
En re`gle ge´ne´rale, le point utopique Γ0 n’est pas atteignable. L’approche classique consiste
alors a` trouver une solution qui est aussi proche que possible de Γ0. Il est a` noter que la notion
de proximite´ ne´cessite ici d’eˆtre de´finie, en fonction du proble`me conside´re´. Notons e´galement
que le choix de diffe´rentes me´triques me`nera ge´ne´ralement a` des solutions diffe´rentes. Une
telle solution, note´es K∗, est dite optimale au sens de Pareto, i.e. qu’il n’existe pas un autre
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K ∈ KGS tel que F (K)≤F (K∗) et Fl(K) < Fl(K∗) pour au moins un l ∈ {1, . . . , p}. Dans
le cadre du calcul par ordinateur, les solutions nume´riques fournies par les algorithmes de
minimisation multiobjectif peuvent conduire a` des solutions qui ne sont pas Pareto optimales
mais faiblement optimales au sens de Pareto, i.e. il n’existe par un autre K ∈ KGS tel que
F (K) < F (K∗).
La technique de synthe`se d’un controˆleur robuste et autose´quence´ de´crite a` la Sous-Section 6.3.3
se re´sume au calcul d’une solution faiblement Pareto optimale pour la fonction multiobjectif
F via la minimisation de la contrainte ge´ne´ralise´e H(s). En effet :
min
K∈KGS
||H(s)||∞ = min
K∈KGS
max
1≤l≤p
Fl(K). (7.17)
De plus, on a alors via le point utopique que :
max
1≤l≤p
γl ≤ min
K∈KGS
||H(s)||∞ . (7.18)
L’effort de minimisation de H(s) est donc limite´ par la plus mauvaise performance obtenue
pour chaque point d’ope´ration θl lorsque ces derniers sont conside´re´s individuellement. On
retrouve ici le re´sultat observe´ nume´riquement, a` savoir que l’effort de minimisation n’est
pas uniforme a` travers l’enveloppe de vol. Alors que les points d’ope´ration pour lesquels γl
est e´leve´ sont bien optimise´s, ceux pour lesquels γl est plus faible voient leurs performances
significativement de´grade´es.
Afin de reme´dier a` cette non-uniformite´ de l’effort de minimisation, il est inte´ressant de cher-
cher a` calculer des solutions faiblement Pareto optimales alternatives. Pour cela, en se basant
sur des conside´rations physiques ou des re´sultats pre´liminaires, il est possible d’introduire
des coefficients de ponde´ration afin de donner plus de poids dans la synthe`se a` certains sous-
domaines du domaine d’ope´ration. Pour cela, des coefficients de ponde´ration (Pl)1≤l≤p ∈]0, 1]l
sont injecte´s dans le proble`me d’origine pour re´soudre nume´riquement le proble`me suivant :
min
K∈KGS
max
1≤l≤p
PlFl(K). (7.19)
Un controˆleur minimisant (7.19) peut alors eˆtre calcule´ par hinfstruct via la minimisation
de la contrainte ge´ne´ralise´e :
H (s) = diag
[
(PlHl (s))l=1,...,p
]
. (7.20)
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Dans ces conditions, les solutions faiblement Pareto optimales calcule´es par hinfstruct
de´pendent des coefficients de ponde´ration utilise´s dans la synthe`se. L’ajustement de ces co-
efficients permet alors de jouer sur les performances du syste`me en boucle ferme´e a` travers
l’enveloppe de vol.
7.4.1.2 Application
On applique ici les re´sultats de la synthe`se H∞ structure´e dans le cadre l’optimisation
multiobjectif via l’introduction de coefficients de ponde´ration au controˆle du mode Short
Period du F-16. On introduit pour les 12 conditions de vol θl conside´re´es (Fig. 7.4(a)) le
gain γl (7.15) obtenu lors de la synthe`se pre´liminaire (Tab. 7.2). De manie`re a` uniformiser
l’effort de minimisation a` travers l’enveloppe de vol, une strate´gie naturelle est d’introduire
les coefficients de ponde´ration :
Pl =
1
γl
, l ∈ {1, . . . , 12},
et de minimiser la contrainte ge´ne´ralise´e (7.20) associe´e. On cherche ainsi a` trouver un controˆ-
leur stabilisant internement le syste`me tel que ||H(s)||∞ < 1 + ε avec ε le plus petit possible.
De cette manie`re, on obtient que pour chaque point de vol θl : ||Hl(s)||∞ < (1 + ε) γl.
L’e´volution de la norme H∞ de la contrainte ge´ne´ralise´e et ponde´re´e H (s) est donne´e dans le
Tableau 7.11 en fonction du temps de calcul. La norme H∞ de la contrainte Hl (s) est donne´e
dans le Tableau 7.12 pour chacun des 12 points de vol θl. En comparant les re´sultats au 1.56
obtenu pre´ce´demment, on constate une ame´lioration du re´sultat de minimisation pour les
vols a` hautes vitesses et basses altitudes, mais une de´gradation pour ceux a` basses vitesses
et hautes altitudes. Les gains obtenus a` l’issu des 400 ite´rations sont donne´s par (7.21).
Tableau 7.11 Synthe`se a priori normalise´e 1 : e´volution de la norme H∞ de H(s)
Nombre
d’ite´rations
0 50 100 150 200 250 300 350 400
Temps de calcul
cumule´ en heures
0 27.6 57.6 69.1 100.6 120.7 148.8 173.5 196.6
||H(s)||∞ 3.389 1.243 1.192 1.180 1.175 1.162 1.148 1.141 1.140
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Tableau 7.12 Synthe`se a priori normalise´e 1 : norme H∞ de Hl(s)
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 1.64 1.46 1.32 1.30 - -
5000 - 1.65 1.54 1.46 1.43 -
10000 - - 1.69 1.68 1.65 1.61

Ki(h,M) = 65.67− 71.51M − 1.773h− 1.133M2 + 4.435Mh− 0.06180h2
Kp(h,M) = 50.01− 108.9M + 2.096h+ 60.54M2 − 2.396Mh+ 0.09442h2
Kq(h,M) = −150.1 + 318.8M − 10.38h− 216.9M2 + 14.88Mh− 0.6542h2
ω2n(h,M) = 3422− 1733M − 385.3h+ 6762M2 − 381.4Mh+ 27.03h2
cf (h,M) = 0.6214− 1.885M + 0.0332h+ 1.463M2 − 0.0496Mh+ 0.000559h2
(7.21)
7.4.2 Ajustement automatise´ des coefficients de ponde´ration
L’introduction de coefficients de ponde´ration vise a` mieux re´partir l’effort de minimisation
a` travers l’ensemble de l’enveloppe de vol. Dans ce cadre, l’ajustement des coefficients de
ponde´ration doit eˆtre effectue´ de manie`re a` obtenir le meilleur compromis possible. Cela passe
ge´ne´ralement par la mise en place de me´thodes ad hoc qui sont couˆteuses en temps de calcul.
Afin d’e´viter de telles proce´dures, on propose ici une me´thode permettant d’automatiser le
re´glage des coefficients de ponde´ration en injectant directement le processus d’ajustement de
ces derniers dans la phase de synthe`se.
7.4.2.1 Formulation the´orique
De manie`re a` automatiser la proce´dure d’ajustement des coefficients de ponde´ration, on
de´finit une famille de fonctions de ponde´ration continues (Pl : [0, 1]
w →]0, 1])1≤l≤p satisfaisant
un ensemble de contraintes non triviales :
fic (P1, . . . , Pp) = 0, ic = 1, . . . , nc, (7.22)
ou` fic :]0, 1]
p → R est une fonction continue telle que f−1ic ({0}) est de mesure nulle (au sens
de la mesure de Lebesgue) pour tout ic ∈ {1, . . . , nc}. Ces contraintes visent a` formuler des
phe´nome`nes de compensation entre les ponde´rations des diffe´rents points de fonctionnement
(θl)1≤l≤p ∈ Θ. L’objectif est alors de re´soudre le proble`me suivant :
min
(x,K)∈[0,1]w×KGS
max
1≤l≤p
Pl(x)Fl(K). (7.23)
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Ce proble`me est alors formule´ dans le cadre de la synthe`se H∞ structure´e via la contrainte
ge´ne´ralise´e :
H (s) = diag
[
(PlHl (s))l=1,...,p
]
, (7.24)
ou` Hl de´pend des gains ajustables du controˆleur et ou` Pl est fonction d’un vecteur de para-
me`tres x ∈ [0, 1]w. La fonction hinfstruct est alors utilise´e pour ajuster a` la fois les gains
du controˆleur et le vecteur de parame`tres x afin de minimiser ||H(s)||∞. Notons que l’obten-
tion d’un re´sultat satisfaisant par une telle me´thode ne´cessite de choisir soigneusement les
fonctions de ponde´ration (Pl)1≤l≤p.
7.4.2.2 Application
L’automatisation de l’ajustement des coefficients de ponde´ration est applique´ au cas du
controˆle du mode Short Period du F-16. On de´finit tout d’abord les bornes infe´rieures et
supe´rieures admissibles pour les coefficients de ponde´ration :
1/γl ≤ Pl ≤ 1,
ou` l’on rappelle que les gains γl sont de´finis par (7.15) et ont e´te´ obtenus lors de la synthe`se
pre´liminaire (Tab. 7.2). Ces bornes assurent que :
1 ≤ ||PlHl||∞ ≤ ||Hl||∞ .
On met alors en place la strate´gie suivante. En renume´rotant les 12 conditions de vol de la
fac¸on suivante :
γ12 ≤ γ11 ≤ . . . ≤ γ2 ≤ γ1,
on associe pour tout l ∈ {1, . . . , 6} les conditions de vol θl et θ13−l via l’introduction des
coefficients de ponde´ration :
Pl =
1
1 + (γl − 1)xl ×
1
4xl(1− xl)
P13−l =
1
γ13−l + (1− γ13−l)xl ×
1
4xl(1− xl)
, l = 1, . . . , 6
ou` {x1, . . . , x6} ∈ [0, 1]6 sont 6 parame`tres ajustables. Cette de´finition se justifie par la volonte´
d’e´quilibrer la ponde´ration entre les conditions de vol pour lesquelles γl est grand avec ceux
pour lesquelles γl est plus petit. De plus, les de´pendances entre les ponde´rations ont e´te´
choisies de telle sorte que lorsque Pl est proche de 1/γl, P13−l est proche de 1 et inversement.
De manie`re a` e´viter que les valeurs des coefficients de ponde´ration ne se rapprochent trop des
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limites 1/γl et 1, on introduit une fonction de type puits de potentiel : 1/(4xl(1− xl)). De la
sorte, on s’assure que les parame`tres de ponde´ration x1, . . . , x6 ne se rapprocheront pas trop
des bornes 0 et 1. L’objectif est alors de minimiser la contrainte ge´ne´ralise´e H(s) (7.24) en
ajustant de manie`re simultane´e les 30 gains du controˆleur autose´quence´ et les 6 parame`tres
d’ajustement des ponde´rations.
La norme H∞ de la contrainte ge´ne´ralise´e H(s) atteint la valeur 1.360 apre`s 400 ite´rations.
L’analyse de ce re´sultat semble indiquer que le point ainsi obtenu est une solution Pareto opti-
male locale, mais n’a pas pu converger vers une solution Pareto optimale globale. L’e´volution
des parame`tres d’ajustement des ponde´rations au fil des ite´rations est trace´e a` la Figure 7.12.
Les parame`tres d’ajustement voient leur valeur e´voluer dans un intervalle resserre´ autour
de 0.5, semblant indiquer qu’il n’y a pas de gain substantiel a` se rapprocher des bornes de
l’intervalle [0, 1] et qu’un bon compromis se situe aux alentours de la valeur 0.5.
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Figure 7.12 E´volution des parame`tres d’ajustement des ponde´rations au fil des ite´rations
Ces re´sultats conduisent a` conside´rer le cas des coefficients de ponde´ration :
Pl = 2/(γl + 1), l = 1, . . . , 12,
afin de mieux re´partir l’effort de minimisation a` travers l’enveloppe de vol. L’e´volution de
la norme H∞ de la contrainte ge´ne´ralise´e associe´e a` ces ponde´rations H (s) est donne´e dans
le Tableau 7.13 en fonction du temps de calcul. La norme H∞ de la contrainte Hl (s) est
donne´e dans le Tableau 7.14 pour chacun des 12 points de vol θl. La comparaison avec le
Tableau 7.12 montre que l’introduction d’une normalisation plus souple permet d’obtenir, en
terme de normes H∞, de meilleurs re´sultats pour les vols a` hautes altitudes et basses vitesses,
tout en conservant de bonnes performances pour les vols a` hautes vitesses et basses altitudes.
Les gains obtenus a` l’issu des 400 ite´rations sont donne´s par (7.25).
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Tableau 7.13 Synthe`se a priori normalise´e 2 : e´volution de la norme H∞ de H(s)
Nombre
d’ite´rations
0 50 100 150 200 250 300 350 400
Temps de calcul
cumule´ en heures
0 28.1 43.7 61.7 82.3 104.2 129.1 158.9 182.2
||H(s)||∞ 3.611 1.413 1.373 1.349 1.342 1.339 1.328 1.319 1.304
Tableau 7.14 Synthe`se a priori normalise´e 2 : norme H∞ de Hl(s)
PPPPPPPPPh (m)
M
0.4 0.5 0.6 0.7 0.8 0.9
1000 1.59 1.46 1.41 1.39 - -
5000 - 1.58 1.51 1.48 1.46 -
10000 - - 1.61 1.61 1.59 1.57

Ki(h,M) = 58.46− 51.16M − 1.616h− 14.24M2 + 4.382Mh− 0.07964h2
Kp(h,M) = 45.10− 96.37M + 2.180h+ 52.77M2 − 2.322Mh+ 0.08005h2
Kq(h,M) = −142.3 + 309.7M − 11.80h− 225.6M2 + 17.46Mh− 0.6560h2
ω2n(h,M) = 3420− 1734M − 386.4h+ 6762M2 − 382.2Mh+ 27.12h2
cf (h,M) = 0.3544− 1.088M + 0.0203h+ 0.8815M2 − 0.0322Mh+ 0.000480h2
(7.25)
7.5 Performances des controˆleurs autose´quence´s
Cette partie de´crit, en se basant sur une discre´tisation de l’enveloppe de vol et du do-
maine incertain, les performances du syste`me en boucle ferme´e pour les diffe´rents controˆleurs
autose´quence´s. Pour chacun des crite`res conside´re´s, et pour chaque point de vol e´value´, seule
la plus mauvaise performance observe´e sur l’ensemble du domaine incertain est retenue pour
l’e´laboration des graphes. Il est a` noter que les re´sultats ici pre´sente´s ne permettent pas de
prouver la stabilite´ du syste`me de manie`re continue sur l’enveloppe de vol Θ (Fig. 5.5) et
le domaine incertain ∆ (5.10). Ils permettent ne´anmoins d’avoir une ide´e pre´cise des perfor-
mances du syste`me en boucle ferme´e. Les performances du controˆleur se´quence´ a posteriori
sont de´crites aux Figures 7.13 et 7.14. Les caracte´ristiques du controˆleur autose´quence´ sont
donne´es aux Figures 7.15 et 7.16 pour l’approche non normalise´e, aux Figures 7.17 et 7.18
pour la premie`re approche normalise´e et aux Figures 7.19 et 7.20 pour la seconde approche
normalise´e.
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7.5.1 Controˆleur se´quence´ a posteriori
Le controˆleur se´quence´ a posteriori permet de stabiliser le syste`me sur l’ensemble de
l’enveloppe de vol et du domaine incertain. Le temps de re´ponse est infe´rieur a` 3.0 s sur la
majorite´ de l’enveloppe de vol, excepte´ pour les vols a` hautes altitudes et faibles vitesses pour
lesquels il demeure plus petit que 4.0 s (Fig. 7.13(a)). L’amortissement minimal du syste`me
en boucle ferme´e est supe´rieur a` 0.3 comme impose´ par le cahier des charges (Fig. 7.13(b)).
Les contraintes concernant la marge de gain sont respecte´es (Fig. 7.14(a) et 7.14(b)). La
marge de phase est infe´rieure aux 40˚ impose´s par le cahier des charges pour les vols a` hautes
altitudes et basses vitesses (Fig. 7.14(c)). La marge de retard est quand a` elle supe´rieure a`
45 ms (Fig. 7.14(d)).
L’objectif de la synthe`se a priori est de venir optimiser les gains du controˆleur de telle sorte
a` ame´liorer les performances du syste`me en boucle ferme´e a` travers l’enveloppe de vol. Les
principaux points que l’on souhaite ici ame´liorer sont les suivants :
– position du poˆle dominant : ame´liorer le temps de re´ponse du syste`me en boucle ferme´e,
en particulier pour les vols a` basses altitudes et hautes vitesses ;
– amortissement : accroˆıtre la valeur minimale de l’amortissement sur l’ensemble de l’en-
veloppe de vol et augmenter les aires des sous-domaines de vol pour lesquels l’amortis-
sement est supe´rieur a` 0.5 et 0.6 ;
– marge de phase : re´duire le sous-domaine de l’enveloppe de vol pour lequel la marge de
phase est infe´rieure a` 40˚ .
7.5.2 Controˆleur autose´quence´
Le syste`me est stable sur l’ensemble de l’enveloppe de vol et du domaine incertain. La
constante de temps du syste`me est infe´rieure a` 1.0 s sur la majorite´ de l’enveloppe de vol,
excepte´ pour les vols a` hautes altitudes et faibles vitesses pour lesquels elle demeure plus
petite que 1.33 s (Fig. 7.15(a)). L’amortissement minimal du syste`me en boucle ferme´e est
le´ge`rement infe´rieur a` 0.4 (Fig. 7.15(b)). Les contraintes concernant la marge de gain sont
respecte´es (Fig. 7.16(a) et 7.16(b)). La marge de phase est supe´rieure a` 40˚ sur la quasi-
totalite´ de l’enveloppe de vol (Fig. 7.16(c)). La marge de retard est quant a` elle supe´rieure a`
40 ms (Fig. 7.16(d)).
Ce re´sultat illustre bien l’inte´reˆt de la synthe`se du controˆleur se´quence´ a priori afin d’ame´lio-
rer les performances du controˆleur se´quence´ a posteriori. Cela a en effet permis d’ame´liorer
le temps de re´ponse du syste`me en boucle ferme´e, en particulier pour les vols a` basses alti-
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tudes et hautes vitesses. L’amortissement minimal a` travers l’enveloppe de vol a e´te´ ame´liore´
passant de 0.3 a` 0.4 et les zones pour lesquelles l’amortissement est supe´rieur a` 0.5 et 0.6 ont
e´te´ conside´rablement e´tendues. La marge de gain positive a e´te´ le´ge`rement ame´liore´e pour
les basses vitesses mais le´ge`rement de´grade´e pour les hautes vitesses, respectant ne´anmoins
le cahier des charges. Pour finir, la marge de phase a e´te´ significativement ame´liore´e sur l’en-
semble de l’enveloppe de vol, re´duisant le sous-domaine pour lequel sa valeur est infe´rieure a`
40˚ .
7.5.3 Controˆleur autose´quence´ - normalisation 1
Les re´sultats de la premie`re approche normalise´e sont compare´s aux re´sultats du premier
controˆleur autose´quence´. Le syste`me est stable sur l’ensemble de l’enveloppe de vol et du
domaine incertain avec globalement le meˆme comportement de la constante de temps du
poˆle dominant (Fig. 7.17(a)). L’amortissement est ame´liore´ pour les vols a` basses altitudes
et hautes vitesses mais significativement re´duit pour les hautes altitudes et basses vitesses
(Fig. 7.17(b)). La marge de gain positive est significativement accrue sur l’ensemble de l’en-
veloppe de vol (Fig. 7.18(a)). La marge de gain ne´gative est le´ge`rement re´duite mais demeure
conforme aux contraintes du cahier des charges (Fig. 7.18(b)). La marge de phase est ame´-
liore´e pour les basses altitudes et hautes vitesses (Fig. 7.18(c)). Ne´anmoins, sa valeur chute
en dessous des 40˚ requis pour de faibles vitesses de vol. La marge de retard est quant a` elle
le´ge`rement accrue, atteignant les 45 ms (Fig. 7.18).
Comme attendu, ce controˆleur a permis d’ame´liorer les performances du syste`me en boucle
ferme´e pour les basses altitudes et hautes vitesses de vol. Ne´anmoins, de par une normalisation
trop forte, il a conduit a` une tre`s nette de´gradation des performances pour les basses vitesses
et hautes altitudes, en particulier en ce qui concerne les crite`res d’amortissement et de marge
de phase.
7.5.4 Controˆleur autose´quence´ - normalisation 2
Les re´sultats de la seconde approche normalise´e sont compare´s aux re´sultats des deux
premie`re approches. Le syste`me est stable sur l’ensemble de l’enveloppe de vol et du do-
maine incertain avec globalement le meˆme comportement de la constante de temps du poˆle
dominant (Fig. 7.19(a)). Les re´sultats en terme d’amortissement montrent que la seconde
approche normalise´e constitue un bon compromis entre le premier controˆleur autose´quence´
et celui obtenu par la premie`re approche normalise´e (Fig. 7.19(b)). L’amortissement est ainsi
supe´rieur a` 0.4 sur la quasi-totalite´ de l’enveloppe de vol et est supe´rieur a` 0.6 sur une large
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partie centrale. Les marges de gain sont similaires a` celles obtenues avec la premie`re approche
normalise´e (Fig. 7.18(a) et Fig. 7.18(b)). La marge de phase est significativement ame´liore´e
relativement a` la premie`re approche normalise´e pour les basses altitudes et hautes vitesses,
la plac¸ant au dela` des 40˚ sur la quasi-totalite´ de l’enveloppe de vol (Fig. 7.18(c)). La marge
de retard est quant a` elle maintenue au-dela` des 45 ms (Fig. 7.20).
Ce controˆleur constitue donc un bon compromis. Il permet, comparativement a` l’approche
non normalise´e, d’ame´liorer les performances du syste`me en boucle ferme´e pour les basses
altitudes et hautes vitesses de vol, tout en maintenant un bon niveau de performances pour
les basses vitesses et hautes altitudes.
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Figure 7.13 Controˆleur se´quence´ a posteriori : caracte´ristiques modales
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Figure 7.14 Controˆleur se´quence´ a posteriori : marges de stabilite´
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Figure 7.15 Controˆleur autose´quence´ : caracte´ristiques modales
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Figure 7.16 Controˆleur autose´quence´ : marges de stabilite´
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Figure 7.17 Controˆleur autose´quence´ - normalisation 1 : caracte´ristiques modales
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Figure 7.18 Controˆleur autose´quence´ - normalisation 1 : marges de stabilite´
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Figure 7.19 Controˆleur autose´quence´ - normalisation 2 : caracte´ristiques modales
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Figure 7.20 Controˆleur autose´quence´ - normalisation 2 : marges de stabilite´
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CHAPITRE 8
VALIDATION DU SYSTE`ME DE COMMANDES DE VOL
Le Chapitre 7 a permis de synthe´tiser avec succe`s des controˆleurs autose´quence´s a` travers
l’enveloppe de vol. Les premie`res analyses effectue´es sur le mode`le line´arise´ et en se basant
sur des discre´tisations de l’enveloppe de vol et du domaine incertain tendent a` montrer le bon
comportement du syste`me en boucle ferme´e. Elles ne permettent ne´anmoins pas de garantir le
bon comportement du syste`me sur l’ensemble de l’enveloppe de vol et du domaine incertain.
De plus, la masse et le centrage ne sont pas les seuls parame`tres incertains a` conside´rer. En
particulier, les coefficients ae´rodynamiques et le moment d’inertie Iy ne sont ge´ne´ralement
connus qu’avec une pre´cision de ±10%. Une phase de validation est donc indispensable pour
prouver la stabilite´ et les performances robustes du syste`me quant aux incertitudes portant
sur les parame`tres de masse et de centrage, mais e´galement vis-a`-vis des parame`tres ae´rody-
namiques.
Parmi les diffe´rentes techniques de validation couramment utilise´es dans l’industrie ae´ro-
nautique (Varga et al. (2011)), mentionnons :
– les simulations temporelles du syste`me en boucle ferme´e pour le syste`me non line´aire
complet via une proce´dure de type tirage de Monte-Carlo (Fernandes de Oliveira et
Puyou (2011)) ;
– l’e´tude de la stabilite´ et des performances robustes (modales, fre´quentielles et marges
de stabilite´ (Deodhare et Patel (1998); Bates et al. (2003))) du syste`me LTI a` travers
l’emploi de techniques de µ-analyse (Fan et al. (1991)) ;
– la mise en œuvre de me´thodes probabilistes afin de rechercher les plus mauvaises condi-
tions de vol et combinaisons des parame`tres incertains pour lesquels les crite`res de
performance sont les plus faibles (Fielding et al. (2002)) ;
– l’e´tude de la stabilite´ du syste`me a` travers la recherche de fonctions de Lyapounov
(Dasgupta et al. (1994); Dettori et Scherer (2000)) ;
– la mise en place de me´thodes de type IQC afin d’e´tudier la stabilite´ et les performances
du syste`me LPV (Megretski et Rantzer (1997)) ;
– les me´thodes visant a` de´terminer pour une configuration donne´e le worst-case pilot in-
put (Forssell (2003); Menon et al. (2006)) ;
On se focalise ici sur la validation du syste`me en boucle ferme´e avec le controˆleur autose´-
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quence´ obtenu avec l’approche non normalise´e (7.14). Deux validations sont envisage´es : LTI
et LPV (Biannic et al. (2006)). La premie`re consiste a` faire l’hypothe`se simplificatrice que les
parame`tres de se´quencement que sont l’altitude et le nombre de Mach, ainsi que les constantes
physiques de l’avion tels que les parame`tres de masse et de centrage sont stationnaires. La
deuxie`me validation, plus re´aliste, consiste a` prouver la stabilite´ du syste`me lorsque certains
de ces parame`tres varient dans le temps.
La Section 8.1 e´tudie la stabilite´ et les performances robustes du syste`me pour des condi-
tions de vol et des parame`tres incertains stationnaires. La Section 8.2 s’attache quant a` elle
e´tudier la stabilite´ robuste du syste`me en boucle ferme´e pour des conditions de vol variant
dans le temps. La Section 8.3 est finalement consacre´e a` l’e´tude des re´ponses temporelles du
syste`me en boucle ferme´e sur le mode`le non line´aire complet de l’avion.
8.1 Robustesse LTI
On se place dans un premier temps dans le cas de figure ou` a` la fois la condition de vol et
les parame`tres incertains sont stationnaires. Le syste`me en boucle ferme´e peut alors eˆtre vu
comme e´tant une collection continue de mode`les LTI dont on cherche a` prouver la stabilite´ et
les performances. En d’autres termes, il s’agit de prouver le bon comportement du syste`me
en chacun des points de l’enveloppe de vol et pour chaque valeur admissible des parame`tres
incertains dont les plages de variations sont liste´es dans le Tableau 8.1.
Tableau 8.1 Plages de variation des parame`tres incertains
Parame`tre m ∆x Iy Zα Zq Zδe Mα Mq Mδe
Plage ±1 t ±4.35% ±10% ±10% ±10% ±10% ±10% ±10% ±10%
Dans cette approche, les parame`tres de se´quencement ainsi que les parame`tres incertains sont
suppose´s stationnaires. Il est e´vident que cette hypothe`se est largement mise en de´faut lorsque
l’on conside`re la dynamique re´elle de l’avion. Bien que la dynamique d’e´volution de la vitesse
de l’avion soit faible devant celle du Short Period, elle ne peut eˆtre rigoureusement conside´re´e
comme constante lors de la re´ponse a` court terme de l’avion. Les parame`tres de masse (masse,
position du centre de gravite´ et valeur de la matrice d’inertie) e´voluent lentement au cours du
vol du fait de la consommation de carburant. Ils peuvent e´galement e´voluer tre`s rapidement
lors d’un e´ventuel largage de mate´riel. Ces phe´nome`nes, susceptibles de de´stabiliser l’avion,
ne sont pas couverts par l’analyse de robustesse LTI. Cette analyse ne sera donc pas suffisante
pour garantir le bon fonctionnement du syste`me en boucle ferme´e, mais en est une condition
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ne´cessaire. En effet, si l’analyse de robustesse LTI e´choue, une nouvelle phase de synthe`se
est alors ne´cessaire. De plus, l’analyse LTI pre´sente les avantages d’une complexite´ moindre
et d’un conservatisme re´duit vis-a`-vis des me´thodes d’analyse LPV. Dans le cas de figure
ou` l’analyse LTI est concluante, des analyses LPV seront mises en œuvre pour comple´ter la
phase de validation.
8.1.1 µ-analyse
M(s)
Δ(s) 
w z
yu
Figure 8.1 Interconnexion M -∆
La µ-analyse (Doyle (1982)) est un puissant outil d’e´tude de la stabilite´ et des perfor-
mances robustes des syste`mes LTI. Elle est base´e sur le formalisme de la repre´sentation LFT
de la Figure 8.1. Dans cette repre´sentation, M(s) est le mode`le du syste`me nominal et ∆(s)
repre´sente l’ensemble des parame`tres incertains normalise´s, i.e. ||∆(s)||∞≤1, pour lesquels
on cherche a` e´valuer la stabilite´ et les performances du syste`me.
On de´compose M(s) de la fac¸on suivante :[
Y (z)
Z(s)
]
= M(s)
[
U(z)
W (s)
]
=
[
M11(s) M12(s)
M21(s) M22(s)
][
U(z)
W (s)
]
. (8.1)
La fonction de transfert de l’interconnexion M -∆ est alors donne´e sous la forme d’une LFT
supe´rieure :
Tzw(s) = Fu (M(s),∆(s)) = M22(s) +M21(s)∆(s) (I −M11(s)∆(s))−1M12(s). (8.2)
Rappelons que la valeur singulie`re structure´e (ssv) µ est de´finie comme suit (Doyle (1982)) :
µ∆(M) =
1
inf
∆∈∆
{σ(∆) / det(I −M∆) = 0} , (8.3)
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ou` ∆ est constitue´ de l’ensemble des matrices incertaines structure´es ∆ de norme H∞ in-
fe´rieure ou e´gale a` 1 et dont la structure est conforme a` celle obtenue lors de l’e´criture du
syste`me sous la forme de l’interconnexion M -∆ de la Figure 8.1.
8.1.1.1 Stabilite´ robuste
En supposant que le syste`me est nominalement stable, les incertitudes ne pourront intro-
duire des instabilite´s qu’a` travers le terme (I −M11(s)∆(s))−1. On cherche alors a` e´valuer
l’amplitude de la plus petite incertitude ∆ rendant l’interconnexion M -∆ a` la limite de l’in-
stabilite´, i.e. tel que (I −M11(s)∆(s))−1 pre´sente un poˆle imaginaire pur. Le the´ore`me est
alors le suivante :
The´ore`me 8.1 (Crite`re de stabilite´ robuste) Supposons que M(s) est stable. Le sys-
te`me de la Figure 8.1 est stable pour toute perturbation ∆ ∈ ∆ ve´rifiant ||∆||∞ ≤ β si et
seulement si :
sup
ω∈R+
µ∆(M11(jω)) < 1/β. (8.4)
8.1.1.2 Performances modales robustes
α 
ωc
-ωc
θ
1
2
Figure 8.2 Coˆne de performance Dα,ξ
La µ-analyse peut eˆtre mise a` profit afin d’e´tudier la robustesse des performances modales
des syste`mes incertains (Varga et al. (2011)). Conside´rons le domaine Dα,ξ du plan complexe
de´limite´ par les poˆles de partie re´elle infe´rieure a` −α et d’amortissement supe´rieur a` ξ illustre´
a` la Figure 8.2 ou` ξ = cos(θ). Supposons que le syste`me est nominalement Dα,ξ-stable. On
cherche alors a` de´terminer l’amplitude de la plus petite incertitude rendant le syste`me Dα,ξ-
instable. En d’autres termes, on cherche l’amplitude de la plus petite incertitude ∆ telle que
(I −M11(s)∆(s))−1 pre´sente un poˆle a` la frontie`re du domaine Dα,ξ.
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La nature de la frontie`re du domaine Dα,ξ conduit a` effectuer la µ-analyse en deux e´tapes,
afin de ve´rifier qu’aucun poˆle ne pre´sente :
– une partie re´elle e´gale a` −α sur le Segment 1 : s = −α + jω pour ω ≤ ωc ;
– un amortissement e´gal a` ξ sur le Segment 2 : s = jzω pour ω ≥ ωc.
ou` ωc = α
√
1/ξ2 − 1 et z = 1 + j/√1/ξ2 − 1. En notant (A,B,C,D) une repre´sentation
d’e´tat de M11(s), on obtient par translation et rotation du plan complexe que :
– segment 1 : M111(s) = M11(−α + s) dont une repre´sentation d’e´tat est donne´e par
(A+ αI,B,C,D) ;
– segment 2 : M211(s) = M11(zs) dont une repre´sentation d’e´tat est donne´e par
(A/z,B/
√
z, C/
√
z,D).
The´ore`me 8.2 (Performances modales robustes) Supposons que M(s) est Dα,ξ-stable.
Le syste`me de la Figure 8.1 est Dα,ξ-stable pour toute perturbation ∆ ∈∆ ve´rifiant ||∆||∞ ≤ β
si et seulement si :
max
[
sup
ω∈[0,ωc]
µ∆(M
1
11(jω)) , sup
ω∈[ωc,+∞[
µ∆(M
2
11(jω))
]
< 1/β. (8.5)
8.1.1.3 Performances fre´quentielles robustes
M(s)
 Δ(s)
         Δp(s)  
w z
yu ρ 
Figure 8.3 Interconnexion M -∆ pour l’analyse de performances robustes
La µ-analyse permet e´galement d’e´tudier la robustesse des performances H∞ du syste`me.
Pour cela, il suffit de reboucler les sorties re´gule´es z sur les entre´es exoge`nes w comme indique´
a` la Figure 8.3 ou` ρ est un re´el strictement positif et ∆p une matrice complexe quelconque
ve´rifiant ||∆p||∞≤1.
En notant ∆˜ l’ensemble des matrices de la forme ∆˜ = diag (∆,∆p) avec ∆ ∈∆ et ∆p matrice
123
complexe de norme H∞ infe´rieure ou e´gale a` 1, on a le re´sultat suivant :
sup
ω∈R+
µ∆˜(diag (I, ρI)M(jω)) < 1 =⇒ ∀∆∈B∆, ||Fu (M(s),∆)||∞≤1/ρ. (8.6)
8.1.2 Application et re´sultats
De manie`re a` prouver la stabilite´ du F-16 en boucle ferme´e sur l’ensemble de l’enveloppe de
vol, ∆ est non seulement constitue´ des parame`tres incertains, mais e´galement des parame`tres
de se´quencement que sont le nombre de Mach et l’altitude de vol :
∆ = diag (∆seq,∆masse,∆aero) , (8.7)
avec : 
∆seq = diag (∆MIM ,∆hIh)
∆masse = diag
(
∆mIm,∆∆xI∆x,∆IyIIy
)
∆aero = diag
(
∆ZαIZα ,∆ZqIZq ,∆ZδeIZδe ,∆MαIMα ,∆MqIMq ,∆MδeIMδe
)
ou` ∆M et ∆h sont les variables de se´quencement normalise´es, ∆mIm,...,∆Mδe sont les pa-
rame`tres incertains normalise´s et IM ,...,IMδe sont des matrices identite´ dont les dimensions
correspondent aux nombres d’occurrences des diffe´rents parame`tres. Le syste`me en boucle
ferme´e prend alors la forme de la Figure 8.4 ou` W est un filtre de ponde´ration de l’erreur de
suivi.
LFT
Avion
LFT
Contrôleur
LFT
Référence
Δseq
  Δseq
         Δaero
                 Δmasse
Δseq
W
w=Nzc
δec
Nz
q
Nz,ref e z+
-
Figure 8.4 Structure de l’interconnexion des LFT du syste`me en boucle ferme´e
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8.1.2.1 Obtention des mode`les LFT
Table des points d’équilibre pour 
les domaines discrétisés
Domaine de vol et domaine 
incertain discrétisés
Modélisation polynomiale des 
points d’équilibre
Représentation d’état incertaine exprimée comme fonction 
polynomiale des variables de séquencement et paramètres incertains
Modèle LFT
Choix du domaine de 
l’enveloppe de vol étudié
D=[M1,M2]x[h1,h2]
Choix des pas de discrétisation du 
domaine de vol et du domaine incertain
Calcul des points d’équilibre 
pour les domaine discrétisés
Choix de l’ordre des polynômes et modélisation des 
points d’équilibre via une méthode des moindres carrés
Définition des variables de séquencement 
et variables incertaines comme paramètres 
incertains via la fonction Matlab ureal 
Passage en argument de la 
fonction Matlab lftdata
Injection des points d’équilibre 
dans la représentation d’état
Remplacement des fonctions exponentielles et 
trigonométriques par leur développement limité
Figure 8.5 Proce´dure d’obtention du mode`le LFT pour la µ-analyse
La premie`re e´tape consiste a` mettre le syste`me sous la forme d’une LFT supe´rieure telle
que montre´e a` la Figure 8.1 avec un bloc ∆ normalise´ (8.7). La proce´dure utilise´e est illustre´e
a` la Figure 8.5 et est de´crite plus en de´tails ci-dessous.
1. Choix du sous-domaine de l’enveloppe de vol D = [M1,M2] × [h1, h2] pour lequel on
souhaite obtenir une mode´lisation sous forme LFT.
2. Discre´tisation du domaine de vol D et du domaine incertain constitue´ des parame`tres
de masse et de centrage (5.10).
3. Calcul des points d’e´quilibre associe´s aux deux domaines discre´tise´s.
4. A` partir des points d’e´quilibre ainsi obtenus, mise en place d’une mode´lisation des points
d’e´quilibre sous la forme de fonctions polynomiales des variables de se´quencement et des
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parame`tres incertains. Ceci est re´alise´ via une technique de minimisation des moindres
carre´s a` travers la fonction MATLAB lsqnonlin.
5. De´finition des variables de se´quencement et parame`tres incertains dans MATLAB via la
fonction ureal. Celle-ci permet de de´finir les diffe´rentes variables a` analyser durant la
µ-analyse et qui constituent le bloc incertain ∆. On spe´cifie ainsi le nom de la variable
incertaine, sa valeur nominale et ses variations.
6. Les points d’e´quilibre mode´lise´s sous forme polynomiale sont alors exprime´s en fonction
des variables incertaines de´crites au point pre´ce´dent et sont injecte´s dans la repre´sen-
tation d’e´tat du syste`me en boucle ferme´e. De manie`re a` obtenir une repre´sentation
d’e´tat incertaine dont la de´pendance vis-a`-vis des parame`tres incertains est polyno-
miale, les fonctions trigonome´triques, ainsi que les fonctions exponentielles intervenant
dans le mode`le de l’atmosphe`re, ont e´te´ remplace´es par leur de´veloppement limite´. Les
erreurs introduites par ces approximations ont e´te´ minimise´es en choisissant ade´quate-
ment l’ordre des de´veloppements limite´s et ont e´te´ prises en compte dans la µ-analyse
de par l’amplitude des incertitudes portant sur les coefficients ae´rodynamiques.
7. Finalement, le mode`le d’e´tat incertain est passe´ en argument de la fonction MATLAB
lftdata qui normalise les incertitudes et renvoie en sortie le mode`le M(s) et la structure
de ∆ de l’interconnexion M -∆. On obtient ainsi un mode`le LFT du syste`me valable
sur le sous-domaine D de l’enveloppe de vol.
Notons que de manie`re a` obtenir des LFT d’ordres re´duites, des algorithmes de simplification
alge´brique (Hecker et al. (2005); Hecker et Varga (2006)) ont e´te´ utilise´s a` travers l’activation
de l’option full en argument de la fonction ureal.
La proce´dure de´crite pre´ce´demment peut permettre d’obtenir un mode`le M(s) valable sur
l’ensemble de l’enveloppe de vol. Une telle approche conduit ne´anmoins a` devoir conside´rer
des polynoˆmes mode´lisant les points d’e´quilibre de l’avion dont le degre´ est e´leve´. Cela a
pour conse´quence d’accroˆıtre la dimension du bloc ∆ et donc la complexite´ du proble`me.
De manie`re a` e´viter l’explosion des temps de calcul lors de la µ-analyse, on pre´fe´rera donc
subdiviser l’enveloppe de vol en une multitude de petites re´gions sur lesquelles des polynoˆmes
d’ordre re´duit (ordre 1 ou 2) permettront de mode´liser convenablement les points d’e´quilibre.
Pour l’e´valuation de la stabilite´ et des performances modales robustes, la repre´sentation d’e´tat
(5.18) a e´te´ utilise´e. Les complexite´s des mode`les LFT ainsi obtenus sont donne´es dans le
Tableau 8.2. On y donne en fonction du degre´ des polynoˆmes utilise´s pour mode´liser les points
d’e´quilibre le nombre d’occurrences des diffe´rents parame`tres constituant ∆. Globalement,
les domaines de vol a` basses vitesses (zone 1 sur la Fig. 8.6) ont ne´cessite´ le recours a` des
polynoˆmes de degre´ 2 pour mode´liser δe,e et des polynoˆmes de degre´ 1 pour mode´liser αe.
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A` l’inverse, les domaines de vol a` hautes vitesses et basses altitudes (zone 2) ont ne´cessite´
respectivement des polynoˆmes de degre´ 1 et de degre´ 2. Les domaines de vol restant (zone 3)
ont ne´cessite´ quant a` eux des polynoˆmes de degre´ 1.
Tableau 8.2 Complexite´s des mode`les LFT pour l’analyse de stabilite´ robuste
αeq δe,eq ∆M ∆h ∆m ∆∆x ∆Iy ∆Zα ∆Zq ∆Zδe ∆Mα ∆Mq ∆Mδe
1 1 105 162 72 82 32 3 3 3 9 7 4
1 2 157 206 111 126 33 3 3 3 9 7 5
2 1 258 300 188 224 33 3 3 3 9 3 9
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Figure 8.6 De´coupage de l’enveloppe de vol en 3 parties a` des fins de mode´lisation des points
d’e´quilibre
8.1.2.2 Stabilite´ robuste
L’e´tude de stabilite´ robuste a e´te´ mene´e en subdivisant l’enveloppe de vol en 39 sous-
domaines. Pour chacun de ces sous-domaines, une µ-analyse a e´te´ re´alise´e et les courbes cor-
respondantes sont trace´es a` la Figure 8.7. La valeur maximale de µ est strictement infe´rieure
a` 0.51 et est limitant pour les vols a` basses vitesses. Le syste`me est donc stable sur l’ensemble
de l’enveloppe de vol pour toutes les configurations incertaines ve´rifiant ||∆||∞ ≤ 1.96. Cela
assure que l’avion est stable pour des variations :
– de la masse de ±1960 kg ;
– du centrage de ±8.52% ;
– du moment d’inertie Iy de ±19.6% ;
– des coefficients ae´rodynamiques de ±19.6%.
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Figure 8.7 µ-analyse : re´sultat pour la stabilite´ robuste sur l’ensemble de l’enveloppe de vol
Il est a` noter que les re´sultats obtenus sont conservateurs, re´sultant de l’inclusion des va-
riables de se´quencement dans le bloc d’incertitudes ∆. En effet, pour chaque sous-domaine
de l’enveloppe de vol teste´, rien n’indique que la plus petite perturbation de´stabilisant le
syste`me se situe ou non dans ce sous-domaine, a` l’exte´rieur duquel la mode´lisation des points
d’e´quilibre n’est plus valide. De plus, les marges de stabilite´ limitantes ont e´te´ obtenues pour
les basses vitesses de l’enveloppe de vol. De ce fait, rien n’assure que la plus petite perturba-
tion ∆ de´tecte´e par la µ-analyse venant de´stabiliser le syste`me n’est pas telle que la condition
de vol se situe a` l’exte´rieur de l’enveloppe de vol.
8.1.2.3 Performances modales robustes
L’e´tude de la robustesse des performances modales a e´te´ mise en œuvre pour α = 0.5 et
ξ = 0.3. A` cette fin, l’enveloppe de vol a une nouvelle fois e´te´ subdivise´e en 39 sous-domaines.
Pour chacun d’entre eux, une µ-analyse a e´te´ re´alise´e et les courbes correspondantes sont
trace´es a` la Figure 8.8. La valeur maximale de µ est strictement infe´rieure a` 0.87 et est a`
nouveau limitante pour les vols a` basses vitesses. Ce re´sultat garantit que meˆme pour les
configurations incertaines les plus de´favorables, l’amortissement des poˆles demeure supe´rieur
a` 0.3 et les constantes de temps infe´rieures a` 2.0 s sur l’ensemble de l’enveloppe de vol.
Une seconde µ-analyse a e´te´ mise en œuvre pour α = 1 et ξ = 0.4. L’analyse est positive pour
la partie infe´rieure de l’enveloppe de vol de´crite a` la Figure 8.9(a). Les re´sultats associe´s a`
cette zone sont trace´s a` la Figure 8.9(b). Ce re´sultat garantit donc que sur la moitie´ infe´rieure
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droite de l’enveloppe de vol, meˆme pour les configurations incertaines les plus de´favorables,
l’amortissement des poˆles demeure supe´rieur a` 0.4 et les constantes de temps infe´rieures a`
1.0 s. L’analyse des re´sultats a montre´ que l’amortissement de 0.4 est garanti sur l’ensemble de
l’enveloppe de vol a` l’exception des vols aux dessus de 9000 m et pour des vitesses supe´rieures a`
0.8 M. Le facteur limitant dans les performances de la partie supe´rieure gauche de l’enveloppe
de vol est donc la constante de temps des poˆles dominants.
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Figure 8.8 µ-analyse : re´sultat pour la stabilite´ robuste des performances modales pour α =
0.5 et ξ = 0.3
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(a) Domaine de l’enveloppe de vol pour laquelle
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(b) Re´sultat des µ-analyses
Figure 8.9 µ-analyse : re´sultat pour la stabilite´ robuste des performances modales pour α = 1
et ξ = 0.4
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8.1.2.4 Poursuite robuste
On cherche a` e´valuer les performances en poursuite du syste`me en boucle ferme´e, en de´pit
des incertitudes portant sur les parame`tres de masse et les coefficients ae´rodynamiques. Le
crite`re de la phase de synthe`se (7.3) est ici repris en normalisant le filtre passe-bas W =
W1/15, de telle sorte que son gain pour les basses et moyennes fre´quences soit proche de 1.
On cherche alors a` trouver la plus petite constante 1/ρ telle que sur l’ensemble de l’enveloppe
de vol et pour toutes les incertitudes admissibles :
||W (Gref − Tn)||∞≤1/ρ.
L’enveloppe de vol est une nouvelle fois de´compose´e en 39 sous-domaines sur chacun des-
quels une µ-analyse a e´te´ re´alise´e pour 1/ρ = 0.45. Les re´sultats obtenus sont donne´s a` la
Figure 8.10. Ces derniers indiquent qu’en de´pit des incertitudes portant sur les parame`tres
de masse et coefficients ae´rodynamiques, le controˆleur assure une performance en poursuite
dont le gain est infe´rieur a` 0.45.
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Figure 8.10 µ-analyse : re´sultat de la performance en poursuite pour 1/ρ = 0.45
8.2 Robustesse LPV
Bien que concluante, l’analyse LTI ne permet pas de garantir avec certitude la stabilite´
et les performances du syste`me en boucle ferme´e dans le cadre d’une imple´mentation temps
re´elle de la loi de commande du facteur de charge. En effet, bien que lentement variant dans
le temps, la condition de vol ne peut eˆtre rigoureusement conside´re´e comme constante. D’une
part, la vitesse de vol est sujette a` de lentes variations dans le temps, notamment lors des
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phases d’acce´le´ration de l’avion. D’autre part, l’altitude de vol est amene´e a` changer au cours
des manœuvres. Une analyse portant sur la robustesse du syste`me de commande quant aux
variations de la condition de vol doit donc eˆtre mene´e. De plus, les parame`tres de masse et
de centrage sont e´galement lentement variant dans le temps de par la consommation et les
transferts de ke´rose`ne au cours du vol. Ils peuvent e´galement varier brutalement lorsque l’on
conside`re des ope´rations de type largage de mate´riel. L’impact de ces variations doit eˆtre
e´tudie´e de manie`re a` prouver la stabilite´ et les performances de l’avion en boucle ferme´e pour
des conditions re´elles d’utilisation. Pour ces raisons, le syste`me en boucle ferme´e est de´sormais
vu comme un syste`me LPV dont les diffe´rents parame`tres e´voluent dans le temps. En plus de
la stabilite´ robuste du syste`me LPV, on cherchera e´galement a` en e´tudier les performances
robustes en poursuite. Pour cela, l’approche retenue est celle dite des IQC, puissant outil
d’analyse robuste permettant de traiter les parame`tres incertains et variant dans le temps,
les non line´arite´s, les retards... Tout comme dans l’analyse LTI, les plages de variations des
parame`tres incertains sont liste´es dans le Tableau 8.1.
8.2.1 Revue the´orique sur les IQC
On pre´sente brie`vement dans cette partie le formalisme des IQC et les proble`mes d’analyse
qu’ils permettent de re´soudre. L’ensemble de cette section est largement inspire´e de l’article
de Megretski et Rantzer (1997) et du document de cours de Jo¨nsson (2001).
8.2.1.1 Notations
On introduit classiquement RL∞ l’ensemble des fonctions scalaires, rationnelles et propres
a` coefficients re´els. Son sous-ensemble constitue´ des fonctions ne pre´sentant aucun poˆle a`
partie re´elle positive ou nulle est note´e RH∞. On note RLn×m∞ l’ensemble des matrices n×m
dont les coefficients sont des e´le´ments de RL∞. On de´finit de manie`re analogue RHn×m∞ .
On introduit e´galement l’ensemble Ll2[0,+∞[ des fonctions f : [0,+∞[→ Rl de carre´ inte´-
grable :
||f ||22 =
∫ +∞
0
|f(t)|2 dt < +∞,
ou` |f |2 = f>f . On note plus ge´ne´ralement Ll2e[0,+∞[ l’ensemble des fonctions de carre´
inte´grable sur tout intervalle I ⊂ [0,+∞[ de longueur fini. L’espace vectoriel Ll2[0,+∞[ est
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un espace de Hilbert pour le produit scalaire :
〈., .〉 : Ll2[0,+∞[×Ll2[0,+∞[ → R
(f, g) →
∫ ∞
0
f(t)>g(t)dt
.
Par le the´ore`me de Parseval, on obtient :
∀f, g ∈ Ll2[0,+∞[, 〈f, g〉 =
1
2pi
∫ ∞
−∞
fˆ(jω)∗gˆ(jω)dω,
ou` l’on rappelle que fˆ est la transforme´e de Fourier de f qui est de´finie comme suit :
fˆ(jω) =
∫ +∞
0
e−jωtf(t)dt.
Un ope´rateur se de´finit comme e´tant une fonction F : Ll2e[0,+∞[→ Lm2e[0,+∞[ dont le gain
est donne´ par :
||F || = sup{||F (f)||2 / ||f ||2 : f ∈ Ll2e[0,+∞[, f 6= 0} .
On de´finit l’ope´rateur dit de projection sur le passe´ PT , qui laisse la fonction en argument
inchange´e sur l’intervalle [0, T ] et donne la valeur 0 sur ]T,+∞[. Un ope´rateur F est alors
dit causal si pour tout T > 0, PTF = PTFPT .
8.2.1.2 De´finition d’une IQC
Une IQC prend la forme d’une ine´galite´ permettant de repre´senter l’interaction qui existe
entre deux signaux e´voluant au sein d’un syste`me dynamique. Plus pre´cise´ment, deux signaux
v ∈ Ll2[0,+∞[ et w ∈ Lm2 [0,+∞[ satisfont l’IQC de´finie par le multiplicateur Π si :
σΠ(v, w) =
∫ +∞
−∞
[
vˆ(jω)
wˆ(jω)
]∗
Π(jω)
[
vˆ(jω)
wˆ(jω)
]
dω ≥ 0, (8.8)
ou` Π : jR → C(l+m)×(l+m) est une matrice hermitienne mesurable quelconque. Notons ne´an-
moins que dans la majorite´ des cas pratiques, il est ge´ne´ralement suffisant d’avoir recours a`
des fonctions de transfert rationnelles qui sont borne´es sur l’axe des imaginaires.
L’approche IQC constitue un puissant outil dans l’analyse des syste`mes permettant de re-
pre´senter l’interaction entre diffe´rents signaux. Par exemple, la saturation w = sat(v) est
telle que les signaux v et w satisfont l’IQC (8.8) pour le multiplicateur Π = diag[1,−1]. De
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manie`re ge´ne´rale, on dit qu’un ope´rateur ∆ : Ll2e[0,+∞[→ Lm2e[0,+∞[ dont la norme est
finie satisfait l’IQC de´finie par le multiplicateur Π si la relation (8.8) est ve´rifie´e pour tout
w = ∆(v) ou` v ∈ Ll2[0,+∞[. On note alors ∆ ∈ IQC(Π). On trouve dans la litte´rature
des multiplicateurs permettant de mode´liser une multitude d’interactions entre des signaux
(Megretski et Rantzer (1997)). Une liste non exhaustive en est donne´e ci-dessous :
– multiplication par un scalaire re´el, stationnaire et incertain ;
– ope´rateur line´aire stationnaire et incertain ;
– multiplication par un scalaire re´el variant sans limite de vitesse dans le temps ;
– multiplication par un scalaire re´el variant lentement dans le temps ;
– mode´lisation d’un retard ;
– multiplication par des oscillations harmoniques ;
– multiplication dans le domaine temporel par une matrice mesurable e´voluant dans un
polytope ;
– mode´lisation des non line´arite´s lie´es aux saturations et zones mortes ;
– mode´lisation de phe´nome`nes non line´aires ve´rifiant certaines conditions d’enveloppe.
8.2.1.3 Stabilite´ et IQC
G(s)
Δ 
we
v f
Figure 8.11 Interconnexion pour l’analyse de stabilite´ dans le cadre des IQC
L’analyse du syste`me via le formalisme IQC ne´cessite sa reformulation sous la forme de
l’interconnexion de la Figure 8.11 et dont les e´quations alge´briques sont les suivantes :{
v = Gw + f
w = ∆(v) + e
, (8.9)
ou` f ∈ Ll2e[0,+∞[ et e ∈ Lm2e[0,+∞[ sont des bruits dits d’interconnexion et ou` G et ∆ sont
deux ope´rateurs causaux ope´rant respectivement sur Lm2e[0,+∞[ et Ll2e[0,+∞[. G est suppose´
eˆtre un ope´rateur line´aire stationnaire de fonction de transfert G(s) ∈ RHl×m∞ . On suppose
e´galement que l’ope´rateur ∆ est borne´.
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Par de´finition, l’interconnexion G-∆ de la Figure 8.11 est bien pose´e si la fonction :
Ll+m2e [0,+∞[ → Lm+l2e [0,+∞[
(v, w) → (e, f) ,
posse`de un inverse causal sur Ll+m2e [0,+∞[. De plus, l’interconnexion est dite stable si cet
inverse est borne´, i.e. s’il existe une constante C > 0 tel que pour toute solution de (8.9)
ve´rifie :
∀T > 0,
∫ T
0
(|v|2 + |w|2) dt≤C ∫ T
0
(|f |2 + |e|2) dt. (8.10)
Il est a` noter que dans la majorite´ des applications pratiques, l’interconnexion G-∆ est bien
pose´e si et seulement si l’e´quation diffe´rentielle sous-jacente admet une solution unique et
continue. De plus, il peut eˆtre montre´ que de par les hypothe`ses portant sur G et ∆, l’in-
terconnexion est stable si et seulement si (I − G∆)−1 est un ope´rateur causal borne´ sur
Ll2[0,+∞[. Le the´ore`me de stabilite´ robuste est alors le suivant (Megretski et Rantzer (1997),
page 821, The´ore`me 1) :
The´ore`me 8.3 (Stabilite´ robuste) Soit G(s) ∈ RHl×m∞ et soit ∆ un ope´rateur causal
borne´. L’interconnexion G-∆ est stable si les conditions suivantes sont re´unies :
1. pour tout τ ∈ [0, 1], l’interconnexion G− τ∆ est bien pose´e ;
2. pour tout τ ∈ [0, 1], l’IQC de´finie par le multiplicateur Π est satisfaite par τ∆ :
∀τ ∈ [0, 1], τ∆ ∈ IQC(Π) ;
3. il existe un  > 0 tel que :
∀ω ∈ R,
[
G(jω)
I
]∗
Π(jω)
[
G(jω)
I
]
≤ −I. (8.11)
Notons que dans la majorite´ des applications pratiques, le multiplicateur Π est choisi de telle
sorte que :
Π =
[
Π11 Π12
Π∗12 Π22
]
,
avec Π11 ≥ 0 et Π22 ≤ 0 1. Ainsi, la condition 2 du the´ore`me de stabilite´ robuste est ve´rifie´e
de`s lors que ∆ ∈ IQC(Π).
1. Par de´finition, un ope´rateur Ψ : Ll2e[0,+∞[→ Ll2e[0,+∞[ est positif, note´ Ψ ≥ 0, si et seulement si
∀f ∈ Ll2e[0,+∞[, 〈Ψ(f), f〉 ≥ 0. On dit que Ψ est ne´gatif, note´ Ψ ≤ 0, si et seulement si −Ψ est positif.
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Notons e´galement que si un ope´rateur incertain ∆ satisfait plusieurs IQC de´finies par des
multiplicateurs note´s Π1, . . . ,Πn, une condition suffisante assurant la stabilite´ du syste`me est
l’existence de n re´els positifs γ1, . . . , γn ≥ 0 tels que (8.11) soit ve´rifie´ par Π = γ1Π1 + . . . +
γnΠn. Cette approche permet de re´duire le conservatisme du the´ore`me de stabilite´ robuste
(Varga et al. (2011)) en remplac¸ant la condition 3 de ce dernier par :
∃ε > 0, ∃γ1, . . . , γn ≥ 0 / ∀ω ∈ R,
[
G(jω)
I
]∗ n∑
i=1
γiΠi(jω)
[
G(jω)
I
]
≤ −I. (8.12)
8.2.1.4 Performances et IQC
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Figure 8.12 Interconnexion pour l’e´tude des performances via les IQC
Conside´rons a` pre´sent le syste`me de la Figure 8.12 dont les e´quations sont donne´es ci-
dessous : 
[
z
v
]
= G(s)
[
e
w
]
w = ∆(v)
. (8.13)
Supposons que G ∈ RHm+q×m+q∞ et que ∆ est un ope´rateur causal et borne´. Supposons de
plus que le signal d’entre´e e est astreint a` appartenir a` un sous-ensemble E ⊂ Lq2[0,∞[ (par
exemple un ensemble de fonctions ve´rifiant un certain gabarit fre´quentiel). On cherche alors
a` ve´rifier que le syste`me en boucle ferme´e satisfait certains crite`res de performance. L’une
des performances les plus courantes concerne la mesure de la norme induite L2 prise entre
le signal d’entre´e e et le signal de sortie z. Cette performance peut eˆtre e´value´e a` travers la
conside´ration de l’IQC suivante :
σP (z, e) =
∫ +∞
0
(|z(t)|2 − γ2|e(t)|2) dt ≤ 0. (8.14)
Par de´finition, le syste`me (8.13) rencontre la performance robuste de´finie par l’IQC σP pour
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des signaux d’entre´e e ∈ E si :
1. l’interconnexion G-∆ est stable ;
2. σP (z, e) ≤ 0 pour tout z = Fl(G,∆)e, e ∈ E .
Afin d’e´noncer le the´ore`me de performance robuste permettant d’assurer la stabilite´ et les
performances du syste`me (Jo¨nsson (2001), page 40, Proposition 6), on conside`re :
– un multiplicateur Ψ permettant de caracte´riser les signaux d’entre´e via l’IQC :
∀e ∈ E , σΨ(e) =
∫ +∞
−∞
eˆ(jω)∗Ψ(jω)eˆ(jω)dω ≥ 0 ; (8.15)
– un multiplicateur Π dont l’IQC est satisfaite par l’ope´rateur ∆ et tel que :
Π =
[
Π11 Π12
Π∗12 Π22
]
. (8.16)
The´ore`me 8.4 (Performance robuste) Supposons que E ve´rifie l’IQC de´finie par le mul-
tiplicateur Ψ (8.15) et que l’ope´rateur ∆ ve´rifie l’IQC de´finie par le multiplicateur Π. Sup-
posons de plus que Π est partitionne´ suivant la structure (8.16). Le syste`me (8.13) est stable
et rencontre la performance robuste de gain L2 γ si :
1. pour tout τ ∈ [0, 1], l’interconnexion G− τ∆ est bien pose´e ;
2. pour tout τ ∈ [0, 1], l’IQC de´finie par le multiplicateur Π est satisfaite par τ∆ :
∀τ ∈ [0, 1], τ∆ ∈ IQC(Π) ;
3. l’ine´galite´ matricielle suivante est ve´rifie´e :
∀ω ∈ R+,
[
G(jω)
I
]∗ 
I 0 0 0
0 Π11(jω) 0 Π12(jω)
0 0 −γ2I + Ψ(jω) 0
0 Π∗12(jω) 0 Π22(jω)

[
G(jω)
I
]
< 0. (8.17)
8.2.1.5 Lien entre IQC et LMI
De manie`re a` assurer la stabilite´ et la performance robuste du syste`me en boucle ferme´e,
il faut donc que l’ine´galite´ matricielle (8.17) soit ve´rifie´e pour tout ω ∈ R+. Le proble`me
ainsi formule´ est de dimension infinie. Il est ne´anmoins possible de le ramener a` un simple
proble`me de re´solution d’une LMI via le lemme Kalman-Yakubovich-Popov (KYP), que l’on
rappelle ci-dessous (Rantzer (1996), page 7, The´ore`me 1).
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Lemme 8.5 (Lemme KYP) Soient A ∈ Rn×n, B ∈ Rn×m et M = M> ∈ Rn+m×n+m telles
que la condition det(jωI−A) 6= 0 soit ve´rifie´e pour tout ω ∈ R. Les deux conditions suivantes
sont alors e´quivalentes.
1.
∀ω ∈ R,
[
(jωI − A)−1B
I
]∗
M
[
(jωI − A)−1B
I
]
< 0.
2. Il existe une matrice P = P> ∈ Rn×n telle que :[
ATP + PA PB
BTP 0
]
+M < 0.
Revenons a` la troisie`me condition du the´ore`me de stabilite´ robuste (8.17). Celle-ci prend la
forme suivante :
∀ω ∈ R+,
[
G(jω)
I
]∗
Π(jω)
[
G(jω)
I
]
< 0.
Le choix de re´alisations approprie´es de G et Π aboutit a` l’e´galite´ matricielle suivante :
∀ω ∈ R+,
[
G(jω)
I
]∗
Π(jω)
[
G(jω)
I
]
=
[
(jωI − A)−1B
I
]∗
M
[
(jωI − A)−1B
I
]
.
D’apre`s le lemme KYP, la condition 3 du the´ore`me de stabilite´ robuste est donc e´quivalente
a` l’existent d’une matrice P = P> ∈ Rn×n telle que :[
ATP + PA PB
BTP 0
]
+M < 0. (8.18)
Ce re´sultat permet donc de ramener la re´solution du proble`me de stabilite´ robuste d’un
proble`me de dimension infini a` la re´solution d’une simple LMI.
8.2.2 «Toolbox» IQCβ
Les analyses par IQC ont e´te´ mises en œuvre dans l’IQCβ toolbox 2 de MATLAB (Jo¨nsson
et al. (2004, 2013)).
8.2.2.1 Principe de fonctionnement
Cette toolbox permet, a` des fins d’analyses, de tenir compte dans la mode´lisation du
syste`me de phe´nome`nes tels que des parame`tres variant dans le temps, des retards, des
2. Te´le´chargeable a` l’adresse web : http://www.math.kth.se/~uj/5B5744/5B5744.html.
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matrices e´voluant dans un polytope... Pour cela, deux approches sont propose´es. La premie`re
approche repose sur l’environnement Simulink via l’apport par la toolbox IQCβ de blocs
spe´cifiques supple´mentaires. La seconde approche permet de de´finir directement en ligne de
commande les interactions entre les diffe´rents signaux via le recours a` des fonctions incluses
dans la toolbox IQCβ. Une fois le syste`me mode´lise´, diverses fonctions sont disponibles afin
d’en extraire certaines caracte´ristiques. Mentionnons par exemple l’existence de la fonction
iqc_gain_tbx qui permet de calculer un majorant de la norme induite L2 entre un signal
d’entre´e e et un signal de sortie z a` travers la re´solution d’une ou plusieurs LMI. Si le
programme re´ussit avec succe`s a` re´soudre le proble`me, un majorant du gain γ est renvoye´
en sortie, assurant par la meˆme occasion que le syste`me est stable. Dans le cas contraire, la
fonction renvoie un ensemble vide, traduisant le fait que le programme n’a pas pu re´soudre
le proble`me. Deux cas de figure sont alors possibles : soit le syste`me est instable, soit les IQC
utilise´es dans l’analyse ne permettent pas de conclure.
8.2.2.2 Exemple de mise en œuvre
Afin d’illustrer le principe de fonctionnement de la toolbox sur un exemple simple, revenons
au proble`me du controˆle d’un moteur a` courant continu de la Sous-Section 6.2.3. Supposons
que le syste`me est soumis a` de fortes variations de tempe´rature, dont le principal impact est
de rendre la valeur de la re´sistance Ra lentement variable dans le temps. On cherche a` ve´rifier
que le syste`me en boucle ferme´e demeure stable en de´pit des variations de tempe´rature et
que les performances en poursuite sont toujours rencontre´es.
Kp+Ki/s Km
θr
1/JvLa 1/s 1/s 1/s
θ
Gref W
e
θdotθdot2θdot3
Ra,0
ΔRa
Jv
KmKc
u1 u2
uc1
uc2
Va+
-
+
- -
+
+
+
-
w
u3
Figure 8.13 De´composition du mode`le du moteur en boucle ferme´e pour l’analyse IQC
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On de´compose la valeur de la re´sistance comme suit : Ra = Ra,0 + ∆Ra, ou` Ra,0 = 1 Ω
est la valeur nominale et |∆Ra| ≤ 0.25 Ω repre´sente l’incertitude autour de Ra,0, incertitude
variable dans le temps. Cette de´composition est prise en compte au niveau du mode`le a` la
Figure 8.13, diagramme utilise´ par la suite comme re´fe´rence pour de´finir les diffe´rents signaux
et leurs interactions. La mise en œuvre de la toolbox IQCβ en ligne de commande est de´crite
ci-dessous.
1. De´finition des constantes du proble`me.
Jv=0.1; Km=0.5; Kc=0.5; Ra=1; La=0.01;
2. De´finition de la fonction de re´fe´rence Gref et du filtre de ponde´ration W .
s=zpk(’s’);
Gref=4/(s^2+2*sqrt(2)*s+4);
W=10*10/(s+10);
3. Initialisation de l’environnement IQC.
abst_init_iqc
4. De´finition des signaux e´le´mentaires, i.e. des signaux du syste`me ne pouvant pas se
de´duire des autres signaux via des relations alge´briques. Typiquement, ces signaux
constituent les entre´es du syste`me.
theta_r=signal;
5. De´finition des signaux pseudo-e´le´mentaires. Ces signaux ne sont pas des signaux e´le´-
mentaires mais sont introduits de manie`re a` faciliter la description des interactions
entre les diffe´rents signaux. Typiquement, ces signaux correspondent aux boucles de
re´troaction.
u_1=signal;
u_2=signal;
u_3=signal;
6. Ouverture de la boucle au niveau des parame`tres sur lesquels porte l’analyse IQC et
introduction des signaux de sortie de ces blocs.
w=signal;
7. De´finition des signaux se de´duisant alge´briquement des autres.
Va=(Kp+Ki/s)*(theta_r-u_3);
theta_dot_3=1/(Jv*La)*(Km*Va-u_1-u_2);
theta_dot_2=1/s*theta_dot_3;
theta_dot=1/s*theta_dot_2;
theta=1/s*theta_dot;
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e=W*(Gref*theta_r-theta);
uc_1=Km*Kc*theta_dot;
uc_2=Jv*(w+Ra0*theta_dot_2);
8. Identification des signaux de rebouclage. On de´clare que des signaux sont e´gaux avec
le symbole ==.
u_1==uc_1;
u_2==uc_2;
u_3==theta;
9. De´finition de l’IQC portant sur la parame`tre ∆Ra.
– Vitesses de variation illimite´es.
Delta_Ra_max=0.25;
w==iqc_tvscalar(theta_dot_2,Delta_Ra_max);
– Vitesses de variation limite´es. Dans cet exemple
∣∣∣R˙a∣∣∣ ≤ 0.1 Ω/s.
Delta_Ra_max=0.25;
Speed_Ra=0.1;
a=[1 3 5]; %Parame`tre venant ajuster le multiplicateur Π utilise´ dans l’analyse.
w==iqc_slowtv(theta_dot_2,Speed_Ra,a,Delta_Ra);
10. La description du syste`me e´tant maintenant comple`te, on cherche a obtenir le gain entre
l’entre´e θr et la sortie e.
gain=iqc_gain_tbx(theta_r,e)
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Figure 8.14 Moteur DC : gain de la performance en poursuite pour une re´sistance variant
dans le temps
Les re´sultats ainsi obtenus sont illustre´s a` travers la Figure 8.14. Notons premie`rement que
pour une re´sistance dont la valeur est incertaine mais stationnaire, le gain de la performance
en poursuite est le´ge`rement infe´rieur a` 2.1, re´sultat a` comparer au 0.71 obtenu lors de la
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synthe`se sur le syste`me nominal. Notons ici que ces re´sultats sont obtenus avec un filtre
de ponde´ration W dont le gain aux basses fre´quences est de 10. Lorsque l’on conside`re des
vitesses de variation illimite´es de la valeur de la re´sistance Ra, on obtient que le syste`me
demeure stable avec un gain proche de 2.7. Ce gain est atteint de`s lors que l’on conside`re des
vitesses de variation de l’ordre de 0.9 Ω/s.
8.2.3 Application et re´sultats
On cherche a` e´valuer l’impact des variations temporelles de la condition de vol et des
parame`tres de masse et de centrage sur la stabilite´ et la performance en poursuite du syste`me
en boucle ferme´e. La performance en poursuite est e´value´e en comparant la re´ponse du
syste`me en boucle ferme´e a` celle du mode`le de re´fe´rence Gref (7.1) dont la pulsation naturelle
ωn,ref est donne´e par (7.10). Tout comme lors de la phase de synthe`se, la performance en
poursuite est e´value´e pour les basses et moyennes fre´quences via la ponde´ration :
W =
(
5
s+ 5
)2
.
8.2.3.1 Parame`tres de masse et de centrage variant dans le temps
LFT
Avion
Contrôleur
Modèle de 
Référence
Δmasse
W
w=Nzc
δec
Nz
q
Nz,ref e z+
-
Figure 8.15 Structure de l’interconnexion du syste`me en boucle ferme´e pour des variations
de masse et de centrage
On cherche premie`rement, pour une condition de vol donne´e, a` e´valuer l’impact de la
variation des parame`tres de masse et de centrage sur la stabilite´ et la performance en pour-
suite. Le syste`me ainsi e´tudie´ prend alors la forme de la Figure 8.15. Le premier cas de
figure concerne des variations lentes des parame`tres de masse et de centrage au cours du
temps, correspondant a` la consommation de ke´rose`ne au cours du vol et a` son transfert entre
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les diffe´rentes cuves de l’avion. Le deuxie`me cas de figure concerne des variations rapides
des parame`tres de masse et de centrage, correspondant a` une ope´ration de type largage de
mate´riel.
La proce´dure utilise´e pour mettre en place l’analyse est de´crite ci-dessous.
1. Discre´tisation du domaine incertain constitue´ des parame`tres de masse et de centrage.
2. Pour une condition de vol donne´e, calcul des points d’e´quilibre associe´s a` chacun des
points du domaine incertain discre´tise´.
3. Injection des points d’e´quilibre dans le calcul des coefficients ae´rodynamiques. Ces der-
niers sont alors mode´lise´s sous la forme de fonctions polynomiales des parame`tres in-
certains via une minimisation des moindres carre´s a` travers la fonction lsqnonlin de
MATLAB.
4. De´finition des parame`tres incertains via l’environnement ureal de MATLAB.
5. E´laboration de la repre´sentation d’e´tat incertaine de la dynamique de l’avion. Les fonc-
tions trigonome´triques et exponentielles dont l’argument est fonction des parame`tres
de masse et de centrage sont remplace´es par leur de´veloppement limite´. On obtient
ainsi une repre´sentation incertaine dont la de´pendance est polynomiale vis-a`-vis des
parame`tres de masse et de centrage. Ce mode`le incertain est passe´ en argument de la
fonction lftdata afin d’obtenir le syste`me LPV sous forme d’une LFT supe´rieure de
manie`re a` sortir le bloc d’incertitudes.
6. De´composition des matrices de la repre´sentation LFT afin de pouvoir de´finir les relations
alge´briques entre les diffe´rents signaux.
7. Chargement de l’environnement IQC de la toolbox IQCβ.
8. De´finition des signaux e´le´mentaires et leurs relations alge´briques.
9. De´finition des parame`tres de masse variant dans le temps via les fonctions iqc_tvscalar
et/ou iqc_slowtv.
10. Utilisation de la commande iqc_gain_tbx pour obtenir le gain de la performance en
poursuite.
Il est a` noter que contrairement a` l’approche utilise´e pour la µ-analyse, on mode´lise ici direc-
tement les coefficients ae´rodynamiques par des fonctions polynomiales (au lieu de mode´liser
les points d’e´quilibre pour ensuite les injecter dans les coefficients ae´rodynamiques). On re´-
duit de cette manie`re la complexite´ du proble`me en re´duisant le degre´ des polynoˆmes utilise´s
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dans la mode´lisation. Cela permet d’aboutir a` la re´solution de LMI dont le nombre de va-
riables de de´cision est compris entre 4000 et 6000, contre plus de 20000 pour une approche
telle qu’utilise´e pour la µ-analyse.
Notons e´galement que plusieurs approches sont possibles pour de´finir le syste`me. Il est par
exemple possible de mettre l’ensemble du syste`me LPV sous forme LFT (mode`le de l’avion
+ mode`le de l’actionneur + controˆleur + mode`le de re´fe´rence + ponde´ration). L’approche ici
privile´gie´e, e´tant donne´ que seul le mode`le de l’avion de´pend des parame`tres de masse et de
centrage, est de mettre sous forme LFT uniquement le mode`le de la dynamique de l’avion.
Les autres composantes du syste`me en boucle ferme´e sont alors de´finies via des fonctions
de transfert. Finalement, l’interconnexion entre les diffe´rents e´le´ments est effectue´e via des
e´quations alge´briques dans l’environnement IQC de la toolbox IQCβ. Des tests ont montre´
que la seconde approche permet d’obtenir des LMI dont le nombre de variables de de´cision
est moindre comparativement a` la premie`re approche.
L’impact de rapides variations de la masse m, de la position longitudinale du centre de gravite´
∆x et du moment d’inertie Iy, a e´te´ teste´ pour 40 conditions de vol re´parties de manie`re
uniforme sur l’ensemble de l’enveloppe de vol. Pour chacune des 10 altitudes allant de 1000 m
a` 10000 m, 4 vitesses uniforme´ment re´parties M1 < M2 < M3 < M4 sont conside´re´es. Les
re´sultats obtenus sont donne´s dans le Tableau 8.3 et sont a` comparer au 0.1053 obtenu lors
de la phase de synthe`se 3.
Tableau 8.3 Gains de la performance en poursuite lorsque les parame`tres de masse et de
centrage varient rapidement dans le temps
PPPPPPPPPh (km)
VT M1 M2 M3 M4
1 0.1674 0.1594 0.1755 0.2001
2 0.1643 0.1609 0.1788 0.1913
3 0.1655 0.1590 0.1783 0.1827
4 0.1669 0.1582 0.1726 0.1738
5 0.1674 0.1597 0.1697 0.1697
6 0.1706 0.1628 0.1665 0.1659
7 0.1754 0.1668 0.1671 0.1651
8 0.1792 0.1711 0.1693 0.1655
9 0.1813 0.1752 0.1721 0.1670
10 0.1871 0.1793 0.1757 0.1702
3. Gain final de 1.58 lors de la synthe`se avec une ponde´ration W1 de gain 15. On obtient donc pour la
performance en poursuite de gain 1.58/15 = 0.1053.
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Le syste`me est stable pour l’ensemble des conditions de vol teste´es avec une performance en
poursuite allant de 0.1582 a` 0.2001. Bien que les variations rapides des parame`tres de masse
et de centrage de´gradent significativement la performance du syste`me en boucle ferme´e, cette
dernie`re demeure satisfaisante. Notons de plus qu’une variation rapide des parame`tres de
masse et de centrage ne peut se traduire physiquement que par un largage de mate´riel. Ce
phe´nome`ne ne se produisant que sur un laps de temps tre`s court, l’avion ne peut eˆtre sujet
a` de rapides variations de masse et de centrage que sur de courtes pe´riodes de temps. Cet
aspect n’est pas pris en compte dans l’analyse pre´ce´dente.
L’impact de la vitesse de variation des diffe´rents parame`tres de masse sur la performance
en poursuite a e´te´ e´tudie´e sur quelques exemples. La Figure 8.16 montre l’impact de la
vitesse de variation de la masse de l’avion sur le gain de la performance en poursuite pour
l’exemple de deux conditions de vol particulie`res. L’impact de la vitesse de variation de la
position longitudinale du centre de gravite´ est quant a` lui illustre´ sur la Figure 8.17. Pour
un fonctionnement normal de l’avion, les vitesses de variation de la masse et du centrage
sont si faibles que le gain de la performance en poursuite est sensiblement le meˆme que
celui du syste`me LTI. Les performances pour des vitesses de variation illimite´es sont quant
a` elles ge´ne´ralement atteintes pour des vitesses de variation tre`s importantes des parame`tres
de masse et de centrage, meˆme si ces valeurs peuvent de´pendre significativement du point
de vol. La Figure 8.17 illustre bien ce phe´nome`ne. Alors que pour la condition de vol (VT =
0.7 M, h = 5000 m) les performances en vitesses de variation illimite´es sont atteintes pour une
vitesse de variation de la position longitudinale du centre de gravite´ de l’ordre de 0.7 m/s, la
condition de vol (VT = 0.6 M, h = 10000 m) rencontre ces performances pour une vitesse de
variation de l’ordre de 0.2 m/s.
Pour finir, on e´tudie pour la condition de vol particulie`re (VT = 0.7 M, h = 5000 m) l’impact
de lentes variations des 3 parame`tres de masse que sont la masse de l’avion, le centrage et le
moment d’inertie Iy. Pour cela on de´finit une vitesse dite normalise´e. Une vitesse normalise´e de
1 correspond a` une variation de la masse de l’avion de 1000 kg/s, de sa position longitudinale
du centre de gravite´ de 4.35 %mac/s et de la valeur de son moment d’inertie Iy a` hauteur de
10% de sa valeur nominale par seconde. Le re´sultat de l’analyse est donne´ a` la Figure 8.18.
Une nouvelle fois, pour des vitesses de variation re´sultantes du fonctionnement normal de
l’avion, le gain de la performance en poursuite est sensiblement e´gal a` celui du syste`me LTI.
Les performances en vitesses de variation illimite´es sont rencontre´es pour des vitesses de
variation tre`s importantes des parame`tres de masse, de l’ordre de 3000 kg/s pour la masse de
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Figure 8.16 Impact de la vitesse de variation de la masse de l’avion sur les performances en
poursuite
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Figure 8.17 Impact de la vitesse de variation de la position longitudinale du centre de gravite´
sur les performances en poursuite
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Figure 8.18 Impact de la vitesse de variation des trois parame`tres de masse sur la performance
en poursuite
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l’avion, une vitesse de de´placement du centre de gravite´ de 45 cm/s et un coefficient d’inertie
variant a` hauteur de 30% de se valeur nominale par seconde. De telles vitesses ne peuvent
eˆtre rencontre´es que dans le cas d’un largage de mate´riel sur un laps de temps tre`s court.
8.2.3.2 Condition de vol variant dans le temps
On cherche de´sormais a` e´valuer l’impact de la variation des conditions de vol sur la
stabilite´ et la performance en poursuite. Pour cela, de lentes variations de la vitesse de vol et
de l’altitude sont conside´re´es. Le syste`me ici e´tudie´ prend alors la forme de la Figure 8.19.
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Figure 8.19 Structure de l’interconnexion du syste`me en boucle ferme´e pour des variations
de condition de vol
La proce´dure utilise´e pour mettre en place l’analyse est de´crite ci-dessous.
1. Subdivision de l’enveloppe de vol en sous-domaines de taille re´duite.
2. Discre´tisation du sous-domaine de vol conside´re´.
3. Pour une configuration donne´e des parame`tres de masse et de centrage, calcul des points
d’e´quilibre a` travers le sous-domaine de vol discre´tise´.
4. Injection des points d’e´quilibre dans le calcul des coefficients ae´rodynamiques. Ces der-
niers sont alors mode´lise´s sous la forme de fonctions polynomiales des variables de se´-
quencement via une minimisation des moindres carre´s a` travers la fonction lsqnonlin
de MATLAB.
5. De´finition des parame`tres de se´quencement via l’environnement ureal de MATLAB.
6. E´laboration d’une repre´sentation d’e´tat du syste`me (dynamique de l’avion en boucle
ferme´e + mode`le de re´fe´rence) se´quence´e relativement a` l’altitude et au nombre de
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Mach. Les fonctions trigonome´triques et exponentielles dont l’argument est fonction de
la condition de vol sont remplace´es par leur de´veloppement limite´. On obtient ainsi une
repre´sentation LPV dont la de´pendance est polynomiale vis-a`-vis de la condition de
vol. Ce mode`le est passe´ en argument de la fonction lftdata afin d’obtenir le syste`me
sous forme LFT de manie`re a` sortir le bloc des variables de se´quencement.
7. De´composition des matrices de la repre´sentation LFT afin de pouvoir de´finir les relations
alge´briques entre les diffe´rents signaux.
8. Chargement de l’environnement IQC de la toolbox IQCβ.
9. De´finition des signaux e´le´mentaires et leurs relations alge´briques.
10. De´finition des conditions de vol variant lentement via la fonction iqc_slowtv.
11. Utilisation de la commande iqc_gain_tbx pour obtenir le gain de la performance en
poursuite sur le sous-domaine de vol conside´re´.
De manie`re a` re´duire la complexite´ de l’analyse, le mode`le de re´fe´rence dont la pulsation natu-
relle de´pend des variables de se´quencement via (7.10) est approxime´ par un mode`le constant
sur le sous-domaine analyse´. Plus pre´cise´ment, pour un sous domaine dont les variables de
se´quencement e´voluent dans le rectangle [Mmin,Mmax] × [hmin, hmax], le mode`le de re´fe´rence
est fixe´ pour la pulsation naturelle :
ωn,ref ((Mmin +Mmax)/2, (hmin + hmax)/2) .
On e´value premie`rement l’impact de variations limite´es du nombre de Mach sur la perfor-
mance en poursuite. Pour cela, on se concentre sur le sous-domaine de l’enveloppe de vol
correspondant a` 0.6≤M≤0.7 et 5000≤h≤6000 m. La performance en poursuite est e´value´e
pour une variation d’altitude maximale fixe´e a` 100 m/s. Le re´sultat de l’analyse est illustre´ a`
la Figure 8.20. On obtient ainsi que pour des vitesses stationnaires, le gain de la performance
en poursuite est de 0.179 contre 0.266 pour des vitesses illimite´es. Cette performance est
atteinte de`s lors que l’on conside`re des vitesses de variation du nombre de Mach de l’ordre
de 0.2 M/s.
L’impact des variations de la condition de vol est e´value´ en subdivisant l’enveloppe de vol
en 39 sous-domaines. En se basant sur les caracte´ristiques techniques du F-16, une vitesse
maximale de variation du nombre de Mach de 0.01 M/s et un changement d’altitude de
vitesse maximale 100 m/s ont e´te´ conside´re´s dans l’analyse. L’analyse par IQC permet alors
de garantir la stabilite´ du syste`me sur l’ensemble de l’enveloppe de vol avec un gain de
performance en poursuite de 0.262. Le de´tail des re´sultats obtenus est pre´sente´ en Annexe E.
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Figure 8.20 Impact de variations limite´es du nombre de Mach sur la performance en poursuite
8.2.3.3 Retards dans les mesures
On e´value l’impact des retards sur la stabilite´ et les performance du syste`me en boucle
ferme´e pour le mode`le nominal de l’avion. On s’inte´resse dans un premier temps a` l’impact des
retards dans les mesures du facteur de charge Nz et de la vitesse en tangage q pour la condition
de vol (VT = 0.7 M, h = 5000 m). Le re´sultat est donne´ a` la Figure 8.21 et montre que la
stabilite´ et les performances du syste`me en boucle ferme´e sont assure´es pour des retards allant
jusqu’a` approximativement 40 ms au niveau des deux mesures. On observe pour des retards
supe´rieurs une de´gradation des performances jusqu’a` ce que les LMI deviennent insolvables.
Cela indique que le syste`me est au mieux stable avec des performances en poursuite tre`s
de´grade´es, probablement instable.
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Figure 8.21 Impact des retards dans les mesures sur la performance en poursuite du syste`me
en boucle ferme´e
En se fixant un retard de 15 ms pour la mesure du facteur de charge Nz et de la vitesse en
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tangage q, on e´value l’impact du retard introduit par le controˆleur sur les performances du
syste`me en boucle ferme´e (Fig. 8.22). On observe que pour des retards infe´rieurs a` 15 ms, la
performance en poursuite n’est quasiment pas impacte´e. Celle-ci se de´grade tre`s rapidement
pour des retards de´passant les 17 ms et le syste`me devient instable pour des retards de l’ordre
de 25 ms.
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Figure 8.22 Impact des retards au niveau du controˆleur sur la performance en poursuite du
syste`me en boucle ferme´e
On e´value finalement les performances du syste`me en boucle ferme´e pour 40 points de l’enve-
loppe de vol en conside´rant des retards de 15 ms au niveau des mesures et un retard de 10 ms
a` la sortie du controˆleur. Les re´sultats sont synthe´tise´s dans le Tableau 8.4. Le maximum ainsi
obtenu est de 0.1134, indiquant qu’en de´pit des retards, le controˆleur stabilise le syste`me en
boucle ferme´e et permet de rencontrer les performances en poursuite.
Tableau 8.4 Gains de la performance en poursuite en pre´sence d’un retard de 15 ms aux
niveaux des mesures et d’un retard de 10 ms a` la sortie du controˆleur
PPPPPPPPPh (km)
VT M1 M2 M3 M4
1 0.0897 0.1057 0.1076 0.1134
2 0.0841 0.1002 0.1061 0.1006
3 0.0787 0.0934 0.1007 0.0900
4 0.0731 0.0855 0.0925 0.0815
5 0.0690 0.0776 0.0824 0.0845
6 0.0602 0.0691 0.0724 0.0713
7 0.0544 0.0624 0.0642 0.0698
8 0.0505 0.0577 0.0596 0.0723
9 0.0494 0.0543 0.0586 0.0761
10 0.0418 0.0508 0.0604 0.0819
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8.3 Re´ponses temporelles sur le mode`le non line´aire
Les simulations temporelles ont e´te´ effectue´es jusqu’a` pre´sent en se basant sur une famille
de mode`les LTI repre´sentative de la dynamique de l’avion a` travers l’ensemble de l’enveloppe
de vol et du domaine incertain. Il s’agit a` pre´sent de valider le bon comportement du syste`me
en boucle ferme´e sur le mode`le non line´aire complet de l’avion. Pour cela, le mode`le dynamique
non line´aire de la dynamique longitudinale de l’avion avec offset sur la position longitudinale
du centre de gravite´ est conside´re´ (3.23). Ne s’e´tant attarde´ que sur le controˆle du mode Short
Period, nous ne disposons pas d’une boucle de guidage (Fig. 5.1) afin d’asservir la vitesse
VT de l’avion par l’interme´diaire de la manette des gaz δt. Pour cette raison, on se concentre
uniquement sur la dynamique d’e´volution des grandeurs lie´es au mode Short Period, a` savoir
l’angle d’attaque α et la vitesse en tangage q, en supposant que l’on est libre d’imposer le
profil en vitesse de l’avion :
mVT α˙ =− L− sin(α + αT )FT + m∆x cos(α)
Iy −m∆x2 (ma +mT ) +m cos(Θ− α)g
+mVTQ−m sin(α)∆xQ2
Q˙ =
1
Iy −m∆x2 (ma +mT )
Θ˙ =Q
(8.19)
Les sorties du syste`me sont alors la vitesse en tangage q et le facteur de charge Nz. Rappe-
lons que ce dernier, afin d’eˆtre injecte´ dans le controˆleur, doit se voir retrancher sa valeur
d’e´quilibre, a` savoir cos(Θ) (5.1). On suppose donc que l’angle d’assiette Θ est e´galement
mesure´ et utilisable par le controˆleur. Il faut de plus tenir compte de la dynamique d’e´volu-
tion de l’altitude h de l’avion. En effet, ce parame`tre intervient a` diffe´rents niveaux dans la
mode´lisation :
– calcul des forces ae´rodynamiques a` travers la densite´ de l’air ρ (3.1) ;
– calcul des gains du controˆleur, ces derniers e´tant se´quence´s par rapport au nombre de
Mach et a` l’altitude.
En revenant a` la de´finition de la pente γ de l’avion (3.9), on obtient que la dynamique
d’e´volution de l’altitude est re´gie par :
h˙ = VT sin(γ), (8.20)
ou` γ = Θ − α dans le cadre du vol en croisie`re. Finalement, les limitations physiques de
l’actionneur (saturations en de´battement et en vitesse) sont conside´re´es. La prise en compte
de l’ensemble de ces e´le´ments me`ne a` la mise en place d’une simulation (Fig. 8.23) permettant
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de rendre compte le plus fide`lement possible du comportement re´el de l’avion, lorsque celui-ci
est place´ en boucle ferme´e avec le controˆleur autose´quence´.
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Figure 8.23 Mode`le utilise´ pour les simulations sur le mode`le non line´aire
Cette simulation rend ainsi possible l’e´valuation de la re´ponse temporelle du syste`me en
boucle ferme´e a` des entre´es de commande du facteur de charge. Elle permet en outre d’imposer
a` l’avion des profils de vitesse et de venir jouer sur la valeur des parame`tres de masse, de
centrage et d’inertie au cours de la simulation.
8.3.1 Condition de vol fixe
Conside´rons dans un premier temps la configuration irre´aliste dans laquelle a` la fois la
vitesse et l’altitude de l’avion sont constantes au cours d’une manœuvre. Cela revient a`
ne´gliger dans un premier temps l’impact des variations d’altitude (8.20) sur la dynamique de
l’avion. Bien que non re´aliste, cette configuration est l’analogue de celle mise en place lors
des simulations sur les mode`les line´arise´s. Cette approche permet de comparer la re´ponse du
syste`me non line´aire en boucle ferme´e avec le mode`le de re´fe´rence. Le re´sultat est pre´sente´ a`
la Figure 8.24 pour la condition de vol (VT = 0.65 M, h = 5000 m) et pour 35 configurations
de masse et de centrage couvrant le domaine incertain (5.10). La re´ponse du facteur de charge
a` un e´chelon de commande unitaire est illustre´e a` la Figure 8.24(a), ou` la re´ponse du mode`le
de re´fe´rence est trace´e en ligne e´toile´e rouge. Tout comme lors des simulations sur le mode`le
line´arise´, le syste`me en boucle ferme´e suit correctement la re´ponse du mode`le de re´fe´rence en
de´pit des incertitudes portant sur les parame`tres de masse et de centrage avec un temps de
re´ponse de 2.0 s et un de´passement infe´rieur a` 10%. La re´ponse en q est e´galement valide´e avec
un de´passement infe´rieur a` 100% (Fig. 8.24(b)). Le bon comportement de l’actionneur est
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Figure 8.24 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour la condition
de vol (VT = 0.65 M, h = 5000 m) et pour 35 configurations de masse et centrage
e´galement ve´rifie´, ce dernier ne pre´sentant pas de saturation ni en de´battement (Fig. 8.24(c))
ni en vitesse (Fig. 8.24(d)).
8.3.2 Vitesse fixe
On suppose a` pre´sent que la vitesse VT est fixe mais que l’altitude varie selon l’e´quation
(8.20). On e´value alors la re´ponse temporelle du syste`me non line´aire en boucle ferme´e a` un
test de type doublet. On conside`re pour cela les 35 points de vol de´crits a` la Figure 7.9. Pour
chacun de ces points, on trace les re´ponses associe´es pour la configuration nominale de masse
et de centrage, ainsi que les 4 configurations extreˆmes (Fig. 7.4(b)).
La Figure 8.25 permet de valider le comportement temporel du syste`me non line´aire en boucle
ferme´e. Le facteur de charge pre´sente des temps de re´ponse infe´rieurs a` 3.0 s pour la majo-
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Figure 8.25 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour 35 conditions
de vol et 5 configurations de masse et centrage
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rite´ des conditions teste´es. Seuls les vols a` basses vitesses et hautes altitudes donnent lieu a`
des temps de re´ponse de l’ordre de 4.0 s. Les de´passements sont quant a` eux bien infe´rieurs
a` 10% pour une commande de type e´chelon unitaire (Fig. 8.25(a)). La variation d’altitude
autour de la condition initiale engendre´e par la manœuvre pre´sente un profil uniforme pour
l’ensemble des 175 configurations teste´es avec une perte finale d’altitude d’environ 350 m
(Fig. 8.25(b)). Les vitesses en tangage pre´sentent des de´passements le´ge`rement infe´rieurs a`
100% avec une vitesse en valeur absolue maximale de 8.1 /˚s pour la re´ponse a` une commande
de type e´chelon unitaire (Fig. 8.25(c)). L’angle d’assiette maximal obtenu en valeur absolue
sur l’ensemble des configurations teste´es est de 24.8˚ (Fig. 8.25(d)). Finalement, le bon com-
portement de l’actionneur est e´galement ve´rifie´, ce dernier ne pre´sentant pas de saturation
ni en de´battement (Fig. 8.25(e)) ni en vitesse (Fig. 8.25(f)).
8.3.3 Profil de vitesse
Jusqu’a` pre´sent, les simulations ont e´te´ effectue´es pour des vitesses stationnaires. Il
convient de´sormais d’e´valuer l’impact de potentielles acce´le´rations de l’avion sur le controˆle
du facteur de charge. Pour cela, on pre´sente les re´sultats obtenus pour une altitude de vol ini-
tiale de 7500 m et pour une vitesse de vol passant de 0.55 M a` 0.85 M suivant le profil de´crit a`
la Figure 8.26. Deux tests sont envisage´s. Un premier test de type rejet de perturbation pour
lequel l’entre´e de controˆle demeure nulle et un second test de type poursuite correspondant
a` une manœuvre de type doublet.
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Figure 8.26 Profil de vitesse passant de 0.55 M a` 0.85 M
8.3.3.1 Rejet de perturbation
Pour les meˆmes 35 configurations incertaines que pre´ce´demment, on e´value l’impact de
l’acce´le´ration de l’avion sur le controˆle du facteur de charge lorsque celui-ci voit son entre´e
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de commande eˆtre nulle (Fig. 8.27). Le controˆleur parvient, en de´pit de l’acce´le´ration, a`
rejeter la perturbation induite sur le facteur de charge. Ce dernier atteint en effet au plus
fort de l’acce´le´ration la valeur maximale de 0.027g et redevient nul de`s lors que l’avion cesse
d’acce´le´rer, conforme´ment a` l’entre´e (Fig. 8.27(a)). Notons que la valeur initiale du facteur de
charge n’est pas identiquement nulle. Ceci re´sulte du fait que chaque simulation est initialise´e
avec un point calcule´ via la me´thode de´crite en Annexe C, cette me´thode ne permettant
pas de rigoureusement obtenir un point d’e´quilibre mais un point qui s’en approche. La
figure 8.27(b) montre que le controˆle du facteur de charge a permis, en de´pit de l’acce´le´ration
de l’avion, de voler a` une altitude quasi constante. En effet, la variation d’altitude induite par
le changement de vitesse est infe´rieure a` 80 m pour l’ensemble des 35 configurations incertaines
teste´es. La vitesse en tangage demeure quant a` elle infe´rieure a` 0.7 /˚s (Fig. 8.27(c)) pour un
angle d’assiette variant sur une amplitude infe´rieure a` 6˚ (Fig. 8.27(d)). Finalement, le bon
comportement de l’actionneur est e´galement ve´rifie´, ce dernier ne pre´sentant pas de saturation
ni en de´battement (Fig. 8.27(e)) ni en vitesse (Fig. 8.27(f)).
8.3.3.2 Manœuvre
Pour a` nouveau les meˆmes 35 configurations incertaines que pre´ce´demment, on e´value
l’impact de l’acce´le´ration de l’avion sur le controˆle du facteur de charge lorsque celui-ci ef-
fectue une manœuvre de type doublet (Fig. 8.28). En de´pit de l’acce´le´ration de l’avion, le
controˆleur parvient a` asservir de manie`re satisfaisante le facteur de charge lors d’une ma-
nœuvre (Fig. 8.28(a)). Sous l’effet de l’acce´le´ration de l’avion, le controˆleur peine a` maintenir
le re´gime permanent (re´sultat de simulation a` T = 6.0 s et T = 12.0 s) mais parvient ne´an-
moins a` annuler l’erreur en re´gime permanent lorsque l’acce´le´ration cesse comme le montre
le re´sultat de simulation pour T ≥ 16.0 s. Notons e´galement que dans ce test, le plus fort de
l’acce´le´ration intervient a` T = 9.0 s, soit en plein milieu de la manœuvre faisant passer le
facteur de charge de la valeur +1g a` la valeur −1g. Cela a pour conse´quence d’amplifier la
valeur du de´passement, ce dernier atteignant les 20%. La variation d’altitude engendre´e par
la manœuvre est comprise entre 400 m et 450 m, de´pendamment de la configuration des para-
me`tres de masse et de centrage (Fig. 8.28(b)). La vitesse en tangage, a` l’image du facteur de
charge, voit au plus fort de l’acce´le´ration son de´passement eˆtre le´ge`rement supe´rieur a` celui
observe´ pour des manœuvres effectue´es a` vitesse constante (Fig. 8.28(c)). L’angle d’assiette
voit quant a` lui son comportement eˆtre relativement uniforme sur l’ensemble du domaine
incertain (Fig. 8.28(d)). Finalement, le bon comportement de l’actionneur est e´galement ve´-
rifie´, ce dernier ne pre´sentant pas de saturation ni en de´battement (Fig. 8.28(e)) ni en vitesse
(Fig. 8.28(f)).
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Figure 8.27 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour une vitesse
passant de 0.55 M a` 0.85 M a` une altitude initiale de 7500 m en l’absence d’input de controˆle
pour 35 configurations de masse et centrage
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Figure 8.28 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour une vitesse
passant de 0.55 M a` 0.85 M a` une altitude initiale de 7500 m lors d’un doublet pour 35
configurations de masse et centrage
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Dans le cadre d’un profil en vitesse avec une altitude de vol qui varie en fonction de la dy-
namique de l’avion, il est inte´ressant d’observer le comportement des gains du controˆleur au
cours de la manœuvre (Fig. 8.29). Ces graphiques repre´sentent l’e´volution des gains du controˆ-
leur pour les 35 configurations incertaines de´crites pre´ce´demment. Ces derniers montrent que
la variation des conditions de vol ont un fort impact au cours de la manœuvre sur la valeurs
des gains du controˆleur. Notons que le faible impact de la configuration des parame`tres masse
et de centrage sur l’e´volution de l’altitude (Fig. 8.28(b)) a pour conse´quence un faible impact
de cette dernie`re sur l’e´volution des gains du controˆleur au cours de la manœuvre.
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Figure 8.29 E´volution des gains du controˆleur pour une vitesse passant de 0.55 M a` 0.85 M a`
une altitude initiale de 7500 m lors d’un doublet pour 35 configurations de masse et centrage
8.3.4 Variation des parame`tres de masse et de centrage
On cherche ici a` e´valuer l’impact des variations des parame`tres de masse et de centrage sur
le comportement du syste`me en boucle ferme´e. Dans un premier temps, de lentes variations
tenant compte de la consommation des moteurs et des transferts de ke´rose`ne entre les cuves de
l’avion ont e´te´ e´value´es. Cette approche n’a pas permis de mettre en e´vidence un quelconque
impact de ces variations sur la re´ponse de l’avion, aussi bien dans le cadre du rejet de
perturbations qu’au cours de manœuvres. Pour cette raison, on se concentre dans ce qui
suit au cas de rapides variations des parame`tres de masse et de centrage, configurations
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rencontre´es dans le cadre d’un largage de mate´riel au cours du vol.
8.3.4.1 Rejet de perturbation
On conside`re la configuration classique dans laquelle le largage de mate´riel est effectue´
a` vitesse constante pour une entre´e de commande du facteur de charge nulle. L’objectif du
controˆleur est alors de rejeter la perturbation induite par le largage de mate´riel.
E´tude en un point de vol et identification du pire cas De´pendamment de la position
du mate´riel relativement a` l’avion, son largage peut induire des de´placements de la position
longitudinale du centre de gravite´ vers l’avant ou l’arrie`re de l’appareil. L’impact de ces
de´placements a e´te´ e´value´ pour une vitesse de vol constante VT = 0.65 M et une altitude
initiale h = 5000 m. Pour cela, on a suppose´ que l’avion est initialement a` l’e´quilibre et dans
sa configuration nominale. L’appareil largue a` T = 1.0 s une tonne de mate´riel engendrant une
diminution de 10% de la valeur du coefficient d’inertie en tangage. Plusieurs de´placements du
centre de gravite´ ont e´te´ teste´s, ∆x passant de sa position nominale a` savoir 0% a` l’une des
valeurs suivantes : -4.35%, -2.17%, 0%, 2.17% et 4.35%. Les re´sultats obtenus en simulation
sont donne´s a` la Figure 8.30.
L’impact du largage de mate´riel sur le facteur de charge est illustre´ a` la Figure 8.30(a),
montrant que le controˆleur parvient a` rejeter la perturbation induite en moins de 2.0 s avec
un facteur de charge n’exce´dant pas, en valeur absolue, les 0.22g. Il est ici inte´ressant de noter
que le meilleur rejet est obtenu, non pas pour un centre de gravite´ demeurant a` sa position
initiale, mais se de´plac¸ant a` l’avant de l’avion. En effet, l’amplitude maximale du facteur de
charge est, en valeur absolue, de 0.22g pour un centre de gravite´ se de´plac¸ant a` l’arrie`re de
l’appareil (∆x = −4.35%), de 0.12g lorsqu’il demeure a` sa position nominale (∆x = 0%)
et de 0.04g lorsqu’il se de´place a` l’avant de l’appareil (∆x = +4.35%). Notons ensuite que
l’avion conserve son altitude de vol au cours de l’ope´ration de largage (Fig 8.30(b)). La
vitesse en tangage ne pre´sente pas de valeurs excessives (Fig. 8.30(c)) et permet d’ajuster la
valeur de l’angle d’assiette afin de ramener l’avion a` l’e´quilibre (Fig. 8.30(d)). La gouverne
de profondeur ne pre´sente pas de saturation au cours de l’ope´ration de largage (Fig. 8.30(e)
et 8.30(f)). Notons que la vitesse de la gouverne de profondeur sera d’autant plus e´leve´e
que le centre de gravite´ de l’avion se de´place vers l’arrie`re de l’appareil. Une nouvelle fois, le
meilleur comportement est obtenu lorsque le centre de gravite´ est de´place´ a` l’avant de l’avion.
Cette premie`re e´tude permet d’aboutir a` la conclusion suivante. De manie`re a obtenir le
meilleur rejet de perturbation possible, il faut de pre´fe´rence positionner le mate´riel a` larguer
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Figure 8.30 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour une vitesse
de 0.65 M a` une altitude initiale de 5000 m en rejet de la perturbation induite par un largage
de mate´riel pour plusieurs de´placements du centre de gravite´
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vers l’arrie`re de l’avion, de telle sorte a` ce que le centre de gravite´ se de´place vers l’avant de
l’appareil au moment du largage. Cela permet de re´duire la valeur maximale de la perturba-
tion sur le facteur de charge et de re´duire la vitesse de de´placement impose´e a` la gouverne de
profondeur. Au contraire, un placement du mate´riel a` l’avant de l’avion conduit a` un recul du
centre de gravite´ lors du largage. La perturbation induite est alors plus forte et la gouverne
de profondeur est sollicite´e plus intense´ment.
E´tude a` travers l’enveloppe de vol On e´value a` pre´sent la re´ponse du syste`me en boucle
ferme´e a` la perturbation induite par un largage de mate´riel pour 35 conditions de vol re´parties
sur l’ensemble de l’enveloppe de vol (Fig. 7.9). Pour cela, on conside`re le pire cas e´tudie´ au
paragraphe pre´ce´dent, a` savoir le largage de 1 t de mate´riel engendrant une diminution de
10% de la valeur du coefficient d’inertie en tangage et un de´placement du centre de gravite´
vers l’arrie`re de l’avion a` hauteur de ∆x = −4.35%. Les re´sultats obtenus en simulation sont
donne´s a` la Figure 8.31.
La perturbation initiale induite par le largage de mate´riel au niveau du facteur de charge
(Fig. 8.31(a)) est uniforme a` travers l’ensemble de l’enveloppe de vol avec un maximum, en
valeur absolue, de 0.22g. Pour l’ensemble des configurations teste´es, le controˆleur parvient
ensuite a` rejeter la perturbation en un temps compris entre 2.0 s et 3.0 s de´pendamment de la
zone de vol conside´re´e. Comme observe´ pre´ce´demment, l’altitude de vol demeure constante
au cours de l’ope´ration de largage (Fig. 8.31(b)). L’e´tude permet de valider le comportement
de la vitesse de rotation en tangage (Fig. 8.31(c)) ainsi que de l’angle d’assiette (Fig. 8.31(d)).
La gouverne de profondeur ne pre´sente pas de saturation au cours de l’ope´ration de largage,
que ce soit en position (Fig. 8.31(e)) ou en vitesse (Fig. 8.31(f)).
Les re´sultats des simulations temporelles montrent ainsi le bon comportement de l’avion
lors de l’ope´ration de largage de mate´riel. Le controˆleur parvient a` rejeter la perturbation
induite par les brusques changements des parame`tres de masse et de centrage en un temps
compris entre 2.0 s et 3.0 s de´pendamment de la condition de vol. Il limite e´galement la valeur
maximale de la perturbation sur facteur de charge a` hauteur de 0.22g. De plus, ce rejet est
effectue´ en l’absence de variation de l’altitude de vol, cette dernie`re demeurant constante au
cours de l’ope´ration.
8.3.4.2 Manœuvre
Pour achever l’analyse sur le mode`le non line´aire, on proce`de a` une simulation dont le
sce´nario est le suivant. L’avion vol initialement a` une altitude initiale h0 prise e´gale a` l’une
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Figure 8.31 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour 35 conditions
de vol en rejet de la perturbation induite par un largage de mate´riel dans la configuration la
plus de´favorable
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des 10 altitudes suivantes : 1000 m, 2000 m, . . . , 10000 m ; et a` la vitesse minimale correspon-
dant a` cette altitude conforme´ment a` l’enveloppe de vol (Fig. 5.5). Il acce´le`re suivant le profil
de la Figure 8.32 de manie`re a` augmenter sa vitesse de vol de 0.3 M tout en effectuant une
manœuvre de type doublet. Au milieu de la manœuvre, moment qui correspond au plus fort
de l’acce´le´ration de l’appareil, une ope´ration de type largage de mate´riel est mise en œuvre.
Cette ope´ration a pour conse´quence de re´duire la masse de l’avion de 1 t, engendrant une
diminution de 10% de la valeur du coefficient d’inertie en tangage et un de´placement du
centre de gravite´ vers l’arrie`re de l’appareil de -4.35%.
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Figure 8.32 Profils de vitesse de l’avion pour l’e´tude du largage de mate´riel lors d’une ma-
nœuvre
Comme le montre la re´ponse du facteur de charge (Fig. 8.33(a)), le controˆleur parvient a`
rejeter efficacement la perturbation introduite par l’ope´ration de largage de mate´riel, de telle
sorte que la manœuvre continue a` se de´rouler dans de bonnes conditions. La perturbation
induite par le largage de mate´riel est au maximum de 0.5g pour l’ensemble des configura-
tions teste´es. L’altitude de vol et l’angle d’assiette ne sont que peu impacte´s par le largage
de mate´riel (Fig 8.33(b) et 8.33(d)). Du fait de la combinaison des phases d’acce´le´ration, de
manœuvre et de largage, la vitesse en tangage voit sa valeur varier rapidement sur une ampli-
tude maximale de 0.08 rad/s au moment du largage (Fig 8.33(c)). Au niveau de la gouverne
de profondeur, les re´ponses temporelles ne pre´sentent pas de saturation concernant l’angle
de de´battement (Fig 8.33(e)). On observe ne´anmoins une saturation en vitesse sur un laps
de temps tre`s court (environ 40 ms) suivant le largage de mate´riel (Fig 8.33(f)).
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Figure 8.33 Re´ponses temporelles du syste`me non line´aire en boucle ferme´e pour une ope´ration
de largage de mate´riel au cours d’une manœuvre et sous l’effet d’une acce´le´ration
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Cette dernie`re simulation vient clore ce chapitre sur la validation du controˆleur autose´-
quence´. L’analyse LTI a permis de ve´rifier la stabilite´ et les performances du syste`me boucle´
sur l’ensemble de l’enveloppe de vol pour des conditions de vol et configurations incertaines
(masse, centrage et coefficients ae´rodynamiques) stationnaires. L’analyse LPV a ensuite per-
mis de garantir la stabilite´ et d’e´valuer le niveau de performance en poursuite pour des
conditions de vol et parame`tres de masse et de centrage variant dans le temps. L’impact des
retards dans les mesures et en sortie du controˆleur a e´galement e´te´ e´value´. Le bon comporte-
ment du syste`me a finalement e´te´ ve´rifie´ a` travers une se´rie de simulations temporelles sur le
mode`le non line´aire complet de l’avion pour diffe´rentes configurations (vitesse stationnaire,
acce´le´ration, largage de mate´riel, e´tude du pire cas). Les re´sultats ainsi obtenus permettent
de valider le premier controˆleur autose´quence´ synthe´tise´ dans ce me´moire.
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CHAPITRE 9
CONCLUSION
9.1 Re´sultats et discussion
Le premier objectif de ce travail e´tait d’analyser l’impact des variations de masse et de
centrage sur la dynamique de l’avion. La premie`re partie de ce projet a ainsi permis de mettre
en place un mode`le de la dynamique de l’avion tenant explicitement compte des parame`tres
de masse et de centrage. En se basant sur les e´quations de la me´canique des solides inde´for-
mables et en particulier les lois de Newton, des mode`les non line´aires et line´arise´s ont pu eˆtre
mis en place en tenant explicitement compte de la masse de l’appareil et de son centrage.
L’e´tude nume´rique de ces e´quations dans le cas du Fighting Falcon F-16 ont permis de mon-
trer que la position longitudinale du centre de gravite´ a un grand impact sur les performances
et la nature des modes de la dynamique longitudinale.
Cette e´tude nous a pousse´ a` nous concentrer sur le controˆle du mode Short Period avec
l’objectif de synthe´tiser un controˆleur robuste aux variations de masse et de centrage. De
manie`re a` re´duire la complexite´ du mode`le, l’approximation dite du Short Period a e´te´ in-
troduite et utilise´e dans la synthe`se. En se basant sur les crite`res de manœuvrabilite´ usuel-
lement utilise´s en aviation, un ensemble de crite`res a` remplir a e´te´ de´fini (temps de re´ponse,
amortissement, de´passement, marges de stabilite´...). Ces crite`res devaient eˆtre satisfaits sur
l’ensemble de l’enveloppe de vol et eˆtre robustes aux variations des parame`tres de masse et
de centrage.
Le proble`me du se´quencement des gains a e´te´ pre´sente´. Dans sa forme classique, cette
approche consiste a` se´quencer a posteriori les gains du controˆleurs sous la forme de fonctions
affines par morceaux des variables de se´quencement. L’approche ici propose´e permet de consi-
de´rer la phase de se´quencement des gains non pas a` l’issu, mais durant la phase de synthe`se
via une structure de se´quencement polynomiale de´finie a priori. Cette approche permet, a`
partir d’une architecture de controˆle et une structure de se´quencement des gains de´finies a
priori, de synthe´tiser un controˆleur robuste et autose´quence´ en une seule phase de design.
Pour cela, la structure de se´quencement des gains est directement injecte´e dans l’architecture
du controˆleur et les exigences du cahier des charges sont formule´es sous la forme de contraintes
H∞. De cette fac¸on, on transpose les proble`mes de synthe`se robuste et d’autose´quencement
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en un unique proble`me de synthe`se H∞ structure´e.
Cette approche a e´te´ applique´e avec succe`s au proble`me du controˆle du mode Short Period
sur l’ensemble de l’enveloppe de vol. Elle a ne´cessite´ la mise en place d’une e´tape pre´limi-
naire visant a` ajuster les contraintes H∞ et a` de´finir une bonne structure de se´quencement des
gains du controˆleur autose´quence´. Une fois cette phase accomplie, la synthe`se du controˆleur
robuste et autose´quence´ a e´te´ mise en œuvre. Cela a conduit, au prix d’un temps de calcul
e´leve´, a` l’obtention d’un controˆleur robuste et autose´quence´ rencontrant le cahier des charges
sur l’ensemble de l’enveloppe de vol et du domaine incertain.
La transposition du proble`me de synthe`se d’un controˆleur autose´quence´ dans le cadre de
l’optimisation multiobjectif a permis de montrer que l’introduction de coefficients de pon-
de´ration pouvait modeler la performances du syste`me boucle´ a` travers l’enveloppe de vol.
Ainsi, en ajustant soigneusement les coefficients de ponde´ration en fonction des points de vol
utilise´s dans la synthe`se, il a e´te´ montre´ que des ame´liorations significatives des performances
pouvaient eˆtre apporte´es sur l’ensemble de l’enveloppe de vol.
Pour finir, un des controˆleurs obtenus lors de la phase de synthe`se a fait l’objet d’une
validation comple`te. La stabilite´ du syste`me et ses performances ont tout d’abord e´te´ ve´rifie´es
sur l’ensemble de l’enveloppe de vol pour des parame`tres de masse et de centrage et des
coefficients ae´rodynamiques incertains. Cette validation a e´te´ effectue´e en deux parties : une
premie`re pour des conditions de vol et parame`tres incertains stationnaires puis, dans une
seconde e´tape, variant dans le temps. Pour finir, des simulations sur le mode`le non line´aire
de l’avion ont permis de ve´rifier le bon comportement temporel du syste`me en boucle ferme´e.
9.2 Perspectives
De manie`re a` prolonger le travail effectue´ lors de ce projet, quelques pistes me´riteraient
d’eˆtre approfondies. La premie`re de ces pistes serait de reprendre l’ide´e de´veloppe´e dans ce
me´moire en y ajoutant les contraintes supple´mentaires qui doivent eˆtre conside´re´es dans le
cadre d’un vrai programme d’avion. Mentionnons par exemple la prise en compte dans le
mode`le de l’avion de la dynamique des capteurs, des retards introduits par les mesures et le
controˆleur, de l’ajout de notch filters afin d’e´viter d’exciter les modes flexibles de la structure
de l’avion, le mode`le du manche... Un des principaux proble`mes a` re´soudre serait alors l’ac-
croissement des temps de calcul engendre´ par l’augmentation de l’ordre du mode`le de l’avion.
Il serait e´galement inte´ressant de re´pe´ter la synthe`se en conside´rant en plus les incertitudes
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portant sur les coefficients ae´rodynamiques, ce qui soule`verait une nouvelle fois le proble`me de
l’accroissement des temps de calcul. Notons de plus que hinfstruct est une fonction relative-
ment re´cente et qui est en constante e´volution. Parmi les diffe´rentes e´volutions, mentionnons
la fonction systune qui reprend le principe de hinfstruct tout en offrant des possibilite´
supple´mentaires (placement de poˆles, contraintes H∞ a` satisfaire strictement). Il serait ainsi
inte´ressant de travailler avec cette nouvelle fonction afin d’e´valuer les possibilite´s qu’elle offre
dans le cadre de la synthe`se de controˆleurs autose´quence´s.
Une seconde piste a explorer serait le de´veloppement de la me´thode d’ajustement auto-
matique des coefficients de ponde´ration propose´e a` la Sous-Section 7.4.2. Comment choisir les
fonctions de ponde´rations afin d’obtenir de bon re´sultats ? Comment les choisir de manie`re a`
ce que la me´thode ne se retrouve pas bloque´e en un minimum local ? Ces questions demeurent
ouvertes.
9.3 Bilan
Pour conclure, ce projet multidisciplinaire a permis de passer a` travers les diffe´rentes
e´tapes de la synthe`se d’un controˆleur pour la dynamique longitudinale d’un avion : mo-
de´lisation, analyse en boucle ouverte, de´finition d’une architecture de controˆle, synthe`se du
controˆleur, proble`me du se´quencement des gains et validation. L’accent a e´te´ mis sur la grande
complexite´ que constitue le proble`me de synthe`se d’un controˆleur se´quence´ permettant d’as-
surer la stabilite´ et les performances robustes de l’avion sur l’ensemble de son enveloppe de
vol. C’est a` ce prix qu’est l’accomplissement de l’un des plus vieux reˆve de l’humanite´.
« Une fois que vous aurez gouˆte´ au vol, vous marcherez a` jamais les yeux tourne´s vers le
ciel, car c’est la` que vous eˆtes alle´s, et c’est la` que toujours vous de´sirerez ardemment
retourner. »
Le´onard de Vinci
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ANNEXE A
Mode´lisation de la dynamique de l’avion - comple´ments
A.1 Notations
Vecteur vitesse du point O par rapport a` la masse d’air :
vRaO/air =
VT0
0
 , vRbO/air =
UV
W
 = VT
cos(α) cos(β)sin(β)
sin(α) cos(β)
 ,
vRsO/air =
UsVs
Ws
 =
 U cos(αe) +W sin(αe)V
−U sin(αe) +W cos(αe)
 .
Vecteur vitesse de rotation de l’avion :
ωRbAC/RI =
PQ
R
 , ωRsAC/RI =
PsQs
Rs
 =
 P cos(αe) +R sin(αe)Q
−P sin(αe) +R cos(αe)
 .
Angles d’attaque, de de´rapage et de pente :
α = arctan
(
W
U
)
, αx = arctan
(
Ws
Us
)
, β = arcsin
(
V
VT
)
,
sin(γ) = [cos(α) cos(β)] sin(Θ)− [sin(Φ) sin(β) + cos(Φ) sin(α) cos(β)] cos(Θ).
Position du centre de gravite´ G :
∆rRb =
∆x∆y
∆z
 , ∆rRs =
∆xs∆ys
∆zs
 =
 ∆x cos(αe) + ∆z sin(αe)∆y
−∆x sin(αe) + ∆z cos(αe)
 .
Matrice d’inertie :
IRb =
 Ix −Ixy −Ixz−Ixy Iy −Iyz
−Ixz −Iyz Iz
 , IRs =
 I
′
x −I ′xy −I ′xz
−I ′xy I ′y −I ′yz
−I ′xz −I ′yz I ′z
 ,
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
I ′x = Ix cos
2(αe) + Iz sin
2(αe)− Ixz sin(2αe)
I ′y = Iy
I ′z = Ix sin
2(αe) + Iz cos
2(αe) + Ixz sin(2αe)
I ′xy = Ixy cos(αe) + Iyz sin(αe)
I ′xz = 1/2(Ix − Iz) sin(2αe) + Ixz cos(2αe)
I ′yz = −Ixy sin(αe) + Iyz cos(αe)
Forces ae´rodynamiques :
FRaa =
−D−C
−L
 = RRa/RbFRba , FRba =
XaYa
Za
 , FRsa =
Xa,sYa,s
Za,s
 =
 Xa cos(αe) + Za sin(αe)Ya
−Xa sin(αe) + Za cos(αe)
 .
Moments ae´rodynamiques :
MRba =
LaMa
Na
 , MRsa =
La,sMa,s
Na,s
 =
 La cos(αe) +Na sin(αe)Ma
−La sin(αe) +Na cos(αe)
 .
Force de gravite´ :
PRb = mg
 − sin(Θ)sin(Φ) cos(Θ)
cos(Φ) cos(Θ)
 , PRs = mg
− cos(αe) sin(Θ) + sin(αe) cos(Φ) cos(Θ)sin(Φ) cos(Θ)
sin(αe) sin(Θ) + cos(αe) cos(Φ) cos(Θ)
 .
Force de pousse´e :
FRbT = FT
 cos(αT )0
− sin(αT )
 , FRsT = FT
 cos(αe + αT )0
− sin(αe + αT )
 .
Moments induits par la force de pousse´e :
MRbT =
LTMT
NT
 , MRsT =
LT,sMT,s
NT,s
 =
 LT cos(αe) +NT sin(αe)MT
−LT sin(αe) +NT cos(αe)
 .
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A.2 E´quations non line´aires de la dynamique de l’avion dans le repe`re avion
Le re´sultat de la projection des e´quations vectorielles (3.11) et (3.12) dans le repe`re avion
est pre´sente´ ci-dessous.
A.2.1 E´quation des efforts

Xa +XT = +mg sin(Θ)
+m
[
U˙ −RV +QW − (Q2 +R2)∆x+ (PQ− R˙)∆y + (PR + Q˙)∆z]
Ya + YT =−mg sin(Φ) cos(Θ)
+m
[
V˙ +RU − PW +
(
PQ+ R˙
)
∆x− (P 2 +R2)∆y + (QR− P˙)∆z]
Za + ZT =−mg cos(Φ) cos(Θ)
+m
[
W˙ + PV −QU +
(
PR− Q˙
)
∆x+
(
QR + P˙
)
∆y − (P 2 +Q2)∆z]
A.2.2 E´quation des moments

La + LT = +
(
Ix −m
{
∆y2 + ∆z2
})
P˙ − (Ixy −m∆x∆y) Q˙− (Ixz −m∆x∆z) R˙
+ (Ixy −m∆x∆y)PR− (Ixz −m∆x∆z)PQ
− (Iy − Iz +m{∆y2 −∆z2})QR− (Iyz −m∆y∆z) (Q2 −R2)
Ma +MT =− (Ixy −m∆x∆y) P˙ +
(
Iy −m
{
∆x2 + ∆z2
})
Q˙− (Iyz −m∆y∆z) R˙
+ (Iyz −m∆y∆z)PQ− (Ixy −m∆x∆y)QR
− (Iz − Ix +m{∆z2 −∆x2})PR− (Ixz −m∆x∆z) (R2 − P 2)
Na +NT =− (Ixz −m∆x∆z) P˙ − (Iyz −m∆y∆z) Q˙+
(
Iz −m
{
∆x2 + ∆y2
})
R˙
− (Iyz −m∆y∆z)PR + (Ixz −m∆x∆z)QR
− (Ix − Iy +m{∆x2 −∆y2})PQ− (Ixy −m∆x∆y) (P 2 −Q2)
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A.3 E´quations non line´aires de la dynamique de l’avion dans le repe`re stabilite´
Le re´sultat de la projection des e´quations vectorielles (3.11) et (3.12) dans le repe`re
stabilite´ est pre´sente´ ci-dessous.
A.3.1 E´quation des efforts

Xa,s +XT,s =−mg [− cos(αe) sin(Θ) + sin(αe) cos(Φ) cos(Θ)] +m
[
U˙s −RsVs +QsWs
]
+m
[
− (Q2s +R2s)∆xs + (PsQs − R˙s)∆ys + (PsRs + Q˙s)∆zs]
Ya,s + YT,s =−mg sin(Φ) cos(Θ) +m
[
V˙s +RsUs − PsWs
]
+m
[(
PsQs + R˙s
)
∆xs −
(
P 2s +R
2
s
)
∆ys +
(
QsRs − P˙s
)
∆zs
]
Za,s + ZT,s =−mg [sin(αe) sin(Θ) + cos(αe) cos(Φ) cos(Θ)] +m
[
W˙s + PsVs −QsUs
]
+m
[(
PsRs − Q˙s
)
∆xs +
(
QsRs + P˙s
)
∆ys −
(
P 2s +Q
2
s
)
∆zs
]
A.3.2 E´quation des moments

La,s + LT,s = +
(
I ′x −m
{
∆y2s + ∆z
2
s
})
P˙s −
(
I ′xy −m∆xs∆ys
)
Q˙s − (I ′xz −m∆xs∆zs) R˙s
+
(
I ′xy −m∆xs∆ys
)
PsRs − (I ′xz −m∆xs∆zs)PsQs
− (I ′y − I ′z +m{∆y2s −∆z2s})QsRs − (I ′yz −m∆ys∆zs) (Q2s −R2s)
Ma,s +MT,s =−
(
I ′xy −m∆xs∆ys
)
P˙s +
(
I ′y −m
{
∆x2s + ∆z
2
s
})
Q˙s −
(
I ′yz −m∆ys∆zs
)
R˙s
+
(
I ′yz −m∆ys∆zs
)
PsQs −
(
I ′xy −m∆xs∆ys
)
QsRs
− (I ′z − I ′x +m{∆z2s −∆x2s})PsRs − (I ′xz −m∆xs∆zs) (R2s − P 2s )
Na,s +NT,s =− (I ′xz −m∆xs∆zs) P˙s −
(
I ′yz −m∆ys∆zs
)
Q˙s +
(
I ′z −m
{
∆x2s + ∆y
2
s
})
R˙s
− (I ′yz −m∆ys∆zs)PsRs + (I ′xz −m∆xs∆zs)QsRs
− (I ′x − I ′y +m{∆x2s −∆y2s})PsQs − (I ′xy −m∆xs∆ys) (P 2s −Q2s)
178
A.4 E´tude de la singularite´ des repre´sentations d’e´tat des dynamiques late´rale
et longitudinale
On cherche a` e´valuer pour quelles configurations la repre´sentation d’e´tat (3.39) est sin-
gulie`re, c’est-a`-dire quand est-ce que la matrice E n’est pas inversible, pour les dynamiques
longitudinale et late´rale. Les applications nume´riques sont base´es sur les donne´es des ouvrages
(Stevens et Lewis (2003)) et (Nelson (1997)).
Dynamique longitudinale On cherche a` e´valuer l’inversibilite´ de la matrice E de la dy-
namique longitudinale (3.41) :
det(E) = 0⇔ (Ue − Zα˙)
[
m
Iy
{
∆x2 + ∆z2
}− 1]+Mα˙∆x = 0.
En premie`re approximation, on ne´glige les coefficients Zα˙ et Mα˙ qui sont faibles devant la
vitesse nominale Ue. On obtient la condition suivante :
det(E) = 0⇔ ∆x2 + ∆z2 = Iy
m
.
On trouve ici un re´sultat concordant avec celui obtenu pour le mode`le non line´aire : E n’est
pas inversible lorsque le centre de gravite´ se situe sur le cercle C centre´ en O et de rayon
Rc =
√
Iy/m. Le Tableau A.1 donne pour quelques exemples d’avions les valeurs de tels
rayons.
Tableau A.1 Valeurs de Rc rendant la dynamique longitudinale singulie`re
Mode`le
d’avion
F-16 F104-A A-4D Convair 880 Boeing 747
Rc (m) ±2.85 ±3.28 ±2.10 ±7.62 ±12.47
Les amplitudes obtenues sont au-dela` des limites admissibles pour chacun des avions consi-
de´re´s. La matrice E est donc inversible pour toutes les positions admissibles du centre de
gravite´ pour les exemples pre´sente´s.
Dynamique late´rale On cherche a` e´valuer l’inversibilite´ de la matrice E de la dyna-
mique late´rale (3.45) :
det(E) = 0⇔ Ix∆x2 − 2Ixz∆x∆z + Iz∆z2 +
(
I2xz − IxIz
)
/m = 0. (A.1)
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Avec les hypothe`ses (A.2) largement ve´rifie´es en aviation, on obtient que le lieu pour lequel
la matrice E de la dynamique late´rale n’est pas inversible est une ellipse de centre O dont
la longueur des axes est donne´e par (A.3) avec un demi-petit-axe oriente´ au premier ordre
suivant l’axe xs et le demi-grand-axe suivant zs.
Ix < Iz, IxzIx, Iz. (A.2)
dga =
√
2
m
√√√√ IxIz − Ixz
Ix + Iz −
√
(Ix − Iz)2 − 4I2xz
≈
√
Iz
m
dpa =
√
2
m
√√√√ IxIz − Ixz
Ix + Iz +
√
(Ix − Iz)2 − 4I2xz
≈
√
Ix
m
. (A.3)
Des applications nume´riques sont donne´es dans le Tableau A.2 pour divers mode`les d’avions.
Les re´sultats obtenus montrent une nouvelle fois que la singularite´ apparaˆıt pour des de´pla-
cements du centre de gravite´ en dehors des plages admissibles.
Tableau A.2 Caracte´ristiques de l’ellipse pour laquelle la dynamique late´rale line´arise´e du vol
en croisie`re est singulie`re
Mode`le
d’avion
αe = 0˚ /30˚
F-16 F104-A A-4D Convair 880 Boeing 747
dga (m) 3.03/2.71 3.31/2.89 2.23/2.06 9.82/8.55 15.26/14.15
dpa (m) 1.18/1.79 0.81/1.80 1.17/1.44 1.65/5.12 9.24/10.88
A.5 De´rive´es de stabilite´ adimensionne´es
On e´tablit le lien entre les de´rive´es de stabilite´ et les de´rive´es de stabilite´ adimensionne´es.
Les grandeurs intervenant dans cette partie (coefficients ae´rodynamiques, moments d’inertie)
sont exprime´es dans le repe`re stabilite´. Introduisons tout d’abord deux longueurs et deux
temps caracte´ristiques :
– longueur caracte´ristique respectivement de la dynamique longitudinale et de la dyna-
mique late´rale :
llo =
c
2
, lla =
b
2
;
– temps caracte´ristique respectivement de la dynamique longitudinale et de la dynamique
late´rale :
tlo =
llo
Ue
=
c
2Ue
, tla =
lla
Ue
=
b
2Ue
.
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On de´finit alors les variables adimensionne´es suivantes :
û = u/Ue
v̂ = v/Ue ≈ β
ŵ = w/Ue ≈ α

p̂ = tlaps
q̂ = tloq
r̂ = tlars
Ces variables adimensionne´es permettent de de´finir les de´rive´es de stabilite´ adimensionne´es
liste´es dans les Tableaux A.3 et A.4. L’indice « 0 » indique que la quantite´ est e´value´e au
point d’e´quilibre.
Tableau A.3 Coefficients ae´rodynamiques adimensionne´s de la dynamique longitudinale
Cx Cz Cm
u Cxu =
(
∂Cx
∂û
)
0
Czu =
(
∂Cz
∂û
)
0
Cmu =
(
∂Cm
∂û
)
0
α Cxα =
(
∂Cx
∂α
)
0
Czα =
(
∂Cz
∂α
)
0
Cmα =
(
∂Cm
∂α
)
0
α˙ Cxα˙ =
(
∂Cx
∂tloα˙
)
0
Czα˙ =
(
∂Cz
∂tloα˙
)
0
Cmα˙ =
(
∂Cm
∂tloα˙
)
0
q Cxq =
(
∂Cx
∂q̂
)
0
Czq =
(
∂Cz
∂q̂
)
0
Cmq =
(
∂Cm
∂q̂
)
0
δe Cxδe =
(
∂Cx
∂δe
)
0
Czδe =
(
∂Cz
∂δe
)
0
Cmδe =
(
∂Cm
∂δe
)
0
Tableau A.4 Coefficients ae´rodynamiques adimensionne´s de la dynamique late´rale
Cy Cl Cn
β Cyβ =
(
∂Cy
∂β
)
0
Clβ =
(
∂Cl
∂β
)
0
Cnβ =
(
∂Cn
∂β
)
0
p Cyp =
(
∂Cy
∂p̂
)
0
Clp =
(
∂Cl
∂p̂
)
0
Cnp =
(
∂Cn
∂p̂
)
0
r Cyp =
(
∂Cy
∂r̂
)
0
Clr =
(
∂Cl
∂r̂
)
0
Cnr =
(
∂Cn
∂r̂
)
0
δa Cyδa =
(
∂Cy
∂δa
)
0
Clδa =
(
∂Cl
∂δa
)
0
Cnδa =
(
∂Cn
∂δa
)
0
δr Cyδr =
(
∂Cy
∂δr
)
0
Clδr =
(
∂Cl
∂δr
)
0
Cnδr =
(
∂Cn
∂δr
)
0
On cherche a` pre´sent a` e´tablir le lien entre les de´rive´es de stabilite´ et les de´rive´es de stabilite´
adimensionne´es. Les conditions d’e´quilibre 3.27 permettent d’e´tablir que :
Cy0 = 0.
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Notons e´galement que l’on a :
∆y = 0⇒
{
Cl0 = 0
Cn0 = 0
Conside´rons A comme e´tant l’une des composantes X, Y ou Z des forces ae´rodynamiques.
On a alors l’e´galite´ suivante :
A = qSCa =
1
2
ρv2G/airSCa.
En de´rivant par rapport a` la variable d, on obtient que :
Ad =
(
∂A
∂d
)
0
=
1
2
ρS
(
∂v2G/air
∂d
)
0
Ca0 +
1
2
ρSU2e
(
∂Ca
∂d
)
0
,
ou` , en supposant que l’air s’e´coule en re´gime permanent de telle sorte que ωRe/air = 0 , on
a la relation :
vG/air = vO/air + ωAC/Re ×∆r,
et donc :
v2G/air = (Ue + u+ q∆z − r∆y)2 + (v + r∆x− p∆z)2 + (w + p∆y − q∆x)2 .
En de´rivant explicitement le terme v2G/air par rapport a` la variable d et en reliant (∂Ca/∂d)0
a` l’une des de´rive´es adimensionne´es du Tableau A.3 ou du Tableau A.4, on obtient le lien
recherche´ entre de´rive´es de stabilite´ et de´rive´es de stabilite´ adimensionne´es. En proce´dant
de meˆme pour les moments, on obtient de cette manie`re les relations re´sume´es dans le Ta-
bleau A.5 pour la dynamique longitudinale et le Tableau A.6 pour la dynamique late´rale.
Ces relations sont valables pour des coefficients ae´rodynamiques pris dans le repe`re stabilite´.
Il faut donc prendre garde avant d’utiliser ces formules de ramener les coefficients ae´rodyna-
miques adimensionne´s du repe`re avion vers le repe`re stabilite´ via les relations :
CXs = CX cos(αe) + CZ sin(αe)
CYs = CY
CZs = −CX sin(αe) + CZ cos(αe)

Cls = Cl cos(αe) + Cn sin(αe)
Cms = Cm
Cns = −Cl sin(αe) + Cn cos(αe)
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Tableau A.5 Lien entre les de´rive´es de stabilite´ classiques et les de´rive´es de stabilite´ adimensionne´es de la dynamique longitudinale
X Z M
u Xu =
ρUeS
2m
[Cxu + 2Cx0 ] Zu =
ρUeS
2m
[Czu + 2Cz0 ] Mu =
ρUeSllo
Iy
[Cmu + 2Cm0 ]
α Xα =
ρU2eS
2m
Cxα Zα =
ρU2eS
2m
Czα Mα =
ρU2eSllo
Iy
Cmα
α˙ Xα˙ =
ρU2eStlo
2m
Cxα˙ Zα˙ =
ρU2eStlo
2m
Czα˙ Mα˙ =
ρU2eSllotlo
Iy
Cmα˙
q Xq =
ρUeS
2m
[
UetloCxq + 2∆zCx0
]
Zq =
ρUeS
2m
[
UetloCzq + 2∆zCz0
]
Mq =
ρUeSllo
Iy
[
UetloCmq + 2∆zCm0
]
δe Xδe =
ρU2eS
2m
Cxδe Zδe =
ρU2eS
2m
Czδe Mδe =
ρU2eSllo
Iy
Cmδe
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Tableau A.6 Lien entre les de´rive´es de stabilite´ classiques et les de´rive´es de stabilite´ adimensionne´es de la dynamique late´rale
Y L N
β Yβ =
ρU2eS
2m
Cyβ Lβ =
ρU2eSlla
Ix
Clβ Nβ =
ρU2eSlla
Iz
Cnβ
p Yp =
ρU2eStla
2m
Cyp Lp =
ρU2eSllatla
Ix
Clp Np =
ρU2eSllatla
Iz
Cnp
r Yr =
ρU2eStla
2m
Cyr Lr =
ρUeSlla
Ix
[UetloClr − 2∆yCl0 ] Nr =
ρUella
Iz
[UetloCnr − 2∆yCn0 ]
δa Yδa =
ρU2eS
2m
Cyδa Lδa =
ρU2eSlla
Ix
Clδa Nδa =
ρU2eSlla
Iz
Cnδa
δr Yδr =
ρU2eS
2m
Cyδr Lδr =
ρU2eSlla
Ix
Clδr Nδr =
ρU2eSlla
Iz
Cnδr
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ANNEXE B
Mode´lisation du Fighting Falcon F-16
B.1 Caracte´ristiques physiques
Tableau B.1 Dimensions du F-16
Longueur l = 15.06 m
Envergure b = 9.96 m
Hauteur h = 4.88 m
Surface des ailes S = 27.87 m2
Corde ae´rodynamique moyenne c = 3.45 m
Distance entre le pilote et la position de re´fe´rence du
centre de gravite´ de l’avion
lx = 4.57 m
Tableau B.2 Performances du F-16
Vitesse maximale au niveau de la mer vmermax = 1.2 M
Vitesse maximale a` haute altitude vhaute altmax = 2.0 M
Altitude maximale hmax = 15200 m
Vitesse maximale de monte´e vmontee = 250 m/s
Tableau B.3 Parame`tres de masse du F-16
Masse a` vide mvide = 8570 kg
Masse arme´ marm = 12000 kg
Masse maximale au de´collage mmax = 19200 kg
Masse de re´fe´rence m0 = 9300 kg
Moment d’inertie x Ix = 12875 kg/m
3
Moment d’inertie y Iy = 75673 kg/m
3
Moment d’inertie z Iz = 85551 kg/m
3
Produit d’inertie xy Ixy = 0 kg/m
3
Produit d’inertie xz Ixz = 1331 kg/m
3
Produit d’inertie yz Iyz = 0 kg/m
3
Position de re´fe´rence du centre de gravite´ XCG,ref = 0.35c
Limite de position arrie`re du centre de gravite´ XCG,aft lim = 0.39c
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Tableau B.4 Propulsion du F-16
Type de propulsion Turbore´acteur
Nombre de re´acteurs 1
Angle entre la pousse´e et l’axe xb αT = 0˚
Moment angulaire suivant l’axe xb heng = 216.9 N
Rapport pousse´e/poids R = 1.095
B.2 Mode´lisation des gouvernes
Le F-16 pre´sente les trois gouvernes classiques que sont l’aileron, la gouverne de profondeur
et la gouverne de direction. Il est dote´ d’une gouverne supple´mentaire appele´e dispositif
hypersustentateur ou leading edge flap en anglais. Cette gouverne est place´e a` l’arrie`re des
ailes et vise a` re´duire la vitesse de de´crochage pour de grands angles d’attaque en fournissant
un surplus de portance a` l’avion. Ces quatre gouvernes sont actionne´es par des servomoteurs
qui sont mode´lise´s par des fonctions de transfert d’ordre un (Nguyen et al. (1979)) du type :
1
τs+ 1
.
La constante de temps associe´e a` chacune des gouvernes, ainsi que leurs limitations phy-
siques sont donne´es dans le Tableau B.5. Notons que le dispositif hypersustentateur n’est pas
controˆle´ par le pilote mais directement par l’ordinateur de bord qui e´value la commande a`
imposer au syste`me en fonction de l’angle d’attaque de l’avion et de sa vitesse, a` travers la
loi de controˆle :
δLEF = 1.38
2s+ 7.25
s+ 7.25
α− 9.05 q
ps
+ 1.45.
Tableau B.5 Mode´lisation des gouvernes du F-16
Gouverne Constante de temps De´battement Vitesse
Aileron 0.0495 s ±21.5˚ ±80˚ /s
Gouverne de profondeur 0.0495 s ±25˚ ±60˚ /s
Gouverne de direction 0.0495 s ±30˚ ±120˚ /s
Dispositif hypersustentateur 0.136 s 0˚ ↔ 25˚ ±25˚ /s
B.3 Coefficients ae´rodynamiques
Les coefficients ae´rodynamiques du F-16 ont e´te´ originellement diffuse´s a` travers un rap-
port de la NASA (Nguyen et al. (1979)) sous la forme de lookup tables. Ces donne´es furent
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reprises afin de proce´der a` une mode´lisation polynomiale des coefficients ae´rodynamiques du
F-16 (Morelli (1998)), mode´lisation pour laquelle la loi de controˆle du dispositif hypersus-
tentateur a e´te´ directement inte´gre´e dans les coefficients ae´rodynamiques de l’avion. Il est
a` noter que dans cette mode´lisation, les coefficients ae´rodynamiques Mα˙ et Zα˙ sont nuls,
leur contribution ayant e´te´ inte´gre´e aux coefficients ae´rodynamiques relevant de la vitesse de
rotation en tangage q. Pour des moments ae´rodynamiques calcule´s au point O, le re´sultat de
la mode´lisation (Morelli (1998)) est donne´ ci-dessous. L’ensemble des coefficients intervenant
dans ces expressions sont des fonctions polynomiales.
Cx = Cx (α, δe) + Cxq (α)
cq
2VT
Cy = Cy (β, δa, δr) + Cyp (α)
bp
2VT
+ Cyr (α)
br
2VT
Cz = Cz (α, β, δe) + Czq (α)
cq
2VT
Cl = Cl (α, β) + Clp (α)
bp
2VT
+ Clr (α)
br
2VT
+ Clδa (α, β) δa + Clδr (α, β) δr
Cm = Cm (α, δe) + Cmq (α)
cq
2VT
Cn = Cn (α, β) + Cnp (α)
bp
2VT
+ Cnr (α)
br
2VT
+ Cnδa (α, β) δa + Cnδr (α, β) δr
Les formules pre´sente´es ci-dessus sont valables dans le repe`re avion et pour des moments
ae´rodynamiques calcule´s en la position de re´fe´rence du centre de gravite´ de l’avion 1.
B.4 Mode´lisation du turbore´acteur
Le F-16 est dote´ d’un turbore´acteur permettant la postcombustion, i.e. l’obtention tem-
poraire d’un surplus de pousse´e via l’injection de ke´rose`ne dans les gaz d’e´chappement de
l’avion qui s’enflamment spontane´ment sous l’effet de la chaleur. La pousse´e unitaire produite
par ce moteur est de 79 kN sans postcombustion et de 106 kN avec postcombustion.
La mode´lisation comple`te relie la position de la manette des gaz δt ∈ [0; 1] a` la pousse´e four-
nie par le turbore´acteur via un premier ordre. Dans le cadre de ce projet, seule la pousse´e a`
l’e´quilibre nous inte´resse. Cela conduit a` conside´rer un mode`le sans dynamique d’e´tablisse-
ment de la puissance moteur. On obtient alors que la puissance du moteur a` l’e´quilibre est
fonction de la position de la manette des gaz. Cela est mode´lise´e par la fonction affine par
1. Positionne´ a` 35% mac.
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morceaux :
Pc(δt) =
{
64.94δt si δt ≤ 0.77
217.38δt − 117.38 si δt > 0.77
La pousse´e du moteur est alors mode´lise´e, pour une altitude allant jusque 15000 m et une
vitesse infe´rieure a` Mach 1, comme e´tant une fonction de l’altitude, du nombre de Mach et
de la puissance du moteur :
FT =

Tidle (h,M) + (Tmil (h,M)− Tidle (h,M)) Pc
50
si Pc < 50
Tmil (h,M) + (Tmax (h,M)− Tmil (h,M)) Pc − 50
50
si Pc ≥ 50
Les fonctions Tidle, Tmil et Tmax sont donne´es dans (Nguyen et al. (1979)) sous la forme de
trois tables de donne´es. Ces tables ont fait l’objet d’une interpolation polynomiale via les
polynoˆme interpolateurs de Lagrange de fac¸on a` obtenir une mode´lisation lisse par morceaux
de la pousse´e.
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ANNEXE C
Obtention du mode`le nume´rique de la dynamique line´arise´e du F-16
On s’inte´resse a` e´tablir la de´marche permettant, a` partir des donne´es du F-16, d’obtenir le
mode`le nume´rique de l’avion pour une condition de vol en croisie`re (VT , h) et une configuration
de masse et de centrage (m,∆x) donne´es. Cela consiste a` obtenir nume´riquement :
1. le point d’e´quilibre associe´ a` la condition de vol :
Xeq =
[
αe δa,e δe,e δr,e δt,e
]T
;
2. les matrices A et B de la repre´sentation d’e´tat lorsque celle-ci prend la forme classique :
X˙ = AX +BU.
Les e´tapes conduisant a` l’obtention de ces deux e´le´ments sont de´taille´es ci-dessous et ont e´te´
utilise´es de manie`re syste´matique dans ce projet.
Pour une condition de vol donne´e (VT , h), on rappelle que le point d’e´quilibre associe´ est solu-
tion de la condition d’e´quilibre (3.27). Ce syste`me d’e´quations e´tant hautement non line´aire,
on ne cherche pas a` le re´soudre directement. On pre´fe`re en effet transposer ce proble`me en
un proble`me de minimisation d’une fonction couˆt. Pour cela on de´finit :
Cost = PXCost
2
X + PY Cost
2
Y + PZCost
2
Z + PLCost
2
L + PMCost
2
M + PNCost
2
N ,
avec : 
CostX = Xa,e + cos(αe + αT )FTe
CostY = Ya,e
CostZ = Za,e − sin(αe + αT )FTe +mg
CostL = La,e + LT,e
CostM = Ma,e +MT,e
CostN = Na,e +NT,e
,
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et ou` PX , PY , PZ , PL, PM et PN sont des ponde´rations strictement positives a` de´finir. On
obtient donc que :
X =
[
α δa δe δr δt
]>
point d’e´quilibre⇔ Cost(X) = 0.
On cherche alors a` re´soudre le proble`me sous optimal suivant : e´tant donne´ un ε pris suffi-
samment petit, trouver α, δa, δe, δr et δt tels que Cost < ε.
Dans l’ensemble de ce projet, ε a e´te´ fixe´ a` 10−15 et les ponde´rations ont e´te´ choisies comme
suit :
PX = 1, PY = PZ = 100, PL = PM = PN = 10.
Un fois le point d’e´quilibre obtenu, il suffit de calculer nume´riquement les de´rive´es de stabilite´
a` partir des expressions polynomiales des coefficients ae´rodynamiques et de les injecter dans le
mode`le analytique de la dynamique line´arise´e de l’avion. On obtient ainsi le mode`le nume´rique
line´arise´ du F-16 pour la condition de vol souhaite´e.
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ANNEXE D
Gains de la synthe`se pre´liminaire
Les tableaux ci-dessous re´sument les gains obtenus lors de la synthe`se pre´liminaire des
controˆleurs robustes de la Sous-Section 7.2.1.
Tableau D.1 Synthe`se pre´liminaire : pulsation naturelle du mode`le de re´fe´rence ωn,ref
PPPPPPPPPh (m)
M
0.35 0.4 0.5 0.6 0.7 0.8 0.9 0.95
1000 1.95 2.50 3.15 3.75 4.20 4.60 - -
5000 - 1.45 1.95 2.40 2.85 3.20 3.50 -
10000 - - 0.95 1.20 1.40 1.65 1.95 2.05
Tableau D.2 Synthe`se pre´liminaire : gain Ki
PPPPPPPPPh (m)
M
0.35 0.4 0.5 0.6 0.7 0.8 0.9 0.95
1000 32.49 31.14 30.34 22.20 15.47 11.38 - -
5000 - 45.60 37.32 27.24 20.74 15.80 12.39 -
10000 - - 34.79 28.19 20.97 17.52 15.68 14.03
Tableau D.3 Synthe`se pre´liminaire : gain Kp
PPPPPPPPPh (m)
M
0.35 0.4 0.5 0.6 0.7 0.8 0.9 0.95
1000 18.64 14.77 10.58 6.575 4.115 2.775 - -
5000 - 33.21 20.48 12.42 8.125 5.526 3.946 -
10000 - - 40.23 25.96 16.51 11.79 9.06 7.713
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Tableau D.4 Synthe`se pre´liminaire : gain Kq
PPPPPPPPPh (m)
M
0.35 0.4 0.5 0.6 0.7 0.8 0.9 0.95
1000 -58.26 -44.07 -49.39 -37.71 -28.56 -22.65 - -
5000 - -128.4 -97.35 -69.81 -52.15 -41.76 -34.95 -
10000 - - -176.3 -136.1 -105.9 -85.77 -70.97 -64.54
Tableau D.5 Synthe`se pre´liminaire : pulsation naturelle du Roll-off ωn
PPPPPPPPPh (m)
M
0.35 0.4 0.5 0.6 0.7 0.8 0.9 0.95
1000 57.05 63.01 57.00 62.45 71.25 75.31 - -
5000 - 38.64 43.24 49.44 55.73 61.65 67.37 -
10000 - - 32.42 37.04 41.96 46.31 50.31 52.83
Tableau D.6 Synthe`se pre´liminaire : amortissement du Roll-off ξ
PPPPPPPPPh (m)
M
0.35 0.4 0.5 0.6 0.7 0.8 0.9 0.95
1000 0.757 0.689 0.799 0.708 0.613 0.512 - -
5000 - 1.40 1.30 1.01 0.823 0.712 0.641 -
10000 - - 1.95 1.62 1.33 1.13 0.977 0.890
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ANNEXE E
Analyse des performances en poursuite pour des conditions de vol variant dans
le temps
Le tableau ci-dessous donne les gains de la performance en poursuite obtenus lors de
l’analyse par IQC pour des conditions de vol variant dans le temps. Des vitesses limites de
0.01 M/s pour la variation du nombre de Mach et de 100 m/s pour la variation de l’altitude
de vol ont e´te´ conside´re´es.
Tableau E.1 Re´sultats de l’analyse IQC des performances en poursuite pour des conditions
de vol variant dans le temps
hmin hmax Mmin Mmax γ hmin hmax Mmin Mmax γ
1 2 0.4 0.5 0.2348 5 6 0.6 0.7 0.1874
1 2 0.5 0.6 0.2289 5 6 0.7 0.8 0.1725
1 2 0.6 0.7 0.2498 5 6 0.8 0.82 0.0902
1 2 0.7 0.73 0.1145 6 7 0.5 0.6 0.2397
2 3 0.4 0.5 0.2170 6 7 0.6 0.7 0.2402
2 3 0.5 0.6 0.2422 6 7 0.7 0.8 0.1444
2 3 0.6 0.7 0.2179 6 7 0.8 0.84 0.0925
2 3 0.7 0.75 0.1367 7 8 0.53 0.6 0.2123
3 4 0.44 0.5 0.1822 7 8 0.6 0.7 0.2421
3 4 0.5 0.6 0.2369 7 8 0.7 0.8 0.1930
3 4 0.6 0.7 0.2616 7 8 0.8 0.86 0.1105
3 4 0.7 0.77 0.1533 8 9 0.55 0.6 0.1712
4 5 0.46 0.5 0.1520 8 9 0.6 0.7 0.2454
4 5 0.5 0.6 0.2465 8 9 0.7 0.8 0.1709
4 5 0.6 0.7 0.2380 8 9 0.8 0.9 0.1812
4 5 0.7 0.77 0.1501 9 10 0.55 0.6 0.1538
4.1 4.5 0.77 0.78 0.0385 9 10 0.6 0.7 0.2387
4.5 5 0.77 0.79 0.0584 9 10 0.7 0.8 0.1923
5 6 0.48 0.5 0.1312 9 10 0.8 0.9 0.1712
5 6 0.5 0.6 0.2500
