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In this work, we present a framework for dynamic ride-sharing. The framework has a client-
server architecture. The client is used by passengers to request rides and by drivers, including
vehicle owners and taxi drivers, who are willing to share their vehicles in order to reduce costs
or to earn money. The server needs to solve a dynamic optimization problem which is proved
to be NP-Hard. The problem, called Ride-sharing Problem with Money Incentive (RSPMI), is
modeled in the following manner: at each instant of time, there are a set of passengers needing
to travel from a source to a destination point and a set of vehicles, each one having a source
and a destination. Passengers have constraints that need to be considered, which are: an earliest
departure time, a latest arrival time, the number of passengers that will travel together and the
maximum value they are willing to pay for the ride. Vehicles can have an earliest departure time
and a latest arrival time, as well. They also have a maximum capacity and a price per kilometer.
The problem is to compute a route for each vehicle, with the goal of maximizing the number
of attended requests and minimizing the total paid by passengers. RSPMI is a new problem
in the literature, differing from others ride-sharing problems, because it is the only one that
considers shared costs, having a constraint which allows people to set the maximum value for
the ride. The main focus of the work is to develop methods that can solve the dynamic version
of the RSPMI, in real time and large scale. The proposed method needs an heuristic to solve
the static problem and an algorithm to solve the Many to Many Shortest Path Problem. We
developed GRASP heuristics for the static problem and used Contraction Hierarchies to deal
with the shortest path problem. Computational experiments were made to evaluate our method
and heuristics. We used instances based on real data that simulates a day of taxis activity in





Nesse trabalho é apresentado um framework que tem como objetivo facilitar o compartilha-
mento de veículos no dia a dia de uma grande cidade. O framework apresenta uma arquitetura
cliente-servidor. O lado cliente é usado por passageiros para requerer uma viagem comparti-
lhada e por motoristas, que podem ser donos de veículos privados ou taxistas, os quais estão
dispostos a compartilharem seu veículo para redução de custos ou obtenção de lucro. O lado
servidor precisa resolver um problema dinâmico de otimização que provamos ser NP-difícil.
O problema em questão, denominado Ride-sharing Problem with Money Incentive (RSPMI),
é modelado da seguinte forma: em cada instante de tempo, temos um conjunto de pessoas, as
quais necessitam de uma viagem a partir de um ponto de origem até um ponto de destino, e um
conjunto de veículos, onde cada um tem uma origem e um destino. É necessário considerar al-
gumas restrições que os passageiros possam ter, que são: o horário mínimo de saída da origem,
o horário máximo de chegada até o destino, o número de passageiros que devem viajar juntos
e também o valor máximo que estão dispostos a pagar. Os veículos também apresentam res-
trições, já que estes podem ter um horário mínimo de saída e um horário máximo de chegada.
O motorista define a capacidade máxima do veículo e o preço por quilômetro rodado. Dado
todas as informações e restrições, o problema consiste em formar uma rota para cada veículo
com o objetivo de maximizar o número de passageiros atendidos e de minimizar os custos. O
RSPMI é um problema novo na literatura e difere dos demais problemas de compartilhamento
de veículos por ser o único a considerar custos compartilhados, calculando o valor total a ser
pago por cada passageiro e possibilitando cada um escolher o valor máximo a ser pago. O
foco do trabalho se deu no estudo e desenvolvimento de métodos que possam resolver a ver-
são dinâmica do RSPMI, em tempo real, e em larga escala. O método proposto necessita de
uma heurística que resolva o problema estático e de um algoritmo que resolva, eficientemente,
o Many to Many Shortest Path Problem. Desenvolvemos heurísticas GRASP para o problema
estático e usamos um algoritmo baseado em Contraction Hierarchies, o qual é muito eficiente,
para lidar com os caminhos mínimos. Experimentos computacionais foram realizados usando
instâncias que simulam, a partir de dados reais, uma atividade de compartilhamento de táxis na
cidade de São Paulo. Em nossas simulações, os passageiros pagaram, em média, quase 30%
menos do que pagariam em uma viagem privada.
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Nesse trabalho é proposto um sistema que viabiliza o compartilhamento de veículos em tempo
real. Para o funcionamento do sistema, é necessário resolver um problema dinâmico de oti-
mização, que provamos ser NP-difícil. O foco do trabalho se deu em resolver tal problema
eficientemente, utilizando-se de métodos heurísticos.
Compartilhamento de veículos, seja veículos privados ou táxis, ajuda a reduzir a quantidade
de emissões de gases de efeito estufa provenientes do setor de transporte, o qual, de acordo com
Climate Change 2014: Mitigation of Climate Change [22], mais do que dobrou desde 1970 e
vem aumentando mais rapidamente do que em qualquer outro setor. Dados de 2014 mostram
que o setor de transporte é responsável pela emissão de aproximadamente 23% do total de
CO2. Compartilhamento de veículos também tem a vantagem de diminuir o congestionamento
no trânsito, que é um problema grave nas grandes metrópoles. Além disso, ele traz benefícios
imediatos para as pessoas, já que reduz significativamente os custos com transportes e diminui
o tempo de espera para conseguir uma condução, visto que muitas vezes não existe uma oferta
suficiente de veículos para a grande demanda de passageiros.
Existem empresas que facilitam o compartilhamento de veículos através da internet, dando
aos motoristas a possibilidade de encontrar passageiros. No entanto, esse mecanismo só é
usado para viagens programadas, e para passageiros que tenham origem, destino e horários em
comum. O primeiro objetivo desse trabalho é descrever um framework que permite o comparti-
lhamento de veículos em tempo real.
O framework consiste de duas componentes:
• Um aplicativo usado por passageiros para especificar origem, destino, horário mínimo de
saída, horário máximo de chegada, quantidade de pessoas e o quanto elas estão dispostas
a pagar, que normalmente é o preço de uma corrida privada de táxi. O aplicativo também
é usado pelos donos de veículo e motoristas de táxi, os quais também precisam especificar




• Um servidor que recebe os dados sob demanda e é responsável pela atribuição de passa-
geiros a veículos, criando uma rota para cada veículo, satisfazendo as restrições impostas.
A Figura 1.1 e 1.2 exemplifica uma situação com três requisições sendo enviadas para o
servidor e mostra a rota formada para o veículo.
Figura 1.1: Exemplificação do envio de três requisições para o servidor num determinado instante de
tempo. Cada requisição indica origem, destino, o horário mínimo de saída, horário máximo de chegada
e a quantidade de pessoas a serem transportadas.
Figura 1.2: Rota que o servidor formou para o veículo, relativo as três requisições da Figura 1.1.
A descrição completa do framework se encontra no Capítulo 2.
Dado o framework, os próximos objetivos são: modelar a situação que precisa ser resolvido
no lado servidor do framework como um problema de otimização combinatória; e fornecer um
método que resolva esse problema em tempo real e em larga escala.
Consideramos caronas e compartilhamento de táxis como um único problema, modelado da
seguinte forma: em cada instante de tempo, temos um conjunto de pessoas, as quais necessitam
de uma viagem a partir de um ponto de origem até um ponto de destino, e um conjunto de
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veículos, onde cada um tem uma origem (localização atual) e um destino. Também é neces-
sário considerar algumas restrições que os passageiros possam ter, que são: o horário mínimo
de saída da origem, o horário máximo de chegada até o destino, o número de passageiros que
devem viajar juntos e também o valor máximo que estão dispostos a pagar. Os veículos tam-
bém apresentam restrições, já que estes podem ter um horário mínimo de saída e um horário
máximo de chegada. Além disso, o motorista define a capacidade máxima do veículo e o preço
por quilômetro rodado. Por último, o problema também recebe como entrada um grafo repre-
sentando a região em questão, tendo como vértices, todos os pontos de interesse e como arestas,
todas as ruas e avenidas. Cada aresta guarda o tempo necessário para percorrê-la. Dado todas
as informações e restrições, o problema consiste em formar uma rota para cada veículo com o
objetivo de maximizar o número de passageiros atendidos e de minimizar os custos. O custo de
cada trecho é dividido igualmente entre todos os passageiros a bordo.
No Capítulo 3 definimos formalmente a versão estática e dinâmica do problema de otimi-
zação apresentado. Demos o nome de Ridesharing Problem with Money Incentive (RSPMI).
Ainda nesse capítulo apresentamos o modelo matemático do mesmo e provamos que se trata de
um problema NP-Difícil.
O Capítulo 4 apresenta o método proposto para resolver a versão dinâmica do RSPMI. O
método consiste em dividir o dia em períodos, cada um representando um intervalo de tempo
de mesmo tamanho. Em cada período, uma instância para o problema estático é criada e essa
é resolvida por uma heurística. Nesse mesmo capítulo, apresentamos as heurísticas desenvolvi-
das, as quais são do tipo Greedy Randomized Adaptive Search Procedure (GRASP) [16]. Além
da fase de geração da solução inicial e da fase de busca local, as heurísticas são incrementadas
com a técnica de Path Relinking.
O Capítulo 5 descreve os experimentos computacionais realizados, apresentando resultados
e análises. As instâncias usadas simulam uma atividade de compartilhamento de táxis em São
Paulo. Um grafo da cidade foi obtido a partir dos dados do Open Street Map 1. O capítulo
apresenta os resultados dos experimentos que envolvem as heurísticas GRASP. Através deles foi
possível concluir qual é a nossa melhor heurística. Além disso, o capítulo mostra os resultados
dos experimentos que envolvem o método proposto para resolver o problema dinâmico. Esses
experimentos tiveram como objetivo avaliar a eficácia do método em uma situação de tempo
real.
Por último, no Capítulo 6, apresentamos as conclusões e possíveis trabalhos futuros.
1http://www.openstreetmap.org/
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1.1 Trabalhos Relacionados
Essa seção descreve o Pickup and Delivery Problem (Seção 1.1.1), um problema clássico que
apresenta grande semelhanças com o RSPMI. Também são apresentados os principais traba-
lhos relacionados (Seção 1.1.2), que são aqueles que apresentam algum tipo de Ride-sharing
Problem e métodos heurísticos para resolvê-lo. Por último, apresentamos a primeira versão do
nosso trabalho (Seção 1.1.3), mostrando as diferenças em relação a nova versão.
1.1.1 Problemas de Carga e Descarga
A versão clássica do Pickup and Delivery Problem (PDP) recebe como entrada um conjunto
de veículos, cada um tendo uma capacidade máxima de carga, e um conjunto de requisições
de transporte, onde cada requisição tem uma origem, um destino e a quantidade de carga que
precisa ser transportada. O problema consiste em montar uma rota para cada veículo, com o
objetivo de minimizar os custos de viagem. A princípio, todos os veículos se encontram num
mesmo local e devem voltar para esse mesmo local após o serviço. Uma restrição impõe que
todas as requisições devem ser atendidas, e ainda, cada requisição só pode ser atendida por um
veículo, portanto ao atender uma requisição, o veículo deve ter espaço livre para carregar toda
a carga demandada. O custo da viagem entre dois pontos também é um dado da entrada.
Estudos a respeito das diversas versões do PDP se encontram em [13] e [14]. Entre elas,
podemos citar o Pickup and Delivery Problem with Time Windows (PDPTW) e o Dial a Ride
Problem (DARP). No PDPTW, cada ponto de origem e destino de uma requisição impõe um
horário mínimo e máximo de atendimento. Já o DARP é uma versão onde, ao invés de merca-
dorias, as requisições são para o transporte de pessoas. Dessa forma, além da restrição de janela
de tempo, outras restrições são colocadas, como um tempo máximo de viagem e um tempo
máximo de espera. Um estudo a respeito do DARP se encontra em [2].
1.1.2 Problemas de Compartilhamento de Veículos
Na literatura encontramos vários problemas de otimização a respeito de compartilhamento de
veículos. No entanto, até onde sabemos, não existe nenhum que considera custos compartilha-
dos. Dessa forma, o RSPMI é um problema inédito, já que uma parte do problema consiste
em calcular os custos compartilhados para garantir que nenhum passageiro pague mais do que
estão dispostos e ainda, a função objetivo inclui minimizar esses custos.
Em [1], Agatz et al. apresentam um problema dinâmico de compartilhamento de veículos.
O problema recebe como entrada um conjunto de requisições de viagens, onde cada requisição
diz se o participante irá dirigir, irá de carona, ou se é flexível para ambas as posições. Cada
requisição tem a origem, o destino, o tempo mínimo de saída e o tempo de flexibilidade que
indica o tempo máximo que pode atrasar, supondo que é conhecido o tempo de ir da origem até o
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destino. Deve-se garantir que nenhum participante saia antes do tempo mínimo e que não atrase
mais que o tempo de flexibilidade. Além disso, o custo da viagem, que é dado pela distância
percorrida, deve ser menor do que a soma do custo de cada participante individualmente. No
entanto, é uma versão mais simples do que a do nosso problema, já que cada motorista pode
passar por no máximo um ponto de embarque e desembarque. A função objetivo consiste
em minimizar a distância total percorrida pelos veículos. O problema dinâmico é resolvido
utilizando a estratégia que divide o dia em períodos. Em cada período a versão estática do
problema é modelada como um problema de emparelhamento máximo de custo mínimo e é
resolvido utilizando o software CPLEX.
A grande diferença entre o problema de [1] e o RSPMI é a restrição imposta que cada veículo
só pode atender uma única requisição. A generalização dessa restrição deixa o problema mais
complexo.
Herbawi e Weber [8] apresentam um problema dinâmico de compartilhamento de veícu-
los, que foi denominado Dynamic Ride-Matching Problem with Time Windows (RMPTW). Da
mesma forma que em [1], o problema é resolvido dividindo o dia em períodos. Em cada pe-
ríodo, alterna-se entre o uso de uma heurística genética e o uso de uma heurística de inserção,
a qual é mais simples, porém mais rápida. O RMPTW consiste de um conjunto de veículos
(que representam motoristas dispostos a dar carona) e um conjunto de requisições de caronas.
Cada participante (motorista ou caronista) tem uma origem, um destino, um tempo mínimo de
saída e um tempo máximo de chegada. Esses dois últimos definem a janela de tempo. Cada
motorista define um tempo máximo e uma distância máxima de viagem. Cada passageiro de-
fine um tempo máximo de viagem. Deseja-se atribuir passageiros a um veículo e determinar o
tempo e a ordem dos embarques e desembarques. A função objetivo possui quatro critérios que
são: minimizar a distância total percorrida pelos veículos, minimizar o tempo de viagem dos
veículos, minimizar o tempo de viagem de cada passageiro que requisitou carona e maximizar
o número de usuários atendidos.
Apesar da semelhança, algumas diferenças com o RSPMI podem ser vistas. A primeira
delas é a questão dos custos compartilhados, como já apontamos, só presente no RSPMI. A
outra diferença é o fato de o RMPTW apresentar restrições de tempo máximo de viagem e de
distância máxima percorrida. No RSPMI, essas restrições não são incluídas pelo fato de as
restrições de valor máximo a ser pago e a de janela de tempo serem suficientes para garantir
um tempo de viagem e uma distância percorrida aceitáveis. Pode-se argumentar que, apesar
de não considerar custos compartilhados, os passageiros tem um controle do custo máximo da
viagem no RMPTW, se considerarmos que o custo é proporcional ao tempo de viagem. No
entanto, esse controle não é direto. Se o passageiro colocar como tempo máximo de viagem,
o tempo de uma viagem privada de táxi, ele irá garantir que o custo será pelo menos o custo
da viagem privada. Porém, isso exclui as possíveis viagens compartilhadas com um tempo de
viagem maior, mas com um custo bem menor, devido ao compartilhamento, que são os casos
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mais comuns. Caso o passageiro aumente esse tempo, ele está sujeito a pagar mais do que uma
viagem privada, sendo incondizente com a realidade.
Uma outra diferença está na função objetivo. Tentamos adaptar nossas heurísticas para o
RMPTW, mas a função objetivo se mostrou bastante confusa já que os critérios estão em escalas
diferentes. Apesar de o artigo dizer que os critérios devem ser normalizados antes de calcular
a função objetivo, não achamos uma forma que deixasse o problema interessante. Em todas as
formas tentadas, as soluções vazias sempre eram as melhores. Portanto, uma outra vantagem
do RSPMI é o fato de a função objetivo poder ser utilizada diretamente.
Observamos um erro no modelo matemático apresentado em [8] para o RMPTW. O modelo
não apresenta a restrição de conservação de fluxo, portanto permite que pontos de uma rota
tenham grau de entrada diferente do grau de saída, o que pode deixar a rota desconexa.
Em [12], Ma et al. definem um problema dinâmico de compartilhamento de táxis. O pro-
blema contém um conjunto de requisições e um conjunto de táxis. Cada requisição tem o
horário em que foi requisitada, origem, destino, horário mínimo de saída e horário máximo de
chegada. Cada táxi tem uma rota em andamento, que é uma sequência de pontos de origem e
destino de requisições, a sua capacidade, e a sua localização atual. O problema considera uma
requisição de cada vez, e tem como objetivo minimizar o custo marginal de inserção, que é o
quanto a distância total percorrida aumenta após a inserção. Para resolver o problema, ao con-
siderar uma requisição, uma heurística é usada para escolher os táxis mais propensos a receber
essa requisição. Com isso, uma outra heurística de inserção é usada com objetivo de achar o
melhor táxi e o melhor local, dentro da rota, para a inserção. A versão dinâmica do RSPMI
apresenta uma certa semelhança com o problema em questão, já que as restrições apresentadas
por esse último é um subconjunto de restrições do RSPMI.
Já em [9], Horn apresenta um software para gerenciar toda a frota de transportes coletivos
sob demanda, que são táxis e ônibus especiais que podem variar sua rota. O sistema centraliza
toda a frota de veículo e é responsável pela comunicação com os veículos e com os passagei-
ros. Os veículos podem operar em diversos modos, como por exemplo, táxi convencional, táxi
compartilhado, táxi com paradas pré-definidas e ainda oferecem o serviço de embarque oportu-
nista, que é quando o táxi pega pessoas na rua sem estar agendado. O problema consiste de um
conjunto de veículos e requisições de viagens. Deseja-se formar um itinerário para cada veículo
que esteja em serviço, que é uma sequência de paradas, seja para embarque ou desembarque
de passageiros. Cada ponto de embarque e desembarque tem uma janela de tempo definida
pelos passageiros e cada veículo tem sua capacidade máxima de passageiros. A função objetivo
consiste em minimizar o tempo total de viagem ou a distância total e maximizar o número de
passageiros atendidos pela frota. O problema é dinâmico, e para lidar com isso, cada nova re-
quisição de viagem é inserida no local onde é minimizado o custo marginal da inserção. Após a
inserção, que pode ser feita por uma heurística ou por uma busca exaustiva, é feito um procedi-
mento para tentar achar possíveis melhorias. Também, periodicamente, é feito um procedimento
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de busca local. O problema considerado é uma versão do Pickup and Delivery Problem, e como
já vimos, a diferença com o RSPMI está na questão dos custos compartilhados.
Como vimos, todos os problemas apresentados e também o próprio RSPMI, podem ser
considerados uma variação do Pickup and Delivery Problem, com alguns apresentado uma ou
outra restrição a mais ou a menos e diferentes funções objetivos. Consideramos o RSPMI o
mais completo de todos. Por essa razão, desenvolvemos todo o trabalho em cima dele, ao invés
de considerar um problema já existente na literatura.
1.1.3 Versão Inicial do Trabalho
A primeira versão do nosso trabalho foi publicada e apresentada na International Joint Con-
ference on Artificial Inteligence (IJCAI) em 2013 [20]. Ela descreve a versão dinâmica de um
problema de otimização de compartilhamento de táxis, denominado Taxi Sharing with Time
Windows Problem (TSTWP). Provamos que o TSTWP é um problema NP-difícil e apresenta-
mos um método de resolução do problema dinâmico que utiliza-se de heurísticas para o pro-
blema estático. Para resolver a versão estática, desenvolvemos heurísticas GRASP. Criamos
instâncias usando dados reais, fornecidos por Herbawi e Weber [8], obtidos de uma pesquisa
de viagem feita no nordeste de Illinois, conduzida pela CMAP 2 e também instâncias artificiais
que simulam a cidade de São Paulo. Com essas instâncias fizemos experimentos envolvendo
as heurísticas. Por último, também descrevemos um framework que permite a aplicação do
trabalho.
Foram feitas uma série de mudanças, sempre com o objetivo de melhorar o trabalho. Nessa
dissertação, iremos mostrar apenas o estado atual do trabalho, portanto usaremos essa seção
para mostrarmos as principais diferenças.
A primeira mudança foi em relação ao TSTWP. Deixamo-lo mais geral e mudamos o nome
para RSPMI. Ao invés de tratar apenas de compartilhamento de táxis, o RSPMI abrange qual-
quer classe de veículos. Os veículos agora também têm um ponto de destino (antes, eles só
tinham uma origem). Além disso, é permitido que cada motorista defina o tempo e o custo da
viagem, em qualquer trecho (antes, o tempo e o custo era sempre o mesmo para todos os veícu-
los). Uma outra alteração foi em relação à restrição do custo compartilhado ter que ser menor
que o custo de uma viagem privada de táxi. Essa restrição também foi generalizada, visto que
agora cada passageiro decide o valor máximo que está disposto a pagar pela viagem, podendo
ser um valor menor do que uma viagem privada de táxi. Por último, incluímos uma nova variá-
vel de entrada que indica, para cada ponto, o tempo de duração do embarque/desembarque. O
motivo da inclusão é o fato de a mesma estar presente no PDP e no DARP.
Alteramos também a notação usada na descrição do problema, e agora descrevemos, de
forma mais clara, a versão dinâmica do mesmo, diferenciando da versão estática. O modelo
2http://www.cmap.illinois.gov/
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matemático do problema agora é apresentado.
Devido às mudanças na definição do problema, também foi necessário alterar alguns deta-
lhes na prova de NP-dificuldade. Além disso, a prova apresentada anteriormente continha um
pequeno erro, visto que colocamos custos nulos ao formar a instância do TSTWP, durante a
redução. No entanto, esses custos aparecem no denominador da função objetivo, portanto não
poderiam ser nulos.
Apesar das mudanças, as heurísticas anteriores ainda podem ser utilizadas para resolver o
RSPMI, visto que as heurísticas já eram gerais. Ainda assim, criamos novas heurísticas, man-
tendo a metaheurística GRASP. Alteramos a forma de gerar a Restricted Candidate List (RCL)
durante o processo de geração da solução inicial, criamos novas funções gulosas e também uma
nova busca local. Além disso, criamos heurísticas mais elaboradas com versões Reactive e com
o método de Path Relinking [16]. Uma quantidade exaustiva de experimentos foram feitos a
fim de obtermos a melhor heurística com a melhor combinação de parâmetros, que por sua vez,
apresentou resultados muito superiores às heurísticas anteriores.
Para a realização dos experimentos, usamos novas instâncias que simulam a cidade de São
Paulo. No trabalho anterior, as instâncias de São Paulo usavam um mapa artificial formado por
um grid 500 × 300. Substituímos as instâncias de grid pelas novas instâncias que utilizam o
mapa real da cidade, obtido do Open Street Map. Resolvemos não mais utilizar as instâncias
obtidas com os dados da pesquisa do CMAP, pelo fato de não se adequarem ao nosso objetivo,
que é testar uma grande quantidade de requisições chegando ao mesmo tempo, precisando se-
rem atendidas assim que possível. Diferentemente disso, as instâncias anteriores apresentam
requisições espalhadas em vários horários de um dia, portanto, apesar de ter cerca de 700 re-
quisições totais, em um determinado período de tempo, o número de requisições ativas é bem
pequeno. Além disso, o mapa utilizado não é um grafo real da cidade, já que a métrica utilizada
para o cálculo entre dois pontos é a distância esférica, pois os pontos são representados pela
sua latitude e longitude. Nesse novo trabalho, também foram feitos experimentos com a versão
dinâmica do problema, usando para isso, instâncias que representam um período de 12 horas de
atividade de táxis em São Paulo.
1.2 Algoritmos para o Problema de Caminhos Mínimos
O método proposto para resolução da versão dinâmica do RSPMI necessita de algoritmos efi-
cientes para resolver o Many to Many Shortest Path Problem. Dado um grafo G = (V,E) com
custos nas arestas, e um subconjunto W de V , o problema consiste em encontrar o menor ca-
minho entre todos os vértices de W . Mais especificamente, estamos interessados em resolver a
versão desse problema onde V é ordens de grandeza maior do que W . Para simplificar iremos
considerar que só estamos interessados no custo dos caminhos, apesar de todos os algoritmos
descritos conseguirem reportar todo o caminho.
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O problema de achar o caminho mínimo entre dois vértices em G é um problema clássico
na ciência da computação, podendo ser resolvido, com o algoritmo de Bellman-Ford [3] com
complexidade de tempo O(|E||V |) e complexidade de espaço O(|V |+ |E|). Também pode ser
resolvido com o algoritmo de Dijkstra [3], que tem complexidade de tempo O(|E|log(|V |)),
quando a fila de prioridade é implementada com um heap, e mesma complexidade de espaço do
Bellman-Ford, no entanto, todas as arestas do grafo devem ter custo não negativo.
Ao resolver o Many to Many Shortest Path Problem queremos construir uma tabela |W | ×
|W | com os custos dos caminhos mínimos entre todos os pares de W . Poderíamos utilizar
o próprio algoritmo do Dijkstra, executando-o |W | vezes, uma vez para cada vértice. Um dos
problemas dessa abordagem é que ela seria bem custosa. Um dos motivos é o fato de o algoritmo
calcular os caminhos mínimos de um vértice de origem a todos os outros vértices do grafo, o
que de certa forma é desnecessário já que precisamos apenas das informações dos caminhos
mínimos entre o vértice de origem e os vértices de um subconjunto pequeno.
Precisamos de um método que resolva o problema eficientemente, mesmo que para isso faça
algum pré-processamento. No entanto, esse pré-processamento não pode utilizar mais do que
uma quantidade linear de memória.
Para a versão do problema que consiste em encontrar o caminho mínimo entre apenas um
par de vértices, existem abordagens bastantes eficientes na literatura, que incluem: melhora
na implementação da fila de prioridade usada no Dijkstra, busca bidirecional, A*, edge flags,
precomputed cluster distances, highway hierarchies, node routing, contraction hierarchies e
ainda, combinações desses. Uma revisão detalhada da literatura pode ser encontrada na tese
de Schultes, [21]. Uma abordagem direta para o Many to Many Shortest Path Problem seria
a utilização de um desses algoritmos, executando-o W 2 vezes. No entanto, podemos perceber
que essa não é uma boa solução.
Abordagens para o Many to Many Shortest Path Problem presentes na literatura, consistem
em adaptar algoritmos citados anteriormente para que eles possam resolver diretamente o pro-
blema. Um desses trabalhos é o de Knopp et al. [11], que apresenta uma maneira de resolver o
Many to Many Shortest Path Problem usando highway hierarchies, que é um método bastante
eficaz quando se trata de grafos de rede rodoviária, [18], [19], [21]. A técnica apresentada é
generalizada em [21], permitindo que seja aplicada em outros métodos. Em nossos experimen-
tos, implementamos essa técnica usando contraction hierarchies [7], já que é um método mais
simples do que highway hierarchies e ainda apresenta resultados superiores.
No método mostrado por Geisberger et al. [7], o grafo é pré-processado obtendo um grafo
com camadas chamado de contraction hierarchy. Primeiramente, os vértices são ordenados,
cada um recebendo um número de 1 a n, de acordo com a ordenação. A forma com que os
vértices são ordenados é importante para garantir um bom tempo de execução, portanto o artigo
fornece heurísticas para essa parte. Todos os vértices são contraídos, um por vez, na ordem
estabelecida. Ao contrair um vértice de número v, esse é removido, obtendo um novo grafo
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Gv = (V v, Ev), onde V v = {v + 1, v + 2, ..., n} e Ev = {Ev−1 ∪ Sv}. Note que G0 é o
grafo original. O conjunto Sv é formado por arestas (u,w), tal que (u, v), (v, w) ∈ Ev−1 e
o caminho mínimo de u para w é igual ao custo de (u, v) mais o custo de (v, w). Ou seja,
serão adicionados ao grafo, arestas (u,w), denominadas shortcuts, somente nos casos onde o
caminho u − v − w é o caminho mínimo entre u e w. Com isso, sempre que um grafo é
contraído, nenhuma informação a respeito de caminho mínimo é perdida. Note que mesmo no
caso de um caminho mínimo a − b − v − c, não é criado um shortcut de a para c, visto que a
não é ligado a v. Nesse caso, apenas o shourtcut (b, c) é criado. Para verificar se um shortcut
é necessário, um problema de Many to Many Shortest Path no grafo em questão, precisa ser
resolvido, considerando todos os vértices adjacentes a v. O artigo propõe um método otimizado
para essa parte. Note que, apesar de a cada contração um novo grafo ser construído, basta
guardar as informações a respeito das novas arestas criadas.
O cálculo do caminho mínimo entre um par de vértices, após o pré-processamento, se dá
através de uma modificação do Dijkstra bidirecional, isto é, é feita uma busca a partir da origem
e a partir do destino (nesse caso considera-se o grafo transposto) e a busca termina quando
o escopo das duas buscas se encontram. A grande otimização se dá através do uso do pré-
processamento, visto que ao processar um vértice v, durante a busca, basta considerar o grafo
obtido imediatamente antes de contrair v, que é o grafo Gv−1. Isso pode ser feito, visto que
nenhuma informação a respeito do caminho mínimo de v aos vértices v, v+ 1, ..., n foi perdida.
Já o caminho mínimo em relação aos vértices 1, 2, ...v − 1 será encontrado durante a busca na
direção contrária.
A grande otimização no método apresentado para resolver o Many to Many Shortest Path
Problem está no fato de serem feitas apenas 2 ∗ |W | buscas ao invés de realizar uma busca para
cada par de W . Primeiramente, são feitas |W | buscas no sentido inverso, uma para cada vértice
de w. Todo o espaço de busca resultante é armazenado. Ao serem feitas as mesmas |W | buscas
só que no sentido direto, os caminhos mínimos podem ser calculados, já que as informações à
respeito do sentido inverso foram guardadas.
Capítulo 2
Framework
Esse capítulo descreve um sistema (framework) que pode ser adotado em uma cidade ou região
para permitir o compartilhamento de veículos no dia a dia das pessoas. O framework apresenta
uma arquitetura cliente-servidor, tendo portanto um aplicativo cliente, que recebe todos os dados
de passageiros e motoristas, e um servidor, responsável por atribuir passageiros a motorista,
formando uma rota para cada veículo. Nesse capítulo, iremos descrever uma possível forma de
implementação do lado cliente. No entanto, o foco de todo o trabalho se encontra no problema
que o lado servidor precisa resolver, que é formalizado no Capítulo 3.
O aplicativo cliente pode ser acessado através de um celular ou através da web. Ele se
destina a dois tipos diferentes de usuários, os passageiros e os motoristas. A Seção 2.1 descreve
como o aplicativo funciona para os passageiros enquanto que a Seção 2.2 mostra o papel dos
motoristas.
2.1 Passageiro
O passageiro entra no aplicativo com o intuito de requerer uma viagem. As primeiras informa-
ções que ele precisa fornecer são a origem e o destino. No caso de um smartphone, o aplicativo
poderá preencher o campo da origem automaticamente. Mas ainda assim, é possível o passa-
geiro escolher uma origem diferente do local onde se encontra. Já o destino, ele deve fornecer
manualmente. As próximas informações que precisam ser fornecidas são o horário mínimo de
saída e o horário máximo de chegada. Para o horário mínimo de saída, o próprio aplicativo já
coloca, como opção, o horário atual. Para ajudar a preencher o horário máximo de chegada, o
aplicativo informa o tempo médio da viagem entre a origem e o destino. O passageiro também
precisa fornecer o número de pessoas que vão viajar juntos. Por último, deve ser fornecido o
valor máximo que o passageiro está disposto a pagar pela viagem. O valor padrão é o valor de
uma viagem privada num táxi comum.
Após o passageiro enviar os dados, ele deve aguardar até que uma viagem seja encontrada,
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satisfazendo todas as restrições. Quando uma viagem é encontrada, o passageiro passa a receber
em tempo real as informações a respeito dela, incluindo a posição atual do veículo, toda a rota
que esse irá fazer até chegar ao destino desejado, o valor a ser pago, o horário estimado de
chegada do veículo no ponto de origem e também no destino, informações a respeito do veículo,
do motorista e dos demais passageiros.
Por uma questão de segurança e para facilitar o pagamento, o aplicativo exige que o usuário
faça um cadastro completo, colocando, inclusive o número do cartão de crédito. A forma de
pagamento é feito exclusivamente com cartão de crédito. O próprio servidor computa, antes da
viagem, o valor que cada passageiro irá pagar. Assim que o passageiro encontra um veículo e
recebe todos os dados da viagem, automaticamente o valor já é deduzido. Isso é feito, pois a
partir desse momento, esse não pode mais cancelar o serviço, visto que o cancelamento impli-
caria num aumento do custo para aqueles com quem irá compartilhar a viagem. Note que, uma
vez que o passageiro recebe os dados da viagem, é garantido que eles não serão modificados.
2.2 Motorista
Antes de ter o direto de usar o aplicativo como motorista, o usuário deve passar por um processo
de cadastramento, que inclui, verificação dos documentos do veículo e do próprio motorista,
entre outros requisitos que podem ser considerados para garantir uma maior segurança.
Ao iniciar o aplicativo, o motorista fornece a origem, o destino (caso tenha algum), o horário
que irá começar e o que irá terminar de receber requisições , o preço do quilômetro rodado, que
terá um valor padrão, e o número máximo de passageiros que poderão ser transportados simul-
taneamente. É obrigatório que o motorista utilize o aplicativo num smartphone com acesso à
internet durante todo o tempo e também com GPS, já que dados a respeito de sua localização se-
rão enviados periodicamente para o servidor. O próprio aplicativo irá fornecer a rota juntamente
com um sistema de navegação que irá guiar o motorista. A rota poderá sofrer modificações a
qualquer hora, sempre que um novo passageiro for adicionado. A respeito do pagamento, o
motorista irá receber o valor automaticamente após entregar cada passageiro.
Capítulo 3
Definição Formal do Problema
Esse capítulo descreve o problema de otimização, oriundo do framework, que chamamos de
Ridesharing Problem with Money Incentive (RSPMI). O RSPMI representa uma situação real de
compartilhamento dinâmico de veículos, podendo envolver tanto táxis quanto veículos privados.
Na Seção 3.1, são apresentadas todas as notações utilizadas. A Seção 3.2 descreve textual-
mente a versão estática do problema. Já a Seção 3.3 apresenta o modelo matemático. A Seção
3.4 mostra que o RSPMI é NP-Difícil. E por último, apresentamos, na Seção 3.5, o que muda
quando a versão dinâmica é considerada.
3.1 Notações
Essa seção mostra todas as notações utilizadas no capítulo, para fins de consulta, já que todos
os termos serão definidos posteriormente.
• N = conjunto de requisições de passageiros.
• n = |N | = quantidade de requisições de passageiros.
• M = conjunto de veículos.
• m = |M | = quantidade de veículos.
• i+ = ponto de origem da requisição/veículo i.
• i− = ponto de destino da requisição/veículo i.
• ei = horário mínimo de saída da requisição/veículo i.
• li = horário máximo de chegada da requisição/veículo i.
13
3.1. Notações 14
• si = valor máximo a ser pago, definido pelo(s) passageiro(s) da requisição i.
• qi = capacidade máxima do veículo i.
• V = {i+, i−|i ∈ N} = conjunto com todos os pontos de origem e destino das n requisi-
ções.
• W = {i+, i−|i ∈ N ∪ M} = conjunto com todos os pontos de origem e destino das n
requisições e dos m veículos.
• dw = tempo que o(s) passageiro(s) leva(m) para embarcar/desembarcar no ponto w.
• pi = quantidade de passageiros da requisição i / quantidade de passageiros entrando ou
saindo no ponto i.
• T k = matriz com os tempos de viagem do veículo k entre todos os pares de pontos (i, j) ∈
V ∪ {k+, k−} × V ∪ {k+, k−}.
• tki,j = tempo de viagem no veículo k entre os pontos i e j.
• Ck = matriz com os custos de viagem do veículo k entre todo os pares de pontos (i, j) ∈
V ∪ {k+, k−} × V ∪ {k+, k−}
• cki,j = custo da viagem no veículo k entre os pontos i e j.
• Rk = rota do veículo k.
• Bku = horário que o veículo k irá atender o(s) passageiro(s) do ponto u.
• Lku = quantidade de passageiros a bordo no veículo k, logo após atender o ponto u.
• Si = valor total a ser pago pelo(s) passageiro(s) da requisição i.
• Ski,u = valor a ser pago pelo(s) passageiro(s) da requisição i, relativo ao trecho do ponto u
até o ponto imediatamente após u na rota do veículo k.
• N = conjunto dinâmico de requisições de passageiros.
• M = conjunto dinâmico de veículos.
• G = (U,E) = grafo que representa o mapa da região envolvida. O conjunto U de vér-
tices engloba todos os possíveis pontos de origem e destino, tanto de veículos quanto de
passageiros. Já o conjunto E de arestas representa as ruas e avenidas que conectam tais
pontos.
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3.2 Descrição Textual
O Ridesharing Problem with Money Incentive recebe como entrada um conjunto N contendo n
requisições de passageiros e um conjunto M contendo m veículos disponíveis para viagens.
Cada requisição i ∈ N tem um ponto de origem i+, um ponto de destino i−, um horário
mínimo de saída da origem ei, um horário máximo de chegada no destino li, a quantidade de
pessoas que deverão ser transportadas pi e o valor máximo si > 0 que os passageiros dessa
requisição estão dispostos a pagar.
Para a requisição i ser atendida as pi pessoas deverão ser transportadas, ao mesmo tempo,
da origem i+ até o destino i− por um único veículo. Além disso, devem sair da origem não
antes de ei e devem chegar ao destino antes de li. Por último, o custo total da viagem a ser
pago pelos passageiros dessa requisição não deve exceder si. Normalmente, si é o valor de uma
viagem privada de táxi, que será o valor pago caso não haja compartilhamento. Mas o problema
é geral o suficiente para permitir outros valores de si, como por exemplo a metade do valor de
uma corrida de táxi.
Cada veículo k ∈M tem um ponto de origem k+, um ponto de destino k−, uma capacidade
máxima qk de passageiros que podem ser transportados simultaneamente, um horário mínimo
de saída ek e um horário máximo de chegada lk. Os valores de ek e lk definem a janela de tempo
do veículo k, de forma que esse deve sair da origem após ek e chegar ao seu destino antes de
lk. No caso de um táxi, ek, lk são os horários que o motorista irá iniciar e terminar o serviço,
respectivamente.
Denotaremos por V = {i+, i−|i ∈ N} o conjunto com os pontos de origem e destino das
n requisições, e por W = V ∪ {k+, k− |k ∈ M} o conjunto com todos os 2n + 2m pontos,
incluindo também a origem e destino dos veículos. Note que podemos ter pontos representando
a mesma localização física, no entanto eles serão considerados distintos. Cada ponto w ∈ W
tem um tempo dw de duração do serviço, que corresponde ao tempo gasto para embarque ou
desembarque. Denotamos por pw o número de passageiros que vão entrar ou sair do veículo no
ponto w. Se w for um ponto de desembarque, pw é negativo.
Cada veículo k tem ainda duas matrizes |V ∪{k+, k−}|× |V ∪{k+, k−}| denotadas por T k
e Ck que representam o tempo e o custo de viagem, respectivamente. Para cada par de pontos
(u, v) ∈ V ∪ {k+, k−}, temos o tempo de viagem tku,v ≥ 0 gasto pelo veículo para ir de u até
v e o custo cku,v ≥ 0 desse trecho. Assumimos que cada veículo tem sua matriz de tempo e
custo para deixarmos o problema mais geral. Numa situação prática, veículos são divididos em
classes de forma que veículos da mesma classe têm as mesmas matrizes.
Como se pode observar, o problema estático recebe diretamente as matrizes T e C, não im-
portando como elas foram computadas. No problema dinâmico (Seção 3.5) isso não é possível,
já que o conjunto de pontos não é estático, sendo necessário um grafo que contenha como vér-
tices, todos os possíveis pontos de interesse em uma cidade e como arestas, todas as possíveis
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ruas conectando esses pontos.
Definimos uma rota Rk = {w1, w2, ..., wz} de um veículo k, como sendo uma sequência
de pontos na ordem em que devem ser visitados. O primeiro e o último ponto da rota, w1 e
wz, correspondem ao ponto de origem k+ e destino k−, respectivamente. Os demais pontos
correspondem a pares de pontos (origem e destino), de requisições que serão atendidas por esse
veículo. Para cada requisição i atendida por k, os pontos i+ e i− devem estar em Rk com i+
antes de i−.
Para cada ponto wj da rota, deve ser atribuído um horário Bkwj que corresponde ao horário




tkwj−1,wj + dwj−1 . Isto é, o horário do início do serviço em wj deve ser pelo menos o horário que
o veículo chegou no ponto anterior (Bkwj−1) somado com o tempo que demorou para deixar o
ponto (dwj−1) e mais o tempo de viagem entre os dois pontos (t
k
wj−1,wj
). E ainda, se wj = x+
(ponto de origem), Bkwj ≥ ex e se wj = x
−, Bkwj ≤ lx. Temos ainda, o número de passageiros




ultrapassar qk, que é a capacidade máxima do veículo.
Por último, é necessário garantir que o(s) passageiro(s) de cada requisição i pagará(ão) me-
nos do que o valor máximo estipulado, si. Numa viagem compartilhada, o custo do trecho entre
dois pontos consecutivos u e v de uma rota é dividido igualmente entre todos os passageiros
que estarão a bordo durante o trecho. Sabemos que o custo entre u e v no veículo k é dado por
cku,v, e o número de passageiros a bordo é igual a L
k
u, logo o valor a ser pago pela requisição i,




Note que o valor a ser pago por i é proporcional ao número de passageiros pi. Temos que Si é a
somatória do valor de todos os trechos percorridos pelo(s) passageiro(s) de i, que corresponde
ao custo total da viagem. A Figura 3.1 exemplifica como esses custos são calculados.
Figura 3.1: Exemplificação do cálculo dos custos compartilhados. Abaixo de cada trecho (aresta)
encontra-se o custo total do trecho e o custo compartilhado para cada requisição.
Em suma, o Ridesharing Problem with Money Incentive consiste em formar uma rota para
cada veículo e atribuir o horário de início de serviço em cada ponto da rota, sujeito às restrições
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apresentadas:
Precedência: O ponto de origem deve ser atendido antes do que o ponto de destino.
Capacidade: A capacidade máxima de cada veículo não pode ser excedida em nenhum trecho
da rota.
Janela de Tempo: Cada requisição e cada veículo definem uma janela de tempo que deve ser
respeitada.
Custos Compartilhados: Os custos de uma viagem compartilhada a ser pago pelos passagei-
ros de uma requisição não pode exceder o valor que estes estavam dispostos a pagar
inicialmente.
Não transferência: Cada requisição só pode ser atendida por no máximo um veículo.
Demanda: Todos os passageiros de uma mesma requisição devem viajar juntos.
Ainda deseja-se otimizar os seguintes critérios:
1. Maximizar o número de requisições atendidas.
2. Minimizar o custo da viagem dos passageiros atendidos.
O modelo matemático presente na Seção 3.3 mostra como definimos a função objetivo para
que seja possível otimizar esses dois critérios.
3.3 Modelo Matemático
Nessa seção iremos descrever o modelo matemático do RSPMI. O modelo ajuda a esclare-
cer quaisquer dúvidas que possam aparecer na descrição textual e ainda permite comparar o
nosso problema com problemas similares na literatura, como o VRP [5], PDP [13], DARP [2]
e RMPTW [8]. Apesar de o modelo ter algumas restrições não lineares, (3.8), (3.11), (3.14),
essas podem ser linearizadas, criando assim um modelo de programação linear inteira (PLI),
o qual pode ser resolvido por softwares específicos. Em [6], Cordeau mostra como linearizar
as restrições (3.8) e (3.11) usando uma formulação com big M . Foram feitas tentativas para
linearizar a restrição (3.14). Em todas elas, foram precisas criar uma série de variáveis e restri-
ções auxiliares, deixando o modelo ainda mais complexo. Dessa forma, demos foco no método
heurístico, já que numa situação real, as instâncias tem tamanho considerável e precisam ser
resolvidas rapidamente.
Usaremos as seguintes variáveis de decisão:
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• xku,v =
1, se o ponto v estiver imediatamente após o ponto u na rota do veículo k.0, caso contrário.
• Bku = horário do início do serviço do veículo k, no ponto u. Se u não pertencer a Rk, o
valor é desconsiderado.
• Lku = quantidade de passageiros a bordo no veículo k logo após atender o ponto u. Se u
não pertencer a Rk, o valor é desconsiderado.
• Ski,u = valor a ser pago pela requisição i, relativo ao trecho do ponto u até o ponto imedi-
atamente após u, na rota do veículo k. Se i não for atendido por k ou se u não estiver em





















i+,v ≤ 1 ∀i ∈ N (3.2)∑
v∈V ∪{k−}
xk
k+,v = 1 ∀k ∈M (3.3)∑
v∈V ∪{k+}
xk












v,i− = 0 ∀i ∈ N,∀k ∈M (3.6)
xku,v ∈ {0, 1} ∀k ∈M, (u, v) ∈ V ∪ {k+} × V ∪ {k−} (3.7)
xku,v = 1⇒ Bkv ≥ Bku + tku,v + du ∀k ∈M, ∀u, v ∈ V ∪ {k+, k−} (3.8)
ei ≤ Bki+ ≤ B
k
i− ≤ li ∀i ∈ N,∀k ∈M (3.9)
ek ≤ Bkk+ ≤ B
k
k− ≤ lk ∀k ∈M (3.10)
(xku,v = 1)⇒ Lkv = Lku + pv ∀k ∈M, ∀u, v ∈ V ∪ {k+, k−} (3.11)




k− = 0 ∀k ∈M (3.13)













Ski,v ≤ si ∀i ∈ N (3.15)
Ski,v ≥ 0 ∀i ∈ N,∀k ∈M,∀v ∈ V (3.16)
3.3. Modelo Matemático 19
A função objetivo (3.1) maximiza o número de requisições atendidas e minimiza os cus-
tos. Para melhor entendimento, vamos rescrever a função objetivo usando duas variáveis au-
xiliares. Seja yi uma variável binária que diz se a requisição i foi atendida e seja Si o custo

















. Note que si representa o valor máximo que os passageiros da requisição i estão dispostos
a pagar. Como Si é menor ou igual a si (3.15), a fração Sisi é sempre menor ou igual a 1. Quanto
menor a fração, maior a economia. É usado uma constante λ com valor em [0, 1] para balancear
o segundo critério.
A restrição (3.2) garante que o ponto de origem i+, de uma requisição i, só é atendido no
máximo uma vez e por apenas um veículo. As restrições (3.3) e (3.4) garantem que a rota
de cada veículo k tenha o ponto de origem k+ e o ponto de destino k−, respectivamente. A
restrição (3.5) garante a conservação do fluxo, ou seja, todos os pontos, seja origem ou destino,
de requisições devem ter o grau de entrada igual ao grau de saída (que é no máximo 1). Note
que os pontos de origem e destinos dos veículos não são considerados em (3.5). A restrição
(3.6) impõe que: um ponto de origem i+ está na rota de um veículo k, se e somente se, o ponto
de destino i− também estiver. Já a restrição (3.7) define o domínio das variáveis do tipo x.
Em suma, essas 6 primeiras restrições garantem que cada veículo k ∈M , tenha sua rota Rk
começando em k+ e terminando em k−, podendo atender requisições de passageiros. Se uma
requisição i for atendida por k, os pontos i+ e i− devem estar presentes em Rk e não poderão
estar presentes em nenhuma outra rota. Note que a restrição de precedência (origem antes de
destino) ainda não está contemplada e também, as rotas podem ser desconexas já que é possível
ocorrer componentes cíclicas formadas por pontos de requisições de passageiros, sem conter os
pontos de origem e destino do veículo .
As restrições (3.8), (3.9) e (3.10) são relativas ao horário de início de serviço em cada ponto
da rota. A restrição (3.8) impõe que se o ponto v estiver imediatamente após o ponto u na rota
de k, então o horário de início de serviço em v deve ser maior do que o horário em u, somado
com o tempo da duração do serviço em u, mais o tempo de viagem de u para v. Essa restrição
também é responsável por deixar todas as rotas conexas, já que ela impede a formação de ciclos,
considerando que tku,v+du > 0. Já as restrições (3.9) e (3.10) garantem que as janelas de tempo,
tanto dos passageiros quanto dos veículos, sejam cumpridas, garantindo também a precedência
da origem em relação ao destino.
As restrições (3.11), (3.12) e (3.13) são relativas ao número de passageiros a bordo em cada
ponto da rota de um veículo. A restrição (3.11) atualiza o número de passageiros em caso de
embarque e desembarque. Se o trecho de u para v for percorrido pelo veículo k, então o número
de passageiros a bordo no ponto v será exatamente igual ao número de passageiros no ponto
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u mais (menos) a quantidade de passageiros que embarcaram (desembarcaram). A restrição
(3.12) garante que, em nenhum momento, o número de passageiros a bordo de um veículo
k seja maior que sua capacidade máxima qk. Já a restrição (3.13) garante que os veículos
estarão vazios no início e no final da rota. Note que a restrição (3.13), assim como o sinal da
igualdade na restrição (3.11), são necessários para que as variáveis L indiquem precisamente
o número de passageiros a bordo, visto que essas variáveis são necessárias para o cálculo do
custo compartilhado (3.14), que por sua vez, contribui diretamente na função objetivo.
Todas as restrições apresentadas até então, (3.2)-(3.13), também estão presentes no Pickup
and Delivery Problem with Time Windows (PDPTW) ([13, 14]).
As restrições (3.14), (3.15) e (3.16) são relativas aos custos compartilhados. A restrição
(3.14) é responsável por calcular o custo de cada trecho percorrido pelos passageiros de uma
requisição. Para isso, fixamos um par de pontos (u, v), um veículo k e uma requisição i. Se
(u, v) forem pontos consecutivos da rota de k e se u estiver entre i+ e i− nessa mesma rota,
então os passageiros de i percorreram o trecho de u para v e devem pagar o valor calculado em
Ski,u. Note que u pode ser igual a i
+ mas não pode ser igual a i−. A restrição (3.15) garante
que a soma dos custos de todos os trechos é menor ou igual ao valor máximo estipulado. Por
último, a restrição (3.16) define o domínio das variáveis do tipo S.
Note que se uma requisição i não for atendida por um veículo k, as variáveis Lki+ e L
k
i−
poderão assumir quaisquer valores inteiros entre 0 e qk. Esses valores não terão significados e
não irão influenciar em outras restrições do modelo. Do mesmo modo, as variáveis Bki+ e B
k
i−
estão livres para assumir qualquer valor inteiro que satisfaça ei ≤ Bki+ ≤ Bki− ≤ li. No entanto,
esses valores podem influenciar no cálculo de Ski,u (3.14) que atinge diretamente a restrição
(3.15) e a função objetivo (3.1). Para que isso não ocorra, é necessário que Bki+ = Bki− . Apesar
de não ter uma restrição para isso, isso sempre irá ocorrer na solução ótima. Da mesma forma,
para qualquer u, Ski,u = 0 na solução ótima.
3.4 Prova que o RSPMI é NP-Difícil
Considere a seguinte versão do problema do caminho hamiltoniano. São dados um grafo não
orientado completo, G = (V,E), com custos wij para cada aresta (i, j), um vértice u+ e um
vértice u− (u+ 6= u−) de onde o caminho hamiltoniano deve começar e terminar, respectiva-
mente. O problema consiste em achar um caminho hamiltoniano em G, começando em u+ e
terminando em u−, com o menor custo. O custo de um caminho é a soma dos custos das arestas
desse caminho. Já a versão de decisão do problema consiste em verificar se existe um caminho
hamiltoniano começando em u+ e terminando em u− com custo menor ou igual a Y . Clara-
mente, essa versão do problema do caminho hamiltoniano também é NP-difícil, pois é possível
reduzir o caminho hamiltoniano clássico, onde não têm um início e término estabelecido, para
ele. A redução consiste em criar dois novos vértices s e t, conectando-os a todos os outros
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vértices já existentes, com custo nulo nas arestas. Dessa forma, se existir um caminho hamil-
toniano qualquer no grafo original, também existirá um caminho hamiltoniano no novo grafo
começando em s e terminando em t com o mesmo custo total, e vice-versa.
Nessa seção vamos provar que RSPMI é NP-difícil reduzindo a versão descrita do problema
do caminho hamiltoniano para o próprio RSPMI. A versão de decisão do RSPMI consiste em
verificar se existe uma solução viável com valor da função objetivo maior ou igual a Z.
Seja I = (G, u+, u−, Y ) uma instância do problema do caminho hamiltoniano. Uma ins-
tância J = (N,M, T, C, Z) será formada para o RSPMI a partir de I . Primeiramente, teremos
o conjunto M de veículos com apenas um veículo k com origem em u′+ e destino em u′− que
correspondem aos vértices u+ e u− da instância I . Temos ainda que ek = 0, lk = Y , qk = 1 e
dk+ = dk− = 0. Portanto, o veículo irá começar a servir no tempo 0, terminar no tempo Y , tem
capacidade para apenas um passageiro e não gastará nenhum tempo adicional nos pontos k+ e
k−.
O conjunto N de requisições terá |V | − 2 requisições, uma para cada vértice v ∈ V , exceto
u+ e u−. Cada requisição i, relativa a um vértice v de G, terá a origem e o destino em um
mesmo vértice, denominado v′. Além disso, temos que ei = 0, li = Y , pi = 1, si = 1 e
di+ = di− = 0, isto é, as requisições não apresentam janela de tempo, cada uma é para somente
um passageiro, o custo máximo de cada requisição é de uma unidade de dinheiro, e ainda, não
gastarão nenhum tempo adicional para embarque e desembarque.
O tempo de viagem tka′,b′ será igual a wa,b, para todos pontos a
′, b′. Já o custo de viagem será
nulo, logo, si = 1 para todas as requisições é suficiente para ignorar a restrição dos custos com-
partilhados, além disso, a função objetivo se torna apenas maximizar o número de requisições
atendidas, dessa forma, escolhemos Z = |N |, isto é, queremos atender todas as requisições.
O teorema a seguir mostra a corretude da redução.
Teorema 1. Existe um caminho hamiltoniano começando em u+ e terminando em u− na ins-
tância I com custo menor ou igual a Y se, e somente se, existe uma solução viável para a
instância J do RSPMI com valor da função objetivo maior ou igual a Z.
Demonstração. ⇒ Seja P o caminho hamiltoniano que começa em u+ e termina em u−. Po-
demos utilizar a mesma ordem de vértices do caminho como rota para o veículo k, de forma
que para cada vértice v ∈ P \ {u+, u−}, o veículo faz o embarque e desembarque da requisição
no ponto v′. Temos que P tem custo menor ou igual a Y , logo a soma do tempo de viagem
de todos os trechos da rota será menor ou igual a Y , já que a matriz T k corresponde ao pesos
das arestas em G. Logo, ao sair no instante 0, o veículo irá chegar ao seu destino, atendendo
todas as requisições, em um instante menor ou igual a Y , satisfazendo portanto a sua janela de
tempo. Como são atendidas todas as requisições e o custo da viagem é nulo, temos que a função
objetivo é exatamente Z.
⇐ Seja R a rota do veículo k que levou a uma solução viável com valor da função objetivo
maior ou igual a Z. Como temos apenas Z requisições, o valor da função objetivo é exatamente
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Z. Para atender todas as requisições, a rota de k deve conter todos os pontos, começando
pelo ponto de origem do veículo u′+ e terminando em u′−. Como o veículo é para somente um
passageiro, o ponto destino de uma requisição é atendido imediatamente após o ponto de origem
dessa mesma requisição. Usando a ordem dos pontos de R, podemos fazer um caminho P em
G. Esse caminho passa por todos os vértices de G, já que todas as requisições são atendidas,
e passa somente uma vez, visto que cada requisição só pode ser atendida uma vez e cada uma
corresponde a um vértice diferente em G. Temos portanto que P é um caminho hamiltoniano
em G que começa em u+ e termina em u−. Como a janela de tempo do veículo impõe que esse
deve chegar ao seu destino antes do instante lk = Y , temos que o custo de P é menor ou igual
a Y .
3.5 Versão Dinâmica
Como estamos interessados em modelar uma situação real de compartilhamento de veículos,
precisamos considerar a versão dinâmica do RSPMI. A versão dinâmica mantém todas as res-
trições da versão estática e também a função objetivo (Seção 3.3).
O conjunto dinâmico de requisições de passageiros é denominado N e o conjunto dinâmico
de veículos é chamado de M. N contém requisições que estão esperando para serem atendidas,
tanto as que ainda não foram atribuídas a um veículo, quanto aquelas que já têm um veículo mas
ainda não foram atendidas. No início, N está vazio. A cada instante de tempo poderemos ter
novas requisições de passageiros, que serão adicionadas a N, e também requisições que serão
removidas. Uma requisição será removida caso tenha seus passageiros embarcando no veículo,
ou caso não haja mais tempo de chegar até o destino antes do horário máximo estipulado, ou
ainda, em um caso de desistência.
Da mesma forma, M não é mais estático, podendo ser alterado a cada instante. Em um
determinado instante de tempo, M contém todos os veículos que estão disponíveis no momento.
Cada veículo k ∈ M, já tem uma rota pronta Rk, mesmo que seja uma rota vazia (uma rota
vazia contém apenas o ponto de origem k+ e destino k− do veículo). O ponto de origem k+ e o
horário mínimo de saída ek do veículo são atributos dinâmicos, já que ek não pode ser inferior
ao horário atual e k+ deve sempre indicar a posição que o veículo se encontrará no instante ek.
Se ek for igual ao horário atual, k+ será a posição atual do veículo.
Se a rota não estiver vazia, ela terá pontos de requisições que serão atendidos no futuro. Essa
rota pode sofrer quaisquer modificações desde que mantenham a viabilidade da mesma, como
por exemplo, inserções de novos pontos em quaisquer posições, mudanças na ordem relativa dos
pontos já existentes, mudanças no horário de atendimento dos pontos, remoções de requisições,
etc. No entanto, uma nova restrição é colocada, impedindo alterações que envolvam passageiros
que já estão dentro do veículo. Uma requisição i, atribuída a um veículo, permanece em N até o
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instante em que o seu ponto de origem i+ seja atendido. No momento em que os passageiros de
i entram no veículo, a requisição i é marcada como uma requisição atendida e é removida de N.
A partir desse momento, a rota não poderá sofrer nenhuma modificação que envolva os pontos
anteriores a i−. A Figura 3.2 exemplifica quando uma rota pode ou não ser modificada. Essa
restrição é necessária para garantir uma melhor experiência para os passageiros, pois caso fosse
permitido mudanças, poderia ocorrer um acréscimo no valor total a ser pago e no horário de
chegada, mesmo estando dentro dos limites estabelecidos. Portanto, uma vez que os passageiros
entrem no veículo, as informações a respeito da rota serão mantidas.
Figura 3.2: Exemplificação de quando uma rota pode ou não ser modificada. Quando o veículo está
atendendo o ponto correspondente ao embarque da requisição verde, a rota não pode sofrer alteração em
nenhum dos locais indicados.
A versão dinâmica do RSPMI também recebe como entrada um grafo G = (U,E) que
representa o mapa da região. O conjunto U de vértices engloba todos os pontos de interesse da
região. Já o conjunto E de arestas representa as ruas e avenidas que conectam tais pontos. Cada
veículo k ∈ M define o tempo que leva para percorrer cada aresta e o quanto deseja receber
pela travessia. Numa situação prática, o tempo de percurso de cada aresta pode ser calculado
a partir da velocidade média do veículo ou da velocidade máxima permitida naquele trecho
ou ainda, através de estatísticas coletadas a respeito do tempo de percurso do trecho, em cada
momento do dia. Já o custo poderá ser definido como sendo proporcional à distância, bastando
ao motorista indicar o preço do quilômetro rodado.
Capítulo 4
Método Proposto
Esse capítulo descreve o método proposto para resolver a versão dinâmica do RSPMI. A Seção
4.1 apresenta o método propriamente dito, que utiliza-se de heurísticas para o problema estático,
e algoritmos eficientes para o problema de caminho mínimo entre vários pares de pontos. As
heurísticas propostas são apresentadas na Seção 4.2.
4.1 Abordagem do Problema Dinâmico
Para lidar com a versão dinâmica do problema, o dia é dividido em períodos, cada um repre-
sentando um intervalo de tempo de tamanho p. Seja t o instante de início de um novo período.
No instante t, uma instância para o problema estático é criada, considerando os conjuntos N e
M e o grafo G. Depois da construção da instância, uma heurística (Seção 4.2) é utilizada para
resolvê-la. A heurística deve terminar sua execução antes do fim período (t + p). Utilizamos a
solução gerada pela heurística para atualizarmos os conjuntos N e M.
O nosso método executa a heurística durante todo o período. Quanto maior o período, maior
o tempo que a heurística tem para executar, tendo maior chance de gerar soluções melhores. No
entanto, existe uma inconsistência, que se agrava a medida em que p é aumentado. Para ilustrar
esse problema, considere a situação com um veículo k e uma requisição i, ambos com a mesma
origem e mesmo horário de saída, que é igual ao instante t. Suponha que ao executarmos a
heurística, ela atribui i a k, com horário Bki+ = t. O problema é que a heurística só irá reportar
essa solução no instante t + p. Só nesse instante que o veículo irá saber a respeito de i, porém
ele já estará distante e mesmo se voltar para atender a requisição, ele não irá conseguir atendê-la
no tempo estabelecido pela solução, podendo deixá-la inviável.
Nosso método apresenta uma solução para esse problema. Apesar de a heurística ser exe-
cutada no instante t, devemos considerar, em sua execução, que o instante de tempo inicial é
o instante t + p. Portanto, a instância criada deverá ser a respeito dos conjuntos N e M no
instante t+ p. Como não temos as informações dos conjuntos N e M no futuro, devemos fazer
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uma previsão. Não podemos prever as requisições e veículos que serão adicionados, no entanto,
podemos prever a situação das requisições e veículos que já se encontram nos conjuntos. Uma
requisição i ∈ N não sofrerá nenhuma alteração nos seus dados, já que os dados são todos
estáticos. No entanto, pode ser que no instante t+p, a requisição não consiga mais ser atendida
dentro da janela de tempo por nenhum veículo. Nesse caso a requisição é removida. Após todas
as remoções, o conjunto estático N será igual ao novo N.
Já um veículo k ∈M tem dois atributos dinâmicos, que são a origem k+ e o horário de saída
ek. Se ek ≥ t + p então nada precisa ser feito e k é adicionado ao conjunto estático M . Caso
contrário, precisamos prever a posição do veículo. Isso é feito considerando a sua rota e o tempo
de viagem entre os pontos da rota. Consideramos que o veículo entrará em movimento no tempo
ek, saindo de k+ e se dirigindo ao próximo ponto da rota. Portanto, antes de adicionarmos k a
M , trocamos sua origem k+ para ser a posição prevista e trocamos ek por t + p. Ainda assim,
poderá ser necessário realizar mais algumas modificações em k. Se a previsão indicar que o
veículo estará com passageiros de uma requisição i a bordo no instante t + p, então o ponto de
origem i+ da requisição será atendido antes de t + p. Nesse caso, k+ é trocado para i− e ek é
colocado como sendo o horário de início de serviço em i−, que é Bki− . Ou seja, caso um veículo
tenha passageiros a bordo no momento t + p, trocamos a sua origem para ser o primeiro ponto
da rota em que o mesmo volte a ficar vazio, trocando também o seu horário de saída. Isso é
necessário devido à restrição imposta pela versão dinâmica, que impede modificações na rota
que envolvam uma requisição i, caso os passageiros de i já estiverem a bordo.
Tendo os conjuntos N e M , temos também o conjunto W que contém todos os pontos de
origem e destino tanto das requisições quanto dos veículos. Teoricamente, teremos uma matriz
T k e uma matriz Ck para cada veículo k ∈ M , de forma que cada matriz T e C tem o tempo e
custo de viagem, respectivamente, entre todos os pares de pontos de V ∪ {k+, k−}. Na prática,
dividimos os veículos em classes de forma que veículos da mesma classe tenham as mesmas
matrizes. Sem perda de generalidade, iremos considerar que todos os veículos têm as mesmas
matrizes. Cada ponto w ∈ W corresponde a um vértice u ∈ U do grafo G. Note que dois
pontos podem corresponder ao mesmo vértice, mas mesmo assim eles são considerados pontos
diferentes em W . Para computar T e C é necessário calcular o caminho mínimo entre quase
todos os pares de W no grafo G (exceto o caminho entre pontos de diferentes veículos). Numa
situação real, onde G representa uma grande cidade, o conjunto U tem milhões de vértices,
mas W é um pequeno subconjunto de U . Na literatura, existem algoritmos que resolvem o
Many to Many Shortest Path Problem eficientemente, como apontamos na Seção 1.2. No nosso
método optamos por utilizar Contraction Hierarchies [7], já que tem ótimos resultados para
o Shortest Path Problem entre dois vértices, quando se trata de rede rodoviária. E ainda, ele
pode ser adaptado para resolver o Many to Many Shortest Path Problem, [21], usando o mesmo
procedimento apresentado em [11] para Highway Hierarchies.
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4.2 Heurísticas GRASP para o Problema Estático
Propomos heurísticas baseada na meta-heurística greedy randomized adaptive search procedure
(GRASP) para resolver a versão estática do problema. A meta-heurística GRASP [16] é dividida
em duas fases, onde a primeira constrói uma solução inicial (Seção 4.2.1) a partir de escolhas
gulosas e aleatórias. Escolhas gulosas geram boas soluções e aleatoriedade é usado para que
diferentes soluções iniciais possam ser construídas. Na segunda fase, são feitas buscas locais
(Seção 4.2.2), com o objetivo de melhorar a solução encontrada na primeira fase. A meta-
heurística GRASP repete essas duas fases por um número máximo de iterações ou por um
determinado tempo. A fim de incrementar a heurística, aplicamos, logo após a busca local,
o método denominado Path Relinking (Seção 4.2.3) que tem como objetivo explorar novas
soluções que se encontram no caminho entre duas soluções conhecidas. O Pseudocódigo 4.1
descreve a heurística GRASP com Path Relinking.
Pseudocódigo 4.1: Heurística GRASP com Path Relinking
Function: GRASP
Input : prevSol = solução da execução anterior;
N = conjunto de requisições de passageiros;
M = conjunto de veículos;
Output : bestSol = solução final;
1 bestSol← {};









4.2.1 Métodos para Construção da Solução Inicial
Temos três métodos que podem ser utilizados para a construção da solução inicial, denominados
GA, GB e GC. Os métodos GA e GB utilizam-se de inserções sequenciais, enquanto que GC é
um método que utiliza inserções paralelas.
No método sequencial, um veículo é processado por vez numa ordem definida aleatoria-
mente. Ao processar um veículo k, são feitas tentativas de inserções de novas requisições em
Rk. Para isso, é criado um conjunto Pk contendo todas as requisições i ∈ N que ainda não
foram atribuídas a um veículo. Enquanto Pk não for vazio, o seguinte procedimento é repetido:
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para cada requisição i ∈ Pk uma função gulosa µki é calculada. Essa função mede o quão bom
é inserir a requisição i, nesse exato momento, na rota do veículo k. Baseado nessa função,
um conjunto chamado de Resctricted Candidate List (RCL) é construído. RCL contém as me-
lhores requisições candidatas a serem inseridas em Rk. Em seguida, uma requisição candidata
i ∈ RCL é selecionada aleatoriamente e faz-se uma tentativa de inserção de i em Rk (o método
de inserção é descrito na Seção 4.2.4). Por último, a requisição escolhida é removida de Pk. O
método sequencial se encontra no Pseudocódigo 4.2.
No método paralelo, as rotas de todos os veículos são montadas ao mesmo tempo, ao invés
de ser uma por vez. Dessa forma, o conjunto P é formado por pares de veículos e requisições.
Um par (k, i) de um veículo k e uma requisição i estará presente em P se, e somente se, a
requisição i não estiver na rota de algum veículo. Da mesma forma, o procedimento a seguir
é repetido enquanto P não for vazio: µki é calculada para todos os elementos de P e a RCL é
montada. Um par (k, i) ∈ RCL é selecionado aleatoriamente e é feita uma tentativa de inserção
de i emRk. Caso a inserção seja bem sucedida, todos os pares que contenham a requisição i são
removidos de P . Caso contrário, apenas o par (k, i) é removido. O método paralelo se encontra
no Pseudocódigo 4.3.
A viabilidade da rota é checada sempre que há uma inserção. Desse modo, a solução gerada
sempre será viável.
4.2. Heurísticas GRASP para o Problema Estático 28
Pseudocódigo 4.2: Método sequencial de construção da solução inicial - GA e GB
Function: construirSolucaoInicial
Input : prevSol = solução da execução anterior;
N = conjunto de requisições de passageiros;
M = conjunto de veículos;
Output : newSol = solução final;
1 curSol← prevSol;
2 M ← gerarPermutacaoAleatoria(M);
3 for k ∈M do
/* vehicle
curSol
i = veículo que atende a requisição i na solução
curSol. */
4 Pk ← {i ∈ N |vehiclecurSoli = NULL};
5 while Pk 6= {} do
6 for i ∈ Pk do
/* A diferença entre GA e GB é a função gulosa. */




/* Note que a função inserirRequisicao retorna uma nova
solução, que será a mesma caso a inserção não seja
válida. */
11 curSol← inserirRequisicao(i, k, curSol);
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Pseudocódigo 4.3: Método paralelo de construção da solução inicial - GC
Function: construirSolucaoInicial
Input : prevSol = solução da execução anterior;
N = conjunto de requisições de passageiros;
M = conjunto de veículos;
Output : newSol = solução final;
1 curSol← prevSol;
2 P ← {(k, i) ∈M ×N |vehiclecurSoli = NULL};
3 while P 6= {} do
4 for (k, i) ∈ P do
5 µki ← calcularFuncaoGulosa(i, k, curSol);
6 end
7 RCL← construirRCL(P );
8 (k, i)← selecionarElementoAleatoriamente(RCL);
9 curSol← inserirRequisicao(i, k, curSol);
10 P ← P \ {(k, i)};
/* Caso de inserção bem sucedida. */
11 if vehiclecurSoli = k then





Uma função gulosa µki é computada com o objetivo de medir o quão bom seria a inserção da
requisição i na rota do veículo k.
Desenvolvemos duas funções gulosas diferente. A primeira delas é usada nos métodos GB
e GC (Pseudocódigo 4.4).
Definimos o tempo de atraso δkv,u de um ponto v em relação a um ponto u, como sendo o
tempo que seria aumentado caso houvesse a inserção do ponto u imediatamente após o ponto v,
na rota do veículo k. Note que o ponto v já está na rota de k. Seja v+ 1, o ponto imediatamente
depois de v na rota de k. Como v 6= k−, sempre haverá um ponto imediatamente depois dele.




v,u+ + tku+,v+1 + du+ − tkv,v+1 se Bkv + tkv,u+ + dv ≥ eu
eu − (Bkv + dv) + tku+,v+1 + du+ − tkv,v+1 se Bkv + tkv,u+ + dv < eu
Se o tempo de chegada no ponto u+ for maior ou igual ao seu tempo mínimo de saída, não
há nenhuma espera, logo o atraso é justamente o tempo da rota que se altera. No caso em que o
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tempo de chegada for menor do que o tempo mínimo de saída, o tempo de espera no ponto u+
também será levado em conta.




v,u− + tku−,v+1 + du− − tkv,v+1 se Bkv + tkv,u− + dv ≤ lu
∞ se Bkv + tkv,u− + dv > lu
No caso de um ponto de destino u−, só consideramos o atraso δkv,u− , se a janela de tempo da
requisição u não for violada ao inserir u− imediatamente após v.
A primeira função gulosa é portanto:
µki = minv∈Rk\{k−}δkv,i+ +minv∈Rk\{k−}δkv,i− ,
Ou seja, a função gulosa corresponde a soma do atraso mínimo que ocorrerá na inserção do
ponto de origem u+ e do de destino u−.
Temos também uma segunda função gulosa que é usada no método GA (Pseudocódigo 4.5).
Essa função gulosa µki mede o quanto a função objetivo vai melhorar ao ser inserida a requisição
i na rota do veículo k. Todas as possíveis posições de inserção, tanto do ponto de origem i+
quanto do ponto de destino i−, são consideradas e o aumento na função objetivo da melhor
inserção viável é usada como valor da função. Se a inserção não for viável, então µki = −∞.
Diferentemente da primeira, essa é uma função de máximo, portanto quanto maior melhor.
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Pseudocódigo 4.4: Função Gulosa usada nos métodos GB e GC
Function: calcularFuncaoGulosa
Input : i = requisição de passageiros;
k = veículo;
sol = solução considerada;
Output : µki = valor da função gulosa;
1 µki+ ←∞;
2 µki− ←∞;
3 for v ∈ Rk \ {k−} do
4 if Bkv + tkv,i+ + dv ≥ ei then









8 δkv,i+ ← ei − (B
k










12 if Bkv + tkv,i− + dv ≤ li then














17 return µki+ + µ
k
i− ;
Pseudocódigo 4.5: Função Gulosa usada no método GA
Function: calcularFuncaoGulosa
Input : i = requisição de passageiros;
k = veículo;
sol = solução considerada;
Output : µki = valor da função gulosa;
1 newSol← inserirRequisicao(i, k, sol);
2 if vehiclenewSoli = k then
3 return newSol.objectiveFunction− sol.objectiveFunction;
4 end
5 return −∞;
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Restricted Candidate List
Em todos os métodos, a forma como a RCL é montada é a mesma. Seja µmin e µmax o menor e o
maior valor, respectivamente, dos candidatos a entrarem na RCL e assuma que quanto menor, a
função gulosa, melhor. Um candidato (k, i) é inserido na RCL, se µki ≤ µmin+α(µmax−µmin),
onde α é um parâmetro com valor entre [0, 1]. Quanto mais perto de 0, mais rigoroso é o critério
de seleção. Com α = 1, todos os candidatos são inseridos e com α = 0, são inseridos apenas
os candidatos com função gulosa igual a µmin.
Versão Reactive
O parâmetro α pode ter uma influência significante no método, mas achar o melhor valor de
α não é uma tarefa fácil, podendo ser diferente para cada instância. Com o intuito de reduzir
o número de parâmetros, usamos uma abordagem reactive. A ideia do Reactive GRASP [16]
é coletar estatísticas de iterações anteriores e a partir dos resultados, escolher o valor α a ser
usado na iteração atual.
Primeiramente discretizamos os possíveis valores de α, ficando apenas com 11 possíveis
valores, que são: {0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0}. Para cada possível α, man-
temos a média dos valores da função objetivo das soluções encontradas. A princípio são exe-
cutadas 11 iterações, uma com cada valor de α e as médias são atualizadas com os valores das
soluções encontradas. A partir da 12a iteração, o valor de α é selecionado aleatoriamente com
probabilidade proporcional à media armazenada, de forma que quanto maior a média, maior
a probabilidade, já que a função objetivo do problema é de maximização. Ao final de cada
iteração do GRASP, a média relativa ao α utilizado é atualizada com a solução final encontrada.
4.2.2 Método de Busca Local
Nessa seção vamos apresentar a busca local que denominamos L1.
O método de busca local L1(Pseudocódigo 4.6) é um método exaustivo, visto que é exe-
cutado até convergir, isto é, até que não seja mais possível encontrar uma solução melhor na
vizinhança definida. No entanto, também é possível estabelecer uma quantidade máxima de
iterações ou um tempo limite para sua execução.
O método mantém uma solução corrente s que será a solução que terá sua vizinhança ex-
plorada a fim de obter-se uma melhor. Além disso, o método é do tipo First Improvement, já
que assim que uma melhor solução é encontrada, essa passa a ser a solução corrente s. A prin-
cípio, s é a solução recebida da fase inicial do GRASP e no final do processo s será a solução
retornada.
Dado uma solução s, a busca local itera sobre todos os pares de requisição (i, j) ∈ N . Para
cada par (i, j) remove-se i e j das respectivas rotas e insere-se j na antiga rota de i e i na antiga
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rota de j. Note que i ou j podem não terem sido atendidos por nenhum veículo, nesse caso
ainda assim é feito a remoção do que foi atendido e a inserção do que não foi atendido. Note
também que i e j podem estar na mesma rota e mesmo assim é feito a remoção e a re-inserção
de ambos, já que é possível haver alterações. Sempre que uma nova solução viável melhor que
s for encontrada, essa passa a ser a nova solução corrente s e o processo se repete.
Note que a ordem em que os pares são considerados é importante, de forma que mudando
a ordem pode-se mudar o resultado da busca. Devido a isso, cada vez que a busca local é
executada, uma permutação do conjunto N é selecionada aleatoriamente.
Pseudocódigo 4.6: Método de Busca Local L1
Function: executarBuscaLocal
Input : sol = solução considerada;
N = conjunto de requisições de passageiros;
M = conjunto de veículos;
Output : newSol = nova solução obtida;
1 N ← gerarPermutacaoAleatoria(N);
2 curSol← sol;
3 changed = True;
4 while changed do
5 changed = False;
6 for (i, j) ∈ N ×N do
7 auxSol← removerRequisicao(i, curSol);
8 auxSol← removerRequisicao(j, auxSol);
9 auxSol← inserirRequisicao(i, vehiclecurSolj , auxSol);
10 auxSol← inserirRequisicao(j, vehiclecurSoli , auxSol);
11 if auxSol.objectiveFunction > curSol.objectiveFunction then
12 curSol← auxSol;





4.2.3 Método de Path Relinking
Essa seção descreve o método de Path Relinking utilizado. Nesse método, são dadas duas
soluções s1 e s2, onde s1 é a solução inicial e s2 é a solução guia. A ideia é ir alterando, passo
a passo, a solução s1 até que esta fique igual à solução s2. A cada alteração, uma nova solução
é encontrada que pode ser ainda melhor que s1 e s2. A melhor solução encontrada durante o
processo é devolvida.
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Para que o método possa ser utilizado é necessário manter um conjunto Π que contém
soluções de elite que são encontradas durante a execução da heurística GRASP. A quantidade
máxima γ de soluções de elite mantidas é um outro parâmetro da heurística. Sempre que uma
nova solução é encontrada, essa pode ser candidata a entrar no conjunto Π. Se Π não estiver
cheio, a solução é adicionada, caso contrário, só será adicionada se ela for melhor que a pior
solução de elite. Caso seja, uma solução de elite precisa sair do conjunto. É escolhida aquela
com maior similaridade, dentre as que são piores que a solução candidata. Isso é importante para
deixar o conjunto com uma ampla diversidade. Definimos a similaridade entre duas soluções
como sendo a quantidade de requisições i ∈ N que são atendidas pelos mesmos veículos ou
que não são atendidas em ambas as soluções.
Como sabemos, a cada iteração da heurística GRASP, uma solução inicial é construída e
é efetuado uma busca local. O Path Relinking é executado após a busca local, considerando a
solução encontrada na busca e uma das soluções de elite. A solução de elite utilizada é escolhida
aleatoriamente com probabilidade proporcional à similaridade com a solução retornada pela
busca local, de forma que têm preferência as soluções com menor similaridade. No nosso
caso, optamos pelo Backward Path Relinking visto que a solução de elite será a solução inicial
s1 do processo, ao invés de ser a solução que guia. Escolhemos o Backward Path Relinking
porque o nosso método pode ser interrompido antes de chegarmos na solução s2 (Truncated
Path Relinking), já que interrompemos sempre quando uma solução inviável é gerada. Devido
a isso, o procedimento passa mais tempo nas vizinhanças de s1, onde é mais provável encontrar
soluções melhores, já que s1 é uma solução de elite.
Uma solução corrente s é mantida em todo o processo do Path Relinking. A princípio s = s1,
que é a solução inicial. Em cada passo, uma nova solução é gerada e passa a ser s. O passo
consiste em achar uma requisição i ∈ N , que ao ser trocada de rota, obtenha a maior melhora
na função objetivo. A troca de rota só pode ser efetuada caso a nova solução passe a ser mais
similar com a solução guia s2, portanto são consideradas as requisições que são atendidas por
um determinado veículo em s e por um outro veículo em s2; e também aquelas que não foram
atendidas em s, mas foram em s2, ou vice-versa. A troca consiste de remoção na rota antiga
(caso a requisição tiver uma rota) e a inserção na rota nova (caso a requisição for atendida em
s2). Esse procedimento é executado enquanto houver trocas de rotas viáveis.
Note que nem sempre conseguimos fazer com que a solução ao final do processo seja igual a
solução s2, já que é possível chegar a um ponto onde necessita-se de trocas mas essas deixariam
a solução inviável. Nesse caso, optamos por interromper o processo, porque não se sabe quando
a solução vai voltar a ser viável, podendo portanto ser gasto muito tempo em soluções inviáveis.
Mesmo no caso onde todas as trocas são efetuadas, não é garantido que as soluções sejam iguais,
visto que a cada troca, inserimos a requisição no local escolhido pelo método de inserção, sem
levar em conta a localização da mesma na solução guia.
Após efetuarmos o Path Relinking, uma busca local é feita na solução retornada, já que essa
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não tem garantia de ser uma solução ótima local. O método também é descrito no Pseudocódigo
4.7.
Pseudocódigo 4.7: Método de Path Relinking PR
Function: executarPathRelinking
Input : sol = solução considerada;
N = conjunto de requisições de passageiros;
M = conjunto de veículos;
Output : newSol = nova solução obtida;
1 newSol← sol;
2 curSol← selecionarElementoProbabilidadeProporcionalSimilaridade(Π, sol);
3 while ∃x ∈ N tal que vehiclesolx 6= vehiclecurSolx do
4 bestSol← {};
5 for i ∈ {x ∈ N |vehiclesolx 6= vehiclecurSolx } do
6 auxSol← removerRequisicao(i, curSol);
7 auxSol← inserirRequisicao(i, vehiclesoli , auxSol);
/* Caso a inserção seja viável. */
8 if vehicleauxSoli = vehiclesoli then
9 bestSol← max(bestSol, auxSol);
10 end
11 end




16 newSol← max(newSol, curSol);
17 end





4.2.4 Métodos de Inserção
Essa seção descreve os dois métodos de inserção, denominados IA e IB.
Como vimos, um método de inserção é necessário para o método de geração da solução
inicial, para a busca local e para o Path Relinking.
Temos o seguinte problema: dado uma rota viável Rk de um veículo k, deseja-se inserir os
pontos i+ e i− de forma que a rota continue viável. Além disso, deseja-se maximizar o novo
valor da função objetivo que será obtido após a inserção.
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O método IA é um método exaustivo onde são testados todos os possíveis lugares de inser-
ção e é escolhido aquele com melhor resultado. Já o método IB é um método heurístico, que
considera apenas alguns possíveis lugares, selecionados de forma gulosa.
No método IA, para cada par de pontos (a, b) de Rk, tal que b está localizado após a e
b 6= k−, é feita uma tentativa de inserção de i+ imediatamente após a e i− imediatamente após
b. Caso as inserções sejam válidas, a nova função objetivo é calculada e no final do processo, o
par que apresentou o melhor resultado é escolhido para ser o local de fato das inserções. Note
que pares do tipo (a, a) também são considerados. Nesse caso, i+ é inserido após a e i− após
i+.
Seja z o número de pontos em Rk. Temos portanto O(z2) pares considerados por IA. Para
inserir os pontos i+ e i− após os pontos a e b respectivamente, usamos um procedimento que
tem complexidade O(zqk), logo o método IA tem complexidade de tempo O(z3qk), onde qk é a
capacidade máxima do veículo.
O procedimento para inserir i+ e i− após a e b, chamado de A1, consiste de 2 etapas. Na
primeira etapa, todos os pontos de Rk são reinseridos, um por vez, incluindo também os pontos
i+ e i−. O primeiro ponto a ser inserido é sempre a origem k+ do veículo, inicializando Bkk+ =
ek e Lkk = 0. Para adicionar um determinado ponto j+ que corresponde a um embarque logo
após o ponto j−1, temos que atualizarBkj+ = max{Bkj−1+tkj−1,j+ +dj−1, ej} e Lkj+ = Lkj−1+pj
e verificar se Lkj+ ≤ qk. Para inserir um ponto j− que corresponde a um desembarque logo após
o ponto j − 1, atualizamos Bkj− = Bkj−1 + tkj−1,j− + dj−1 e Lkj− = Lkj−1 − pj e verificamos se
Bkj− ≤ lj . Para agilizar o método, não é necessário reinserir o ponto a e os pontos anteriores a
ele, já que eles não sofrem alterações. De qualquer forma, a complexidade de tempo da primeira
etapa é O(z). Note que nos cálculos do horário de início do serviço não são incluídas nenhuma
espera desnecessária, já que é sempre vantajoso atender os passageiros o mais rápido possível.
Como vimos, todas as restrições, exceto a restrição relativa aos custos compartilhados, são
verificadas na primeira etapa. A segunda etapa consiste em recalcular Sj para todas as requi-
sições j que são atendidas por k, já que esses valores podem ter sido mudados quando i+ e i−
foram inseridos. Com isso, verificamos se Sj ≤ sj e recalculamos o valor da função objetivo.
Note que para recalcular a função objetivo só é necessário considerarmos as requisições de Rk,
portanto a complexidade é O(z). Para calcular Sj , iteramos sobre todos os pontos de Rk. Para
cada ponto w ∈ Rk \{k+, k−} e para cada requisição j que tem passageiros a bordo após o veí-
culo atender w, incrementamos Sj com
ckw,w+1.pj
Lkw
. Como o número máximo de passageiros que
um veículo pode carregar simultaneamente é qk, a segunda etapa tem portanto complexidade de
tempoO(zqk) (itera-se sobre z pontos e para cada ponto itera-se por no máximo qk requisições).
No método de inserção IB, criamos um conjunto ∆+ com β pontos j de Rk (β é um pa-
râmetro) que têm os menores tempo de atraso δkj,i+ , em relação ao ponto de origem i
+. Esses
β pontos, são os locais mais favoráveis para a inserção do ponto de origem, no entanto não
é garantido que o ponto ótimo está entre eles. Quanto maior β, mais pontos serão testados,
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aumentando a chance de chegar na inserção ótima, no entanto, o tempo de execução aumenta.
Para cada par de pontos (a, b) tal que a ∈ ∆+, b ∈ Rk, a precede b e b 6= k−, tentamos inserir
i+ imediatamente após a e i− imediatamente após b. Se a inserção é viável, marcamos (a, b)
como um par viável associado com o novo valor da função objetivo. O mesmo procedimento
também é feito considerando o ponto de destino. Criamos um conjunto ∆− com β pontos de
Rk que têm os menores tempo de atraso, mas agora, em relação ao ponto de destino i−. Depois
disso, consideramos todos os pares de pontos (a, b) tal que a ∈ Rk, b ∈ ∆−, a precede b e
b 6= k−. Para cada par, inserimos i+ depois de a, i− depois de b e checamos a viabilidade da
rota. Caso continue viável, também marcamos (a, b) como um par viável associado ao novo
valor da função objetivo. Após os dois procedimentos, o melhor par viável é escolhido.
O método IB também utiliza o procedimento A1 para inserir i+ e i− após a e b, sendo
portanto O(βz2qk) a sua complexidade de tempo. Logo, IB é uma boa opção em casos onde z
é muito grande, reduzindo assim o tempo de execução.
Tanto IA quanto IB reportam caso nenhuma inserção válida é encontrada.
Pseudocódigo 4.8: Método de inserção IA
Function: inserirRequisicao
Input : i = requisição de passageiros a ser inserida;
k = veículo no qual a inserção será inserida;
sol = solução considerada;
Output : newSol = nova solução obtida;
1 newSol← {};
2 for (a, b) ∈ Rk ×Rk tal que a ≤ b do
3 auxSol← inserirPontos(a, i+, b, i−, k, sol);
4 if auxSol.feasible then
5 newSol← max(newSol, auxSol);
6 end
7 end
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Pseudocódigo 4.9: Método de inserção IB
Function: inserirRequisicao
Input : i = requisição de passageiros a ser inserida;
k = veículo no qual a inserção será inserida;
sol = solução considerada;
Output : newSol = nova solução obtida;
1 newSol← {};
2 ∆+ ← criarConjuntoMenoresTempoDeAtraso(i+, k, sol, β);
3 for a ∈ ∆+ do
4 for b ∈ Rk tal que a ≤ b do
5 auxSol← inserirPontos(a, i+, b, i−, k, sol);
6 if auxSol.feasible then




11 ∆− ← criarConjuntoMenoresTempoDeAtraso(i−, k, sol, β);
12 for b ∈ ∆− do
13 for a ∈ Rk tal que a ≤ b do
14 auxSol← inserirPontos(a, i+, b, i−, k, sol);
15 if auxSol.feasible then








4.2.5 Método de Remoção
Tanto para a busca local, quanto para o Path Relinking, é necessário um método que remove
uma requisição i da rota Rk de um veículo k. Diferentemente do método de inserção, o método
de remoção é simples, já que nenhuma escolha precisa ser feita. Portanto, a maneira que imple-
mentamos o método de remoção é reinserindo todos os pontos de Rk, exceto os pontos i+ e i−,
conforme o método A1, descrito na Seção 4.2.4.
Capítulo 5
Resultados dos Experimentos
Esse capítulo apresenta os resultados dos experimentos computacionais realizados. Uma série
de experimentos foram feitos (Seção 5.2), com a finalidade de obter a melhor heurística GRASP
para o problema estático. Também foram feitos experimentos envolvendo o método proposto
para resolução da versão dinâmica do RSPMI (Seção 5.3). A Seção 5.1 descreve as instâncias
utilizadas nos experimentos.
Todos os experimentos foram feitos em uma Intel Xeon X3430, 2.4Ghz, com 8Gb de me-
mória, utilizando o sistema operacional Linux (Ubuntu). O código fonte foi escrito em C++ e
compilado com gcc 4.6.
O RSPMI tem um parâmetro λ que ajuda a balancear o segundo critério da função obje-
tivo. O parâmetro λ pode assumir qualquer valor em [0, 1]. Quanto mais perto de 0, menor a
importância do segundo critério (maximizar a economia feita pelos passageiros) em relação ao
primeiro (maximizar o número de requisições atendidas), sendo 0 o valor que ignora o segundo
critério. O valor que escolhemos foi λ = 0.99, com isso, damos uma importância grande para
o segundo critério. Caso tivéssemos λ = 1.0, uma solução onde o veículo atende uma única
requisição, sem que haja compartilhamento, teria o valor da função objetivo igual a 0, portanto
não haveria diferença entre atendê-la ou não. Com λ = 0.99, essa mesma solução tem o valor
da função objetivo igual a 0.01, sendo melhor do que a solução vazia.
5.1 Instâncias
Para as instâncias, tanto do problema estático quanto do dinâmico, utilizamos um grafo que
representa a cidade de São Paulo. O grafo foi construído a partir de dados da região de São




Quantidade de vértices 966880
Quantidade de arestas 2042957
Aresta mais curta 1m
Aresta mais longa 17921m
Comprimento médio das arestas 56.79m
Grau médio 4.23
Grau médio de entrada 2.11
Grau médio de saída 2.11
Componentes conexas 9928
Tamanho em vértices da maior componente 829908
Componentes fortemente conexas 12025
Tamanho em vértices da maior componente fortemente conexa 828635
Tabela 5.1: Dados do grafo obtido da região de São Paulo no OSM.
Para criarmos as instâncias, é necessário um grafo fortemente conexo, no entanto, como
podemos observar na Tabela 5.1, o grafo obtido não é conexo. Para contornar essa situação,
criamos um novo grafo só com a maior componente fortemente conexa. Os dados a respeito do
novo grafo se encontra na Tabela 5.2.
Quantidade de vértices 828635
Quantidade de arestas 1755786
Aresta mais curta 1m
Aresta mais longa 12180m
Comprimento médio das arestas 56.45m
Grau médio 4.24
Grau médio de entrada 2.12
Grau médio de saída 2.12
Distância média entre quaisquer dois vértices 68.84km
Tabela 5.2: Dados do grafo obtido da região de São Paulo no OSM, considerando apenas a maior
componente fortemente conexa.
A ferramenta desenvolvida permite obter grafos a partir de qualquer região do OSM. Esco-
lhemos a cidade de São Paulo por ser a maior cidade da América Latina e uma das maiores do
mundo, e pelo fato de ser uma cidade propícia a compartilhamento de veículos, já que tem um
tráfego intenso e sérios problemas no setor de transporte.
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Para a versão estática do RSPMI, criamos 80 instâncias e para o problema dinâmico, criamos
4 instâncias grandes. Usamos os dados de 2012, obtidos em 2, que diz que São Paulo tem uma
frota de 32 mil táxis e 78 mil requisições por dia.
Para o RSPMI estático, criamos 40 instâncias com 500 requisições de passageiros e outras
40 com 750 requisições. O número de veículos em cada instância é proporcional à quantidade
de requisições, obedecendo a razão de 78/32, tendo portanto instâncias com 205 e 307 veículos.
Todas as requisições tem início imediato, portanto o horário mínimo de saída é o instante 0. Já
o horário máximo de chegada, que irá definir a janela de tempo, depende do tempo da viagem,
do ponto de origem até o destino, e de um atraso máximo permitido. Temos instâncias com
atraso máximo absoluto de 30 e 45 minutos, e também com atraso máximo relativo ao tempo
de viagem, com multiplicador de 1.3 e de 1.5. Isso quer dizer que se uma requisição i tiver
um tempo de viagem de i+ até i− de 30 minutos e se o atraso máximo permitido for relativo
ao tempo de viagem com um multiplicador de 1.3, teremos li = 30 × 1.3 = 39. Caso o
atraso máximo seja de 30 minutos, teremos li = 60. A distância entre dois pontos quaisquer
é o comprimento do caminho mínimo no grafo e o tempo de viagem é calculado considerando
que os veículos têm uma velocidade média de 40km/h. Já o custo da viagem é de 1 dólar
por quilômetro rodado. Cada requisição é para somente um passageiro, o valor máximo que
cada passageiro está disposto a pagar é igual ao custo de uma viagem privada de táxi. Os
veículos estão disponíveis durante todo o período e cada um tem uma capacidade máxima de 4
passageiros. A duração do serviço nos pontos de embarque e desembarque é nula.
Em suma, para cada número de requisições n ∈ {500, 750} e para cada possível atraso d =
{30a, 45a, 1.3r, 1.5r}, temos 10 diferentes instâncias, mudando os pontos de origem e destino
das requisições de passageiros e dos veículos. Esses pontos são definidos aleatoriamente. Cada
instância é chamada de sp-n-d-x, onde x é o número da instância (0 a 9).
Cada uma das 4 instâncias, da versão dinâmica, representa um período de 12 horas de ati-
vidade de táxis em um dia típico de São Paulo. Usamos o grafo de São Paulo, obtido no OSM,
para ser o grafoG. Cada aresta do grafo tem a distância necessária para percorrê-la. Para definir
o tempo de viagem em cada uma delas, consideramos que os veículos têm velocidade média de
40km/h. Já o custo de cada viagem é de 1 dólar por quilômetro rodado. O conjunto dinâmico
M de veículos, usado em todas as instâncias, tem 1333 veículos no instante inicial, e a cada
hora, 1333 novos veículos são adicionados ao conjunto. Cada veículo tem origem e destino
definidos aleatoriamente, podendo ser quaisquer vértices de G. Cada um deles inicia o serviço
no momento em que é adicionado a M, tendo portanto o horário de início de serviço igual ao
horário de chegada, e ainda, cada um fica disponível por um período de 4 horas. O conjunto
dinâmico N de requisições inicia-se com 54 requisições, e a cada minuto, 54 novas requisições
são adicionadas, tendo a origem e o destino também definidos de forma aleatória. A diferença
entre as 4 instâncias está no atraso máximo permitido, que é usado para o cálculo do horário
2http://www1.folha.uol.com.br/cotidiano/773125-taxi.shtml
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máximo de chegada de cada requisição. Temos instâncias com atraso máximo absoluto de 30
e 45 minutos e também atraso relativo ao tempo de viagem, com multiplicadores de 1.3 e 1.5.
A capacidade máxima de cada veículo é de 4 passageiros, cada requisição é para somente um
passageiro, a duração do serviço em todos os pontos é nula e o valor máximo que os passagei-
ros estão dispostos a pagar é o valor de uma viagem privada de táxi. Para cada possível atraso
d = {30a, 45a, 1.3r, 1.5r}, temos uma instância com o nome de big-d.
Além das instâncias descritas, temos mais 180 instâncias estáticas que utilizam um grafo
de grid ao invés de usar o grafo real de São Paulo e também as 24 instâncias usadas em [20]
que foram feitas a partir de dados extraídos de uma pesquisa de viagem do nordeste de Illinois,
conduzida pela CMAP. Optamos por não mostrar os resultados dessas instâncias, mas podemos
afirmar que as conclusões e análises apresentadas na Seção 5.2 também valem para elas.
5.2 Resultados Comparativos entre as Heurísticas GRASP
Nessa seção, mostraremos os resultados experimentais que envolvem as heurísticas descritas na
Seção 4.2. Temos três métodos para construção da solução inicial, GA, GB e GC; dois métodos
de inserção, IA e IB; uma busca local, L1; um método de Path Relinking, PR. Além disso, temos
os parâmetros α, usado em GA, GB e GC; o parâmetro β em IB; o parâmetro γ no PR. E ainda,
podemos optar pela versão Reactive, ao invés de escolher um valor para α. O objetivo desses
experimentos é achar a melhor combinação de métodos e parâmetros, obtendo dessa forma a
nossa melhor heurística GRASP.
Apesar de só mostrarmos os resultados dos experimentos que envolvem heurísticas forma-
das pela combinação dos métodos descritos, durante todo o nosso trabalho, consideramos e
testamos vários outros métodos e heurísticas, como por exemplo as descritas em [20]. Optamos
por descrever e mostrar os resultados experimentais apenas de um subconjunto de métodos,
formado por aqueles que apresentaram os melhores resultados.
Todas as heurísticas usadas nos experimentos foram executadas 15 vezes para cada ins-
tância. Usamos uma semente diferente em cada execução. A semente é uma parâmetro que
inicializa o gerador de números pseudo-aleatórios, portanto, para cada semente, teremos um
resultado potencialmente diferente. Usamos como resultado final a média dos resultados das 15
execuções. Cada execução teve um tempo limite de 150 segundos. Usamos como métrica de
comparação a própria função objetivo.
As comparações foram feitas graficamente usando um método conhecido como Perfor-
mance Profiles, [4]. Seja H um conjunto de heurísticas que serão comparadas entre si, e seja
I um conjunto de instâncias. No nosso caso, I contém todas as 80 instâncias criadas para o
problema estático. Primeiramente, cada heurística h ∈ H é executada em todas as instâncias
i ∈ I . Seja z∗i o valor da função objetivo da melhor solução para instância i, considerando
todas as heurísticas. Para cada heurística h, e para cada instância i, temos o valor da solução
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encontrada zhi . Usamos esse valor para computar a razão
z∗i
zhi
. Quanto maior a razão, pior é o
resultado da heurística em questão, comparado com a melhor heurística para aquela instância.
As heurísticas que obtiveram a melhor solução, terão a razão igual a 1. Usando esses dados,
criamos um gráfico 2D com uma função para cada heurística. Cada ponto (τ, p) da função
marca a porcentagem p de instâncias cujas soluções computadas pela heurística tiveram uma
razão menor ou igual a τ . O ponto (1.0, 0.4) por exemplo, de uma determinada heurística, in-
dica que a heurística obteve o melhor resultado em 40% das instâncias. Enquanto que o ponto
(1.5, 0.9) indica que a heurística obteve uma razão de no máximo 1.5 em 90% das instâncias.
Como podemos ver em [4], o método é robusto contra instâncias que são outliers.
O propósito do experimento, cujo resultado está na Figura 5.1, foi verificar qual o me-
lhor parâmetro α na heurística com os métodos GA, IA e L1. Comparamos os valores α =
0.0, 0.2, 0.5, 0.7, 1.0 e também a versão Reactive. Como podemos observar, os resultados não
são sensíveis ao parâmetro α, já que todas as versões apresentam resultados similares. A versão
com α = 0.0 teve os melhores resultados em 25% das instâncias, mas a versão Reactive tam-
bém teve bons resultados, tendo uma razão inferior a 1.025 em todas as instâncias, sendo que
em 70% delas a razão foi inferior a 1.01. Como os resultados são próximos, optamos pela ver-
são Reactive, visto que é uma versão que se auto adapta à qualquer instância. Note que apesar
de construir a RCL de maneira gulosa, a versão com α = 0.0 não é puramente gulosa já que os
veículos são selecionados numa ordem aleatória.
A Figura 5.2 mostra o resultado do experimento que também teve como finalidade encontrar
o melhor parâmetro α, mas agora para a heurística com os métodos GA, IB e L1, denominada
GRASP-GA-IB-L1. A versão com valor de α = 0.2 foi a que teve os melhores resultados,
dominando as demais em 70% das instâncias e portanto, foi a selecionada.
Comparamos a versão Reactive da heurística GRASP-GA-IA-L1 com a heurística GRASP-
GA-IB-L1 com α = 0.2. Ambas foram as versões selecionadas nos experimentos da Figura
5.1 e 5.2, respectivamente. O resultado dessa comparação está na Figura 5.3. Como se pode
observar, a heurística que utiliza o método de inserção IA domina completamente a que utiliza
IB. Podemos concluir portanto, que para a heurística que utiliza o método GA para construir a
solução inicial, é melhor utilizar o método de inserção IA.
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Figura 5.2: Resultado comparativo relativo ao GRASP-GA-IB-L1 com α = 0.0, 0.2, 0.5, 0.7, 1.0 e a
versão Reactive.
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Figura 5.3: Resultado comparativo entre a versão Reactive do GRASP-GA-IA-L1 e GRASP-GA-IB-L1
com α = 0.2.
Fizemos 3 experimentos similares ao mostrados na Figura 5.1, Figura 5.2 e Figura 5.3, mas
agora utilizando o método GB como o método que constrói a solução inicial. O objetivo é deter-
minar a melhor heurística que utiliza GB, para que possamos comparar com a melhor heurística
que utiliza GA e determinar o melhor método sequencial para a construção de soluções.
A Figura 5.4 e a Figura 5.5 mostram os resultados da comparação de diferente valores de
α e também da versão Reactive para as heurísticas GRASP-GB-IA-L1 e GRASP-GB-IB-L1,
respectivamente. Em ambos os casos, a versão Reactive obteve bons resultados, apesar de não
ser a versão que teve uma maior quantidade de instâncias com os melhores resultados. Ainda
assim, selecionamos a versão Reactive para ambas as heurísticas e comparamo-las entre si. O
resultado da comparação se encontra na Figura 5.6, mostrando novamente que o método de
inserção IA é a melhor opção.
Em todos os experimentos com o método IB, usamos β = 5, já que o número de pontos na
rota de um veículo não é muito grande, pois nas instâncias usamos a razão de 78 passageiros
para cada 32 veículos. Dessa forma, se aumentássemos β, IB se comportaria da mesma forma
que IA, no entanto com um maior overhead no tempo de execução.












 1  1.02  1.04  1.06  1.08  1.1  1.12  1.14
p
τ
Performance Profile on 




















 1  1.02  1.04  1.06  1.08  1.1  1.12  1.14
p
τ
Performance Profile on 







Figura 5.5: Resultado comparativo relativo ao GRASP-GB-IB-L1 com α = 0.0, 0.2, 0.5, 0.7, 1.0 e a
versão Reactive.
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Figura 5.6: Resultado comparativo entre a versão Reactive do GRASP-GB-IA-L1 e a versão Reactive
do GRASP-GB-IB-L1.
A fim de se obter o melhor método sequencial de construção de soluções iniciais, com-
paramos a melhor heurística que utiliza GA, GRASP-GAR-IA-L1, com a melhor que utiliza
GB, GRASP-GBR-IA-L1. O resultado dessa comparação, Figura 5.7, mostra que o método
GB foi melhor, mas a diferença é pequena, não passando de 7%, portanto o método GA não é
descartado.
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Figura 5.7: Resultado comparativo entre a versão Reactive do GRASP-GA-IA-L1 e a versão Reactive
do GRASP-GB-IA-L1.
Agora realizamos experimentos para verificar a melhor configuração da heurística GRASP
que utiliza o método paralelo GC para construção da solução inicial. Como o método de inser-
ção IB foi descartado, nos próximos experimentos vamos usar apenas o método IA.
O gráfico da Figura 5.8 mostra o resultado comparativo relativo à heurística GRASP-GC-
IA-L1 com diversos valores de α e também na versão Reactive. A versão com α = 0.0 apresenta
o melhor resultado em 70% das instâncias. No entanto, no restante delas o resultado não é tão
favorável, em algumas instâncias a razão chega a 1.15. Já a versão Reactive apresenta resultados
estáveis, já que quase todas as instâncias tem uma razão menor do que 1.05. Concluímos que a
versão Reactive é a melhor opção.
Com isso, comparamos a melhor heurística com método paralelo, GRASP-GCR-IA-L1,
com a melhor heurística com método sequencial, GRASP-GBR-IA-L1. O resultado se encontra
na Figura 5.9. O gráfico mostra claramente a grande superioridade do método GB, obtendo os
melhores resultados em quase todas as instâncias, e ainda, a diferença chega a quase 25% em
algumas instâncias.
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Figura 5.9: Resultado comparativo entre a versão Reactive do GRASP-GB-IA-L1 e a versão Reactive
do GRASP-GC-IA-L1.
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A partir desses experimentos, podemos concluir que, para nossas instâncias, o método se-
quencial de geração de solução inicial é melhor do que o paralelo, o método de inserção exaus-
tivo é superior ao método heurístico e a função gulosa que leva em conta o atraso é melhor
do que a função gulosa que considera a função objetivo, apesar de a diferença ser pequena. E
ainda, a versão Reactive não fica atrás das versões com α predefinido e tem a grande vantagem
de se adaptar a cada tipo de instância.
Apresentaremos agora os resultados dos experimentos envolvendo o Path Relinking, já que
todos os experimentos mostrados até agora não o utilizaram.
O experimento, cujo resultado se encontra na Figura 5.10, tem como objetivo avaliar a
eficácia do Path Relinking. Para isso, ele compara a melhor heurística até então, que é a GRASP-
GBR-IA-L1, com e sem o Path Relinking. Vale lembrar que em todas as comparações, o tempo
limite de execução é o mesmo para todas as versões que estão sendo comparadas. A Figura 5.10
mostra que, conforme o esperado, a versão com o Path Reliking apresentou um resultado muito
superior, sendo melhor em todas as distâncias, com uma diferença de 50% em metade delas e
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Figura 5.10: Resultado comparativo entre a versão Reactive do GRASP-GB-IA-L1 com e sem Path
Relink com γ = 10.
Já vimos que o método de Path Relinking melhora significativamente as nossas heurísticas.
Precisamos agora definir o melhor parâmetro γ, que indica o tamanho máximo do conjunto das
soluções de elite. Para isso, fizemos experimentos com a versão Reactive do GRASP-GA-IA-L1
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e do GRASP-GB-IA-L1, testando γ = 1, 5, 10, 15, 20. Os resultados se encontram nas Figura
5.11 e Figura 5.12, respectivamente. Surpreendentemente, em ambos os experimentos, a versão
com o valor γ = 1 foi a que apresentou os melhores resultados, dominando completamente as
demais. Além disso, a medida em que aumentamos γ, os resultados vão piorando. Portanto,
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Figura 5.11: Resultado comparativo relativo ao GRASP-GAR-IA-L1-PR com γ = 1, 5, 10, 15, 20.
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Figura 5.12: Resultado comparativo relativo ao GRASP-GBR-IA-L1-PR com γ = 1, 5, 10, 15, 20.
Embora o gráfico da Figura 5.7 mostra que o método GB é melhor que o GA, a diferença
não é grande, portanto refizemos a comparação mas agora usando o Path Relinking com γ = 1.
A Figura 5.13 mostra o resultado dessa nova comparação. Como podemos ver, dessa vez o
método GA superou o GB, mas a diferença entre ambos ainda é bem pequena.
Com esse último experimento, concluímos que a nossa melhor heurística é a versão Reactive
da heurística que tem o método GA para construir soluções iniciais, o método de inserção IA,
o método L1 de busca local e o método de Path Relinking com γ = 1, denominada GRASP-
GAR-IA-L1-PR01.
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Figura 5.13: Resultado comparativo entre o GRASP-GAR-IA-L1-PR01 e o GRASP-GBR-IA-L1-
PR01.
Como mostrado na seção de trabalhos relacionados (Seção 1.1), diversas mudanças foram
feitas na nossa primeira heurística GRASP apresentada em [20]. Fizemos uma comparação
entre nossa melhor heurística, GRASP-GAR-IA-L1-PR01, e essa primeira heurística, com a
finalidade de medir os ganhos. Os resultados são apresentados na Figura 5.14, na Tabela 5.3 e
na Tabela 5.4. A Figura 5.14 mostra o resultado comparativo usando o método de Performance
Profiles. A Tabela 5.3 mostra os resultados de ambas as heurísticas nas 40 instâncias de tamanho
500, enquanto que a Tabela 5.4 mostra os resultados das instâncias de tamanho 750. Cada tabela
apresenta o valor da função objetivo, o número de requisições atendidas, e a economia feita
pelos passageiros atendidos, em relação ao valor que eles iriam pagar em uma viagem privada.
A nossa nova heurística claramente supera a anterior, obtendo os melhores resultados em
todas as instâncias, chegando a ser duas vezes melhor em algumas delas. A principal diferença
entre as duas heurísticas é o Path Relinking, presente apenas na nova. Nossos experimentos
mostraram que foi ele o grande responsável pela melhoria. Uma outra diferença entre as heu-
rísticas, que também acarretou numa melhoria, é o método de busca local. O novo método é
um método exaustivo que só termina a execução quando uma solução ótima local é encontrada,
diferente da anterior que tinha um número máximo de iterações. Além disso, também houve
mudança em como o método de busca local é executado. O método de construção de soluções
iniciais também apresentou uma pequena mudança. Apesar de ser melhor, ele tem uma menor
influência nos resultados.
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Figura 5.14: Resultado comparativo entre o GRASP-GAR-IA-L1-PR01 e a heurística do nosso trabalho
anterior [20]
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GRASP-GAR-IA-L1-PR01 GRASP-IJCAI
Instance Obj RM Sav % Obj RM Sav %
sp-500-1.3r-0 100.2 338.3 27.8 54.8 295.0 16.5
sp-500-1.3r-1 104.2 337.7 29.3 56.7 290.3 18.3
sp-500-1.3r-2 98.3 336.1 28.5 51.5 289.6 17.6
sp-500-1.3r-3 93.3 331.4 26.9 48.2 281.3 15.7
sp-500-1.3r-4 104.1 340.3 29.6 58.6 293.2 18.9
sp-500-1.3r-5 105.6 336.5 30.6 58.8 291.0 19.7
sp-500-1.3r-6 93.6 331.9 26.8 52.1 291.4 17.0
sp-500-1.3r-7 102.3 335.7 29.2 56.3 291.9 17.9
sp-500-1.3r-8 101.4 338.8 28.2 52.6 287.9 17.0
sp-500-1.3r-9 104.5 340.5 30.2 56.9 291.3 19.2
sp-500-1.5r-0 141.3 395.5 33.7 79.5 358.3 20.9
sp-500-1.5r-1 144.8 393.9 35.7 81.7 359.1 22.1
sp-500-1.5r-2 140.4 402.3 34.3 76.7 354.2 21.9
sp-500-1.5r-3 134.8 392.6 33.2 73.9 346.2 20.2
sp-500-1.5r-4 145.4 393.4 35.8 84.2 357.5 22.6
sp-500-1.5r-5 141.1 391.7 35.7 79.7 349.5 22.2
sp-500-1.5r-6 135.0 390.7 33.2 72.8 358.3 19.5
sp-500-1.5r-7 146.7 397.2 35.6 83.8 362.7 21.9
sp-500-1.5r-8 144.5 399.0 33.9 78.7 361.0 20.5
sp-500-1.5r-9 145.5 398.5 36.1 83.5 356.7 23.4
sp-500-30a-0 114.7 364.3 25.5 61.3 302.7 15.7
sp-500-30a-1 127.1 369.3 28.4 65.2 303.8 17.2
sp-500-30a-2 119.9 368.5 27.2 63.8 306.0 17.6
sp-500-30a-3 114.1 363.9 25.5 59.1 300.5 16.3
sp-500-30a-4 120.0 359.3 28.9 64.5 299.1 19.2
sp-500-30a-5 127.4 370.9 30.6 67.3 307.2 19.4
sp-500-30a-6 116.1 363.5 25.4 63.0 308.3 17.3
sp-500-30a-7 113.2 352.1 25.5 57.5 292.1 15.3
sp-500-30a-8 119.8 358.0 28.1 63.0 301.5 17.2
sp-500-30a-9 120.0 367.2 28.4 62.6 302.8 18.6
sp-500-45a-0 152.3 411.0 31.6 86.1 352.7 20.9
sp-500-45a-1 160.4 408.9 34.0 91.2 360.9 22.1
sp-500-45a-2 151.0 408.9 31.6 84.1 351.3 20.4
sp-500-45a-3 147.7 398.3 32.1 81.2 345.7 20.7
sp-500-45a-4 157.7 410.1 34.3 89.6 353.1 23.8
sp-500-45a-5 161.9 413.9 35.1 92.3 360.3 23.8
sp-500-45a-6 147.5 401.1 31.1 83.1 355.3 20.6
sp-500-45a-7 155.7 402.0 33.0 83.2 342.1 21.2
sp-500-45a-8 150.7 399.5 32.6 86.4 352.5 21.6
sp-500-45a-9 157.4 410.4 34.2 85.8 350.1 23.0
Tabela 5.3: Resultado comparativo entre o GRASP-GAR-IA-L1-PR01 e a heurística do nosso trabalho
anterior, [20]. Para cada instância, o valor da função objetivo (Obj), o número de requisições atendidas
(RM) e a economia, em porcentagem, feita pelos passageiros (Sav) são apresentadas. Os melhores
resultados estão em negrito.
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GRASP-GAR-IA-L1-PR01 GRASP-IJCAI
Instance Obj RM Sav % Obj RM Sav %
sp-750-1.3r-0 161.0 505.5 30.6 86.3 440.5 19.4
sp-750-1.3r-1 156.6 505.1 30.9 84.9 439.5 18.9
sp-750-1.3r-2 167.0 508.5 30.6 92.9 446.0 19.7
sp-750-1.3r-3 152.2 496.4 29.8 78.5 439.3 16.6
sp-750-1.3r-4 158.9 499.5 30.1 81.1 437.9 17.4
sp-750-1.3r-5 154.9 491.5 30.5 83.5 437.5 18.6
sp-750-1.3r-6 155.3 496.0 29.5 86.7 445.3 18.4
sp-750-1.3r-7 159.6 508.7 29.7 83.1 446.9 17.0
sp-750-1.3r-8 168.0 507.8 31.4 92.2 448.5 19.4
sp-750-1.3r-9 152.3 494.1 29.9 81.9 434.1 17.9
sp-750-1.5r-0 215.6 574.7 36.6 129.6 546.9 23.9
sp-750-1.5r-1 206.6 568.6 35.6 121.4 543.6 21.8
sp-750-1.5r-2 217.7 566.3 36.2 130.6 544.8 22.8
sp-750-1.5r-3 205.2 569.1 35.1 120.8 548.2 21.4
sp-750-1.5r-4 211.7 565.5 35.7 122.2 545.2 21.2
sp-750-1.5r-5 207.3 559.2 35.8 121.7 537.5 21.8
sp-750-1.5r-6 207.7 553.7 35.7 122.0 547.5 21.5
sp-750-1.5r-7 212.1 578.1 35.2 122.1 553.9 20.8
sp-750-1.5r-8 220.3 580.1 36.7 132.4 553.0 23.6
sp-750-1.5r-9 207.0 568.4 34.9 119.4 535.7 21.4
sp-750-30a-0 172.0 522.3 27.4 90.0 446.8 16.8
sp-750-30a-1 172.9 528.5 28.4 87.9 439.4 17.7
sp-750-30a-2 179.6 528.4 28.7 95.1 448.5 17.8
sp-750-30a-3 171.2 525.1 27.7 91.9 450.8 16.9
sp-750-30a-4 168.3 517.7 27.2 86.1 436.1 17.0
sp-750-30a-5 174.4 520.1 28.2 95.1 452.0 18.2
sp-750-30a-6 176.6 524.3 28.9 91.8 451.3 17.5
sp-750-30a-7 174.6 530.7 27.0 91.7 449.5 16.5
sp-750-30a-8 176.4 514.9 28.9 91.9 444.1 17.3
sp-750-30a-9 170.5 524.8 27.6 83.1 431.5 16.1
sp-750-45a-0 217.4 570.9 33.2 131.1 524.3 21.9
sp-750-45a-1 218.1 577.2 34.1 126.6 524.4 21.9
sp-750-45a-2 223.0 577.1 33.8 130.3 521.1 22.0
sp-750-45a-3 214.9 570.7 33.1 128.7 528.4 20.9
sp-750-45a-4 219.7 575.1 33.7 123.7 517.7 21.4
sp-750-45a-5 219.1 572.3 34.0 130.9 528.1 21.9
sp-750-45a-6 213.3 571.0 33.4 126.6 527.1 21.8
sp-750-45a-7 218.1 574.8 33.1 130.1 528.5 21.4
sp-750-45a-8 218.9 564.4 34.3 130.4 520.3 22.3
sp-750-45a-9 213.9 574.6 33.0 122.4 516.7 20.6
Tabela 5.4: Resultado comparativo entre o GRASP-GAR-IA-L1-PR01 e a heurística do nosso trabalho
anterior, [20]. Para cada instância, o valor da função objetivo (Obj), o número de requisições atendidas
(RM) e a economia, em porcentagem, feita pelos passageiros (Sav) são apresentadas. Os melhores
resultados estão em negrito.
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5.3 Resultados Computacionais para a versão Dinâmica
Essa seção apresenta os resultados computacionais relativo ao método proposto (Seção 4.1)
para resolver a versão dinâmica do Ride-sharing Problem with Money Incentive. Para que
o método possa ser executado, é necessário definirmos três parâmetros: uma heurística que
resolve o problema estático; um algoritmo que resolve o Many to Many Shortest Path Problem
eficientemente; e o comprimento do período, o qual define o tempo de coleta de requisições
e o tempo limite de execução da heurística. Usamos a heurística GRASP-GAR-IA-L1-PR01,
que se mostrou ser a nossa melhor heurística (Seção 5.2). O algoritmo utilizado para resolver
o Many to Many Shortest Path Problem é o de Contraction Hierarchies [7]. Já em relação ao
comprimento do período, fizemos experimentos com três valores diferentes, que são: 150, 300
e 600 segundos.
As 4 instâncias utilizadas estão detalhadas na Seção 5.1. O tempo de execução de cada
instância foi de 12 horas, já que o método é executado em tempo real e cada instância simula
uma situação de compartilhamento de veículos por um período de 12 horas. O resultado final de
cada instância, para cada um dos diferentes valores de comprimento dos períodos, se encontra
na Tabela 5.5. Para melhor exemplificar o funcionamento do método, também apresentamos o
resultado detalhado dos 10 primeiros minutos de execução na instância big-1.5r, com períodos
de comprimento de 300 segundos. O resultado se encontra na Tabela 5.6.
150 segundos 300 segundos 600 segundos
Instância Obj RM Sav % SR Obj RM Sav % SR OBJ RM Sav % SR
big-1.3r 5426.4 32513 18.0% 13596 5537.2 32165 18.3% 14230 5548.4 30712 18.8% 14140
big-1.5r 9707.4 35929 27.8% 23320 9869.7 35791 28.2% 24490 9774.7 35034 28.2% 24536
big-30a 7702.5 33494 18.4% 20090 7661.4 33321 18.2% 20573 7601.9 33044 18.0% 20155
big-45a 11492.1 35301 27.7% 26391 11540.2 35165 27.8% 27245 11050.4 34941 26.9% 27123
Tabela 5.5: Resultado final do método proposto nas 4 instâncias. Para cada instância e para cada
comprimento de período, a tabela mostra o valor da função objetivo (Obj), o número de requisições
atendidas (de 38880) (RM), a economia, em porcentagem, feita pelos passageiros atendidos (Sav) e o
número de passageiros que tiveram uma viagem compartilhada (SR). Os melhores resultados estão em
negrito.
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00:00: Inicializando o método
00:00: Começando um novo período
00:00: Recebendo 54 novas requisições de passageiros
00:00: Recebendo 1333 novos veículos
00:00: Recebendo 0 requisições do período anterior
00:00: Recebendo 0 veículos do período anterior
00:00: Criando instância estática com: 54 requisições e 1333 veículos
00:00: Executando a heurística
00:05: Resultado da Heurística:
00:05: Função Objetivo: 6.132918
00:05: Requisições Atendidas: 53 de 54
00:05: Economia: 11.0%
00:05: Requisições com viagem compartilhada: 20 de 53
00:05: Iterações: 24830
00:05: Requisições ativas: 36 de 54
00:05: Veículos ativos: 1333 de 1333
00:05: Solução dinâmica até então:
00:05: Função Objetivo: 2.606517
00:05: Requisições Atendidas: 18 de 54
00:05: Economia: 17.7%
00:05: Requisições com viagem compartilhada: 8 de 18
00:05: Começando um novo período
00:05: Recebendo 270 novas requisições de passageiros
00:05: Recebendo 0 novos veículos
00:05: Recebendo 36 requisições do período anterior
00:05: Recebendo 1333 veículos do período anterior
00:05: Criando instância estática com: 306 requisições e 1333 veículos
00:05: Executando a heurística
00:10: Resultado da Heurística:
00:10: Função Objetivo: 69.431666
00:10: Requisições Atendidas: 289 of 306
00:10: Economia: 23.1%
00:10: Requisições com viagem compartilhada: 189 de 289
00:10: Iterações: 574
00:10: Requisições ativas: 182 de 306
00:10: Veículos ativos: 1333 de 1333
00:10: Solução dinâmica até então:
00:10: Função Objetivo: 35.260148
00:10: Requisições Atendidas: 139 of 324
00:10: Economia: 24.1%
00:10: Requisições com viagem compartilhada: 98 de 139
Tabela 5.6: Resultado dos 10 primeiros minutos de execução do método proposto na instância big-1.5r
com um comprimento de período de 300s.
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Ao aumentar o comprimento do período, maiores são as chances de se obter melhores solu-
ções para a versão estática do problema, visto que o comprimento do período é o tempo que a
heurística tem para gerar uma solução. Em contrapartida, com um comprimento muito grande,
requisições podem ser perdidas, já que requisições que chegam em um período, só são consi-
deradas no outro. Dessa forma, se uma requisição chegar no início de um período, logo após
a instância estática ter sido montada, ela só será considerada na instância do período seguinte,
podendo comprometer a janela de tempo da mesma. Quando o comprimento de período foi de
150 segundos, a quantidade de requisições atendidas foi maior em todas as instâncias, mas só
se obteve a melhor função objetivo em uma delas. Com um comprimento de 300 segundos, os
resultados são melhores, obtendo as melhores soluções em 2 da 4 instâncias. Podemos concluir
que utilizar um comprimento de 300 segundos é uma boa opção, porque 300 segundos é tempo
suficiente para a heurística gerar boas soluções para instâncias estáticas com até 1500 requisi-
ções. E ainda, não é um período de tempo tão grande para comprometer as janelas de tempo
dos passageiros.
Nas instâncias onde os passageiros permitem um maior atraso, como é o caso da big-45a
e da big-1.5r, a economia média feita pelos passageiros é próxima de 30%. Esse valor não
indica a economia real que os passageiros de São Paulo iriam ter caso adotassem o serviço de
compartilhamento de veículos no dia a dia, já que a obtenção do valor real está fora do escopo
do nosso trabalho. Apesar de usarmos o mapa real de São Paulo e números reais de veículos e
requisições, em nossas simulações, as requisições e veículos tiveram seus pontos de origem e
destino espalhados aleatoriamente pela imensa região. Numa situação real, esses pontos esta-
riam concentrados nos grandes centros urbanos, o que facilitaria o compartilhamento. Portanto,
acreditamos que a economia real seria ainda maior.
Um ponto crucial para o funcionamento do método é o algoritmo utilizado para resolver o
Many to Many Shortest Path Problem. Como sabemos, no início de cada período é necessário
computar as matrizes T e C para que uma nova instância estática seja construída. Fizemos
experimentos preliminares que mostraram que o algoritmo de Dijkstra leva, em média, 448.67
segundos para construir uma matriz 1000×1000, considerando o nosso grafo. Já o algoritmo de
Contraction Hierarchy leva apenas 0.01 segundos. Portanto o uso do algoritmo de Dijkstra seria
inviável. Note que é necessário um pré-processamento do grafo para que o Contraction Hierar-
chy responda tão rapidamente. Mas esse pré-processamento só precisa ser feito uma única vez,
assumindo que o grafo não mude. E mesmo assim, para o nosso grafo, o pré-processamento
levou apenas 60 segundos.
Capítulo 6
Conclusão
Nesse trabalho, apresentamos um framework que pode ser usado para facilitar o compartilha-
mento de veículos no dia a dia de uma grande cidade. O framework deu origem a um problema
NP-difícil, que denominamos Ride-sharing Problem with Money Incentive. O foco do traba-
lho se deu no estudo e desenvolvimento de métodos que possam resolver a versão dinâmica do
RSPMI em tempo real e em larga escala. O método proposto necessita de uma heurística que
resolva o problema estático e de um algoritmo que resolva, eficientemente, o Many to Many
Shortest Path Problem. Desenvolvemos heurísticas GRASP [16] para o problema estático e
usamos um algoritmo baseado em Contraction Hierarchies [7], o qual é muito eficiente, para
lidar com os caminhos mínimos. Experimentos computacionais foram realizados usando ins-
tâncias que simulam, a partir de dados reais, uma atividade de compartilhamento de veículos na
cidade de São Paulo.
O framework proposto permite compartilhamento de veículos em tempo real, podendo ser
adotado em qualquer cidade. Passageiros e motoristas podem utilizar o serviço em qualquer
situação do dia a dia, como por exemplo, na ida e vinda do trabalho, em compromissos agen-
dados ou até mesmo em viagens imediatas. O incentivo que passageiros e motoristas têm é a
redução dos custos com transporte. Um grande diferencial do framework é o fato de permitir
que passageiros escolham o quanto estão dispostos a pagar. Com isso, sempre antes de chamar
um táxi diretamente, o usuário do framework tem a opção de utilizá-lo, colocando o valor da
corrida como o valor máximo. No pior caso, o usuário consegue o mesmo táxi que iria conseguir
usando o outro serviço.
O Ride-sharing Problem with Money Incentive é mais geral e mais realístico que outros
problemas de compartilhamento de veículos presentes na literatura. Além de ter o conjunto
básico de restrições, o RSPMI também possui a restrição dos custos compartilhados, o que o
torna ainda mais complexo, já que ele passa a ter que computar esses custos para impedir que
passageiros paguem mais do que o desejado. Essa restrição introduzida é importante para uma
situação de compartilhamento de veículo, porque fornece um benefício para os passageiros
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aceitarem uma viagem compartilhada. Apesar de ser um problema originado do framework
descrito, o RSPMI é geral o suficiente para ser usado em qualquer outro framework ou por si
só, de alguma outra forma.
O método proposto para resolver a versão dinâmica do RSPMI usa uma estratégia já uti-
lizada na literatura [10], que consiste em reduzir a instância do problema dinâmico a varias
instâncias do problema estático, cada uma considerando um intervalo de tempo diferente.
Uma heurística precisa e eficiente, para resolver a versão estática do RSPMI, é essencial
para a eficácia do nosso método. Dessa forma, grande parte do trabalho se deu em desenvolver
e experimentar diferentes métodos heurísticos. As primeiras heurísticas foram apresentadas na
International Joint Conference of Artificial Intelligence 2013 [20]. As novas heurísticas, des-
critas nesse trabalho, apresentaram resultados superiores. Essa diferença se deu principalmente
pelo Path Relinking, um método muito poderoso, que é usado em heurísticas GRASP para di-
versos problemas combinatórios presentes na literatura, [16]. Em todo nosso trabalho, optamos
por heurísticas GRASP, no entanto, como trabalho futuro, seria interessante comparar nossas
heurísticas com outras metaheurísticas, como por exemplo, o Large Neighborhood Search [15],
que apresenta bons resultados para o Pickup and Delivery Problem [17], problema do qual o
RSPMI deriva.
Experimentos mostraram que nosso método pode ser usado para resolver o RSPMI em
tempo real e em larga escala, mesmo para uma cidade tão grande como São Paulo. Os resulta-
dos mostraram que os passageiros podem ter uma economia de até 30%, mesmo considerando
que as requisições e veículos estão espalhados uniformemente por toda a cidade. Acreditamos
que em uma situação real, esse número pode ser ainda maior, já que requisições e veículos se
concentram nos grandes centros urbanos, o que facilita o compartilhamento.
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