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Abstract
In this paper, we study the existence of countably many positive solutions for nonlinear singular boundary value problem
((u′))′ + a(t)f (u(t)) = 0, 0< t < 1,
subject to the boundary value conditions:
u(0) =
m−2∑
i=1
iu(i ), (u
′(1)) =
m−2∑
i=1
i(u
′(i )),
where : R → R is an increasing homeomorphism and positive homomorphism and(0)=0, i ∈ (0, 1)with 0< 1 < 2 < · · ·<
m−2 < 1 and i , i satisfy i , i ∈ [0,+∞), 0<
∑m−2
i=1 i < 1, 0<
∑m−2
i=1 i < 1, f ∈ C([0,+∞), [0,+∞)), a : [0, 1] →
[0,+∞) and has countably many singularities in [0, 12 ). We show that there exist countably many positive solutions by using the
ﬁxed-point index theory and a new ﬁxed-point theorem in cones.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper, we study the existence of countably many positive solutions for nonlinear singular boundary value
problem
((u′))′ + a(t)f (u(t)) = 0, 0< t < 1, (1.1)
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u(0) =
m−2∑
i=1
iu(i ), (u
′(1)) =
m−2∑
i=1
i(u
′(i )), (1.2)
where  : R → R is an increasing homeomorphism and positive homomorphism, and (0) = 0, i ∈ (0, 1)
with 0< 1 < 2 < · · ·< m−2 < 1 and i , i satisfy i , i ∈ [0,+∞), 0<
∑m−2
i=1 i < 1, 0<
∑m−2
i=1 i < 1, f ∈
C([0,+∞), [0,+∞)), a : [0, 1] → [0,+∞) and has countably many singularities in [0, 12 ).
A projection  : R → R is called an increasing homeomorphism and positive homomorphism, if the following
conditions are satisﬁed:
(1) if xy, then (x)(y), for all x, y ∈ R;
(2)  is a continuous bijection and its inverse mapping is also continuous;
(3) (xy) = (x)(y), for all x, y ∈ R+.
In recent years, the existence and multiplicity of positive solutions for linear and nonlinear ordinary differential
equations and difference equations have been studied extensively. To identify a few,we refer the reader to see [1,2,4–14].
In [7], Liu and Zhang study the existence of positive solutions of quasilinear differential equation
{
((x′))′ + a(t)f (x(t)) = 0, 0< t < 1,
x(0) − x′(0) = 0, x(1) + x′(1) = 0, (1.3)
where  : R → R is an increasing homeomorphism and positive homomorphism and (0) = 0. They deﬁne the
completely continuous operator T as follows:
(T x)(t) =
{
−1
(∫ 
0 a(s)f (x(s)) ds
)+ ∫ t0 −1 (∫ s a(s)f (x(s1)) ds1) ds, 0 t,
−1
(∫ 1
 a(s)f (x(s)) ds
)
+ ∫ 1
t
−1
(∫ s
 a(s)f (x(s1)) ds1
)
ds,  t1.
But the ﬁxed points of T are not always solutions of Eqs. (1.3) (for example  t1). Since
(−(T x)′(t)) = −((T x)′(t)).
In order to avoid this case, in this paper, we change some boundary value conditions. At the same time, we consider
the m-point boundary value problem and study the existence of inﬁnitely many positive solutions.
Inﬁnitely many positive solutions have been studied by several papers, see [5,6,11]. But for m-point boundary value
few works were done as far as know. Meanwhile, we also generalize and improve the p-Laplacian operator.
We will assume that the following conditions are satisﬁed throughout this paper:
(C1)  : R → R is an increasing homeomorphism and positive homomorphism;
(C2) f ∈ C([0,+∞), [0,+∞)), i , i satisfy 0<
∑m−2
i=1 i < 1, 0<
∑m−2
i=1 i < 1;
(C3) There exists a sequence {ti}∞i=1 such that ti+1 < ti , t1 < 12 , limi→∞ ti = t0, limt→ti a(t) = ∞, i = 1, 2, . . . , and
0<
∫ 1
0
a(t) dt < + ∞.
Moreover, a(t) does not vanish identically on any subinterval of [0, 1].
The plan of the paper is as follows. In Section 2, for the convenience of the reader we give some deﬁnitions, in
Section 3, we present some lemmas in order to prove our main results. Section 4 is developed to present and prove our
main results. In Section 5 we present an example of a family of functions a(t) that satisfy condition (C3).
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2. Some deﬁnitions and ﬁxed-point theorems
In this section, we provide some background deﬁnitions cited from cone theory in Banach spaces.
Deﬁnition 2.1. Let (E, ‖.‖) be a real Banach space. A nonempty, closed, convex set P ⊂ E is said to be a cone
provided the following are satisﬁed:
(a) if y ∈ P and 0, then y ∈ P ;
(b) if y ∈ P and −y ∈ P , then y = 0.
If P ⊂ E is a cone, we denote the order induced by P on E by  , that is, xy if and only if y − x ∈ P .
Deﬁnition 2.2. A map  is said to be a nonnegative, continuous, concave functional on a cone P of a real Banach space
E, if
 : P → [0,∞)
is continuous, and
(tx + (1 − t)y) t(x) + (1 − t)(y)
for all x, y ∈ P and t ∈ [0, 1].
Deﬁnition 2.3. Given a nonnegative continuous functional 	 on a cone P of E, we deﬁne for each d > 0 the set
P(	, d) = {x ∈ P : 	(x)< d}.
The following ﬁxed-point theorems are fundamental and important to the proofs of our main results.
Theorem 2.1 (Deimling [3]). Let E be a Banach space and P ⊂ E be a cone in E. Let r > 0 deﬁne 
r = {x ∈ P :
‖x‖<r}. Assume that T : P ∩ 
r → P is completely continuous operator such that T x = x for x ∈ 
r :
(i) If ‖T u‖‖u‖ for u ∈ 
r , then
i(A,
r , P ) = 1.
(ii) If ‖T u‖‖u‖ for u ∈ 
r , then
i(A,
r , P ) = 0.
Theorem 2.2 (Ren et al. [10]). Let P be a cone in a Banach space E. Let ,  and 	 be three increasing, nonnegative
and continuous functionals on P, satisfying for some c > 0 and M > 0 such that
	(x)(x)(x), ‖u‖M	(x)
for all x ∈ P(	, c). Suppose there exists a completely continuous operator T : P(	, c) → P and 0<a<b<c such
that:
(i) 	(T x)< c, for all x ∈ P(	, c);
(ii) (T x)> b, for all x ∈ P(, b);
(iii) P(, a) = ∅ and (T x)< a, for all x ∈ P(, a).
Then T has at least three ﬁxed points x1, x2, x3 ∈ P(	, c) such that
0(x1)< a < (x2), (x2)< b< (x3), 	(x3)< c.
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3. Preliminaries and lemmas
Let E = C[0, 1], then E is a Banach space with the norm ‖u‖ = supt∈[0,1]|u(t)|. Deﬁne cone K ⊂ E by
K = {u ∈ E : u(t) is a nonnegative concave function}.
We can easily get the following lemmas which are useful in the proof of our main results.
Lemma 3.1. The boundary value problem (1.1) and (1.2) has a solution u(t) if and only if u(t) solves the equation
u(t) =
∫ t
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds + A, (3.1)
where
A =
∑m−2
i=1 i
∫ i
0 
−1(
∫ 1
s
a()f (u()) d− B) ds
1 −∑m−2i=1 i , (3.2)
B = −
∑m−2
i=1 i
∫ 1
i
a()f (u()) d
1 −∑m−2i=1 i , (3.3)
−1(s) is the inverse function to (s).
Lemma 3.2. The solution of (1.1) and (1.2) satisﬁes u(t)0, t ∈ [0, 1].
Lemma 3.3. Suppose (C2) (C3) holds. Then
(i) for any constant  ∈ (0, 12 ) which satisﬁes
0<
∫ 1−

a(t) dt < + ∞,
(ii) the function
H(t) =
∫ 1−t1
t
−1
(∫ 1−t1
s
a() d− B˜
)
ds +
∑m−2
i=1 i
∫ t
t1
−1
(∫ t
s
a() d− B˜
)
ds
1 −∑m−2i=1 i
is continuous and positive on [t1, 1 − t1]. Furthermore,
L = H(1 − t1) = min
t∈[t1,1−t1]
H(t)> 0,
where
B˜ = −
∑m−2
i=1 i
∫ 1
i
a() d
1 −∑m−2i=1 i . (3.4)
Proof. Firstly, we can easily obtain (i) from condition (C3).
Next, we prove conclusion (ii) also to be true. It is easily seen that H(t) is continuous on [t1, 1 − t1]. Let
H1(t) =
∫ 1−t1
t
−1
(∫ 1−t1
s
a() d− B˜
)
ds,
H2(t) =
∑m−2
i=1 i
∫ t
t1
−1(
∫ t
s
a() d− B˜) ds
1 −∑m−2i=1 i .
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Then, from conditions (C2) and (C3), we know that H1(t) is strictly monotone decreasing on [t1, 1 − t1] and H1(1 −
t1) = 0. Similarly function H2(t) is strictly monotone increasing on [t1, 1 − t1] and H2(t1) = 0. So, the function
H(t) = H1(t) + H2(t) is positive on [t1, 1 − t1], which implies L = H(1 − t1) = mint∈[t1,1−t1]H(t)> 0. 
Lemma 3.4 (Wang [13]). Let u ∈ K and  of Lemma 3.3, then
u(t)‖u‖, t ∈ [, 1 − ].
Now, we deﬁne an operator T : K → E by
(T u)(t) =
∫ t
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds + A, (3.5)
where A and B are as (3.2) and (3.3), respectively. Then, it is easy to see that (T u)(t)0 (0 t1), ((T u)(0)) =∑m−2
i=1 iu(i ), ((T u)′(1))=
∑m−2
i=1 i(u′(i )), and (T u)′(t)=−1(
∫ 1
t
a()f (u()) d−B), ((T u)′(t))′ =−a(t)
f (u(t))0. This shows T (K) ⊂ K .
Lemma 3.5. Let conditions (C2) and (C3) hold, then T : K → K is completely continuous.
Proof. Let D be a bounded subset of K and M > 0 is the constant such that ‖u‖M for u ∈ D. Then, we have
‖T u‖
[
1
1 −∑m−2i=1 i
∫ 1
0
−1
(∫ 1
s
a() d− B˜
)
ds
]
−1(sup{f (u) : u ∈ D}),
which implies the boundedness of T (D).
For any u ∈ D, 0 t1 < t21, we have
|(T u)(t1) − (T u)(t2)| =
∣∣∣∣∫ t2
t1
−1
(∫ 1
s
a()f (u()) d− B
)
ds
∣∣∣∣
−1
(∫ 1
0
a() d− B˜
)
−1(sup{f (u) : u ∈ D})|t1 − t2|.
Therefore, T (D) is equicontinuous.
At last, by means of the continuous of f and the Lebesgue’s dominated convergence theorem, it is easy to see that T
is continuous on D. Thus, the Arzela–Ascoli theorem implies that T : K → K is completely continuous. 
4. Main results
For notational convenience, we denote by
1 = 1
L
, 2 = 1 −
∑m−2
i=1 i∫ 1
0 
−1
(∫ 1
s
a() d− B˜
)
ds
.
The main results of this paper are the following.
Theorem 4.1. Suppose that conditions (C2) and (C3) hold. Let {k}∞k=1 be such that k ∈ (tk+1, tk) (k = 1, 2, . . .).
Let {rk}∞k=1 and {Rk}∞k=1 be such that
Rk+1 < krk < rk <mrk <Rk, k = 1, 2, . . . .
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Furthermore, for each natural number k we assume that f satisfy:
(C4) f (u)(mrk) for all u ∈ [krk, rk];
(C5) f (u)(MRk) for all u ∈ [0, Rk];
where m ∈ (1,∞), M ∈ (0, 2). Then, the boundary value problem (1.1) and (1.2) has inﬁnitely many solutions
{uk}∞k=1 such that
rk‖uk‖Rk, k = 1, 2, . . . .
Proof. Since t0 < tk+1 < k < tk < 12 , k = 1, 2, . . . , then, for any k ∈ N and u ∈ K , by Lemma 3.4, we have
u(t)k‖u‖, t ∈ [k, 1 − k]. (4.1)
Consider the sequence {
1,k}∞k=1 and {
2,k}∞k=1 of open subsets of E deﬁned by

1,k = {u ∈ K: ‖u‖<rk}, k = 1, 2, . . . ,

2,k = {u ∈ K: ‖u‖<Rk}, k = 1, 2, . . . .
For a ﬁxed k and u ∈ 
1,k. From (4.1) we have
rk = ‖u‖u(s)k‖u‖ = krk, t ∈ [k, 1 − k].
Since (t1, 1 − t1) ⊂ [k, 1 − k], if (C1) holds, in the following, we consider three cases:
(i) If 1 ∈ [t1, 1 − t1]. In this case, from (3.5), condition (C4) and Lemma 3.3, we have
‖T u‖ = (T u)(1) =
∫ 1
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1(
∫ 1
s
a()f (u()) d− B) ds
1 −∑m−2i=1 i

∫ 1−t1
1
−1
(∫ 1−t1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
1 −∑m−2i=1 i
∫ 1
t1
−1
(∫ 1
s
a()f (u()) d− B
)
ds
(mrk)
[∫ 1−t1
1
−1
(∫ 1−t1
s
a() d− B˜
)
ds
+
∑m−2
i=1 i
1 −∑m−2i=1 i
∫ 1
t1
−1
(∫ 1
s
a() − B˜
)
ds
]
= mrkH(1)>mrkL> rk = ‖u‖.
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(ii) If 1 ∈ (0, t1). In this case, from (3.5), condition (C4) and Lemma 3.3, we have
‖T u‖ = (T u)(1) =
∫ 1
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1
(∫ 1
s
a()f (u()) d− B
)
ds
1 −∑m−2i=1 i

∫ 1−t1
t1
−1
(∫ 1−t1
s
a()f (u()) d− B
)
ds
(mrk)
∫ 1−t1
t1
−1
(∫ 1−t1
s
a() d− B˜
)
ds
= mrkH(t1)>mrkL> rk = ‖u‖.
(iii) If 1 ∈ (1 − t1, 1). In this case, from (3.5), condition (C4) and Lemma 3.3, we have
‖T u‖ = (T u)(1) =
∫ 1
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1
(∫ 1
s
a()f (u()) d− B
)
ds
1 −∑m−2i=1 i

∑m−2
i=1 i
1 −∑m−2i=1 i
∫ 1−t1
t1
−1
(∫ 1−t1
s
a()f (u()) d− B
)
ds
(mrk)
∑m−2
i=1 i
1 −∑m−2i=1 i
∫ 1−t1
t1
−1
(∫ 1−t1
s
a()d− B˜
)
ds
= mrkH(1 − t1)>mrkL> rk = ‖u‖.
Thus, in all cases, an application of Theorem 2.1 implies that
i(T ,
1,k, K) = 0. (4.2)
On the another hand, let u ∈ 
2,k , we have u(t)‖u‖ = Rk , by (C5) we have
‖T u‖ = (T u)(1) =
∫ 1
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1(
∫ 1
s
a()f (u()) d− B) ds
1 −∑m−2i=1 i

∫ 1
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
1 −∑m−2i=1 i
∫ 1
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
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MRk
[∫ 1
0
−1
(∫ 1
s
a() d− B˜
)
ds
+
∑m−2
i=1 i
1 −∑m−2i=1 i
∫ 1
0
−1
(∫ 1
s
a() d− B˜
)
ds
]
= MRk
[
1
1 −∑m−2i=1 i
∫ 1
0
−1
(∫ 1
s
a() d− B˜
)
ds
]
Rk = ‖u‖.
Thus, Theorem 2.1 implies that
i(T ,
2,k, K) = 1. (4.3)
Hence, since rk <Rk for k ∈ N , (4.2) and (4.3), it follows from additivity of the ﬁxed-point index that
i(T ,
2,k\
1,k, K) = 1 for k ∈ N .
Thus, T has a ﬁxed-point in 
2,k\
1,k such that rk‖uk‖Rk. Since k ∈ N was arbitrary, the proof is complete. 
In order to use Theorem 2.2, we choose a new cone deﬁned by
K ′ = {u ∈ E : u(t) is a nonnegative concave and nondecreasing function}.
From the concavity of u(t) on [0, 1], we can get the following lemma which is similar with Lemma 3.4.
Lemma 4.1. Let u ∈ K ′, then u(t) t‖u‖.
Let krk1− k and k of Theorem 4.1, we deﬁne the nonnegative, increasing, continuous functional 	k , k , and
k by
	k(u) = max
k t rk
u(t) = u(rk),
k(u) = min
rk t1−k
u(t) = u(rk),
k(u) = max
k t1−k
u(t) = u(1 − k).
It is obvious that for each u ∈ K ′,
	k(u)k(u)k(u).
In addition, by Lemma 4.1, for each u ∈ K ′,
	k(u) = u(rk)rku(1) = rk‖u‖.
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Thus,
‖u‖ 1
rk
	k(u) for all u ∈ K ′.
For convenience, we denote
= −1
(∫ 1
0
a()d− B˜
)(
1 + m−2
∑m−2
i=1 i
1 −∑m−2i=1 i
)
,
k = k−1
(∫ 1
1−k
a() d− B˜
)
,
B˜ is given by (3.4).
Theorem 4.2. Suppose that conditions (C2) and (C3) hold. Let {k}∞k=1 be such that k ∈ (tk+1, tk) (k = 1, 2, . . .).
Let {ak}∞k=1, {bk}∞k=1 and {ck}∞k=1 be such that
ck+1 <ak < rkbk <
rk
k
bk < ck .
Furthermore, for each natural number k we assume that f satisfy:
(C6) f (u)<(ck/), for all 0u(t)ck/rk;
(C7) f (u)>(bk/k), for all bku(t)bk/rk;
(C8) f (u)<(ak/), for all 0u(t)ak/rk .
Then, the boundary value problem (1.1) and (1.2) has three inﬁnite families of solutions {u1k}∞k=1, {u2k}∞k=1 and {u3k}∞k=1
satisfy
0k(u1k)< ak < k(u2k), k(u2k)< bk < k(u3k), 	(u3k)< ck for n ∈ N .
Proof. We deﬁne the completely continuous operator T by (3.5). So, it is easy to check that T : K ′(	k, ck) → K ′, for
k ∈ N .
We now show that all the conditions of Theorem 2.2 are satisﬁed. To make use of property (i) of Theorem 2.2, we
choose u ∈ K(	k, ck). Then 	k(u)=maxk t rku(t)=u(rk)=ck , this implies that 0u(t)ck for [0, rk].We recall
that ‖u‖(1/rk)	k(u) = (1/rk)ck . So, we have
0u(t) ck
rk
, 0 t1.
Then assumption (C6) implies
f (u)<
(ck

)
, 0 t1.
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Therefore,
	k(T u) = max
k t rk
(T u)(t) = (T u)(rk) =
∫ rk
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1(
∫ 1
s
a()f (u()) d− B) ds
1 −∑m−2i=1 i

∫ 1−k
0
−1
(∫ 1
0
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ m−2
0 
−1(
∫ 1
0 a()f (u()) d− B) ds
1 −∑m−2i=1 i
=−1
(∫ 1
0
a()f (u()) d− B
)(
1 − k + m−2
∑m−2
i=1 i
1 −∑m−2i=1 i
)
<
ck

−1
(∫ 1
0
a() d− B˜
)(
1 + m−2
∑m−2
i=1 i
1 −∑m−2i=1 i
)
= ck .
Hence, condition (i) is satisﬁed.
Secondly, we show that (ii) of Theorem 2.2 is fulﬁlled. For this, we select u ∈ K ′(k, bk). Then, k(u) =
minrk t1−ku(t)= u(rk)= bk , this means u(t)bk , for rk t1. Noticing that ‖u‖(1/rk)	k(u)(1/rk)k(u)=
bk/rk , we have
bku(t)
bk
rk
for rk t1.
By (C7), we have
f (u)>
(
bk
k
)
,
k(T u) = min
rk t1−k
(T u)(t) = (T u)(rk) =
∫ rk
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1(
∫ 1
s
a()f (u()) d− B)ds
1 −∑m−2i=1 i
>
∫ rk
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
 bk
k
∫ rk
0
−1
(∫ 1
rk
a() d− B˜
)
ds
= bk
k
rk
−1
(∫ 1
rk
a()d− B˜
)
bk .
Hence, condition (ii) is satisﬁed.
Finally, we verify that (iii) of Theorem 2.2 is also satisﬁed . We note that u(t) ≡ ak/4, 0 t1 is a member of
K ′(k, ak) and k(u)= ak/4<ak . So, K ′(k, ak) = ∅. Now, let u ∈ K ′(k, ak). Then k(u)=maxk t1−ku(t)=
u(1− k)= ak . This implies that 0u(t)ak, 0 t1− k . Noticing that ‖u‖(1/rk)	k(u)(1/rk)k(u)= ak/rk .
Then, we get
0u(t) ak
rk
, 0 t1.
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By (C8) we have
f (u)<
(ak

)
.
As before, we get
k(T u) = max
k t1−k
(T u)(t) = (T u)(1 − k) =
∫ 1−k
0
−1
(∫ 1
s
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ i
0 
−1(
∫ 1
s
a()f (u()) d− B) ds
1 −∑m−2i=1 i

∫ 1−k
0
−1
(∫ 1
0
a()f (u()) d− B
)
ds
+
∑m−2
i=1 i
∫ m−2
0 
−1(
∫ 1
0 a()f (u()) d− B) ds
1 −∑m−2i=1 i
−1
(∫ 1
0
a()f (u()) d− B
)(
1 − k + m−2
∑m−2
i=1 i
1 −∑m−2i=1 i
)
<
ak

−1
(∫ 1
0
a() d− B˜
)(
1 + m−2
∑m−2
i=1 i
1 −∑m−2i=1 i
)
= ak .
Thus, (iii) of Theorem 2.2 is satisﬁed. Since all hypotheses of Theorem 2.2 are satisﬁed, the assertion follows. 
Remark. If we add the condition of a(t)f (u(t)) /≡ 0, t ∈ [0, 1], to Theorem 4.2, we can get three inﬁnite families of
positive solutions {u1k}∞k=1, {u2k}∞k=1 and {u3k}∞k=1 satisfying
0< k(u1k)< ak < k(u2k), k(u2k)< bk < k(u3k), 	(u3k)< ck for n ∈ N .
5. Examples and remark
There exists the function a(t) satisfying condition (C3).
Example 5.1 (Liu [6]). Let
= √2
(
2
3
− 9
4
)
, t0 = 516 , tn = t0 −
n−1∑
i=1
1
(i + 4)4 , n = 1, 2, . . . .
Consider the function a(t) : [0, 1] → (0,∞), a(t) =∑∞i=1ai(t), t ∈ [0, 1], where
an(t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1
n(n + 1)(tn+1 + tn) , 0 t <
tn+1 + tn
2
,
1
(tn − t)1/2
,
tn+1 + tn
2
 t < tn,
1
(t − tn)1/2
, tn < t
tn + tn−1
2
,
1
n(n + 1)(2 − tn − tn−1) ,
tn + tn−1
2
< t1.
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Example 5.2. As an example we mention the boundary value problem
((u′))′ + a(t)f (u(t)) = 0, 0< t < 1,
u(0) =
m−2∑
i=1
iu(i ), (u
′(1)) =
m−2∑
i=1
i(u
′(i )),
where
(u) =
{
u3, u0,
u2, u> 0.
i , i , a(t) ∈ ((0, 1), [0,∞)) and f satisﬁes the conditions of Theorem 3.1. It is clear that : R → R is an increasing
homeomorphism and positive homomorphism and (0)= 0. Because p-Laplacian operators are odd, they do not apply
to our example. Hence, we generalize boundary value problem p-Laplacian operators and the results [2,6,11,14] do not
apply to the example.
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