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Abstract
This thesis presents a variety of strategies to accelerate the turnaround times (TATs)
of nonlinear and hybrid model predictive controllers (MPCs). These strategies are unified
by the themes of symbolic computing, nonlinear model reduction and automotive control.
The first contribution of this thesis is a new MPC problem formulation, called symbolic
single shooting (symSS), that leverages the power of symbolic computing to generate an
optimization problem of minimal dimension. This formulation is counter to the recent
trend of introducing and exploiting sparsity of the MPC optimization problem for tailored
solvers to exploit. We make use of this formulation widely in this thesis.
The second contribution of this thesis is a novel application of proper orthogonal de-
composition (POD) to MPC. In this strategy we construct a dimensionally-reduced opti-
mization problem by restricting the problem Lagrangian to a subspace. This subspace is
found by running simulations offline from which we extract the important solution features.
Using this restricted Lagrangian we are able to reduce the problem dimension dramatically,
thus simplifying the linear solve. This leads to TAT accelerations of more than two times
with minimal controller degradation.
The third contribution of this thesis is an informed move blocking strategy. This
strategy exploits the features extracted in the restricted Lagrangian subspace to derive a
sequence of increasingly blocked move blocking strategies. These move blocking strategies
can then be used to reduce the dimension of the optimization problem in a sparse manner,
leading to even greater acceleration of the controller TAT .
The fourth contribution of this thesis is a new quasi-Newton method for MPC. This
method utilizes ideas similar to singular perturbation-based model reduction to truncate
the expression for the problem Hessian at the symbolic level. For nonlinear systems with a
modest Lipschitz constant, we can identify the timestep as a ‘small’ parameter about which
we can do a perturbative expansion of the Lagrangian and its derivatives. Truncating to
first order in the timestep, we are able to find a good approximation of the Hessian leading
to TAT acceleration.
The fifth contribution of this thesis is controller integration strategy based on nested
MPCs. Using the symSS formulation we can construct an explicit model of a controlled
plant that includes the full model as well as the MPC’s action. This form of the controlled
plant model allows us to generate exact derivatives so that fast solvers can be used for real
time application. We focus here on the problem of planning and motion control integration
for autonomous vehicles but this strategy can be extended for other problems that require
accurate models of a controlled plant.
iv
The sixth contribution of this thesis is a strategy to handle integer controls in MPC
based on a few reasonable assumptions: our predictions over the horizon are almost perfect
and the future is inevitable. These assumptions enforce a degree of continuity, in the integer
controls, between solutions over different timesteps that allow us to mitigate chatter and
enforce a hard upper bound on solution complexity. This strategy constrains the integer
solution of one timestep to be related to that of the previous timestep. Our results show
that this strategy provides acceptable control performance while achieving TATs that are
orders of magnitude smaller than those for conventional MINLP-based methods, thereby
opening the door to new real-time applications of hybrid MPC.
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Model Predictive Control (MPC) is a modern control strategy that promises significant
benefits over established control methods. For example, the widespread application of
MPC to the automotive world would be revolutionary; however it has been recognized
that computational burden of MPC is too great for the electronic control units (ECUs)
used in the automotive industry [1]. The computational demands of MPC is the foremost
hurdle to its adoption by industry. In its most general form MPC requires the online
solution of an optimization problem, which in practise must be completed within a single
sampling period, typically on the order of milliseconds or less. Thus, to deploy MPC on a
commercial scale and realize its purported benefits we require rapid controller turnaround
times (TATs) [2, 3]. This is the motivating problem for this thesis. We present a variety
of strategies to address the hard real-time constraint for nonlinear and hybrid MPC.
There are a few themes that unify this thesis: nonlinear model reduction, symbolic
computing and automotive control. In the following chapters one or more of these themes
will be present. Model reduction is the application of mathematical tools and heuristics
to approximate a model with a computationally simpler and/or lower-order model. It is
a well-known strategy to reduce the TAT of an MPC. Since an MPC requires a model to
predict the plant’s future states, by reducing the order and/or complexity of the plant model
significant computational savings can be had. Reduction methods for linear models, such
as Balanced Truncation and Proper Orthogonal Decomposition (POD), are the most well
developed reduction techniques [4]. They are mature methods with a wealth of literature on
their applications. These methods operate by reducing the order of the model by capturing
only the most important states through a linear coordinate change. They have also been
applied, with some success, to nonlinear systems. Other reduction methods for nonlinear
systems include trajectory piecewise linearization, which combines order reduction with the
1
practise of model linearization common to controls [5] and realisation-preserving methods,
such as importance analysis [6] and activity indices [7].
This work began as a search for nonlinear model reduction methods oriented towards
modern control applications and reduced TATs. In our search we found that, with some
careful modifications, model reduction methods can be applied directly to the controller.
In particular, we present a new application of POD to optimal control in Chapter 4. By
restricting the Lagrangian of the finite horizon optimal control problem (FHOCP) of an
MPC to a suitable affine subspace, we can achieve a reduction in computational cost leading
to faster TATs with minimal degradation in controller performance. Unlike many of the
existing controller reduction strategies, that focus on the solver, the POD-based method
presented here is applied at the level of the problem statement (the FHOCP Lagrangian).
The results of this method are very promising and lead to a new move-blocking generation
strategy, as well. The informed move-blocking strategy we present in Section 4.3 increases
the sparsity of the reduced MPC and accelerates TATs further.
Symbolic computing tools utilize software that is capable of manipulating mathemati-
cal expressions and objects. This allows users to do many things traditional software tools
cannot do, such as compute derivatives symbolically and carry out algebraic simplifica-
tions on mathematical expressions. We make extensive use of symbolic computing tools
(primarily Maple) to generate fast optimized code for online optimization. The advantages
of symbolics in reducing computation time has been known for some time in the world
of dynamics and simulation [8]. In particular, we fully leverage the power of symbolic
computing and present a new formulation of the FHOCP called symbolic single shooting
(symSS) in Chapter 3, where only the control inputs, and not the states, are exposed as
degrees of freedom in the transcribed optimization problem. This strategy doesn’t readily
fit into the taxonomy of existing FHOCP formulations but yields a denser optimization
problem as compared to direct collocation, the most popular approach, which treats plant
dynamics as equality constraints.
The symSS approach shares the same degrees of freedom as the traditional single shoot-
ing method. In its standard implementation, single shooting has two stages. The model is
first simulated in an inner loop and then the derivatives are computed, through sensitivity
or adjoint equations, for the optimizer that runs in an outer loop where the control values
are updated. The symSS approach generates a controller that operates efficiently in a sin-
gle stage. In Chapter 5 we extend this approach to generate a new quasi-Newton method
that uses a computationally reduced Hessian at the symbolic level. By carrying out a
straightforward perturbative expansion of the Lagrangian of the FHOCP and its deriva-
tives we are able to acquire a good (under mild assumptions) first order approximation of
the expressions for the Hessian.
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Automotive control problems are those related in any way to the operation of a vehicle.
In this thesis we look at a variety of autonomous vehicle tracking problems, diesel airpath
control and electric vehicle longitudinal control. These types of problems are motivating
problems for this work, as MPC promises to realize distinct advantages in efficiency and
autonomy over existing controllers. However, the aforementioned applications require rapid
sampling times on the order of milliseconds or less. A particular problem we frequently
consider in this thesis is the dynamic reference tracking problem. The goal of the MPC in
this case is to make a vehicle follow a reference path and speed profile. An immediate issue
that arises in setting up this problem is the selection of the reference trajectory. One can
choose the reference rather arbitrarily without any guarantee of the MPC’s success. In a
real-world scenario the reference would be generated by some local path planning module.
In Chapter 6 we propose a nested MPC approach to integrate the MPC controlled vehicle
with local path planning, to try to guarantee the reference is controller feasible. The
development of the nested MPC approach is only possible with the symSS formulation
and symbolic computing tools. We are able to generate an explicit model of the MPC
controlled vehicle that can be integrated with a local planner in real-time.
Furthermore, control of modern vehicles can be complicated by the presence of hybrid
operation of the powertrain. In Chapter 7 we present a new strategy to handle the diffi-
culties presented by integer controls in MPC. This strategy uses quasi-translations (QTs)
to constrain the set of possible integer control sequences considered at each timestep of an
MPC. Effectively, the method enforces a degree of continuity in the implemented integer
controls over successive timesteps to mitigate chatter and reduce controller TATs. Like
the POD reduced MPC method, this strategy works by taking advantage of the sequential
nature of an MPC in order to reduce the computational burden of online optimization.
Using the symSS approach with QTs, we are able to handle models with both explicit and
implicit hybrid behaviour in real-time.
In summary (of above) the main contributions of this thesis are:
1. the symSS formulation of the FHOCP
2. POD reduced MPC
3. the Informed Move Blocking strategy
4. the truncated Lagrangian method for symSS
5. nested MPC design using symSS for controller integration
6. the QT strategy for mixed-integer MPC
3
Chapter 2
Review of Model Predictive Control
In this chapter we review the basics of MPC. We focus here on its problem formulation and
method of solution. MPC can be understood as a tractable method to approximate the
dynamic programming (DP) solution of a nonlinear optimal control problem and is related
to the classical Linear Quadratic Regulator control. Thus much of the analysis of nonlinear
MPC focuses on set point trajectories. Through proper selection of terminal constraints
or terminal costs one can approximate the cost-to-go function found in DP in order to
provide optimality guarantees. Further, the choice of cost function in combination with
these terminal ingredients can be used with Lyapunov theory to ensure controller stability
and even recursive feasibility. There exist a number of excellent texts that provide further
theoretical details; see [9, 10].
2.1 MPC Formulation
MPC is a forward looking, feedback-based control strategy that can solve (in approxima-
tion) real-world optimal control problems [1, 11]. An MPC operates under the receding
horizon principle by optimizing the controller actions on a model of the plant over some
future horizon, implements only the first controller action, and then repeats this process at
each timestep. From a theoretical perspective an MPC is simply a method to approximate
a dynamic programming solution over a finite horizon.
For simplicity we consider a single stage, time-independent optimal control problem
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subject to ẋ(t) = φ(x(t),u(t))
H(x(t0),x(tf ),x(t),u(t)) ≤ 0
(2.1)
where time t ∈ [t0, tf ] is the independent variable, x ∈ Rn are the system states and
u ∈ Rm are the controls. The first constraints are dynamic constraints coming from the
differential equations representing the plant model with vector field φ. The constraint
vector H enforces all other constraints, such as path, terminal and control constraints, as
well as initial conditions. Problem (2.1) is an infinite-dimensional, open-loop, optimization
problem that cannot be readily solved by computer. Hence, the requirement for closed
loop strategies, like MPC, that reformulate problem (2.1) into a tractable form that can
handle the uncertainty of the real-world. We refer to the optimization problem of MPC
that is solved online as a finite horizon optimal control problem (FHOCP).
Broadly speaking there are two approaches to formulating the FHOCP: direct and
indirect methods [12, 13, 14]. In this thesis, we focus on the direct approach where the
FHOCP is first discretized and then transcribed directly to a constrained finite-dimensional
optimization problem. In the indirect approach, which is much less popular, the optimal
control problem is transformed into a two point boundary value problem (TPBVP) using
methods from the calculus of variations, such as the augmented Hamiltonian approach.
The TPBVP is then discretized leading to a finite-dimensional root-finding problem.
We now describe the direct transcription method. First, we discretize the plant model
using some timestep ∆t, to yield a discretized plant model x(k + 1) = f(x(k),u(k); ∆t)
where the discrete index k tracks timesteps. We denote the states and controls over a
prediction horizon of H steps by X = [x(0), . . . ,x(H)] and U = [u(0), . . . ,u(H − 1)],
respectively. The length of the prediction horizon is a design variable – too long and the
FHOCP becomes too large to meet the real-time constraint, too short and the MPC may
fail. One may also select a control horizon 1 ≤ Hc ≤ H separately in order to achieve a
balance. In this case the tail of the U becomes constant, i.e. u(Hc − 1) = u(Hc) = . . . =













where x(0) is the most recent (possibly estimated) state coming from plant feedback, `k are
the stage costs with terminal cost `H and the constraint vector h captures the discretized
constraints. We denote the solution of (2.2) by (X∗,U∗). Following the receding horizon
principle, only u∗(0) is implemented at the current timestep before x(0) is refreshed and
(2.2) is solved again at the next timestep.
The flexibility of the MPC strategy comes from the generality of the formulation of
(2.2) which, in theory, can include arbitrary plant models, constraints and stage costs.
However, this flexibility is also a major hurdle in the deployment of MPCs to real-world
applications. In particular, the FHOCP of an MPC is a nonlinear programming (NLP)
problem which is known to be NP-hard [15, 16]. Given the real-time constraint of a real-
world system, the challenge for MPC is increased because not only does an NLP have to
be solved at every timestep but it has to be solved within the period of a single timestep.
This remains a significant challenge for the deployment of MPC. Often a control engineer
must trade accuracy (e.g. higher-fidelity models) for computational simplicity in order to
meet the real-time demand, reducing the potential benefits of the MPC strategy.
There exist a number of methods to solve NLP (2.2). These are often classified as
simultaneous versus sequential methods. Really, they exist along a continuum and differ
in how they handle the dynamic constraints. For simplicity of presentation suppose h = ∅.
The Lagrangian of NLP (2.2) can then be written as
L(X̄,U; X̃,x(0)) = J ([X̄; X̃],U;x(0)) +
∑
i∈I
λ(i)[x(i)− f(x(i− 1),u(i− 1); ∆t)]
where X̄ = {x(i)|i ∈ I}, X̃ = X \ X̄, λ(i) are vectors of Lagrange multipliers and
I ⊆ {1, 2, . . . , H}. If I = {1, . . . , H} then X̄ = X and the method is direct collocation
where the dynamics are solved for simultaneously with the controls. If I = ∅ then X̄ = ∅
and the method is single shooting where the states are not optimization variables but
parameters of the problem that get updated in an inner integration loop. If I is neither
of the previous options then the method is a multiple shooting method where some states
along the horizon are optimization variables to enforce continuity between the smaller
sections that are updated within an inner integration loop. The order of the optimization
problem is Hm + 2n|I|. From this we can see that the direct collocation forms an NLP
of order H(m + 2n) while the NLP of single shooting is of order Hm. This difference in
dimension is important for solver complexity. The single shooting method provides the
smallest problem but comes with the cost of an inner integration loop that can introduce
undesirable errors. In chapter 3 we introduce a new approach to single-shooting that takes
advantage of symbolic computing to alleviate this issue so we can take advantage of the
minimal problem size.
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2.2 NLP Solvers and MPC
The choice of NLP solver is very important to the implementation of an MPC and many
steps have been taken to tailor NLP solvers to FHOCPs of particular structure to reduce
the computational burden [17, 18]. A common but not ubiquitous feature of NLP solvers
(e.g. IPOPT, NPSOL, SNOPT, KNITRO) is the use of Newton’s method because of its
quadratic convergence rate near the solution. Because Newton’s method is so commonly
used in derivative-based NLP solvers and because it dominates the computation time of
most NLP solvers, we focus on it in this thesis as a way to improve the turnaround times of
MPC and ignore many of the other features that may be found in NLP solvers like trust-
regions and line searches [19]. In this way it is hoped that many of the results obtained can
be implemented within a wide variety of existing NLP solution methods, e.g. sequential
quadratic programming and interior-point methods.




subject to g(y) = 0
h(y) ≤ 0
(2.3)
where F is the objective function and g ∈ Rp, h ∈ Rq are constraints. The Lagrangian of
this problem is
L(y) = F (y) + λTg(y) + νTh(y)
where λ ∈ Rp,ν ∈ Rq are vectors of multipliers. The first-order optimality conditions or
Karush-Kuhn-Tucker (KKT) conditions of (2.3) are
∇yL = 0
∇λL = 0 [g(y) = 0]
∇νL ≤ 0 [h(y) ≤ 0]
ν ≥ 0
νihi(y) = 0 i = 1, . . . , q
In practise this system is not solved directly and there are a multitude of ways to handle the
inequality constraints to approximate the problem by a single root-finding problem [19].
For example, one can introduce a barrier function to enforce the inequality constraints.
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subject to g(y) = 0
(2.4)
where µ is a new parameter. In the limit µ → 0 the solution of (2.4) approaches the
solution of (2.3). The tradeoff to this approach is the numerical ill-conditioning one runs
into for small values of µ. The KKT conditions of (2.4) can be captured by the single
expression
∇L|(z) = 0
where L|(z) = F |(y;µ) + λTg(y) and the optimization variables are z = (y,λ).
Newton’s method is a well-known algorithm to find roots of nonlinear equations. A NLP
solver often utilizes Newton’s method to solve the KKT conditions that arise as the roots
of the gradient of a suitably formulated problem Lagrangian L, where the optimization
variables (states, controls, multipliers, slack variables, etc.) are given by a single vector
z ∈ Rl. Simply, Newton’s method can be used to solve for z∗ satisfying ∇L(z∗) = 0 within
an NLP. Newton’s method is an iterative technique that repeatedly updates an initial guess
z(0) by taking steps until some termination criterion is reached. The Newton step ∆z
(k)
NS






where HL is the Hessian of L. The next iterate is then computed using the Newton step
z(k+1) = z(k) + α(k)∆z
(k)
NS (2.6)
where α(k) ∈ (0, 1] can be found using a line search method. Provided z(0) is close enough
to the solution z∗, repeating steps (2.5) and (2.6) with α(k) = 1 will yield a sequence
{z(k)}∞k=0 that converges to z∗ quadratically [20].
The computational burden of Newton’s method lies in solving (2.5), for which there
are two computationally demanding steps: 1. computing the derivatives ∇L and HL and
2. solving the resultant linear system. Taking advantage of the symmetry of the Hessian,
the cost of solving (2.5) is O(1
3
l3) operations, in the worst case, using LDLT factorization
[20]. Further speedup can be had if the Hessian is sparse, which is the case for some direct
transcription methods, e.g. direct collocation. In the following chapters of this thesis we
present a variety of strategies to alleviate the computational burden of these steps.
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Chapter 3
Symbolic Single-Shooting for MPC
In this chapter we present a novel formulation of the FHOCP using a discretize then
optimize approach via direct transcription. We take advantage of symbolic computing
tools to formulate the FHOCP as an unconstrained NLP where only the control inputs
are optimization variables. We call this approach symbolic single-shooting (symSS). This
formulation is non-standard and doesn’t readily fall into the typical direct transcription
formulations of direct collocation (DC) or single/multiple-shooting (S/MS) since the dy-
namic constraints are handled differently [12]. The method is simultaneous, like DC since
it doesn’t require an inner integration loop, but it eliminates constraints so the resulting
NLP is dense unlike those that result from DC. Ultimately, symSS is useful for forming an
FHOCP of minimal dimension and for generating optimized code for derivative evaluation
that can be utilized in many optimization methods.
The potential advantages of symbolic computing in application to MPC has been rec-
ognized in recent years. CasADi, an open source tool for generating derivative information
for optimization problems, has only recently matured and been used for a variety of MPC
problems [21]. Examples of MPC applications include: control of a subsea pump station
[22], control of large scale urban networks [23], Furuta pendulum trajectory optimiza-
tion [24], UAV trajectory optimization [25] and control of continuous stirred tank reactors
[26, 27]. CasADi can carry out automatic differentiation of symbolic expressions to gener-
ate derivative information and generate standalone C code, along with a variety of other
functions. Its symbolic capabilities are limited, as it is not a full computer algebra system,
and it lacks code optimization routines. In these aspects Maple, the symbolic computing
software used by the author, has distinct advantages. However, as a tool CasADi is capable
of handling the symSS formulation. Of the applications listed above [22, 23, 24, 25] employ
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a direct single shooting formulation with CasADi, which is similar to symSS without the
use of penalty functions to enforce inequality constraints.
3.1 The symSS Formulation
The symSS formulation is as follows. For ease of presentation suppose that the transcribed
FHOCP is given by (2.2) where
U ∈ {U|u(k) ∈ [umin,umax] for k = 0, . . . , H − 1}. (3.1)
In symSS we rewrite (2.2) with constraints (3.1) as an unconstrained NLP by absorbing
the dynamic constraints into explicit recursive expressions inside the cost function and










where x̃(k) = f ◦k (x(0),U) which is defined by the rules
f ◦0 (x(0),U) = x(0)
f ◦n+1 (x(0),U) = f(f ◦n (x(0),U),u(n); ∆t)
so x̃(k) satisfy the dynamic equality constraints of (3.1). The penalty function ρ2p, for
p ∈ N, is evaluated entry-wise for vector-valued inputs and is given by
ρ2p(z) =
(




which enforces constraints of the form z ∈ [zmin, zmax] in the limit p → ∞. The penalty
function ρ2p and its limit are illustrated in Fig. 3.1. In our simulations we found p = 4 was
sufficient for adequate performance. The diagonal matrix W is made of tunable weights.
This penalty function was chosen for its computational simplicity over the typical choices
of barrier functions, like log (which has the advantage of being self-concordant).
In standard SS the states would remain in the NLP only as parameters (i.e. (2.2) with
the first constraint removed). The resulting NLP would then be solved for U∗ and the
states X would be updated in a separate integration loop. These states would then be fed
as parameters back to the NLP and the process would be repeated until some termination
10
Figure 3.1: The penalty function ρ2p.
criterion is met. The symSS approach essentially embeds the integration directly in the cost
function itself, negating the need for a separate loop. We note that this embedding is only
possible provided the plant model f can be evaluated explicitly. Further, by using symbolic
computing combined with automatic differentiation we can compute the exact gradient
and Hessian of (3.2) to produce fast solvers and eliminate the need for computationally
expensive and possibly unstable numerical differentiation and integration steps.
One key advantage of the symSS formulation (3.2) is the minimal dimension of the re-
sulting NLP as it eliminates the states as degrees of freedom from the original FHOCP (2.2).
In direct collocation (DC), multipliers are introduced to handle the dynamic constraints
resulting in a larger but sparser NLP. Computational gains can be had if the dense prob-
lem of symSS is small enough to be solved faster than the larger sparse problem of DC.
Furthermore, symSS avoids the issues that come with initializing physically meaningless
multipliers.
A drawback of symSS is its poor scalability. For complex models, the offline computa-
tion time of generating the derivatives can be prohibitive e.g. for the vehicle model used in
this paper (see Appendix A) and for horizons H > 40 a typical modern desktop computer
will run out of working memory during the derivative generation after more than a day of
computing. The computational complexity of the gradient grows linearly and the Hessian
quadratically with horizon length H. However, as this issue is entirely offline, one can
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choose to dedicate more resources to it as desired.
3.2 symSS and Code Generation
To efficiently handle an expression like (3.2) and compute its derivatives we first realize
it as an ordered sequence of statements whose execution results in (3.2) by introducing
intermediate variables. e.g. the expression
F = D sin(C arctan(Bα− E(Bα− arctan(Bα))))
can be realized more efficiently as the sequence
t1 ← Bα,
F ← −D sin(C arctan(−t1 + E(t1 − arctan(t1)))).
e.g. we can realize f ◦k (x(0), U) as the final value of the following sequence
x(1)← f(x(0), u(0); ∆t),
x(2)← f(x(1), u(1); ∆t),
...
x(k)← f(x(k − 1), u(k − 1); ∆t),
x(k)
(3.4)
Note: for complicated functions the statements x(i+1)← f(x(i), u(i); ∆t) may themselves
be broken down into ordered subsequences of statements. To compute the derivative of f ◦k
(x(0), U) with respect to an element of U we can call (symbolic) automatic differentiation
(AD) routines (e.g. GRADIENT in Maple) on (3.4) to generate a new sequence of statements
whose execution results in the derivative. e.g. ∂f◦
k(x(0),U)
∂u(0)
can be evaluated by executing
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x(k)← f(x(k − 1), u(k − 1); ∆t),
df(k − 1)← ∂f
∂x
(x(k − 1), u(k − 1)),
dfdu← df(k − 1)× · · · × df(1)× df(0),
dfdu
(3.5)
where the statements assigning df(i) maybe be broken down into subsequences. Note:
(3.5) is for exposition only. We do not need to derive such a sequence ourselves as the AD
routine will do this once we have defined (3.4).
Once we have a sequence to evaluate (3.2) we can generate code to evaluate its exact
derivatives by calling AD routines. The resulting code can be further optimized using code
optimization tools to yield fast NLP solvers. All of this can be done offline. In this thesis
we used Maple which is a software application that allows us to generate the computational
sequence symbolically, carry out code optimization, automatic differentiation and generate
MATLAB or C code entirely within a single application. The symSS approach is used
throughout this thesis and applications of it can be found in Sections 4.2.4, 4.3.3, 5.3.2,
5.3.3, 6.2.1, 7.5.1, 7.5.2, 7.5.3 and 7.5.4.
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Chapter 4
Accelerating MPCs Using Restricted
Lagrangians
In this chapter we present a strategy to reduce the computational burden of MPCs by
a novel application of proper orthogonal decomposition (POD). We are able to reduce
the dimension of the finite horizon optimal control problem (FHOCP) found within each
timestep of an MPC. This is done by applying POD to the Lagrangian of the FHOCP — not
the plant model. We extract an affine subspace of reduced dimension that best captures
the trajectory of the FHOCP solutions over the controller timesteps. Then we restrict
the Lagrangian to that affine subspace. POD shares similarities to principal component
analysis and our method can be seen as an application used in machine learning of feature
projection to dimensional reduction [28, 29].
4.1 POD and Model Reduction
POD is one of the most successful and widely utilized model reduction strategies. It is
a reduction method that stems from linear theory but has nonetheless been successfully
applied to a wide variety of nonlinear models. Applications include modeling and control of
in-cylinder flow [30], the heat diffusion equation [31, 32], fluid channel flow [4], distributed
reactor systems [33] and vehicle dynamics [34], to list a few. POD has been applied to
control problems by reducing the order of the original plant models. Interestingly, POD
when applied to a nonlinear model does not reduce its computational burden for fixed-step
integrators typically used in controls applications. However, due to the reduction of model
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order achieved by the proposed MPC method, the dimension of the resulting optimization
problem is reduced and a speedup in controller computation has been observed [35].
We review the basics of POD here. Suppose we are given a model represented by a
system of explicit ordinary differential equations
ẋ(t) = f(x(t)), x(0) = x0
where x ∈ Rn. The POD-reduced model can be found by the following algorithm:
1. Construct a zero-mean snapshot matrix X =
(
x(t1)− x̂ · · · x(tN)− x̂
)
∈ Rn×N





2. Compute the singular value decomposition (SVD) of the snapshot matrix X = UΣVT
and then truncate U to its first r < n columns to form Ur ∈ Rn×r.
3. Construct the reduced order model using a Galerkin projection
ẏ(t) = UTr f(Ury(t) + x̂), y(0) = U
T
r (x0 − x̂) (4.1)
where y(t) ∈ Rr are coordinates of the reduced space. The original states can be
approximated via xr(t) = Ury(t) + x̂ ≈ x(t).
Underlying POD is a data compression problem. POD captures the system’s output
data in as few dimensions as possible by solving the following constrained optimization






subject to UTrUr = I
where ‖·‖ denotes the Euclidean norm. The truncated Ur found in step 2) of the algorithm
presented above is the optimal solution to this constrained optimization problem [36].








< ε where σk ∈ σ(X) and σ(X) = [σ1, σ2, . . . , σn]
denotes the list of singular values of X in descending order and 0 < ε < 1 is a threshold
close to 0.
We note that U is an orthogonal matrix, so that Pr = UrU
T
r ∈ Rn×n is an orthogonal
projection matrix onto 〈Ur〉, which denotes the column space of Ur. From this we can see
that (4.1) is equivalent to




which is the projection of the restriction of f to the affine space 〈Ur〉+x̂ where P⊥r = I−Pr
is the projection matrix orthogonal to Pr and xr ∈ 〈Ur〉+ x̂.
It is important to note that model reduction via POD requires an offline stage where the
snapshot matrix is computed using simulations of the original model. Different choices of
snapshot matrix will lead to different error statistics of the reduced model, and for nonlinear
models, choosing which simulations are best to use in constructing your snapshot matrix
remains a difficult problem; see [37].
4.2 POD Reduced MPC
Much of the literature directed towards alleviating the bottleneck presented by the hard
real-time constraint on MPC has focused on tailoring the online solvers [18, 17, 38].
These often take advantage of the structure of the finite horizon optimal control prob-
lem (FHOCP) within MPC, such as condensing methods [39, 40] or structure-exploiting
convex solvers [41, 42, 43]. The reduction strategy presented here is novel in that it doesn’t
target the solver but the problem itself.
Because an MPC solves a sequence of related FHOCPs that are interconnected through
the plant dynamics and state feedback, we might expect to be able to extract some fea-
tures amongst the sequence of optima. In particular, if we can find some affine subspace
within which the sequence of optima lies, then restricting the Lagrangian of the FHOCP to
this subspace will result in a smaller online optimization problem while introducing min-
imal error. The following illustrates how we can use the method of POD [44], a method
well-known in nonlinear model reduction, to find such a subspace leading to a restricted
Lagrangian.
Suppose we have an MPC whose FHOCP has an associated Lagrangian given by L with
optimization variables z ∈ Rl which may include states, controls, multipliers and other
variables introduced in formulating the FHOCP. We denote the solution of the FHOCP
minz L(z) at timestep ti by z∗(ti).
4.2.1 Algorithm
The following steps detail the construction of a restricted Lagrangian using POD for MPC:
1. Construct a snapshot matrix Z =
(
∆z(t1) · · · ∆z(tN)
)
∈ Rl×N where ∆z(ti) =
z∗(ti)−z∗(ti−1) by running the MPC over representative control scenarios with N > l
timesteps.
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2. Compute the SVD of the snapshot matrix Z = UΣVT and then truncate U to its
first r < l columns to form Ur ∈ Rl×r.
3. Construct the restricted Lagrangian
L(y; z′) = L(Ury + z′)
where z′ ∈ Rl and y ∈ Rr are coordinates of the affine space 〈Ur〉 + z′ where 〈Ur〉
denotes the column space of Ur.
These steps can be conducted entirely offline.
In a POD reduced NMPC (PODrNMPC) we use the restricted Lagrangian constructed
above in the online optimization problem. In particular, at timestep ti we solve miny L(y; z′(ti))





∗ + z′ ≈ z∗ is an approximation of the optimum in
the original space. The sequence of solutions of PODrNMPC is given by {z∗r(ti)}∞i=1.
The computational savings of PODrNMPC method comes from the dimensional reduc-
tion of the restricted Lagrangian. Since the derivatives
∇L(y; z′) = UTr∇L(Ury + z′) ∈ Rr, (4.2)
HL(y; z
′) = UTrHL(Ury + z
′)Ur ∈ Rr×r (4.3)
are of a smaller dimension, the resulting linear solve within a Newton iteration is more easily
computed. The reduced Newton steps ∆y
(k)
NS can be computed by solving the following






r∇L(Ury(k) + z′) (4.4)
Since U is orthogonal this system is solvable when the original system (2.5) with z(k) =
Ury
(k) + z′ is solvable [45]. In the reduced coordinates the initial guess is always y(0) =
0 (except the initial timestep) by construction since the term z′ gets updated between
timesteps. At the very first timestep y(0) and z′ are defined by z(0) = Ury
(0) +z′ where z(0)
is the initial guess. Note that the original gradient and Hessian still need to be computed,
but using a symSS approach to define L (see Section: 3.1) these too can be reduced [46].
From (4.3) we can see that if HL is positive definite then so to is HL by applying
Sylvester’s criterion and noting that U is orthogonal. This means if the original Newton
step ∆z
(k)
NS can be computed so too can the reduced Newton step ∆y
(k)
NS. We also note
that HL inherits the symmetry of HL but not its sparsity. Since the reduced problem is
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nothing but an unconstrained optimization problem we expect the same rate of quadratic
convergence to the reduced optimum y∗.
We call L a restricted Lagrangian since the solution of minz L(z) is equal to the solution




subject to (U⊥r )
Tz = (U⊥r )
Tz(0)
where U⊥r ∈ Rl×l−r is the matrix made up of the last l− r columns of U. In this light L is
constructed by restricting L to a linear constraint submanifold and then eliminating those
constraints [20]. This approach turns out to be very similar to the idea for mechanical model
reduction found in [47]. There they propose a model reduction method for mechanical
systems by first imposing constraints to restrict the Lagrangian to a constraint submanifold
and then deriving the equations of motion via the Euler-Lagrange equations. In this way
the reduced dynamics will still satisfy many truly mechanical properties like preservation
of symmetries and energy. As minima correspond to stationary orbits we are trying to
accomplish the same task as in [47] but for a different purpose. Further, we have proposed
an explicit algorithm to do so using POD.
4.2.2 Error Analysis
We now examine the error introduced when using the restricted Lagrangian L instead of
L during optimization. We can maintain good performance because the error incurred
is related to the truncated POD modes. We denote the projection matrix onto 〈Ur〉 by
Pr = UrU
T
r ∈ Rl×l and its orthogonal complement by P⊥r = I−Pr. In Fig. 4.1 we present
a depiction of the original and restricted optimization problems.








subject to UTrUr = I







Figure 4.1: A depiction of optimization (Lagrangian represented by the contours) when
restricted to an affine subspace. We can see that if ‖P⊥r (z∗ − z∗r)‖ = 0 then z∗ = z∗r and
no error is incurred by approximating the original minimum with that of the restricted
minimum.
where σk ∈ σ(Z) and σ(A) denotes the list of singular values of matrix A in descending
order. It has been observed that the POD modes (squares of the singular values of the
snapshot matrix) typically shrink, meaning that for even relatively small r the sum of the
truncated modes is quite small.
If we assume that the snapshot matrix is generated with z∗−z(0) as one of the columns
(this assumption is reasonable for MPC since, in practice, we often select the initial guess
at a timestep to be the previous timestep’s solution, i.e. z(0)(ti) = z
∗(ti−1)) then the error
between the actual and restricted minimum is
‖z∗ − z∗r‖2 = ‖Pr(z∗ − z∗r)‖2 + ‖P⊥r (z∗ − z∗r)‖2






∗− z∗r) = P⊥r (z∗− z(0)). The quantity ‖Pr(z∗− z∗r)‖ is dependent on L and the
initial guess z(0) for which no simple bound has been found. In the following we provide a
way to estimate this quantity using a quadratic approximation of L about z∗.
In the case L = 1
2
zTQz + cTz + b is a convex quadratic we can compute an exact
bound for ‖Pr(z∗ − z∗r)‖. We know z∗ = −Q−1c and given an initial guess z(0) then
z∗r = Ury
∗ + z(0) where y∗ = −[UTrQUr]−1UTr (c + Qz(0)). Thus
‖Pr(z∗ − z∗r)‖ = ‖Ur[UTrQUr]−1UTr (c + Qz(0)) + Pr(z∗ − z(0))‖ (4.5)
and with some manipulation we can find a bound
‖Pr(z∗ − z∗r)‖ = ‖Ur(UTr − [UTrQUr]−1UTrQ)(z∗ − z(0))‖
≤ ‖Ur[QU1 ]−1QU2 (U⊥r )T‖‖z∗ − z(0)‖






≤ κ(Q)‖z∗ − z(0)‖









in block form with QU1 ∈ Rr×r and
κ(Q) = maxσ(Q)
minσ(Q)
is the condition number of Q. The last inequality follows from the Cauchy
interlacing theorem and Theorem 1 of [48]. This bound can be used to better estimate
the error in the general case by replacing Q with HL(z
∗) to get the following approximate
bound




Thus we can say, with some confidence, that provided the Hessian is well-conditioned we
can control the error of the restricted Lagrangian solution by selecting r large enough and
having a good initial guess z(0).
The above illustrates how we can expect a restricted Lagrangian to have acceptable
error for a particular optimization problem. Since MPC solves a sequence of optimization
problems we are, in fact, more interested in the cumulative error when using PODrMPC.
We are especially interested in the error incurred from adding the linear constraints. To
examine this we compute the error orthogonal to the constraint submanifold.
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+ z(0)(t0) ∈ 〈Ũr〉+ z(0)(t0)
where we have assumed the snapshot Z̃ with right singular vectors Ũ is constructed using a
simulation with solution sequence {z̃∗(ti)}Ni=0. This relation tells us the importance of the
initial guess z(0)(t0) since it will determine the orthogonal component of the error for all
PODrMPC solutions. Now it is important to note that an NLP solver will typically require
more steps than those of just the PODrMPC we outlined, such as constraint projection,
meaning that this relation may be invalidated. Supposing we let {z∗(ti)}Ni=0 be the full
MPC solution sequence beginning with initial guess z(0)(t0). Then at timestep tj we have























From the above we can see
‖P̃⊥r [z∗(tj)−z∗r(tj)]‖ ≤ max
s
‖P̃⊥r [z∗(tj)−z̃∗(ts)]‖+‖P̃⊥r [z̃∗(t0)−z(0)(t0)]‖+‖P̃⊥r Z̃‖F . (4.6)
Thus the cumulative orthogonal error of PODrNMPC can be controlled by choosing z(0)(t0) =
z̃∗(t0) and selecting a snapshot that behaves closely to the actual control scenario. We note
that if in fact the snapshot is generated using {z(ti)}Ni=0 (i.e. the actual control scenario),
the first term can be eliminated entirely.
4.2.3 Snapshot Analysis
The snapshot matrix plays an important role in the construction of the reduced Lagrangian
and ultimately the performance of PODrMPC. Understanding how to best choose your
snapshot matrix is a difficult task but would provide both theoretical and practical benefits
to the approach presented here. In the scope of model reduction this remains an open
question for POD [37, 44].
Let Z be a snapshot matrix generated from {z∗(ti)}Ni=0 and Z̃ = Z+ δZ be a perturba-
tion. We denote the singular values of Z by σi and the singular values of Z̃ by σ̃i = σi+δσi.
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We can relate these singular values to the snapshot perturbation by theorems of Weyl [49]
and Mirsky [50] thay tell us
|δσi| ≤ ‖δZ‖2 for all 0 ≤ i ≤ l and
l∑
i=1
δσ2i ≤ ‖δZ‖2F ,










r are the projection matrices resulting from Z̃ via Ũr, r < l and δσ(r) =
max{|δσr+1|, . . . , |δσl|}. Thus
‖P̃⊥r Z̃‖F − ‖P⊥r Z‖F ≤
√
(l − r)‖δZ‖2
From this bound it is clear to see that for smaller r and larger perturbation the difference
in bound grows. Combining this result with (4.6) (assuming z(0)(t0) = z̃
∗(t0)) we have
‖P̃⊥r [z∗(tj)− z∗r(tj)]‖ ≤ ‖P⊥r Z‖F + (1 +
√
(l − r))‖δZ‖F . (4.7)
Thus we can bound the cumulative orthogonal error for a snapshot that doesn’t match the
scenario exactly in terms of the snapshot and the perturbation from the snapshot. This
relation provides a way to gauge how close we require our snapshot to be to the scenario
in question in order to get a desired level of performance.
4.2.4 Autonomous Vehicle Case Studies
To demonstrate the utility of the proposed MPC reduction methods we apply them to two
control problems related to autonomous vehicles. The full plant model of both problems
is described in Appendix A.
The first problem is formulated as reference tracking problem in order for a vehicle to
carry out a double lane change maneuver. This was the first problem the author tackled
using the PODrNMPC method. The problem was formulated using direct collocation and


















Figure 4.2: The reference NMPC simulation from which the snapshot matrix was generated
for the PODrNMPC. On the left is the reference trajectory and controlled vehicle position
and on the right is the obtained controls where wδ denoted the steering rate, FB the braking
force and φ the throttle. Note: the reference trajectory excites slow dynamics leading to
very smooth controls over the simulation apart from the initial acceleration from rest.
The second problem is a longitudinal tracking/disturbance rejection problem. The goal
of the controller is to track a reference velocity while maintaining a straight-line course
subject to cross-track disturbance forces. For this problem we utilize a locally linearized
plant model in the controller leading to linearized MPC (LMPC) along with the symSS
formulation. For this problem the NLP solver consisted of a single Newton step with a
constraint projection.
POD Reduced NMPC for Maneuver Tracking
Control of the car using PODrNMPC was tested using a double lane change maneuver with
a constant forward speed of 12 m/s as the reference trajectory. The simulated maneuver is
set on a straight road 128 m in length with a lane offset of 3.2 m. The reference trajectory
was generated using a piecewise linear interpolation of the maneuver waypoints.
To demonstrate the flexibility of the POD reduction approach, the snapshot matrix for
the PODrNMPC was generated using a different reference trajectory, see Fig. 4.2.
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The method of direct collocation was used to formulate the FHOCP. A horizon length
of H = 10 was selected along with a constant timestep of ∆t = 100 ms. The cost function
was chosen to minimize controller effort and position tracking error. We included penalty
functions in the cost to enforce the inequality constraints on the control inputs. The cost




‖x(k)− xr(k)‖2Q + ‖u(k)‖2R + ‖%p(h(U,X;x(0)))‖1
where Q = diag(100, 100, 0, 0, 0, 0, 0), R = diag(10, 0.001, 10), h(U,X;x(0)) ≤ 0 is the
vector of inequality constraints and the penalty function, which is evaluated entry-wise for
vector-valued arguments, %p, for p ∈ N, is given by
%p(z) =
{
0 z ≤ −1
(z + 1)p z > −1
.
This penalty function was chosen to enforce constraints of the form z ≤ 0 due to its
behaviour in the limit p→∞. In this study we fixed p = 8.
The dynamics of the model are discretized using the explicit Euler method so that at
each timestep we minimize J subject to the following vector of equality constraints
g(X,U;x(0)) =
 x(1)− x(0)− Φ(x(0),u(0))∆t...
x(H)− x(H − 1)− Φ(x(H − 1),u(H − 1))∆t

where x(0) is the initial condition of the FHOCP which is derived from the solution of the
previous timestep. The Lagrangian of the FHOCP is then
L(X,U,λ;x(0)) = J (X,U;x(0)) + λTg(X,U;x(0))
where λ is the vector of Lagrange multipliers. The dimension of the full FHOCP for this
problem is H(m+ 2n) = 170.
All simulations were run using MATLAB 2016a on a desktop PC with an Intel i7-4790
CPU. Simulations were begun with a warm start computed using fmincon to find the
initial values of X and U. The initial Lagrange multipliers were then computed using
least-squares [51]. The gradient ∇L and Hessian HL were computed symbolically using
MAPLE-generated optimized code which was then converted to MEX files. Our optimiza-
tion method employed full Newton steps with only a single iteration per timestep. All
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Figure 4.3: The maximum position error of a PODrNMPC over the double lane change
maneuver with r variables. We provide the maximum error of the original NMPC as a
reference. No bar indicates that the simulation with that number of reduced variables
failed to complete.
matrices were declared sparse where appropriate to take advantage of MATLAB’s sparse
solvers and timing data was found using tic and toc. In our implementation of PO-
DrNMPC the full gradient and Hessian are computed and then transformed within each
timestep following (4.4).
By applying the snapshot matrix generated from the figure-eight trajectory to the
double lane change maneuver we found that the optimal number of reduced variables was
r = 55. In Fig. 4.3 we can see the effect that choice of r has on the quality of the
PODrNMPC’s performance. We note that for many choices of r the PODrNMPC failed
to operate over the entirety of the simulation due to the transformed Hessian becoming
ill-conditioned at some timestep. In the subsequent discussion we focus on the results of
the PODrNMPC with r = 55.
The PODrNMPC resulted in turnaround times on average 2 times faster than the
original NMPC. In Table 4.1 we present measured computation times averaged over all
timesteps over 100 simulations. Despite the fact that the reduced linear system is dense
and the original system sparse, the dimensional reduction resulted in a 5.8 times faster
solution of the linear system by going from 170 to 55 equations.
As can be seen in Figs. 4.4 and 4.5 the performance of the PODrNMPC is remarkably
similar to the original NMPC. Surprisingly, in terms of maximal position error and lateral
position error the PODrNMPC marginally improved the performance of the controller re-
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Table 4.1: Mean Computation Time of 100 Simulations
Linear System Solution Time Turnaround Time
NMPC 0.48 ms 0.59 ms
PODrNMPC (r=55) 0.083 ms 0.30 ms
PODrNMPC (r=80) 0.14 ms 0.39 ms
PODrNMPC (r=115) 0.25 ms 0.57 ms






Figure 4.4: Vehicle position during the controlled double lane change maneuver. Note
that the axes are not scaled equally. The waypoints defining the maneuver are:












Figure 4.5: The absolute error of position (x, y), speed (v) and yaw (ψ) relative to the
reference trajectory over the double lane change maneuver.
ducing the error from 22 cm to 21 cm and from 6.8% to 6.6% of the lane offset, respectively.
Greatest error was seen in the speed where the PODrNMPC deviated by at most 3.0% from
the reference values compared to the NMPC which deviated at most 1.8%. It is expected
this could be improved by including a speed tracking term in the cost function. In Fig.
4.6 we can see that the control inputs of the PODrNMPC are of the same magnitude as











Figure 4.6: The obtained control inputs over the double lane change maneuver.
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We do notice that the controls obtained by the PODrNMPC exhibit greater rates of
change than the NMPC controls. This is a direct result of the dimensional reduction. On
average the PODrNMPC and NMPC inputs for steering angle speed, braking force and
throttle position differed by 4.6%, 4.3× 10−7% and 3.0% of the input range, respectively.
We will see in the next sections that we can get past the ill-conditioning causing the
ragged appearance of Fig. 4.3 using the symSS approach.
POD Reduced LMPC for Disturbance Rejection
The example LMPC problem we consider is a longitudinal vehicle controller with distur-
bance rejection. At a particular timestep we linearize the nominal model about x̄0 =
[0, 0, v0, 0, 0, 0, 0]
T , ū0 = [0, 0, φ0]
T where v0 is the velocity of the latest measured state and
φ0 is the throttle input of the latest timestep. We used the forward Euler method with the
linear plant model to derive a linear discrete time model
x(k + 1) = [I + ∆tA]x(k) + ∆tBu(k) (4.8)
where A and B are the Jacobians of the nonlinear model with respect to states and
controls, respectively, evaluated at (x̄0, ū0). More details of the linearization can be found
in Appendix A.

















xr(k) is a reference trajectory, ∆u(k) = (u(k) − u(k − 1))/∆t with ∆u(0) = 0, and
Q,R,∆R,P are tunable diagonal weighting matrices. Note ‖z‖2A = zTAz and the half-
penalty function ρp is evaluated entry-wise for vector-valued arguments. In our example
control problem the reference trajectory is given by vectors of the form xr = [0, yr, vr, 0, 0, 0, 0]T
since we assume the longitudinal motion is along the x axis. This choice of cost function
balances two objectives: to minimize the deviation from the reference trajectory and to
minimize the inputs and their rates of action.
In our simulations ∆t = 50ms, H = 9, p = 4, Q = diag(104, 104, 2 × 104, 0, 100, 0, 0),
R = diag(500, 100, 200), ∆R = diag(1000, 500, 500), P = diag(500, 1, 100). The value of H
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was selected as the minimal value of H that yields satisfactory results given the timestep
and other choice of parameters which were found by manual tuning.
For this problem we utilized the symSS formulation implemented in Maple. The symSS
Lagrangian and its derivatives were generated and optimized as standalone functions.
These functions were then converted to MEX functions that we then used within New-
ton’s method. All simulations were run using MATLAB 2017b on a desktop with an
Intel(R) Core(TM) i7-4790 CPU.
We drew our snapshot matrix from a 100s simulation with a constant reference velocity
of 10m/s and non-zero disturbance Dy ∼ 103 ×N , where N denotes the standard normal












Figure 4.7: Snapshot of the controls over the prediction horizon used to generate a PO-
DrLMPC.
In Fig. 4.7 we separate the snapshot matrix into each control inputs’ component for
display purposes as the inputs vary dramatically in scale. The prediction horizon is dis-
played on the y axis with the first element in the control horizon at the bottom. Given
the constant reference trajectory, we see that brake and throttle inputs are essentially con-
stant over the entire simulation. Further, the brake force is essentially zero given that its
maximal value is 6 orders of magnitude greater than what we observe here. The steering
rate input is most active since it is constantly acting to counteract the disturbance input.
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To see the components underlying the construction of a POD restricted Lagrangian
in Fig. 4.8 we display the left singular vectors resulting from the decomposition of the
snapshot matrix along with the associated projection matrix for r = 2 and the truncation











Figure 4.8: Resultant singular vectors, projection matrix and truncation errors of the
snapshot matrix.
From these we can see that the states of most importance are the steering rate over
most of the horizon and the first and second input of the throttle, by looking at the first
2 or 3 columns of U. The brakes appear entirely unimportant. In this example for r = 2,∑3H
k=r+1 σ
2
k = 1.48 × 10−4. We can see that the truncation error is quite small for even
small values of r.
In Fig. 4.9 we display a new simulation that we use to test the PODrLMPC constructed
from the snapshot information above. In this scenario the reference velocity is non-constant
and the disturbance is only periodically sampled Dy(ti) ∼ 104 × δ0,i mod 100 × |N | where
δi,j is the Dirac delta. This is to simulate periodic gusts of a cross-wind in a consistent
direction.
We display the results of the PODrLMPC with r = 2 as compared to an unreduced

















Figure 4.11: Simulation tracking error. LMPC is given in blue (solid), PODrLMPC for
r = 2 is given in red (dash).
From the first plot in Fig. 4.11 we can see that the PODrLMPC performs as well as the
standard LMPC in terms of rejecting the disturbances. It however performs worse in terms













Figure 4.10: Simulation control inputs. LMPC is given in blue (solid), PODrLMPC for
r = 2 is given in red (dash).
brake are not excited during the snapshot simulation and hence their characteristics are not
captured by the subspace of the restricted Lagrangian. This points to the importance of
choosing our snapshots wisely in order to capture as much important behaviour as possible.
However, with that said the velocity tracking error of the PODrLMPC is at most 1.02%
relative to the reference trajectory, compared to 0.77% for the LMPC which is only a 0.25%
degradation.
Lastly, in Fig. 4.12 we display the TAT results of the simulation. Comparing the
mean TATs, PODrLMPC for r = 2 is 1.32× faster than LMPC and with a symbolic
solver it is 2.38× faster. Inclusion of the symbolic linear solver helps us take advantage
of the dimensional reduction by improving the PODrLMPC TATs by 1.80×, a significant
improvement.
To understand the role of the reduction dimension r we display the maximum tracking









Figure 4.12: Sample TATs of the selected simulation. LMPC is given in blue (solid),
PODrLMPC for r = 2 is given in red (dash), and PODrLMPC for r = 2 with a symbolic
linear solver is given in green (long dash).






Figure 4.14: Role of r in PODrLMPC TAT acceleration. The acceleration factor of PO-
DrLMPC is given in red (dash) and the acceleration factor using a symbolic linear solver is
given in green (long dash). The standard LPMC is given by blue (solid) line, as reference.














Figure 4.13: Role of r in PODrLMPC tracking error. The error for PODrLMPC is given
in red (dash), and the error of LMPC is given by the blue (solid) line as a reference.
We can see that for r ≥ 1 the PODrLMPC performs very similarly to LMPC in terms of
maximal tracking error. Only for r = 1 does this error explode. There is some irregularity
about small rs, i.e. r < H, where the relation between error and r is not strictly monotonic.
The fact that the error plateaus for r ≥ 2 indicates that the first 2 singular vectors contain
almost all the necessary controller information. In terms of mean TAT the acceleration
appears to decrease almost linearly with r. For r > 15 ≈ mH/2 there is no computational
gain to be had at all using PODrLMPC. When using a symbolic linear solver gains are
only to be had for small r ≤ 6 since the symbolic complexity of the linear solve grows
rapidly for larger r.
Understanding the role of a snapshot in the success of a PODrMPC is of significant
importance to this method. We attempt here to shed some light on this issue. In Fig. 4.15
we display the role of a snapshot on PODrLMPC performance in terms of tracking error in
comparison to some other snapshot measures. We generated a variety of snapshots using
the constant reference speed of 10m/s and Dy(ti) ∼ A×δ0,i mod 100 where A is the snapshot
amplitude. The resulting PODrLMPC were then run on the sample trajectory of Fig. 4.9
and their maximal cross-tracking errors for different r are displayed in the last plot of
Fig. 4.15. It is evident that choosing disturbance inputs of the snapshot matrix closer to
the sample scenario leads to better PODrLMPC performance, i.e. a greater reduction is



















Figure 4.15: The legend displays the amplitude of the disturbances Dy associated to the
snapshots of the different PODrLMPCs.
rejection) is not excited meaning the resultant restricted Lagrangian captures less of this
important input.
In the first four plots of Fig. 4.15 we present different measures of the snapshot. What we
are interested in finding is a function of the snapshot that correlates with the performance
of the PODrLMPC corresponding to that snapshot. One point of particular interest is
determining the level of reduced dimension r possible from snapshot data alone. The first
plot is a standard measure of matrix subspace similarity given by the norm of the difference
of the projection matrices onto those subspaces. For this plot ∆Pr = ‖Pr−P∗r‖F where Pr
is the projection matrix onto the subspace of the snapshot data and P∗r is the projection
matrix corresponding to the snapshot given from the example trajectory itself. We can
see that this measure does not correlate at all with the last plot and can be ruled out as a
candidate measure meaning that selecting snapshots such that the reduced spaces Ur are
‘similar’ to U∗r is in fact not a good strategy.
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where θ is the Heaviside function, ε > 0 is some chosen tolerance, and ei ∈ RmH is the ith
standard basis vector. This measure counts the number of rows of Ur that has at least one
non-trivial entry where the triviality is determined by ε. In our case we selected ε = ∆t and
applied this measure to the submatrix containing only those rows corresponding to the first
input wδ. This measure can be seen to correlate much better with the last plot indicating
the importance of ‘active’ steering input timesteps. This measure is independent of data
from the example scenario itself but gave such clear results only when restricted to steering
input that we determined to be the most important input for cross-track error rejection.
We desire a measure that is independent of such an engineer’s insight; however this result
provides justification for the method introduced in the next chapter. The sensitivity to
‘trivial’ rows of Ur motivates the development of our informed move blocking scheme
discussed in Section 4.3.
In the third plot δB⊥r represents the bound given by the right hand side of (4.7) which is
a function of the snapshot from the example trajectory itself and the difference in snapshots
δZ from the example trajectory and the one chosen. We can see that for different snapshots
the term ‖δZ‖F is not sensitive enough to distinguish them let alone provide the information
we desire.
Lastly, in the fourth plot B̃⊥r represents the bound given by the right hand side of (4.6)
where max is taken over all timesteps. This is a much tighter bound than that of (4.7) and
correlates well with the controller performance. We can see that when max B̃⊥r . 0.1 the
corresponding PODrLMPC has good tracking performance. This is a promising measure
since it only requires snapshot data from the sample and example scenario and does not
require simulation of the PODrLMPC. Further work is required to refine this result, such as
selecting the threshold bound, but our investigations have provided a promising candidate.
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4.3 An Informed Move Blocking Strategy for MPC
In this section we extend the insights of the PODrMPC method to generate an informed
move blocking (IMB) strategy. This method is novel in that it allows different controls
to be blocked differently for multi-input systems. Like PODrNMPC this method is best
suited to the problem of reducing the turnaround time of a pre-existing controller as it
assumes in the first stage that a functioning MPC is already present. In the first stage
we apply the algorithm in Section 4.2 to construct a restricted Lagrangian. Once we find
the smallest dimension r for which the PODrMPC delivers satisfactory results we use
the diagonals of the projection matrix Pr to inform the construction of a move blocking
strategy. By applying MB we can inject sparsity into the reduced problem leading to a
greater acceleration of controller turnaround time.
Move blocking (MB) is a strategy developed to reduce the computational complexity of
a MPC controller. MB fixes or ‘blocks’ the control input (or rate of change of control input)
to be constant over some timesteps in the horizon. By doing so it reduces the degrees of
freedom of the controller and thus simplifies the FHOCP. Thus far MB has been successfully
employed in a wide range of MPC problems, e.g. a voltage-mode controller for a dc-dc
boost converter [52], a diesel engine airpath controller [53] and a building cooling system
controller [54]. The theoretical aspects of MB has been investigated primarily for linear
systems where it has been found that, to retain recursive feasibility, the blocking strategy
must be time-varying [55] or additional constraints need to be added [56, 57]. Optimal and
robust MB strategies for linear systems have been presented in [58, 59]. Our IMB strategy
is applicable to nonlinear control problems and is more flexible than traditional strategies
since different inputs can have different blocking strategies.
4.3.1 Move Blocking Basics
Consider a single input system controlled by an MPC with horizon H. Let us arrange the
controls over the horizon as a single column vector U =
(
u(0) · · · u(H − 1)
)T ∈ RH .
Move blocking reduces the number of degrees of freedom of the FHOCP meaning we only
need to solve for an optimal control U ′ ∈ Rb with b < H where BU ′ = U and B ∈ RH×b
is a blocking matrix. As an example, if H = 4 and we wish to block the second and third
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where 1hi ∈ Rhi is a column vector of all ones,
∑b
i=1 hi = H and ⊕ denotes the direct sum
of matrices. This relation means we can identify a blocking matrix using the shorthand
B = [h1, h2, . . . , hb], so e.g. the blocking matrix in (4.10) can be identified with [1, 2, 1].
Blocking matrices (that aren’t the identity) can be generated by the appropriate right
matrix multiplication of elementary blocking matrices
E(k; l) = Il−1 ⊕ 12 ⊕ Ik−1−l ∈ Rk×k−1,
1 ≤ l ≤ k−1, k ≥ 2. An elementary matrix E(k; l) blocks controls l and l+1 and preserves
the H−k blocking moves already implemented, e.g. the blocking matrix in (4.10) is E(4; 2).
If we then wanted to block the first and second inputs we would use the blocking matrix


















From this it is clear to see that a blocking matrix consisting of q ≥ 1 blocking moves can
be written as
B = E(H; l0)E(H − 1; l1) · · ·E(H − (q − 1); lq−1)
where 1 ≤ li ≤ H − 1 − i. This decomposition is not unique, e.g. E(4; 2)E(3; 1) =
E(4; 1)E(3; 1) and 1H is the result of any valid set of H − 1 blocking moves.
Now let’s consider the more general case of a multi-input system, u ∈ Rm, and suppose
the controls over the horizon are arranged as a single column vector in the following manner
U =
(
u1(0) · · · u1(H − 1) · · · um(0) · · · um(H − 1)
)T ∈ RmH . In standard move
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blocking schemes the move blocking matrix is given by M = Im ⊗ B =
⊕m
k=1 B so that
U = MU′ and all inputs are blocked in the same manner by a blocking matrix B. We
generalize this approach here and allow inputs to be blocked via differing strategies. Thus





where Bk ∈ RH×bk is a blocking matrix,
∑m
k=1 bk = b and the reduced controls U
′ ∈ Rb
with b < mH. To illustrate, consider a double input system with H = 4 and a strategy
where we block the second and third controls of the first input and the first, second and




























This strategy may allow for greater dimensional reduction as the dynamics of the different
control inputs can be accommodated separately. We use the results of PODrMPC to
guide this approach. Note that the same shorthand of blocking matrices can be applied
to move blocking matrices, e.g. the move blocking matrix in (4.11) can be identified with
[1, 2, 1, 3, 1].
Move blocking matrices reduce the cost of computing Newton steps in the same way
that the restricted Lagrangians of Section 4.2 do. In fact, move blocking matrices simply
generate a restricted Lagrangian with a different constraint manifold. We refer to an MPC
that utilizes a move blocking strategy as move blocking reduced MPC (MBrMPC).
Assuming that the Lagrangian is generated using the symSS formulation (so only the
controls are optimization variables) then for a move blocking matrix M ∈ RmH×b we can
construct the restricted Lagrangian
LMB(U′) = L(MU′)
where L is the original Lagrangian. The reduced Newton step ∆U′(k)NS can be computed








Compared to (4.4) this reduced Newton step is more sparse, which can be used to reduce
the linear solve computational complexity and thus improve controller turnaround times.
4.3.2 Informed Move Blocking Generation
We now illustrate how to compute a sequence of increasingly blocked move blocking ma-
trices using data from a PODrMPC. This method is summarized in Algorithm 1. First, we
extract the diagonals of the projection matrix Pr = UrU
T
r as the vector p. We interpret the
entries of p as a weight indicating the importance of a particular state to the performance
of the MPC. We then sort these values in descending order keeping track of the indices,
i.e. we generate the ordered list α = [α1, α2, . . . , αmH ] such that pα1 ≤ pα2 ≤ . . . ≤ pαmH .
Next we remove those values that correspond to the very last element of a control input
sequence. This is to enforce the rule that blocking can only be done within a single control
input sequence, e.g. we cannot block u1(H − 1) and u2(0) as this would not make physical
sense. We construct a sequence of increasingly blocked move blocking matrices beginning
with the identity (no blocking) by moving along the list α and enforcing a single blocking
move at a time via an elemental blocking matrix. We do this while being careful not to
overlap any previous blocking moves using a counter variable c.
Algorithm 1 Compute a Sequence of Move Blocking Matrices
1: procedure MBSeqGen(Ur,m,H)
2: p← diag(UrUTr )
3: α← sort(p)
4: α← α \ {H, 2H, . . . ,mH}
5: M1 ← 1mH×mH
6: for j from 1 to m(H − 1) do
7: c← 0
8: for k from 1 to j − 1 do
9: if αk < αj then
10: c← c+ 1
11: Mj+1 ←MjE(mH − (j − 1);αj − c)
12: return [M1, . . . ,Mm(H−1)+1]
We refer to a MBrMPC that utilizes one of the Mj as an informed MBrMPC (IM-
BrMPC). By construction we know that Mm(H−1)+1 =
⊕m
k=1 1H ∈ RmH×m but what is
relevant is the ordered sequence of increasingly move blocked matrices. Somewhere along
this path the IMBrMPC will fail to have adequate performance. We want to find the
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Figure 4.16: Reference trajectory for snapshot generation. Reference starts and ends at
black square.
largest index j such that the IMBrMPC corresponding to strategy Mj runs with accept-
able performance. Currently this is done using trial and error but future work hopes to
improve this through improved snapshot analysis.
4.3.3 Autonomous Vehicle Case Study
This problem is a reference tracking problem more general than the previous. We consider
the fully nonlinear vehicle dynamics (see Appendix A for details) as well as realistic driving
scenarios, such as lane changes, cornering and braking/accelerations.
For this problem we used the same cost function as the LMPC (6.2) except x̃(k) =
f ◦k (x(0),U) where f(x,u) = x + ∆tΦ(x,u), (a forward Euler discretization of the
model), H = 10, R = diag(500, 0, 200) and the reference trajectory is of the form xr =
[xr, yr, vr, 0, ψr, 0, 0]T . In this scenario we set H = 10 since it was the minimal horizon
length needed for the original NMPC to satisfactorily track the selected reference trajec-
tories. In all simulations the disturbances are Dx, Dy ∼ 102 ×N .
In Fig. 4.16 we display the reference trajectory used to generate our snapshot data.
It is a gentle figure eight maneuver that takes ≈ 110s to complete. In Fig. 4.17 we dis-
play a selected sample of realistic urban driving maneuvers to test the PODrNMPC and
IMBrNMPC.
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Figure 4.17: A selected sample of reference trajectories: (a) lane change followed by turn,
(b) double lane change with initial and final acceleration, (c) turns with straights. All
begin at the black square and end at the black circle
DrNMPC with r = 4 and IMBrNMPC with r = 4. These results demonstrate that even
with a mismatch in snapshot, significant dimensional reduction (30 states to 4 states) can
be found using the restricted Lagrangian approach presented here. The reference trajectory
of the snapshot generation is not as aggressive as the tested maneuvers.
In Table 4.2 we summarize the relative tracking performance of the controllers. The
unreduced NMPC results are denoted with ∗. We take ∆w = 3.2m as the lane width with
which we measure relative position tracking error. The largest tracking error we see is in
scenario (c) where the position tracking error is at worst 30.28cm for the standard NMPC,
31.21cm in the PODrNMPC case and 52.11cm for the IMBrNMPC.
To understand the role of r on the TATs in Fig. 4.20 we display the TAT results
of scenario (a). Firstly, we see that the acceleration factor of PODrNMPC is not as
great as PODrLMPC. This is because of an increase in cost of computing the derivatives
meaning the relative gain from reducing the linear solve step is less. Further the results of
IMBrNMPC and PODrNMPC without a symbolic linear solver are very similar for equal
values of r. The greatest gain in TAT speedup is made by combining IMBrNMPC with a
symbolic linear solver. This is expected since the symbolic solver can take full advantage
of eliminating redundant operations, e.g. carrying terms multiplied by 0 of which there are
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Figure 4.18: Original NMPC in blue (solid), PODrNMPC with r = 4 in red (dash) and
IMBrNMPC with r = 4 in green (long dash). The blue patches highlight lane changes and
red patches highlight turning maneuvers.
many since the move blocking matrix is full of zeros. For r = 4 this is an acceleration of
3.6× for IMBrNMPC and only 1.6× for PODrNMPC. Further we can see one advantage of
the IMB approach versus standard move blocking. For a standard move blocking scheme
(where all controls are similarly blocked) the smallest dimension for which we could get
acceptable performance is r = 6, since we know r = 3 doesn’t have good performance.
However, at this value of r the TAT acceleration decreases significantly.
In Table 4.3 we compare the tracking performance of the informed move blocking scheme
to the optimal choice of move blocking strategy for r = 4 and our informed move blocking
scheme to the optimal standard move blocking strategy for r = 6 = 2m for the selected





possible move blocking strategies





standard move blocking strategies. In Table 4.3 we can
see that for r = 4 the IMBrNMPC is close to optimal or actually optimal out of the 27
possible strategies. And further the IMBrNMPC strategy is very similar to the optimal
MBrNMPC strategy as can be seen from the strategies shown in brackets. To demonstrate
one advantage of the flexibility of our informed move blocking approach we compare the
IMBrNMPC to the optimal standard move blocking strategy (SMBrNMPC) (where all
controls are blocked similarly) for r = 6. We see with the exception of trajectory (b) the
IMBrNMPC outperforms the optimal SMBrNMPC.
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Figure 4.19: Original NMPC in blue (solid), PODrNMPC with r = 4 in red (dash) and
IMBrNMPC with r = 4 in green (long dash).
4.4 Discussion
In this chapter we have presented a method to speedup the online optimization of MPCs.
This method operates by extracting features of a sample set of MPC solutions to reduce
the dimension of the problem Lagrangian. We propose two ways to do this: 1. a direct
POD-Galerkin approach (PODrMPC) and 2. an informed move blocking strategy (IM-
BrMPC). From the results shown we can see that both strategies can provide an accelerated
turnaround time with small tradeoff in controller performance.
We have utilized symSS to formulate our problems, which is a symbolics oriented ap-
proach.This approach also integrates well with PODrMPC when the reduced dimension r
is small (i.e. < 7) since we can turn the linear solve step into an optimized sequence of
exact expressions, which accelerates an MPC further.
The initial step in creating a restricted Lagrangian is constructing the snapshot matrix.
We propose collecting this data using a collection of representative controller simulations;
however, what counts as representative for a given control problem may or may not be easy
to identify. This problem of how to select the best snapshot matrix remains open. The
preliminary results shown here demonstrate that the reduced MPCs are reasonably robust
to the choice of snapshot, however, it would still be advantageous to develop methods
to understand the limits of applicability of a snapshot. This problem is made difficult
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Table 4.2: Relative Tracking Error
max ∆v/vr −max ∆v∗/vr [max ‖(∆x,∆y)‖ −max ‖(∆x∗,∆y∗)‖]/∆w
(a) 0.96% 4.58%
PODrNMPC (b) 0.13% 2.44%
(c) −0.90% 0.29%
(a) 1.93% 2.67%
IMBrNMPC (b) 0.02% 0.32%
(c) 0.04% 6.82%
Table 4.3: max ‖(∆x,∆y)‖ (cm)
NMPC MBrNMPC
r = 4 r = 6
IMBrNMPC[rank]




([1, 9, 10, 1, 1, 8])
Optimal
SMBrNMPC
(a) 15.51 24.06[2nd] 21.78([10, 10, 2, 8]) 18.64 21.53([2, 8]3)
(b) 12.09 13.11[5th] 11.10([10, 10, 3, 7]) 13.53 11.07([3, 7]3)
(c) 30.28 52.11[1st] – 37.35 51.33([1, 9]3)
due to the interaction of problem nonlinearities and the sensitivity of the singular value
decomposition.
We used trial and error to select the reduced dimension r of PODrMPC and IMBrMPC.
Our results indicate that for some small r the PODrMPC performance does not decrease
further meaning one can get away with relatively few tests in order to find a desired reduced
dimension. It would be desirable to improve this situation by finding some function of the
snapshot so no testing would be necessary. It appears that the level of reduction possible
is sensitive to the presence of non-trivial entries in the rows of Ur and not the actual
subspace itself. Further work is necessary to clarify this but it does indicate that the
difficulty of bounding perturbed singular vectors may be sidestepped. A threshold on the
bound max B̃⊥r appears to be a promising starting point.
The goal of this work has been to introduce a method which can reduce the TATs
of MPCs while maintaining reasonable controller performance. We have focused here
primarily on reducing the computational complexity of the linear solve step within an NLP
solver by dimensional reduction. TAT accelerations > 2× were observed in our simulation
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Figure 4.20: Role of r in PODrNMPC and IMBrNMPC TAT acceleration. The results
of PODrNMPC is given by solid lines with square points and the results of IMBrNMPC
is given by dashed lines with circular points. The standard approach is given in red and
the approach utilizing a symbolic linear solver are given in green. The standard NMPC is
given by the solid blue line at 0.4826ms. These results are the average of the mean TAT
of 100 simulations.
studies utilizing the strategies presented. However, we note that further TAT speedup is
possible if we were able to reduce the computational cost of the derivatives themselves and
not only a POD-Galerkin projection to simply reduce their dimension. The dimensional
reduction we observed was significant and allowed the inclusion of a symbolic linear solver
for further TAT acceleration. It should be noted that this dimensional reduction is not
only useful for accelerating TATs but is useful for building models of controllers that are
simple to compute. These models of controllers can be incorporated in other modules, e.g.
integration of motion planning and control [60].
The strategies PODrMPC and IMBrMPC can be understood as an application of fea-
ture projection, from machine learning, to the problem of controller reduction. It is the
authors’ hope that more advanced machine learning methods can be applied in future, with
fruitful results, to this problem. Future work also includes addressing theoretical issues
surrounding this approach, e.g. does PODrMPC preserve stability or controllability of an
MPC? Overall, this approach is applicable to a wide variety of problems but suffers from
a lack of hard analysis.
46
Chapter 5
Nonlinear MPC Reduction Using
Truncated Single-Shooting
In this chapter we present a scheme to reduce the computational burden of Nonlinear
Model Predictive Controllers (NMPCs) when using the symSS approach. We identify the
timestep as a ‘small’ parameter and conduct a perturbative analysis of Newton’s step. This
analysis leads to the introduction of a truncated Lagrangian that can be used to form a
new quasi-Newton method with a symbolically reduced Hessian for online optimization.
This approach leverages the power of symbolic computation to generate efficient con-
troller code for online evaluation. The reduction methods were applied to diesel engine
control and electric vehicle cruise control problems and achieved turnaround times more
than 2 times faster with no tradeoff in controller performance. These initial results are
quite promising for the development of real-time NMPCs and introduce some new avenues
for research.
The receding horizon principle behind NMPC is general enough that there exist mul-
tiple formulations [61]. In this chapter we focus on the single shooting (SS) (sometimes
called control parameterization) approach where only the control inputs, and not the states,
are exposed as degrees of freedom in the transcribed optimization problem [62]. This ap-
proach yields a denser optimization problem as compared to collocation, the more popular
approach, which treats plant dynamics as equality constraints. SS has been used in tra-
jectory planning and vehicle collision avoidance problems [63, 64] but has typically been
avoided since it suffers from poor stability properties [14]. In its numerical implementation,
SS has two stages. The model is first simulated in an inner loop and then the derivatives
are computed, through sensitivity or adjoint equations, for the optimizer that runs in an
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outer loop. Such computations are expensive and this staged approach, though straight-
forward to implement, is often outperformed by other methods [65]. In this chapter we
leverage the power of symbolic computation for controller reduction and code generation
so that our controllers operate efficiently in a single stage using symSS.
To achieve efficient controllers, recent work has focused on direct collocation with spe-
cially designed solvers to take advantage of the shape and sparsity of the underlying equa-
tions [18, 17]. In spirit, the work of this paper is opposite to this trend in that we purpose-
fully generate a dense system of minimal dimension. In this way most of the cost is not
in the solution but the computation of the system to be solved, which we simplify using
optimized code generation and our truncation strategy.














subject to 0 ≤ h(x(k),u(k)) k = 0, . . . , H − 1
(5.1)
where ‖ · ‖2A denotes the weighted vector norm of matrix A, Q ∈ Rn×n,R ∈ Rm×m are
positive definite matrices selected to balance the tracking error and control cost, ∆x =
x − xr and xr is a reference trajectory. For computational simplicity the states over the
prediction horizon are defined using a one-step method Ψ to discretize the plant model
ẋ = φ(x,u) via
x(k + 1) = x(k) + ∆tΨ(x(k),u(k)). (5.2)
The simplest one-step method is the forward Euler scheme where Ψ = φ.
The Lagrangian of (5.1) is
L(U) = Θ(U) + J (U) (5.3)
where Θ contains any terms used to enforce the constraints e.g. any Lagrange multiplier
terms and barrier or penalty functions. Typically Θ can be expressed as a sum of the







where function θi captures the method of handling constraint hi and q is the total number
of constraints.
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5.1 Perturbative Expansion of Single Shooting
If the underlying plant model f is Lipschitz continuous in x with Lipschitz constant L then
∆t = C/L for some constant C [66, 67]. Furthermore, if C is small or, if over the control
scenario of interest the rate of change of the model does not approach L, then we can
identify ∆t as a ‘small’ parameter. Thus we can expect to reduce the computational cost
of the linear solve (2.5) by conducting a perturbative analysis to truncate the expressions
without a significant increase in solution error.
For ease of presentation we take a closer look at a simple one-dimensional system
ẋ = f(x, u) with x, u ∈ R and Hc = Hp = H. For notational compactness in this section,
we denote x(k) = xk, u(k) = uk so that U =
(
u0 · · ·uH−1
)T
. We begin by examining the
cost term J which can be written as









m ≥ 0, which require the derivatives of the states with respect to the controls, e.g. ∂xk+1
∂uj
.








































































(xk, uk) and δj,k is the Kronecker delta. If we expand the first and






































































































δm,0 j ≤ k
. (5.6)

























Notably (5.8) indicates that HJ is diagonally dominant and that all off-diagonal terms are
of order ∆t2 or higher.
Turning our attention to the constraint term, if we assume Θ is of the form given by
(5.4), then Θ only weakly couples the controls from different timesteps. Using similar
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From this we can see that HΘ is also diagonally dominant because off-diagonals of order
∆t are present only if some of the constraints in g involve both states and controls.
These observations can be used to define a truncated Lagrangian whose gradient and
Hessian are equal to the original Lagrangian to first order in ∆t. Uncovering such an
expression allows us to easily generate code for the truncated system using symbolic com-
puting software like MAPLE. For the general problem (5.1), the truncated Lagrangian
is




























with X(V, k;x(0)) =
Hp−1∑
l=k
∆x(l + 1). It is critical to note that in (5.10) and (5.11) the
states x(k) are realized as functions of V not U. Further, in expressions Γ, X any arguments






(x(1),v(1)) where x(1) =
x(0) + ∆tΨ(x(0),v(0)). With this definition of the truncated Lagrangian, ∇Lt and HLt
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taken with respect to the first argument U and evaluated at V = U are equal to ∇L
and the diagonals of HL to first order in ∆t, respectively. The dummy variable V has
been introduced to allow for easy symbolic differentiation since we can apply automatic
differentiation of Lt with respect to U followed by the substitution V← U.
The fact that the truncated system is block diagonal is not only good for an efficient
linear solution but can be exploited further. How this can be done is discussed in the next
section where we introduce a compression scheme.
5.2 Truncated and Compressed Single Shooting
Truncated Single Shooting (TSS) for NMPC can be implemented by replacing HL(U)
in (2.5) with HLt(U,V) where the derivatives have been taken with respect to the first
argument and are evaluated at V = U. It was found that also replacing ∇L led to worse
controller performance with no significant computational savings. In this regard TSS can
be seen as a quasi-Newton method for SS with a block diagonal reduced Hessian.
The perturbative analysis of Section 5.1 suggests that HL is block diagonally dominant
meaning the solutions u∗(k) for different timesteps k in the horizon are weakly coupled.
Since the NMPC algorithm implements u∗(0) we can take advantage of this and only solve
for u∗(0) with minimal degradation in controller performance. This can be done with or
without truncation.
A compressed system is formed by simply changing the input argument of the problem
Lagrangian to form a compressed Lagrangian
Lc(u′;x(0)) = L(Uc;x(0)) (5.12)
where Uc =
(
u′T uc(1)T · · · uc(Hc − 1)T
)T
. The resulting linear system
HLc(u
′)∆u′NS = −∇Lc(u′)T (5.13)
where the gradient and Hessian have been derived with respect to u′. Equation (5.13) is
of minimal dimension and its solution u′∗ is often a remarkably good approximation to the
actual u∗(0) when using Newton’s method. The compressed system minimizes the expense
of the linear solve by reducing the problem dimension from mHc to m. A SS NMPC that
uses (5.13) instead of (2.5) is called a compressed single shooting (CSS) NMPC controller,
and when compression is combined with truncation we call it truncated compressed single
shooting (TCSS).
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There is one important design decision to be made when utilizing CSS. Although we
need to solve for only the next control step, we need to use some sequence of control inputs
over the horizon to compute the gradient and Hessian, that is, we need to choose the uc(k)
values. Depending on the control objective and the dynamics of the plant, this can be
done a number of different ways. One would be to set all uc(k) = u′ which is equivalent
to simply setting Hc = 1. Other options are to use a fixed equilibrium control input or to
use u′ from the previous timestep. Many other strategies could be used but they would
all require using a simple rule with values from previous timesteps, precomputed values
or guesses since the uc(k) values are never updated directly from (5.13). One potential
direction for future work would be utilizing the feature projection idea used in Chapter 4
for this task. One detail to note is that, although we include the case Hc = 1 in CSS,
it differs from most other strategies since the computational complexity of the derivatives
increases as uc(k) = u′ for all timesteps k in the prediction horizon.
5.3 Case Studies
In this section we apply truncation and compression to two control scenarios. The first is a
diesel airpath (DAP) controller and the second is an electric vehicle cruise control problem.
5.3.1 Implementation Details
Our (T/C)SS NMPCs were implemented using Newton’s method for online optimization.
To apply Newton’s method, the functions for the gradient and Hessian were precomputed
using MAPLE using the symSS formulation presented in Chapter 3. In this way each
iteration of the solver only involved two computational steps: first, evaluating the gradient
and Hessian at the current iteration and second, solving the linear system for the iteration
update. Unlike numerical SS methods no simulation stage was necessary. We fixed the
number of Newton iterations at 1 and used a precomputed warm start control for the initial
step.
5.3.2 Diesel Airpath Control
The main goal of this controller is to track a reference output trajectory where y =(
pint ΨEGR
)T
, the intake manifold pressure and exhaust gas recirculation (EGR) rate
the outputs of interest. Tracking these two outputs allows the engine to meet the driver’s
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demands while satisfying emission requirements. The DAP model under consideration is
a 9 state, nonlinear, physics based-model with 3 controls and 2 disturbance inputs. More
information on the model and its derivation can be found in [53] and the references therein.
A further objective of the controller is to minimize the rate of change of the controls
u =
(
θ uEGR uV GT
)T
, throttle command [% closed], EGR valve command [% open],
and variable-geometry turbocharger (VGT) command [% normalized], while satisfying the






















where the half-penalty function ρp is the penalty function given in Section 3.1. In our
simulations we set p = 4 and P = I. We used a timestep of ∆t = 10ms and prediction
horizon Hp = 10. The disturbances were input as piecewise constants perturbed every
1.43s.
Results
For the purposes of comparing controller turnaround times (TATs) and performance we
considered 8 different controllers. Those simulations labeled SSk use the full Lagrangian
of the single shooting method (5.3) and those labeled TSSk use Hessian of the truncated
Lagrangian with Hc = k. Labels CSS and TCSS refer to the simulations with compressed
and both truncated and compressed Lagrangians, respectively. In our simulations we
choose the compression strategy of setting all uc values equal to the control input of
the previous timestep. All TATs were measured using a MicroAutobox II 1401 real-time
computer. The TAT reduction factors are computed with respect to the SS controller with
the same control horizon.
In Table 5.1 we summarize the results of the DAP control simulations where a measure
of the controller performance over the simulation is given by J̃− =
∑999
k=0 ‖∆y(k + 1)‖2Q +
‖û(k)‖2R. We can see that larger control horizons result in longer TATs but have better
54
Table 5.1: DAP Controller Performance
Max TAT [ms] TAT Reduction [×] J̃−/J̃TCSS [–]
SS10 0.523 – 0.992
TSS10 0.157 3.34 0.987
SS2 0.191 – 1.002
TSS2 0.094 2.04 0.998
SS1 0.139 – 1.005
TSS1 0.091 1.52 0.998
CSS 0.134 1.01 1.000
TCSS 0.067 2.06 1
performance, as expected. Further, the larger the control horizon the larger the potential
there is for a reduction in TAT. As alluded to in Section 5.2 we see that SS1 and CSS
are about equal in TAT which is in line with the observation that one can view SS1 as
a compression strategy. The combination of truncation and compression does give us the
best TAT. Interestingly we see that in terms of performance the truncated controllers
actually performed slightly better than the non-truncated. This result is not expected but
indicates that the reduction in TAT from these strategies came without any expense in
terms of controller performance.
In Fig. 5.1 we display the simulation results of the different controllers. We can see
that all controllers perform reasonably well over the first 8s (when tracking is lost due
to a combination of engine regime and controller saturation) and that the CSS and TCSS
solutions are effectively equal. Even though the truncated controllers have greater tracking
error, they compensate by having more gentle control inputs. This is most notable in the
results of uV GT .
5.3.3 Electric Vehicle Cruise Control
The goal of this controller is to track a desired reference velocity given here by the SFTP
US06 driving cycle. The vehicle model is a 6 state, stiff, nonlinear model representative
of the Toyota RAV4 EV that incorporates tire slip dynamics [68]. The model captures
only longitudinal vehicle dynamics and has states x =
(
ωm ωw v θm θw λt
)T
, which
are motor angular speed, wheel angular speed, vehicle velocity, motor torsion angle, wheel


































Figure 5.1: DAP controller simulation. Note: the displayed values have been normalized
and given an offset.
m], motor torque. See [69] for more details about the model and a multi-objective cruise
controller with slip-based constraints.
In our simulations we set Hp = 10 and ∆t = 0.1ms. The cost function is the same
as that in (5.1) with Q = diag
(
0 0 2× 109 0 0 0
)
and R = 2 × 10−3. The control
constraint T ∈ [−350, 350] was enforced using the penalty function (5.14) with P = 103.
Results
In Table 5.2 we display the results of the cruise control simulations. The overall reduc-
tion factor in TAT was about 2× which is inline with our DAP control simulations. The
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Table 5.2: Cruise Controller Performance
Max TAT [ms] TAT Reduction [×] max |v − vref | [m/s]
SS10 0.0240 – 1.184
TSS10 0.0114 2.10 1.184
SS2 0.0130 – 1.184
TSS2 0.0062 2.08 1.184
SS1 0.0120 – 0.925
TSS1 0.0061 1.97 0.925
CSS 0.0121 1.00 0.925
TCSS 0.0062 1.95 0.925
slight differences in TAT reduction observed between our two control scenarios is due to
the different underlying models. The DAP model is more computationally complex and
thus has longer TATs but also greater TAT reduction using truncation. Unexpectedly,
those simulations with shorter control horizons performed better in velocity tracking per-
formance. Again we can conclude that the TAT reduction came at no expense to the
controller performance.
In Fig. 5.2 we display the results of the cruise controller simulations. The tracking
performance of all controllers is poorest when vref approaches 0 but otherwise performs
very well, e.g. over the period from 200s to 300s all the controllers are within 0.05% of
vref . As we can see from the zoomed in views the controllers with a single control horizon
perform better since the torque response is slightly faster.
5.4 Discussion
We were able to reduce TATs by half without a reduction in controller performance using
the methods presented here. Truncation allowed us to reduce the computational complexity
of the Hessian used in Newton’s method for optimization and compression yielded further
solver reductions. This approach is unique among quasi-Newton methods in that it is not
a Hessian approximation but a reduction at the symbolic level of the exact Hessian. In
our implementation we used the single shooting approach to NMPC and utilized symbolic
computing software to precompute and optimize the required function calls necessary for
Newton steps. This allowed us to eliminate a stage of computation typical to purely












(a) Tracking Performance (b) Control Inputs
(c) Zoomed in Views
Figure 5.2: Cruise controller simulations. Note that SS1, TSS1, CSS and TCSS are all
displayed on top of one other and so too are SS10, TSS10, SS2 and TSS2.
This method is most appropriate for systems with relatively slow dynamics, in compari-
son to the timestep. Also, for those systems with models with computationally complicated
expressions this truncation approach will lead to greatest TAT reduction.
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Chapter 6
Towards Integrated Planning and
Control of Autonomous Vehicles
Using Nested MPCs
This chapter presents a strategy to integrate the planning and control for autonomous
vehicles. This strategy takes advantage of the compact symSS formulation and the insights
of Chapter 5. The aim of this work is to provide a method that can yield controller feasible
reference paths, i.e. paths that are not only dynamically feasible but are feasible under
the action of a low-level feedback controller. The method is designed to find a control
feasible parameterization of a collision-free path provided by a path generation scheme,
e.g. rapidly-exploring random trees or one of its many variants. This parameterization
is found such that the vehicle under the action of the low-level controller will be able to
follow that path within a specified tolerance. The design is based on a feedback strategy
with nested MPCs for planning and control. The results presented here are preliminary
but hint at the benefits of such a strategy and suggest avenues for future work.
6.1 Integrated Planning and Control: Progress
The integration of path planning and control for autonomous vehicles remains a challeng-
ing, safety-critical problem. Part of the challenge of this problem comes from the union of
a multitude of constraints, e.g. vehicle dynamics, control bounds, and a collision-free tra-
jectory, that must be synthesized to yield a robust solution method. What we require is a
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method to generate robust collision-free reference trajectories that are guaranteed feasible
under the action of the low-level feedback controller. The real-time demand of an actual
vehicle and the unpredictability of the environment increases the challenge further.
In recent work this problem has been recognized as an important issue. Gao et al.
state that “real-time generation and tracking of feasible trajectories is a major barrier
in autonomous guidance systems” [70] and in a recent paper by Li et al. they state “a
better communication or integration between the high-level motion planning and the low-
level tracking control would be very valuable for enhancing the overall performance of
[autonomous ground vehicles]” [71]. In a recent review Berntorp states “using feedback-
based planning bridges the gap between the path-planning and vehicle-control modules, and
can potentially offer a more integrated approach to path planning and collision avoidance
in autonomous driving” [72]. The work presented here follows this advice by using a nested
Model Predictive Control (MPC) design to integrate planning and control.
For the most part there have been two approaches to the problem of planning and con-
trol integration. The first is to integrate any environmental obstacles as constraints within
the vehicle controller using MPC [73, 74, 75, 76, 77, 70]. This eliminates the need for a
local path planner altogether since the obstacle avoidance and control is handled simul-
taneously. However, this approach significantly increases the complexity of the Nonlinear
Program (NLP) within the controller for arbitrary environments which in turn increases
the computational burden of the method. The integration is complete but makes it much
harder to meet the real-time demand.
The second approach has been to split the problem into two parts or loops. The inner
loop is a high-frequency low-level trajectory tracking controller and the outer loop is a lower
frequency local path planner designed to handle the unpredictability of the environment.
The process of understanding the environment (e.g. obstacle recognition and classification,
collision-free path generation) is much more computationally demanding than solving a
reference tracking problem over a short horizon. Thus this architecture takes advantage of
the natural timescales of the problem. This two loop architecture was successfully used by
Team MIT’s entry for the 2007 DARPA Urban Challenge [78]. On their vehicle the motion
planner ran at approximately 10Hz and the controller at 25Hz.
The challenge of this second approach is to integrate the processes. It is natural for
the path planner to feed a reference trajectory to the low-level controller but it remains a
challenge to incorporate the controller into the path planner. Most work to date incorpo-
rates vehicle kinematics or dynamics into the path generation stage but fails to integrate
the controller behaviour [79, 80, 81, 82, 83, 84, 85, 86, 71]. e.g. in [79] the path is planned




Figure 6.1: Planning and control feedback loops.
RRT integrated with a dynamic vehicle model and in [81] they use a kinematic model to
design a path planner for collision avoidance and a dynamic model for the MPC controller.
The framework proposed by [71] uses a point-mass kinematic model and control constraints
to generate paths by solving a boundary value problem. In [78] they use the closed-loop
rapidly-exploring random tree (CL-RRT) algorithm to make use of a low-level controller in
the planning stage. This is the first instance, to the authors’ knowledge, that the low-level
controller behaviour has been integrated in the planning stage. The controller used in the
planning stage is a pure-pursuit controller of kinematic bicycle model for steering and a
PI controller for speed tracking. This is a rudimentary model of a controller that has the
advantage of being analytically incorporated into a vehicle model. We want the reference
trajectory to be feasible under the action of the actual controller, not only feasible dynam-
ically. One aim of this work is to demonstrate that we can use complex control models
that reflect the actual low-level controller in the planning stage.
6.2 Nested MPC for Integrated Planning and Control
MPC is a modern, flexible feedback control strategy that has shown promise for the control
of autonomous vehicles. The flexibility of MPC has encouraged some authors to decompose
the planning and control loops directly into a two-level MPC problem [83, 84, 85, 82]. Our
approach builds on this strategy. The nested MPC approach for planning and control
integration proposed here is simply an extension of MPC to control systems with multiple
feedback loops of differing frequencies where the outer loop contains a derived model of
the entire inner loop. The general schematic of this architecture is shown in Fig. 6.1 where
the input to the local planner comes from some global plan. In our nested MPC design the
local planner contains a model to predict the controlled plant just as the low-level controller
contains a model of the plant. The robustness of the method comes from the feedback of
both loops. Provided the frequencies are appropriately chosen model mismatch, controlled
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model deficiencies and environmental uncertainties can be handled.
Numerous methods have been developed to find collision-free paths given arbitrary
environments with non-static, non-convex obstacles. Many of these were developed in
robotics and have significant research behind them, e.g. sampling methods like RRT [87].
The contribution of our work is not in refining this search for collision-free paths but to take
such a path and find a parameterization that guarantees the low-level controller can track
it within a specified tolerance. Our method is especially suited for combining with sample-
based path generation methods which require a ‘smoothing’ step. In our proposed design we
decompose the local path planner into two parts, see Fig. 6.2. The first part is a collision-
free path generator that can be chosen amongst a plethora of options. In future work we
would like to increase the level of integration by tailoring our method to particular path
generation algorithms. The work presented here is concerned with the second component,
a path parameterization method (or path ‘smoothing’ method). The goal of the path
parameterizer is to determine a controller feasible path parameterization given some pre-
determined collision-free path. In Fig. 6.3, the vehicle at 2 different timesteps is given
by the hashed rectangle and the reference trajectory waypoints determined by the path
parameterization procedure are given by the solid circles. The path parameterizer uses the
nested MPC strategy by incorporating a model of the controlled vehicle. In our design
the nesting is genuine, in that, just as the MPC for the vehicle controller incorporates a
model of the plant dynamics for prediction, the planner uses a model of the controlled
plant that is derived directly from the vehicle control MPC. Further, our proposed scheme
can be written entirely explicitly so that derivative-based optimizers can be applied to the
problem, yielding fast turnaround times.
6.2.1 Vehicle Control MPC
We use a direct transcription formulation of our MPC with control parameterization [61].




Figure 6.2: Local planner decomposition.
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(xr(k), yr(k)) at ti
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(xr(k), yr(k)) at ti+P
...
Figure 6.3: Illustration of path parameterization.
putational speed and our nested MPC design.
At each timestep we wish to solve the following NLP




where U is the control sequence over the prediction horizon comprised of H timesteps, U
captures the control input limits, x(0) is the most recent measurement (or estimate) of the
vehicle’s state and Xr = [xr(1), . . . ,xr(H)] is the reference trajectory over the horizon. In
our control design the reference trajectory only specifies the positions and velocities, no
other states, i.e. xr =
(
xr yr vr 0 0 0 0
)T












where x̃(k) are the predicted states defined as functions of x(0),U using the symSS ap-
proach. The discrete time model x(k + 1) = f(x(k),u(k); ∆t) is defined by the explicit
Euler method given by
x(k + 1) = x(k) + ∆tΦ(x(k),u(k)), (6.2)
applied to Φ the vector field of the nominal vehicle model given in Appendix A. The other
components are defined as ∆u(k) = (u(k) − u(k − 1))/∆t and Q1,R1,∆R1 are tunable
diagonal weighting matrices. This choice of cost function balances two objectives: to
minimize the deviation from the reference trajectory and to minimize the inputs and their
rates of action.
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Further, in the interest of simplifying our problem we can take advantage of the fact
U is well-behaved (i.e. compact and convex) to turn NLP (6.1) into an unconstrained
NLP. We do this by augmenting the cost J1 with a suitable penalty function P1. The new
unconstrained NLP is
U∗ = arg min
U
J1(U;x(0),X





‖ρp(u(k − 1))‖2P1 ,
and the half-penalty function ρp is the penalty function given in Section 3.1. P1 is another
tunable weighting matrix.
NLP (6.3) has been purposefully formulated so that simple and fast optimization meth-
ods can be used. Further, this formulation is necessary for us to construct our nested MPC.
The controller operates by solving NLP (6.3) and then implementing only u∗(0) at each
timestep. We denote the function that returns U∗ having solved NLP (6.3) by Ω, i.e.
Ω(x(0),Xr) = U∗.
6.2.2 Controlled Plant Model
In an MPC we approximate the dynamics of a plant modelled by differential equations
using one-step methods since typically no closed form solution describing the dynamics
exists. For our nested MPC design we require a model of the controlled plant. This
presents a unique challenge since the controller solves an NLP at each timestep and so
finding an approximation of its future actions is difficult.
If our control NLP is a convex unconstrained problem then a simple method like gra-
dient descent, although slow, is guaranteed to converge to the optimum. Thus we can
approximate the controller Ω(x(0),Xr) by gN(U0;x(0),X
r) for large N ∈ N with initial
guess U0 where
g(U;x(0),Xr) = U− γ∇L1(U;x(0),Xr)
implements a single gradient descent step. The parameter γ controls the descent rate and
L1 = J1 + P1 is the objective function of the vehicle controller NLP (6.3).
To improve this approximation further and cut down on computation cost we can
augment the gradient descent step using
g′(U;x(0),Xr) = U− γD−1∇L1(U;x(0),Xr) (6.4)
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where D is a diagonal matrix whose entries are the diagonal elements of the Hessian of L1.
This augmentation is particularly useful for control parameterized MPC since the timestep
often acts as a small parameter that makes the Hessian of L1 diagonally dominant [46].
Further improvement computationally could be made by making use of a dimensional
reduction procedure [45]. In our implementation we set N = 1 and used the diagonals of
the exact Hessian computed at the most recent iteration of the low-level control MPC.
6.2.3 Path Parameterizing MPC
The path parameterizer is the second stage of the local path planner and provides the
step to integrate the planning and control routines. It relies on an upstream path gen-
eration routine that can deliver a collision-free path with some error tolerance. We sup-
pose the collision free path is given by a spline s(τ) = (sx(τ), sy(τ)), τ ∈ [0, 1] in the
global coordinate frame. In this work we assume the splines are cubic Hermite splines
(which are equivalent to cubic Bézier splines). The associated reference trajectory com-
ponents are then determined by (xr(k), yr(k), vr(k)) = (sx(τ(k)), sy(τ(k)), υ(k)), where
υ(k) = ‖s(τ(k + 1)) − s(τ(k))‖/∆t meaning that Xr is determined by s and the τ(k)s.
Thus given the spline from the path generation phase, the planner then solves for the ref-
erence positions via τ(k) ∈ [0, 1] and the associated velocities such that υ(k) ∈ [vmin, vmax].
An advantage of this setup is that the optimization variables belong to compact and convex
sets making the solution process simpler.
At a planning step, which occurs once every P timesteps, we wish to solve the NLP
T∗ = arg min
T∈T
J2(T;x(0), s) (6.5)
where T = [τ(1), . . . , τ(M)], M = S + H − 1, S ≥ P is the number of steps we simulate
the controlled plant and T captures the bounds on the optimization variables. Since s is
assumed known and fixed we can use T and Xr interchangeably. From an initial condition
of x(k),Uk−1 with reference trajectory determined by T we can simulate the controlled




where g′ is as defined in Eqn. (6.4). Further, to increase the effective planning horizon
length, we simulate the plant over the final controller prediction horizon by recursively eval-
uating Eqn. (6.2) beginning with xS where the control inputs are [u(S), . . . ,u(S +H − 1)] =
US.
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is the difference in trajectory from the reference is a function
of T,x(0), s) with ∆(x, y) = (x(k), y(k))− s(τ(k)) and ∆v = v(k)− υ(k) and Q2,Q′2 are
weighting matrices. The first term aims to minimize the difference in trajectory tracking
over the simulated controlled plant steps and the final horizon steps. The second term is
to enforce the error tolerance of our collision free region ‖∆(x, y)‖ < δ(x,y) and |∆v| < δv.
Similar to the vehicle control MPC we include a penalty function to enforce the bounds









and P2 is a weighting matrix, to arrive at the unconstrained
NLP
T∗ = arg min
T
J2(T;x(0), s) + P2(T; s). (6.6)
The path parameterization MPC runs by solving NLP (6.6) every P timesteps to de-
termine the reference trajectories to be fed to the low-level MPC controller until the next
planning step. At the ith step after the planning step the reference trajectory fed to the
low-level controller is determined by [τ(i+ 1), . . . , τ(i+H + 1)]. In this work we used gra-
dient descent to solve NLP (6.6) since we could compute the Hessian of L2, but it proved
to be too large for MATLAB to convert to a MEX function on our workstation. We outline
how NLP (6.6) can be solved using derivative based optimization by taking advantage of
symbolic computing in the next section.
6.3 Case Study
6.3.1 Implementation Details
To achieve fast solutions we make use of automatic code generation and optimization to
produce routines to evaluate the two objective functions L1, L2 and their exact derivatives.
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Table 6.1: Nested MPC parameters.
Parameter Value































δ(x,y), δv 0.1 (m), 0.5 (m/s)
γ 2
vmin, vmax 10 (km/h), 100 (km/h)
We used Maple to do this fast, flexibly and efficiently. Using the symSS formulation for
the vehicle MPC the controlled plant model is then in an explicit form so we can apply
the symSS approach to the path parameterizer in a straightforward manner.
The objective functions and their derivatives were generated and optimized as stan-
dalone functions. These functions were then converted to MEX functions that we then
used in our NLP solvers. All simulations were run using MATLAB 2017b on a desktop
with an Intel(R) Core(TM) i7-4790 CPU. The parameters used in the Results section are
given in Tab. 6.1.
6.3.2 Results
To demonstrate the role the path parameterizer can play in an integrated path planner
and controller, we first fix the collision free path and simulate the plant using the same
vehicle model used in the MPCs (see: Appendix A). In the first scenario it is given by
a spline tracing out a zig-zag pattern. Figure 6.4 displays some sample simulations com-
paring 0 parameterization steps (i.e. gradient descent steps applied to NLP (6.6)) and
100 or 200 parameterization steps. At each planning step the initial guess T0 matches a
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Figure 6.4: Position tracking results for zig-zag maneuver.
constant velocity trajectory along the spline at 27 km/h. As can be seen from Fig. 6.4
the simulation with no path parameterization fails to follow the reference after the first
turn. In Fig. 6.5 the reference tracking errors are presented. The maximum position error
is 8.06 cm and 5.44 cm for the 100 and 200 step simulations, respectively. Similarly, the
maximum velocity errors are 37.10 cm/s and 28.92 cm/s, respectively. Thus, we can see
that simulations with greater path parameterization performs better in terms of tracking
error. Both solutions maintain their tracking errors below the chosen thresholds (shown
by the dashed black lines). Lastly, in Fig. 6.6 the associated control signals are displayed.
From this we can see that the simulations with path parameterization have reasonably
smooth controls with small fluctuations about a trend. Furthermore, the mean computa-
tion time of the low-level control MPC is 4.6 × 10−4s and the mean computation time of
the path parameterizer is 7.6×10−3s and 1.38×10−2s for the 100 and 200 step simulations,
respectively. Thus, as expected the computation time grows directly in proportion to the
number of gradient descent steps. These computation time results mean that the controller
and path parameterizer are faster than real-time on our architecture.
In Fig. 6.7 we can see the results of simulating a lane change maneuver. In this scenario
the default speed is a constant 80 km/h. One notable aspect of the results is that those
solutions with parameterization are able to almost eliminate cross-track error. The more
parameterization steps present, the greater the damping of vehicle acceleration. Figure
68
Figure 6.5: Error in trajectory tracking during zig-zag maneuver.
6.8 displays the associated errors. At this higher speed, more parameterization steps are
required to meet the position and velocity error tolerances. The maximum position error
for the 1000 step solution is 10.27 cm, only just greater than the 10 cm tolerance. The 500
step solution however performed better in terms of velocity tracking with a maximum error
of 57.31 cm/s versus the 1000 step solution with a maximum of 62.98 cm/s. This observed
violation of the constraints is to be expected since the constraints are only enforced by
a soft penalty function. It is important to note that all these results are sensitive to
the tuning parameters. We have weighted position tracking more heavily than velocity
tracking, which is evident in these results.
Lastly, we integrated our path parameterization method with a rudimentary path gen-
eration scheme that used a simple sample and trim strategy. The velocity during the simu-
lation is about 50±10 km/h and simulates a vehicle travelling down a curvy two lane road
with static obstacles. In Fig. 6.9 we display a snapshot of this simulation that shows the
current vehicle position (black rectangle), its past positions (red circles), predicted future
positions (magenta circles), the reference trajectory (cyan circles), the reference collision-
free spline (cyan), other sampled collision-free paths (green), sampled non-collision-free
paths (blue), and obstacle (red rectangle). To the right in Fig. 6.9 are the control input
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Figure 6.6: Control inputs during zig-zag maneuver.
histories (red) and future predictions (blue dashed) over the timesteps of the scenario. In
Fig. 6.10 we display the tracking error for this short simulation. As we can see, the pres-
ence of obstacles and path resampling does not pose a problem for the path parameterizer.
The path parameterizer is still able to provide a reference trajectory that the vehicle can
follow within the allowed tolerance.
6.4 Discussion
We have introduced a method that can be integrated with existing path generation tech-
niques to produce collision-free, controller feasible reference paths. This is a step towards
solving the safety-critical problem of planning and control integration for autonomous ve-
hicles. A feedback-based nested MPC design was proposed that can be implemented using
derivative-based optimizers for fast turnaround times. The key to this design is the symSS
formulation of the low-level control MPC (see: Chapter 3). From this base we could ap-
proximate its action by an explicit function and so incorporate it as a model within an outer
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Figure 6.7: Lane change maneuver.
MPC called the path parameterization MPC. The results presented here are preliminary
but hint at the usefulness of the method.
In future work, improvements to the NLP optimizers, as well as objective function def-
inition and tunings, will be investigated for a wide range of realistic driving scenarios. In
particular, the inclusion of yaw angle tracking will be included for better collision avoid-
ance. We also wish to construct a complete integrated planning and control package by
integrating our nested MPC with a robust and fast collision-free path generator. Future
work should examine the utility of this level of integration in comparison to standard ap-
proaches. Particular care should be focused on special cases concerning difficult obstacle
arrangements for which pure replanning is not satisfactory. Questions of stability and
robustness of the nested MPC design have not been examined.
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Figure 6.8: Lane change tracking error.
Figure 6.9: Snapshot of an obstacle avoidance simulation.
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Figure 6.10: Reference tracking error during obstacle avoidance simulation.
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Chapter 7
Fast Hybrid NMPC Using
Quasi-Translations
In this chapter we present the quasi-translation (QT) strategy for mixed-integer MPC
problems. This strategy handles the complexity introduced by discrete controls in a sim-
ple manner that takes advantage of the sequential nature of the FHOCPs. We restrict the
set of possible discrete control sequences considered at each time step by using parame-
terized quasi-translations, which relate discrete controls over consecutive timesteps. The
parameters can be tuned to balance controller performance, chatter and turnaround time.
We also introduce an approach to handle hybrid models with state-dependent switches for
use with a symbolic formulation of the MPC problem that integrates easily with the QT
strategy.
We investigate the QT strategy for a variety of hybrid nonlinear MPC problems includ-
ing the classic benchmark Lotka-Volterra fishing problem, an electric submarine problem,
a diesel airpath control problem and an autonomous vehicle problem. Results show the QT
strategy consistently yields a reduction in turnaround times with excellent or minimally
degraded performance as compared to competing strategies. In some cases, the QT strat-
egy is able to find desirable solutions that other methods could not. An investigation of
the parameters of the method is also conducted indicating that the computational bound
of the QT strategy can be kept quite small in practice.
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7.1 Hybrid MPC Review
Discrete inputs, ranging from simple on/off buttons to complex commands expressed in
a natural language, are ubiquitous among systems in our world. These inputs share the
common feature that they belong to countable sets, i.e. there is a bijective mapping
between them and a subset of the integers, and thus they are commonly deemed “integer
controls”. Being able to precisely control such systems presents a challenge since the lack
of smooth inputs contradicts the underlying assumption of continuity present in optimal
control theory.
Traditionally, the tools of control theory have been developed to handle systems gov-
erned by smooth dynamics and with smooth inputs. In recent years significant work has
been devoted to the optimal control of hybrid systems that exhibit both smooth and dis-
crete behaviours; see [88] and the references therein. Examples of hybrid systems include a
human walking [89] and numerous automotive subsystems [90, 91]. These systems combine
regimes with smooth dynamics along with a discrete switching logic. Controlling hybrid
systems in an optimal fashion presents both a theoretical and practical challenge as such
systems are ubiquitous. In the field of MPC, hybrid systems control has also been a recent
focus of research, though much of the theoretical results are limited, as they pertain only
to piecewise affine systems [92]. Problems with hybrid behaviour are still very challenging
for real-time NMPCs.
Difficulties arise in solving (2.2) when discrete components are present in the problem.
Two such situations that we address in this paper are: 1. when some components of the
control u belong to a countable set (i.e. are discrete-valued) or, 2. when the model φ
has state-dependent switches. We note these situations are not mutually exclusive. For
situation 1, we can reformulate the controls such that u ∈ Rm−d × Zd with d ≥ 1.
In this chapter we extend the QT strategy to the second case of fast hybrid system
control using NMPC. Both situations in fact fall under the umbrella of hybrid systems
since discrete behaviour is present in the models of both. In the optimal control literature,
hybrid systems have been classified as either externally forced systems (EFS), those with
discrete inputs (situation 1), or internally forced systems (IFS), those with state dependent
switching (situation 2) [88, 93]. An EFS is said to contain explicit (or controllable) switches
while an IFS has implicit (or state-dependent) switches. In the optimal control literature,
IFS systems are considered more difficult to handle but recent methods have been proposed
to mitigate some of the issues [94]. In the MPC setting the problem is simplified and
we propose a fast strategy to handle the implicit switching behaviour of these systems
efficiently.
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For externally forced systems it is straightforward to cast Problem (2.2) as a Mixed-
Integer Nonlinear Programming (MINLP) problem. However, the complexity that the
discrete controls introduce remains and must be handled by a MINLP solver and it is known
that MINLPs are NP-Hard and can even be undecidable [15, 16, 95]. There are a multitude
of MINLP solver methods, see [96, 97].These solvers typically operate by reformulating
and decomposing the MINLP into simpler subproblems like MILPs or NLPs. For example,
techniques such as Branch and Bound (BB) and Cutting Plane methods perform a tree
search of the integer controls space in order to decrease the computational cost [98, 99, 75].
However these solvers can suffer from an exponential growth in solution complexity if all
branches of the tree need to be visited. Further, they often rely on heuristics, which greatly
affects the success of the method. These properties make them unsuitable for real-time
MPC applications The QT strategy, presented here, provides a method with a hard upper
bound on the solution complexity in terms of design parameters. Essentially, this strategy
uses realistic assumptions about the discrete control inputs to dramatically reduce the
computation.
7.2 Quasi-Translations for Externally Forced Hybrid
NMPC
The development of QTs for externally forced hybrid NMPC is guided by two assumptions:
1. our future predictions are almost perfect, and
2. the present is inevitable.
We translate these assumptions into constraints on integer controls via the following argu-
ment. Suppose we wish to control a system with a single binary input using NMPC. At
any given timestep our NMPC returns an optimal binary input sequence of length H (the
size of the horizon) of which we implement only the first element. If our future predictions
were perfect, then exactly that sequence of inputs will be implemented over the next H
steps. In particular, any switches in control input will be realized as predicted H timesteps
previously. So from one timestep to the next we would see any switches predicted in the
horizon advance one step closer to being realized. Since our future predictions are not
exactly perfect, the timing of the switches in the solution from one timestep to the next
should not differ by more than some upper bound. This constraint implements the first
assumption. Our second assumption tells us that new switches in the control sequence can
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only be introduced at the end of the horizon, i.e. they can only be realized after being
predicted.
The effect of these assumptions is twofold. First, we can dramatically reduce the set
of integer control sequences under consideration and thus bound the computational cost
of the NMPC. For a binary control there are at worst 2H binary control sequences to
consider. Many MINLP solvers employ a tree search strategy that may be able to find an
optimum by enumerating many fewer cases but in the worst case they may still require a
full enumeration. Secondly, we can control the chatter of the integer controls to restrict
undesirable behaviour. Loosely speaking, a QT of an integer control sequence is any other
integer control sequence that shares the same approximate switch timings and for which
any switches not present in the original are near the end of the sequence.
During the online operation of the MPC, the set of QTs of the integer controls of the
solution at the previous timestep are used as candidates. The task of choosing an initial
integer control sequence is not addressed here. One possibility is to utilize precomputed
MINLP solutions for a variety of realistic initial conditions as potential warm-start values.
7.2.1 Background
For purposes of exposition we consider purely binary controls in the following. This is
not as restrictive as it may first seem since all integer controls can be rewritten using a
combination of binary ones [100].
Let us denote a binary sequence by B = [b(1), . . . ,b(H)] ∈ {0, 1}H . A switch occurs
when consecutive elements differ. The number of switches s a binary sequence has is s(B) =∑H−1
k=1 |b(k + 1) − b(k)|. A consecutive subsequence of elements denoted by B[i,i+N ] =
[b(i),b(i+ 1), . . . ,b(i+N)] such that
[s(B[i,i+N ]) = 0] ∧ [i > 1⇒ s(B[i−1,i+N ]) = 1] ∧ [i+N < H ⇒ s(B[i−1,i+N+1]) = 1]
is called a block, i.e. a consecutive subsequence of equal elements of maximal length. When
both i > 1 and i + N < H the block is called an internal block. We call b(i) the front,
b(i+N) the end and N + 1 the length of the block. Thus, the number of blocks in a
sequence B is s(B) + 1 and the number of internal blocks is max{s(B)− 1, 0}. We denote
the set of block fronts by F (B) = {i ∈ {2, . . . , H}|b(i) 6= b(i− 1)} and the set of block
ends by E(B) = {i ∈ {1, . . . , H − 1}|b(i) 6= b(i+ 1)}. So s(B) = |F (B)| = |E(B)|.
Further, the length of the smallest internal block is given by
l(B) =
{
0 if |E(B)| ≤ 1
min{e(i+ 1)− e(i)|e(i) ∈ E(B)} otherwise
.
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As an example, consider B = [1, 1, 0, 0, 1, 1, 1] then
s(B) = 2, E(B) = {2, 4}, F (B) = {3, 5}, l(B) = 2.
The above definitions can be straightforwardly generalized to arbitrary integer sequences.
To control the switching frequency of our controller we consider only those sequences
with a maximum number of switches 0 ≤ s ≤ H − 1 and a minimum internal block length
1 ≤ l ≤ H−2. Using these parameters we can define the set of sequences with a maximum
number of switches s and minimum internal block length l,
B(s, l) = {B ∈ {0, 1}H |[s(B) ≤ s] ∧ [l(B) ≥ l]}.
Determining the cardinality of B is a difficult problem belonging to the field of restricted
compositions in combinatorics. No straightforward closed formula exists for an arbitrary
choice of parameters. Using well-known results for integer compositions we can provide a






Next we introduce two types of QTs. There are potentially many others to be explored
but we limit our discussion to the following.
7.2.2 Crab-Walk Quasi-Translations
In this strategy the set of allowable sequences at a given timestep are constrained to be stiff
translations of the solution at the previous timestep. Thus the length of the internal blocks
are fixed and hence the blocks move along the prediction horizon over multiple timesteps
akin to a crab walking.
We define the set of Crab-Walk QTs (CWQTs) of a sequence B by
R(B; s, l, r) = B ∪
(
Rf (B; r) ∪Rb(B; r)
)
∩ B(s, l)
where r ≥ 1 is an upper limit on the number of steps taken,
Rf (B; r) = {B′ ∈ {0, 1}H |[B′[1,H−r′] = B[r′+1,H]] ∧ [r′ ≤ r]}
is the set of allowed forward translations and
Rb(B; r) = {B′ ∈ {0, 1}H |[b′(1) = . . . = b′(r′) = b(1)] ∧ [B′[r′+1,H] = B[1,H−r′]] ∧ [r′ ≤ r]}
is the set of allowed backward translations. Note that in Rb we restrict elements at the
beginning of the sequence so no new switches occur, unlike Rf where we allow new ele-
ments in the tail to be arbitrary. This is done to mitigate chatter since any new switches
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introduced at the end will have to be translated to the front of the sequence over multiple
timesteps and cannot occur arbitrarily at the front. As an example, if B = [1, 1, 0, 0, 1, 1, 1]
then
R(B; 2, 1, 2) = {[0, 0, 1, 1, 1, 0, 0],
[0, 0, 1, 1, 1, 1, 0],
[0, 0, 1, 1, 1, 1, 1],
[1, 0, 0, 1, 1, 1, 1],
[1,1,0,0,1,1,1],
[1, 1, 1, 0, 0, 1, 1],
[1, 1, 1, 1, 0, 0, 1]}.
The parameters s, l, r allow us to limit the size of R. By a simple counting argument
we can provide an upper bound that is independent of H
|R(B; s, l, r)| ≤ |R(B;H − 1, 1, r)| ≤ 2r+1 + r − 1.
7.2.3 Inchworm Quasi-Translations
In this strategy a subset of the ends or fronts of blocks have their values swapped so that
internal blocks are allowed to grow and shrink. In this way the internal blocks can move
along the horizon over multiple timesteps like an inchworm.
The set of Inchworm QTs (IQTs) of a sequence B is defined as
S(B; s, l, p) = B ∪
(
Sf (B; p) ∪ Sb(B; p)
)
∩ B(s, l)
where p ≥ 1 is an upper limit on the number of elements that can be swapped,
Sf (B; p) = {B′ ∈ {0, 1}H |[b′(i) = b(i+ 1), i ∈ D] ∧ [b′(i) = b(i), i /∈ D ∪ {H}],
D ⊆ E(B), 0 ≤ |D| ≤ p} \B
is the set of allowed forward translations and
Sb(B; p) = {B′ ∈ {0, 1}H |[b′(i) = b(i− 1), i ∈ D] ∧ [b′(i) = b(i), i /∈ D],
D ⊆ F (B), 1 ≤ |D| ≤ p}
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is the set of allowed backwards translations. Similar to the crab-walk strategy only
the forward set allows new switches to be introduced and so switches must propagate
over timesteps from the tail to the beginning of the sequence.As an example, if B =
[1, 1, 0, 0, 1, 1, 1] then
S(B; 2, 1, 2) = {[1, 0, 0, 0, 1, 1, 1],
[1, 0, 0, 1, 1, 1, 1],
[1, 1, 0, 1, 1, 1, 1],
[1,1,0,0,1,1,1],
[1, 1, 0, 0, 0, 1, 1],
[1, 1, 1, 0, 0, 1, 1],
[1, 1, 1, 0, 1, 1, 1]}.
Similar to the crab-walk strategy we can provide an upper bound on the size of S that
is independent of H
|S(B; s, l, p)| ≤ |S(B; s, 1, s)| ≤ 3× 2s − 2.
Both strategies realize our guiding assumptions by careful selection of forward and
backward sets. The parameters allow us to restrict the size of the set of possibilities and to
control the chatter frequency by limiting the rate of translation and time between switches.
7.3 Greedy Quasi-Translation Optimization for NMPC
Using QT strategies we can restrict the potential integer control sequences to a much
smaller set of possibilities at each timestep of an MPC. However, a full enumeration ap-
proach of this smaller set may still be prohibitive since the size of the set of QTs scales
exponentially with the design parameters, s and r or p, in the worst case. Following the
intuition of our first assumption further, we present a greedy search method to find an ap-
proximate optimal QT. The greedy aspect of the search method results in some candidate
solutions being missed. The algorithms scale logarithmically with the size of the set of
potential QTs, which drastically cuts down on the computation time. Further, if there are
multiple integer controls, these search algorithms can be interleaved so that the additional
cost is only additive.
In the following we present an algorithm for each of the QTs introduced. Both of
these utilize a greedy scheme with a recursive sub-routine that simultaneously optimizes
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the discrete and continuous inputs. The search algorithms, Algorithm 2 and Algorithm 3,
proceed by looking for decreases in the objective function by making sequential single-
element QTs beginning at the first element and then progressing to the end of the horizon.
This is done in tandem with the simultaneous optimization of the continuous variables using
a NLP routine. Once an improvement is found, the algorithms proceed within the forward
or backward set in which the improvement was first found. The greedy CWQT algorithm
acts by sliding internal blocks forward or backwards and the greedy IQT algorithm acts
by swapping the ends or fronts of blocks. Both are biased to look for improvements in the
forward set first.
We denote the NLP routine that solves Problem (2.2) with fixed integer inputs B and
returns the objective function value by Γ(B). We define Γ(∅) =∞. Evaluating Γ is by far
the most computationally expensive sub-routine as it solves an NLP problem and thus its
calls should be minimized. Algorithm 2 finds an approximate CWQT optimum with worst-
case performance (2r + 1) × O(Γ) and Algorithm 3 finds an approximate IQT optimum
and has worst-case performance (2s+ 1)×O(Γ).
7.4 Internally Forced Hybrid Systems NMPC
Internally forced hybrid systems (or implicitly switched systems) are notoriously difficult
to handle in an optimal control setting. In the following we describe a method to handle
such systems by introducing artificial controls.
A discrete-time hybrid model with implicit switches can be described by the model
subsystems (or modes) fm and switching functions σ
i
m, m ∈ M, i ∈ {1, . . . ,mn}. In the
following we assume there are no state jumps (or discontinuities) at the mode transitions
and the switching functions are reasonably smooth. In more detail we can describe such a
system by
x(k + 1) = fm(x(k),u(k); ∆t)
wherem ∈M is the active mode. A modem is active when (x,u) ∈ Am = {(x,u)|σim(x,u) ≤
0, i = 1, . . . ,mn}. We assume the system model is well-defined so that all Am,m ∈M are
disjoint and that the model domain is contained in
⋃
m∈MAm.
We can handle the difficulties presented by hybrid systems in the symSS formulation
by introducing artificial controls w corresponding to the hybrid system’s modes. We then
embed the hybrid model into the larger class of continuous systems allowing us to generate
exact derivatives despite the discrete behaviour of the system. The resulting computation
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Algorithm 2 Greedy Search for Optimal B′ ∈ R(B; s, l, r)
1: function GreedyCrabWalk(B)
2: C ← Γ(B)
3: return Step(B, C, forward, 0)
4: function Step(B, C, direction, count)
5: if count ≥ r then
6: return B
7: if direction is forward then
8: B′ ← {[B[2,H],b(H)]} ∩ B(s, l)
9: B′′ ← {[B[2,H],¬b(H)]} ∩ B(s, l)
10: else
11: B′ ← {[b(1),B[1,H−1]]} ∩ B(s, l)
12: B′′ ← ∅
13: C ′ ← Γ(B′)
14: C ′′ ← Γ(B′′)
15: if min{C,C ′, C ′′} = C then
16: if count = 0 then
17: return Step(B, C, backward, count)
18: else
19: return B
20: else if min{C,C ′, C ′′} = C ′ then
21: return Step(B′, C ′, direction, count + 1)
22: else
23: return Step(B′′, C ′′, direction, count + 1)
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Algorithm 3 Greedy Search for Optimal B′ ∈ S(B; s, l, p)
1: function GreedyInchWorm(B)
2: E ← E(B) ∪ {H}
3: F ← F (B)
4: C ← Γ(B)
5: return Inch(B, C, E, F, 0)
6: function Inch(B, C, E, F, count)
7: if E = {H} and count ≥ p then
8: count← count− 1
9: if E ∪ F = ∅ or count ≥ p then
10: return B
11: m← min{E ∪ F}
12: if m = H then
13: B′ ← {[B[1,H−1],¬b(H)]} ∩ B(s, l)
14: else if m ∈ E then
15: B′ ← {[B[1,m−1],b(m+ 1),B[m+1,H]]} ∩ B(s, l)
16: else
17: B′ ← {[B[1,m−1],b(m− 1),B[m+1,H]]} ∩ B(s, l)
18: C ′ ← Γ(B′)
19: if C ≥ C ′ and m ∈ E then
20: return Inch(B′, C ′, E \ {m}, ∅, count + 1)
21: else if C ≥ C ′ and m ∈ F then
22: return Inch(B′, C ′, ∅, F \ {m}, count + 1)
23: else if C < C ′ and (E = ∅ or F = ∅) then
24: return B
25: else
26: return Inch(B, C, E \ {m}, F \ {m}, count)
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then contains derivatives of all branches and we select our modes by choice of w. Compu-
tational issues may arise when computing the derivatives for inactive modes as they may
not be defined, e.g. 1/
√
y when y < 0, but with the inclusion of appropriate safeguards
in our generated code these can be safely mitigated. It should be noted that the artificial
controls are not genuine degrees of freedom since we must have consistency between (x,u)
and w, i.e. w activates mode m if and only if (x,u) ∈ Am.
If we consider the hybrid model as a computational sequence then the switching func-
tions can be seen as conditions for the different branches of the intermediate variable
evaluation. For example, the function
f(x, u) =
{
x2 − u2 |x| ≥ |u|
1
u2−x2 |x| < |u|
can be written as the sequence
t1 ← u2
t2 ← x2
t3 ← t2 − t1






Using an artificial variable w ∈ {0, 1} we can rewrite (7.1) as
t1 ← u2
t2 ← x2
t3 ← t2 − t1




which is equivalent to (7.1) when the following consistency condition is satisfied w = 1⇔
|x| ≥ |u|.
For intermediate variables with multiple branches we need only introduce a single ar-
tificial variable w ∈ {ω1, . . . , ωn} whose range is equal in cardinality to the number of
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branches n, e.g. the branching sequence
ifρ1(x, u) ≤ 0 then
tj ← β1(x, u)
else ifρ2(x, u) ≤ 0 then
tj ← β2(x, u)
...
else ifρn(x, u) ≤ 0 then
tj ← βn(x, u)
(7.3)









ωi−ωm is the ith Lagrange basis polynomial so that Li(ωk) = δik.
Statements (7.3) and (7.4) are equivalent when w = wi ⇔ ρi(x, u) ≤ 0.
The above method allows us to compute exact derivatives despite the hybrid nature
of the model and utilize the symSS formulation. Knowing x0,U we can compute the
consistent sequence of artificial controls W by simply simulating the original hybrid model.
Thus during the iterations within a solver we can maintain consistency as U is updated. For
an MPC problem with fixed timestep, finding a consistent W is simpler than in the general
setting of hybrid optimal control where one needs to search for the optimal switching points.
7.5 Case Studies
We have selected a variety of problems to both demonstrate and examine the QT strategy
for hybrid NMPC problems. The first is the Lotka-Volterra fishing problem, a classical
optimal control problem with a binary input, second is an electronic submarine problem
that has one continuous input and one discrete input, third is an autonomous vehicle
problem that has mixed-integer controls with an automatic transmission model, lastly is a
diesel airpath problem that has a binary control with internal switches.
To evaluate the performance of the QT strategy we compare it to solutions generated
using the Basic Open-source Nonlinear Mixed Integer programming (BONMIN) solver
[101], chosen as a representative MINLP solver, and the convexification and relaxation
(C&R) method of [102, 100]. For all solvers we pre-computed and optimized the appropriate
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exact gradients and Hessians using the symSS formulation described in section 7.4. Thus
for BONMIN and the C&R solvers this led to larger dimensional optimization problems
since the discrete controls were relaxed and included as optimization variables. Constraints
were handled using penalty functions for the QT strategy and the C&R method and were
passed directly to the BONMIN solver. The BONMIN solver was run using default settings
with either the Branch and Bound (BB) or Outer-Approximation (OA) algorithm. The
details of these algorithms can be found in [101].
All simulations were run using MATLAB 2017b on a desktop with an Intel(R) Core(TM)
i7-4790 CPU. BONMIN was run on MATLAB using the OPTI Toolbox v2.27 [103].
7.5.1 Lotka-Volterra Fishing Problem
The Lotka-Volterra Fishing Problem is a classic benchmark problem in controls that can
be found in [104] and described on mintoc.de. The goal is to find an optimal fishing
strategy to bring both predator and prey fish to a specific steady state. In the following
formulation we regard the control to be binary, i.e. either no fishing or maximal fishing.







subject to x(k + 1) = x(k) + ∆tl(x(k),u(k)),
k = 0, . . . , H − 1
U ∈ {0, 1}H




. The simulations are




. The model arises from an explicit Euler
discretization of the continuous time ODE model, ẋ = l(x,u) =
(
x1(1− x2 − 25u)
x2(−1 + x1 − 15u)
)
.
A dynamic programming (DP) solution was found using [105] where the defined state
grid contained 1000 equidistant points on the interval [0, 2]. The C&R solution used the
IPOPT solver (interfaced with MATLAB using the OPTI Toolbox v2.27) with maxiter =
10 and sum up rounding (SUR) strategy with a threshold of 0.5 [100]. Since there are no
continuous optimization variables for this problem, no derivative information was needed
for the QT methods only — the cost function itself.
In Fig. 7.1 we compare the trajectories of all solution methods. The parameter settings
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Figure 7.1: Sample solution trajectories for different solvers (black solid with circles: DP,
red dashed with squares: IQT, blue dashed with squares: CWQT, dot-dashed green with
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Figure 7.2: Sample control sequence for the different solvers (black solid: DP, red dotted:
IQT, blue dashed: CWQT, dot-dashed green: C&R, magenta solid: BONMIN-OA, cyan
dotted: BONMIN-BB). The plots are split into 2 to ease readability.
of the QT solutions are IQT: s = 3, l = 1, p = 3 and CWQT: s = 3, l = 1, r = 5. The two
BONMIN solutions are equal and overlap entirely. We can see all solutions approach the
point xr.
In Fig. 7.2 we display the control sequences of the different solutions. We can see the
DP solution, with its global knowledge, is able to switch the least and achieve the best
performance. All NMPC solutions first switch at the same timestep, before 2s, whereas
the DP solution switches later. Surprisingly, the BONMIN and C&R solutions arrive at
very similar switching behaviour as can be seen in the second plot.
In terms of performance, the DP solution performed best (with an overall cost of 1.55
where the overall cost is defined by ∆t
∑
‖x(k) − xr‖2 where the sequence x(k) is the
solution over the entire simulation). Next best was the C&R and BONMIN solutions
which were 34% worse (at 2.08) followed by the CWQT, IQT solutions which were 35%
(2.10) and 36% (2.11) worse, respectively. Relative to the DP optimum the QT solutions
were at most 2% worst than the BONMIN solution.
The BONMIN and C&R solutions switch 20 times over the 12s simulation and the DP
only 10. The CWQT and IQT solutions switch 10 and 6 times, respectively. Thus the
QT solutions reduce control switching by at least 2 (compared to BONMIN) with a small
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Figure 7.3: Sample TATs of the solvers (black solid: DP, red dashed: IQT, blue dashed:
CWQT, dot-dashed green: C&R, magenta dotted: BONMIN-OA, cyan dotted: BONMIN-
BB).
performance degradation.
In Fig. 7.3 we display a sample of the turnaround times (TATs) of the solvers over a
simulation. The QT solutions have at least an order of magnitude smaller average TATs.
The BONMIN solutions are the slowest. This large gap in computing time can justify the
use of the QT strategy despite the small performance degradation.
In the following we examine the role of the parameters on the performance of the
QT solutions, as well as the greedy QT search. Given H = 10, we consider s, p, r ∈
{1, . . . , H − 1}, l ∈ {1, . . . , H − 2}. Over this parameter range the best performance of
CWQT using the greedy search is 2.0977, whereas the best performance of CWQT using
full CWQT enumeration is 2.0755. Similarly, for IQT the best performance using the greedy
search is 2.0979 and using full IQT enumeration is 2.0973. Thus in the case of CWQT the
greedy algorithm performs only 1.07% worse and in the case of IQT it performs only 0.03%
worse. Thus the use of the greedy optimization scheme does not significantly degrade the
performance over a naive full enumeration approach. In the following, we utilize the greedy
QT scheme by default.
In Fig. 7.4 we display the cost performance of CWQT relative to the best performance
over the set of parameters. As can be seen, performance degrades steadily with larger l, is















Figure 7.4: Relative CWQT performance (%).
In Fig. 7.5 we display the cost performance of IQT relative to the best performance over
the set of parameters. Performance is best for larger s and p with small l. Interestingly
large l does not degrade performance steadily like the CWQT case. Again performance is
worst when s = 1 and is also poor for p = 1.
In Figs. 7.6 and 7.7 we display the maximum number of NLP subproblems solved (an
architecture-free measure of TAT) during a timestep over the set of parameters for CWQT
and IQT, respectively. Here we can see l has a large effect on this value. Only for small
values of l do s, r, p have a significant impact.
In Figs. 7.8 and 7.9 we display the number of switches that occurred over the simulation
for CWQT and IQT, respectively We see that for larger l chatter is kept to a near minimum,
independent of s, r, p. When l = 1 chatter increases most dramatically especially for large
s. In CWQT this relation is most pronounced.
To minimize TAT, chatter and cost we want to pick a parameter set that approximately
minimizes all 3 plots. From the trends present in these plots it appears that small values of














































































Figure 7.9: IQT number of realized switches
93
7.5.2 Diesel-Electric Submarine Problem
The goal of the controller in this problem is to find an optimal strategy to run the generators
of the submarine so that the state of charge (SOC) of the battery is maintained at a
reasonable level while minimizing the noise generated and ensuring the submarine travels
a certain distance. The submarine is battery powered with three diesel generators for
recharging. Each generator operates in 2 modes: normal and supercharged mode (which
regenerates faster but more loudly).
Details of the dynamic model can be found in [106, 107], which we describe here briefly.
The model is described by the differential equation






where x1 is the battery SOC and x2 is the distance travelled by the submarine, u2 ∈
{0, 1, . . . , 6} is the operating mode of the submarine and u1 is the speed of the submarine.









+ 8 u2 6= 0
u31
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+ 5 u2 = 0
,
respectively, where a(u2) is the u
th
2 element of a = [0, 0.3564, 0.333, 0.5128, 0.6666, 0.7692, 1]
(beginning at element 0) is the fraction of full power produced by the generators given the
operating mode v. Furthermore, based on physical constraints and desired submarine
operation the following constraints are enforced: u1 ∈ [5, 60] (km/h) and x1 ∈ [20, 100].
To formulate our finite horizon optimization problem we discretize (7.5) using the ex-












[β ln(n(u2(k)) + 1) + υρp(u1(k))
2]
+ γ(x2(H + 1)− L[i])2
subject to x(k + 1) = x(k) + ∆tS(x(k),u(k)), k = 0, . . . , H − 1
X ∈ ([20, 100]× R)H
U ∈ ([5, 60]× {0, 1, . . . , 6})H
where H = 20, α = 103, β = 2× 104, γ = 2× 104, σ = 1, υ = 100, L[i] = 840 i+H
tf/∆t−H
,∆t =
0.01hr, tf = 24 hr and n(u2) is the u
th
2 element of [0, 10, 15, 20, 30, 30, 45] (beginning index
at 0) is the noise produced by the generators of an operating mode during recharge. To
enforce the box constraints we used the penalty function (3.3) presented in Chapter 3. The





We apply the QT strategy by introducing an artificial variable w ∈ {0, 1} such that






















+ 5). We also used polynomial interpolations of
functions a, n. To apply the C&R method we used a SUR strategy as well as polynomial
interpolations of functions a, n.
In Fig. 7.10 we compare the trajectories of the solvers. In these simulations we have
selected the following parameters, CWQT: s = 3, l = 1, r = 2 and IQT: s = 2, l = 1, p = 2.
The BONMIN and C&R solutions try and maintain near maximum SOC while the QT
solutions are more flexible. In terms of final distance travelled the C&R solution performs
best being only 7.00km off target (a 0.83% relative error) while the CWQT performs worst
being 29.69km off the target distance of 840km (a 3.53% relative error) or 2.7% worse.
In Fig. 7.11 we can see the highly variable control strategies of the different solvers. The
QT solutions exhibit regular periodic switching behaviour that is very similar qualitatively
to the solutions in [107] which use the MISER3.2 software based on [108]. This solution
consists of periods of maximal speed with rapid charging followed by periods of low speed
and no charging. The BONMIN and C&R solutions exhibit rapid switching of one control
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Figure 7.10: Solver trajectories (dotted pink: BONMIN-BB, solid green: C&R, dashed
blue: CWQT, dashed red: IQT).
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Figure 7.11: Solver performance (dotted pink: BONMIN-BB, solid green: C&R, dashed
blue: CWQT, dashed red: IQT).
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Figure 7.12: Solver TATs. (dotted pink: BONMIN-BB, solid green: C&R, dashed blue:
CWQT, dashed red: IQT)
while holding the other near constant. Interestingly, they do this to opposite controls.
However, both are highly undesirable since rapid switching or chatter contributes to a
plant’s degradation.
In Fig. 7.12 we display the TATs of a sample simulation. In this figure the mean TATs
are: 57.16s for BONMIN, 1.931ms for C&R, 0.6237ms for CWQT and 0.7670ms for IQT.
The TATs of the QT solutions are again smaller than the other methods.
In the following we briefly discuss some of the effects the parameters have on the QT
solutions. Firstly, it was found the parameter l had no discernible impact on performance
for both QT strategies. This is likely due to the low switching frequency of the QT
solutions. In the following we display the results for the CWQT strategy over the range
s, r ∈ {1, . . . , H} for l = 1.
In Fig. 7.13 we display the relative increase in error over the simulation compared to the
smallest value (error here is given by ∆t
∑
α(x1(k)− 100)2 + β ln(n(u2(k)) + 1) where the
sum is taken over all steps of the simulation). In Fig. 7.14 we display the relative terminal
position error, |x2(tf ) − L|/L where L = 840km. From these we can see r has minimal
effect on performance. Only s has an impact, particularly at smaller values where we see
a tradeoff on terminal position accuracy for cost. In Fig. 7.15 we display the maximum
number of NLP subproblems per timestep over the simulation. Again r does not play a








































Figure 7.15: CWQT maximum number NLP subproblems per timestep.
For the IQT strategy all parameters s, l, p were found to have insignificant impacts
on performance. The relative errors and maximum number of NLP subproblems were all
effectively constant. In terms of cost the CWQT strategy performed about 9% better. For
both strategies there was no parameter effect on the number of switches present in the
solution.
For this problem it is interesting to see that the QT strategy is able to find a desirable
strategy that the competing methods could not. The low frequency switching of the found
solution largely negated the effects of the parameters (except s for CWQT) but indicates
that for problems with a natural low frequency of switching, the QT solution can find it
quickly. For this problem it is interesting to see that the QT strategy is able to find a
desirable strategy that the competing methods could not. The low frequency switching of
the found solution largely negated the effects of the parameters (except s for CWQT) but
indicates that for problems with a natural low frequency of switching, the QT solution can
find it quickly.
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7.5.3 Diesel Airpath Model
The main goal of this controller is to track a reference output trajectory where y =(
pint φEGR
)T
are the intake manifold pressure and exhaust gas recirculation (EGR) rate,
are the outputs of interest. Tracking these two outputs allows the engine to meet the
driver’s demands while satisfying emission requirements. The diesel airpath (DAP) model
under consideration is a 9 state, nonlinear, physics based-model with 3 continuous controls,
1 binary control, 2 disturbance inputs and 2 internal switches. The disturbance inputs of
the model were held constant in our simulations. More information on the model and its
derivation can be found in [53] and the references therein.
A further objective of the controller is to minimize the rate of change of the controls
u =
(
θ uEGR uV GT v
)T
, throttle command [% closed], EGR valve command [% open],
variable-geometry turbocharger (VGT) command [% normalized], and EGR cooler bypass
setting while satisfying the control bounds θ ∈ [0, 100], uEGR ∈ [0, 70], uV GT ∈ [40, 80] and




‖y(k)− yr(k)‖2Q + ‖∆u(k)‖2R + ‖ρp(u(k))‖2W





, R = diag
(
10 10 10 0
)
, W = diag
(
1 1 1 0
)
. The control bounds are
enforced using the penalty function (3.3) from Chapter 3 evaluated entry-wise for vector-
valued arguments. This problem has the same form as the control problem in Section 5.3.2.
In this study however, we consider a different plant model that is hybrid with constant
external inputs.
In Fig. 7.16 we display the tracking performance, as well as the internal switching
dynamics of the model for a sample simulation. We note that only a single internal switch
was activated over this simulation. Here we used a CWQT strategy as a representative for
the QT strategy since both strategies performed very similarly. It is clear from the figure
that the QT strategy performed best in tracking error compared to the C&R solution.
The values of this difference are captured in Table 7.1 which summarizes the results of 6
different simulations (including the one shown in Fig. 7.16). From Table 7.1 we see that the
QT method is more than an order of magnitude better at tracking than the C&R strategy.
In Fig. 7.17 we display the controls of the simulation displayed in Fig. 7.16. From this
we can see that the C&R strategy is unable to take advantage of the binary input (this was
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Figure 7.16: Solver performance (solid black: reference, dotted green: C&R, dashed/solid
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Figure 7.17: Controls. (dotted green: C&R, solid red: QT). All values have been normal-
ized and offset.
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pint [kPa] φEGR [-]
QT 0.2125 0.0012
C&R 10.9865 0.0719
Table 7.1: Mean RMS Tracking Error of 6 simulations
bypass mode is equal. It is a shortcoming of the C&R strategy that a rounding strategy is
unable to take advantage of the binary input.
Similar to the electric submarine problem the parameters did not effect the QT solutions
significantly. This again is largely due to the relatively slow switching frequency of the
problem. We do not report TATs for this problem since we could not get a fair comparison
of the two approaches. MATLAB was unable to convert the Hessian of the C&R strategy
to a MEX file.
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7.5.4 Autonomous Vehicle Problem
We apply the QT approach to an autonomous vehicle control problem that has two discrete
inputs: a binary pedal input, to ensure the exclusive action of the throttle or brake, and a
gear selection input. Previous work on mixed-integer optimal control of vehicles has only
considered the gear selection as an integer control, e.g. [109] developed a cruise-controller
with discrete gear input using dynamic programming combined with preprocessing, [110]
developed a predictive gear selection and cruise controller for a heavy truck using a BB
method and [102], [111] and [75] consider the optimal control of a vehicle with discrete
gear input using a convexification and relaxation method, a variable time transformation
approach, and a BB method, respectively.
In this study we demonstrate the use of QTs in the control of an autonomus vehicle.
We consider two hybrid models based on the one given in Appendix A. In the first case
we suppose the model has a manual transmission and so the gear input is an integer
control. In the second case we provide a rudimentary automatic transmission model based
on the vehicle speed so that the gear input becomes an implicit switch. For both cases
we introduce a binary control b ∈ {0, 1} to enforce exclusive pedal input and a normalized
pedal value θ ∈ [0, 1]. From these we can compute the brake force FB and throttle φ inputs
of the reference model via the following mappings FB = 15000(1 − b)θ and φ = bθ. Thus
the control inputs for this problem is given by u =
(
wδ θ b µ
)
.
The driving scenario is set up to mimic moderately aggressive urban driving and is
238.5s (≈ 4 min) in duration. The reference path and speed is plotted in Fig. 7.18.
The goal of the controller is to follow a reference trajectory while minimizing the inputs







‖ρp(u(k − 1))‖2W (7.6)





are the continuous inputs we wish to minimize and ∆v(k) =
v(k) − v(k − 1) (with ∆v(H) = 0) are the input rates. The weighting matrices are Q =
diag
(
104 104 2× 104 0 0 100 0
)









The states over the horizon are defined recursively using the explicit Euler method xk+1 =
x(k) + ∆tΦ(x(k),v(k)) where ∆t = 0.05s is the fixed timestep and Φ is the model’s vector
field (see: Appendix A). We set p = 4 and W = diag
(
10 100 0 0
)
in our simulations.
We now turn our attention to the first case, where there are two integer controls — the
pedal choice b and gear input µ. We compare our results to the solution found by the Basic
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Figure 7.18: The reference path follows a figure eight that begins and ends near (0, 0).
The corners are labelled in the order they are encountered. Between corners 1 & 2 there
is a lane change to the left, between corners 2 & 3 there is a double lane change, between
corners 4 & 5 there is a slow down maneuver and between corners 5 & 6 there is a lane
change to the right.
Open-source Nonlinear Mixed Integer programming (BONMIN) solver [101]. This solver
is chosen as a representative of existing MINLP methods. At each timestep BONMIN was
applied to J with bounds on u and linear inequalities enforcing sequential gear changes
as constraints. We also used a fourth-degree polynomial interpolation of the transmission
relation ig(µ), µ ∈ [1, 5] for the relaxed subproblems. BONMIN was implemented with all
default parameters as a NLP based BB algorithm, which we denote BONMIN-BB. Other
BONMIN algorithms, such as Outer-Approximation, were tried with default parameters
but they all failed at some stage of the simulation with an exitflag indicative of a solver
error or unbounded subproblem.
Using Maple, the objective function, its gradient and Hessian were generated and op-
timized as standalone functions. These functions were then converted to MEX functions
that we then used in our fast NLP method and we passed to BONMIN. All simulations
were run using MATLAB 2017b on a desktop with an Intel(R) Core(TM) i7-4790 CPU.
BONMIN was run on MATLAB using the OPTI Toolbox v2.27 [103].
We select one parameterization of each of the QT strategies to compare with the
BONMIN-BB solution. The first is a CWQT with parameters sb = 1, rb = 4, sµ = 3, lµ =
1, rµ = 3 and the second is an IQT with parameters sb = pb = 1, sµ = pµ = 3, lµ = 3. The
subscripts denote which integer control the parameters are determining. In Figures 7.19
and 7.20 we show an overview of the simulations over the entire scenario. Firstly, we note
the BONMIN-BB solution is remarkably similar in the switching times of the throttle/brake
input to the QT strategies. However, the gear selection differs more dramatically between
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Figure 7.19: Control inputs for the urban driving scenario. The solid black, solid red
and dotted blue lines are the BONMIN-BB, CWQT and IQT solutions.The pink and blue
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Figure 7.20: Position and velocity tracking errors.
solutions. This is to be expected since the gear selection µ is not controlled explicitly by
our choice of objective function but is implicitly influenced by the desire to minimize φ.
Greatest chatter of the BONMIN-BB solution occurs about the throttle/brake switches.
We can see that in all solutions the throttle to brake switches mostly occur going into a
corner and the brake to throttle switches mostly occur halfway through a corner, much
like a human driver. The position error of all solutions spike during cornering.
In Figure 7.21 we zoom in on the control inputs over the 10-50s period. From this figure
we can more clearly see a number of results. Firstly, the BONMIN-BB solution switches
more often than the QT solutions; however it is more efficient as it uses less total throttle
input. This is partly due to the controller tuning which placed much greater cost on
tracking error than control effort. Around the 120-150s period we see that the BONMIN-
BB solution is able to rapidly shift down and up during the straight slow-down maneuver
and thus be more efficient in its use of throttle. However, the BONMIN-BB solution at
some points switches gears 19 times (the maximum possible) within a one second span;
meanwhile the CWQT and IQT solutions switch gears at most 7 and 3 times within a
one second span, respectively. The QT strategy reduces the chattering behaviour at the
expense of efficiency.
Further, looking at Figure 7.20 we can see that the BONMIN-BB solution has better
tracking accuracy. The BONMIN-BB solution is never more than 11.94 cm from its target
position. In comparison, the IQT trajectory (which performs worst) deviates as much
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Figure 7.21: Control inputs close-up over the 10-50s timespan.
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Table 7.2: NMPC Accuracy





Table 7.3: NMPC Computation Times
Total Max Turnaround
(s) (s)
BONMIN-BB 6098.1 [-] 115.6 [-]
CWQT 18.8 [> 300×] 0.0084 [> 13000×]
IQT 12.1 [> 500×] 0.0057 [> 20000×]
as 17.64 cm from target. However, relative to the lane width (3.2 m) this is only a 2%
increase in position error. Similarly, BONMIN-BB is at most 2.5% better in terms of
relative velocity error. These results are expected since BONMIN-BB relies on the IPOPT
solver for its NLP subproblems, which we expect to find better solutions than our fast
NLP solver that uses a fixed number of Newton iterations. We summarize these results in
Table 7.2.
In Table 7.3 we summarize the computation time results along with the relative in-
crease in computing speed (shown in square brackets) for the entire scenario and maximum
turnaround time. This is where there is greatest difference in controller behaviour. The
QT approaches run orders of magnitude faster than BONMIN-BB and run faster than
real-time on our computing architecture that uses an Intel(R) Core(TM) i7-4790 CPU.
Most crucially we can see the importance of being able to bound the MINLP solution cost
since existing solution methods may require an exponential effort, dramatically increasing
turnaround times. Overall, given the relatively small decrease in tracking performance,
these timing results are excellent.
We know turn our attention to the second case where there gear is selected via a
state dependent switch, thus removing an external switch and introducing an internal one.
Inspired by [112] we place limits on the engine speed for particular gears. Because of
the rudimentary nature of the motor model this is equivalent to setting velocity limits on
the gears because the model contains a proportional relation between engine speed and
velocity. In our model, gear µ is active over the velocity interval [20(µ−1), 20µ] (in km/h),









Figure 7.22: Sample tracking error. Pink bands indicate cornering maneuvers and blue
bands indicate lane change maneuvers in the reference trajectory.
on the engine speed approximately equal to 2700rpm.
Because of the implicit switch introduced in the model we could not compare our
solution to a BONMIN solution since we could not access the solver at the level of its
iterates in order to utilize the symSS modification for hybrid systems (see: Section 7.4).
Further, for a wide swath of parameter values we could not find ones in which the
C&R method was successful in simulation. This is likely due to the coupled nature of the
controls. In this problem the binary control is not input directly but is multiplied by a
scaled continuous control to yield the brake and throttle inputs. The resulting Hessian
with relaxed binary input showed strong coupling between the controls b, θ that ultimately
led to issues of numerical ill-conditioning of the Newton steps.
In Figs. 7.22 and 7.23 we display the error and controls of a sample simulation for
CWQT with s = 3, l = 2, r = 3.
In Figs. 7.24 and 7.25 we display the position tracking performance of the CWQT and
IQT methods, respectively, over various parameters. The upper limit of 0.5m is a threshold
meaning some points coloured dark red may have a value even higher. For CWQT there
is a large range of parameter values that give good performance whereas the IQT strategy






























































Figure 7.26: CWQT maximum number of NLP subproblems.
r = 1 or p = 1 introduces some performance degradation over many s, l values for both
strategies. Unlike the results of Section 7.5.1 there is no consistent trend in l.
In Figs. 7.26 and 7.27 we display the maximal number of NLP subproblems per timestep
over various parameters. From these we can see the scaling of the CWQT problem size
with r and the scaling of IQT with s as noted in Section 7.3. Similar to other results l
significantly shrinks the number of subproblems for larger values.
From this data the CWQT strategy appears to operate well over a wider range of values
than IQT. It also appears that good performance can be achieved, in both cases, without
requiring parameters that allow for a large number of subproblems.
7.6 Discussion
We have presented a strategy that relies on simple assumptions to handle the difficulties
arising from discrete control inputs. This strategy, coupled with a greedy search method,
provides a hard upper bound on computational complexity that makes it suitable for real-















Figure 7.27: IQT maximum number of NLP subproblems.
By investigating a number of test problems, some with internal switches, we were able
to demonstrate the practicality of the QT strategy. In terms of controller performance,
the QT strategy performs favourably as compared to existing strategies, with a marked
reduction in controller TATs — often on the order of an order of magnitude or more. In
more than one case the QT strategy was able to find viable solutions where other solution
methods simply failed.
In general, it was found that the CWQT strategy performed best when there was a
significant difference in performance with the IQT strategy. It is the authors’ opinion
that future efforts should focus on the CWQT strategy and new variants thereof. The
complexity of this strategy grows linearly in the number of permitted steps r when using
the greedy search strategy. We consistently found that small r was sufficient for good
performance meaning this strategy provides a very promising method to tightly bound the
computational complexity of an online solver.
Theoretical questions raised by the QT strategy remain unexamined, such as, questions
about controllability or controller stability. The QT strategy shares features with the
Moving Window Blocking strategy presented in [55] which contains some stability and
feasibility results for linear time invariant systems. However, it is expected that significant
work is required to extend these results to a general hybrid nonlinear MPC setting with
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QTs. At this stage, the QT strategy is a heuristic strategy that provides a possible method





Overcoming the hard real-time constraint of real world systems has proven to be a major
challenge for MPC. In this thesis we present a variety of new strategies to accelerate the
TATs of nonlinear and hybrid MPCs. These range from utilizing the power of symbolic
computing for exact derivative generation, to restricting the FHOCP Lagrangian to an
affine subspace, to truncating the FHOCP Hessian using a perturbative expansion, to
enforcing common sense constraints on integer-controls. All of these work to reduce the
computational burden of some component of the FHOCP solver whether it be derivative
evaluation, a linear solve or integer constraint handling. There is a tradeoff to these
strategies, in that the TAT acceleration comes at the potential cost of reduced controller
performance. However, the acceleration in TAT yielded by some of these methods may be
enough to meet the real-time constraint of the application, thus expanding the possibilities
of MPC application.
The symSS formulation of a FHOCP leverages the power of symbolic computing to
generate optimized code for exact derivative evaluation. This formulation can be applied
with any derivative-based NLP. The purpose of this method is to handle the dynamic con-
straints, in particular, so that the dimension of the resulting NLP is of minimal dimension.
We suggest that inequality constraints be handled with penalty functions when using this
formulation, to maintain the minimal size of the problem. We used Maple in this thesis as it
gave us the advantage of generating the computational sequence symbolically, carrying out
procedural optimization, conducting automatic differentiation and generating optimized
MATLAB or C code entirely within a single application. This kept the MPC development
workflow efficient. A drawback to the symSS approach is scalability. Large models and
large horizons may present an issue in generating the derivatives. However, as the code
generation is done entirely offline, one can simply dedicate more computational resources
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to the problem. At the current time, we can compute the derivatives of state-of-the-art
problems with horizon lengths of 20-30 timesteps using nonlinear models of 10 states or less
on a standard desktop. A further difficulty presented with this approach is the numerical
ill-conditioning that can arise from using penalty functions. However, we note the issue of
ill-conditioning is an issue for any inequality constrained problem and must ultimately be
dealt with by the solver.
We introduced a novel application of POD to MPC reduction, called PODrMPC. In-
stead of using POD to reduce the order of the plant model, we instead applied POD to
the Lagrangian of the FHOCP within NMPC. This allows for a greater reduction of the
dimension of the optimization problem, leading to faster controller turnaround times. It
was found that for sufficiently large reduction in dimension we can replace the linear solver
with a fast symbolic form that further accelerates the TAT. A drawback of this method is
that the degree of dimensional reduction is not analytically known. Further analysis must
be done to go beyond the current common-sense approach of applying this method. Can we
determine what constitutes a good snapshot? And how does this choice ultimately relate
to the reduced dimension r achieved? Even without being able to answer these questions it
appears that the method is quite robust and can be applied to a wide variety of problems.
However, it is difficult to provide, like with many nonlinear model reduction methods, any
guarantee of performance.
There remain many unanswered theoretical questions about this method. Some are
fundamental, such as, does PODrMPC preserve stability, controllability or feasibility of an
MPC? Others are more numerics-oriented, like, how does the integration of POD reduced
Newton steps affect the behaviour of more complex NLP methods like interior-point or
sequential quadratic programming? At the level of the FHOCP it is clear that PODrMPC
preserves convexity, since convexity is preserved under projection. There is a straightfor-
ward way to answer these questions, which is to remove the error of the method — entirely
turning it into another exact solver — meaning all properties of the original MPC are
retained. This idea was only suggested recently and has not been investigated. Since the
error of the PODrMPC method comes from the fact we restrict our optimization problem
to a subspace, we can eliminate this error by including a gradient step in the direction or-
thogonal to the subspace. This would incur minimal added computational cost but could
eliminate entirely the error of the method, turning the POD reduced solver into an exact
solver. The inclusion of orthogonal gradient steps could also increase the robustness of the
method to the choice of snapshot data and possibly allow for greater dimensional reduction
of the Newton step. The restricted Lagrangian approach reduces the linear solve cost in a
Newton step. The cost of computing the full Hessian still remains. Some options that have
not yet been investigated would be to utilize a first-order Hessian approximation scheme,
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like the Broyden Fletcher Goldfarb Shanno algorithm, or some other cheap quasi-Newton
method online along with the subspace restriction. In the offline stage we would still use
the full Hessian with a robust NLP method to determine the subspace. This would reduce
the convergence rate but also decrease the cost per iteration. The question to answer is:
are more cheaper iterations faster than fewer expensive full Hessian iterations?
The IMBrMPC scheme can be seen as an extension of PODrMPC in which we have
injected sparsity into the problem using the well-known strategy of move blocking. Because
of the sparsity this method introduces, even greater TAT acceleration was found compared
to the PODrMPC method for low dimension. The inclusion of orthogonal gradient steps
could also be applied to this method if done with care. This method has many of the same
unanswered questions as PODrMPC.
The truncated Lagrangian method takes advantage of the symSS formulation to yield
a new quasi-Newton method for FHOCP solvers. This method relies on the balance that
an MPC has to have between the plant dynamics and sampling frequency. For nonlinear
problems where we can identify the timestep as a ‘small’ parameter this method is most
appropriate. We also expect to achieve the greatest level of reduction for those models
with a high degree of computational complexity. Computational complexity here is in
terms of the form of statements making up the plant model expression and is not related
to the dimension of the model. For models with simple expressions and fast dynamics
in comparison to the timestep, this method will most likely not lead to desirable results.
The truncated Lagrangian method provides a way to tackle the computational cost of
the Hessian directly at the symbolic level. Theoretical questions about this quasi-Newton
method remain, such as what is its convergence rate? For such an analysis we should begin
with linear systems in order to relate the truncation with the eigenvalues of the model.
In this way we can get an initial relationship between the timestep size and convergence
properties.
We leverage the symSS to propose a nested MPC design for controller integration. This
is a well known and difficult problem. The nested design we propose contains a controlled
plant model in the outer layer that contains the actual lower level controller. The controlled
plant model is in explicit form so we are able to generate derivatives to solve the outer MPC
in real time. We focus on planning and controller integration for autonomous vehicles but
this approach can be generalized to other integration problems where a controlled plant
model is desired. Future work should focus on refining this approach and demonstrating
its utility in special cases where pure replanning fails. This nested MPC approach is in a
very early stage of development.
With the success of the PODrMPC method we hope to improve the nested MPC de-
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sign by incorporating the PODrMPC in the controlled plant model. This will yield better
predictions of the controlled plant and thus better overall performance. A drawback of
this approach is scalability as the size of the controlled plant model can be very large even
with our symSS strategy, making it very challenging to compute derivatives. However,
dedicating more computing resources offline can alleviate some of this difficulty. Another
option would be to turn to alternate problem formulations for the outer loop, like direct
collocation. Issues of stability as well as other theoretical questions have not been ex-
amined. We would like to answer some of these questions in future works, and derive a
stabilizing formulation of the outer MPC using a Lyapunov analysis of the controlled plant
model. For example, if one has controllability of a bicycle, we can stabilize it by providing
a straight line constant velocity path. It would be interesting to see if we can generate a
stable system even if the low-level controller is unstable.
Lastly, the QT strategy presented provides a fast method to handle integer controls in
hybrid MPC problems. This strategy enforces some degreee of continuity between timesteps
of an MPC that has practical advantages. For integer controls, utilizing the optimum of
an FHOCP from one timestep to the next is not necessarily desirable as chatter can be
introduced to the input signal. One can view the QT strategy as a modification of the
receding horizon principle for integer controls. Instead of implementing only u∗(0) at
timestep ti we implement the subsequence u
∗(0),u∗(1), . . . ,u∗(ñ) of the solution at ti over
the next ñ + 1 timesteps, where ñ varies depending on the solution and QT parameters.
This is done for each timestep meaning there is an enforced overlap in integer solutions
over sequential timesteps.
From our initial studies it appears the CWQT strategy by in large performs better
than the IQT strategy, and future work should focus on it and its variants. This method
requires us to solve a number of NLP subproblems. It would be desirable if we could select
the integer controls without solving the entire NLP for each subproblem. Can we replace
it with a smaller problem? Is there some insight we can draw from local gradient data
that will inform our decision? These options could dramatically reduce the computational
cost further. Another simple method to decrease cost for problems with large horizons is
to change the CWQT greedy search from a linear one to a bisection type one. This would
reduce the order of the computational cost from O(r) to O(log r). But as satisfactory
results have been typically found for small r this benefit may not be dramatic. A tradeoff
of this strategy is the enlargement of the MPC tuning problem since the QT parameters
must be selected to satisfy the control objectives.
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The following vehicle model was used as a test case for many of the methods presented in
the thesis. We describe it in detail below.
The vehicle model is a single-track nonlinear model with Pacejka tires to capture non-
linear slip dynamics [113]. This captures the planar motion of a vehicle assuming the pitch,
heave, and roll are negligible and is a typical vehicle model used in controller design. The
model also contains mappings relating the throttle and brake force to wheel torques. The
control inputs u ∈ R3 are steering angle rate wδ ∈ [−0.5, 0.5] (rad/s), total braking force
FB ∈ [0, 15000] (N) and throttle φ ∈ [0, 1]. The states x ∈ R7 are position (x, y), speed v,
side slip angle β, yaw angle ψ, rate of change of yaw wz and steering angle δ. The values
x, y, v are taken at the center of gravity of the vehicle. We denote the state and control
vectors by x = [x, y, v, β, ψ, wz, δ]
T and u = [wδ, FB, φ]
T , respectively.
The model’s equations of motion are given by an explicit system of differential equations
ẋ = v cos(ψ − β)




[(Flr − FAx) cos β + Flf cos(δ + β)− (Fsr − FAy) sin β − Fsf sin(δ + β)]
β̇ = wz −
1
mv





(Fsf lf cos δ − Fsrlr − FAyeSP + Flf lf sin δ)
δ̇ = wδ
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where the forces are given by
Fsf = Df sin(Cf arctan(Bfαf − Ef (Bfαf − arctan(Bfαf ))))





















and the intermediate terms
αf = δ − arctan
(





lrwz + v sin β
v cos β
)














fR = 9× 10−3 + 7.2× 10−5v + 5.038848× 10−10v4
are the front slip angle, rear slip angle, motor torque and speed-dependent rolling resistance,
respectively. We display a schematic of the model in Fig. A.1. The parameter ζ = ig(µ)it
is a function of the gear input µ ∈ {1, 2, 3, 4, 5}. For most cases µ is fixed to yield a model
with entirely continuous inputs. The model parameters are: m car mass, g gravitational
acceleration, lf , lr, eSP vehicle dimensions (see: Fig. A.1), R wheel radius, Izz car moment
of inertia, cW air drag coefficient, ρ air density, A effective flow surface, it motor torque
transmission and Bf,r, Cf,r, Df,r, Ef,r Pacejka tire model parameters. Furthermore, the
terms Dx, Dy are forces on the body of the vehicle coming from environmental disturbances.
These are both zero if we simulate the model in the nominal case. We note that the
equations of motion of this model are given by ordinary differential equations and so we
can express the model compactly by ẋ = Φ(x,u). More model details and parameter

















Figure A.1: Vehicle model schematic.
The Jacobians of the model used in Section 4.2.4 are given below:
A(x̄0, ū0) =

0 0 1 0 0 0 0
0 0 0 0 −v0 v0 0
0 0 A33 0 0 0 0
0 0 0 0 0 0 0
0 0 0 A54 A55 0 A57
0 0 0 0 0 0 1











































































































fR(v0) = 0.009 + 0.000072v0 + 5.038848× 10−10v40
M1(v0) = −0.0019v20ζ3 + 1.58775v0Rζ2 − 2.9R2ζ
M2(v0) = 37.8R
2ζ − 1.54v0Rζ2 + 0.0019v20ζ3
The linearization points are x̄0 = [0, 0, v0, 0, 0, 0, 0]
T , ū0 = [0, 0, φ0]
T .
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