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Técnicas de transmissão de áudio, vídeo e imagem por difusão 
através de um canal que pode ser modelado como um canal com 
apagamento têm evoluído muito na comunidade científica. O uso de 
códigos Luby Transform (LT), Raptor e Tornado, pertencentes à família 
dos códigos fontanais, são um exemplo desta evolução. Também tem 
havido um grande esforço por parte da comunidade científica para 
melhorar a qualidade de experiência dos usuários no momento da 
transmissão de áudio, vídeo e imagem. Possibilitar, em tempo de 
transmissão, que os usuários ouçam o áudio, ou vejam o vídeo ou a 
imagem que estão sendo transmitidos é um grande desafio para os atuais 
sistemas de transmissão. O código LT padrão (tradicional) proposto por 
Luby em 2002só permite que a informação ou o conteúdo de mídia seja 
acessado após recuperar toda a informação da fonte. Esta característica 
  
se deve ao fato de os K pacotes da fonte serem selecionados para 
compor o pacote de paridade conforme uma distribuição uniforme. 
Logo, no decodificador não haverá um sequenciamento ou ordenamento 
dos pacotes recuperados, impossibilitando assim o acesso parcial ao 
conteúdo de mídia, por exemplo. Em 2007, Bogino et al. Propuseram 
um esquema de transmissão para o código LT utilizando uma janela 
deslizante. O objetivo do sistema proposto por Bonino et al. é fazer com 
que somente pacotes da fonte que estejam contidos na janela de 
comprimento W sejam selecionados para compor pacotes de paridade. 
Isto garante um certo sequenciamento ou ordenamento dos pacotes na 
decodificação, possibilitando o acesso ao conteúdo em tempo de 
transmissão. Após a transmissão de uma quantidade predeterminada de 
paridades na janela W, é feito um deslocamento de S pacotes da fonte de 
modo que haja uma sobreposição de W-S pacotes na nova janela de 
mesmo comprimento W formada. Esta sobreposição proporciona 
algumas melhorias em relação a um sistema tradicional de janela fixa. 
Este trabalho propõe um esquema de transmissão utilizando o código 
LT e uma janela deslizante suave para seleção dos pacotes da fonte 
objetivando uma redução na taxa de pacotes da fonte não recuperados, 
comparada com o esquema que utiliza janela deslizante de Bogino et al. 
Resultados de simulação computacional comprovam o melhor 
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Broadcast transmission techniques for audio, video and image 
through a channel that can be modeled as an erasure channel have 
greatly evolved within the scientific community. The use of LT, Raptor, 
and Tornado codes, all belonging to the family of fountain codes, are an 
example of this evolution. There has also been a great effort, by the 
scientific community, to improve the quality of user experience when 
streaming audio, video, and image. Enabling, at time of transmission, 
users to listen to audio or watch video or image that are being 
transmitted is a major challenge for current transmission systems. The 
standard LT code proposed by Luby in 2002 allows information or 
media content to be accessed only after recovering all the information 
from the source. This feature is due to the fact that K source packets are 
uniformly selected to compose the parity packet. Thus, the decoder will 
not have a sequencing or ordering of recovered packets, thereby 
  
preventing partial access to such a media content, for example. In 2007, 
Bogino et al. proposed a transmission scheme with the LT code using a 
sliding window. The aim of the proposed system by Bogino et al. is to 
have only the source packets which fall within in the window of width 
W selected to comprise parity packets. This ensures a certain sequencing 
or ordering of packets in decoding, enabling access to content at the 
time of transmission. After transmitting a predetermined number of 
parities within the window, a displacement S of source packets is made 
so that there is an overlap of W-S packets in the new length-W window. 
This overlap provides some improvements in comparison with a 
traditional system of fixed window. This paper proposes a transmission 
scheme using the LT code and a soft sliding window for the source 
package selection aiming at a reduction in the rate of non-recovered 
packet sources, compared with a system using sliding window. 
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A transmissão de conteúdo multimídia por difusão através de um 
canal com apagamento tem merecido um grande esforço da comunidade 
científica. O código LT (Luby Transform Codes), pertencente à família 
dos códigos fontanais, foi um grande avanço para o cenário descrito 
acima. Porém, o código LT padrão apresentado em [1, 2] não permite 
que o conteúdo multimídia sendo transmitido seja acessado durante o 
tempo de transmissão. É necessário aguardar a recepção de uma 
determinada quantidade de pacotes de paridades para que o 
decodificador recupere toda a informação da fonte, e só assim o 
conteúdo multimídia poderá ser assistido. Diversas técnicas de 
codificação vêm sendo propostas pela comunidade científica para 
transmissão de conteúdo multimídia, como IDNC (Instantly Decodable 
Network Coding) [3-9]. A codificação de rede [10] e a codificação de 
índice [11] também abriram as portas para muitos algoritmos como os 
propostos em [12-14].Com o objetivo de contornar os problemas do 
código LT para transmissão de conteúdo multimídia, em [15] é 
apresentado um sistema de transmissão utilizando uma janela deslizante 
(Sliding Window - SW) para o código LT. Vislumbrando uma possível 
redução na taxa de pacotes da fonte não recuperados, este trabalho 




1.2. Modelo de canais com apagamentos 
Canais com apagamentos, ou mais conhecidos como Binary 
Erasure Channel – BEC, foram introduzidos em [16]. Este modelo de 
canal é muito importante, pois pode modelar, por exemplo, pacotes UDP 
na internet que podem ser recebidos sem erros ou não recebidos. Canais 
ruidosos também podem ter pacotes apagados quando o código corretor 
de erro falhar na decodificação e o decodificador desconsiderar o pacote 
recebido. Outro cenário que pode ser modelado como um canal com 
apagamento é a gravação de dados em um sistema de disco rígido 
(storage) [2]. 
Podemos definir um canal BEC como um canal com alfabeto de 
entrada binário, A = {a1, a2}, e um alfabeto de saída ternário, B = {b1, b2, 
b3}, que se relaciona probabilisticamente com a entrada por meio de 
uma probabilidade condicional. A Figura 1.1 ilustra o modelo de canal 
apresentado. A chamada matriz probabilidade de transição associada ao 
canal é dada por[17]: 
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O símbolo de saída b2 é chamado de apagamento, já que nada 
pode ser dito, em relação ao símbolo de entrada, ao observá-lo na saída. 
Porém, ao observar-se na saída os símbolos b1 ou b3, pode-se afirmar 
com probabilidade um de acerto que o símbolo de entrada 
correspondente é a1 ou a2, respectivamente [17]. 
Neste trabalho, consideramos que o canal é conhecido para a correta 
definição da sobrecarga (overhead) a ser utilizado na transmissão. 
 
1.3. Fontanasdigitais 
Nesta seção vamos entender a ideia dos códigos fontanais, ou de 
fontanas digitais introduzidos em [18, 19]. Suponha que você tenha um 
arquivo, composto de K pacotes, e queira transmiti-lo para U usuários 
através de um canal com apagamento. No método convencional de 
transmissão Automatic Repeat Request - ARQ [20], o transmissor iria 
transmitir sequencialmente pacote por pacote e, em seguida, receberia 
dos U usuários por um canal de retorno a informação sobre quais 
pacotes foram apagados, para serem retransmitidos. Percebe-se 
intuitivamente a ineficiência deste sistema de transmissão uma vez que a 
mesma informação poderá ter que ser retransmitida inúmera vezes. Para 




protocolo ARQ são propostas em [21-23], baseando-se na ideia de 
recuperação de apagamento. 
Os sistemas de transmissão que passaram a usar códigos corretores 
de erros Forward Error Correction - FEC obtiveram um avanço 
considerável no desempenho da transmissão de informação. Nestes 
sistemas, um código corretor de erro é utilizado permitindo ao receptor 
não apenas detectar erros, mas também corrigi-los. A filosofia por trás 
dos códigos FEC em geral é justamente permitir a transmissão de 
informação sem a necessidade de os U usuários informarem por um 
canal de retorno os pacotes que foram perdidos para serem 
retransmitidos. A ideia dos códigos fontanais é desenvolver um esquema 
de codificação em que a partir do momento que o receptor receba um 
número suficientemente grande de pacotes, geralmente um pouco maior 
do que K, o receptor possa decodificar e recuperar a mensagem 
originalmente transmitida. Nos códigos fontanais, os pacotes 
transmitidos são paridades aleatórias dos K pacotes da fonte. Os códigos 
fontanais podem ser comparados a um chafariz (que jorra um número 
arbitrariamente grande de gotas de água), a partir do qual os pacotes de 
paridade são pulverizados para todos os U usuários. Os U usuários 
recebem aleatoriamente n=K+E pacotes de paridades, e com isto 
conseguem recuperar a informação original [2]. Logo, a quantidade de 
símbolos de paridade recebidos no receptor dever ser n = (1+α)K, onde 
K é o número de símbolos da fonte, e α a sobrecarga do código. 
Os códigos fontanais são considerados sem taxa, uma vez que a 
quantidade de pacotes de paridade gerados pode ser ilimitada ou 
definida em tempo real. Logo, independentemente da estatística do 
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canal, podemos transmitir a quantidade de pacotes de paridades 
necessária para o decodificador recuperar a informação da fonte [2]. 
Neste trabalho temos a intenção de utilizar uma das implementações 
dos códigos fontanais, o código LT, para transmitir conteúdo multimídia 
e acessar a informação em tempo de transmissão. Como o conteúdo 
multimídia tem um certo sequenciamento dos dados da fonte, não é 
possível transmitir estes dados indefinidamente. Ou seja, uma parte dos 
dados do conteúdo multimídia estará disponível para compor pacotes de 
paridade somente durante uma parte do tempo, e logo em seguida esta 
será substituída por outra parte do conteúdo multimídia. Isto faz com 
que percamos uma característica dos códigos fontanais que é ser 
considerado sem taxa, pois no início da transmissão de uma fração do 
conteúdo multimídia teremos que definir a sobrecarga que será utilizada. 
 
1.4. Objetivos 
Com base no que foi mencionado nas seções anteriores e na revisão 
do Capítulo 2, percebe-se que os códigos fontanais em sua proposta 
original não permitem que conteúdos multimídia sejam acessados em 
tempo de transmissão. Ou seja, é necessário que o receptor receba um 
subconjunto qualquer de K+E pacotes de paridade para que a 
informação da fonte seja recuperada e aí então o conteúdo multimídia 
seja acessado. Este trabalho objetiva propor um esquema de transmissão 
utilizando o código LT, pertencente à família dos códigos fontanais, que 
permita a decodificação e, consequentemente, o acesso à mídia sendo 
transmitida em tempo de transmissão. 
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O Esquema de transmissão proposto neste trabalho, batizado de 
Janela Deslizante Suave (Soft Sliding Window - SSW), possibilita um 
certo sequenciamento na decodificação dos pacotes da fonte permitindo 
que o conteúdo multimídia seja acessado em tempo de transmissão. Este 
esquema proposto é uma variação do esquema de janela deslizante [15]. 
 
1.5. Organização da dissertação 
O trabalho está organizado da seguinte forma: No Capítulo 1 foram 
apresentadas a motivação para este trabalho bem como aspectos básicos 
sobre canal com apagamento e fontanas digitais. Também, na última 
seção, foram apresentados os objetivos do trabalho. No Capítulo 2 é 
feita uma revisão dos códigos LT. No Capítulo 3 é apresentado o 
sistema de janela deslizante proposto em [15]. No Capítulo 4, 
apresentamos a proposta deste trabalho que é o sistema de janela 
deslizante suave. No Capítulo 5, apresentam-se uma conclusão e 






2. Códigos LT 
 
Os códigos LT (Luby Transform Codes), pertencentes à família dos 
códigos fontanais, e propostos por Michael Luby em 2002 [1], vêm 
sendo amplamente estudados e aplicados em sistemas de transmissão 
por difusão no qual o canal utilizado pode ser modelado como um canal 
com apagamento. Os códigos LT foram os primeiros a considerar a ideia 
de fontanas digitais. Anteriormente, Michael Luby em 1998 [24] propôs 
o código tornado que é um código linear aleatório. Uma outra 
implementação de fontanas digitais é apresentada no código raptor [25], 
em que é feito o uso do código LT juntamente com um código LDPC 
(Low-Density Parity-Check) [26,27]. Em [2] é feita uma excelente 
revisão dos principais códigos fontanais, dentre eles o código fontanal 
aleatório linear, o código LT e o código raptor. Neste trabalho nos 
concentraremos no código LT. 
No processo de codificação e decodificação LT, a informação da 
fonte é dividida em K pacotes menores com comprimento l. O 
comprimento l destes K pacotes da fonte podem ser escolhidos como 
desejado, e não tem qualquer influência sobre a teoria. Geralmente, o 
valor de l depende do comprimento da carga útil do pacote do protocolo 
que está sendo utilizado. 
Então, no codificador LT, os dados da fonte de comprimento Z são 
divididos em K = Z/l símbolos de entrada, isto é, cada símbolo de 
entrada possui comprimento l. Cada símbolo de codificação, também de 
comprimento l, é gerado conforme descrito na Seção 2.2. Já no 
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decodificador LT, dado um conjunto de símbolos codificados e alguma 
representação de como estes símbolos foram gerados, o decodificador 
recupera iterativamente os símbolos da fonte conforme descrito na 
Seção 2.3. 
 
2.1. O processo LT 
A análise do código LT é diferente da análise do código tornado 
[28-30]. Primeiramente se faz necessária uma descrição do processo LT 
para termos posteriormente um bom entendimento do codificar e 
decodificador LT, e do projeto e análise da distribuição de graus. O 
processo LT é classicamente demonstrado em [1],[2] como uma nova 
generalização do processo de jogar bolas em um balde. Nesta análise, os 
baldes são associados aos símbolos de entrada e as bolas, às arestas ou 
às conexões para os símbolos de saída. O processo é bem sucedido se no 






Figura 2.1 – Processo LT 
 
Ao jogar uma bola, a probabilidade de acertar um dos K baldes é 
1/K, e a probabilidade de um balde específico não ser acertado é 1 − 	. Então, ao final do processo de jogar bolas a probabilidade de 
que um balde em particular esteja vazio depois que X bolas tenham sido 
jogadas é [2]: 
 





E o número esperado de baldes vazios, δ, para qualquer quantidade 
X de bolas jogadas, é obtido multiplicando-se a equação (2.1) pela 
quantidade de baldes [2]: 
 
 =    
 
Ou seja, este número esperado de baldes vazios δ é um valor muito 
pequeno, e probabilisticamente representa aproximadamente que todos 
os baldes tenham pelo menos uma bola seja (1 - δ) apenas se[2]: 
 
 >  log   
 
Nas próximas seções será feito um estudo do algoritmo de 
codificação e decodificação do código LT, e faremos uma análise da 









No código LT, o grau dn, ou seja, a quantidade de pacotes que irão 
compor os pacotes de paridade, segue uma distribuição de 
probabilidades chamada Distribuição Sóliton Robusta µ(d). Esta 
distribuição possibilita que o receptor decodifique a informação original 
com uma probabilidade de falha δ. A escolha dos parâmetros da 
Distribuição Sóliton Robusta é de fundamental importância para o 
processo de codificação e decodificação do código LT. Nas seções 
seguintes, iremos abordar com mais detalhes esta distribuição. 
Uma vez sorteado o grau dn, os dn pacotes da fonte que irão compor 
o pacote de paridade são selecionados conforme uma distribuição 
uniforme. O uso de uma distribuição uniforme garante uma 
aleatoriedade ao processo e possibilita que todos os pacotes da fonte 
tenham a mesma probabilidade de serem selecionados para compor um 
pacote de paridade a ser transmitido. 
O processo de codificação no código LT é apresentado abaixo, no 
qual cada pacote de paridade tn é composto por pacotes de informação 
da fonte: S1, S2, S3, ... ,SK da seguinte forma: 
1. Selecione aleatoriamente o grau dn da Distribuição Sóliton 
Robusta µ(d); 
2. Selecione de uma distribuição uniforme dn diferentes pacotes da 




Este processo de seleção do grau dn e dos pacotes que irão 
compor as paridades nada mais é do que um processo de formação de 
uma matriz geradora G, semelhante a um código de bloco. Logo, os 
pacotes de paridades tn podem ser obtidos por meio da seguinte equação: 
 
 =  !!" #! 
 
Podemos observar que, a cada iteração do processo de formação de 
um pacote de paridade tn, o grau dn selecionado nada mais é do que o 
peso da coluna da matriz G no instante de tempo n. 
O processo de codificação do código LT também pode ser 
representado em forma de grafo. Vamos considerar uma entrada 
composta por 6 símbolos: s1s2s3s4s5s6= 100110. Para simplificar e 
facilitar o entendimento, consideramos o comprimento da mensagem de 
apenas 1 bit. Apesar de o código LT permitir que um número ilimitado 
de símbolos de paridade sejam formados, vamos considerar que apenas 
7 símbolos de saída são gerados, sendo eles t1t2t3t4t5t6t7. Com isto, o 
processo de codificação é realizado em 7 etapas, uma para cada símbolo 







Símbolo Grau (dn) Vizinhos Valor 
t1 2 s4s5 1      1 = 0 
t2 4 s1s3s4s5 1     0     1     1 = 1 
t3 4 s1s2s4s5 1     0     1     1 = 1 
t4 2 s2s6 0     0 = 0 
t5 2 s3s5 0     1 = 1 
t6 1 s3 0 = 0 
t7 6 s1s2s3s4s5s6 1     0     0     1     1     0 = 1 
 
Tabela 2.1 – Processo de codificação LT 
O processo de codificação LT descrito acima resulta no grafo 
bipartido apresentado na Figura 2.2. O grafo bipartido é formado pelos 
símbolos codificados tn que representam os nós de saída, e suas 
respectivas conexões sk, que representam os nós de entrada. 
 





No processo de decodificação do código LT, considera-se que o 
decodificador de alguma forma tem conhecimento da quantidade de 
pacotes (grau dn) e também quais foram esses pacotes da fonte que 
compuseram o pacote de paridade tn quando da sua geração no 
transmissor. A função do decodificador é recuperar s de t = sG, em que 
G é a matriz gerada no codificador, passada por mensagem ao 
decodificador. O processo de decodificação LT também pode ser 
analisado na forma de um grafo bipartido, uma vez que é de 
conhecimento do decodificar todas as conexões que compõem os nós de 
saída tn.O algoritmo de decodificação é apresentado abaixo[2]: 
1. Encontrar um nó de saída tn que esteja conectado a apenas 
um símbolo de entrada sk; caso não exista tal nó de saída, o processo 
de decodificação falha, sendo interrompido neste ponto. Com isto, 
não é possível recuperar os símbolos da fonte, sendo necessário 
receber mais símbolos codificados antes de fazer uma nova tentativa 
de decodificação. 
a) Fazer sk = tn, 
b) Fazer a soma modulo 2 de sk com todos os nós tn que estejam 
conectados a sk. Com isso, a informação de sk é retirada de tn, 
restando somente a informação das demais conexões, 
c) Remover todas as arestas conectadas ao símbolo da fonte sk. 
Com isso, o grau dos nós tn conectados a sk são reduzidos de um, 
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2. Repetir (1) até que todos os sk símbolos da fonte sejam 
recuperados. 
Na Figura 2.3 (a até l) é apresentado o processo de decodificação 
correspondente à codificação apresentada na Tabela 2.1 e Figura 
2.2.Pode-se observar no grafo que existem 6 nós superiores que 
representam os símbolos da fonte, que são, no início do algoritmo, 
desconhecidos. Também se pode observar os 7 nós inferiores que 
representam os símbolos de saída t1t2t3t4t5t6t7 com valor, no início do 
algoritmo, igual a 0110101, respectivamente. Abaixo descrevemos 
como o decodificador percorre o grafo, conforme o algoritmo de 
decodificação apresentado, para recuperar os símbolos da fonte: 
1. Na primeira iteração do algoritmo, verifica-se que t6 é o único nó 
de saída conectado a apenas um único nó de entrada, s3 (Figura 2.3-a), 
2. Fazer s3 = t6e eliminar o nó de saída, t6 (Figura 2.3-b), 
3. Adicionar o valor de s3 aos nós de saída que estão conectados ao 
mesmo, e em seguida desconectar s3 do grafo (Figura 2.3-c), 
4. Na segunda iteração, t5 é o único nó de saída conectado a apenas 
um único nó de entrada, s5 (Figura 2.3-c), 
5. Fazer s5 = t5 e eliminar o nó de saída t5 (Figura 2.3-d), 
6. Adicionar o valor de s5 aos nós de saída que estão conectados ao 
mesmo, e em seguida desconectar s5 do grafo (Figura 2.3-e), 
7. Na terceira iteração, t1 é o único nó de saída conectado a apenas 
um único nó de entrada s4 (Figura 2.3-e), 
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Então o algoritmo continua até que todos os símbolos da fonte 
sejam recuperados. 
              
           




           
           






           
 





2.4. Análise e projeto da distribuição de graus 
A definição da distribuição de probabilidades dos graus é uma parte 
crítica do projeto. Para garantir que nenhum pacote da fonte fique sem 
conexão, o grau de alguns pacotes codificados devem possuir valor alto, 
isto é, o valor de d próximo ao valor de K. Por outro lado, alguns 
pacotes devem ter o valor de graus baixos, de modo que o processo de 
decodificação possa começar e se manter até o final. Além de garantir 
está eficiência do processo de codificação e decodificação, essa 
distribuição de valores altos e baixos dos graus é fundamental para que 
o número total de operações de adições envolvidas na codificação e 
decodificação seja mantido pequeno [2]. 
 
2.4.1. Distribuição Sóliton Ideal 
A distribuição Sóliton Ideal é definida com: 
 
$%1& = 	  
$%'& = 	 1'%' − 1& 
A Figura 2.4 apresenta o gráfico da distribuição Sóliton Ideal para  
K = 10000. 
(2.5) 




Figura 2.4 – Distribuição Sóliton Ideal 
A distribuição Sóliton Ideal atende em partes as necessidades 
do processo LT ao garantir uma grande parte da massa de distribuição 
de probabilidade para os graus de valores baixos. Porém, muito pouco 
da massa de distribuição de probabilidade é aplicada aos graus de 
valores autos. Isto faz com que durante o processo de codificação alguns 
pacotes da fonte não sejam selecionados para compor um pacote de 
paridade. Além disto, a massa de probabilidade do grau de valor 1 tende 
a um valor muito baixo à medida que K aumenta. Como visto 
anteriormente, o processo de decodificação necessita de pacotes de 
paridade de grau 1 para dar início ao processo. Logo, uma massa de 
probabilidade muito pequena para o valor de grau 1 impossibilitaria o 




2.4.2. Distribuição Sóliton Robusta 
Para contornar os problemas apontados na distribuição Sóliton 
Ideal, Luby[1] sugeriu a utilização da distribuição Sóliton Robusta [2]: 
 
																																																	(%'& = )%*&+,%*&-  
 
em que Z é uma constante de normalização: 
 
																				. = ∑ $%'& + 1%'&*  
 
A função positivaτ(d) é definida como: 
        1%'& = 2 3 *3 log 340  
 
O parâmetro P representa o valor esperado de grau 1, e é 
definido como: 
 
5 ≡ 7 log 89√ 
para d = 1, 2, ....., (K/P) – 1 
para d = K/P 







O valor da constante c costuma ser na prática ligeiramente 
menor que 1. Já o parâmetro δ é um limitante da probabilidade de que o 
processo de decodificação irá falhar após receber uma determinada 
quantidade de pacotes de paridade [2]. 
Na Figura 2.5 é apresentado o gráfico da distribuição Sóliton 
Ideal, ρ(d),juntamente com o da função positiva τ(d), para K = 10000, c 
= 0,1,δ = 0,5, P = 99. Podemos observar nesta figura que a distribuição 
Sóliton Ideal ρ(d) garante que uma certa quantidade de pacotes de 
paridade possua grau baixo. Esta característica é muito importante para 
garantir o início e a continuidade do processo de decodificação. Já 
observando a função positiva τ(d), fica evidente que a mesma garante 
que uma certa quantidade de pacotes de paridades tenha grau alto, 
definido em K/P≅ 101. Esta característica também é muito importante 
para garantir que todos os pacotes da fonte sejam selecionados para 





Figura 2.5 – Distribuição Sóliton Ideal ρ(d) e a função positiva τ(d) 
Luby mostrou que o número de pacotes de paridade necessários 
na recepção para garantir que o processo de decodificação seja 
executado até o fim com probabilidade (1 – δ) é K’ = KZ. Ou seja, 
independentemente da taxa de apagamento do canal BEC, o receptor 
deve receber pelo menos K’ pacotes de paridade para que o processo de 
decodificação seja executado com sucesso com probabilidade (1 – δ), 
recuperando todos os pacotes da fonte. A Figura 2.6 apresenta o gráfico 





Figura 2.6 – Distribuição Sóliton Robusta 
 
2.5. Escolha dos parâmetros da distribuição Sóliton Robusta 
A escolha dos parâmetros c e δ da distribuição Sóliton Robusta 
possibilita a obtenção de comportamentos diferentes no processo de 
codificação e decodificação. Conforme visto anteriormente, o parâmetro 
δ é um limitante da probabilidade de que o processo de decodificação irá 
falhar após receber K’ pacotes de paridade. Para efeitos de simulação, 
fixamos δ = 0,5. Já o parâmetro c exerce influência sobre o valor de P, 
que é o valor esperado de graus 1, no valor de Z, que é a quantidade de 
sobrecarga necessária para o processo de decodificação ser executado 
com probabilidade de sucesso (1 – δ), e no parâmetro K/P, que 
representa a probabilidade de pacotes de paridade de grau K/P. Esta 
influência de c nestes parâmetros faz com que o histograma de pacotes 
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de paridades recebidos necessários para o sucesso do processo de 
decodificação tenha um espalhamento diferente de acordo com o valor 
escolhido de c. Para uma melhor visualização deste comportamento, os 
histogramas das Figuras 2.7 (a, b e c) ilustram o resultado de 1000 
simulações para K = 10000, δ = 0,5 e c(a) = 0,01, c(b) = 0,05, c(c) = 0,1. 
 
 
Figura 2.7 (a) – Histograma de 1000 pacotes recebidos para K = 






Figura 2.7 (b) – Histograma de 1000 pacotes recebidos para K = 






Figura 2.7 (c) – Histograma de 1000 pacotes recebidos para K = 












3. Transmissão usando a janela deslizante 
 
3.1. Introdução 
Como foi visto nos capítulos anteriores, os códigos fontanais foram 
desenvolvidos para operar em canais com apagamento, e a sua principal 
propriedade é que os dados da fonte podem ser recuperados a partir de 
qualquer subconjunto dos pacotes codificados, dado que este 
subconjunto de pacotes recebidos seja suficiente [15]. Ou seja, o 
transmissor pode ficar indefinidamente pulverizando pacotes de 
paridade no canal, e uma vez que o receptor receba uma quantidade 
suficiente de pacotes codificados, toda a informação da fonte pode ser 
recuperada. 
A utilização dos códigos fontanais em aplicações multimídia pode 
ser muito interessante, principalmente em situações nas quais um canal 
de retorno entre os usuários e o transmissor não seja possível, e nem a 
ordenação de recepção dos pacotes é garantida. Porém, a utilização dos 
códigos fontanais em aplicações multimídia encontrou algumas 
barreiras. Uma delas é a necessidade de os usuários receberem um 
subconjunto suficiente de pacotes codificados para então rodar o 
algoritmo de decodificação e ter acesso ao conteúdo multimídia. Ou 
seja, não é possível que o usuário acesse o conteúdo multimídia 
enquanto o transmissor ainda realiza a transmissão dos demais pacotes 
codificados. Outro grande complicador está relacionado à quantidade de 
memória utilizada, uma vez que todo o subconjunto de pacotes 
codificados necessita ser armazenado no dispositivo. 
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Em [15], Boginoet al. propuseram um esquema de transmissão 
denominado Sliding Fountain (SF) que busca contornar as fragilidades 
dos códigos fontanais em aplicações multimídia. Neste esquema de 
transmissão de conteúdo multimídia utilizando código fontanal é feito 
uso de uma técnica denominada Sliding Window (SW). O objetivo é 
utilizar janelas de transmissão que se sobrepõem durante o processo de 
codificação possibilitando aos dados da fonte serem estendidos 
virtualmente. Esta extensão virtual dos pacotes da fonte permite uma 
melhora na eficiência no processo de codificação e decodificação do 
código LT possibilitando uma taxa de recuperação dos pacotes da fonte 
superior em relação a um sistema de janela fixa [15]. 
 
3.2. Janela Deslizante 
A ideia de particionar os K pacotes da fonte em janelas de 
comprimento W permite um sequenciamento temporal do conteúdo 
multimídia no momento da codificação e decodificação, possibilitando o 
acesso parcial ao conteúdo multimídia em tempo de transmissão. Assim, 
para a composição dos pacotes de paridade, o codificador LT seleciona 
os símbolos da fonte dentre aqueles contidos na janela no momento da 
transmissão. 
Num sistema de janela, a performance de codificação e 
decodificação do código LT fica comprometida, pois o comprimento W 
da janela, na prática, deve ser um valor baixo para garantir a ordem 
cronológica do conteúdo multimídia. Esta redução na performance do 
código LT resulta no aumento da sobrecarga ε do sistema. 
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Para contornar esta limitação, Bonino et al[15], propuseram um 
esquema de janela deslizante. A ideia principal é estender virtualmente 
os dados da fonte, de modo que um certo símbolo da fonte possa ser 
selecionado para compor um pacote de paridade em vários momentos 
diferentes durante a transmissão, mas sem que haja perda do 
sequenciamento cronológico do fluxo do conteúdo multimídia que está 
sendo transmitido. 
A Figura 3.1 (a) apresenta o esquema de transmissão utilizando 
janela fixa. Na Figura 3.1 (b), tem-se a ilustração do esquema de janela 






Figura 3.1 – Sistema de janela fixa tradicional versus o sistema de 
janela deslizante 
 
Conforme ilustrado na Figura 3.1 (a), no esquema de janela fixa os 
pacotes da fonte têm a oportunidade de serem selecionados para 
comporem pacotes de paridade em um único momento, ou seja, somente 
na ocasião em que a Janela 1, de comprimento W, está sendo 
transmitida. Assim, ao final da transmissão da Janela 1, passam-se a ser 
considerados os próximos W símbolos, que constituem a Janela 2, e não 
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mais consideram-se os W símbolos antigos, da Janela 1.Ou seja, não há 
sobreposição de dados entre janelas. 
Já no esquema de janela deslizante [15] apresentado na Figura 3.1 
(b), ao final da transmissão da Janela 1, de comprimento W, é feito um 
deslocamento de S símbolos, formando a Janela 2, incluindo S novos 
símbolos da fonte e excluindo apenas os S símbolos mais antigos 
pertencentes à janela anterior, com S<W. Com este movimento, pode-se 
verificar que há uma região de sobreposição de comprimento W-S entre 
as janelas. Então, cada símbolo da fonte estará contido em W/S janelas 
de transmissão. Isto proporciona aos símbolos a oportunidade de serem 
novamente selecionados para compor pacotes de paridade. Esta 
sobreposição dos dados da fonte em cada janela de transmissão estende 
virtualmente os dados da fonte melhorando a performance do 
codificador e do decodificador do código LT, proporcionando uma 
redução da sobrecarga ε de transmissão. 
Num sistema de janela fixa, o número total de janelas Nf é definido 
por [15]: 
																																										<= = /? 
 
Sendo K a quantidade de símbolos da fonte e W a quantidade de 
símbolos contidos na janela. 
Já no sistema de janela deslizante, a quantidade total de janelas, Ns, 





<@ =  −? + 1 
 
Para garantir que haja uma comparação justa entre os dois 
esquemas, a sobrecarga total em ambos deve ser a mesma. Ou seja, ao 
final do processo de transmissão o número de símbolos de paridade 
codificados no sistema de janela deslizante deve ser igual ao número de 
símbolos de paridade codificados no sistema de janela fixa. 
No sistema de janela fixa com uma sobrecarga ε, n símbolos de 
paridade são gerados dos K símbolos da fonte, conforme apresentado a 
seguir [15]:  
 
A = %1 + & 
 
No esquema de janela deslizante, tem-se a definição de K’, que 
é o número total de símbolos da fonte virtualmente estendido, devido ao 
fato deque os símbolos da fonte são processados em W/S vezes, 
conforme representado a seguir [15]: 
 






Para garantir que a sobrecarga será igual nos dois sistemas, 
pode-se dividir a quantidade de símbolos de paridade gerados no 
sistema de janela fixa conforme a equação (3.3) pelo total de símbolos 
da fonte virtualmente estendido definido na equação (3.4). Com isto, 
determina-se, em média, a quantidade de símbolos de paridades que 
serão gerados para cada símbolo da fonte que foi virtualmente 
estendido[15]: 
 
A′ = %1 + &CD  = %1 + &
 ? 
 
Se cada janela do sistema de janela deslizante contém W 
símbolos da fonte, podemos definir a quantidade de símbolos de 
paridade nw que devem ser gerados a partir de cada uma das Ns janelas, 
bastando multiplicar o resultado da equação (3.5) por W: 
 
AC = %1 + &  
 
Então, cada uma das Ns janelas do sistema de janela deslizante 
transmite nw símbolos de paridade. A definição do valor do 
deslocamento S e da sobrecarga ε determinam a velocidade da janela. 
Estes valores devem ser escolhidos levando-se em consideração o 





transmissão, e a sincronização do fluxo de dados multimídia (streaming 
de dados) [15]. 
No lado do receptor, o decodificador não tem conhecimento da 
janela que está sendo processada. O decodificador simplesmente executa 
o algoritmo de decodificação à medida que os pacotes de paridade são 
recebidos. Dos pacotes recebidos, alguns pertencem à região de 
sobreposição e têm mais chances de serem decodificados. Já alguns 
outros pacotes recebidos, não pertencentes à região de sobreposição 
possuem uma chance menor de serem decodificados, devendo então ser 
armazenados em memória para serem novamente processados à medida 
que novos pacotes de paridade são recebidos. 
 
3.3. Analise da taxa de símbolos da fonte não recuperados 
Para uma análise da taxa de símbolos da fonte não recuperados no 
sistema de janela deslizante usando códigos LT, foram realizadas 
simulações do sistema variando a velocidade da janela, ou seja, a 
sobreposição de dados, e a sobrecarga(overhead) total do código 
percebido no lado do decodificador. 
A Figura 3.2 mostra o esquema de transmissão utilizado nas 





Figura 3.2 – Esquema do sistema de janela deslizante para W=K/10 
e S=W/2 
As simulações foram feitas para K=10000 eK=100000, e o 
resultado apresentado corresponde à média de 200 realizações. O 
objetivo da escolha dos dois valores de K é para avaliar o desempenho 
do sistema de janela deslizante em cenários em que a eficiência do 
código LT é diferente; à medida que o valor de K aumenta o código LT 
tem uma melhor eficiência no processo de codificação e decodificação. 
Os parâmetros do sistema utilizados nas simulações estão definidos na 
Tabelas 3.1 e 3.2, e os gráficos obtidos nos resultados das simulações, 
na Figura 3.3, e 3.4, respectivamente. 
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Parâmetros de simulação 
Parâmetros do código LT c 0.1 
 δ 0.5 
Total de símbolos da fonte K 10000 
Comprimento do símbolo l 1 bit 
Comprimento da janela W 1000 
Sobrecarga (Overhead) ε 0,04 a 0,14 
   
Sobreposição (Overlap) % N S 
0 10 1000 
50 19 500 
75 37 250 
 
Tabela 3.1 – Parâmetros do sistema para K = 10000 
Figura 3.3 – Taxa de símbolos da fonte não recuperados para    




Parâmetros de simulação 
Parâmetros do código LT c 0.1 
 δ 0.5 
Total de símbolos da fonte K 100000 
Comprimento do símbolo l 1 bit 
Comprimento da janela W 10000 
Sobrecarga (Overhead) ε 0,01 a 0,10 
   
Sobreposição (Overlap) % N S 
0 10 10000 
50 19 5000 
75 37 2500 
 
Tabela 3.2 – Parâmetros do sistema para K = 100000 
Figura 3.4 – Taxa de símbolos da fonte não recuperados para   
K = 100000 
56 
 
Os gráficos das simulações apresentados nas Figuras 3.3 e 3.4 
foram obtidos observando-se no lado do decodificador os símbolos da 
fonte que não eram recuperados dividido pela quantidade K de símbolos 
da fonte, ou seja, representam a taxa de símbolos da fonte não 
recuperados. 
Outra forma de verificar a eficiência do codificador e 
decodificador de um sistema seria observar a taxa de símbolos de 
paridades não decodificados dividido pela sobrecarga percebida pelo 
decodificador, ou seja, representam a taxa de símbolos de paridades não 
decodificados. Porém, esta taxa acaba representando uma falsa 
performance do sistema, pois existem situações em que toda a matriz 
geradora G pode ser resolvida pelo decodificador, mas alguns símbolos 
da fonte não foram recuperados. Isto pode acontecer devido a estes 
símbolos da fonte não serem selecionados para compor símbolos de 
paridade na codificação. Outra situação que daria um falso desempenho 
do sistema é quando se tem um símbolo de paridade não decodificado, 
ou seja, uma coluna da matriz G não foi resolvida pelo decodificador. 
Este símbolo de paridade não decodificado pode representar vários 
símbolos da fonte não recuperados. Com o objetivo de ter uma visão 
mais real do desempenho do sistema, neste trabalho optou-se por 
observar a taxa de símbolos não recuperados no decodificador. 
A não recuperação de um símbolo da fonte no código LT pode-
se dar por dois motivos. O primeiro pode ser o fato de o símbolo não ter 
sido selecionado nenhuma vez para compor um símbolo de paridade na 
transmissão. O segundo motivo pode ser que mesmo sendo selecionado 
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para compor um símbolo de paridade na transmissão aquele símbolo de 
paridade ou aquela coluna da matriz G não foi completamente resolvida. 
Pode-se observar pelos resultados das simulações que o sistema 
de janela deslizante reduz significativamente a taxa de símbolos da fonte 
não recuperados para determinados valores de sobrecarga percebido 
pelo receptor, se comparados com o sistema de janela fixa. Também 
pode-se observar no resultado das simulações que a sobrecarga 
necessária para se ter uma baixa taxa de símbolos da fonte não 
recuperados vai caindo a medida que K aumenta, e que a sobreposição 













4. Transmissão usando a janela deslizante suave 
 
4.1. Introdução 
O sistema de janela deslizante apresentado no capítulo anterior 
possibilitou uma grande redução na taxa de símbolos da fonte não 
recuperados comparado com um sistema de janela fixa para uma mesma 
sobrecarga. A ideia de estender virtualmente os pacotes da fonte dá a 
estes símbolos a chance de serem selecionados para formar símbolos de 
paridades com um conjunto maior de outros símbolos da fonte, 
melhorando assim a eficiência na codificação e na decodificação. 
Porém, observou-se durante as simulações que à medida que a 
quantidade K de pacotes da fonte vai caindo, é necessário que a 
sobrecarga aumente para mantermos uma baixa taxa de símbolos da 
fonte não recuperados. Isto é inerente ao código LT, pois sua eficiência 
na codificação e decodificação é diretamente proporcional à quantidade 
K de pacotes da fonte. 
Uma forma de tentar reduzir esta sobrecarga é alterando os valores c 
e δ da distribuição Sóliton Robusta do código LT, de forma a 
reduzirmos o valor do parâmetro Z, que representa a sobrecarga 
necessária aproximadamente para termos sucesso na decodificação do 
código LT com probabilidade de erro δ. Um dos efeitos colaterais de 
alterar os valores c e δ da distribuição Sóliton Robusta do código LT 
para reduzir o valor do parâmetro Z é que acaba ocorrendo um 
espalhamento maior da sobrecarga necessária para ter-se uma 
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decodificação eficiente, conforme pode-se observar nas Figuras 2.7 (a, 
b, c) da Seção 2.5. 
Na próxima seção será introduzida a ideia do sistema utilizando 
uma janela deslizante suave. As simulações apresentam uma taxa de não 
recuperação de pacotes da fonte menor que a do sistema de janela 
deslizante em [15] para uma quantidade K de pacotes da fonte menores, 
e para determinados valores de c e δ da distribuição Sóliton Robusta do 
código LT. 
 
4.2. Janela deslizante suave 
O sistema de janela deslizante trouxe a ideia de estender 
virtualmente os pacotes da fonte. Esta extensão virtual possibilitou a 
combinação dos pacotes da fonte com um conjunto maior de outros 
pacotes da fonte para a formação dos símbolos de paridade de 
transmissão. Esta possibilidade de outras combinações melhorou a 
eficiência da codificação e da decodificação, reduzindo a taxa de 
símbolos da fonte não recuperados. 
Com o objetivo de estender virtualmente ainda mais os pacotes da 
fonte, possibilitando ainda mais outras combinações de seleção dos 
pacotes da fonte para formarem símbolos de paridade na codificação, e 
consequentemente reduzir a taxa de símbolos da fonte não recuperados, 





Figura 4.1 – Sistema de janela deslizante versus o sistema de janela 
deslizante suave 
A ideia do sistema de janela deslizante suave é fazer com que a 
janela de transmissão deslize de forma mais lenta, e permita que os S 
novos símbolos adicionados à janela tenham a oportunidade de formar 
símbolos de paridades com os S símbolos que deixarão de compor a 
janela de transmissão no momento seguinte. Com isto, o tamanho da 
62 
 
janela de transmissão será W durante um momento da transmissão, e 
será W+S no momento seguinte, quando S novos símbolos da fonte são 
adicionados à janela, e novamente W quando S símbolos antigos da 
fonte deixam de compor a janela. 
Observando a Figura 4.1, pode-se definir intuitivamente a 
quantidade Ns de janelas do sistema como: 
 
<@ = E8 −? + 19 ∗ 2H − 1 
 
Podemos observar que a quantidade de janelas, Ns, do sistema SSW 
praticamente dobra comparado ao sistema SW. Logo, a quantidade nw de 
símbolos codificados para cada janela do sistema SSW deve ser a 
metade da quantidade nw do sistema SW. Então a quantidade nw de 
símbolos codificados para cada janela do sistema SSW pode ser 
calculada da seguinte forma: 
 
AC = %1 + &  2 
 
A Figura 4.2 apresenta outra forma de visualização e comparação 
dos sistemas de janela fixa, janela deslizante e janela deslizante suave. A 





virtualmente mais os símbolos da fonte que o sistema de janela 
deslizante. A Figura 4.2 também mostra que a quantidade de 
transmissões total é mantida igual nos três sistemas, além de ilustrar a 
região de sobreposição no sistema de janela deslizante e no sistema de 
janela deslizante suave. Para o sistema de janela fixa foram definidos a 
quantidade de símbolos da fonte, K=6 (ABCDEFGHIJKL) e duas 
janelas de comprimento W=6 (“ABCDEF”; “GHIJKL”). Para o sistema 
de janela deslizante foram definidos a quantidade de símbolos da fonte, 
K=6 (ABCDEFGHIJKL), três janelas de comprimento W=6 
(“ABCDEF”; “DEFGHI” e “GHIJKL”) e o deslocamento S=3. Já para o 
sistema de janela deslizante suave foram definidos a quantidade de 
símbolos da fonte, K=6 (ABCDEFGHIJKL), três janelas de 
comprimento W=6 (“ABCDEF” ; “DEFGHI” e “GHIJKL”), duas 
janelas de comprimento W=9 (“ABCDEFGHI” e “DEFGHIJKL”) e o 
deslocamento S=3. Podemos verificar em vermelho a região de 
sobreposição do sistema de janela deslizante, e em verde a sobreposição 





Figura 4.2 – Sistema de janela fixa, de janela deslizante, e de janela 
deslizante suave 
 
Pode-se observar que a quantidade total de transmissões dos 3 
sistemas foi mantida para efeitos de comparação. Ou seja, o sistema de 
janela fixa possui 2 janelas de transmissão com 15 transmissões em cada 
janela. O sistema de janela deslizante apresenta 3 janelas de transmissão 
com 10 transmissões em cada janela, e por último o sistema de janela 
deslizante suave proposto nesta dissertação apresenta 5 janelas de 
transmissão com 6 transmissões em cada janela. 
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4.3. Análise da taxa de símbolos da fonte não recuperados 
Da mesma forma que foi feito na Seção 3.3, para uma análise da 
taxa de símbolos da fonte não recuperados no sistema de janela 
deslizante suave usando códigos LT, foram realizadas simulações do 
sistema variando a velocidade da janela, ou seja, a sobreposição de 
dados, e a sobrecarga (overhead) total do código percebido no lado do 
decodificador. 
A Figura 4.3 mostra o esquema de transmissão do sistema de janela 
deslizante suave utilizado nas simulações para W=K/10 e S=W/2, ou 





Figura 4.3 – Esquema do sistema de janela deslizante suave para 
W=K/10 e S=W/2 
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Para facilitar a visualização da taxa de símbolos da fonte não 
recuperados nos sistemas de janela fixa, janela deslizante, e janela 
deslizante suave, os gráficos gerados nas simulações foram feitos com 
os 3 sistemas juntos. As simulações foram realizadas variando-se a 
velocidade da janela, ou seja, a sobreposição de dados, e a sobrecarga 
total do código percebido no lado do decodificador para K=10000 e 
K=100000, e correspondem à média de 200 realizações. Os parâmetros 
do sistema utilizados nas simulações estão definidos nas Tabelas 4.1 






Parâmetros de simulação 
 
Sistema SW Sistema SSW 
Parâmetros do código LT c 0,1 c 0,1 
 
δ 0,5 δ 0,5 
Total de símbolos da fonte K 10000 K 10000 
Comprimento do símbolo l 1 l 1 
Comprimento da janela W 1000 W 1000 
Sobrecarga (Overhead) ε 0,04 a 0,14 ε 0,04 a 0,14 
     
Sobreposição (Overlap) % N S N S 
0 10 1000 10 1000 
50 19 500 37 500 
75 37 250 73 250 
Tabela 4.1 – Parâmetros do sistema para K=10000 
 
 




Parâmetros de simulação 
 
Sistema SW Sistema SSW 
Parâmetros do código LT c 0,1 c 0,1 
 
δ 0,5 δ 0,5 
Total de símbolos da fonte K 100000 K 100000 
Comprimento do símbolo l 1 l 1 
Comprimento da janela W 10000 W 10000 
Sobrecarga (Overhead) ε 0,04 a 0,10 ε 0,04 a 0,10 
     
Sobreposição (Overlap) % N S N S 
0 10 10000 10 10000 
50 19 5000 37 5000 
75 37 2500 73 2500 
Tabela 4.2 – Parâmetros do sistema para K=100000 
 
 




Para as configurações dos sistemas de janela deslizante e janela 
deslizante suave mostradas nas Tabelas 4.1 e 4.2, observou-se uma 
redução na taxa de não recuperação de símbolos da fonte no sistema de 
janela deslizante suave. Para K=10000, o sistema SSW apresentou um 
resultado melhor tanto para a sobreposição de 75% quanto para a 
sobreposição de 50% em relação ao sistema SW. Por exemplo, a taxa de 
10-5 foi atingida pelo sistema SSW com uma sobrecarga a partir de 0,08 
para a sobreposição de 75%, enquanto que a mesma taxa e sobreposição 
foi atingida pelo sistema SW com sobrecarga a partir de 0,09. Já para a 
sobreposição de 50% no sistema SSW, a taxa de 10-5foi atingida com 
uma sobrecarga de 0,09, enquanto que para o sistema SW a mesma taxa 
foi atingida com sobrecarga de 0,12. Para K=100000, a taxa de 10-7 foi 
atingida pelo sistema SSW e SW com uma sobrecarga a partir de 0,03 
com a sobreposição de 75%. Porém, pode-se observar no gráfico que a 
curva para o sistema SSW começa a declinar primeiro em relação ao 
sistema SW. Com uma sobreposição de 50% a taxa de 10-7foi atingida 
pelo sistema SSW com sobrecarga a partir de 0, 04, e pelo sistema SW 
com sobrecarga a partir de 0,5. 
Observa-se que à medida que a quantidade K de símbolos da 
fonte vai diminuindo, a sobrecarga necessária para se manter uma baixa 
taxa de não recuperação de símbolos da fonte vai aumentando. 
Conforme foi visto na Seção 2.5, os parâmetros c e δ da distribuição 
Sóliton Robusta do código LT podem ser ajustados, possibilitando uma 
redução da sobrecarga do sistema. A alteração dos parâmetros c e δ 
afetam o valor de Z, que representa aproximadamente a sobrecarga 
necessária para que o decodificador LT recupere os símbolos da fonte 
com probabilidade δ de falha no processo de decodificação. 
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Por se tratar de sistemas diferentes, com esquemas de 
transmissão diferentes, o ajuste nos parâmetros c e δ da distribuição 
Sóliton Robusta do código LT podem ocasionar comportamentos 
diferentes nos sistemas SW e SSW. A Figura 4.7apresenta os resultados 
das simulações para K=10000, com os parâmetros da distribuição 
Sóliton Robusta do código LT c=0,01 e δ=0,1. Como este valor do 
parâmetro c faz com que a eficiência do codificador e decodificador LT 




Figura 4.7 – Taxa de símbolos da fonte não recuperados para 




Nestas simulações, pode-se observar que o sistema SSW 
começou a apresentar uma taxa de não recuperação dos símbolos da 
fonte na ordem de 10-5com uma sobrecarga de 0,07 para a sobreposição 
de 75%. Esta taxa com a mesma sobreposição foi atingida no sistema 
SSW na Figura 4.5 com uma sobrecarga de 0,08. Pode-se observar 
também que as curvas da Figura 4.5 vão declinando mais suavemente 
quando comparadas com as curvas da Figura 4.5. Este efeito faz com 
que o sistema em geral fique menos vulnerável a uma variação da 
sobrecarga. 
 
4.4. Análise do sequenciamento da decodificação dos símbolos da 
fonte 
Uma das preocupações que surgiram durante a implementação e a 
simulação do sistema de janela deslizante suave foi com relação ao 
sequenciamento da decodificação dos pacotes, que permitisse aos 
usuários acesso ao conteúdo multimídia durante a transmissão. Não foi 
encontrado nenhum trabalho ou referência acadêmica do sistema de 
janela deslizante para efeito de comparação com o sistema de janela 
deslizante suave. 
Para realizar as simulações definiu-se um percentual de aceitação de 
perda de pacotes para um conteúdo de vídeo. Ou seja, definimos um 
valor de Qualidade de Serviço para uma mídia de vídeo. Valores para os 
parâmetros de Qualidade de Serviço aproximados, para diferentes tipos 
de mídias, são encontrados em[31-33], os quais serviram como 
referência de utilização neste trabalho. Definiu-se como aceitável, para 
uma mídia de vídeo, uma perda de até 1% dos símbolos da fonte. 
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Com o objetivo de reduzir o tempo de simulação e recursos de 
memória, no lado do transmissor o codificador foi implementado 
codificando blocos de símbolos de paridade referentes à transmissão de 
uma janela W completa. Da mesma forma, no lado do receptor, a 
decodificação foi implementada decodificando blocos de símbolos de 
paridade referentes à transmissão de uma janela W completa. Com isto, 
o resultado da simulação acaba representando o pior caso, pois 
considera sempre o processamento múltiplo de n w símbolos de paridade 
na transmissão e recepção. Ainda no lado do receptor, a análise da 
sequência da decodificação dos símbolos da fonte foi feita agrupando 
grupos de 10% da quantidade K de símbolos da fonte. Para cada 
simulação foi definida uma sobrecarga fixa ε, a sobreposição S, e valor 
dos parâmetros c e δ da distribuição Sóliton Robusta do código LT. 
A Figura 4.8mostra a simulação para K=10000, ε=0,10, S=50%, 
c=0,1 e δ=0,5. A Figura 4.9 mostra a simulação para K=10000, ε=0,10, 
S=75%, c=0,1 e δ=0,5. Em ambos os casos o resultado corresponde à 







Figura 4.8 – Sequenciamento da decodificação dos símbolos da 
fonte para K=10000, ε=0,10, S=50%, c=0,1 e δ=0,5 
 
Figura 4.9 – Sequenciamento da decodificação dos símbolos da 
fonte para K=10000, ε=0,10, S=75%, c=0,1 e δ=0,5 
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Figura 4.10 – Sequenciamento da decodificação dos símbolos da 
fonte para K=10000, ε=0,05, S=50%, c=0,1 e δ=0,5 
Pode-se verificar nas Figuras 4.8 e 4.9 que os símbolos da fonte 
são recuperados sequencialmente nos dois sistemas praticamente ao 
mesmo tempo tanto para uma sobreposição de 50% quanto para a 
sobreposição de 75%. Porém na Figura 4.10 pode-se observar que, à 
medida que a sobrecarga ε diminui, o sistema SW vai apresentando um 
atraso maior na decodificação sequenciada dos símbolos da fonte, 
enquanto que o sistema SSW se mostra mais robusto a esta variação. 
Este mesmo comportamento foi observado nas simulações para 
K=100000 apresentadas nas Figuras 4.11, 4.12 e 4.13, e também 





Figura 4.11 – Sequenciamento da decodificação dos símbolos da 
fonte para K=100000, ε=0,07, S=50%, c=0,1, e δ=0,5 
 
Figura 4.12 – Sequenciamento da decodificação dos símbolos da 




Figura 4.13 – Sequenciamento da decodificação dos símbolos da 













5. Conclusões e Sugestões para trabalhos futuros 
 
Neste capítulo são apresentadas as conclusões obtidas durante o 
desenvolvimento do presente trabalho, fazendo uma análise crítica dos 




Esta dissertação apresentou um estudo dos códigos fontanais, 
especificamente o código LT, para aplicação em sistemas multimídia. 
Após uma revisão no Capítulo 2 do código LT, foi feita no Capítulo 3 
uma apresentação de um sistema de janela deslizante para aplicação 
multimídia utilizando o código LT. O resultado das simulações 
apresentaram uma redução da taxa de não recuperação de símbolos da 
fonte do sistema de janela deslizante comparado com o sistema de janela 
fixa para diferentes valores de K e de sobreposição S. Em seguida, no 
Capítulo 4 foi apresentada uma proposta de sistema utilizando uma 
janela deslizante suave, juntamente com os resultados da simulação do 
sistema e os resultados da simulação do sequenciamento da 
decodificação dos pacotes da fonte. Os resultados das simulações 
apresentaram uma redução da taxa de não recuperação de símbolos da 
fonte do sistema de janela deslizante suave comparado com o sistema de 
janela fixa e com o sistema de janela deslizante para diferentes valores 
de K e de sobreposição S. As simulações também demonstraram que 
tanto o sistema de janela deslizante quanto o sistema de janela deslizante 
suave apresentam um sequenciamento da decodificação dos pacotes da 
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fonte, permitindo que o conteúdo multimídia seja acessado durante a 
transmissão da informação. Porém observou-se nas simulações que o 
sistema de janela deslizante suave é mais robusto a reduções da 
sobrecarga (overhead) ε. 
 
5.2. Sugestão de trabalhos futuros 
A ideia do sistema de janela deslizante suave proposta neste 
trabalho de mestrado abre as portas para um aprofundamento maior em 
diversas outras linhas de pesquisa. A seguir são propostas algumas 
sugestões para trabalhos futuros a serem realizados: 
• Pesquisar uma distribuição de graus para códigos LT, ou 
uma alteração na distribuição Sóliton Robusta com a 
finalidade de conseguir melhores resultados na taxa de não 
recuperação de símbolos da fonte; 
• Equacionamento dos parâmetros c, δ e Z da distribuição 
Sóliton Robusta do código LT com o sistema de janela 
deslizante e janela deslizante suave possibilitando o cálculo 
mais preciso da sobrecarga; 
• Pesquisar a utilização do código Raptor no sistema de 
janela deslizante suave; 
• Pesquisar a utilização de proteção desigual de erro para o 
sistema de janela deslizante suave; 
• Implementar toda a solução do sistema de janela deslizante 
e do sistema de janela deslizante suave em um protocolo 
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com características de canal BEC, por exemplo UDP, para 
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