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Abstract
In this paper, we study the convergence of Yang-Mills-Higgs fields defined on fiber bundles
over Riemann surfaces, where the fiber is a compact symplectic manifold and the conformal
structure of the underlying surface is allowed to vary. We show that away from the nodes, the
YMH fields converges, up to gauge, to a smooth YMH field modulo finitely many harmonic
spheres, while near the nodes where the conformal structure degenerates, the YMH fields con-
verges to a pair consisting of a flat connection and a twisted geodesic (with potential). In
particular, we generalize the recent compactness results on both harmonic maps from surfaces
and twisted holomorphic curves to general YMH fields.
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1 Introduction
1.1 Definition and motivation
Suppose Σ is a compact Riemann surface, G is a compact connected Lie group endowed with a
metric which is invariant under the adjoint action, and g is its Lie algebra . Suppose (M,ω) is a
compact symplectic manifold which supports a Hamiltonian action of G. Take an almost complex
structure J and a compatible metric on M which is bi-invariant under the action. Let P be a
principal G-bundle on Σ and F = P ×GM be the fiber bundle associated to P . Then G extends to
an equivariant action on F , which gives a moment map µ : F → P ×ad g. Denote by A the space of
smooth connections on P and S the space of smooth sections of F . Then for a fixed central element
c ∈ Z(g), the Yang-Mills-Higgs(YMH) functional for a pair (or configuration) (A,φ) ∈ A ×S is
defined by
YMH(A,φ) =
∫
Σ
|FA|2dV +
∫
Σ
|DAφ|2dV +
∫
Σ
|µ(φ)− c|2dV,
where DA is the covariant derivative induced by A and FA is the curvature.
The critical points of the YMH functional are called Yang-Mills-Higgs fields, which are pairs
(A,φ) ∈ A ×S satisfying the following Euler-Lagrangian equation{
D∗ADAφ = −∇µ(φ)(µ(φ)− c),
D∗AFA = −φ∗DAφ.
(1.1)
The YMH functional emerges naturally as an action functional in gauge theory, which arises
in the research of electromagnetic phenomena, including the Ginzburg-Landau theory on super-
conductivity. The YMH fields, which stand for critical status in physics, play a central role in
the theory. The YMH theory has been extensively studied in last several decades and become a
cornerstone in particle physics and quantum field theories [9]. Besides its physical significance,
it contains many important objects of mathematical interests as special cases. For example, the
pseudo-holomorphic curves, harmonic maps and Yang-Mills fields are special YMH fields.
In this paper, we study the convergence and blow-up behavior of a sequence of YMH fields. In
particular, the conformal structure of the underlying surface is allowed to vary. The motivation of
our study originated from two aspects as follows.
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Firstly, the compactness of YMH fields is closely related to the σ-modeland construction of
symplectic invariants(cf. [30]) . The Gromov-Witten(GW) invariant, which is built by the methods
of holomorphic curves, has now become a basic tool in the study of global structures of symplectic
manifolds. A recent development is a generalization of GW invariant, the so-called Hamiltonian
GW invariants, on symplectic manifolds which admits a Hamiltonian group action[3, 14]. The
construction of such an invariant is based on a proper compactification of the moduli space of
twisted holomorphic maps (also known as symplectic vortices)[15]. More precisely, the twisted
holomorphic maps is a special kind of YMH fields, namely, the minimizers of YMH functional,
which are solutions to the vortex equations{
∂¯Aφ = 0,
ιvFA + µ(φ) = c.
(1.2)
In [15], Mundet i Riera and Tian give a notion of stable twisted holomorphic map and construct
a compactification of the moduli space where the conformal structure is allowed to vary. This
would lead to the definition of a virtual moduli cycle and a new quantum product in equivariant
cohomology. For more related results in this direction, we refer to [2, 16, 31, 34] and references
therein. It is also worthy mentioning that, by the Hitchin-Kobayashi correspondence, the moduli
space of vortices corresponds to the moduli space of stable holomorphic bundles [1, 13, 27]. On
the other hand, there do exist YMH fields which are not minimizers. See for example [17, 25, 26].
Thus a natural problem is to study the convergence of general YMH fields, which would lead to
certain compactification of moduli space of general YMH fields.
Secondly, the convergence and blow-up analysis of YMH fields is of independent interest from the
view of geometric analysis. In [32], Zhang considered YMH fields on vector bundles over compact
Riemannian manifolds and showed the compactness of YMH fields up to gauge transformations.
However, in our non-linear settings where the fibre is a compact manifold M , there are geometric
obstructions for the convergence of YMH fields. This could be easily seen from the special case
that, if the fiber bundle is simply F = Σ ×M and the connection A is trivial, then YMH fields
are just harmonic maps from surfaces Σ to manifold M . The research of harmonic maps from
surfaces has brought major impact to geometric analysis since Sacks and Uhlenbeck’s pioneering
work [24]. There are numerous works related to the blow-up analysis of harmonic maps. Note
that the most interesting case happens when the base manifold is a Riemann surface, as in our
settings, since the energy ‖DAφ‖L2 is conformal invariant in dimension 2. A remarkable result is
the bubble tree convergence of harmonic maps from surfaces shown by Parker [18]. As we will see
below, the blow-up behavior of a sequence of general YMH fields brings new challenges and exhibits
new phenomenons, while sharing a lot in common with harmonic maps. In fact, our result unifies
many classical results covered by the general framework of YMH theory, including the compactness
of holomorphic curves, twisted holomorphic curves, (gauged) harmonic maps from surfaces and
Yang-Mills fields on dimension 2.
1.2 Main Results
Before explaining the results we achieved in this paper, let’s first recall a related convergence result
of YMH fields, in the special case where the conformal structure of the underlying surface is fixed.
In a previous paper [21], the author used a Sacks-Uhlenbeck type α-YMH functional to seek min-
max YMH fields and showed the convergence of a sequence of critical points of α-YMH functionals
3
as α approaches 1. By letting α = 1, we can easily obtain the convergence behavior for a sequence
of YMH fields. It turns out that in this case the convergence is analogous to the bubble tree
convergence of harmonic maps from surfaces (cf.[18]).
Theorem 1.1 ([21]). Let (Σ, h, j) be a fixed Riemann surface. Suppose {(An, φn)}∞n=1 ⊂ A ×S
is a sequence of smooth YMH fields on Σ with bounded YMH energy. Then there exists a smooth
YMH field (A∞, φ∞) ∈ A × S and finitely many points x = {x1, x2, · · · , xk} ⊂ Σ, such that
(An, φn) sub-converges, up to gauge, to (A∞, φ∞) in C∞loc on Σ \ x. Moreover, there exists finitely
many harmonic maps wij : S
2 →M where 1 ≤ i ≤ k and 0 ≤ j ≤ lk, such that
lim
n→∞YMH(An, φn) = YMH(A∞, φ∞) +
∑
i,j
E(wij), (1.3)
where E(wij) = ‖dwij‖2L2 is the energy of wij.
Remark 1.2. The last equality (1.3) is called the energy identity which is of special interest, since it
asserts that there is no energy loss during the blowing up process. Actually, a more refined analysis
shows that the image of the limit section φ∞ and the harmonic spheres wij are connected, i.e. there
is no neck between the bubbles. (A proof of this statement is essentially contained in the current
paper as a special case.) Thus the convergence of YMH fields on a Riemann surface with fixed
metric is well understood.
Theorem 1.1 would lead to a compactification of moduli space of YMH fields with fixed complex
structure. However, when the complex structure j of the underlying surface Σ is allowed to vary,
the compactification becomes more complicated and new difficulties arise.
In the special case of compactification of the moduli space of twisted holomorphic maps, two
interesting phenomenons are observed in [15], which do not appear in the classical Gromov com-
pactness of holomorphic curves. First, there exist a new kind of bubbles which do not have a
positive lower energy bound. Second, there might be a neck arising near the nodes, which consists
of a chain of gradient flow lines of the Hamiltonian. Similar phenomenons appear in the research of
harmonic maps from surfaces. During the compactification of moduli space of harmonic maps from
nodal Riemann surfaces, Chen and Tian [5] found that near the nodes, there might exist a geodesic
at the neck which connects the limit map and bubbles. Zhu [33] also considered the convergence of
a sequence of harmonic maps from degenerating Riemann surfaces and showed that there is only
a modified energy identity depending on the degenerating speed of conformal structure. Later,
Chen, Li and Wang [4] gave a more refined analysis on the same problem and showed that the neck
actually converges to a geodesic. Moreover, they give a formula of the length of the neck.
Now we explain the main results of this paper. Suppose (Σn, hn, jn) is a sequence of Riemann
surfaces which converges to a nodal surface (Σ, h, j, z) with nodes z. Let P (Σn) denote the principal
G-bundle over Σn and F(Σn) = P (Σn) ×G M be the associated bundle. Let A (Σn) and S (Σn)
denote the space of smooth connections on P (Σn) and smooth sections of F(Σn) respectively.
Suppose {(An, φn)}∞n=1 ⊂ A (Σn) × S (Σn) is a sequence of YMH fields with bounded energy.
Namely, the sequence satisfies the Euler-Lagrange equation (1.1) and there exists a constant C
such that YMHhn(An, φn) ≤ C.
The convergence result can be divided into two parts, namely, away from the nodes and near
the nodes. On every compact subset away from the nodes, since the metric converges smoothly,
the convergence is very similar to the case of fixed metric guaranteed by Theorem 1.1, except that
the singularities of the limit YMH field at the nodes cannot be removed in general.
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Theorem 1.3. Suppose (Σn, hn, jn) is a sequence of Riemann surfaces which converges to a nodal
surface (Σ, h, j, z) with nodes z. Suppose {(An, φn)}∞n=1 ⊂ A (Σn)×S (Σn) is a sequence of YMH
fields with bounded YMH energy. Then there exist limit fiber bundles P (Σ \z) and F(Σ \z) defined
over Σ \ z, and a YMH field (A∞, φ∞) ∈ A (Σ \ z)×S (Σ \ z) such that the following hold:
1. For any compact subset Σ′ ⊂ Σ \ z, there exist finitely many points x = {x1, x2, · · · , xk} ⊂ Σ′
such that (An, φn) sub-converges, up to gauge, to (A∞, φ∞) in C∞loc on Σ
′ \ x.
2. There exist finitely many harmonic spheres wij : S
2 → M where 1 ≤ i ≤ k and 0 ≤ j ≤ lk
such that
lim
n→∞YMHhn(An, φn)|Σ′ = YMHh(A∞, φ∞)|Σ′ +
∑
i,j
E(wij),
where E(wij) = ‖dwij‖2L2 is the energy of wij . Moreover, the images of the tree bubbles wij
and the limit section φ∞ are connected.
3. For each node z ∈ z, the limit holonomy Hol(A∞, z) of A∞ around z exists. In particular, if
Hol(A∞, z) = id, then (A∞, φ∞) can be extended over z to a smooth YMH field.
Remark 1.4. Although the singularities of the limit pair at the nodes can not be removed in general,
the asymptotic behavior of (A∞, φ∞) as we approach the nodes can be traced. See Theorem 5.5 below
for more details.
For the most interesting part near the nodes, it is equivalent to consider the convergence behavior
of YMH fields over a sequence of cylinders whose length tends to infinity. Indeed, we will choose a
family of ”canonical” metrics near the nodes(see Section 2.3), such that the collar area near a node
is isomorphic to a long cylinder Cn = [−Tn, Tn] × S1 and the metric on Cn decays exponentially.
That is, the metric has the form gn = λ
2
n(dt
2 + dθ2) such that
|λn(t)| ≤ Cδn exp(|t| − Tn), ∀t ∈ [−Tn, Tn],
where δn → 0 and Tn = − ln δn →∞ as n→∞.
After restricting ourselves to the cylinders, we obtain a sequence of bundles and a sequence the
YMH fields over Cn which we still denote by {(An, φn)}∞n=1. Since G is assumed connected, the
bundles are trivially and we may identify the section φn with a map un : Cn →M . By a conformal
change to the standard metric gn → g0 = dt2 + dθ2, the problem is reduced to the convergence of
(An, un) over the flat cylinders (Cn, g0) which satisfies that following conditions. First, under the
standard metric g0, the energy of (An, un) is bounded by
‖Dnun‖L2(Cn) ≤ C, ‖Fn‖L2(Cn) ≤ Cδn, (1.4)
where Dn denotes the derivative induced by An and Fn denotes the curvature. Second, (An, un)
satisfies the rescaled Euler-Lagrangian equation{
D∗nDnun = −λn∇µ(un)(µ(un)− c),
D∗nFn = −λnu∗nDnun.
(1.5)
To achieve desired estimates, we first choose a suitable gauge, the so-called balance temporal
gauge on the cylinder, such that the connection has the form An = andθ where an ∈ C∞(Cn, g).
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Since dimension 2 is sub-critical for the Yang-Mills functional of the connection, the convergence
of the connection An to a limit flat connection A∞ is obvious.
On the other hand, the convergence of the map un is more complicated due to the conformal
invariance of the energy ‖Dnun‖L2 in dimension 2. Namely, there might be energy concentrations on
the cylinder. There are two possibilities. The first is energy concentration near a point which give
rise to a finite number of tree bubbles, i.e. harmonic spheres. The second one is energy concentration
on a ”drifting” sub-cylinder(see Section 6.2). In this case, we obtain a twisted bubble(or connecting
bubble), which is a twisted harmonic map satisfying the equation
D∗A∞DA∞v = 0.
Generally, due to the holonomy of connection A∞, the behavior of twisted bubbles is quite different
from tree bubbles. However, we are still able to show that there are at most finitely many bubbles.
It follows by an induction that, after finitely many steps of blowing-up’s, we are left with a sequence
on the cylinder where no energy concentration occurs.
After these preparations, we are now ready to state the main results on the cylinders. We
denote the energy of un on Cn by
E(un, An,Cn) =
∫
Cn
|Dnun|2dtdθ.
Suppose the connection has the form An = andθ in the balanced temporal gauge. Denote by
∂θ,an := ∂θ + an the partial differential operator induced by An along the θ-direction and let
en :=
∫
{0}×S1
(|∂tun|2 − |∂θ,anun|2)dθ.
We also introduce two quantities
µ := lim
n→∞Tnen, ν := limn→∞Tn
√
en.
Theorem 1.5. Suppose {(An, φn)}∞n=1 ⊂ A (Cn) × S (Cn) is a sequence of YMH fields over flat
cylinders (Cn, g0), which satisfies (1.4) and (1.5). Then after choosing the balanced temporal gauge
and a sub-sequence, An converges in C
∞
loc to a flat connection A∞ = α∞dθ where α∞ ∈ g is
constant. Moreover, if there is no energy concentration, then the limit of un(Cn) falls into the fixed
point set of exp(2πα∞) ∈ G and the following holds.
1. If An is non-degenerating, then
(a) the energy on the neck is
lim
n→∞ E(un, An,Cn) = 2µ.
(b) the limit of un(Cn) is a twisted geodesic, the length of which equals to
2√
2pi
ν if ν is finite;
if ν = +∞, then the neck contains an infinitely long twisted geodesic.
2. If An is degenerating, then
(a) the energy on the neck is
lim
n→∞ E(un, An,Cn) = 2 limn→∞
∫
Cn
|(An −A∞)un|2 + 2µ.
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(b) the limit of un(Cn) is a closed orbit of a geodesic with potential.
The image of a twisted geodesic is a closed orbit of a geodesic (see Definition 4.12 below). Besides
the energy identity, the above result gives a geometric description of the blow-up phenomenon which
happens exactly at the nodes. We remark that intuitively, en reflects the blowing-up speed of un,
while Tn represents the degenerating speed of node. Thus in the first case, the quantities µ and
ν measures the competing of the blowing-up and degenerating processes. This is consistent with
the recent result [4] on harmonic maps. However, things become more complicated due to the
interaction of the connection An. The degeneration of An means that there is an expansion of the
kernel of the operator ∂θ,an in the limit(see Section4.2 for a detailed explanation). In this case, the
degenerating speed of An also get involved, which can be measured by the term |An − A∞|. It is
very interesting that the neck turns out to be an orbit of a geodesic with potential, which is related
to the famous C. Neumann problem(see for example[19]). In fact, the geodesic with potential is a
critical point of the functional
E(v) =
∫
|dγ|2ds+
∫
(γ,Qγ)ds,
where Q is a symmetric and non-negative matrix generated by the degeneration of the connection.
See Section 6.4.2 for more details.
1.3 Perspectives
Theorem 1.3 and 1.5 provides a full picture of convergence of YMH fields over Riemann surfaces.
In particular, we obtain an energy identity and a geometric description of the neck. Using these
results together with the notion of stable maps due to Kontsevich, the compactification of moduli
space of YMH fields with varying conformal structures follows. Although the compactification is
complicated in full generality, it could be quite good in some special settings. Here we mention two
important cases where our results in this paper can be applied.
Case 1: Twisted holomorphic maps.
Recall that twisted holomorphic maps are just minimizing YMH fields which satisfy the first
order equations (1.2). In particular, on the neck the equation becomes
∂¯Au := ∂tu+ J∂θ,Au = 0.
In this case, it is obvious that the quantities µ, ν defined in Theorem 1.5 vanishes. Therefore, when
the connection is non-degenerating, the energy and the length of the neck is zero. Thus the twisted
geodesic reduces to a single closed orbit which is fixed by the limit holonomy of the connection. In
particular, if the limit holonomy is trivial, then the orbit shrinks to a point and the neck vanishes.
For example, when the Lie group is identity(G = {id}) and the connection is trivial, the convergence
amounts to the classical Gromov-Witten compactness of holomorphic curves. Another interesting
example is when G acts freely on M , then the holonomy has to be identity. See the recent paper
[29] for a similar result. The neck issue becomes more subtle when the connection is degenerating.
It was shown in [15] that neck turns out to be a gradient line of the Hamiltonian and contains no
energy, when the Lie group is simply S1. Here we can apply Theorem 1.5 to generalize this result
to arbitrary compact connected Lie group, see Section 6.5 below.
Case 2: Fixed connection.
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If the sequence of YMH fields are chosen such that An ≡ A for some fixed connection A, then
there is no degeneration of the connection. Thus the non-degenerate case of Theorem 1.5 applies
and we obtain energy identity and geometric description of the neck. In particular, harmonic maps
are just YMH fields with trivial connection. Thus we recover the bubble convergence of harmonic
maps from (degenerating) surfaces, and provide a generalization of previously results in [5, 33, 4].
Finally, it is worth mentioning that, as a by-product, we obtain a Poincare´ type inequality for
flat connections on S1 which generalizes the classical Poincare´ inequality. See Lemma 4.3 below.
The paper is organized as follows. Some preliminaries are given in Section 2, including basic
properties of YMH fields on a fixed Riemann surface which are proved in our previous paper [21].
For completeness, we also recall the construction of canonical metrics on degenerating Riemann
surfaces. Next, we consider a reduce problem on YMH fields over infinitely long cylinders. The
convergence of the connection part is proved in Section 3. The more delicate analysis and estimates
for the section part are presented in Section 4. With these preparations, in Section 5 we show the
convergence of YMH fields away from the nodes and prove Theorem 1.3. Then we devote the last
section to blow-up analysis of YMH fields near the nodes and give the proof of Theorem 1.5. The
main contribution of this paper lies in Section 6 where we emphasis the geometric aspects of the
neck.
2 Preliminaries
2.1 Yang-Mills-Higgs functional
Suppose (Σ, j) is a Riemann surface and (M,ω) is a symplectic manifold which supports a symplec-
tic action of a compact connected Lie group G. Let g be the Lie algebra of G and g∗ its dual space.
Suppose P is a G-principal bundle over Σ and F = P ×G M is the associated bundle. For any
element ξ ∈ g, there is an infestimal action of ξ on M which generates a vector field Xξ ∈ Γ(TM).
Assume that the action is Hamiltonian, then there is a moment map µ : G→ g∗ such that
ιXξω = d〈µ, ξ〉.
If we take a bi-invariant metric on g which is invariant under the adjoint action of G, then g∗ can
be identified with g and the moment map can be regard as a map µ : M → g. Moreover, µ is
equivariant with respect to the coadjoint action on g∗. That is, for any g ∈ G and x ∈ M , we
have µ(g · x) = adgµ(x). Thus the moment map on M can be extend to F which gives a map
µ : F → P ×ad g.
Let A denote the space of smooth connections which is an affine space modeled on Ω1(P ×ad g)
and A1,2 denote the Sobolev completion of A under Sobolev W
1,2 norm. Let G := Aut(P ) =
P ×Ad G be the gauge group, where Ad denotes the conjugate action. A gauge transformation
s ∈ G acts on a connection A ∈ A by s(A) = s−1ds + s−1As. The curvature of A is a g-valued
two-form in Ω2(P ×ad g) defined by FA := dA+ 12 [A,A]. The gauge transformation acts on FA by
s(FA) = s
−1FAs.
Let S = Γ(F) denote the space of smooth sections of F and S1,2 denote its Sobolev completion.
A connection A ∈ A induces an covariant differential operator DA on S . In fact, A gives a
horizontal distribution H ⊂ TF and induces a splitting TF = H ⊕ TFv where TFv is vertical,
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then the covariant derivative is just DA := πA ◦ d, where πA : TF → TFv is the projection. In a
local trivialization F|U ≃ U ×M , if we use {xi}i=1,2 to denote the local coordinates on U ⊂ Σ,
then we can identify the section φ ∈ S with a map u : U → M and write A|U = aidxi where
ai ∈ C∞(U, g), then we have
(DAφ)|U = du+Xai(u)dxi.
By fixing a metric h on Σ, an invariant almost complex structure J on M and a central element
c ∈ Z(g), we can define the Yang-Mills-Higgs(YMH) functional for a pair (A,φ) ∈ A1,2 ×S1,2 by
YMHh(A,φ) = ‖DAφ‖2L2 + ‖FA‖2L2 + ‖µ(φ) − c‖2L2 .
The YMH functional consists of three components of independent interests, namely, the (twisted)
energy functional, the Yang-Mills functional and the Higgs potential, which we denote respectively
by
E(A,φ) := ‖DAφ‖2L2 , YM(A) := ‖FA‖2L2 , H(φ) := ‖µ(φ) − c‖2L2 .
Obviously, the YMH functional is invariant under gauge transformation, i.e. for any s ∈ G , we
have
YMHh(s(A), s(φ)) = YMHh(A,φ).
Another important feature is that, for a conformal metric λh, λ > 0 on the 2 dimensional Riemann
surface Σ, we have
YMHλh(A,φ) = ‖DAφ‖2L2,h + λ−1‖FA‖2L2,h + λ‖µ(φ) − c‖2L2,h. (2.1)
The critical points of the YMH fields is called YMH fields which satisfy the Euler-Lagrangian
equation {
D∗ADAφ = −∇H(φ),
D∗AF = −φ∗DAφ.
(2.2)
Here D∗A is the dual operator of DA, ∇H(φ) = (µ(φ)− c)∇µ(φ) denotes the L2-gradient of H and
φ∗DAφ acts on any B ∈ Ω1(P ×ad g) by
(φ∗DAφ,B) = (DAφ,Bφ).
In view of the conformal property (2.1), after a conformal change of the metric λh → h, the
Euler-Lagrangian equation has the form{
D∗ADAφ = −λ∇H(φ),
D∗AF = −λφ∗DAφ.
For a detailed deduction of the above equations, we refer to [21] and [11]. In the rest of this
paper, we will omit the subscriptions and simply denote D = DA, F = FA,YMH = YMHh if no
confusions can occur.
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2.2 epsilon regularity and removable singularity
Let (A,φ) ∈ A ×S be a YMH field with bounded YMH energy. We first recall the Euler-Lagrangian
equation for (A,φ) in local coordinates.
Taking a geodesic ball U ⊂ Σ and a trivialization of the fiber bundles P (U) and F(U), we
may regard the section φ as a map u : U → M and the connection A as a g valued 1-form. The
exterior covariant derivative D can by written as D = d+A and its adjoint is simply D∗ = d∗+A∗.
Since A is compatible with the metric, we have A∗ = −A. Moreover, the curvature F has the form
F = dA + 12 [A,A]. We embed the compact manifold M into an Euclidean space R
K and denote
the second fundamental form by Γ. A simple calculation (see [21] for example) shows that in this
trivialization, equation (2.2) is equivalent to{
∆u+ Γ(u)(du, du) + d∗A · u+ 2A · du+A2 · u = ∇H(un);
d∗dA+ [A, dA] + [A, [A,A]] = −u∗(du+Au). (2.3)
The first equation in (2.3) for the map u is analogous to the equation for harmonic maps. On
the other hand, the second one for the connection A is not elliptic, due to the gauge invariance
of the Yang-Mills functional YM(A) = ‖F‖2L2 . To overcome this problem, we need to choose the
Coulomb gauge, such that d∗A = 0. By Uhlenbeck’s theorem [28], such a gauge always exists in
a geodesic ball if the L2-norm of the curvature is small. After fixing the Coulomb gauge, (2.3)
becomes a coupled elliptic system and the techniques in the analysis for harmonic maps can be
applied. Thus many results analogous to the classical results for harmonic maps essentially follows.
For example, in view of the regularity results for harmonic maps [20, 23], it is easy to verify that
any YMH filed in A1,2 × S1,2 is actually smooth. Moreover, we have the following ǫ-regularity
and removable singularity theorems. For a detailed proof of the following theorems, one can refer
to [21].
Lemma 2.1 (ǫ-regularity). Let D be the unit disk and D′ be the disk with radius 12 . Suppose
(A, u) ∈ A (D)×S (D) is a smooth YMH field with bounded YMH energy, where ‖F‖L2(D) is small
and A is under Coulomb gauge.
1) For any 1 < p < 2,
‖A‖W 2,p(D′) ≤ Cp(‖Du‖L2(D) + ‖F‖L2(D)), (2.4)
where Cp is a constant depending on p.
2) There exists a constant ǫ0 > 0 independent of A and u, such that if
‖Du‖L2(D) < ǫ0,
then for any k ≥ 2,
‖u− u¯‖W k,2(D′) + ‖A‖W k,2(D′) ≤ CkYMH(A, u), (2.5)
where u¯ is the mean value of u over D and Ck is a constant depending only on k. In particular, we
have
|Du(0)| + |F (0)| ≤ C(‖Du‖L2(D) + ‖F‖L2(D)). (2.6)
Remark 2.2. Note that the assumption of ǫ-smallness of the energy ‖Du‖L2(D) is only needed
for 2) in Lemma 2.1. The W 2,p local estimates for A holds everywhere if ‖F‖L2(D) is small. In
particular, in the sub-critical dimension 2, the L2-norm of the curvature can always be small after
a scaling of the metric.
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Lemma 2.3 (Removable singularity). Suppose A is a continuous connection on P (D) and u ∈
W 2,2
loc
(D\{0}). If (A, u) is a YMH field on on the punctured disk D\{0} with bounded YMH energy,
then u can be extended to a map u˜ ∈W 2,2(D).
2.3 Canonical metrics on degenerating surfaces
Let g,m be nonnegative integers satisfying 2g +m ≥ 3. The Deligne-Munford moduli space Mg,m
gives a compactification of isomorphism classes of stable curves of genus g and m marked points.
Given a nodal curve (Σ, j, z) ∈ Mg,m, we may parameterize a neighborhood of (Σ, j, z) in Mg,m
together with a family of ”canonical” metrics on each element in this neighborhood. An important
feature of the metric we chose is that they are flat near the nodes. Here we follow [8, Section 9] to
give such a construction, which will enable us to reduce the convergence problem near the nodes
to the problem on long cylinders. For our purpose, we only illustrate such a construction locally
near one node z ∈ z.
First fix a Ka¨hler metric h on (Σ, j, z) such that the metric is flat in a neighborhood of z ∈ z. Let
π : Σ˜ → Σ be the normalization map such that π(z1) = π(z2) = z where z1 ∈ Σ1 and z2 ∈ Σ2 are
the preimages on the normalized components Σ1,Σ2. There is a metric on Tz1Σ1 and Tz2Σ2 induced
by the metric on Σ1 and Σ2, which induces one on the tensor product Tz1Σ1⊗Tz2Σ2. Thus for each
nonzero element η ∈ Tz1Σ1 ⊗ Tz2Σ2, we have a biholomorphic map Φη : Tz1Σ1 \ {0} → Tz2Σ2 \ {0}
such that
w ⊗ Φη(w) = η, ∀w ∈ Tz1Σ1 \ {0}.
Now suppose |η| = δ4 where δ is a small positive number. We remove the disk U(z1, δ3) from
Σ1 and U(z2, δ
3) from Σ2, where U(x, r) denotes the metric ball of radius r centered at x. Next
we choose a smooth function χδ : (0,+∞) → (0,+∞) which is invariant by Φη and χδ(r) = 1 if
r ≥ δ3/2. Then we can glue the two annuluses U(z1, δ) \ U(z1, δ3) and U(z2, δ) \ U(z2, δ3) together
by Φη such that Φ
∗
ηgδ = gδ, where gδ = χδ(r)(dr
2 + r2dθ2). Thus we obtain a family of stable
curves Ση together with metrics gδ decided by χδ. We call the glued annulus in Ση the collar area
and denote it by Cδ. By a transformation
(r, θ)→ (t, θ) := (− log r + 2 log δ, θ),
we find that the collar area Cδ is isomorphic to a cylinder [−Tδ, Tδ ] × S1, where Tδ = − ln δ goes
to infinity as δ → 0. Moreover, using the parameters (t, θ), the metric gδ on the cylinder can be
expressed as
gδ(t, θ) = e
−2tδ4χδ(e−tδ2)(dt2 + dθ2). (2.7)
We fix the function χδ once we choose it. The above construction gives a parametrization of a
neighborhood of (Σ, j, z) by a neighborhood of the origin in Tz1Σ1⊗Tz2Σ2. Thus, for any Riemann
surface close to (Σ, j, z), we have a set of collar areas together with a ”canonical” metric which
corresponds to the nodal set z. In particular, the metric on each collar area is almost flat.
Now suppose (Σn, hn, jn) is a sequence of degenerating Riemann surfaces which converges to
a nodal surface (Σ, h, j, z) where the metric h is flat near the nodes and hn is chosen as above.
Then the metric hn converges to h on each regular subsets while they shrink to the nodes at the
collar areas. More precisely, for each node z ∈ z and neighborhood U ⊂ Σ, there exists a sequence
of δn > 0 and collar areas Cn := Cδn , such that (U \ Cn, hn) converges to (U \ z, h). Moreover,
the collar area is isomorphic to a long cylinder Cn = [−Tn, Tn] × S1 where Tn → ∞. We denote
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the restriction of hn on Cn by gn = λ
2
n(dt
2 + dθ2). From (2.7), it is easy to see that λn decays
exponentially when t goes away from the ends to the middle of the cylinder, i.e.
|λn(t)| ≤ Cδn exp(|t| − Tn), ∀t ∈ [−Tn, Tn], (2.8)
where δn = e
−Tn → 0 as n→∞.
For convenience, we introduce the following definition and call λn is exponentially bounded on
Cn.
Definition 2.4. 1. A function f(t) is called exponentially bounded on the interval [−T, T ] if
there exists a constant C > 0 such that
|f(t)| ≤ C exp(|t| − T ), ∀t ∈ [−T, T ].
2. For any p > 1, a map u on the cylinder CT := [−T, T ]×S1 is called Lp-exponentially bounded,
if the function f(t) := ‖u‖Lp(Ct) is exponentially bounded, where Ct = [−t, t]× S1 ⊂ CT .
3 Estimate of connection on cylinder
3.1 Estimate of curvature
In this section, we derive the estimates of a connection on a cylinder. Let G be a compact connected
Lie group and P be a principal G-bundle over a flat cylinder CT := [−T, T ]× S1. Note that P can
be trivialized since G is connected. Suppose A is a connection on P which satisfies the equation
D∗F = λB (3.1)
where B ∈ Ω1(AdP ) is L∞-bounded and λ(t) is exponentially bounded on CT by
|λ(t)| ≤ Cδ exp(|t| − T ). (3.2)
Suppose that the curvature F satisfies, for any t ∈ (0, T ] and sub-cylinder Ct = [−t, t]× S1 ⊂ CT ,
‖F‖L2(Ct) ≤ C sup
s∈[−t,t]
λ(s) ≤ Cδ exp(|t| − T ). (3.3)
That is, F is L2-exponentially bounded. Moreover, we assume that the L2-norm of F on the
cylinder is small such that Uhlenbeck’s theorem [28] can be applied for all small balls.
Lemma 3.1. Under the above assumptions, the curvature F satisfies
‖F‖L∞(Ct−1) ≤ Cδ exp(|t| − T ).
Proof. For any point x ∈ Ct−1 and the unit disk Dx ⊂ Ct centered at x, we may choose the Coulomb
gauge on Dx such that D = d+A where d
∗A = 0 and
‖A‖W 1,2(Dx) ≤ C‖F‖L2(Dx). (3.4)
Then F = dA+ 12 [A,A] and the equation (3.1) becomes
∆A+ [A, dA] +
1
2
[A, [A,A]] = λB.
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From (3.4), it is obvious that A is Lp-bounded for any p <∞. Denote the disk centered at x with
radius 12 by D
′
x. By a standard elliptic estimate and Ho¨lder’s inequality, we can easily deduce that
for any 1 < p < 2,
‖A‖W 2,p(D′x) ≤ C(‖A‖W 1,2(Dx) + ‖λB‖Lp(Dx)).
It follows that A belongs toW 1,q for any 1 < q <∞ and hence L∞ by Sobolev imbedding. Applying
the elliptic estimate again, we deduce that
‖A‖W 2,q(D′x) ≤ C(‖A‖W 1,q(Dx) + ‖λB‖Lq(Dx)).
Therefore, ∇A belongs to L∞. So does dA and F . Actually, in view of (3.3) and (3.4), we may
conclude that
‖F‖L∞(D′x) ≤ C(‖A‖W 1,2(Dx) + ‖λB‖L∞(Dx))
≤ C(‖F‖L2(Ct) + sup
[−t,t]
λ‖B‖L∞(Dx))
≤ Cδ exp(|t| − T ).
3.2 Balanced temporal gauge
Generally, on a cylinder which is homotopic to S1, there dose not exist a global Coulomb gauge even
if the fiber bundle is trivial. Thus we can not obtain global compactness of the connection from
Uhlenbeck’s local Lp-estimate. However, there do exists there is a convenient gauge on the cylinder
which is referred as the balanced temporal gauge [15]. The existence of the balanced temporal gauge
is based on the classifications of connections on bundles over S1. Namely, the connections over S1
are in 1-1 correspondence with the holonomy groups. Using this gauge, we can still obtain similar
estimates on the whole cylinder as in Uhlenbeck’s local compactness theorems, after modulo out
the holonomy. To this end, we first show
Lemma 3.2. Suppose A is a connection on the principle G-bundle P over a cylinder CT , then
there exists a balanced temporal gauge such that in this gauge, we have
D = d+A, A = adθ,
where a is a smooth map from CT to g. Moreover, there exists a constant α ∈ g such that
a(0, θ) = α,∀θ ∈ S1.
Proof. Assume that in a given trivialization, the connection has the form D = d + A where A =
Atdt+Aθdθ. We choose the desired gauge in two steps.
First, for any fixed θ ∈ S1, we can solve the following o.d.e. to get a family of gauge transfor-
mations sθ(t), θ ∈ S1 on the interval [−T, T ]

dsθ
dt
+Atsθ = 0,
sθ(0) = id.
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Then we define a gauge transformation s1(t, θ) = sθ(t) on the cylinder CT such that in this gauge
where A˜ = s∗1A. Obviously, we have
A˜t = g
−1
θ
dgθ
dt
+ g−1θ Atgθ = 0.
It follows A˜ = A˜θdθ for some A˜θ ∈ C(C , g).
Next, the restriction A˜|{0}×S1 = A˜θ(0, ·)dθ gives a connection on the middle circle {0} × S1.
By the classification of connections on S1, there exists a gauge transformation s2 ∈ C1(S1, G) such
that s∗2A˜|{0}×S1 = αdθ where α ∈ g is constant. Now applying g2 to the whole cylinder, we have
s∗2A˜ = adθ for some a ∈ C1(CT , g) with desired properties.
Remark 3.3. We may choose the balanced temporal gauge such that the constant α belongs to a
compact subset of g. In fact, since the Lie group G is compact, there exists a compact set k ⊂ g such
that exp(2πk) = G. Due to the classification of connections on S1, the connection on the middle
circle {0} × S1 is determined by the holonomy Hol(A, 0) of A around the circle. Thus we can find
α ∈ k such that exp(2πα) = Hol(A, 0), and hence a gauge such that A|{0}×S1 = αdθ.
3.3 Estimate of connection
Using the balanced temporal gauge, we give a global estimate of the connection.
Lemma 3.4. Suppose A satisfies equation (3.1), B belongs to L∞ and F is L2-exponentially
bounded by (3.3). Then there exists a balanced temporal gauge and a constant α ∈ g, such that
A = adθ and
‖a− α‖W 1,∞(Ct−1) ≤ Cδ exp(|t| − T ).
Proof. By Lemma 4.9, we choose a balanced temporal gauge such that A = adθ and a(0, θ) = α is
a constant. Then we have F = atdt ∧ dθ, D = d+ adθ and
D∗ = d∗ +A∗ = − ∗ d ∗ −adθ,
where dθ acts by contraction. A simple calculation shows that in this gauge, equation (3.1) is
equivalent to
−attdθ + (atθ + [a, at])dt = λB. (3.5)
By Lemma 3.1, F is L∞-exponentially bounded in CT−1. It follows that for all t ∈ [−T +1, T − 1],
we have
|at(t, θ)| ≤ C supλ ≤ Cδ exp(|t| − T ) (3.6)
and hence
|a(t, θ)− α| ≤
∫ t
0
|at|dt ≤ Cδ exp(|t| − T ).
By Remark 3.3, we may assume that α is bounded. So a is bounded on the whole cylinder CT . On
the other hand, from equation (3.5), it is obvious that
|atθ| ≤ |[a, at]|+ |λB| ≤ Cδ exp(|t| − T ).
Integrating on [0, t], we find that aθ is also exponentially bounded. Combining this with (3.6), we
conclude that a approaches α exponentially in W 1,∞, as t goes to 0. This completes the proof of
the lemma.
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4 Estimate of section on cylinder
4.1 Reduced equation
Let P be a trivial G-principle bundle over the cylinder CT and F = P ×G M be the associated
bundle. In this section, we suppose A is a flat connection and u : CT → M is a map (identified
with a section φ ∈ S (F)) which has finite energy
E(A, u) = ‖Du‖2L2(CT ) ≤ C
and satisfies the equation
D∗Du = −f (4.1)
where D is the covariant derivative induced by A and f ∈ S (u∗TM) is L∞-bounded.
Since the connection A is flat, locally there always exists a Coulomb gauge such that A vanishes.
Thus we have the following ǫ-regularity theorem, which is analogous to the one for harmonic maps.
Lemma 4.1. Suppose A is a flat connection and u ∈ W 2,2(C1) is a solution to equation (4.1) on
the unit disk C1 := [−1, 1] × S1. There exist ǫ0 > 0 such that if
‖Du‖L2(C1) < ǫ0,
then
‖Du‖C0(C 1
2
) ≤ C(‖Du‖L2(C1) + ‖f‖Lp(C1)), (4.2)
where C 1
2
:= [−12 , 12 ]× S1 is a sub-cylinder and p > 2.
Proof. For each point x ∈ C 1
2
, we may choose a disk D(x, 12) centered at x with radius
1
2 and a
trivialization which puts the connection A in Coulomb gauge. Since A is flat, it vanishes in this
gauge and the derivative is simply D = ∇, which is the Levi-Civita connection induced by the
metric. Thus if we embed M into an Euclidean space RK and denote the second fundamental form
by Γ, equation (4.1) becomes
τ(u) = ∆u+ Γ(u)(∇u,∇u) = f,
where τ(u) is the so-called tension field. Then by ǫ-regularity for harmonic maps (see [6] for
example), we can show that
‖u− u¯‖W 2,2(D′) ≤ C(‖∇u‖L2(D) + ‖f‖L2(D)).
It follows by Sobolev embedding that ∇u ∈ L2p for any p > 2. This in turn implies ∆u ∈ Lp. Thus
by the standard Lp estimate, we have
‖u− u¯‖W 2,p(D′) ≤ C(‖∇u‖L2(D) + ‖f‖Lp(D)).
Then the embedding W 2,p →֒ C1 gives
|∇u(x)| ≤ C(‖∇u‖L2(C1) + ‖f‖Lp(C1)),
or equivalently
|Du(x)| ≤ C(‖Du‖L2(C1) + ‖f‖Lp(C1)). (4.3)
Note that the above estimate is gauge equivalent and hence dose not depend on the choice of
Coulomb gauge. Therefore, (4.3) holds for any x ∈ C 1
2
and any choice of gauge.
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The Coulomb gauge only exists locally. To establish global estimates, we will always choose
the temporal gauge in the following context. Since the connection is flat, by Lemma 3.2 we may
choose a balanced temporal gauge such that A = αdθ where α ∈ g is a constant. It follows that in
this gauge d∗A = 0. A simple calculation yields
D∗Du = (d∗ +A∗)(d +A)u = d∗du− 2Adu−A2u.
Then equation (4.1) is equivalent to
τ(u) + 2α · uθ + α2 · u = f. (4.4)
To understand the above equation better, we first give the explicit expression of the action of
α ∈ g on M . Denote the 1-parameter group of isomorphisms generated by α ∈ g by Φs(y) =
expy(sα) :M →M for s ∈ R, then the infinitesimal action of α on M corresponds to a vector field
X ∈ Γ(TM) given by
α · y = d
ds
∣∣∣
s=0
Φs(y) = X(y), ∀y ∈M.
Similarly, α acts on a vector field V ∈ Γ(TM) by
α · V = ∇
ds
∣∣∣
s=0
dΦs(V ) = ∇X · V,
where ∇ denotes the Levi-Civita connection induced by the metric on M . Note that since A is
compatible with the metric, ∇X is skew-symmetric, i.e.
∇X(V,W ) = −∇X(W,V ), V,W ∈ Γ(TM).
Using the vector field X, we can write equation (4.4) as
τ(u) + 2∇X(u) · uθ +∇X(u) ·X(u) = f. (4.5)
One can write equation (4.5) in a more compact form. Actually, we can define the partial covariant
differential operator in the θ-direction induced by α by
∇θ,α := ∇θ + α,
then the connection D splits into
D = ∇+ αdθ = ∇tdt+∇θ,αdθ.
In particular, for a map u ∈ C∞(CT ,M) we have
∇θ,αu = ∂θu+X(u),
and for a vector field V ∈ Γ(u∗TM)
∇θ,αV = ∇θV +∇X · V.
With these notations, we can rewrite equation (4.4) as
∇2tu+∇2θ,αu = f. (4.6)
Next we embed the compact manifold M into an Euclidean space. By an equivariant version
of Nash’s embedding theorem proved by Moore and Schlafly [12], we can take the embedding to be
equivariant under the group action.
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Theorem 4.2. [12] Suppose the compact Lie group G acts on the compact symplectic manifold
M (which is equipped with an equivariant metric) by isometries, then there exist an orthogonal
representation ι : G→ O(K) and an embedding from M to RK which is equivariant with respect to
ι.
Therefore, using this representation, the Lie algebra g corresponds to skew-symmetric K ×K
matrices. If we denote the skew-symmetric matrix corresponding to α ∈ g by X := ι(α), then the
infinitesimal action of α on a point y ∈M →֒ RK is simply
α · y = X(y) = X · y
where the · on the right denotes the multiplication by the matric X on the vector y ∈ RK . On the
other hand, since dX = X , it follows that the action of α on a vector field V ∈ Γ(TM) is given by
α · V = ∇X · V = (X · V )⊤,
where ⊤ denotes the projection from RK to the tangent space of M . More precisely, if we denote
the second fundamental form of M by Γ, then
∇X = dX + Γ ·X = X + Γ ·X.
Consequently, we can write equation (4.4) as
τ(u) + 2(X · uθ)⊤ + (X ·X(u))⊤ = f,
or
τ(u) + 2X · uθ +X ·X(u) + 2Γ(u)(uθ,X(u)) + Γ(u)(X(u),X(u)) = f. (4.7)
We also have a compact form of equation (4.7). In fact, we may define a partial differential operator
∂θ,α := ∂θ + X . (4.8)
Then for a map u, ∂θ,αu = ∇θ,αu is identical while for a vector field V , we have
∇θ,αV = (∂θ,αV )⊤ = ∂θ,αV + Γ(X,V ).
Thus we can rewrite equation (4.1), or equivalently (4.6) as
∂2t u+ ∂
2
θ,αu+ Γ(u)(Du,Du) = f. (4.9)
For convenience, we will identify α with X and always think of α ∈ g as a skew-symmetric
matrix in the sequel.
4.2 Poincare´ inequality for flat connection
To obtain desired energy estimates for harmonic maps, a key tool is the Poincare´ inequality. Recall
that for any map u ∈W 2,2(S1,RK), we have the Poincare´ inequality∫
S1
|uθ|2dθ ≤ C
∫
S1
|uθθ|2dθ.
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Here we show that the Poincare´ inequality also holds for a flat connection A.
First recall that through parallel transportation, a flat connection A over the cylinder can be
identified with a connection over S1, which we still denote by A. Suppose the holonomy of A around
S1 is Hol(A), then there exists a trivialization such that A = αdθ and Hol(A) = exp(2πα), where
α ∈ g(which lies in a compact subset k by Remark 3.3). Here, by using the equivariant embedding
and representation ι given by Theorem 4.2, we think of α as a skew-symmetric K ×K matrix. We
use ∂θ,α = ∂θ + α to denote the derivative on S
1 induced by A.
Lemma 4.3. Suppose A = αdθ is a flat connection on the cylinder. Then there exist a constant
CA only depending on A, such that the Poincare´ type inequality∫
S1
|∂θ,αu|2dθ ≤ CA
∫
S1
|∂2θ,αu|2dθ (4.10)
holds for all maps u ∈W 2,2(S1,RK).
Proof. We prove by contradiction. Suppose the inequality (4.10) is not true, then there exists
un ∈W 2,2(S1) such that ∫
S1
|∂θ,αun|2dθ ≥ n
∫
S1
|∂2θ,αun|2dθ.
By a rescaling, we may normalize
∫
S1 |∂θ,αun|2dθ = 1. Then
∫
S1 |∂2θ,αun|2dθ ≤ 1/n. Then one easily
checks that ‖∂θ,αun‖W 1,2 ≤ C. Therefore, vn := ∂θ,αun sub-converges to some v weakly in W 1,2
which satisfies ∫
S1
|∂θ,αv|2dθ ≤ lim inf
n→∞
∫
S1
|∂2θ,αun|2dθ = 0.
Hence ∂θ,αv = 0. On the other hand, by Sobolev embedding, vn converges strongly to the same
map v strongly in L2. Thus,∫
S1
|v|2dθ = lim
n→∞
∫
S1
|vn|2dθ = lim
n→∞
∫
S1
|∂2θ,αun|2dθ = 1.
However, we also have∫
S1
(vn, v)dθ =
∫
S1
(∂θ,αun, v)dθ = −
∫
S1
(un, ∂θ,αv)dθ = 0.
Taking limit, we find that
∫
S1 |v|2dθ = 0. A contradiction.
A key difference of the above Poincare´ inequality (4.10) from the classical one is that the
Poincare´ constant CA depends on the flat connection A. Generally, the Poincare´ constant can not
be chosen uniformly. This is one of the difficulties in proving the energy identity in Section 6 below.
To trace the dependence of CA on A, we study the elliptic operator
LA = −∂2θ,α : H2(S1)→ L2(S1).
Since A is compatible with the metric, LA is self-adjoint and non-negative. Lemma 4.3 actually
shows that the spectra of LA can not accumulate at zero for a fixed connection A. Thus we may
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let σ2A > 0 be the first positive eigenvalue of LA and v ∈ H2(S1) be an eigenvector. If there exists
u such that ∂θ,αu = v, then −∂3θ,αu = σ2Av. It follows∫
S1
|∂2θ,αu|2dθ = −
∫
S1
(∂3θ,αu, ∂θ,αu)dθ = σ
2
A
∫
S1
|∂θ,αu|2dθ.
Consequently, the Poincare´ constant in (4.10) is just CA = 1/σ
2
A and can be arbitrarily large if
σA is close to 0. In fact, if σA goes to zero as A varies, there might be a jump of the fist positive
eigenvalue of LA. Or equivalently, the kernel of LA expands in this case. This explains why and
when the constant CA may go to infinity. Also note that ∂
2
θ,αu = 0 implies ∂θ,αu = 0, since we have∫
S1
|∂θ,αu|2 = −
∫
S1
(∂2θ,αu, u)dθ. (4.11)
Thus we are led to the following definition.
Definition 4.4. Suppose An = αndθ ∈ A (S1), n ∈ Z is a sequence of flat connections which
converges to A = αdθ ∈ A (S1) in W 1,2. The convergence of An is called non-degenerating, if there
exists N ∈ Z, such that for all u ∈ ker(∂θ,α), we have u ∈ ker(∂θ,αn), ∀n ≥ N . Otherwise, we say
that the sequence is degenerating.
An easy consequence is that the Poincare´ constant is uniformly bounded if the convergence of
An is non-degenerating.
Lemma 4.5. Suppose {An}∞n=1 ⊂ A (S1) is a non-degenerating sequence of connections, then the
corresponding Poincare´ constant CAn given by Lemma 4.3 is uniformly bounded for sufficiently
large n.
Proof. We follow a similar argument as in the proof of Lemma 4.3. Assume that there exists a
sequence of maps un ∈W 2,2(S1), such that limn→∞An = A and∫
S1
|∂θ,αnun|2dθ ≥ n
∫
S1
|∂2θ,αnun|2dθ.
After rescaling, we may assume that for vn := ∂θ,αnun we have
∫
S1 |vn|2dθ = 1 and
∫
S1 |∂θ,αnvn|2dθ ≤
1/n. Then one easily verifies that vn sub-converges to some map v weakly in W
1,2 and strongly in
L2. Therefore, one can deduce that ∂θ,αv = 0.
Since An is non-degenerate, we have ∂θ,αnv = 0 for sufficiently large n. It follows∫
S1
|v|2dθ = lim
n→∞
∫
S1
(vn, v)dθ = lim
n→∞
∫
S1
|un, ∂θ,αnv|2dθ = 0.
However, this contradicts to the fact that∫
S1
|v|2dθ = lim
n→∞
∫
S1
|vn|2dθ = 1.
Thus the assumption is false and the lemma is true.
In fact, we could say more about the kernel of ∂θ,α. In [15], the authors introduced the following
definition. Denote the fixed point set of the whole Lie group G on M by M0 and, for an element
α ∈ g, denote the fixed point set of exp(2πα) by Mα. Obviously, M0 is a subset of Mα for any
α ∈ g.
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Definition 4.6. An element α ∈ g is called non-critical if Mα =M0, and critical otherwise.
Observe that, for a connection A = αdθ where α ∈ g, if u is a map such that ∂θ,αu = 0, then
u(0) = u(2π) is a fixed point of exp(2πα) ∈ G. Then it easy to see the relationship between the
above two definitions. Indeed, if α is non-critical, then any u ∈ ker(∂θ,α) must be a constant map
which lies in the fixed point set M0. Thus the kernel of ∂θ,α is minimal and any sequence An which
converges to A is non-degenerate. On the other hand, if α is critical, then there exists a map
u ∈ ker(∂θ,α) which is not contained in M0 and Mα is strictly larger than M0. Moreover, the image
of u is a closed orbit fixed by exp(2πα). Therefore we have the following corollary, which states
that the constant CA stays bounded near a non-critical connection.
Corollary 4.7. Suppose A = αdθ ∈ A (S1) is a connection and α ∈ g is non-critical, then there
exists an open neighborhood Uα ⊂ g near α, such that the corresponding Poincare´ constant given
by Lemma 4.3 is uniformly bounded for all connections A′ = α′dθ, α′ ∈ Uα.
4.3 Exponential decay of angular energy
In this section, by following a method similar to the one in [10](see also [18, 33]), we show that for
a solution u to the equation (4.1), the θ-direction energy
Θ(t) =
∫
{t}×S1
|∂θ,αu|2dθ (4.12)
decays exponentially as t goes from either end to the center along the cylinder. We still denote
σA := (1/CA)
1/2 where CA is the Pincare´ constant given by Lemma 4.3.
Lemma 4.8. Suppose A is a flat connection and u is a solution to equation (4.9). Let Θ(t) be the
energy defined by (4.12). Then there exists a constant ǫA depending only on σA, such that if
‖Du‖C0(CT ) ≤ ǫA. (4.13)
then for any t ∈ [−T, T ],
Θ′′ ≥ 1
CA
Θ− 8
∫
S1
|f |2dθ. (4.14)
Proof. Direct computation and integration by parts yield
1
2
d2
dt2
Θ(t) =
1
2
d2
dt2
∫
S1
|∂θ,αu|2
=
∫
S1
|∂θ,αut|2 +
∫
S1
(∂θ,αu, ∂θ,αutt)
=
∫
S1
|∂θ,αut|2 −
∫
S1
(∂2θ,αu, utt).
Using equation (4.9) to substitute utt, we get
1
2
d2
dt2
Θ(t) ≥
∫
S1
|∂2θ,αu|2 −
∫
S1
(∂2θ,αu, f) +
∫
S1
(∂2θ,αu,Γ(u)(Du,Du)). (4.15)
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Next we estimate the last two terms of the above equality. Applying the Young’s inequality, we
have ∣∣∣∣
∫
S1
(∂2θ,αu, f)
∣∣∣∣ ≤ 14
∫
S1
|∂2θ,αu|2 + 4
∫
S1
|f |2. (4.16)
On the other hand, recall that
∂2θ,αu = ∇2θ,αu− Γ(u)(∂θ,αu, ∂θ,αu).
It follows ∫
S1
(∂2θ,αu,Γ(u)(Du,Du)) =
∫
S1
(Γ(u)(∂θ,αu, ∂θ,αu),Γ(u)(Du,Du))
≤ C(Γ)|Du|2
∫
S1
|∂θ,αu|2,
(4.17)
where C(Γ) is a constant depending on Γ. Combining (4.15), (4.16) and (4.17), we arrive at
1
2
d2
dt2
Θ(t) ≥ 3
4
∫
S1
|∂2θ,αu|2 − C(Γ)|Du|2
∫
S1
|∂θ,αu|2 − 4
∫
S1
|f |2.
Now applying the Poincare´ inequality in Lemma 4.3, we obtain
1
2
d2
dt2
Θ(t) ≥ (3
4
σ2A − C(Γ)|Du|2)
∫
S1
|∂θ,αu|2 − 4
∫
S1
|f |2.
Thus if ǫA is small enough such that
C(Γ)ǫ2A ≤
1
4
σ2A,
then we get the desired inequality (4.14).
The next lemma shows that Θ(t) decays exponentially along the cylinder.
Lemma 4.9. Under the hypothesis of Lemma 4.8, we have
|Θ(t)| ≤ eσA(|t|−T )
(
Θ(T ) + Θ(−T ) + 8
σ2A
sup
t∈[−T,T ]
∫
{t}×S1
|f |2dθ + Ce−σAT
)
. (4.18)
Proof. Define
F (t) := 8
∫
{t}×S1
|f |2dθ.
Let Θ0(t) be the solution of
Θ′′0 = σ
2
AΘ0 − F
on the interval [−T, T ] with boundary values
Θ0(−T ) = Θ(−T ), Θ0(T ) = Θ(T ). (4.19)
By Lemma 4.8, the energy Θ(t) given by (4.12) satisfies
Θ′′ ≥ σ2AΘ− F.
Then the maximal principle implies that Θ(t) ≤ Θ0(t).
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It is easy to verify that the solution Θ0 is explicitly given by
Θ0(t) = A(t)e
σAt +B(t)e−σAt
where
A(t) =
1
2σA
∫ t
0
F (s)e−σAsds +C1, B(t) =
1
2σA
∫ −t
0
F (−s)e−σAsds+ C2
and C1, C2 are constants determined by the boundary data (4.19). Obviously, the function A(t)
is increasing and B(t) is decreasing since A′(t) ≥ 0 and B′(t) ≤ 0. Also note that Θ0(t) is always
positive. Then for any t, a simple calculation yields
|Θ0(t)| = A(t)eσAt +B(t)e−σAt ≤ (A(T ) +B(−T ))eσA|t| ≤ eσA(|t|−T )(A(T )eσAT +B(−T )eσAT ).
By the boundary condition (4.19), we have
|A(T )eσAT +B(−T )eσAT | ≤ Θ(T ) + Θ(−T ) + |A(−T )e−σAT |+ |B(T )e−σAT |.
On the other hand,
|A(−T )e−σAT | ≤ | 1
2σA
sup
t∈[−T,0]
F (t)
∫ −T
0
e−σA(s+T )ds+ C1e−σAT | ≤ 1
2σ2A
sup
t∈[−T,0]
F (t) + C1e
−σAT .
Similarly, we have
|B(T )e−σAT | ≤ | 1
2σA
sup
t∈[0,T ]
F (t)
∫ −T
0
e−σA(s+T )ds+ C2e−σAT | ≤ 1
2σ2A
sup
t∈[0,T ]
F (t) +C2e
−σAT .
Combining the above inequalities, we conclude that
|Θ(t)| ≤ eσA(|t|−T )
(
Θ(T ) + Θ(−T ) + 1
σ2A
sup
t∈[−T,T ]
F (t) + (C1 +C2)e
−σAT
)
and the lemma follows.
Obviously, we have
Θ(T ) + Θ(−T ) ≤ C‖Du‖C0(CT ).
Integrating (4.18), we immediately obtain the following estimate of angular energy of u.
Corollary 4.10. Under the hypothesis of Lemma 4.8, there is a constant C(σA) depending on σA
such that for T sufficiently large, we have∫ T
−T
|Θ(t)|dt ≤ C(σA)
(
‖Du‖C0(CT ) + ‖f‖2L∞(CT )
)
.
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4.4 A gap theorem
There is a useful conclusion which we can draw from the exponential decay of angular energy
obtained above, which will be applied in the blow-up analysis below. First we introduce the
following definitions.
Definition 4.11. A map u satisfying D∗Du = 0 is called a twisted harmonic map (with respect to
connection A).
The twisted harmonic map is a natural generalization of classical harmonic map and has an
interesting relation with the self-duality equations(cf. [7]). In particular, if the connection is trivial,
then we have D = ∇, the Levi-Civita connection on M , and the equation becomes
τ(u) := −∇∗∇u = 0.
Thus a twisted harmonic map with respect to a trivial connection is just a harmonic map. Recall
that a geodesic is a 1 dimensional harmonic map. Here we also have a parallel notion of geodesic
for twisted harmonic maps.
Definition 4.12. Suppose A = αdθ is a flat connection on R → S1 and u is a twisted harmonic
map. If u satisfies ∂θ,αu = 0, then we say u is a twisted geodesic.
Obviously, a twisted geodesic satisfies the equation for geodesic
∂tu+ Γ(u)(∂tu, ∂tu) = 0
for any fixed θ ∈ S1 since ∂θ,αu = 0 vanishes. The image of a twisted geodesic is a closed orbit
of a geodesic. Namely, for each fixed θ ∈ S1, the curve lθ := u(·, θ) : R → M is a geodesic, while
for each fixed t ∈ R1, the curve ct := u(t, ·) : S1 → M is a closed orbit under the action of the
one-parameter subgroup generated by α. In other words, u lies in the fixed point set Mα of α. In
particular, if α in non-critical, then u is nothing but a geodesic lying in the fixed point set M0.
It is well-know that there is a gap theorem for harmonic maps. Namely, a harmonic map with
energy less than a certain small constant depending on the target manifold must be trivial [24].
Here we show an analogous result for twisted harmonic maps.
Theorem 4.13. Suppose A = αdθ is a flat connection and u is a twisted harmonic map on the
cylinder R1 × S1 which satisfies D∗Du = 0. There exist a constant ǫ′A depending on A such that if
sup
t∈R
‖Du‖L2(C1(t)) ≤ ǫ′A,
then u is a twisted geodesic. In particular, if α is non-degenerate, then u is a geodesic lying in the
fixed point set M0.
Proof. Since u is a twisted harmonic map, by the ǫ-regularity (Lemma 4.1) we have
‖Du‖C0 ≤ C sup
t∈R
‖Du‖L2(C1(t)).
Thus if ǫ′A is small enough, then the ‖Du‖C0 is smaller than ǫA given in Lemma 4.8. Applying
Lemma 4.9 on a cylinder CT = [−T, T ]× S1, we get
|Θ(t)| ≤ C(σA) exp(σA(|t| − T ))
for any t ∈ [−T, T ]. Letting T →∞, we get Θ(t) = 0. It follows that ∂θ,αu = 0 and u is a twisted
geodesic which lies in the fixed point set Mα.
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4.5 Estimate of radial energy
Now we are going to estimate the energy along the t direction. Since we already obtain an estimate
of the angular energy by Corollary 4.10, we only have to compute the difference of radical and
angular energies. The idea comes from an observation in [33].
Define a function along the cylinder by
e(t) :=
∫
{t}×S1
(|ut|2 − |∂θ,αu|2)dθ. (4.20)
Note that e is gauge invariant, thus is well-defined. The next lemma shows that if there is no energy
concentration, then e(t) is almost a constant.
Lemma 4.14. Suppose u is a solution to equation (4.9) and e is the function defined by (4.20).
Then
|e(t)− e(0)| ≤ 2‖Du‖C0(CT ) · ‖f‖L1(Ct). (4.21)
Proof. A simple calculation yields
1
2
d
dt
e(t) =
∫
S1
(ut, utt)−
∫
S1
(∂θ,αu, ∂θ,αut)
=
∫
S1
(ut, utt + ∂
2
θ,αu)
=
∫
S1
(ut,−Γ(u)(Du,Du) + f)
=
∫
S1
(ut, f).
It follows
|e(t)− e(0)| =
∫ t
0
e′(t)dt = 2
∫ t
0
∫
S1
(ut, f)dθdt
≤ 2‖Du‖C0(CT ) · ‖f‖L1(Ct).
Integrating (4.21) on the interval [−T, T ], we obtain the following estimate of the energy on the
t-direction.
Corollary 4.15. Under the assumptions of Lemma 4.14, we have
∣∣∣ ∫ T
−T
e(t)dt− 2e(0)T
∣∣∣ ≤ C‖Du‖C0(CT )
∫ T
−T
‖f‖L1(Ct)dt. (4.22)
Note that the energy of u on the cylinder can be expressed as
‖Du‖2L2(CT ) = 2
∫ T
−T
Θ(t)dt+
∫ T
−T
e(t)dt.
Combining Corollary 4.10 and Corollary 4.15, we obtain the following estimate of the energy.
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Lemma 4.16. Suppose u is a solution to equation (4.1) on CT and ǫA is given by Lemma 4.8. If
‖Du‖C0(CT ) ≤ ǫA,
then there exists a constant C(σA) depending on σA, such that
|‖Du‖2L2(CT ) − 2e(0) · T | ≤ C(σA)
(
‖Du‖C0(CT )(1 +
∫ T
−T
‖f‖L1(Ct)dt) + ‖f‖2L∞(CT )
)
.
5 Convergence of YMH fields away from nodes
5.1 Convergence away from nodes
Now we return to the main problem of this paper: the convergence of YMH fields over Riemann
surfaces where the metric (or conformal structure) may degenerate.
First recall that if the metric is fixed, then the convergence of YMH fields (taking bubbles into
account) is very similar to the bubble convergence of harmonic maps from surfaces to compact
manifolds(Theorem 1.1). Because dimension 2 is sub-critical for the Yang-Mills functional, the
appearance of the connection dose not make any contribution during the blow-up analysis. The
proof of the bubble convergence is essentially based on the ǫ-regularity (Lemma 2.1) and removable
singularity(Lemma 2.3).
When the metric is degenerating, we divide the convergence into two parts: away from the
nodes and near the nodes. Since the metric converges away from the nodes. It is easy to see that
the convergence in a compact set away from the nodes is analogous to the case of fixed metric.
Since the proof is standard, here we only give an outline. For more details, we refer to our previous
paper [21]. Note that one only needs to set α = 1 in [21] to obtain Theorem 1.1.
Concretely, suppose (Σn, hn) is a sequence of Riemann surfaces which converges to a nodal
surface (Σ, h, z), where hn is the canonical metric chosen in Section 2.3. Suppose G is a compact
connected Lie group and (M,ω) is a compact symplectic manifold which supports a Hamiltonian
action of G. Let P (Σn) be the principal G-bundle on Σn and F(Σn) = P (Σn) ×G M be the
associated fiber bundle. Denote by A (Σn) the set of smooth connections on P (Σn) and S (Σn)
the set of smooth sections of F(Σn). Suppose {(An, φn)}∞n=1 ⊂ A (Σn) × S (Σn) is a sequence of
YMH fields with bounded YMH energy.
Since hn converges to h0 smoothly in any compact subset Σ
′ ∈ Σ \ z, the constant ǫ0 given
by Lemma 2.1 can be chosen uniformly on Σ′. Let ǫ < ǫ0 be a positive constant which we will
determine later. Then the bound of the YMH energy implies that there exist at most finitely many
points where the energy E(An, φn) concentrates. Namely, there exists at most finitely many points
x = {x1, x2, · · · , xk} ⊂ Σ′ and geodesic balls U(xi, rn) with radius rn → 0 such that
lim
n→∞
∫
U(xi,rn)
|Dnφn|2 ≥ ǫ.
Thus for any x ∈ Σ′ \ x, there exists a neighborhood such that Lemma 2.1 applies. Consequently,
we can find a subsequence of (An, φn) (still denoted by (An, φn)) which converges smoothly to
a YMH filed (A∞, φ∞) up to gauge on Σ′ \ x. In particular, A∞ is well-defined on Σ′ and the
convergence of An extends over the points x (in W
2,p, 1 < p < 2). Therefore, by the removable
singularity(Lemma 2.3), the limit section φ∞ can by extended over the singular points x. By taking
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an exhaustion, it is easy to see that the limit YMH field (A∞, φ∞) is actually defined over Σ \ z.
Moreover, the restriction of bundles P (Σn) and F(Σn) on Σ′ gives rise to limit bundles P (Σ \ z)
and F(Σ \ z) respectively. On the other hand, one can perform a blow-up procedure(cf. Section 5
of [21]) on the singular points x where the energy concentrates. Note that the bundles can always
be trivialized locally. Hence near the singular points, the sections φn can be regarded as a sequence
of maps un into M . After rescaling, the connection vanishes and the rescaled maps converges to
a harmonic map on R2, which can be extended to a harmonic sphere(bubble). Furthermore, from
the neck analysis of harmonic maps(cf. [18]), it can be showed that the images of the bubbles and
the limit map φ∞ are connected and the energy identity holds true. To summarize, we have the
following bubble convergence theorem away from nodes.
Theorem 5.1. Suppose {(An, φn)}∞n=1 ⊂ A (Σn)×S (Σn) is a sequence of YMH fields with bounded
YMH energy. Then there is a limit fiber bundle over Σ \ z and a YMH field (A∞, φ∞) ∈ A (Σ \
z)×S (Σ \ z) such that for any compact subset Σ′ ⊂ Σ \ z the following hold:
1. There exist finitely many points x = {x1, x2, · · · , xk} ⊂ Σ′ such that (An, φn) sub-converges,
up to gauge, to (A∞, φ∞) in C∞loc on Σ
′ \ x.
2. There exist finitely many harmonic spheres wij : S
2 → M where 1 ≤ i ≤ k and 0 ≤ j ≤ lk
such that
lim
n→∞YMHhn(An, φn)|Σ′ = YMHh(A∞, φ∞)|Σ′ +
∑
i,j
E(wij), (5.1)
where E(wij) = ‖dwij‖L2 is the energy of wij . Moreover, the images of the tree bubbles wij
and the limit section φ∞ are connected.
Therefore, to prove Theorem 1.3, it remains to investigate the asymptotic behavior of the limit
YMH field (A∞, φ∞) at the nodes.
5.2 Limit holonomy on punctured disk
In general, the limit fiber bundle and the pair (A∞, φ∞) obtained in Theorem 5.1 can not be
extended over the nodes to the whole surface Σ. The obstruction can be seen as follows.
Let D be the unit flat disk centered at 0 with radius 1 and D∗ = D \ {0} the punctured disk.
Suppose P is a principal G-bundle on the punctured disk D∗, A is a connection and F its curvature.
Since the punctured disk D∗ is not simply connected, the bundle P might be non-trivial in general.
In fact, the bundle can only be extended to the origin if the holonomy of the connection around
the origin is trivial. Nevertheless, the holonomy do has a limit if F belongs to Lp for some p > 1.
More precisely, under the polar coordinates (r, θ) of D, let lθ := {(r, θ)|0 < r < 1} be the line
of angle θ and cr = {x ∈ D∗||x| = r} be the circle with radius r > 0. Chose an orthogonal normal
frame {ei(r, θ)} along the line l0 and extend them by parallel translation around the circle cr for
every 0 < r < 1. Then Dθ,Aei = 0 and holonomy appears. Suppose ei(r, 2π) = ei(r, 0) · g(r) for
some g(r) ∈ G, then we define the holonomy on cr by
Hol(A, r) = [g(r)],
where [g(r)] denotes the conjugacy class of g(r). In [21], the author proved the following theorem.
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Theorem 5.2. If ‖F‖Lp ≤ C for some p > 1, then their exists g0 ∈ G such that
Hol(A, 0) := lim
r→0
Hol(A, r) = [g0].
Remark 5.3. It’s obvious that if g0 = id, then the bundle is trivial and can be extended to the
whole disk D.
Now suppose z ∈ z is a node and z1, z2 are the preimages of z. We may take two punctured
disks at z1 and z2. Since the curvature of A∞ is L2 bounded, it follows from Theorem 5.2 that there
exist a limit holonomy at z1 and z2 respectively. It is easy to see that these two limit holonomies
coincide, since they both equal to the limit of the holonomy of An around the curve in Σn which
shrinks to the node z. Obviously, A∞ can be extended over z if and only if the holonomy is trivial.
In this case, the limit bundles P (Σ \ z) and F(Σ \ z) can be extended over z and the singularity
of φ∞ at z can be removed by Lemma 2.3. Thus, we obtain the following removable singularity on
the nodes.
Theorem 5.4. Let (A∞, φ∞) be the limit YMH field on Σ \ z given by Theorem 5.1, then the
limit holonomy Hol(A∞, z) on each node z ∈ z exists. In particular, if Hol(A∞, z) = id, then the
singularity at z can be removed.
5.3 Limit pair at nodes
Let (A∞, φ∞) be the limit pair obtained in Theorem 5.1, which is a well-defined YMH field on the
surface Σ \ z except the nodal points z. Now we are going to investigate the asymptotic behavior
of φ∞ at the nodes.
Let z ∈ z be a node and π : Σ˜→ Σ be the normalization map. We choose one of the preimages
of z, say z1 ∈ Σ˜. Recall that the metric we choose is flat near z. Thus we may find a small
r0 > 0 such that the neighborhood U(z1, r) = {x ∈ Σ˜||x− z1| ≤ r0} is a flat disk. Since there are
only finitely many points, where the energy concentrates, we may assume that there is no energy
concentrating points in U(z1, r) \ {z1}. The punctured disk U(z1, r) \ {z1} is isomorphic to a half
cylinder C+ = [0,∞)× S1 endowed with metric ds2 = λ2(dt2 + dθ2), where λ decays exponentially
as t goes to infinity. Thus we may regard the restriction of fiber bundles P (Σ \ z) and F(Σ \ z)
on U(z1, r) \ {z1} as fiber bundles over the cylinder C+. For any t > 0, denote the restriction of P
and F on the circle {t} × S1 by P (t) and F(t) respectively. Using parallel transportation, we may
naturally identify the bundles P (t) and F(t) with P (0) and F(0) for all t. Also, if we denote by
(A(t), φ(t)) the restriction of the pair (A∞, φ∞) on {t} × S1, we may regard (A(t), φ(t)) as a pair
on P (0)×F(0). Moreover, since the Lie group G is connected and the cylinder C+ is homotopic to
S1, the fiber bundles can be trivialized and we identify the section φ(t) with a map u(t) : S1 →M .
Then we have
Theorem 5.5. Let (A(t), u(t)) be the pair defined as above, then (A(t), u(t)) converges a pair
(Az, uz) in C
0(S1) as t→∞. Moreover, they satisfies
DA∞u∞ = 0.
Proof. By changing the metric on C+ to the standard metric ds
2
0 = dt
2+ dθ2, it is obvious that the
L2 norm of curvature on [t,+∞] × S1 decays exponentially as t →∞. In view of Lemma 3.4, it’s
easy to see that A(t) converges, modula gauge, to a flat connection A∞ = αdθ defined over S1.
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On the other hand, there exist a constant ǫ > 0 such that
‖DA∞u∞‖L2(C1(t)) < ǫ
for all t. Otherwise we get a contradiction to the assumption that there are no energy concentrating
points on C+. In particular, we may set ǫ < ǫ
′
A∞
, where ǫ′A∞ is given by Theorem 6.1. Then by an
argument similar to the proof of Theorem 6.1, we get the exponential decay∫
S1
|DA∞u(t)|2dθ ≤ C(σA∞) exp σA∞(T − t). (5.2)
Hence the convergence of u(t) to a map u∞ : S1 → M in C0 follows. Moreover, by letting t→∞
in (5.2), we find that the limit pair satisfies the equation
DA∞u∞ = 0.
6 Convergence near nodes
6.1 From collar to cylinder
In this section, we focus on the blow-up analysis near the nodes, which is the most interesting
part. Again we suppose (Σn, hn, jn) is a sequence of Riemann surfaces which converges to a nodal
surface (Σ, h, j) with nadal set z, where hn is the canonical metric chosen in Section 2.3 which is
flat near the nodes. Then for any node z ∈ z, there is a collar area in Σn which is isomorphic to
a long cylinder Cn = [−Tn, Tn] × S1, endowed with a metric gn = λ2n(dt2 + dθ2). Moreover, λn is
exponentially bounded by
|λn(t)| ≤ Cδn exp(|t| − Tn), ∀t ∈ [−Tn, Tn], (6.1)
where δn = e
−Tn → 0 as n →∞. After restricting the bundles and YMH fields to the collar area,
we obtain a sequence of bundles P (Cn) and F(Cn) on cylinders Cn, as well as a sequence of YMH
fields {(An, φn)}∞n=1 ⊂ A (Cn)×S (Cn) with bounded YMH energy with respect to the metric gn.
Namely, (An, φn) satisfies the Euler-Lagrangian equation (2.2) and there exists a constant C such
that
YMHgn(An, φn) = ‖Dnφn‖2L2,gn + ‖Fn‖2L2,gn + ‖µ(φn)− c‖2L2,gn ≤ C. (6.2)
Note that by assumption the bundles on the cylinder are trivial and we always identify a section
φn over Cn with a map un : Cn →M .
To study the convergence of {(An, un)}∞n=1 on the cylinder, we need to restate the problem
under the standard flat metric g0 = dt
2 + dθ2. First note that gn = λ
2
ng0 is conformal to g0. By
the conformal property of the YMH functional (2.1), the energy bound (6.2) implies that for any
sub-cylinder Ct := [−t, t]× S1
‖Dnun‖2L2(Ct),g0 + (sup
t∈Ct
λ)−2‖Fn‖2L2(Ct),g0 ≤ C.
It follows from (6.1) that for the conformal metric g0, we have
‖Dnun‖L2,g0 ≤ C, ‖Fn‖L2(Ct),g0 ≤ Cδn exp(|t| − Tn). (6.3)
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Moreover, after the conformal transformation, the Euler-Lagrangian equation (2.2) becomes{
D∗nDnun = −λn∇H(un),
D∗nFn = −λnu∗nDnun,
(6.4)
where D∗n denotes the dual of Dn under the metric g0. Then we are concerned with the convergence
behavior of the sequence (An, un) over the standard cylinder (Cn, g0) which satisfies (6.3) and (6.4).
6.2 Energy concentrations on cylinder
By the ǫ-regularity (Lemma 2.1), it is easy to see that the connection An converges locally in C
0 to
a limit connection A∞ which is defined over the infinitely long cylinder C∞ := R1 × S1. Moreover,
by (6.3), we have
lim
n→∞ ‖Fn‖L2(Ct),g0 = 0
for any sub-cylinder Ct with fixed length. It follows that the limit connection A∞ is flat. On the
other hand, to apply the ǫ-regularity on the map un, we need the assumption of smallness of the
energy. That is, if ‖Dnun‖L2(Dx) < ǫ0 on a disk Dx centered at x, then un converges strongly near x.
However, because ‖Dnun‖L2 is conformally invariant, the energy may concentrate and the blow-up
phenomenon happens. We distinguish two cases, where two kinds of bubbles emerge.
The first case is energy concentration near a point. Namely, there exists xn ∈ Cn, δn > 0 and a
positive constant ǫ > 0 such that xn → x0, δn → 0 and
lim
n→∞ ‖Dnun‖L2(Bxn (δn)) ≥ ǫ
where Bxn(δn) is a disk of radius δn centered at xn. In this case, by a standard rescaling procedure
and the removable singularity theorem (Lemma 2.3), the connection vanishes and one obtains
finitely many bubbles which are just harmonic spheres as in Theorem 1.1. More precisely, we
define the rescaled pairs
A˜n(y) = A(xn + kny), u˜n(y) = un(xn + kny), y ∈ B0(R)
where limn→∞ kn = 0 and B0(R) is a disk centered at the origin on R2 with radius R. Then
the curvature FA˜n vanishes as n → ∞ and the connection A˜n converges to a trivial connection.
Moreover, u˜n converges to a harmonic map defined on B0(R). By letting R go to infinity, we obtain
a harmonic map on R2, which can be extended to a bubble, i.e. a harmonic map from S2. Since the
energy of harmonic spheres has a lower bound, there are at most finitely many such bubbles([24]).
In particular, by choosing kn carefully, we will get a set of bubbles and the image of these bubbles
are connected(see [18] for a detailed construction of the bubble tree). We call this kind of bubbles
the tree bubbles. (See [21] for more details.)
The second case is energy concentration on a ”drifting” sub-cylinder. Namely, there exists
tn ∈ [−Tn, Tn] such that
lim
n→∞ ‖Dnun‖L2(C1(tn)) ≥ ǫ, (6.5)
where C1(tn) = [tn − 1, tn + 1] ⊂ Cn is a unit length sub-cylinder centered at tn. Here we assume
that there is no energy concentrations near a point as in the first case, i.e. we have
lim
δ→0
lim
n→∞ ‖Dnun‖L2(Bx(δ)) = 0, ∀x ∈ C .
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In this case, we first shift the origin by tn and consider the map
u˜n(t, θ) := un(t+ tn, θ).
By possibly extending the cylinder Cn to a longer one, which corresponds to a slightly larger collar
area in the Riemann surface, we may regard u˜n as a map defined on [−T ′n, T ′n] × S1 for some
T ′n → ∞. Then it follows by the ǫ-regularity that (un, An) converges strongly in W 1,2 to a pair
(u∞, A∞) on the infinite cylinder C∞ = R1 × S1 which satisfies
D∗A∞DA∞u∞ = 0. (6.6)
That is, u∞ is a twisted harmonic map with respect to the flat connection A∞. We call such a
limit pair a twisted bubble(or connecting bubble).
Note that if the connection A∞ is trivial, the twisted harmonic map is indeed a classical har-
monic map u∞ defined on R1×S1 and again can be extended to a harmonic sphere defined on S2.
But in general, the limit connection A∞, although flat, may have a non-trivial holonomy on the
cylinder. As shown before, in contrary to the tree bubbles, the twisted bubbles do have point singu-
larities which can not be extended over. Another difference from the tree bubbles is that the energy
of a twisted bubble can be arbitrarily small as the limiting connection A∞ varies. Fortunately, for
a fixed connection, we do have the following gap theorem.
Theorem 6.1. There exist a constant ǫ′A∞ depending on A∞ such that any twisted bubble u∞ with
energy smaller than ǫ′A∞ is trivial, i.e. a constant map.
Proof. Since A∞ is flat, by Theorem 4.13, there exists ǫ′A∞ > 0 depending on A∞, such that any
twisted harmonic map on C∞ with energy smaller than ǫ′A∞ is a twisted geodesic. Thus the twisted
bubble u∞ satisfies ∂θ,A∞u∞ = 0 and the equation (6.6) reduces to
∂tu∞ + Γ(u∞)(∂tu∞, ∂tu∞) = 0.
Therefore, for any θ ∈ S1, the curve γθ(t) := u∞(t, θ) is a geodesic. It follows that |∂tγθ| is
constant and the energy of u∞ on a sub-cylinder of unit length is constant. Namely, for any t and
sub-cylinder C1(t), we have
‖D∞u∞‖L2(C1(t)) =
(∫ t+1
t−1
∫
S1
|∂tu∞|2dθdt
)1/2
=
(
2
∫
S1
|∂tγθ|2dθ
)1/2
= const.
On the other hand, from (6.5) we have
‖D∞u∞‖L2(C1(t)) = limn→∞ ‖Dnun‖L2(C1(tn)) ≥ ǫ,
where ǫ is a positive number. This implies that the limit map u∞ would have infinite energy on
the infinite cylinder C∞. However, this contradicts with the assumption of boundedness of energy.
This proves the theorem.
An immediate application of the above theorem is the finiteness of number of bubbles.
Theorem 6.2. There are at most finitely many bubbles (including tree bubbles and twisted bubbles)
appearing during the blow-up process.
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Proof. First recall that the energy of harmonic spheres are bounded from below by a positive
constant. It follows that there are at most finitely many tree bubbles. As for the twisted bubbles,
note that there are at most finitely many nodes. At each node z ∈ z there is a unique limit flat
connection A∞ and a corresponding constant ǫz := ǫ′A∞ given by Theorem 6.1. Thus there is a
positive minimum ǫ1 = minz∈z ǫz such that any twisted bubble contains a finite amount of energy
larger than ǫ1. Since the total YMH energy is bounded, there are at most finitely many twisted
bubbles as well.
Therefore, after finitely many steps of blowing-up’s, we may assume that there is no energy
concentration(cf. [6]). More precisely, we say that there is no energy concentration on the cylinder
if
lim
n→∞ supt∈[−Tn,Tn]
‖Dnun‖L2(C1(t)) = 0. (6.7)
6.3 Energy identity
By the arguments in last subsection, we may assume that there is no energy concentrations on the
cylinder. Therefore there is no energy on any sub-cylinder with fixed-length. However, since the
length of the whole cylinder tends to infinity, the neck might still contain a positive amount of
energy. An important issue then is to compute the accumulated energy on the cylinder.
To do this, we first put the connection An in balanced temporal gauge such that An = andθ
where an : Cn → g and the restriction of an on the middle circle {0} × S1 is a constant αn ∈ g. By
Remark 3.3, we can assume that αn converges to some α∞ ∈ g. Then we denote by A¯n = αndθ the
corresponding flat connection and let ∂θ,αn := ∂θ + αn be the partial differential operator induced
by A¯n. Next define
en(t) :=
∫
{t}×S1
(|∂tun|2 − |∂θ,αnun|2)dθ, (6.8)
and let en := en(0). Moreover, we denote
µ := lim
n→∞Tnen (6.9)
and the energy of un on Cn by
E(un, An,Cn) =
∫
Cn
|Dnun|2dtdθ.
It is obvious that by choosing a sub-sequence, the limit 0 ≤ µ <∞ exists. Our main result of this
section is the following generalized energy identity.
Theorem 6.3 (Energy identity). Suppose {(An, un)}∞n=1 ⊂ A (Cn)×S (Cn)) is a sequence of YMH
fields on cylinder (Cn, g0) which satisfies the energy bound (6.3) and the rescaled EL equation (6.4).
Then there exists a subsequence, which we still denote by (An, un), such that An converges smoothly
to a flat connection A∞ on C∞. Moreover, if there is no energy concentration, then the limit of
un(Cn) falls into the fixed point set of exp(2πα∞) and the following hold.
1. If An is non-degenerating, then the energy on the neck is
lim
n→∞ E(un, An,Cn) = 2µ.
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2. If An is degenerating, then
lim
n→∞ E(un, An,Cn) = 2 limn→∞
∫
Cn
|(αn − α∞)un|2dtdθ + 2µ. (6.10)
Proof. First observe that there is no energy on the unit-length sub-cylinders [−Tn,−Tn + 1] × S1
and [Tn− 1, Tn]×S1 at the ends of the cylinder Cn. Thus for convenience, we may set Tn = Tn− 1
and Cn = [−Tn + 1, Tn − 1]× S1.
For any ǫ > 0 which is smaller than the ǫ’s appeared before, the assumption of no energy
concentration (6.7) and the ǫ-regularity implies that
‖Dnun‖C0(Cn) < ǫ (6.11)
for sufficiently large n.
By Lemma 3.2, we can put the connection An in balanced temporal gauge such that An = andθ
where an(0, θ) = αn ∈ g for all θ ∈ S1. The equation for An in (6.4) can be written as
D∗nFn = λnBn (6.12)
where Bn = u
∗
nDnun and λn is exponentially bounded by (6.1). By (6.11), we have ‖Bn‖C0(Cn) < ǫ.
Thus equation (6.12) has the form of (3.5) and satisfies the hypothesis of Lemma 3.4. If follows
that
‖an − αn‖W 1,∞(Ct) ≤ Cδn exp(|t| − Tn),∀t ∈ [−Tn, Tn]× S1. (6.13)
Recall that we assume that αn converges to some α∞ ∈ g by Remark 3.3. Then (6.13) implies that
the connection An converges to a flat connection A∞ = α∞dθ along the cylinder.
Combining (6.11) and (6.13), it is clear that in any fixed sub-cylinder of finite length, the map
un converges strongly to a map u∞ which satisfies
DA∞u∞ = limn→∞Dnun = 0.
It follows that
∂θ,α∞u∞ = ∂θu∞ + α∞ · u∞ = 0,
which implies that u∞ lies in the fixed point set Mα∞ . On the other hand, we also have ∂tu∞ = 0.
Thus u∞ is independent on t and the image of u∞ on a fixed sub-cylinder is just a single closed
orbit. However, since the length of the cylinder Cn tends to infinity, the limit of the images un(Cn)
does not necessarily shrink to an orbit.
In the balanced temporal gauge, the equation for un in (6.4) is
τ(un) + ∂θan · un + 2an · ∂θun + a2n · un = λn∇H(un).
Using the flat connection A¯n = αndθ, we may rewrite the equation as
τ(un) + 2αn · ∂θun + α2n · un = fn,
or equivalently,
D¯∗nD¯nun = fn (6.14)
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where D¯n := d+ A¯n and
fn = ∂θan · un − 2an · ∂θun − a2n · un + 2αn · ∂θun + α2n · un + λn∇H(un).
In view of (6.11) and estimate of the connection (6.13), it is obvious that fn is L
∞-exponentially
bounded by
‖fn‖L∞(Ct) ≤ Cδn exp(|t| − Tn). (6.15)
It follows ∫ Tn
−Tn
‖fn‖L1(Ct)dt ≤ Cδn
∫ Tn
−Tn
exp(|t| − Tn)dt ≤ Cδn.
Now we distinguish two cases.
Case 1. An is non-degenerating.
In this case, the equation of un has the form of (4.1) and by Lemma 4.9, we have exponential
decay of the angular energy
Θn(t) :=
∫
S1×{t}
|∂θ,αnun|2dθ
≤ eσn(|t|−Tn)
(
Θ(Tn) + Θ(−Tn) + 8
σ2n
‖f‖2L∞ + Ce−σnTn
)
≤ C
σ2n
eσn(|t|−Tn)(ǫ+ δn).
Here σn = (1/CA¯n)
1/2 corresponds to the Poincare´ constant of the flat connection A¯n given by
Lemma 4.3. Since A∞ is non-degenerate, by Lemma 4.5, σn is bounded away from zero uniformly.
Therefore, we have uniform exponential decay of Θn(t). Moreover, all the hypothesis of Lemma 4.16
are satisfied, which yields a uniform energy estimate
|‖D¯nun‖2L2(Cn) − 2enTn| ≤ C(ǫ+ δn), (6.16)
where en is defined by (6.8). Note again that since the connection A∞ is non-degenerate, the
constant C in (6.16) can be chosen uniformly.
Consequently, by letting n→∞ in (6.16), we get
lim
n→∞ |‖D¯nun‖
2
L2(Cn)
− 2µ| ≤ Cǫ.
Since ǫ can be taken arbitrarily small, it follows
lim
n→∞ ‖D¯nun‖
2
L2(Cn)
= 2µ.
Finally, recall that the connection Dn is close to D¯n by (6.13), we conclude that
lim
n→∞ ‖Dnun‖
2
L2(Cn)
= lim
n→∞ ‖D¯nun‖
2
L2(Cn)
= 2µ.
Case 2. An is degenerating.
In this case, we no longer have uniform exponential decay for the angular energy Θn(t). However,
observe that by (6.13) and the convergence of αn → α∞, we have for sufficiently large n
‖an − α∞‖W 1,∞ ≤ ‖an − αn‖W 1,∞ + |αn − α∞| ≤ Cδn (6.17)
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Thus we can replace the connection A¯n by the limit connection A∞ in (6.14) and rewrite the
equation of un as
D∗A∞DA∞un = f˜n, (6.18)
where DA∞ = ∇+ α∞dθ and
f˜n = ∂θan · un − 2an · ∂θun − a2n · un + 2α∞ · ∂θun + α2∞ · un + λn∇H(un).
Although the function f˜n no longer decays exponentially, we still have, in view of (6.17),
|f˜n| ≤ C(|∂θan|+ |an − α∞||∂θ,αnun|+ |α∞||∂θ,αnun − ∂θ,α∞un|) ≤ Cδn.
Therefore, we can apply Lemma 4.9 for equation (6.18) to get
Θ˜n(t) :=
∫
S1×{t}
|∂θ,α∞un|2dθ ≤
C
σ2∞
eσ∞(|t|−Tn)(ǫ+ δn), (6.19)
where σ∞ := (1/CA∞)1/2 corresponds to the Poincare´ constant of A∞. Integrating the above
inequality yields ∫ Tn
−Tn
Θ˜n(t)dt ≤ C
σ3∞
(ǫ+ δn). (6.20)
On the other hand, the actual angular energy Θn can be expressed as
Θn(t) =
∫
{t}×S1
|∂θ,αnun|2dθ
=
∫
{t}×S1
|∂θ,α∞un + (αn − α∞)un|2dθ
= Θ˜n(t) +
∫
{t}×S1
〈∂θ,α∞un, (αn − α∞)un〉dθ +
∫
{t}×S1
|(αn − α∞)un|2dθ.
Integrating and using (6.20), we get
lim
n→∞
∫ Tn
−Tn
Θn(t)dt = lim
n→∞
∫ Tn
−Tn
∫ 2pi
0
|(αn − α∞)un|2dθdt. (6.21)
Moreover, Lemma 4.14 and Corollary 4.15 still applies, yielding
|
∫ Tn
−Tn
en(t)dt− 2enTn| ≤ C‖Dnun‖C0(CTn )
∫ Tn
−Tn
‖fn‖L1(Ct)dt ≤ Cǫδn.
It follows that
lim
n→∞ |
∫ Tn
−Tn
en(t)dt| = lim
n→∞ 2enTn = 2µ. (6.22)
Combining (6.21) and (6.22), we obtain
lim
n→∞ ‖Dnun‖
2
L2(Cn)
= lim
n→∞
(∫ Tn
−Tn
en(t)dt+ 2
∫ Tn
−Tn
Θn(t)dt
)
= 2µ + 2 lim
n→∞
∫
Cn
|(αn − α∞)un|2dθdt.
As a corollary, we have
Corollary 6.4. If An is non-degenerating, the neck contains no energy if and only if µ = 0.
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6.4 Further analysis of the neck
6.4.1 The non-degenerate case
For a sequence of harmonic maps with bounded energy on cylinders whose length tends to infinity,
Chen, Li and Wang [4] showed that there exists a subsequence which converges to a geodesic. The
length of the limit geodesic can be zero, finite or infinite. Here we follow [4] closely to investigate
the geometric properties of the neck. First we assume that the connection is non-degenerating. The
advantage of the non-degeneracy is that the Poincare´ constant is bounded by Lemma 4.5. Hence
all the constants depending on An can be chosen uniformly.
Again we suppose there is no energy concentration on the cylinder. Also for convenience, we set
Tn = Tn−1 and Cn = [−Tn+1, Tn−1]×S1, since the unit-length sub-cylinders [−Tn,−Tn+1]×S1
and [Tn− 1, Tn]×S1 at the ends of the cylinder Cn does not affect the results in this section. From
the analysis before, we already know that un(Cn) converges to a closed orbit of a curve γ, which
we refer as the neck. We define the length of the neck to be the length of the curve γ.
Let A¯n = αndθ be the flat connection corresponding to An and D¯n = ∇+ A¯n, ∂θ,αn = ∂θ + αn
be the derivatives induced by A¯n. Let en be defined by (6.8) and
ν := lim
n→∞Tn
√
en.
Note that ν could be 0, finite or infinite.
Lemma 6.5. If ν = 0, then the length of the neck is zero, i.e. the neck is a single closed orbit of
a point.
Proof. First recall that the connection An converges to the limit flat connection A∞ by (6.13) and
un satisfies equation (6.14). Let x = (t, θ) be a point on the cylinder and C1(t) = [t− 1, t+1]× S1
be a sub-cylinder. Since there is no energy concentration, by the ǫ-regularity (Lemma 4.1), we have
|D¯nun(x)| ≤ C(‖D¯nun‖L2(C1(t)) + δn expσ(|t| − Tn)), (6.23)
where σ is a constant independent of n. Moreover, by Lemma 4.9, we have exponential decay for
the θ-direction energy
‖∂θ,αnun‖2L2(C1(t)) ≤ C(ǫ+ δn) exp σ(|t| − Tn). (6.24)
For the t-direction, by Lemma 4.14, we have
‖∂tun‖2L2(C1(t)) ≤ 2en + C(ǫ+ δn) expσ(|t| − Tn). (6.25)
Combining (6.23), (6.24) and (6.25), we arrive at
|D¯nun(x)| ≤ C
(√
2en + (ǫ+ δn)
1
2 exp
σ
2
(|t| − Tn)
)
. (6.26)
Let γn(·) = un(·, θ) : [−Tn, Tn] → M be the curve given by un for fixed θ. Then the estimate
above shows that
|dγn
dt
(t)| ≤ |D¯nun(x)| ≤ C
(√
2en + (ǫ+ δn)
1
2 exp
σ
2
(|t| − Tn)
)
.
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Integrating over [−Tn, Tn], we obtain
Length(γn) =
∫ Tn
−Tn
|dγn
dt
(t)|dt ≤ C
(
Tn
√
en +
1
σ
(ǫ+ δn)
1
2
)
.
By taking n → ∞, we find that the length of γn converges to zero and hence the neck is a single
closed orbit.
Lemma 6.6. If 0 < ν <∞, then for any fixed t ∈ [−Tn, Tn], we have
lim
n→∞Tn|∂θ,αnun| = 0 (6.27)
and
lim
n→∞Tn|∂tun| =
ν√
2π
. (6.28)
Proof. By the arguments in the proof of Lemma 6.5, we have pointwise estimate (6.26) for |D¯nun|.
In fact, by a bootstrapping technique(cf. [21]), we may improve the ǫ-regularity to hold for all
higher derivatives of un. Namely, it is easy to show that for any integer k ≥ 1, we have
|D¯knun(x)| ≤ Ck
(√
2en + (ǫ+ δn)
1
2 exp
σ
2
(|t| − Tn)
)
,
where Ck is a constant depending on k.
Multiplying the above inequality by Tn, we get
Tn|D¯knun(x)| ≤ Ck
(
Tn
√
2en + Tn(ǫ+ δn)
1
2 exp
σ
2
(|t| − Tn)
)
. (6.29)
Since limn→∞ Tn =∞ and σ is uniform, it follows that
lim
n→∞Tn exp
σ
2
(|t|+ 1− Tn) = 0. (6.30)
Thus, if we define the function
vn(t, θ) := Tnun(t, θ),
then (6.29) and (6.30) implies that for sufficiently large n,
‖D¯knvn‖C0(Cn) ≤ Ck(
√
2ν + 1).
On the other hand, A¯n converges to the limit connection A∞. It follows that D¯n is equivalent to
the standard Levi-Civita connection ∇, which implies
‖∇kvn‖C0(Cn) ≤ Ck(
√
2ν + 1) + C(A∞)
where the constant C(A∞) only depends on A∞. Hence vn converges to some v∞ in Ckloc(R
1 × S1)
for any k ≥ 1. Since un satisfies equation (6.14), it is obvious that vn satisfies
∂2t vn + ∂
2
θ,αnvn +
1
Tn
Γ(un)(D¯nvn, D¯nvn) = Tnfn.
Recall that ‖fn‖L∞ decays exponentially. Thus, by taking n→∞, we obtain
∂2t v∞ + ∂
2
θ,α∞v∞ = 0 (6.31)
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where ∂θ,α∞ = ∂θ + α∞ is the derivative induced by A∞. However, (6.24) implies that
∂θ,∞v∞ = lim
n→∞Tn∂θ,αnun = 0.
It follows that ∂2θ,α∞v∞ = 0 and hence ∂
2
t v∞ = 0 by (6.31). Thus ∂tv∞(·, θ) is independent of t for
fixed θ ∈ [0, 2π]. On the other hand, we have
∂θ|∂tv∞|2 = 2(∂θ∂tv∞, ∂tv∞) = 2(∂t∂θv∞, ∂tv∞)
= −2(∂t(α∞ · v∞), ∂tv∞) = −2(α∞ · ∂tv∞, ∂tv∞)
= 0.
The last identity uses the fact that α∞ is skew-symmetric. Therefore, |∂tv∞| is constant all over
the cylinder, which implies that
lim
n→∞Tn|∂tun| = limn→∞
ν√
en
|∂tun| = ν|∂tv∞|√∫
{0}×S1 |∂tv∞|2dθ
=
ν√
2π
.
Remark 6.7. It can be verified that for any fixed t, we have
lim
n→∞T
2
n |∂2θ,αnun| = 0. (6.32)
Actually, we can follow the same method as in the proof of Lemma 4.8 to prove that the quantity
Θ1(t) :=
∫
S1
|∂2θ,αnun|2dθ
also decays exponentially along the cylinder. To do this, one only has to apply the Poincare´ in-
equality to show that Θ1(t) satisfies a similar equation as (4.14).
Now we are in the position to investigate the geometry of the neck. Define the re-parameterized
map
wn(s, θ) := un(Tns, θ)
on the fixed cylinder C1 = [−1, 1] × S1. Obviously,
lim
n→∞ ∂θ,αnwn = limn→∞ ∂θ,αnun = 0. (6.33)
It follows from the fact limn→∞ αn = α∞ that
|∂θwn| ≤ |∂θ,αnwn|+ |αn · wn| ≤ C.
On the other hand, by Lemma 6.6, we have
lim
n→∞ |∂swn| = limn→∞Tn|∂tun| =
ν√
2π
.
Therefore wn converges to a map w in C
0(C1) .
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Moreover, using the equation (6.14), we have
∂2swn = T
2
n∂
2
t un
= −T 2n(∂2θ,αnun + Γ(un)(D¯nun, D¯nun) + fn)
= −Γ(wn)(∂swn, ∂swn)− T 2n(∂2θ,αnun + Γ(un)(∂θ,αnun, ∂θ,αnun) + fn).
By the exponential decay of fn, we have
lim
n→∞T
2
nfn = 0.
By Lemma 6.6, we have
lim
n→∞T
2
nΓ(un)(∂θ,αnun, ∂θ,αnun) = 0
In view of Remark 6.7, we also have
lim
n→∞T
2
n∂
2
θ,αnun = 0. (6.34)
Therefore, we obtain
lim
n→∞
(
∂2swn + Γ(wn)(∂swn, ∂swn)
)
= 0. (6.35)
Note that (6.34) implies
|∂2θwn| ≤ |∂2θ,αnwn|+ 2|αn · ∂θ,αnwn|+ |α2n · wn| ≤ C.
and (6.35) implies
|∂2swn| ≤ |Γ(wn)||∂swn|2 + 1 ≤ C.
Consequently, wn actually converges in C
1(C1) to the limit map w.
It follows from (6.33) that
∂θ,α∞w = limn→∞ ∂θ,αnwn = 0, (6.36)
and from (6.35) that w satisfies the equation
∂2sw + Γ(w)(∂sw, ∂sw) = 0, (6.37)
in the weak sense. Hence by the standard elliptic estimates, w is a smooth map. In fact, in view
of (6.36) and (6.37), w is a twisted geodesic (see Definition 4.12). In other words, for any fixed
θ ∈ S1, the curve γθ := w(·, θ) is a geodesic in M , while for any fixed t, the curve ct := w(t, ·) is an
orbit generated by α∞ ∈ g in M . Moreover, the length of the geodesic is given by
Length(γθ) = lim
n→∞
∫ Tn
−Tn
|∂tun|dt = lim
n→∞
2√
2π
√
enTn =
2√
2π
ν.
Finally, if the limit ν =∞, we may choose T ′n =
√
2pi
2
√
en
such that
ν ′ = lim
n→∞
√
enT
′
n = 1.
Then the arguments above shows that on a sub-cylinder of length 2T ′n, the images converge to a
twisted geodesic of length 2√
2pi
. Since Tn/T
′
n →∞, we may find infinitely many such sub-cylinders
on Cn. Thus we obtain an infinitely long twisted geodesic.
To summarize, we have proved the following result in non-degenerate case.
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Theorem 6.8. Suppose {(An, un)} satisfies the hypothesis of Theorem 6.3. If there is no energy
concentration and An is non-degenerating, then the following hold.
1. If 0 < ν <∞, then un(Cn) converges to a twisted geodesic of length 2√2pi ν;
2. If ν = 0, then the un(Cn) converges to a single closed orbit.
3. If ν =∞, then the neck contains an infinitely long twisted geodesic.
6.4.2 The degenerate case
Finally, let us try to understand the geometry of the neck in the degenerate case, which could be
more complicated than the non-degenerate case above. More precisely, suppose the connections
An = αndθ converges to A∞ = α∞dθ and the convergence is degenerating. Denote by
ρn := |αn − α∞|
and
βn := (αn − α∞)/ρn.
Since |βn| = 1 and the Lie algebra g is finite dimensional, we may suppose βn converges to a limit
β∞ ∈ g. The quantities ρn reflects the degenerating speed of An and β∞ shows the direction along
which An degenerates.
In this case, there are three kinds of degenerations involved. Namely, the degeneration of
the metric, the blowing-up of the map and the degeneration of the connection. Intuitively, the
degeneration of the metric gn corresponds to the formation of the node, which, by the conformal
change, is reflected by the length Tn of the cylinder Cn. The information of the blowing-up of
the maps un on the cylinder is essentially contained in the quantities en defined by (6.8). If the
connection behaves well, i.e. the connection is non-degenerating, the limits µ and ν defined before
accounts for the competing of Tn and en, which arise in the energy identity and the length formula.
The energy identity in Theorem 6.3 also gives us a clue that the degenerating speed of the connection
can be measured by ρn = |αn − α∞|.
What is the geometric influence brought by the degeneration of the connection An? A good
illustration can be found in [15], where the authors discussed in detail the moduli space of twisted
holomorphic curves in the special case where the Lie group is simply S1. Recall that the twisted
holomorphic curves are just minimal YMH fields which satisfy the equation{
∂¯Aφ = 0,
ιvFA + µ(φ) = c.
(6.38)
Here all the notations agrees with our previous setting except that ∂¯A is the d-bar operator induced
by the connection A and v is a volume form on the base manifold Σ. Note that the Lie algebra of
S1 is simply iR, hence a flat connection A on a long cylinder has the form iαdθ in the temporal
gauge, where α ∈ R is a real number.
In the compactification of moduli space of holomorphic curves in the classical Gromov-Witten
theory, there is no neck between the bubbles. Or, in other words, the neck shrinks to a point.
However, when the connection (or gauge) comes into the game, the holomorphic curve should be
replaced by the twisted holomorphic curves and new phenomenons appear.
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The appearance of the connection A is due to the Hamiltonian action of the Lie group G on
the manifold M . So it not surprising that when the connection is non-degenerating, the neck is no
longer a point, but a single orbit of that point, which is generated by the group action induced by
A. However, if the connection is degenerating, it can be shown that the neck converges to a curve
γ which satisfies the following equation
γt = −k(t)Ji · γ, (6.39)
where k is a real function and the dot denotes the action of i on γ. If we denote by h the
corresponding Hamiltonian induced by i, then the above equation can be rewrite as
γt = k(t)∇h(γ).
Therefore the neck turn out to be a gradient line of the Hamiltonian. The proof of the above result
in [15] is based on the following key observations: 1) the angular derivative of the map vanishes in
the limit; 2) the degeneration of the connection can be described by An −A∞, which corresponds
to the term k(t)i and is related to the Hamiltonian.
Keeping the above example in mind, we are led to the following parallel, but more general
picture in our current setting. The key observation is that a gradient line which satisfies a first-
order equation (6.39) should be replaced by a geodesic in our second-order setting. Indeed, we
establish the following result which shows a new geometric phenomenon that the neck turns out to
be a closed orbit of a geodesic with potential. There should be some interesting geometric setting
where this result can be applied.
More precisely, suppose the connections An converges to A∞ and the convergence is degener-
ating. Using the notations given in the beginning of this section, we define the limit
κ := lim
n→∞Tnρn
Since we don’t have any a prior information about the degenerating speed ρn, the limit κ can be
0, finite or +∞. For convenience we use ⊤ to denote the projection to the tangent space of M .
Theorem 6.9. Suppose {(An, un)} satisfies the hypothesis of Theorem 6.3. Suppose there is no
energy concentration and An is degenerating. If the limits ν and κ are finite, then the images of
un converges to a closed orbit of a perturbed geodesic given by a smooth map v∞ : C1 → M which
satisfies {
∂θ,α∞v∞ = 0,
(∂2sv∞ + κ
2 · β2∞v∞)⊤ = 0.
(6.40)
Proof. Recall the equation (6.14) of un
D¯∗nD¯nun = (∂
2
t un + ∂
2
θ,αnun)
⊤ = fn. (6.41)
Moreover, fn is exponentially bounded by (6.15) and Θ˜n(t) :=
∫
S1×{t} |∂θ,A∞un|2dθ is exponentially
bounded by (6.19). Since by definition αn = α∞ + ρnβn, we have
∂2θ,αnun = ∂
2
θ,α∞un + 2ρnβn∂θ,α∞un + ρ
2
nβ
2
n · un.
Thus (6.41) is equivalent to
(∂2t un + ρ
2
nβ
2
n · un)⊤ = −(∂2θ,α∞un + 2ρnβn∂θ,α∞un)⊤ + fn. (6.42)
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As in the proof of Lemma 6.6, we can bound the energy of un on a fixed-length cylinder C1(t) by∫
C1(t)
|D¯nun|2 =
∫
C1(t)
|∂tun|2 +
∫
C1(t)
|∂θ,αnun|2
≤
∫
C1(t)
|∂tun|2 +
∫
C1(t)
|ρnβn · un|2 +
∫
C1(t)
|∂θ,α∞un|2
≤ C(en + ρ2n + (ǫ+ δn) exp σ∞(|t| − Tn)).
Hence, by the ǫ-regularity,
|D¯knun| ≤ Ck
(√
en + ρn + (ǫ+ δn)
1
2 exp
σ∞
2
(|t| − Tn)
)
.
Multiplying both sides by Tn, we arrive at
Tn|D¯knun| ≤ Ck
(
Tn
√
en + Tnρn + Tn(ǫ+ δn)
1
2 exp
σ∞
2
(|t| − Tn)
)
. (6.43)
Obviously, the right hand side of the above inequality is bounded, provided that the limits ν and
κ are finite.
Now re-parameterize and set vn(s, θ) = un(Tns, θ). In view of (6.42), vn satisfies equation
(∂2svn + T
2
nρ
2
nβ
2
n · vn)⊤ = −T 2n(∂2θ,α∞vn + 2ρnβn · ∂θ,α∞vn)⊤ + T 2nfn.
Clearly, |∂svn| is bounded by (6.43). Moreover, the terms ∂θ,α∞vn, ∂2θ,α∞vn and fn all decays
exponentially. Following a similar argument of Section 6.4.1, it is easy to see that vn converges in
C1 to a limit map v∞ which satisfies the equation (6.40).
Remark 6.10. Using the notations above, we can write the energy identity of the degenerate case
in Theorem 6.3 more precisely. Namely, if we define
ω := lim
n→∞Tnρ
2
n,
then we have
lim
n→∞
∫
Cn
|(αn − α∞) · un|2dθdt = lim
n→∞
∫ Tn
−Tn
∫
S1
|ρnβn · un|2dθdt
= lim
n→∞
∫ 1
−1
∫
S1
Tn|ρnβn · vn|2dθds = ω
∫ 1
−1
∫
S1
|β∞ · v∞|2dθds
Therefore the identity (6.10) becomes
lim
n→∞ E(un, An,Cn) = 2ω
∫ 1
−1
∫
S1
|β∞ · v∞|2dθds+ 2µ.
Remark 6.11. The neck we get in Theorem 6.9 is a closed orbit of the curve γ0(·) := v∞(·, 0).
Obviously, γ0 is a critical point of the energy functional
E(γ) =
∫
|dγ|2ds+
∫
(γ,Qγ)ds,
where Q = −κ2β2∞ is a symmetric and non-negative matrix since β∞ is skew-symmetric. In other
words, the curve is a geodesic with quadratic potential
∫
I(v,Qv)ds. If the manifold M is the standard
sphere, then γ0 coincides with the famous C. Neumann curve which is used to describe the motion
of a charged particle influenced by a magnetic field.
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Remark 6.12. If ν + κ = ∞, then similar to the proof of Theorem 6.8 , we can find infinitely
many piece of such necks obtained by Theorem 6.9. The length of the neck can also by computed.
However, a discussion in full generality seems unnecessary.
Finally, it is easy to see that the neck is actually a twisted geodesic in special cases.
Corollary 6.13. Under the hypothesis of Theorem 6.9, if κ = 0 or β2 · v∞ = 0, then the images of
un converges to a twisted geodesic.
6.5 Application to twisted holomorphic curves
At last, we apply the results obtained above to the spacial case of twisted holomorphic curves.
More precisely, suppose (An, φn) is a sequence of twisted holomorphic curves with bounded YMH
energy which satisfy the equation (6.38). Then by restricting to the collar area which is conformal
to the cylinder Cn, we obtain a sequence of YMH fields (An, un). The results we obtained for general
YMH fields all hold for (An, un) since twisted holomorphic curves are nothing but a special kind
of YMH fields. Moreover, in view of (6.38), (An, un) satisfies the first order equation ∂¯Anun = 0,
which in balanced temporal gauge is equivalent to
∂tun + J∂θ,αnun = 0. (6.44)
Thus it is obvious that the quantity en defined by (6.8) is identically zero and µ = ν = 0. Therefore,
if An is non-degenerating (which corresponds to the non-critical case in [15]), by Theorem 6.3, there
is no energy on the neck and by Theorem 6.8, the neck shrinks to a single closed orbit. On the
other hand, if An is degenerating, we may suppose the quantity κ is finite. Then similar to the
proof of Theorem 6.9, the re-parameterized maps vn(s, θ) = un(Tns, θ) converges to a limit v∞
which satisfies ∂θ,α∞v∞ = 0. Then from (6.44) we may deduce that v∞ satisfies equation
∂sv∞ + Jκβ∞ · v∞ = 0.
Using the moment map µ, we can define the Hamiltonian with respect to β∞ by h(·) = 〈µ(·), β∞〉.
It follows that β∞ ·v∞ = J∇h(v∞) and hence for any fixed θ ∈ S1, the curve γθ(·) := v∞(·, θ) turns
out to be a gradient line satisfying
∂sγθ − κ∇h(γθ) = 0.
Moreover, by Remark 6.10, we have the energy identity
lim
n→∞ E(un, An,Cn) = 2ω
∫ 1
−1
∫
S1
|β∞ · v∞|2dθds
= −2ω
κ
∫ 1
−1
∫
S1
〈∇h(v∞), ∂sv∞〉dθds
= −2ω
κ
∫
S1
h(v∞)dθ
∣∣∣1
s=−1
= 0,
since by definition we have ωκ = limb→∞ ρn = 0. Therefore, there is no energy on the neck in the
degenerate case, either. This generalizes the compactness results in [15] from the special case of
G = S1 to arbitrary compact connected Lie group G
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