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In den beidenletzten Jahrzehnten hat die Simulationsmethode
eine rasante Entwicklung genommen, sowohl von der Softwa-
reseite als auch von der Breite der Anwendungsgebiete. Der
Notwendigkeit zur statistischen Analyse von (stochastischen)
Simulationsexperimenten wirdjedoch von den Anwendern der
Simulation hiiufig noch immer nicht geniigend Beachtung ge-
schenkt. Die Beschreibung relevanter Planungs- und Auswer-
tungsmethoden fiir Simulationsexperimente ist Gegenstand
dieses Beitrages. Im Mittelpunkt der Darstellung steht eine
Fallstudie mit einem komplexen diskreten Simulationsmodell
aus dem Gesundheitswesen, an dem die Anwendung der stati-
stischen Methoden aufgezeigt wird.
Summary
In the last two decades the simulation method has taken a ra-
pid development from the software point of view as well as
from the range ofapplications. The needfor statistical analysis
of (stochastic) simulation experiments however is not given suf-
ficient attention by the uses yet. The description of relevant
planning and analysis methods for simulation experiments is
the subject of this article. The presentation focuses on a case
study with a complex discrete simulation modelfrom the health
care ﬁeld, where the application of the statistical methods is
shown.
1. Einfﬁhrung: Simulation als Untersuchungsmethode
Computer-Simulation ist eine Methode zur Untersuchung kom-
plexer Systeme. In der Literatur werden eine Vielzahl von Deﬁ-
nitionen genannt. NAYLoR (13) spricht von einer numerischen
Technik zur Durchﬁihrung von Versuchen an bestimmten Ty-
pen mathematischer Modelle, die das Verhalten eines komple-
xen Systems im Verlaufder Zeit mit Hih’e eines Computers un-
tersuchen. KDCHER u. a. (12) deﬁnieren die Simulation als die
Nachbildung eines realen Prozesses mit kiinstlichen Mitteln.
Fiir GORDON (8) stellt die Simulation eine Methode zur Losung
von Problemen dar, bei der man die Anderungen eines dynami-
schen Systemmodells iiber die Zeit verfolgt.
Die Simulation ist eines der sich anbietenden Verfahren zur
Ableitung von Losungen mit Modellen, und zwar dasjenige
Verfahren, das im allgemeinen als letztes Mittel in Frage
kommt. Wann immer es moglich ist, sollten analytische Lo-
sungsansatze Anwendung ﬁnden, da diese in der Regel mit
Weit Weniger Aufwand verbunden sind. Sehr oft sind jedoch
analytische Modelle mit ihren hauﬁg restriktiven mathemati-
schen Annahmen Wegen der Notwendigkeit zum Detail bei ei-
ner realitéitsnahen Modellierung komplexer Systeme nicht an-
gemessen. In diesem Fall bietet sich die Computersimulation
als Forschungsinstrument an.
Ein Simulationsmodell hat die folgenden Vorteile gegen-
iiber einem analytischen -Ansatz: t
— ohne vereinfachende Annahmen iiber Verteilungen, Zufal-
ligkeit oder Unabhangigkeit kann das Modell mit einem we-
sentlich hoheren Grad an Realitéitsnahe versehen werden ;
- es ermoglicht Sensitivitatsuntersuchungen der angenomme-
nen Verteilungen;
- Simulation ist oft mathematisch Weniger schwierig als viele
analytische Ansatze.
Eine Simulationsstudie besteht im allgemeinen aus den fol-
genden Schritten ((10), S. 61):
- Modellkonstruktion
- Implementierung des Modells
- Modelltest
- Experimente.
Die Simulation als Instrument in Forschung, Technik und
Planung ist speziell bei stochastischen Problemen auf die An-
wendung statistischer Methoden angewiesen, insbesondere in
den Schritten Modelltest (Validitatspriifung) und Simulations-
experimente, aber auch bei der Modellkonstruktion. Obwohl
die Simulationsmethode in vielen Anwendungsbereichen ein-
sch1ieBlich der Medizin und Biologie (vgl. RANFT/
SCHNEIDER (18) und SEELos (19) bzw. des Gesundheits-
wesens (vgl. PAGE (15)) inzwischen sehr verbreitet ist, wird
der Notwendigkeit der statistischen Interpretation der Simula-
tionsergebnisse von den Anwendem hauﬁg nicht die Bedeu-
tung zugemessen, die ihr zusteht. Gegenstand dieses Artikels
ist die praxisnahe Darstellung wichtiger statistischer Metho-
den zur Planung und Auswertung von Simulationsexperimen-
ten anhand einer Fallstudie aus dem Gesundheitswesen, deren
Problemstellung im folgenden Abschnitt kurz geschildert
Wird.
2. Kurzbeschreibung des Simulationsmodells
Das Simulationsmodell beschreibt ein regionales Blutbanksy-
stem bestehend aus einem zentralen Blutspendedienst und ei-
ner beliebigen Anzahl von Krankenhéiusern mit eigenen Blut-
depots als Empfanger der Blutkonserven. Ziel der Simula-
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tionsstudie ist die Untersuchung alternativer Lagerhaltungs-
und Verteilungsverfahren fiir Blutkonserven anhand deﬁnier-
ter Zie1kriterien(Fehlmengen Konservenverfall, Kosten). Die
Verfahren (FIFO-Ausgaberegel fﬁr alle Lagerbestéinde, heuri-
stisches Verteilungsmodell fiir Blutkonserven, Recycling (Um-
ve1teilung)von Konserven im System, bedarfsorientierte Blut-
spendereinbestellung) setzen an den typischen Schwachstel-
len in Blutbanksystemen an: Hauﬁg werden nicht die altesten
Konserven im Lager zuerst ausgegeben, ungleiche Bestellpoli-
tik und Verteilung der Blutkonserven an die Krankenhauser
und unkontrollieite Konservenzufuhr aufgrund nur zuféillig
erscheinender Spender. Zur ausfiihrlichen Darstellung der La-
gerhaltungsproblematik von Blutkonserven sei auf PAGE (17)
verwiesen.
Im Modell des regionalen Versorgungssystems besitzt der
regionale Blutspendedienst die zentrale Funktion des alleini-
gen Konservenherstellers und -lieferanten fiir die Kranken-
hauser der Region.
Im Blutspendedienst erscheinen Dauer- bzw. Gelegenheits-
spender nach eigenem Belieben zur Blutabnahme. Sofortspen-
der Werden nur dann zur Spende herbeigerufen, Wenn im ge-
samten Versorgungssystem keine Konsen/en der benotigten
Blutgruppe verfﬁgbar sind. Die Krankenhauser ‘werden vom
regionalen Blutspendedienst p1anmaBig an jedem Wochentag
und bei Fehlbedarf au13erplanmaBig mit Konserven beliefert.
Krankenhauser helfen sich dann gegenseitig mit Blutkonser-
ven aus, Wenn die regionale Blutbank nicht liefem kann.
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Abb. 1. Struktur des Simulationsmodells eines regionalen Blutbank-
systems
Eine néihere Beschreibung des Modells beﬁndet sich in (14)
und (16).
Mit dem Simulationsmodell, das anhand realer Daten-aus
dem Berliner Blutspende Dienst entwickelt Wurde, soll de-
monstriert werden, daB die Lagerhaltungskosten mit den ge-
nannten Verfahren (statistisch) signiﬁkant reduziert werden
konnen.
3. Statistische Planungs- und Auswertungsverfahren ftir Si-
mulationsexperimente
Zu Beginn eines jeden Simulationsexperimentes sind der An-
fangszustand des Systems und die Léinge der Anlauﬁvhase fest-
zulegen. Zur Beurteilung der Genauigkeit der durch Simula-
tion gewonnenen Schatzwerte mﬁssen die zugehorigen Konﬁ-
denzintervalle bestimmt werden. Dazu ist zu entscheiden, ob
von unabhiingigen Beobachtungen ausgegangen werden kann,
oder Autokorrelation beriicksichtigt werden muB. Zur Ven'in-
gerung der Streuung konnen Varianzreduzierende Methoden
EDV in Medizin und Biologie 3/ 1980
eingesetzt Werden. Mit der Lange des Konfidenzinten/alls
hangt ebenfalls die Wahl des Stichprobenumfanges zusam-
men.
Sollen mehrere Systeme bzw. Systemzustande mit Simula-
tion verglichen Werden (Strategienvergleich), so sind bestimmte
Testverfahren anzuwenden. Besonders geeignete Testverfah-
ren stellen Multiple Ranking Procedures dar.
Zur Bestimmung der optimalen Faktorenkombination in ei-
nem System dient das Experimental Design, auf das absch1ie-
Bend kurz eingegangen wird.
3.1 Anfangszustand und Anlaufphase
Eine Simulation laBt sich als dynamisches System betrachten,
dessen zeitlicher Ablauf durch eine Folge von Zustandsande-
rungen beschrieben wird. Der Ablauf muB von einem An-
fangszustand ausgehen, der zu Beginn jeder Simulation festzu-
legen ist.
In der Regel werden Simulationsstudien durchgefﬁhrt, um
die stationiire Zustandsverteilung eines Systems zu untersu-
chen. Fﬁr einen stationaren stochastischen Prozeli X, gilt be-
kanntlich, daB die Wahrscheinlichkeit von X, nicht von t ab-
héingig ist.
Viele stochastische Prozesse konvergieren gegen einen sta-
tionaren ProzeB. Fﬁr die Praxis erscheint es ausreichend, einen
solchen ProzeB iiber eine langere Zeitspanne zu simulieren,
um sich dem stationaren Zustand des Systems hinreichend zu
nahern. Nach dieser Anlaujphase ist die Verteilung von X,
praktisch von t und damit auch vom Anfangszustand des simu-
lierten Systems unabhangig.
Theoretisch fﬁhren alle Anfangszustande des simulierten
Systems zu der gleichen stationaren Phase. Dennoch ist es
wichtig, gtinstige Anfangsbedingungen auszuwéihlen, denn
nach KLEIJNEN ([11], S. 70) _wird bei praktischen Simula-
tionsexperimenten die stationare Phase nie vollstéindig er-
reicht, so daB die Anfangsbedingungen die Resultate der Si-
mulation immer beeinﬂussen. Bei léingeren Simulationszeiten
ist jedoch dieser >>Bias<< von keiner praktischen Relevanz.
Von gr6l3erer praktischer Bedeutung ist jedoch die folgende
Uberlegung. Ist man nur an dem stationaren Zustand des un-
tersuchten Systems interessiert, so wird man die Beobachtun-
gen, die man wahrend der Anlaufphase - die Phase vom An-
fangszustand zu Beginn der Simulation bis zum Erreichen der
stationaren Phase - gespeichert hat, fur die statistische Aus-
wertung der Simulation nicht berﬁcksichtigen. Das bedeutet
aber, daB bestimmt werden mu13, Wann die Anfangsphase
beendet ist, und damit der stationare Zustand des Systems be-
ginnt.
Uberschatzt man die Lange der Anlaufphase, bleiben zu vie-
le Beobachtungen fiir die statistische Auswertung unberﬁck-
sichtigt und die Varianz des Schéitzwertes wird erhoht, was bei
vorgegebener Genauigkeit iiberhohte Rechenzeiten erfordert.
Unterschéitzt man die Anlaufphase jedoch, so fﬁhrt man einen
»Bias<< in die Schatzung ein.
Nach KLEIJNEN ([11], S. 70) existieren keine exakten statisti-
schen Verfahren zur Bestimmung des Beginns der stationaren
Phase eines stochastischen Prozesses. Er verweistjedoch aufei-
ne Reihe von heuristischen Regeln; weitere Hinweise findet
man auch bei KGCHER ([12], S. 149 ff.).
Die meisten dieser Regeln sind nur auf bestimmte Problem-
klassen zugeschnitten, hauﬁg auf Warteschlangenprozesse. Fﬁr
das hier vorliegende Blutbanksimulationsmodell, das ein La-
gerhaltungssystem darstellt, erscheinen die Regeln von CON-
WAY [4] und von TocHER [19] geeignet. CoNwAY schlagt
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vor, von einer langeren realisierten Folge X1, X2, X3, X4, . . .eines
stochastischen Prozesses X, fur jeden Wert X1, X2,.. zu untersu-
chen, ob er ein Maximum oder Minimum der Restfolge dar-
stellt. Solange das der Fall ist, Werden die X1, X2,.. als zur An-
laufphase gehorig weggelassen und die Untersuchung fiir die
Restfolge fortgesetzt, bis man an ein X, gelangt, das weder ein
MaXimum noch ein Minimum der Restfolge Xi, X, + 1, X, + 2;..
darstellt. Die X1, X2, . . .X,_1 bilden dann die Anlaufphase; die
Restfolge Wird als stationarer ProzeB angesehen.
TOCHERS Vorschlag beruht auf der Erkenntnis, dal3 viele
stochastische Prozesse aus ineinandergreifenden zyklischen
Phasen bestehen. Nach AbschluB von drei bis vier solcher
Zyklen konnte man das Erreichen der stationaren Phase an-
nehmen. Beispielsweise ‘bei einem Lagerhaltungssystem kann
man einen solchen Zyklus dann als abgeschlossen ansehen,
Wenn ein bestimmter Lagerbestand Wieder erreicht Wird.
Im Blutbankmodell Wurde unter Anwendung beider Regeln
an Hand der téiglichen Zwischenergebnisse fur die Konserven-
bestéinde im Gesamtsystem bei mehreren Pilot-Simu1ations-
laufen die Anlaufphase auf 35 Tage festgelegt. Als Anfangs1a-
gerbestand Wurde der durchschnittliche Konservenbestand
bei den Pilotlaufen gewahlt. A
3.2 Die Schdtzgenauigkeit der Simulationsergebnisse
Eine Stichprobe vom Umfang N mit den Werten
X1,X2,...,XN (3.2-1)
repréisentiere das Resultat eines Simulationsexperimentes, bei
dem nacheinander N Realisationen der Zufallsgroﬁe X er-
zeugt Wurden. Genauer handelt es sich bei (3.2- 1) um Realisa-
tionen von N Zufallsgrolien
X1,X2,...,XN (3.2-2) A
welche alle wie die Zufallsgroﬁe X verteilt sind. E (X) sei der
Erwartungswert von X.
Das Ziel der Durchfﬁhrung einer Simulation besteht im all-
gemeinen darin, aus der Stichprobe (3.2-1) den unbekannten
Wert E(X) zu schéitzen. Ein erwartungstreuer Schcitzwert fﬁr
E(X) ist bekanntlich gegeben durch
_ 1 NX=—ZX1 (3.2-3)
=1.2
Zur Beurteilung der Genauigkeit von den durch Simulation
gewonnenen Schéitzwerten sind die zugehorigen Konﬁdenzin-
tervalle zu ermitteln. Dabei wird davon ausgegangen, da13 sich
der zugrunde liegende stochastische Proze1?> in der stationaren
Phase beﬁndet. Fﬁr unabhiingige Stichprobenvariablen stellt
die Berechnung von Konﬁdenzintervallen kein Problem dar,
sofern der Stichprobenumfang hinreichend gro13 ist. Bei Vor-
liegen von Autokorrelation verkompliziert sich jedoch die Aus-
wertung der Simulationsergebnisse.
3.2.1 Konﬁdenzintervalle bei unabhéingigen
Stichprobenwerten
Var(X) = oz sei die Varianz von X. Dann ist
. 1 3, .s =—— X-—X -N_,i=l 1 ‘l (3.2 4)
bekanntlich Schatzwert fur 0'2.
Fiir die Zufallsgr613e
_ 1NX=-— X-N51, (325)
,-4
gilt dann bei unabhéingigen Stichprobengroﬁen XI, X2,.., XN
die Beziehung
2
var (X) =% (3.2-6)
Wofiir tiber (3 .2-4) sofort ein Schatzwert zu gewinnen ist. Bei
nicht zu kleinem Stichprobenumfang (N > 40) ist dann ein
Konfidenzintervall fur E(X) gegeben durch
X-k-—S-,'X+k-L T (3.2-7)(11-11)
Das einfachste Verfahren zur Auswertung von Simulations-
ergebnissen besteht in unabhdngigen Simulationsliiufen, bei
denen alle Beobachtungen eines Laufes zu einer einzigen neu-
en Stichprobengrolﬁe X, zusammengefaﬁt Werden. Die X, der
einzelnen Laufe sind dann vollstandig unkorreliert, und die
elementare statistische Theorie zur Berechnung der Sch:'<itzge-
nauigkeit von E(X) in (3.2-7) ist anwendbar. Der Nachteil die-
ses Verfahrens besteht darin, dal3 die Anlaufphasebei jeder Si-
mulation erneut durchlaufen werden mul3, ohne dal3 die Beob-
achtungen der Anlaufphase zur Auswertung herangezogen
Werden konnen, was sich besonders bei langeren Anlaufpha-
sen nachteilig auf die erforderlichen Rechenzeiten auswirkt.
Bei anderen Verfahren erstreckt sich die Auswertung auf einen
einzigen ldngeren Simulationslauf bei dem aufeinanderfol-
gende korrelierte Stichprobenwerte zu Gruppen zusammenge-
fa15t werden. Die Mittelwerte innerhalb der Gruppen bilden
dann die neuen Stichprobengroﬁen, die schwacher (im Ideal-
fall gar nicht mehr) korreliert sind.
Eines dieser Verfahren, bei KLEIJNEN ([11], S. 462) als
>>Independent Cycles Approach<< bezeichnet, basiert auf der
Erneuerungseigenschaft vieler stochastischer Prozesse, bei de-
nen Systemzustéinde auftreten, die die folgenden Stichproben-
werte vollig unabhangig vom bisherigen Proze13ablauf Werden
lassen. Ein Beispiel dafﬁr ist ein Warteschlangensystem, bei
dem ein unabhangiger Zyklus immer dann beginnt, Wenn ein
neuer Kunde in das leere System eintritt; Wegen der Unabhan-
gigkeit der Mittelwerte der einzelnen Zyklen ist die elementare
statistische Theorie mit (3.2-7) anwendbar.
Der Nachteil dieses Ansatzes besteht darin, daB man am An-
fang einer Simulation nicht die Léinge des Simulationslaufes
genau abschatzen kann. Au13erdem Werden sich unabhéingige
Zyklen nicht fur alle Systeme ﬁnden lassen, denn die Erneu-
erungseigenschaft kennzeichnet nur eine bestimmte Klasse
von stochastischen Prozessen. Fﬁr das hier vorliegende Blut-
bankmodell kann man nicht davon ausgehen, daB wiihrend ei-
ner Simulation der gleiche Systemzustand nochmals erreicht
wird. Bei anderen Verfahren wird der langere Simulationslauf
in eine Vielzahl quasi-unabha'ngigerBlocks mit fester Lange
aufgeteilt, deren Beobachtungen zu neuen Stichprobenwerten
zusammengefaﬁt werden, die dann nur noch Wenig korreliert
sind. Die klassische Theorie ist Wieder anwendbar, und mit
(3.2-7) ist eine approximative Intervallschatzung gegeben.
Zur intuitiven Begriindung des Verfahrens sei auf ein Zitat
von KLEIJNEN ([11], S. 459) verwiesen: >>if the intervals are
sufficiently large the averages of the subruns of intervals will
effectively be uncorrelated because the effects of the correla-
tions ofearly values in the interval will be averaged with the lar-
ge number ofvalues which occur later in the interval and which
have no correlation with the values in the previous interval.<<
Bei KLEIJNEN und KOCHER [12] Werden die Verfahren
naher beschrieben. Voraussetzung fur ihre Anwendung ist al-
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lerdings, daB die Autokorrelation mit zunehmenden Abstan-
den zwischen den Stichprobenwerten auch tatsachlich ab-
nimmt, was die EXistenz von Periodizitaten im Modell aus-
schlieBt ([1 1], S. 458).
Die Hauptschwierigkeit bei den Verfahren besteht in der
Festlegung einer angemessenen Blockange mit quasi-unab-
héingigen Mittelwerten als neuen Beobachtungen. Dazu sind
eine Reihe von Pilotlaufen notwendig.
3.2.2 Konﬁdenzintervalle bei autokorrelierten
Stichprobenwerten
X, (i = 1,2,.., N) seien Wie in (3.2-2) Zufallsgroﬁen, welche alle
identisch Wie die Zufallsgroﬁe X verteilt sind.
Durch die Beziehung
cj = E(X, - X,+j) — E(Xi) - E(Xi+,-) (3.2-8)
mitj = 0,1,2,...
ist dann der von i unabhangige »Autokovarianzkoefﬁzient der
Ordnungj<< gegeben; ersichtlich ist
co = — E(X,) - E(X,) = var(X,) = 02 (3.2-9)
\
Entsprechend heiI3en die
(31 . .r1=—2 m1t]=0,l,2, (3.2-10)
O
»Autokorrelationskoeﬂizienten der Ordnungj<<. Im Fall unab-
héingiger (und damit nicht autokorrelierter) Stichprobenwerte
sind alle
c,-=r,-=0 fiirj¢0
Fﬁr die Varianz der Zufa1lsgrol3e X in (3.2-5) als Verallge-
meinerung von (3.2-6) gilt die Beziehung
W174) = El?) — E(X) E(X) =
02 N-1 J"
1—\I—[l+2j§l<l—ﬁ)r,-] (3.2-ll)
Rechentechnisch ist jedoch eine andere Fonn von (3.2-11)
gﬁnstiger, in der die Korrelationskoefﬁzienten (3.2-10) durch
die entsprechenden Autokovarianzen cj in (3.2-8) ersetzt Wer-
den:
1 N-1 J"
varﬁ) =ﬁ [o2+ 2,51 (1 —ﬁ) cj] (3.2-12)
(3.2-1 1) bzw. (3.2-12) sind jedoch in dieser Form nicht prak-
tisch einsetzbar, denn sie verlangen die Kenntnis von 0'2 und
der rj bzw. c,-. Sie mﬁssen erst aus den Daten in (3.2- 1) geschatzt





Unter der Bedingung, daB die stochastische Abhangigkeit
zwischen den Folgegliedern X mit wachsendem zeitlichen Ab-
stand hinreichend rasch abfallt, sind diese Schéitzungen konsi-
stent ([12], S. 154).
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Da fiir die Kovarianzen hoherer Ordnung j nur sehr Wenige
Summanden zur Verfﬁgung stehen, erhéilt man nur sehr unge-
naue Schéizungen fﬁr sie, und man sollte sie daher in (3.2-11)
bzw. (3.2-12) Weglassen. Das ist durchaus zuléissig, da die Ko-
varianzen nur mit dem vergleichsweise kleinen Faktor (N-j/N)
eingehen. Um jedoch annéihernd verléiBliche Schéitzungen fur
(3.2-4) und (3.2-13) zu gewahrleisten, mﬁssen sehr viele der
Koeffizienten hoherer Ordnung weggelassen werden. Das ist,
ohne grol3ere Fehler zu begehen, nur dann moglich, Wenn die r,-
bzw. cj mit j gegen Unendlich rasch gegen 0 streben. Unter die-
ser Bedingung 1aBt sich die Summe in (3.2-12) abkiirzen und oi
mit
. 1 m J .01--1;,-[s2+2,;l<1-ﬁ)¢,] (3.2-14)
Q4
schatzen, wobei m< < N, insbesondere so klein, dal3 die c,-
und s2 verléi131iche Schatzungen darstellen.
Die Gewichtungsfaktoren der c,- in (3.2- 14) nehmen zu-
nachst linear mit der Rate 1 /N ab, um nach j = m abrupt auf
den Wert 0 zu fallen.
Eine besondere Vereinfachung der Rechnung lalit sich dann
realisieren, wenn man von der Annahme ausgehen kann, daB
die rj in (3.2-1 1) geometrisch abfallen, also
r,-=91 mit j=O,1,... (3.2-15)
In diesem Fall braucht man nur den Korrelationskoefﬁzien-
ten erster Ordnung zu bestimmen. Damit vereinfacht sich die
Formel (3.2-1 1) zu
8% =i2- 1+2--9- (3.2-16)
X N l—Q
Genau genommen, ist var (X) immer etwas kleiner als der
Ausdruck (3.2-16) ([12],S. 156). Dieses Verfahren - Wegen der
zugrundeliegenden Annahme exponentiell abfallender Auto-
korrelationskoefﬁzienten als Exponentialansatz bezeichnet -
geht auf GEEHARDT zuriick ([6], [7]) und ist vor allem auf
Wartesysteme anwendbar, bei denen die Annahme hauﬁg zu-
trifft.
Ein Konfidenzintervall fﬁr E(X) ergibt sich dann fﬁr auto-
korrelierte Beobachtungen zu
<2-1<-%_r,i+1<~,T%--1")  (3.2-17)
Wie man sieht, ist f der Faktor, um den das Konf1denzinter-
vall durch Autokorrelation gegenﬁber der Form (3.2-7) vergr6-
Bert wird. Bei dem Ansatz, der zu der Varianzschatzung in (3.2-
14) fiihrt, nimmt f den Wert
1-1/1+ 2i1(1—%)r,- (3.2-18),=
an.
Fﬁr den Exponentialansatz mit (3.2-16) gilt fﬁr das Konﬁ-
denzintervall ein f von
1{=1/E (3.2-19)1-2
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3.2.3 Untersuchung der Autokorrelationsfunktion und Be-
stimmung eines Konﬁdenzintervalls
Das Ziel der Untersuchung der Autokorrelationsfunktion ist
die Gewinnung von Informationen fiir die Wahl eines geeigne-
ten Verfahrens zur Bestimmung eines Konﬁdenzintervall fiir
die Lagerhaltungskosten je transfundierter Konserve als iiber-
geordnetes Zielkriterium im vorliegenden Blutbankmodell.
Fiir die Berechnung der Autokorrelationskoefﬁzienten wer-
den die taglichen Stichprobenwerte fﬁr die Lagerhaltungsko-
sten von einer Woche gemittelt und diese Mittelwerte als neue
Beobachtungen verwendet. Dieser Blockansatz Wurde ge-
wahlt, um vergleichbare Zeitintervalle zu erhalten.
Wegen der unterschiedlichen Modellablaufe an Wochenta-
gen gegenﬁber Wochenenden Waren bei taglichen Stichpro-
benwerten Periodizitaten bei der Auswertung aufgetreten, was
die Varianzschatzung in Form von (3.2-1 1) bzw. (3.2-12) un-
moglich gemacht hatte. Die Autokorrelationskoefﬁzienten r,-
beziehen sich somit auf die durchschnittlichen Lagerhaltungs-
kosten je transfundierter Konserve X, in der Woche j.
Es Wurde eine Reihe von Pilotléiufen mitjeweils anderen Zu-
fallszahlen durchgefﬁhrt, um den Verlauf der Autokorrela-
tionsfunktion abzuschatzen. Als Interpretationshilfe wurde,
der Empfehlung von CHATFIELD ([3], S. 25) folgend, die
graphische Darstellung der Autokorrelationskoefﬁzienten r_,- in
Abhangigkeit vom Zeitintervall j, das sog. Korrelogramm, ver-
Wendet.
Ein typisches Korrelogramm, das sich bei allen Pilotléiufen
in ahnlicher Form ergab, ist in der Abbildung 2 dargestellt. Es
konnte jeweils ein steiler Abfall der Autokorrelation schon bei
j = 1 und dann ab j = 2 ein Einpendeln auf Werte um den Null-
punkt beobachtet werden. Damit war nur eine Autokorrela-
tion erster Ordnung als signiﬁkant erkennbar. Die Autokorre-
lationen hoherer Ordnung schienen dagegen zufalligen Cha-
rakter zu besitzen. Zur Stiitzung dieser Annahme Wurde auf ei-
ne heuristische Regel zuriickgegriffen, die hauﬁg in der Litera-
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Abb. 2. Korrelogramm fur die Lagerhaltungskosten
CHATFIELD ([3], S. 25) beschreibt diese Regel wie folgt:
»If a time series is completely random, then for large N, rk = 0
for all non-zero values of k. In fact we will see later that for a
random time series rk is approximately N (0,l'/N), so that, if a
time series is random, 19 out of 20 of the values of rk can be eX-
pected to lie between i 2/1/N. However if one plots say the
ﬁrst 20 values of rk then one can eXpect to ﬁnd one »signiﬁ-
cant<< value on average even when the time series really is ran-
dom.<<
Wie man in der Abbildung 2 sieht, wird ab j = 2 bei 20 Wer-
ten fiir r,- nur einmal der Wert von i 2/VN = 0,2 iiberschritten.
Dies war bei fast allen Pilotlaufen in der glei chen Weise zu be-
obachten. Ein geometrischer Abfall der Autokorrelation, wie
er fiir die Anwendung des Exponentialansatzes in (3.2-16) und
(3.2-19) vorausgesetzt wurde, konnte daher ausgeschlossen
werden.
Aus diesem Grunde Wurde fur das Blutbanksimulationsmo-
dell die Varianzschatzung mit (3.2-11) durchgefﬁhrt. Zur Ver-
einfachung Wurden nur solange Summanden mit den Autoko-
varianzen beriicksichtigt, bis das erste rj den Wert 2/ 1/N unter-
schritten hatte (Abbruchkriterium).
Fﬁr das Konﬁdenzintervall der durchschnittlichen Lagerhal-
tungskosten je transfundierter Konserve Wurde somit die fol-
gende Formel verwendet.:
X'—k ~ 3- - f,X+k - i - 1" (3.2-20)W 1/N
mitl-1/1+2§(1 -i) - 1, (3.2-20)
i=1 N
. . .. 2undj=0,l,2,..,1—1m1t1:r,<—
1/N
3.3 Varianzreduzierende Methoden
Stochastische Systemsimulationen dienen bekanntlich dazu,
den Erwartungswert einer bzw. mehrerer stochastischer Varia-
blen X (hier Lagerhaltungskosten, Verfallsquote, Fehlmen-
genquote, etc.) zu schéitzen. Legt man auf Schéitzgenauigkeit
Wert, kommt man nicht umhin, eine gro1?>e Zahl unabhangiger
Realisationen von X wahrend des Simulationsprozesses zu ge-
nerieren. Das arithmetische Mittel X kann dann als
erwartungstreue Schdtzfunktion fur den Erwartungswert her-
angezogen werden. Bekanntlich ist eine erwartungstreue
Schéitzfunktion umso besser, je geringer ihre Varianz ist (Effi-
zienz). Eine Reduzierung der Varianz bei gleichem Stichpro-
benumfang léiBt sich mit Hilfe von varianzreduziefenden Me-
thoden erreichen.
»A Variance Reduction technique reduces the variance of
the estimator by replacing the original sampling procedure by a
new procedure that yields the same expected value with a smal-
ler variance<< ([11], S. 105).
Nach KLEIJNEN ([1 1], S. 106) wird die Eﬂizienz einer varianz-
reduzierenden Methode in der Literatur haufig mit Hilfe des
Quotienten
0% — 0%(-2) - 100% (3.3-1)
(70
bewertet, wobei oz: die Varianz des mit der Varianzreduzieren-
den Methode gewonnenen Schatzers darstellt und 0° die Va-
rianz des gewohnlichen Schéitzers. Es wird in beiden Fallen der
gleiche Stichprobenumfang vorausgesetzt. Der Varianzredu-
zierung sind jedoch bei Computersimulationen die zusatzliche
Rechenzeit und der erhohte Programmieraufwand gegenﬁber-
zustellen, wie HANDSCOMP [9] zu bedenken gibt. Bei ihm ist
eine Methode nur dann varianzreduzierend, >> ifit increases the
eﬁiciency, that is if it reduces the variance proportionately mo-
re than it increases the work invol_ved<< ([9], S. 253).
In der Literatur werden Zahlreiche varianzreduzierende Me-
thoden genannt, die aus dem Bereich der Monte Carlo Studien
kommen, jedoch fiir Simulationsmodelle nur begrenzt an-
wendbar sind ([9], S. 109).
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KLEIJNEN beschréinkt sich in seinem Buch iiber >>Statisti-
cal Technique in Simulation<< [11] auf die Darstellung solcher
varianzreduzierenden Methoden, die sich auch fiir Simula-
tionsprobleme eignen. Er nennt dabei u. a. geschichtete Stich-
proben, korrelierte Hilfsvariablen, antithetische Variablen
und gemeinsame Zufallszahlen. Zwei Methoden stellt er be-
sonders heraus, die sich auf Grund ihrer Einfachheit bei der
Implementierung und Wegen der kaum hoheren Rechenzeiten
fur den Praxiseinsatz gut eignen: Antithetische Variablen und
gemeinsame Zufallszahlen.
Antithetische Variablen
Es sei Wieder der Erwartungswert einer stochastischen Varia-
blen X in einer Simulationsstudie zu schéitzen. Wenn Xj ein er-
wartungstreuer Schéitzer fﬁr u bei der j-ten Wiederholung des





_ l k _ k __ _
var(Xk) =F Z1var(X,-) + 2 2cov(X,, X,-) (3 .3-3)
J 1
i<j
Bei unabhéingigen Versuchen sind die Kovarianzen gleich 0.
Wenn es jedoch gelingt, die Summe der Kovarianzen negativ
zu machen, laBt sich eine k1einere'Varianz gegenﬁber unab-
héingigen Versuchen erreichen. Durch Einfﬁhrung einer nega-
tiven Korrelation zwischen den Ergebnissen verschiedener
Wiederholungen konnen statistisch genauere Simulationser-
gebnisse erzeugt werden, als es bei unabhangigen Versuchen
moglich ist. ,
Eine negative Korrelation zwischen jeweils zwei Stichpro-
ben léil5t sich mit Hilfe von antithetischen Zufallszahlen in den
Simulationsprozeﬁ einbringen. Bei dieser Methode werden
gleichverteilte Zufallszahlen U1, U;1,.., U, zur Erzeugung von
Ereignissen in einer Wiederholung des Simulationsprozesses
verwendet und 1-U1, 1-U;1,.., 1-U, fur die entsprechenden Er-
eignisse in einer zweiten Wiederholung. Man kann dann da-
von ausgehen, da13 selbst bei einer Vielzahl von Transformatio-
nen, die die Zufallszahlen wahrend eines Simulationsprozes-
ses durchlaufen, ein Teil der negativen Korrelation sich bis
zum Output fortsetzt und damit zu einer Varianzreduzierung
fﬁhrt.
Die Ergebnisse der antithetischen Wiederholungen werden
paarweise gemittelt, und man erhalt eine neue Folge von Beob-
achtungswerten. Fur die gleiche Anzahl von Wiederholungen
ist hierbei der doppelte Stichprobenumfang ‘notwendig. Das
arithmetische Mittel der aufGrund von antithetischen Zufalls-
zahlen generierten Beobachtungswerte hat dann eine Varianz,
die um den Faktor 1 + p (mit p < 0)kleinerista1s die Varianz
einer gewohnlichen Mittelwertschatzung ([12], S. 191), wobei p
den Konfelationskoefﬁzienten zwischen den zugehorigen anti-
thetischen Beobachtungspaaren darstellt.
Der Einsatz von antithetischen Variablen in Simulationsstu-
dien erfordert zusatzlichen Programmieraufwand und leicht
erhohte Rechenzeiten durch Weitere Programmschritte.
In dem Blutbankmodell, bei dem jede Strategie mit Hilfe ei-
nes einzigen, sehr langen Simulationslaufes getestet wird, mﬁs-
EDV in Medizin und Biologie 3/ 1980
sen bei Erreichen der stationaren Phase Systemzustand und
Werte der Zufallszahlenstrome gespeichert werden. Nach der
Héilfte der Simulationszeit ist dann das System mit diesen Wer-
ten neu zu initialisieren und die Simulation mit den antitheti-
schen Zufallszahlen fortzufiihren. Am Ende der Simulation
mu13 dann die paarweise Zusammenfassung der antithetischen
Beobachtungen erfolgen.
Gemeinsame Zufallszahlen
Gewohnlich wird man bei einer Simulationsstudie mehrere
Systeme mit altemativen Operationsregeln simulieren (hier
das Blutbankmodell mit verschiedenen Lagerhaltungsverfah-
ren), um das beste System zu bestimmen. In diesem Fall ist
man nicht so sehr an den absoluten Werten der Ausgabepa-
rameter interessiert, sondern an den Differenzen. Daher er-
scheint es intuitiv als sinnvoll, die verschiedenen Systeme un-
ter gleichen Versuchsbedingungen zu simulieren. Das bedeutet
neben den gleichen Anfangsbedingungen auch die gleichen
Inputstrome fiir jedes System. Aquivalente Inputstrome kon-
nen in Simulationsmodellen mit Hilfe gleicher Zufallszahlen
realisiert werden. Statistisch gesehen bedeuten gleiche Zufalls-
zahlen jedoch, daB die Ergebnisse der verschiedenen Systeme
miteinander korreliert sind.
Man betrachte nun die Varianz der Differenz zwischen X als
Ergebniswert von System 1 und Y als Output von System 2. Die
allgemeine Beziehung fur diese Varianz ist durch den folgen-
den Ausdruck gegeben:
var (X — Y) = var (X) + var(Y) — 2 cov (X, (3.3-4)
Die Varianz kann fur die geschéitzte Differenz reduziert wer-
den, wenn der Kovarianzterm positiv wird. Eine positive Kova-
rianz 1éiBt sich dadurch erreichen, dal3 man die gleichen
Zufallszahlen fur die Inputstrome in beiden Systemen einsetzt.
Das kann in dem vorliegenden Blutbankmodell leicht da-
durch realisiert werden, da13 man ftirjeden Inputstrom die Zu-
fallszahlengeneratoren mit den gleichen Anfangswerten initia-
lisiert. Zuséitzlicher Programmieraufwand und erhohte Re-
chenzeiten sind demnach nicht notwendig.
KLEIJNEN merkt jedoch kritisch zu dieser Methode an,
>>that the use of the same random numbers implies that we do
not have independent observations and this complicates the
statistical analysis<< ([11], S. 206). Beim Vergleich zweier Stra-
tegien lassen sich unabhangige Beobachtungen noch dadurch
realisieren, daB man nur die Differenz der Beobachtungen der
beiden Systeme auswertet. Ein Vergleich von mehr als zwei
Strategien lauft jedoch auf simultane Konﬁdenzintervalle (fiir
die Differenzen) hinaus ([11], S. 237), die unabhangige Beob-
achtungen voraussetzen.
Hier Wurde fiir den Einsatz von antithetischen Zufallszah-
len entschieden, da Pilotléiufe ein merkliche Varianzreduzie-
rung erkennen lieBen. Wegen der Einwéinde gegen gemeinsa-
me Zufallszahlen, die von KLEIJNEN [11] hinsichtlich der
statistischen Auswertung vorgebracht wurden, und die zu sei-
ner Empfehlung fﬁhrten, trotz der erwiesenen Varianzreduzie-
rung bei mehr als zwei Strategien auf die Anwendung von ge-
meinsamen Zufallszahlen zu verzichten, wurde vom Einsatz
dieser varianzreduzierenden Methode Abstand genommen.
3.4 Wahl des Stichprobenumfanges
Einerseits muB der Stichprobenumfang N groli genugsein, um
die Fehler bei der Konstruktion des Konﬁdenzintervalls durch
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Schatzung von 0' durch s in (3.2-20) und auf Grund der appro-
Ximativen Annahme der Normalverteilung der Priifgrolie X
unbedeutend werden zu lassen. Andererseits ist N so grol5 zu
wéihlen, daB eine als minimal vorgegebene Genauigkeit des
Konﬁdenzintervalls nicht unterschritten wird. Uber eine fest-
gelegte maximale Léinge des Konfidenzintervalls bei gegebe-
nem Konﬁdenzniveau léil5t sich in bekannter Weise der Stich-
probenumfang N berechnen. Jedoch ist zuerst eine Schatzung
fiir das unbekannte o abzuleiten. Au1?>erdem muB man sich fiir
eine realistische Léinge des Konfidenzintervalls bei den Simu-
lationsexperimenten entscheiden, die einen Kompromiﬁ zwi-
schen Genauigkeit und den mit dem Stichprobenumfang an-
wachsenden Rechenzeiten darstellt.
Pilotlaufe mit einer schrittweisen Erhohung des
Stichprobenumfanges konnen sowohl Schatzungen fﬁr die
Standardabweichung liefern, als auch zu einer realistischen
Festlegung der Schéitzgenauigkeit fur die Simulationsergeb-
nisse fﬁhren. _
Auf der Basis der Ergebnisse einiger Pilotléiufe mit dem Ist-
Modell wurde eine ungefahre Genauigkeit von i 1 DM fur
das approximative 95 %-ige Konﬁdenzintervall der Lagerhal-
tungskosten je transfundierter Konserve festgelegt. Fﬁr die
Genauigkeit Wurde ein Stichprobenumfang von N= 100 ge-
schatzt.
AbschlieBend sei noch kurz auf den Zusammenhang zwi-
schen Stichprobenumfang und Simulationszeit (in Tagen) fur
das vorliegende Blutbankmodell eingegangen. Durch die
Wahl des Blockansatzes, der eine Zusammenfassung der
Stichprobenwerte einer ‘Woche zu einer neuen Beobachtung
beinhaltet, und auf Grund des Einsatzes von antithetischen
Variablen als varianzreduzierende Methode, bei der die anti-
thetischen Beobachtungen paarweise gemittelt und neue
Stichprobenwerte ergeben, berechnet sich die Simulationszeit
T fur den Stichprobenumfang N aus:
T=Anlaufphase+2 - 7 - N [Tage] (3.4-1)
Bei einem Stichprobenumfang von N= 100 und einer An-
laufphase von 35 Tagen ergab sich bei den Simulationsexperi-
menten mit dem Blutbankmodell eine Simulationszeit von
1.435 Tagen.
3.5 Strategienvergleich mit »Multiple Ranking Proceduresc
Die meisten Simulationsstudien dienen dem Vergleich alterna-
tiver Operationsregeln bzw. Strategien mit Hilfe eines Modells
an Stelle des realen Systems. Hier sind es die alternativen La-
gerhaltungsverfahren, die schrittweise in das Blutbankmodell
aufgenommen wurden und fur die es gilt, eine Verbesserung
hinsichtlich des Hauptzielkriteriums >>Kosten je transfundier-
ter Konserve<< nachzuweisen.
Multiple Ranking Procedures liefern geeignete Losungsan-
satze zur Bestimmung der Rangordnung von Alternativen an
Hand von Stichprobenergebnissen. '
»A good estimate of the ranks of a set of alternatives is sim-
ply the ranking of the sample means associated with the given
alternatives. Because ofrandom error however sample ranking
may yield incorrect results. With what probability can we say
that a ranking ofsample means represents the true ranking of
the population means? It is basically this question that multiple
ranking procedures attempt to anwer<< ([13], S. 34).
Es seien X,,- unabhangige, normalverteilte Zufallsgroﬁen der
Population A, mit Erwartungswert ].l.,Ll11Cl Varianz = a,o2 (i
= l,2,.., k; j = 1,2,..). G2 und die u, seien unbekannt und die a, be-
kannte positive ganze Zahlen. In Anlehnung an BECHHO—
FER [1] soll hier der spezielle Fall mit a, = 1, (i = l,2,.., k) be-
handelt werden (gleiche Varianzen fur alle A,). Die geordneten
[1, seien mit
,ii,S,ii2S...£,ii,, (3.5-l)
bezeichnet, die Differenz zwischen den u, mit
di,j=l¢i"l~‘1' (i,J'~=1,2,---1k) (3-5'2)
Es sei nicht bekannt, Welche der Populationen zu u, gehort.
Ziel des Experimentes ist eine teilweise oder eine vollstandi-
ge Ordnung der Populationen hinsichtlich der Grolie ihrer Er-
wartungswerte.
Fiir den Vergleich der Lagerhaltungsverfahren des Blutbank-
modells ist die Problemstellung der vollstandigen Rangord-
nung zutreffend. Es ist unmittelbar einsichtig, da13 mit einer
vollstandigen Rangordnung der Populationen, beginnend mit
dem groBten Erwartungswert, auch die Rangordnung in umge-
kehrter Reihenfolge bestimmt wird.
Fﬁr diese Problemstellung gilt die Annahme, daB bei dem
Experiment ein niinimales d * 3 d, + 1,, (i= l,2,.., k-1) speziﬁ-
ziert Werden kann, das als signifikante Differenz erkannt Wer-
den soll. Weiterhin ist eine minimale Wahrscheinlichkeit Pfiir
die Losung der Problemstellung festzulegen, wenn d, + L, 2 d*
gilt.
Mit BECHHOFER (2, S. 171) soll bemerkt werden, da13 eine
einstufige Stichprobe den Anforderungen des Problems nicht
gerecht werden kann, da ein solcher Ansatz nicht die Wahr-
schein1ichkeitP einer korrekten Rangordnung bei d, + 1,, 2 d>1<
(i = l,2,.., k-1) ohne Beriicksichtigung der wahren Werte der un-
bekannten Varianzen o2, garantieren kann. Dies léiBt sich allge-
mein damit begriinden, daB bei einer einzigen Stichprobe mit
N" Beobachtungen aus A, (i= 1,2,..,k) die Wahrscheinlichkeit
einer korrekten Rangordnung von den G2, abhangen wird.
Wenn die wahren Werte der G2, namlich sehr gro15 sind, kann
die Wahrscheinlichkeit fur eine korrekte Rangordnung bei
dieser Problemstellung beliebig nahe bei 1/k! liegen. Daher
wird von BECHHOFER [2] ein zweistuﬁges Stichprobenverfah-
ren vorgeschlagen. Es vollzieht sich in den folgenden Schritten:
Schritt 1:
Ziehe eine erste Stichprobe mit N, Beobachtungen von jeder
Population A, (i = l,2,.., k). Jedes ganzzahlige NO, fiir welches n





1 1< N0 .Z,Xii
2=_. ..__l_ _
so 11151151 X1] N0 (3.5 3)
als erwartungstreuen Schéitzwert fﬁr die gemeinsame Varianz
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Ziehe eine zweite Stichprobe von N-NO Beobachtungen von A,
(i = l,2,.., k), wobei '
N=maX{N0,[2-S2)(h/d*)2]} (3.5-5)
wobei das Symbol [y] den kleinsten ganzzahligen Wert grolier
oder gleich y darstellt; h sei eine positive Konstante, die von k,
Nound P abhangt und fur P = 0.95 mit verschiedenen k-Wer-
ten (bis k = 6) und NO tabelliert Wurde ([5], S. 306).
Schritt 4:
Berechne fiirjede Population A, die neuen Mittelwerte aus bei-
den Stichproben
_ IN .
Xi =—ZX,j <1: l,2,...,N-=1
;-
Schritt 5:
Ordne die Populationen A, nach der Gro13e der beobachteten
Mittelwerte X,. Bezeichne die geordneten Realisationen X, mit
X,<X2< <Xk (3.5-7)
Schritt 6:
Entscheidung fiir die empirische Rangordnung der Populatio-




Bei BECHHOFER [2] ist bewiesen, daB dieses zweistufige
Verfahren bei einer angemessenen Wahl von h die Problem-
stellung lost. Auf eine Wiedergabe seiner Herleitung wird hier
verzichtet. Es soll lediglich erwahnt werden, da13 fﬁr k = 2 eine
univariate t-Verteilung vorliegt, fiir k = 3 eine bivariate t-Ver-
teilung und fur k 2 4 eine multivariate t-Verteilung angenom-
men werden kann.
Zusammenfassend laﬁt sich die Problemstellung wie folgt
formulierenz
Bestimme den Stichprobenumfang Nﬁir jede der k Popula-
tionen (mit k alternativen Strategien), um die Rangordung der
k Populationen nach der Grojie ihrer Mittelwerte mit einer
Wahrscheinlichkeit von mindestens P zu garantieren, wenn die
empirischen Mittelwerte sich wenigsten um den festen Wert d*
— der kleinsten relevanten Dijferenz — unterscheiden.
Bei der Experimentserie zum Vergleich der verschiedenen
Lagerhaltungsverfahren im Blutbanksystem Wurde der an-
fangliche Stichprobenumfang mit N = 100 festgelegt (vergl.
3.5-5).
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Nach dem zweistuﬁgen Stichprobenverfahren der >>Multi-
ple Ranking Procedure<< wurde dann als néichster Schritt ein
Schéitzwert fiir die gemeinsame Varianz der Stichproben mit
(3.5-3) berechnet. .
Sie ergab sich bei einem n = 594 mit k = 6 Stichproben zu s2 =
16,34. Mit einem h = 2,21 aus der Tabelle 2 in [5] und einer vor-
gegebenen minimalen signiﬁkanten Differenz von Cl>l< = 0,8 ge-
langt man mit (3.5-5) zu einem N = 250. Somit ist im nachsten
Schritt des zweistufigen Verfahrens die zweite Stichprobe mit
N-NO = 150 Beobachtungen aus jeder der k = 6 Populationen
zu ziehen. Um Unabhangigkeit zwischen den Stichproben zu
gewéihrleisten, Wurden die Zufallszahlenstrome Wieder mit
neuen Anfangswerten initialisiert. Tabelle 1 zeigt die Mittel-
werte beider Stichproben fur die Lagerhaltungskosten je trans-
fundierter Konserve.
Mit diesen Ergenissen kann die empirische Rangordnung
der Lagerhaltungsmodelle mit der Wahrscheinlichkeit
P=0,95 auch als theoretische Rangfolge angenommen wer-
den, da
di+1’i> d i= 1,2,...,5
Somit ist statistisch bewiesen (mit oi = 0,05), dal3 die Einfﬁh-
rung der Lagerhaltungsstrategien zu einer schrittweisen Redu-
zierung der Lagerhaltungskosten fiihrt.
Die Simulationsergebnisse zeigen Weiterhin, daB das heuri-
stische Verteilungsmodell und das Bestellverfahren fﬁr Blut-
spender eine grol3ere Reduzierung der Kosten bewirken, wah-
rend die FIFO-Ausgaberegel und das Recycling selbst nur zu
einer kleinen Verbesserung beitragen. Den gr615ten Effekt auf
die Lagerhaltungskosten hat jedoch die Verlangerung der Le-
bensdauer von Blutkonserven.
3.6 Bestimmung der optimalen Faktorenkombination
(Experimental Design)
Die Bestimmung der optimalen Kombination der Faktoren in
einem Simulationsmodell ist Gegenstand des >>Experimental
Design<<. Da das Gebiet der Versuchsplanung einen sehr brei-
ten Raum in der statistischen Literatur einnimmt, soll es hier
nur kurz beriihrt werden.
Die eXperimentell veréinderbaren Groﬁen eines Modells
werden im Experimental Design tiblicherweise als »Factors<<,
das Ergebnis der Veréinderungen als >>Response<< bezeichnet.
Die funktionale Beziehung zwischen den Faktoren (X1, X2,..,
Xn und der Ergebnisvariablen
R=1"(X,,X,,...,X,,) (3.6-1)
heiBt >>Response Surface<<. Die einzelnen quantitativen Werte
bzw. qualitativen Auspragungen eines Faktors sind die >>Le-
vel<<. Die Gesamtheit aller Faktorstufen und deren Kombina-
tionen, die bei einem Experiment moglich sind, nennt man den
>> Factor Space<<. Mit der Festlegung einer Faktorstufe bzw. ei-
ner Kombination von Faktorstufen wird somit ein Punkt im
Faktorraum bestimmt. Eine Auswahl derartiger Punkte stellt
einen Versuchsplan bzw. » Experimental Design<< dar. Bei ei-
nem Optimierungsexperiment will man diejenige Faktoren-
kombination bestimmen, die in dem Modell zu einem optima-
len Output fiihrt. 5
In dem Blutbankmodell mit den implemenierten Lagerhal-
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Tabelle 1 : Mittelwerte fiir die Lagerhaltungskosten bei den verschiede-
nen Strategien aus beiden Stichproben
Modell Ist-Mo- Ist-Mo- Heuristi- Bestell- Recyc- Langere
dell dell mit sches Ver- verfahr. lingver- Lebens-
FIFO tei1ungs- fahren dauer








20,18 19,32 17,12 14,76 13,67 6,96
tungsstrategien (Soll-Modell) gibt es insgesamt sechs Fakto-
ren, die als Entscheidunvariable fiir ein Optimierungsexperi-
ment von Interesse sind. Es wurden eine Reihe von Erkun-
dungsexperimenten mit dem Simulationsmodell durchgefﬁhrt,
um die wichtigsten Faktoren und die relevanten Faktorstufen
herauszuﬁnden (»Screening<<, vergl. [11], S. 77). Au13erdem
Wurden Vorinformationen ﬁber das reale System eingesetzt,
um bestimmte Faktorstufen auszuschliel3en, die von vornher-
ein fﬁr die Praxis nicht relevant Waren. Das »Screening<< fiihrte
dazu, daB ein Faktor auf eine Stufe reduziert werden konnte,
da die anderen Faktorenstufen die Ergebnisse nur Wenig be-
einflu13ten. Im Versuchsplan erscheint dieser Faktor nicht
mehr.
Somit ergeben sich aufgrund des >>Screening<< und der Vor-
informationen die in der Tabelle 2 dargestellten Faktoren und
Faktorstufen. Ein vollstéindiger Versuchsplan zur Untersu-
chung séimtlicher Punkte des Faktorraumes mit den in Tabelle
2 festgelegten Faktorstufen, mit dem die Haupteffekte und
Wechselwirkungen aller Faktoren bestimmt werden konnen,
ergibt bei n = 5 Faktoren mit jeweils k Stufen insgesamt
f[1<,= 50.000 (3.6-2)
i=1
Kombinationen. Zur Aufﬁndung der optimalen Faktorkombi-
nationen sind natiirlich nicht alle Kombinationen der Faktor-
stufen relevant. Selbst, wenn man sich einer der gangigen eXpe-
rimentellen Methoden zur Suche nach dem Optimum bedient,
wie der Methode des gleichformigen Rasters, der stochasti-
schen Suche, der Methode des steilsten Anstiegs, der Einzelfak-
tormethode oder der Mutationsmethode (vergl. [10], S. 2211),
wird man dennoch eine Vielzahl von Simulationslaufen ben6-
tigen. Aus Rechenzeitgrtinden wurde hier nur der wichtigste
Faktor im Modell (Lagerbestandsfaktor fﬁr das Gesamtsy-
stem) variiert, wahrend die anderen Faktoren konstant gehal-
ten Wurden. Zur Festsetzung der konstanten Faktoren dienten
Vorinfonnationen bzw. Erkundungslaufe.
Die zweite Serie von Simulationsexperimenten diente der
Bestimmung des optimalen Lagerbestandsfaktors fﬁr den
Soll-Konservenbestand im Gesamtsystem. Dabei wurde das
Soll-Modell mit dem Recycling-Verfahren zugrundegelegt.
Die Ergebnisse sind in der Abbildung 3 wiedergegeben, in
der die Beziehung zwischen Lagerhaltungskosten und Sollbe-
stand im Gesamtsystem graphisch dargestellt ist.
Es zeigt sich, da13 mit der besten Losung (Sollbestand gleich
1,25 mal wiichentlicher Konservenbedarf im gesamten regio-
nalen Blutbanksystem) eine Reduzierung der Lagerhaltungs-
kosten auf fast ein Drittel gegenﬁber dem Ist-Modell erreicht













I l , l l l I I
0,75 1,00 1,25 1,50 1,75 2,00 2,25
Lagerbestandsfaktor
Abb. 3. Beziehung zwischen Lagerbestandsfaktor und Lagerhaltungs-
kosten









Lagerhaltungsfaktor 0,5 - 2,5 0,1 20
fﬁr das Gesamtsystem
Lagerhaltungsfaktor 0,1 — 0,6 0,05 10
Regionale Blutbank
Minimalbestandsfak- 0,1 — 0,6 0,1 5
tor Krankenhéiuser
Minimalbestandsfak- 0,1 - 0,6 0,05 10
tor Gesamtsystem
Alter der Konserven 15 - 19 1 5
fiir das Recycling
4. Schlulibemerkungen
In den letzten beiden Jahrzehnten hat die Computersimula-
tion eine rasante Entwicklung genommen, nicht zuletzt be-
dingt durch die stéindig sinkenden Rechnerkosten bei gleich-
zeitig verbesserter Simulationssoftware. Sie fand Anwendung
auf eine Vielzahl komplexer Problemstellungen in Technik,
Wi1tschafts- und Sozialwissenschaften, in Medizin oder Na-
turwissenschaften. Es scheint jedoch, da15 das Bewu13tsein fiir
die Notwendigkeit der statistischen Planung und Auswertung
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der Simulationsexperimente nicht in der gleichen Weise ge-
stiegen ist. Dieser Beitrag diente der Darstellung relevanter
Planungs- und Auswertungsmethoden und demonstrierte ihre
Anwendung anhand einer Fallstudie mit einem stochasti-
schen, diskreten Simulationsmodell von hohem Komp1exi-
téitsgrad, die ﬁber die sonst in Literatur ﬁblichen einfachen
Standardbeispiele hinausgeht. Dabei wurde bei der statisti-
schen Methodenauswahl unter der Vielzahl der in der statisti-
schen Literatur beschriebenen Verfahren besonders der
Aspekt der Praktikabilitéit fﬁr den Anwender der Simulations-
technik in den Vordergrund gestellt.
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Approaches to
Computer-Assisted Diagnosis in Gastroenterology
K.-P. Adlassnig, G. Grabner
Summary
A model ofcomputer-assisted diagnosis based on Boolean logic
has been developed. The physician ’s documentation consisting
ofﬁnding logical relationships between symptoms and diagno-
ses and between complex combinations of symptoms and dia-
gnoses which prove or exclude a diagnosis is shown. The preli-
minaiy computer work prepares the computerized diagnostic
process and the information obtained by the physician working
with the system is presented. The results of applying discrimi-
nant analyses and adaptive threshold logic units in disease clas-
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siﬁcation are shown and problems occuring in the use of medi-
cal data bases are discussed.
Zusammenfassung
Es wurde ein computerunterstiitztes medizinisches Diagnose-
modell, das aufder Booleschen Logik aufbaut, entwickelt. Die
medizinische Dokumentation besteht darin, logische Beziehun-
gen zwischen Symptomen und Diagnosen und zwischen kom-
plexen Symptomkombinationen und Diagnosen aufzuzeichnen.
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Anschlieﬂend wird eine maschinelle Aufbereitung der medizini-
schen Daten vorgenommen, die der Vorbereitung des Diagno-
selaufes dient. Der Arzt erhdlt als Ergebnisse des Diagnoselau-
fes bewiesene und ausgeschlossene Diagnosen, Diagnosehin-
weise, Begriindungen und Untersuchungsvorschliige. Die Dis-
kriminanzanalyse und das adaptive Schwellwertelement wer-
den dem Verfahren gegeniibergestellt und die Verwendung ei-
ner medizinischen Datenbank in der computerunterstiitzten
Diagnose diskutiert.
1. Introduction
The aims of computerized medical diagnosis are
1. To ﬁnd out a suitable possibility in order to systematize and
formalize medical knowledge (books, joumals, mono-
graphs, practical experience, etc.) and store it in an appli-
cable fonn.
2. To develope an adequate algorithmic model of the physi-
cian’s diagnostic process which consists of noting all dia-
gnoses that have to be taken into account by following the
patient’s symptom pattern.
3. To support the physician by displaying rare as well as fre-
quent diseases, the only criterion being that they match the
symptom pattern.
4. To support the physician’s further diagnostic steps by offe-
ring meaningful symptoms not yet investigated.
The Viennese computer-assisted diagnostic system presen-
ted in section 4 is the result of intensive collaboration between
physicians and mathematicians and an attempt to fulﬁl the
above-mentioned aims.
2. Patient’s Medical Record
The patientoriented hierarchical data base of the Viennese Ge-
neral Medical Inforrnation System WAMIS (1, 2) contains all
patient information relevant to the clinician: personal data, pa-
tient history, complaints, laboratory test results both numerical
and discrete values, such as normal, increased, decreased or
normal, pathological etc.. The assignment of a numerical value
to one of the discrete values is done automatically by means of
laboratory-test limits which have been established by the physi-
cian. Further, the patient history includes ﬁnal diagnoses given
at the end ofthe clinician’s diagnostic process as well as the the-
rapeutic treatment. Any information is stored with the date of
occurrence and for every stay in hospital of a patient in one of
the clinics these period number labels the patient’s data stored
at that time.
The following problems occur when a medical data base is
employed for computer-assisted diagnosis:
1 . Assignment ofsymptoms to the patient
(patient history, general and physical status, laboratory re-
sults, X-ray ﬁndings, ultrasonic results, etc.). Symptoms to
be considered in computer-assisted diagnosis are examined
at different times and several times, e. g. the routine serum
test such as GOT, GPT, alcaline phosphatase etc., is chek-
ked two or three times a day and automatically stored for the
patient.
Which results have to be included in the diagnostic pro-
cess?
2. Unadulterated symptoms ofthe patient
The patient’s symptom pattern is often falsiﬁed by admini-
stering medicine before making the diagnosis.
Does the symptom pattern match an expected pattem ty-
pical ofthe disease under consideration?
3. Obtaining disease test samples from the medical data base
Mostly, a patient admitted to a clinic suffers not only from
one disease, but from several. On discharge of the patient,
the ﬁnal diagnoses certainly distinguishing between main
diagnoses, suspicion of, state after, unproved, etc. are made.
How can one ﬁnd a symptom pattem corresponding to a
ﬁnal diagnosis automatically to obtain disease test samples ?
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Figure 1 : Section of a patient’s record in the medical data base
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3. Discriminant Analysis and Adaptive Threshold Logic
unit
3.1 General considerations
In view ofthe problems mentioned in section 2, it does not seem
appropriate to use statistical or empirical methods like Baye-
sian models (3-5), linear or quadratic discriminant analysis
(6-9), factor-analysis (10, 1 1), cluster-analysis (12) or adapti-
ve, self-improving methods like an adaptive threshold logic
unit (TLU) (13, 14). TLU’s do not presume multivariate normal
distribution, independece of symptoms, constant symptom
probabilities in different populations and at different observa-
tion times as the statistical methods do. Furthermore, if one ob-
tains test samples supervised by a clinician, too few symptoms
are often taken into account and for some diseases too few pa-
tients are available to calculate discriminant equations which
are of real help for practical, daily use by the physician.
In the following paragraphs the results of some applications
are described.
3.2 Step-by-step linear discriminant analysis (1 5)
A) Material: I
The material has been collected by a physician.
Two groups:
GR1: 93 healthy patients and patients who do not suffer
from a liver disease
GR2: 54 patients either suffering from a liver cirrhose or










All symptoms are transformed by natural logarithm.
Results:
Variables 1, 3 and 7 have been entered.
reclassiﬁcation jackknifed classiﬁcation (15)
952% (nu GR2 946% GR1 GR2
GR l 93 0 GR l 93 0
GR 2 7 47 GR 2 8 46
B) Material:
The data are automatically received from the medical data ba-
se. If a patient has the diagnosis to be used in the analysis as an
entry in the section of the medical record labeled »ﬁnal diagno-
ses<< the frist value of a symptom under consideration in that
stay in hospital where the relevant diagnosis occurs will beta-
ken.
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Four groups:
CHRHEP: 39 patients suffering from chronic hepatitis
HEPBV: 121 patients suffering from hepatitis B orvirus
hepatitis
CHOL: 3 1 patients suffering from cholelithiasis














13. blood sedimentation 1
14. blood sedimentation 2
The symptom 1, 2, 3, 4, 7 and 13 are transformed by logarithm
to base 10 and variable 6 by power 4.
Results :
























3.3 Adaptive threshold logic unit
A) Material: 1
described in 3.2.A
The symptoms are not transformed.
Results :







The symptoms are not transformed.
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Results:
All symptoms are included in the discrimination.
reclassiﬁcation
HEPBV CHOL LIVC
CHRHEP 91.4 % 87.1 % 87.2 %
HEPBV 95,5 % 99.4 %
CHOL 92.0 %
4. Boolean Logical Model for Computerized Medical Diag-
nosis .
4 . I Physician ’s documentation
Physician’s documentation involves ﬁnding the following deﬁ-
ned relationships between
symptoms and diagnoses
- obligatory and proving (OP)
- obligatory excluding (E)
- facultative and proving (PP)
- obligatory and not proving (ON)
- facultative and not proving (FN)
— second diagnostic hint (SD)
symptoms and symptoms
- OP -, E -, PP - and ON - relationships
diagnoses and diagnoses
- OP -, E -, FP - and ON - relationships
and between
Figure 2: Documentation of the Crigler-Najjar syndrom with f-degree
and a section of unique symptom patterns
combinations of symptoms and diagnoses to a symptom or
diagnosis
— OP -, E -, FP - and ON - relationships.
This documentation work (see also (l6 — 18) is an attempt to sy-
stematize and formalize medical knowledge and to store it in a
suitable form. A disadvantage is that only »hard<< relationships
are considered and most of the relationships are relatively un-
speciﬁc, i. e. facultative and not proving. However, the advan-
tage is the establishment of clearly proven and excluded dia-
gnoses and diagnostic hints after processing the diagnostic sy-
stem (see section 4.3). Furthermore, the deﬁnition of Boolean
combinations of symptoms and diagnoses which include prac-
tically up to 200 symptoms and diagnoses make it possibile to
take a lot of patient infonnation into account in order to ﬁnd
out a proven diagnosis.
So far, in the differential diagnostic group »rheumatological
diseases<< we have established complex relationships for ten di-
seases which are facultative and proving and include both
symptoms which have to be present and diseases which exclude
the diagnosis.
4.2 Preparation of the diagnostic process
After the physician has documented relationships, preliminary
calculations are performed to differentiate between diagnoses
that are not proven.
4.2.1 Degree of frequency
For each symptom in a particular group ofdiseases the number
of diagnoses which may have included this symptom is calcula-
ted. This means that all symptom-diagnosis relationships ON
and FN are summed up. The relationships OP, E and FP lead
immediately to a proven or excluded diagnosis and therefore
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Figure 3 : Symptom pattern and entered preferential symptom of a patient
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Figure 4: Results of the computerized diagnostic process with the symptoms shown in Figure_3.
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Figure 5: Proven and excluded diagnoses as results of a computer-assisted diagnostic process
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(f-degree). The idea is that a symptom with a low f-degree conﬁ-
nes the differential diagnosis better. An example from the
group »liver diseases<< is shown in Figure 2.
4 2.2 Unique symptom patterns
All symptoms which contribute with an ON- or FN-relation-
ship to a particular diagnosis are arranged in ascending order
according to their f-degree. The symptoms with the lowest f-de-
gree are pennutated and checked for uniqueness in the group of
diseases under consideration. If a symptom has an f-degree of l
1t is automatically a mathematical diagnostic hint for a particu-
lar disease. If eight symptoms with an f-degree of 1 exist regar-
ding a certain disease, these symptoms form the only mathema-
tical diagnostic hints. Otherwise, a maximum ofﬁve symptoms
(depending on how many symptoms with an f-degree of l exist)
with an f-degree unequal to 1 are considered and permutated in
order to ﬁnd out mathematical diagnostic hints including 2 to 5
symptoms. The number of symptoms taken into account for
this purpose is found empirically. These combinations do not
produce ﬁrm proof, as random coincidence of symptoms outsi-
de the considered diagnostic group may produce the same com-
bination as long as not all diagnoses are documented. Some
unique symptom patterns are shown in Figure 2 (see ESK in
print-out).
4.3 Computerized diagnostic process
The computerized diagnostic system can be used on-line. The
physician puts in the patient’s identiﬁcation, selects a group of
diseases and the process begins:
1. The physician enters symptoms and if symptom-symptom
relationships are usable in the present symptom pattem they
are completed by the newly deduced symptoms. Symptoms
may be present, absent or not investigated.
2. The physician has the option of entering one or more di-
agnoses for the patient. It is assumed that these diagnoses
are proven or excluded diagnoses for the patient. Now, the
system will eliminate all symptoms of the patient’s symptom
pattern which are explained by these diagnoses.
3. The program searches for proving symptoms or proving
complex combinations in the group. The proven diagnoses
(DP) so obtained are the basis for calculating further proven
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or excluded diagnoses by means of diagnosis-diagnosis re-
lationships.
4. Similary, excluded diagnoses (DE) are searched for in the
entire matrix. The DE-display also involves deduced dia-
gnoses.
5. If unique symptom patterns are fulﬁlled by the patient’s
symptom pattem, the pertinent diagnoses are displayed as
sufﬁcient diagnostic indications (DI).
6. After these steps, the symptoms are displayed according to
their f-degree with the lowest f-degree ﬁrst. The physician
can now select one ormore preferential symptoms. All dia-
gnoses where preferential symptoms occur and are not DP-,
DE- or DI-diagnoses are diagnostic hints (DH).
7. On request, all symptoms or complex combinations and all
unique symptom patterns and preferential symptoms which
produced a DP-, DE-, DI- or DH-diagnosis are displayed.
8. The physician gets a list of proposed investigation methods.
All symptoms or complex combinations which will prove or
exclude a DI- or DH-diagnosis or improve a DH- to a DI-
diagnosis are displayed.
9. The physician can repeat the whole process by entering fur-
ther symptoms or diagnoses as in step 1.
Figures 3, 4 and 5 show the results of a computerized diagnostic
process.
5. Conclusions
A computer-assisted diagnostic system based on Boolean logic
offers the physician important help in his medical decision. He
obtains clearly proven or excluded diagnoses, diagnostic hints
with suggestions for further patient examination. Rare com-
plaints are considered as well as frequent diseases.
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The Distributed Array Processor - DAP
D. Parkinson
Summary
The ﬁrst production version of the ICL Distributed Array Pro-
cessor is due to be handed over to Queen Mary College during
June 1980 and so in the very near future the British university
community will have access to a unique parallel processingfaci-
lity. The purpose of this note is to give a high level introduction
to the DAP and to show how it differsfrom the veryfamiliar se-
rial computer. In this description we shall concentrate on the
high level language user’s view of the system. A more detailed
description of the hardware can be found in reference (1).
Zusammenfassung
Die erste Version des ICL Feldrechners DAP wird im Juni
1980 dem Queen Mary College iibergeben. Damit haben dann
die englischen Universitiiten Zugriﬂzu einem einzigartigen Pa-
rallel-Rechner. Der Zweck dieser Arbeit ist es, eine Einﬁihrung
in den DAP zu geben und zu zeigen, wie verschieden der Feld-
rechner von einem vertrauten Serialrechner ist. Dabei beschrc'in-
ken wir uns auf die Sicht des Benutzers auf das System. Eine
detailliertere Beschreibung der Hardware enthalt (1).
From the point ofview ofthe average user, the DAP is best con-
sidered as a 64 >< 64 matrix of slave computers under the com-
mand of a single master control computer. Each slave compu-
ter has an amount of store containing the data upon which it
can work directly. The capacity of the store on the QMC machi-
ne will be sufﬁcient to contain approximately 100 nonnal preci-
sion ﬂoating point numbers. The control computer (master
control unit or MCU) issues the same instruction stream to each
and every slave processor which they all obey simultaneously.
Hence if the instruction stream contains the commands for ad-
dition each slave processor will extract two numbers from its
own memory, add them together and store the result back in the
area speciﬁed by the programmer. Therefore at the most trivial
level the DAP may be seen as a black box which performs ope-
rations on 64 >< 64 matrices (or 4096 element vectors). I
After very little reﬂection potential users will discover that
there are very few practical problems in which the programmer
wants to perform exactly the same operation on all items in a
set, some operations being data dependent. For example, if
each slave processor (processing element or PE in the jargon)
has the coefﬁcents of a quadratic equation special operations
are needed in those processors which contain equations with
complex roots. To allow such operations each PE may be consi-
dered as containing a programable switch and the obeying of
broadcast instructions can be made conditional on the setting
of the switch. The existence of the switches and the ease with
which they may be set gives DAP its great flexibility and allows
very easy and natural implementation of many algorithms.
The DAP may be considered, therefore, to be a computing
engine which may work simultaneously on a number of records
(4096 in the case of QMC machine) and which perfonns a sta-
ted operation on a user selected subset of the records. Hence
from a high level point ofview the typical DAP instruction is of
the type: -
For all processing elements containing data with a given pro-
perty perfonn operation X.
Speciﬁc example would be: -
a) For all processing elements in which ﬁeld X is greater than
5 .0 add ﬁelds Y and Z and store the result in ﬁeld W.
b) In all processing elements multiply the ﬁeld X by Y and sto-
re the result in ﬁeld Z.
c) In all processing elements where the ﬁeld X containes the
character *, set the ﬁeld NAME to be default value >AN-
ON<.
In addition to these computational facilities the DAP has
facilities for transmitting data from one processor to another
along rows or columns, as well as facilities by which the master
control unit can examine, simultaneously, all the processing
elements to see if a particular condition is met in any (or all)
processors. The use of these facilities allows very rapid global
testing of the data contained in the individual processing ele-
ments.
From the above descriptions it should be obvious that the
DAP has effective hardware facilities which support many of
the operations users nonnally cause computers to perform via
iterated loops. The DAP often, therefore, turns out to be easier
to program than classical serial computers, once the program-
mer has broken their ageold habit of insisting on thinking of
operations being performed one at a time. Examination ofmost
current programming languages (APL being the only excep-
tion) shows that they have deeply ingrained commitment to se-
rial processing and they are not (without modiﬁcation) suitable
for programming the DAP. Following the demands of the ﬁrst
DAP users (scientists and engineers) ICL have deﬁned a FOR-
TRAN extension (DAP FORTRAN) which contains most of
the facilities which are needed for driving truly parallel compu-
ters. This note is not meant to be a description of DAP-FOR-
TRAN but the examples which follow are meant to give the
user a flavour of the power of the language.
Before looking at the examples we must ﬁrst describe how
data is loaded into the DAP - this is achieved by the simple ex-
pedient ofusing the store of the processing elements simultane-
ously as store of a classical serial computer. For example, in the
case of the QMC DAP each processing element has 512 bytes
ofprivate store so the total storage is 2M bytes. The DAP is the-
refore conﬁgured as a 2M byte storage module on the QMC
2980 computer system and so data is loaded into the DAP in ex-
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actly the same way as it would be read into the store of the 2980
— no extra facilities are needed. For many operations a change
in storage format is needed depending on whether the data is to
be processed by the 2980 or the DAP but otherwise no over-
heads are incurred in >transferring< data between the two facili-
ties.
Examples of DAP Use
The following examples are meant to be illustrative of the ways
that one can analyse problems given parallel execution facili-
ties. As with serial algorithms there is a trade-off between pro-
gramming simplicity (or clarity) and high speed execution.
These examples are programmed for clarity rather than absolu-
te speed. The reader is expected to be conversant with FOR-
TRAN syntactic conventions.
Example 1: Elementary Statistics
Suppose each processor contains a measurement of the IQ of a
single person, as well as the SEX (character M or F). We wish to
calculate the mean IQ of the men and the women and want to
put into each processor the difference between their IQ and the
mean for the sex. The DAP-FORTRAN statements to accom-
















There are a number of special points to note about the above
statements: -
a) It is obvious that the objects MEN and WOMEN are oftype
LOGICAL as in each processing element the local values
are either TRUE. or. FALSE.
b) Lines (4) and (5) show use of the SUM function applied to
both numerical values (IQ) and to logical values (in which
case it counts the number of .TRUE. values). The second ar-
gument of the SUM function (ifpresent) speciﬁes the subset
ofthe values over which it is required to perform the summa-
tion. Note the function SUM is a part of the DAP-FOR-
TRAN language.
c) The coding of lines (4) and (5) assumes that the sets MEN
and WOMEN are not empty. If one wished to modify the
code to cover this eventuality the code for line (4) would
simply become
IF (ANY(MEN) )MEAN_MALE_IQ =
SUM(IQ,MEN)/SUM(MEN)
The function ANY retums. TRUE if any of the set of logi-
cals MEN are TRUE. A similar modiﬁcation to line (5)
could be made.
d) Lines (6) and (7) show assignments to subsets, the as-
signments being controlled by the logical variables MEN
and WOMEN. The average FORTRAN user can consider
this use of logical variables as a type of indexing. This type
of indexing is very powerful and avoids may constructs
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Finally for those who appreciate conciseness it is possible, if
one does not wish to keep the variables, MEN, WOMEN,
MEAN_MALE_IQ and MEAN_FEMALE_IQ, to write






In the above example it was not necessary, or useful, to consi-
der any ordering of the processing elements. Physically the pro-
cessing elements are connected as a 64 >< 64 matrix which is
very useful for solving problems arising from the solution of
partial differential equations in one, two or three dimensional
spaces. In many problems one must perfonn calculations bet-
ween data values held in different processing elements. Such
calculations inevitably require data to be moved about the
DAP. At ﬁrst glance data movement may appear to be the cause
of possible performance bottlenecks but in designing the ma-
chine relatively more effort has gone into data routing facilities
than arithmetic - data is routed at a net 2 x10‘° bits per second
between processors and their immediate neighbours. Data rou-
ting is not therefore a major effect on the average application.
To see some of the programming concepts let us look at a trivial
problem in time series analysis. Suppose each processor con-
tains a reading R such that the value in processing element i is
the measured value of some parameter at time t = iAt. We wish
to perform two operations on this data
a) a smoothing operation
Si‘-‘(9lRi-1 + BRi + l’Ri+1)a11i
where Ot, [3 and y are predeﬁned scalar constructs and
b) an autocorrelation evaluation on the smoothed data at some
given lag N
ie A = ZS, Si+NforagivenN
1
The DAP FORTRAN to accomplish these two steps is simply
S = ALPHA* R(—) + BETA*R + GAMMA*R( +)
A = SUM(S*SHLP(S,N))
The example has introduced shift indexing R(-)(R( + )) which
create temporary data sets equivalent to those obtained by ad-
vancing, (retarding) the time series. This shift indexing is one
valid for a single positional shift; the function SHLP(S,N)
shows how a longer shift is obtained. The mnemonic SHLP
stands for Shift Left Plane. The options are Left or Right and
Plane or Cyclic. The meaning of Plane or Cyclic serves to ans-
wer the questions that an alert reader might pose about the be-
haviour at the start and end of the time series. The language
supports two deﬁnable end conditions. Plane implies that un-
deﬁned numerical values are Zero, whilst Cyclic treats the pro-
cessing elements as a ring with data shifted out one end coming
back at the other. Ifmore complicated edge conditions are nee-
ded the user must program them using the masking facilities in-
troduced in example 1.
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Final Remarks
The DAP represents a new departure in computing providing
new ways ofsolving old problems. The proper use ofthe DAP is
often found to be different from the way that one would use a
serial computer and so it is often incorrect to >translate< opti-
mum serial algorithms but a better discipline is to go back to the
original problem and decide what is really needed. Some po-
tential users endeavour to evaluate the DAP by trying to com-
pare its operation time on trivial tasks like 3 >< 3 matrix multip-
lies. Such comparisons are totally misleading and are on a par
with racing a Chinaman with an abacus, a desk calculator, and
a CD 7600 on adding together 20 numbers. The Chinaman will
win and the computer will be last - what should one deduce!
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Einige Aspekte zur Beurteilung statistischer Verfahren mittels
Simulation
K.-H. Jockel
Abteilung Statistik, Universitat Dortmund
Zusammenfassung:
In den letzten Jahren haben Simulationsstudien zur Beurtei-
lung statistischer Verfahren mehr und mehr an Beachtung ge-
wonnen; ein Blick in die einschliigigen Journale belegt dies. In
der vorliegenden Arbeit sollen einige Aspekte, die bei der Anla-
ge und Durchﬁihrung solcher Simulationsstudien von Bedeu-
tung sind, an Hand von Beispielen beleuchtet werden.
Summary
In the lastfew years more and more simulation studies dealing
with the evaluation ofstatistical procedures have been publish-
ed in statistical journals. This article is intended to give some
aspects for the planning and performance of such studies.
1. Einleitung
HALTON (1970) deﬁniert Simulation (dieser Begriff wird hier
synonym zur Monte-Carlo-Methode verwendet) als eine Me-
thode, die die Losung eines Problems als Parameter einer hy-
pothetischen Population darstellt, dann eine Zufallszahlenfol-
ge erzeugt zum Ziehen einer Stichprobe aus dieser Population,
mit deren Hilfe dann statistische Schzlitzungen fur den Parame-
ter abgegeben werden.
Der schematische Ablauf einer Simulationsstudie stellt sich
damit wie in Abbildung 1 (Seite 84) dar:
Dies soll an Hand von Beispielen erlautert werden.
Beispiel 1:Fur den Neubau eines Krankenhauses soll entschie-
den werden, welche Art von Aufziigen (Einknopf-, Zweiknopf-
Sammelsteuerung) und wie viele installiert werden sollen, da-
mit die Wartezeit der Patienten und Besucher nicht »zu groB<<
ist. .
Eine mathematische Fonnulierung des realen Problems be-
steht dann z. B. in der Darstellung durch ein Warteschlangen-
modell, bei dem fiir die Inputgrol3en gewisse Verteilungsan-
nahmen unterstellt werden. Interessierender Parameter ist in
dieser Fonnulierung die mittlere Wartezeit. In der Simulation
sind dann geméil3 den getroffenen Verteilungsannahmen Reali-
sationen eines stochastischen Prozesses zu erzeugen und mit ei-
ner EDV-Anlage auszuwerten. Die geschéitzten mittleren War-
tezeiten (Gesetz der groBen Zahlen) fﬁhren dann zu einer Ent-
scheidung. ' L
Hilfreich fﬁr Probleme dieser Art sind speziell entwickelte ho-
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I Problem 3 =







here Programmiersprachen, z. B. GPSS = General Purpose Si-
mulation System (IBM), siehe z.B. das Buch von ROSMANN
(1978). Dort wird auch die Simulation eines Aufzugssystems
durchgefﬁhrt. Ein anders geartetes Problem ergibt sich im
Beispiel 2: In der Abbildung 2 soll die Flache zwischen-dem
Graphen von T(x) und der x-Achse bestimmt werden, d. h. das
Integral
0 = iT(x) dx
ist der interessierende Parameter. In diesem Beispiel wird sich
zeigen, dal3 die hypothetische Population, die 0 als Parameter





a) Es sei X eine auf dem Einheitsintervall gleichverteilte Zu-
fallsvariable. Dann ist
9 = ET(X).







Erzeugt man nun stochastisch unabhangig Realisationen
x1, . . . ,xn, so ist das arithlnetische Mittel der yi = T(xi)
@.<y......y.> - ; y.
bekanntlich eine konsistente Schéitzung fur 0. Dieses Verfah-
ren wird als »Crude-Monte-Carlo<< bezeichnet.
b) Sind U, V stochastisch unabhéingige, auf dem Einheitsinter-
vall gleichverteilte Zufallsvariable, so ist der Parameter 0 auch
darstellbar als
0 = P(V 5 T(U)).
Erzeugt man nun stochastisch unabhangige Realisationen
(u1,v1), . . . (umvn ), und setzt
Z1 = 1{(u,v):T(u)?_v}(ui>Vi)i = 1----11, $0 ist
ﬁn = IITI E Zi
i=1
ebenfalls eine konsistente Schatzung fﬁr 0. Diese Methode
wird als »Hit or Miss<<-Methode bezeichnet.
In der Regel wird die Crude-Monte-Carlo-Methode erheb-
lich efﬁzienter als die Hit or Miss-Methode sein. Formulieren1
wir das zweite Beispiel gleich als: bestimme 0 =0 jl"(x) dx, so las-
sen sich zwei wesentliche Unterschiede zum ersten Beispiel ab-
lesen.
1. Es fehlt das reale Problem.
2. Das Problem ist deterministisch.
Es ist jedoch durchaus moglich, daB uns ein reales Problem
gestellt wird, das stochastischen Charakter hat und iiberdies ei-
ne Stichprobenziehung geméili b) auf den ersten Blick nahe-
legt. Man denke z. B. daran, dal3 eine quadratische Fléiche be-
schossen wird und die Frage gestellt ist, wie groB die Wahr-
scheinlichkeit ist, dal3 die schrafﬁerte Flache getroffen wird.
JOCKEL, Einige Aspekte zur Beurteilung 85
2. Erzeugung von Zufallszahlen
Nachdem bereits einiges iiber Simulationen gesagt wurde, er-
hebt sich die Frage: Wie erzeugt man Realisationen von sto-
chastisch unabhangigen Zufallsvariablen X1,X2, . . .Xn mit den
Verteilungsfunktionen F1,...,Fn? Eine gewisse Losung liefert
der folgende wohlbekannte Satz:
Satz: Es sei X eine Zufallsvariable mit Verteilungsfunktion
F(x) = P(X 3 x). Ist U auf [0;1] gleichverteilt, so besitzt Y =
F" (U) die Verteilungsfunktion F.
F"‘ bezeichnet die verallgemeinerte inverse Verteilungsfunk-
tion von F:
F-‘(u) = inf{l; : F(Q) 2 u}.
Die Bedeutung dieses Satzes liegt auf der Hand. Das Pro-
blem der Erzeugung von Zufallsvariablen mit einer vorgegebe-
nen Verteilung ist auf das Problem der schnellen Erzeugung
stochastisch unabhangiger gleichverteilter Zufallszahlen redu-
ziert. Neben dieser sogenannten Inversionsmethode gibt es fur
spezielle Verteilungen eine Unzahl von Erzeugungsalgorith-
men, die aber fast alle ebenfalls auf gleichverteilten Zufalls-
zahlen aufbauen.
Entscheidend ist also die schnelle Erzeugung gleichverteil-
ter Zufallszahlen. Man unterscheidet grundsatzlich
a) Physikalische Generatoren
b) Tabellen von Zufallszahlen
c) Pseudozufallszahlen - Quasizufallszahlen.
Zu a) Wie der Name schon sagt, werden bei dieser Art von Ge-
neratoren in der Natur vorkommende Ereignisse benutzt, von
deren zuféilligem Charakter man sich iiberzeugt hat und deren
Verteilungsgesetz man zu kennen glaubt, z. B. radioaktiver
Zerfall, Rauschprozesse und viele andere mehr. Fur detaillier-
te Beschreibungen sei auf TOOHER (1963) und SHREIDER (1964)
verwiesen. Ein Vorteil physikalisch erzeugter Zufallszahlen ist
sicherlich die Tatsache, dal3 es sich bei ihnen um echte Zufalls-
zahlen handelt, und zwar echte Zufallszahlen in dem Sinne,
dal3 sie nicht vorhersagbar sind. Hiermit verbindet sich aber
auch gleich der Nachteil der mangelnden Wiederholbarkeit
von Simulationsléiufen mit derselben Folge von Zufallszahlen.
Ein weiteres Problem ist die Frage nach dem Zutreffen der ge-
machten Verteilungsannahme ﬁir den Zufallsgenerator. Diese
Verteilungsannahme ist insbesondere dann problematisch,
wenn es um die schnelle Erzeugung von Zufallszahlen geht. Im
iibrigen mul3 auch die zeitliche Konstanz durch immer wieder-
kehrende Wartung und Tests der erzeugten Zufallszahlen
ﬁberprﬁft werden. Dies fﬁhrt dazu, dal3 der Betrieb eines sol-
chen physikalischen Zufallsgenerators unter Umstanden mit
erheblichen Kosten verbunden ist.
Zu b) Mit Tabellen von Zufallszahlen sind hier nicht nur in
Btichern abgedruckte Tabellen, vgl. z.B. ScHM1TZ/LEHMANN
(1976) gemeint, sondern auch mit eigenem oder fremdem Zu-
fallsgenerator erzeugte und auf Band/Platte geschriebene Zu-
fallszahlen. Aber auf diese Weise kann auch nur eine sehr be-
schrankte Anzahl von Zufallszahlen bereitgestellt werden;
gleichzeitig ist die Zugriffszeit unter Umstanden betrachtlich.
Man kann sich auf den Standpunkt stellen, daB hier ein deter-
ministisches, wenn auch sehr kompliziertes Erzeugungsprin-
zip zugrunde liegt. Daher liegt es nahe, gleich ein arithmeti-
sches Bildungsgesetz zu benutzen.
Dies fﬁhrt zu c)
JOHN v. NEUMANN: >>Anyone who considers arithmetical me-
thods for producing random digits is, of course, in a state of
s1n<<.
Erwéihnt werden sollen hier nur (weil sie sich in der Praxis
durchgesetzt haben) drei Arten von Generatoren, siehe DIETER
(1978)
I. Der lineare Kongruenzgenerator '
zi+1=az,+r(modm) 0$zi<m
L1, = Zi/I11.
2. Mehrfach-rekursive Generatoren t
Zi+1 = aizi + 3211-1 ‘I’ aIZl+l~r(mOd P)
u, = z,/p.
Bei geeigneter Wahl der Konstanten haben die hier vorge-
stellten Generatoren verniinftige Eigenschaften, siehe z. B.
ScHM1Tz/LEHMANN (1976), DIETER (1978). Zu den mehrfach-
rekursiven Generatoren léilit sich sagen, dal3 sich die mit diesen
Generatoren erzeugten Zufallsvektoren im IRI‘ ' ‘ etwa so ver-
halten, wie die einfach-rekursiven im IRI‘. Uberhaupt ist das
Verhalten von Zufallsvektoren, die mit aufeinanderfolgenden
Zufallszahlen erzeugt worden sind, ein besonders kritischer
Punkt, wie das folgende Beispiel zeigt, siehe auch DIETER
(1978). Im SSP der IBM wird zur Erzeugung gleichverteilter
Zufallszahlen ein Algorithmus namens RANDU benutzt. Es
handelt sich um einen linearen Kongruenzgenerator der Form
zi E 65539 zi_l E (216 + 3) z,_1 (mod 23‘).
Man rechnet leicht nach:
Zi+1 E (216 ‘I’ Zi E ' 216 + Zi_l (TIIOCI 231).
Damit erftillen die zi die Bedingung
zi+1— 62, + 9z,_, E 0(mod23‘).
Bezeichnet man mit ui die »gleichverteilten<< Zufallszahlen
ui = zi/23‘
so gilt fur diese
u,+1— 6u, + 9u,_, = ganzeZahl.
Da die ui Werte zwischen 0 und 1 annehmen liegt die ganze
Zahl zwischen -— 6 und + 10. Dies bedeutet: Erzeugt man mit
Hilfe des RANDU aus aufeinanderfolgenden Zufallszahlen
Zufallsvektoren der Lange 3, so liegen diese im Einheitswtirfel
auf hochstens 15 Hyperebenen.
Ein Versuch, solchen Pathologien der Zufallszahlengenera-
toren zu entkommen, stellt ein Vorschlag von MAC LAREN und
MARSAGLIA, der in KNUTH (1969) beschrieben ist, dar.
3. Algorithm M: Ein auf [0 ; 1] gleichverteilter Zufallsgenerator
X wird mit einem auf den Zahlen 1, . . .k gleichverteiltem Zu-
fallsgenerator Y folgendermaﬁen kombiniert (hierbei liegt k in
der Grolienordnung von 100):
Zu Anfang wird ein Vektor der Léinge k mit Zufallszahlen
aus X geft'1llt:V(l),...V(k). Zu einem beliebigen Zeitpunkt be-
steht das Ziehen einer Zufallszahl darin, den gezogenen Wert
von X im Vektor V an der Stelle Y abzuspeichern und den Wert
von V(Y) als Zufallszahl auszugeben.
Wie DIETER (1978) richtig bemerkt, fehlte bislang fﬁr die Art
von Generator nahezu jegliche mathematische Theorie. Eine
gewisse Abhilfe wird jedoch durch die Arbeit von BROWN, SO-
LOMON (1979) geschaffen. Die Ergebnisse lassen sich so zusam-
menfassen, daB bei Verwendung des Algorithm M(al1erdings
fﬁr »echte<< Zufallszahlen) die Gleichformigkeit des Genera-
tors im IR I‘ erhoht wird (was nicht notwendig auch fﬁr die Mar-
ginalverteilungen Zutreffen mul5).
Legt man aufdie Zufalligkeit der Folge ui einen nicht so gro-
Ben Wert, sondern z. B. auf eine moglichst gleichmaﬁige Abta-
stung des Einheitsintervalls, so lassen sich andere Algorithmen
ﬁnden, die sogenannte Quasizufallszahlen erzeugen. Fﬁr sol-
che, wie auch fﬁr Pseudozufallszahlen lassen sich mit den Me-
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thoden von HLAWKA (1962) explizite Schranken fﬁr den Fehler
bei der Berechnung von Integralen angeben.
Hiermit soll der Exkurs ﬁber die Erzeugung von Zufallszah-
len beendet werden. Fﬁr bestimmte Verfahren, z. B. varianzre-
duzierende Techniken, mochte ich auf die umfangreiche Lite-
ratur verweisen, z. B. ERMAKOW (1975) und KLEIJNEN (1975).
3. Simulation statistischer Verfahren
Im folgenden soll an Hand von Beispielen der Frage nachge-
gangen werden, inwieweit und wie Simulationen zur Beurtei-
lung und Auswahl statistischer Verfahren eingesetzt werden
konnen.
Obwohl dabei die Darstellung i.d.R. so gewahlt ist, als han-
dele es sich um Probleme ohne realen Hintergrund (s. Abb. 1),
sollte nicht vergessen werden, daB die konkrete Fragestellung
bei der Anlage jeder Simulationsstudie von entscheidender
Bedeutung ist.
Ein immer wieder auftretendes Problem ist das der Uber-
prﬁfung von Verteilungsaussagen.
Bereits Gosset (»Student<< (1908)) verwendete die Methode
der Simulation, um die Verteilung des Stichprobenkorrela-
tionskoefﬁzienten bei normal verteilter Grundgesamtheit zu
bestimmen. Aus den empirisch gefundenen Ergebnissen leite-
te er eine Verteilungsaussage her, ohne jedoch in der Lage zu
sein, diese mathematisch zu beweisen.
Heutzutage werden Simulationsstudien in diesem Kontext
meist eingesetzt, um die Approximationsgenauigkeit (fiir end-
liche Stichprobenumféinge) von asymptotischen Verteilungs-
aussagen der mathematischen Statistik zu ﬁberprﬁfen.
Beispiel 1: Ein in den Wirtschaftswissenschaften viel verwen-
detes Mal?» zur Erfassung von Konzentrationsphanomenen ist
die sogenannte Lorenzkurve, s. PIESOH (1975). Wahrend dieses
MaB friiher rein deskriptiv bei Vorliegen einer Vollerhebung
(evtl. gruppierter Daten) benutzt wurde, wird es heute auch bei
Vorliegen einer Stichprobe verwendet, z. B. zum Testen auf Ex-
ponentialitat s. GAIL (1978).
Das interessierende Populationsmerkmal der Verteilung F ist




l(Ot,F) = A e [0,1]
- 1(t)dt
welches bei Vorliegen von n unabhangigen Beobachtungen
x1, . . .xn gemali F durch die empirische Lorenzkurve
1' n _l(0l, X1-...Xn) = ,;,X.../i;1X..fa11w=i/n
lineare Interpolation sonst
geschéitzt wird (xl m 3 X2:n 33 xnm bezeichnet die Ord-
nungsstatistik von x1,...xn).
Ein eindimensionales Mali fiir die Konzentration ist das Gini-
sche Konzentrationsverhéiltnis
1<(F) = 1 — 2 I l(0t,F)d0t,
0
welches der Fléiche zwischen der Lorenzkurve und der Winkel-
halbierenden bezogen auf die Fléiche des Dreiecks = % ent-
spricht. Nun léil3t sich (z. B. mit SENDLER (1979) oder mit einem
zentralen Grenzwertsatz fﬁr U-Statistiken) zeigen, dal3 das em-
pirische Ginische Konzentrationsverhaltnis
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1 A n n
Izn = 1-2 I 1(O(*>X1>--->Xn)dX = Z ('2i1'1l— l)Xi:n / Z Xi0 i=1 i=1
konsistent fﬁr 1<(F) ist und iiberdies asymptotisch nonnal, d.h.
“ - F LW". ‘f( I >N<0.1>
Tn/xn
mit Xn = 5 2 xiund
i=1
n—l _
‘Tina Z (i/n/\j/n—i/n - j/n)(2H—l-1Zn)(2j/n—l——1%n)
i'=l
J ' (Xj+l:n _ Xj:n)(Xi+l:n_Xi:n)>
falls E xl < oo fur ein y > 2.
Hiermit léil3t sich ein asymptotisches Konﬁdenzintervall fur
1<(F) konstruieren (s. SENDLER (1979), Theorem 12) -
Mochte man die Anwendbarkeit dieser asymptotischen Aus-
sage im Finiten untersuchen, so ist eine geeignete Verteilung F
festzulegen. Da in den Wirtschaftswissenschaften die Pareto-
verteilung hauﬁg zur Modellierung von Einkommensvertei-
lungen verwendet wird, scheint es sinnvoll, paretoverteilte
xi,i= l,...n zu simulieren, d.h. die xi haben die Verteilungs-
funktion
1-(9/X)B X201
F°"B(X) = I 0 sonst
Da 1<(F) skaleninvariant ist,wird 0t = 1 und FB E F14, gesetzt.
. . . 1 .,Wie man leicht nachrechnet, 1st1<(F) = Tund man erhalt
mit bekannten Satzen der mathematischen Statistik mit
Q l - n
Kn_ » Bn_ -,,-—l
Zlogxi
l
einen konsistenten und bei geeigneter Standardisierung
asymptotisch normalen ([3> 2) Schatzer fur 1<(FB)([3n ist der
ML-Schéitzer fiir B). Beide standardisierte Schéitzer Wurden
fﬁr Stichprobenumféinge von n = 100 simuliert.
Auf der Basis von 1000 Simulationen gibt die Abb. 3 einen
Eindruck von der »Approximationsgi'1te<<.
Auf Grund der graphischen Darstellung sieht man bereits
1. Das Verwenden eines asymptotisch verteilungsfreien
Schatzers muB fﬁr endliches (aber bereits recht grol3es) n hier
teuer bezahlt werden.‘
2. Der ML-Schatzer verhalt sich wesentlich besser, insbeson-
dere im zentralen Bereich der Verteilung.
Wéihlt man als Mal3 fiir die Ubereinstimmung von finiter
Verteilung Gn und asymptotischer Verteilung F
A-I-1: Sup (Gl’l(t) — F10)re IR1
bzw.
A; = SuI>(F(t) — Gn(0)tE IR‘
sowie
An = max(AI;,,Af,),
so werden diese Grolien mit den bekannten Stichproben-
schéitzern aus der Simulation konsistent geschéitzt (Gliven-
ko-Cantelli). Es ist auBerdem moglich und sinnvoll, ein Kon-
fidenzband (z. B. nach Kolmogorov-Smirnov) fur die wahre
finite Verteilung zu konstruieren.
1 Die Unterschéitzung des Ginischen K0nzentrationsverhaltnisses
erkléirt sich aus der Konvexitat der Lorenzkurve.



























10 ___ ’ /,’















nnnasymptot. vert. frei Kn
----- ML—Schétzer Kn
._ O _
Die Ordinate ist nach dem Gausslschen Integral getellt
1 I >
Fﬁr das Testen ist jedoch das globale Verhalten der Vertei-
lungsfunktionen von sekundéirem Interesse, hier interessiert
insbesondere das Verhalten der a-Fraktile, genauer interes-
siert die Gr6Be r
an = 1 — Gn(1 — F*1(0n))
falls gr0Be Werte der Teststatistik signifikant sind.
Mit Hilfe einer Simulationsstudie lassen sich fﬁr an (asym-
ptotisch) Konﬁdenzintervalle angeben. Werden innerhalb
einer einzigen Simulationsstudie mehrere Teststatistiken
verglichen, so ist genau zu ﬁberprﬁfen, ob bei Simulation un-
ter der Nullhypothese dieselben Daten fﬁr alle Teststatisti-
ken verwendet werden sollen.
Im folgenden Beispiel sollen diese Probleme so wie auch
die Frage der Scharfeuntersuehung beleuchtet werden.
Beispiel 2: In der Arbeit von LININGER et al. (1979) Wurden
mehrere Teststatistiken zur Analyse von Uberlebenszeitstu-
dien, falls Zensierung und Schichtung vorliegt, miteinander
durch eine Simulationsstudie verglichen. Ausgehend von ei-
nem proportional hazard Modell im Zweistiehprobenfall, mit
hazard rate des 1-ten Patienten
Y1 = €Xp(6X1 + [Rk
werden die Mantel-Haenszel-TM, die stetigkeitskorrigierte
Mantel-Haenszel-TMC, die Gehan-TG und die partial-like1i-
hood-ratio Statistik Tc fﬁr verschiedene Stichprobenumféinge
N und Parameterkonstellationen von 9, k simuliert, wobei X1
der Behandlungsindikator von B der zur Kovariablen C(1)
(hier Schichtung) gehérige Parametervektor ist. Es werden die
asymptotischen Fraktile benutzt. Auﬁerdem bewirkt ein auf
[O,b] gleich verteilter Zensierungsmechanismus, daB Wahlweise
O %, 25 %, 75 % Zensierung erzeugt werden kann. Ein Teil der
Ergebnisse ist in der Tab. 1 Wiedergegeben.
In dieser Studie Wurden die Teststatistiken unter H0 auf diesel-
ben Daten angewendet (nur die Bl6cke aus table 2 sind unab-
héingig).
1 Die Abhéingigkeiten werden von den Autoren nicht beriicksichtigt
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Tab. 1
Table 2. Estimates of size, in per cent, based on 1000 simulated clini-
cal trials, where N is the number of observations and k is the number






N Statistic % 75 % 0 % 25 % 75 %
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32 . . .— .To
TC . . .
64 TG -
TMC - . - . - - . - . - -
TM . . .
TC . . . . .
123 TG . . . . .
TMC ' ' 'TM . . . .
TC . . . .
192 TG - - -
TMC 'TM . . .
Tc . . .
Superscript + or — indicates value above or below the symmetric 95 % probability interval
(3 - 6,6 - 4).
Table 3. Estimates of power, in per cent, for the partial likelihood
ratio, Mantel-Haenszel and generalized Gehan tests with N = 64
observations and four strata
Treatment hazard ratio
%censoring 1-2 1-4 1-6 1-8 2-Q
0 10 - 28- 43- 57- 72 -
10- 26- 42 - 57- 70 -
10- 24 38 50- 63
TC 10 - 15- 22 24
TM 7- 10 - 14- 22 24-
TG 7- 10 - 13- 20- 23 -
\l£11 O\




Quelle: LININGER, L.; GAIL, H. M.; GREEN, S. B; BAYR, D. P. (1979).
Comparison of four tests for equality of survival curves in the pre-
sence of stratification and censoring. Biometrika 66(3), 419-428
Es féillt auf, daB das geschéitzte Niveau von TM auBerhalb des
symmetrischen 95 % Konﬁdenzintervallsl féillt, falls k = 1,0 %
Zensierung, N = 32. In diesem Fall ist TM bekanntlich eine li-
neare Rangstatistik, die exakte Berechnung des Niveaus also
prinzipiell noch moglich.
Ist es moglich, einzelne mit Hilfe einer Simulation geschéitzten
Werte exakt zu berechnen, so sollte dies unbedingt getan wer-
den, um die Aussagekraft des Simulationsexperiments zu ﬁber-
prﬁfen.
Die Autoren fﬁhren auch Powersimulationen durch, d. h.
0 =1= 0. Da das Niveau (zumindest experimentell) nicht ein-
gehalten wurde, wird das 95% Quantil aus der Simulation
der Nullhypothese verwendet. Dieses Verfahren erscheint
einigermaBen problematisch:
1) Bei der praktischen Durchfﬁhrung wird normalerweise
auch mit dem asymptotischen Fraktil gearbeitet, es sei
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denn, da13 ein finites (ggf. geschéitztes) zuganglich Ware.
Dies ist aber sicherlich nicht fﬁr jeden Grad der Zensie-
rung der Fall (derja in der Praxis unbekannt ist).
2) Auf der Basis von nur 1000 Simulationen einer Teststati-
stik T ist die Variabilitéit des geschéitzten Fraktils noch
sehr groB. Ist Tz. B. stetig verteilt, so ist das Niveau A, das
bei Verwendung des geschatzten Fraktils erreicht wird,
bekanntlich betaverteilt auf [0,1] mit Parameter p= 50,
q = 951 ; d. h.
E(A) = % 3- 4,995 %
und
o = 1/Var(A) g 0.688%.
Ein 3o-Intervall liefert hier (4,995 i 2.064) % fur das tat-
sachlich eingehaltene Niveau.
3) Da die Experimente unter der Nullhypothese nicht unab-
hangig Waren, ist ein rationaler (fairer) Vergleich der
Teststatistiken auf Grund der komplizierten Kovarianz-
Struktur m. E. nicht mehr moglich.
Es erscheint von Bedeutung, darauf hinzuweisen, daB die
Simulation einer klinischen Studie ein Problem mit einem
realen Hintergrund darstellt. Diese Uberlegung fﬁhrt m. E.
dazu, da13 man beim Scharfevergleich z. B. zweier Teststati-
stiken nicht nur die Randhaufigkeiten sondern die volle
Kontingenztafel wiedergibt.
Abb. 4. Vergleich zweiter Tests unter der Alternative
2 2
1 H0 H1 1 H0 H1
HO 90 l0 100 H0 10 90 100
H1 10 890 900 H1 90 810 900
100 900 1000 100 900 1000
Zwar ist vom entscheidungstheoretischen Standpunkt (ma-
thematisches Modell) nur die Schéirfe jeder einzelnen Test-
statistik interessant, vom praktischen Standpunkt aus jedoch
auch die Frage nach der Wahrscheinlichkeit, daB beide Tests
gleich entschieden, von Bedeutung. Die in Abb. 4 Wiederge-
gebene Kontingenztafeln demonstrieren dies.
Natﬁrlich muI3 man bei der Interpretation statistischer
Tests zur Analyse solcher Kontingenztafeln einige Vorsicht
Walten lassen.
Ein weiterer wichtiger Bereich, bei dem Simulationen zum
Einsatz kommen, ist der der Planung von Versuchen, insbe-
sondere der Bestimmung des Stichprobenumfangs, der not-
wendig ist, um eine bestimmte Scharfe zu erreichen. Hierfﬁr
sei an dieser Stelle auf JOCKEL (1979) verwiesen.
4. SchluB
Im folgenden sollen thesenartig einige grundséitzliche Punk-
te, die nach Ansicht des Autors fur die Anlage einer Simula-
tionsstudie zur Beurteilung statistischer Verfahren von Be-
deutung sind, aufgeftihrt Werden.
1. Aufgabe einer solchen Studie ist es, zu ﬁberprﬁfen inwie-
weit und ggf. wie mathematische Verfahren in der Lage
sind, aus Daten, die in der Realitat vorkommen bzw. vor-
kommen konnten, Aussagen ﬁber die dem realen Problem
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zugrunde liegenden Strukturparameter zu machen. Da-
mit kommt der Frage der Realitatsnéihe der Simulations-
studie eine hervorragende Bedeutung zu. Eine gewisse
Steigerung der Realitatsnahe 1401 sich erreichen durch
- Einbeziehung naturwissenschaftlicher Erkenntnisse
- Anpassung an historische Daten.
2. Es sollte ein Maximum an Information ﬁber das Verhal-
ten der untersuchten statistischen Verfahren verfﬁgbar
gemacht werden, z. B. mehrdimensionale Kontingenzta-
feln, evtl. Protokolle der Falle.
3. Wo eben moglich, sollte man sich durch exakte Ver-
gleichsrechnungen einen Eindruck von der Qualitéit der
Simulation verschaffen.
4. An Analysenmethoden der simulierten Werte (von .Test-
statistiken, Schatzern etc.) sind der Phantasie keine Gren-
zen gesetzt. Hilfreich sind insbesondere graphische Me-
thoden.
5. Bei einer eventuellen Veroffentlichung der Simulations-
studie sollte dem Leser moglichst viel Information ﬁber
die Anlage und Durchfﬁhrung der Studie zuganglich ge-
macht werden.
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Bemerkungen zum Vergleich verschiedener Selektionsindices
W. E. Weber, Hannover
Zusammenfassung
Die in der Literatur beschriebenen Modiﬁkationen des Smith-
schen Selektionsindexes werden als Spezialfdlle eines allgemei-
nen Indexes dargestellt. Phéinotypische und genotypische
Merkmale kb'nnen dabei unterschiedlich sein.
Summary -
In recent years several modiﬁcations of the selection index in-
troduced by Smith, (I936) have been proposed. In this short
communication a general index is given, which includes these
modiﬁcations. Phenotypic and genotypic characters may be
diﬂferent.
‘ .
Die Bestimmung eines optimalen Indexes fﬁr die Selektion auf
mehrere Eigenschaften gleichzeitig geht auf SMITH (1936) zu-
rﬁck. In den letzten Jahren sind zahlreiche Modiﬁkationen
vorgeschlagen worden. In dieser kurzen Mitteilung soll gezeigt
werden, daB sie sich auf einen allgemeinen Index zurﬁckfﬁh-
ren lassen.
Der Smithsche Index maximiert die Korrelation zwischen
dem phanotypischen Index I mit den Gewichten bi (i = 1,m)
und einem genotypischen Index H mit den okonomischen Ge-
wichten a]-(j = 1,n). I
Als Schatzwert fﬁr den Vektor b erhalten wir
b = P“ Ca
mit P = (m >< m)— Kovarianzmatrix zwischen den phanot-
ypischen Merkmalen " .
und C = (m >< n) — Kovarianzmatrix zwischen phanotypi-
schen und genotypischen Merkmalen. Entsprechen die pha-
notypischen und die genotypischen Merkmale einander -
dann ist auch m = n— , ist C = G die Kovarianzmatrix zwi-
schen den genotypischen Merkmalen. Zahlreiche Modif1ka-
tionen sind vorgeschlagen worden. 1
BINET (1965) diskutiert das Problem der indirekten Selek-
tion, bei der nicht fﬁr alle genotypischen Merkmale phéinotypi-
sche MeBwerte vorliegen. A
Andere Modiﬁkationen sind fﬁr C = G vorgeschlagen wor-
den.
KEMPTHORNE und NORDSKOG (1959) fﬁhrten den Index mit
Nebenbedingungen ein. Sie formulierten s Nebenbedingun-
gen der Form
WGb = O I . ,
mit W als einer (sq >< n)— Transformationsmatlix und be-
stimmten b mit Hilfe von Lagrange-Multiplikatoren.
TALLIs (1962) verallgemeinerte die Nebenbedingungen zu
WGb = u. ’ (1)
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Er beschrankte sich auf Matrizen W, fﬁr die WG = Gs nur die
ersten s Zeilen von G enthalt.
JAMES (1968) betrachtete die Ansatze von KEMPTHORNE und
NORDSKOG, TALLIs und BINET als Spezialfalle eines allgemei-
neren Ansatzes der Form
Qb=lw“-1b=u=1?1~
Dabei entsprechen s1 Nebenbedingungen Kb = d einer Ver-
allgemeinerung des von BINET behandelten Problems der indi-
rekten Selektion und s2 Nebenbedingungen WG b = 1 dem
Ansatz von TALLIS. " V
CUNNINGHAM et al. (1970) haben fﬁr den Ansatz von KEMP-
THORNE und NORDSKOG die Losung ﬁber ein erweitertes Glei-
chungssystem vorgeschlagen. Dieser Losungsweg ist gleich-
wertig mit dem Ansatz ﬁber Lagrange- Multiplikatoren. .
Der Ansatz von CUNNINGHAM et al. soll auch hier benutzt
werden. .
PESEK und BAKER (1969) betrachten einen Sonderfall des
eingeschréinkten Indexes: s = m, die Zahl der Nebenbedin-
gungen entspricht der Zahl der phéinotypisch erfa13ten Merk-
male. In diesem Fall ist in (1) fﬁr W die Einheitsmatrix einzu-
setzen, so daI3
b = G" u (2)
ist. u 1éi13t sich als Vektor der Zuchtziele auffassen.
Bei der Benutzung eines Indexes ist der Vektor fﬁr die Selek-
tionserfolge der einzelnen Merkmale gegeben durch .
R = iC’b
bzw. R = iGb,wenn C’ = C = Gist. Dabei isti die Selektions-
intensitat (FALCONER, 1960). Dann ist fﬁr (2) der Se1ektionser-
folg gegeben durch
R = iu,
d.h., u gibt die Selektionsrichtung an. V
TAI (1977) hat den von PESEK und BAKER vorgeschlagenen
Index verallgemeinert. Statt m = n Nebenbedingungen exi-
stieren nur s (s <n) Nebenbedingungen der Form Gsb = ul.
Dafﬁr sind fﬁr die anderen Merkmale die Okonomischen Ge-
wichte (a2) bekannt. TAI setzt a2 = O.
Schlieﬁlich ist noch der Basisindex nach WILLIAMS (1962) zu
erwahnen. WLLIAMs setzt b = a, d.h., es werden direkt die Oko-
nomischen Gewichte als Gewichte fﬁr die phanotypischen
Merkmale benutzt.
Eine Ubersicht ﬁber die Selektionsindices gibt LIN (1978).
Im folgenden sollen alle angefﬁhiten Indices als Spezialféille
eines allgemeinen Indexes dargestellt werden. Wir betrachten
das nachstehende Gleichungssystem (an den Randern steht
die Dimension der Matrizen und Vekt0ren):
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m s—t_ _l_ n t n—t
-» P A 3 -1-114 -1--1111::
____r__ _ _ _
s D=WC' O‘ ' Z. S—i s[u] s u]
Pb+A). Ca
bzw. [Db ] = [ u ll (3)
oder[l§b+ A/I] = [ilal + C2212]. (3a)
Dabei sind
P = (m >< m)— Kovarianzmatrix zwischen den phéinotypi-
schen Merkmalen mit Rang m,
C = (m >< n)— Kovarianzmatrix zwischen den phanotypi-
schen und genotypischen Merkmalen mit Rang
- min(m,n),
A = beliebige (m >< (s-t)) — Hilfsmatrix mit Rang (s-t), O 3 t
£ S,
W = (s >< n) — Transformationsmatrix mit Rang s,
D = WC’ = (m x s)— Matrix fﬁr die Nebenbedingungen mit
Rang min(m,s),
b = Vektor der Gewichte fﬁr den Index I der phanotypischen
Merkmale, g
a = Vektor der okonomischen Gewichte. Ist a aufgeteilt in a1
und a2, sind nur die Okonomischen Gewichte a2 bekannt,
u = Vektor der Zuchtziele und
7» = Hilfsvektor.
Das Gleichungssystem liefert eine eindeutige Ldsung fﬁr b,
wenn s 5 m ist. Insgesamt treten (m + s) Unbekannte (b, a1 und
7») auf.
Ist s > m, konnen nicht alle Nebenbedingungen erfﬁl1twer-
den. In diesem Fall kann b nach der Methode der kleinsten
Quadrate geschﬁtzt werden :
b = (D’D)-1 D’u.
Ist s = m, ergibt sich fﬁrb die Losung
b = D“‘u.
Der Index nach PESEK und BAKER ist hiervon ein Spezialfall
fﬁr m = n und C = G. PESEK und BAKER setzen D = C’ = G
und erhalten b = G*‘u. Die Okonomischen Gewichte a werden
nicht benotigt, wenn s 2 mist.
Im folgenden ist s < m.
Ist m = n und C = G, ergeben sich die in der Literatur be-
schriebenen Indices. Sie sind aber ebenfalls fﬁr C =1= G und m
# n deﬁniert.
a) SMITH(1936):s = t = O,b = P"1 Ca.
b) JAMES (1968): O < s < m, t = O: b ist aus (3) zu schéitzen, es
Sind s Hilfswerte Aj einzufﬁhren. JAMES setzt D = Q. Die von
KEMPTHORNE und NORDSKOG (1959) und TALLIS (1962) be-
trachteten Falle sind eingeschlossen, KEMPTHORNE und NORD-
SKOG setzen u = O.
c) TAI (1977): S = t< n: Es ist das Gleichungssystem (3a) zu 16-
sen, A A entféillt. TAI setzt a2 = O.
d) Basisindex nach WILLIAMS (1962): s = t = O und m = n.
Die Liisung b = a ergibt sich, wenn formal P = C gesetzt wird.
Allerdings ist der Basisindex nur deflnielt, wenn phanotypi-
sche und genotypische Merkmale einander entsprechen.
In der Literatur nicht aufgefﬁhrt ist der Fall, daB neben S
Zuchtzielen noch (n—t) Okonomische Gewichte (O < t < s) fest-
liegen, d.h., fﬁr einen Teil der Merkmale Zuchtziel und Okono-
misches Gewicht Vorliegen und fﬁr den Rest Zuchtziel oder
Okonomisches Gewicht. In diesem Fall ist das Gleichungssy-
stem (3 a) zu lOsen.
Diskussion
Die in der Literatur vorgeschlagenen Modiﬁkationen des
Smithschen Index lassen sich als Spezialféille des allgemeinen
Gleichungssystems (3) bzw. (3a) auffassen. Dabei kann die
hauﬁg gemachte Annahme C = G entfallen. In der prakti-
schen Zﬁchtung stimmen die gemessenen Merkmale und die
fﬁr das Zuchtziel gewﬁnschten Eigenschaften oft nicht ﬁber-
ein. Einige Merkmale werden nur zur Frﬁhselektion benutzt,
z.B. die Samlingseigenschaften bei vegetativ vermehrten Arten
wie Kartoffeln oder Obst, andere stellen indirekte Bestim-
mungsmethoden dar wie z.B. die Fallzahl bei der Bestimmung
der Backqualitéit des Weizens.
WILLIAMS (1962) weist darauf hin, daB eine Benutzung des
Smithschen Indexes die Kenntnis von P und C voraussetzt.
Liegen fﬁr P und C nur unzureichend sichere Schéitzwelte vor,
sind die genetischen Gewichte bi mit gro13en Fehlem behaftet.
Lediglich der von ihm vorgeschlagene Basisindex benotigt we-
der P noch C. Allerdings ist die Anwendung dieses Indexes auf
die Falle beschréinkt, in denen gemessene phanotypische und
gewﬁnschte genotypische Merkmale ﬁbereinstimmen.
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Ein schneller Algorithmus zur Glattung der Kurven mit
Ausgleichsparabeln
G. Schoffa, Lehrgebiet Biophysik Universitat Karlsruhe
Die Glattung der aus Versuchen stammenden empirischen
Funktionen y = f(x) mit diskreten und éiquidistanten Argu-
mentstellen xi ist ein hauﬁg auftretendes Problem, insbesonde-
re in der Datenverarbeitung der Biosignale. Ein typisches Bei-
spiel ware die Glattung der durch analog-digitale Wandlung
anfallenden EKG-MeBwerte.
Der allgemeine Ansatz fﬁr reele und aquidistante Daten ist:
Yk(X,t) = 1< - Z w- Y(X,'[).
Die durch Glattung korrigierte Funktion Yk(x,t) entsteht durch
die Multiplikation der vorherigen Werte mit dem Gewichts-
koefﬁzienten W. Dabei werden bei Y (x,t) die benachbarten
Werte mitberﬁcksichtigt.
Die Gﬁte der Gléittung ist stark abhéingig von der Struktur
der Gewichtsfunktion. Dieses Problem wurde schon mehrfach
in der Fachliteratur diskutiert (1-3). Bei EKG-Me13werten ist
noch der Umstand erschwerend, da13 neben flachen auch sehr
Steile Kurven auftreten. Die Gléittung fﬁhrt hier stets zu mehr
oder Weniger gravierenden Abflachungen der R- oder S-Zak-
ken. In einer speziellen Studie haben wir uns mit Vor- und
Nachteilen verschiedener Glattungsverfahren beschaftigt (4).
Dabei stellte sich heraus, daB die Methoden der Ausgleichspo-
lynome fﬁr das EKG besser geeignet sind als echte Filter, etwa
derArt:
W(k) = (1 + 2 cos(ar.k/n))/2n
mit n = (m-1)/2 und m als Dimension des Fensters.
Die Glattung der Messwerte durch Ausgleichspolynome er-
fﬁllt die bewéihrte Forderung nach kleinster Abweichungs-
Quadratsumme. Das Polynom 2-ten Grades hat sich als ausrei-
chend erwiesen. Die gleichabstéindigen Funktionswerte ver-
einfachen die Losung der Minimierung der Abweichungs-
Quadrate, die u.a. bei ZURMUHL ( 1) angegeben ist.
Fﬁr ﬂachere Teile der EKG-Kurven bewéihrte sich die Glit-
tung durch die 9-Punkte-Ausgleichsparabel nach dem Ansatz
(s.l):
Y.--,-;;i-<2361y1-2<>1>-2y1>-
Die Berechnung der korrigierten Werte nach diesem Verfah-
ren ist jedoch rechenaufwendig, da fﬁrjeden MeBweIt 9 Multi-
plikationen, 7 Additionen, 2 Subtraktionen und eine Division
erforderlich sind. AuBerdem muB vom Programm her das Fen-
ster kontinuierlich geschoben werden. Bei nichtrekursiver
Technik, die wir besser als die rekursive fanden, mﬁssen zwei
Puffer angelegt und die Werte umgespeichert werden. Bei sehr
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vielen MeBwerten, wie sie gewohnlich bei der automatisierten
EKG-Auswertung anfallen, ist hier die Rechenzeit nicht zu
vernachlassigen, insbesondere bei der Anwendung von Gleit-
komma-Operationen.
Schon jetzt und auch in Zukunft sind Mikroprozessoren op-
timal fﬁr die Vorverarbeitung der Biosignale, Wegen ihrer
Kompaktheit, niedrigen Anschaffungspreis und Betriebsko-
sten u.a.m geeignet. Sie haben aber in der Regel die Wortlange
von 8 Bit und nur in wenigen Fallen kompatible Multiplika-
tions- oder Divisions-Einheiten. Eine weitere Schwierigkeit
ist, daB sie in Maschinensprache programmiert werden mﬁs-
sen. Die modern konzipierte Befehlsstruktur erlaubt aber oft
schnelle Ablaufe der Operationen.
Wir haben fﬁr den Mikroprozessor 6502 einen schnellen A1-
gorithmus fﬁr die Gléittung mit der Ausgleichsparabel reali-
siert und getestet. Der Mikroprozessor 6502 und der fast iden-
tische MP 6800 ist sehr preiswert, z.B. als KIM-1 zu haben, au-
Berdem ist der MP 6502 in vielen Tischrechnern enthalten
(PET, Apple-2 u.a.), in denen er durch Betriebssyteme leicht zu
programmieren ist.
Das Kernstﬁck des hier vorliegenden Algoritmus ist das Ver-
meiden der echten Multiplikation und Division und die Benut-
zung einer schnellen 3-Byte-Addition und Subtraktion. Dies
ist moglich durch geringe Modiﬁkation der Formel fﬁr die 9-
Punkte-Ausgleichsparabel. Der in der letzten Formel ange-
gebene Divisor (924) korrigiert lediglich die vertikale Verschie-
bung der Kurve. Hier ist es zweckmaliig, den Wert 1024 zu ver-
wenden, da man dann die Division auf Vernachlassigen eines
Byte und zweimalige Verschiebung der Bitstruktur im nachst-
hﬁheren Byte reduzieren kann. Die Werte im Zahler der letzten
Formel werden entweder belassen, was zu einer ca 10%igen
Absenkung der Kurve fﬁhrt, oder man korrigiert sie. Wir ver-
wenden die Formel: '
1
Yk=—1—0T(—90y_4+63y_3+ l73y_2+239y_i +2540+
+239Y+1 '1' 173Y+2+63y+3 _9Oy+4)
wobei yo der gerade zu korrigierende Weft ist.
Da die Mikroprozessoren in der Regel 8-Bit-Wortlangen ha-
ben, ist es zweckmaﬁig, MeBweIte in den Bereich 0 bis 255 zu
legen, damit jeder MeBwert nur ein Byte belegt. Beim EKG
und vielen anderen Biosignalen ist damit keine Einschrankung
verbunden, Weil diese Meﬁwerte selten genauer als 0,4 % sind.
Die Multiplikation wird dadurch vermieden, da13 man fﬁr 5
der obigen Koefﬁzienten und MeBwerte 0 bis 255 Multiplika-
tionstabellen auf den Kernspeicher legt. Dazu braucht man je
Wert 2 Bytes und somit 10 Pages = 2560 Bytes Kernspeicher.
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Die Rechengeschwindigkeit wird aber um Grﬁﬁenordnungen
besser, Weil sie nur aufdas Lesen der Tabelle reduziert wird.
Der mit diesen Grundideen realisierte Algorithmus ist in
Abb. 1 zu sehen. Es ist ein aus Grﬁnden der Transparenz ver-
einfachtes Schema. Weitere Einzelheiten und insbesondere
Adressiertricks sind dem Programm selbst zu entnehmen (5).
Die 3-Byte Addier- bzw. Subtrahier-Routinen und das
Schieben des Ergebnisses sind weggelassen, weil sie banal
sind. Bei der Programmierung auf Zero-Page wird das Pro-
gramm und seine Ausfﬁhrungszeit kﬁrzer. Wir haben mit high-
und low-Adressen programmiert, weil Zero-Page selten frei
zur Verfﬁgung steht.
Der Zeitgewinn durch den vorgeschlagenen Algorithmus ist
der Tabelle 1 zu entnehmen.
Tab. 1 : Rechenzeit in Sekunden fﬁr Glattung von 256 Werten:
BASIC-Programm, nicht optimiert ca. 100 Sek.
BASIC-Programm, oprimiert ca. 50 Sek.
FORTRAN-Programm in Maschinencode ﬁbersetzt* 2 Sek.
Scheller Algor. f. MP 6502 0,3 Sek.
(realisiert aufCBM 3032)
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Der Vorteil der schnellen Glattung ist die on-line Verarbei-
tung der MeBwerte noch im Versuch und vor der Abspeiche-
rung. Aufﬁerdem konnen Rechenzeit und Kosten drastisch re-
duziert werden.
Fﬁr Steilere Teile des EKG’s empﬁelt sich die 5-Punkte-Aus-
gleichsparabelz
1Y1.=%(-—6y_2+24y_1+34y<>+24y.-I—6y+z)-
Hierfﬁr ist das vorliegende Programm nur gering zu modiﬁ-
zieren. Bei Divisor 64 statt 70 ist die Division nur ein Schieben
der Bits 6mal nach rechts. Die Koefﬁzienten sind entspre-
chend zu korrigieren.
NACHRICHTEN UND BERICHTE
Statistische Analyse von Erhebungsdaten
Tagung der Sektion Biometrie der ungarischen Biologischen
Gesellschaft
Termin: 13.-15. April 1981 Ort: Budapest
Weitere Informationen und Anmeldungen an: Hungarian Bio-
logical Society, Organizing Committee of the Third Hungarian
Biometric Conference, Budapest, PO. Box 451, H-1372
Biometrisches Kolloquium 1981
Zeit: 11.-13.Méirz1981 Ort: BadNauheim
Ort1iche,Tagungsleitung: Prof. Dr. K. Abt, Klinikum der Uni-
versitat, Zentrum fﬁr Med. Informatik, Abtl. fﬁr Biomathema-
tik, Theodor-Stern-Kai 7, 6000 Frankfurt (M) 70
und Dr. Otto Ludwig, Max-Planck-Institut fﬁr Physiologische
und Klinische Forschung, W. G. Kerckhoff-Institut, Parkstr. 1,
6350 Bad Nauheim 1 I
Diagnose von Herzkrankheiten durch
Bildanalysegerate I
Automatische Analyse von Kino-Angiokardiogrammen
Um anomale Symptome fﬁr verschiedene Arten von F‘unk-
tionsstdrungen des Herzens festzuste1len,'wurde in der Wolf-
son Image Analysis Unit an der Medizinischen Fakultat der
Universitat Manchester, England, ein Software-Paket entwik-
kelt, mit dem Kino-Angiokardiogramme (Rontgenaufnahmen
des schlagenden Herzens, die auf 35 mm-Kinonormalﬁlm auf-
gezeichnet werden) automatisch analysiert werden kdnnen (Li-
teraturangabe 1).
Die Programme ermoglichen auch eine automatische Be-
rechnung der allgemeinen Funktionswerte des Herzens (ob
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krank oder gesund) einsch1ieB1ich des Ventrikelvolumens; der
Fﬁllrate, der Austreibungsrate, des Ejektionsanteils, des
Schlagvolumens und des Herzminutenvolumens.
Das Programm-Paket ist in Lizenz bei der Firma Joyce-
Loebl in Gateshead, England (eine Abteilung der Vickers Ltd.)
erhaltlich; dort wird das Magiscan genannte Bild-Analyse-Sy-
stem (Bild 1) hergestellt, fﬁr das die Software verwendet wird.
Au13erdem ist das Paket bei den diesem Untemehmen angeglie-
derten Gesellschaften in den USA und in der Bundesrepublik
Deutschland erhéiltlich. .
Das System wird erstmals in dem Kinderkrankenhaus Great
Ormond Street in London installiert werden.
Zahleninformationen
Bisher sind Kino-Angiokardiogramme gewéhnlich qualitativ
durch Prﬁfung aufeinanderfolgender Einzelbilder des Films
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1
analysiert worden: ein arbeitsintensives Verfahren. Gibson
und andere (Literaturangaben 2 und 3) haben die potentielle
Bedeutung detaillierter Zahleninformationen bewiesen, aber
die bei der manuellen Gewinnung dieser Informationen entste-
henden Kosten sind in der Regel untragbar.
Die besondere Eigenschaft des Magiscan-Systems, die eine
flexible Anwendung bei einer derart komplexen "Aufgabe er-
moglicht, ist die Erkennung wichtiger Merkmale im Bild durch
Software anstelle von »festverdrahteten<< Baugruppen.
Das Standardpaket analysiert Kontrast-Angiogramme des
linken Ventrikels, kann jedoch auf andere Darstellungstechni-
ken oder andere Herzkammern umgestellt werden.
Darstellung der Ventrikelkonturen
Die Programme tasten automatisch die Filmbilder nach einer
Grenzlinie ab, die in ihrer Form einem gespeicherten >>Mo-
dell<< der Ventrikelkontur allgemein ahnelt. Die Bedienungs-
kraft hilft nur beim ersten Bild bei der Suche,_durch Eingabe
von fﬁnf Bezugspunkten entlang der Grenzlinie. Der Rechner
des Magiscan-Systems lokalisiert dann den gesamten Ventri-
kelumriB und kann diesen darstellen; dies geschieht durch Be-
rechnung von Veréinderungen der Bildintensitéit und durch lo-
gische Extrapolation aus bereits gefundenen Ventrike1berei-
chen. In den 9 Sekunden, die fﬁr diesen Vorgang benotigt wer-
den, kann sich die Bedienungskraft einschalten und die Kontu-
ren erforderlichenfalls abhéindem.
Das System ermittelt Weiterhin vollautomatisch mit Hilfe
von etwa 25 Bildern, die in Abstéinden von 30 ms aufgenom-
men werden, éihnliche Konturen einer vollstandigen Herzpe-
riode. Neue Positionen der Grenzlinie werden aus der Rich-
tung und der Geschwindigkeit der Bewegungen in vorherigen
Aufnahmen vorherbestimmt, dann werden wie zuvor Hel1ig-
keitsabstufungen ausgewertet. Bild 2 zeigt die bei den drei er-
sten Bildern aufgezeichneten Grenzlinien.
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Unterstﬁtzende Diagnose
Die Grenzlinien einer vollstandigen Herzperiode werden auf
verschiedene Art zur Unterstﬁtzung der Diagnose von Krank-
heiten herangezogen. Sie konnen entweder einander ﬁberla-
gemd, wie in Bild 3 gezeigt, Oder mit der Lage der Aortenklap-
pe als festem Bezugspunkt dargestellt werden. Es ist moglich,
einzelne Grenz1inien(z. B. am Ende einer Diastole und am En-
de einer Systole) zu untersuchen oder eine Bildserie mit ver-
schiedenen Geschwindigkeiten wie bei einer Filmprojektion zu
betrachten.
KILIAN, W. und PORTH, A. J . (Hrsg.)
Juristische Probleme der Datenverarbeitung in der Medizin
GMDS/GRVI Datenschutz Workshop 1979
Medizinische Informatik und Statistik Bd. 12
1979, 167 S., DM 27,-.
Springer-Verlag, Berlin-Heidelberg-New York
Die verdffentlichten Referate und zusammengefaﬁten Diskussionsbei-
tréige des gemeinsam von der GMDS und GRVI (Gesellschaft fﬁr
Rechts- und Verwaltungsinfonnatik) durchgefﬁhrten Workshops zei-
gen einerseits die Notwendigkeit der Zusammenarbeit zwischen Medi-
zinem und Juristen speziell in diesem Fachbereich als auch anderer-
seits die Schwierigkeiten, die sich durch die noch so schnel1veréinder-
ten Technologien ergeben. Der Statusbericht vermag vielféiltige Anre-
gungen zu vermitteln und enthalt zahlreiche Vorschléige fﬁr den Ge-
Setzgeber. Geb.
VOGEL, F., MOTULSKY, A. G.
»Human Genetics - Problems and Approaches<<
1979.420 fgs., 210 tab. XXVIII, 700 pages.
Cloth DM 98,-, approx. US $53.90
Berlin-Heidelberg-New York: Springer-Verlag / ISBN 3-540-09459-8
Biologische Genetik ist eines der Facher, in denen die modeme Biome-
trie entwickelt wurde und ihren praktischen Nutzen am héiuﬁgsten de-
monstrieren konnte. Medizinische Genetik dagegen war bis vor kur-
zem vorzugsweise eine deskriptive Sammlung menschlicher Fehlbil-
dungen und Monstrositaten. Wie das vorliegende Buch aber zeigt, das
die Autoren bewuBt nicht »Lehrbuch<< nennen, ist sie auf dem Weg, ei-
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Mit Hilfe anderer Programme kann die Lageveréinderung
oder die Geschwindigkeit der Bewegung eines jeden Ventrikel-
teils - angefangen bei der Aortenklappe ﬁber die Herzspitze bis
zur Mitralklappe - wahrend der gesamten Herzperiode aufge-
zeichnet werden. Eine Darstellungstechnik arbeitet mit Hellig-
keitsunterschieden (Bild 4); eine andere (Bild 5) mit einer iso-
metrischen Aufzeichnung (Literaturangabe 4). Ungew6hn1i-
che Bewegungen fallen leicht ins Auge.
Parameter wie das Ventrikelvolumen, der Form-Index oder
die Fﬁ1l-/Austreibungsrate konnen auch ﬁber die Zeit (Bild 6)
aufgezeichnet werden, und Werte wie das Schlagvolumen und
der Ejektionsanteil kOnnen berechnet, dargestellt Oder ausge-
druckt Werden.
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ne systematische Methodenlehre zu entwickeln und mathematische
Modelle der Populationsgenetikzu ﬁbernehmen.
Eine ﬁber diese Bemerkungen hinausgehende kritische Wﬁrdigung des
Buches steht einem Biometriker als Rezensenten nicht zu, es sei denn,
er erwéihnt das sorgféiltige Autoren-, das umfangreiche Sachregister so-
wie den ausfﬁhrlichen Schrifttumnachweis.
Die biometrischen Methoden, welche in Text und Anhang prasentiert
werden, sind verstéindlich, richtig und erschopfend geschildert; sie tra-
gen das unverkennbare Signum von J . KRUGER. Ihre Auswahl indes,
offenbar gepragt vom wissenschaftlichen Lebensweg der Autoren,
konnte in einer Neuauflage, die diesem Werk zu wﬁnschen ist, dem ak-
tuellen Stand der biometrischen Methodenlehre angepaﬁt werden, die
sich ebenso stﬁrmisch entwickelt wie die menschliche Genetik selbst.
Fi.
BAUKNECHT, K.: UND ZEHNDER, C.A.
Grundzﬁge der Datenverarbeitung
1980, 286 S., DM 24,80
B.G. Teubner, Stuttgart
Die Datenverarbeitung spielt immer mehr eine wesentliche Bedeutung
in einer Vielzahl von Anwendungen. Stand in den letzten Jahren die Be-
schreibung der Hardware und eine eingehende Einfﬁhrung in Pro-
grammiersprachen im Vordergrund, so stellt man zur Zeit fest, daB die
Beschreibung und Darstellung von Datenstrukturen und Rechnerkon-
ﬁgurationen nicht vemachlassigt werden sollte. Diesem »modernen<<
Konzept entspricht das vorliegende Buch, das als Einfﬁhrung fﬁr dieje-
nigen empfohlen werden kann, die konkrete Anwendungen vorzube-
reiten und zu realisieren haben. Ge.
