Abstract
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GBEMs fitted to these data did not produce disparity tuning curves showing anticorrelated atten-uation. However, this reflected the small correlation range present in the noise stimulus. When 66 Tanabe et al separated their neuronal responses according to whether the stimulus correlation fluc-67 tuated above or below the mean of zero, they found that the neurons also showed no anticorrelated 68 attenuation. It is then hardly surprising that the fitted models did not.
69
In this paper, we definitively answer the question of whether the GBEM framework can account but underestimated response to correlated stimuli at the preferred disparity. This suggests that
77
V1 contains a mechanism to amplify responses to naturally occurring disparities, which cannot be 78 explained by an LN cascade.
79

Materials and methods
80
Animal subjects
81
Two male macaques (Macaca mulatta) were implanted with scleral search coils, head posts, and a 82 recording chamber under general anaesthesia. The full procedure is described elsewhere [Cumming 83 and Parker, 1999, Read and Cumming, 2003 ]. For the experiment, subjects viewed two CRT 84 monitors through a custom mirror haploscope. The subjects were required to maintain fixation 85 on a central box in order to receive a reward. All experiments were performed at the National 86 the disparity tuning observed in measurements after fixing the orientation. Disparity was applied In order to compute disparity tuning curves, we performed a forward correlation analysis. For a 127 given disparity and correlation, we first identified all the patterns which were presented with the 128 given stimulus parameters. For each pattern, we computed the number of spikes observed in bins 129 t max − 1, t max , and t max + 1, where t max is the time bin where we observed the largest variance 130 across disparities. In other words, we computed the response in a 30ms window around the peak 131 response for each neuron. The mean spike count was then computed for every disparity/correlation, 132 giving a mean spike count for each disparity-correlation combination. The same exact procedure 
where f i is the subunit nonlinearity for the i th subunit, w i is the weight given to the i th subunit
140
(constrained to be either -1 or +1, corresponding to a suppressive or excitatory subunit, respec-141 tively), and F is the final spiking nonlinearity of the model unit. L i and R i are the response of 142 the i th left and right filters, and are further defined as
Here s L and s R refer to a vector representation of the stimulus presented to the left and right eyes, forms, but for the current purposes we have constrained it to always be a thresholded square. In
Where Pos refers to half-wave rectification, and θ is the threshold parameter. The spiking non-
153
linearity F is a softplus rectifier, which is a smoothly varying rectifier function (with well-defined 154 derivatives everywhere). It takes the form and was independent in the two eyes and also independent from frame to frame. A new pattern 225 was generated every 10ms. In order to construct "tuning curves" for the independent binocular
226
Gaussian noise, we used a procedure like that used by Tanabe et al (2011 
Results
245
Example LN filters
246
From the fitting procedure, we obtain a GBEM unit with an optimal number of excitatory and The resulting GBEM unit has 5 excitatory subunits (red outline), and 3 suppressive subunits (blue outline). The filters are shown here as spatiotemporal filters, with the vertical axis denoting time and horizontal axis denoting space. Note that half of the pixels correspond to the left eye and the other half to the right eye (separated by a vertical bisection). b) Subunit responses as a function of the normalised filter response for both excitatory (top) and suppressive (bottom) subunits. The filter response will necessarily be centred on zero. In order to normalise the filter responses, we divide by the standard deviation. The normalised filter response is therefore a z-score where a value of ±1 corresponds to one standard deviation from the mean (which as noted is necessarily zero). A blank screen corresponds to a filter response of 0 in this scheme (though the converse is not true: a filter response of 0 does not necessarily imply a blank screen). Each line shows a different subunit, with the colours mapping onto the outline of the spatiotemporal filters in a). c) Disparity tuning curves for the excitatory (red) and suppressive (blue) pools. The baseline (median) response of the pools has been normalised to zero so that a meaningful comparison can be made. The excitatory pool has a much higher baseline response than the suppressive pool.
Example disparity tuning curves
263
Once we have the GBEM fits for each cell, we can obtain a disparity tuning curve for both the cell 264 and the model, as described in the Methods. Most GBEM fits capture the overall shape of disparity tuning, and for some cells the magnitude 284 of disparity tuning is also well-captured (e.g. Figure 2 ). However, most GBEM units underesti- In Figure 3a and 3g, the disparity tuning curves are generally well captured, with only a slight 307 underestimate. Accordingly, in Figure 3b and 3h, the points lie close to the identity line, indicating at the preferred disparity are in some way "special" in the way they are processed by this V1 neuron.
320
In some cases, we observed a much more spectacular failure to capture the disparity tuning. This failure is surprising given that, as noted above, GBEM units can easily produce disparity 340 tuning curves of the required form. Indeed, it would be easy to hand-tune a GBEM to produce Figure 6a remain highly significant (p < 10 −7 ) when excluding poor fits.
456
Taking the results of Figure 5 and 6 together suggests that "attenuated anticorrelated response" noise stimulus which is independent in the two eyes. The consequence of using independent noise 477 in the two eyes is that there are very few frames with extreme binocular correlation values (e.g.
478
close to -1 or 1). Interestingly, the authors showed that when the cells were tested on the same 479 independent noise patterns with which the models were fit, the cells did not exhibit systematic 
564
The only published solution is to combine two or more even-symmetric subunits with different Tuning curve slope quantifies how well the magnitude of disparity tuning in the cell is captured by its GBEM fit, and this can be computed separately for the correlated and anticorrelated tuning curves. While the model's correlated tuning strength is significantly related to the cell's anticorrelated slope (a), the model's anticorrelated tuning strength (b) is not. In other words, a cell's magnitude of anticorrelated attenuation (i.e. its relative anticorrelated response) is predictive of whether the correlated response will be well-described by a GBEM unit. Cells which produce poor GBEM units (< 30% variance accounted for in the disparity tuning) are shown in gray. The predicted disparity tuning curve of cell jbeM012c7 in response to binocularly uncorrelated Gaussian noise (using forward correlation as in Tanabe et al), based on the GBEM fit. The tuning curve of the cell and its GBEM fit to 30ms 1D noise stereograms are shown in Figure 3c and d, respectively, where strong attenuation is present. Note that this attenuation is not present in model responses to binocularly uncorrelated Gaussian noise. b) The population summary for all GBEM units. The relative anticorrelated response to 1D noise is shown on the horizontal axis, and the relative anticorrelated response to Gaussian noise is shown on the vertical axis.
