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The validity of the Fluctuation Relations (FR) for systems in a constant magnetic field is inves-
tigated. Recently introduced time-reversal symmetries that hold in presence of static electric and
magnetic fields and of deterministic thermostats are used to prove the transient FR without invok-
ing, as commonly done, inversion of the magnetic field. Steady-state FR are also derived, under the
t-mixing condition. These results extend the predictive power of important statistical mechanics
relations. We illustrate this via the non-linear response for the cumulants of the dissipation, show-
ing how the new FR enable to determine analytically null cumulants also for systems in a single
magnetic field.
I. Introduction
Statistical mechanics has traditionally investigated
macroscopic systems at or near thermodynamic equi-
librium, where fluctuations of observables are negligible
compared to their mean value. More recently, however,
nano- and bio-sciences have called attention to meso-
scopic scales, in which fluctuations are considerably more
relevant [1, 2] and the notion of thermodynamic equilib-
rium problematic. Consequently, theories of fluctuations
and of far-from-equilibrium response, have become a ma-
jor chapter of contemporary statistical mechanics. In
particular, a fruitful line of research on non-equilibrium
fluctuations originated from Refs. [3–5], where a class of
relations, now known as Fluctuation Relations (FR), was
introduced, relating the probabilities of opposite energy
dissipations of driven system. Close to equilibrium, FR
reproduce the Green-Kubo and Onsager relations [6, 7].
Moreover, FR are among the few exact results valid al-
most arbitrarily far from equilibrium and have there-
fore attracted considerable interest [8–11]. Related rela-
tions have, in fact, been determined, for observables such
as work heat and energy dissipation, in diverse frame-
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works [10–20], including dynamical systems and stochas-
tic processes, classical and quantum systems, transient,
steady-states and ageing systems, for both global and lo-
cal quantities, and for steady and time-dependent states.
FR have also been experimentally verified in gravita-
tional wave detectors [2].
The main ingredient to prove FR is some kind of time
reversibility. For stochastic systems, this typically means
detailed balance, while for deterministic dynamics this
almost always1 means the standard reversibility defined
by the momentum inversion operator Ms :M→M:
Ms(r,p) = (r,−p) , ∀(r,p) .= Γ ∈M (1)
where Γ is a point in the phase space M of an N -
particle system, with positions r = {ri}Ni=1 and momenta
p = {pi}Ni=1. It is well known that the symmetry Ms is
broken by an external magnetic field, B. This has con-
solidated, also in the domain of FR, the common idea
that statistical properties of charged systems in exter-
nal magnetic field necessitate special treatment. The
1 Strict time-reversal invariance is not required even in determin-
istic dynamics, as the FR are statistical relations [43, 44] but
these results are problematic, for example, for molecular dynam-
ics systems.
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2usual approach extends the system to include the elec-
tric currents generating the magnetic field. Currents, and
hence the magnetic field, are reversed under Eq. (1) so
the symmetry is restored, in the non-extended problem,
by considering two systems subject to opposite external
magnetic fields. Following this argument, Casimir [21]
modified the Onsager reciprocal relations to relate cross-
transport coefficients of systems subject to B and −B.
Likewise, in his fundamental paper on linear response
theory [22], Kubo established symmetry properties of
time-correlation functions under the same conditions. In
the context of FR, Gaspard and collaborators derived re-
sults for currents [23] and non-equilibrium response [24]
that also relate systems under opposite fields. Unfortu-
nately, this approach significantly limits the predictive
power of the corresponding theories. For instance, iden-
tification of null values of transport coefficients in ex-
periments (or numerical simulations) concerning a single
system in a given magnetic field based on symmetry is
impossible. Similar considerations apply to systems ro-
tating with constant angular velocity, where statistical
relations involve two systems rotating with opposite an-
gular velocities.
This point of view, adopted in classic textbooks [25,
26], is correct. However, observing that invariance of the
Hamiltonian under Eq. (1) is a sufficient but not neces-
sary condition to prove the properties mentioned above,
it was recently demonstrated [27] that a more general
approach is possible. There exist, in fact, alternative
time-reversal operators [28, 29] that, in conjunction with
the change t→ −t, leave the evolving equations invariant
without changing the sign of the magnetic field (angular
velocity). Using them, standard statistical relations can
be immediately reinstated. Refs. [28, 29] demonstrates
this for time-correlation functions in the presence of (sin-
gle) external magnetic fields, illustrating the result with
numerical simulations [28]. Consistently, no experimen-
tal evidence of the violation of the Onsager Reciprocal
Relations is known [30].
Here, we extend this single-system description, to tran-
sient and steady-state FR and to their corollaries, such
as relations linking cumulants of currents to driving dis-
sipative forces. We begin summarising the derivation of
transient and steady-state FR in general, highlighting the
role of the time-reversal symmetry. In section II B, we
focus on a system subject to constant magnetic and elec-
tric fields, and we derive the dissipation function and the
FR under thermostatting in the prototypical isokinetic
ensemble (sec. II B 1) and the physically more relevant
Nose´-Hoover evolution (sec. II B 3). We conclude by dis-
cussing the implications of our results for some relevant
quantities.
II. Theory
Within the FR, we find transient and steady-state
relations. Transient FR enable to investigate equilib-
rium properties via non-equilibrium experiments, mir-
roring the Fluctuation Dissipation Relation, that ex-
tracts non-equilibrium properties from equilibrium ex-
periments. Steady-state FR are distinguished from tran-
sient ones because they do not hold unless appropriate
correlations decay in time. For convenience, we start
by summarizing the main points of the proof of FR for
general systems, stressing the role of time-reversal sym-
metry, which is detailed in the Supplementary Material
(SM). Complete derivations of the FR can be found e.g.
in Refs. [8, 31, 32].
A. General Theory of FR
Consider a point Γ ∈M, evolving under the dynamical
equation Γ˙ = G(Γ), where G :M →M is a vector field.
Once the initial state Γ0 is specified, this equation admits
the formal solution Γt = UtΓ0 where Ut : M → M is
the propagator for a time t ∈ R. For any observable
Ψ : M → R and time interval [t, t + τ ] with τ > 0 we
define
Ψt,t+τ (Γ)
.
=
∫ t+τ
t
dsΨ(UsΓ) (2)
which is also an observable. The time average over a
time τ of Ψ is given by Ψt,t+τ (Γ)
.
= τ−1Ψt,t+τ (Γ). For
any interval (a, b) ⊂ R we denote by {Ψ}(a,b) the set of
phase-space points such that Ψ takes values in (a, b):
M ⊃ {Ψ}(a,b) .= {Γ ∈M : Ψ(Γ) ∈ (a, b)}
LetM be endowed with a probability measure µ0 of den-
sity f0, at time t = 0, so that dµ0(Γ) = f0(Γ)dΓ is the
probability of an infinitesimal volume element around Γ.
The probability of finding the value of Ψ in a given in-
terval (a, b) at time t = 0 is given by
µ0({Ψ}(a,b)) =
∫
{Ψ}(a,b)
dµ0(Γ) =
∫
{Ψ}(a,b)
f0(Γ)dΓ
Assuming f0 6= 0 in M, the dissipation function Ω(0) is
Ω(0)(Γ)
.
= −∇Γ ln f0 ·G(Γ)− Λ(Γ) (3)
where Λ = ∇ · Γ˙ is the phase-space expansion rate. An
involution M :M →M is a time-reversal symmetry for
the dynamical system if
U−tΓ =MUtMΓ ∀t ∈ R , ∀Γ ∈M (4)
Assuming f0 even under the action of M, f0(MΓ) =
f0(Γ), it is easy to show that the dissipation function is
odd: Ω(0)(MΓ) = −Ω(0)(Γ).
To derive the transient FR, consider the ratio of the
initial probabilities to find the time average of Ω(0) over
τ in a neighborhood of size δ of A and of −A [8, 12]:
µ0({Ω(0)0,τ}(−A)δ)
µ0({Ω(0)0,τ}(A)δ)
=
∫
{Ω(0)0,τ}(−A)δ
f0(Γ)dΓ∫
{Ω(0)0,τ}(A)δ
f0(Γ)dΓ
(5)
3where we introduced the intervals (±A)δ = (±A−δ,±A+
δ) ⊂ R. Invoking the parity of f0 under M and the
relation between subsets of phase-space
{Ω(0)0,τ}(−A)δ =MUτ{Ω(0)0,τ}(A)δ (6)
Eq. (5) can be written as
µ0({Ω(0)0,τ}(−A)δ)
µ0({Ω(0)0,τ}(A)δ)
= exp
[
−τ [A+ (δ, A, τ)]
]
(7)
where  is a correction term obeying |(δ, A, τ)| ≤ δ.
Eq. (7) is the transient FR, where “transient” means that
it expresses a property of an initial state that is not sta-
tionary under the dynamics determined by the vector
field G. In the SM, we show that Eq. (6) is a direct
consequence of time-reversal invariance of the dynami-
cal system under M. Thus, time-reversal invariance of
the dynamics and of f0 are the only requirements for the
proof. Note that the specific form of M is irrelevant, as
long as Eq. (4) is satisfied.
Introducing the evolved probability measure µt, de-
fined by the conservation of probability µt(E) =
µ0(U−tE), E ⊂M, and taking the t→∞ limit followed
by the τ →∞ limit of Eq.(7), one may write [8, 12]:
lim
τ→∞
1
τ
ln
µ∞({Ω(0)0,τ}(−A)δ)
µ∞({Ω(0)0,τ}(A)δ)
= −[A+(A, δ)−C0(A, δ)] ,
(8)
where µ∞(E) = limt→∞ µt(E), |(A, δ)| ≤ δ, and
C0(A, δ) .= lim
τ→∞
1
τ
lim
t→∞
〈
e−Ω
(0)
0,t−Ω(0)t+τ,2t+τ
〉(0)
{Ω(0)t,t+τ}(A)δ
(9)
with 〈·〉(0){Ω(0)t,t+τ}(A)δ
denoting an average with respect to
µ0, under the condition Ω(0)t,t+τ (Γ) ∈ (A)δ. Under the
additional hypothesis that C0(A, δ) vanishes, Eq. (8) rep-
resents the steady-state (µ∞) FR. That correlations be-
have in such a way that C0(A, δ) vanishes is a non-trivial
requirement. There are indeed systems that remain in-
definitely trapped and do not reach a steady state.
B. Fluctuations Relations for B 6= 0
Let us now consider a three-dimensional system of N
interacting particles of charge qi and mass mi, subject
to uniform and static electric and magnetic fields, in a
volume V. The Hamiltonian is
H(Γ) = H0(Γ)−
N∑
i=1
qiE · ri =
=
N∑
i=1
(
pi − qiA(ri)
)2
2mi
+
N∑
i,j<i
V (rij)−
N∑
i=1
qiE · ri
(10)
where A(r) is the vector potential associated to the mag-
netic field B = ∇ × A(r), E is the electric field and
V (rij) is a pairwise additive interaction potential, de-
pending only on the modulus of the distance between
particles: rij = |ri − rj |. We orient the fields as
E = (Ex, 0, 0) and B = (0, 0, Bz). A compatible vector
potential, enforcing the Coulomb gauge ∇r ·A(r) = 0,
is A(r) = Bz/2(−y, x, 0). Although this is not the most
general setting, it includes the majority of physically in-
teresting cases and it is usually adopted to discuss the
time-reversal properties of systems in external magnetic
fields [23, 24, 33, 34].
We now consider deterministic thermostats coupled to
this system. We present first time-reversal symmetries
that make the proof of FR applicable, then we obtain
explicit expressions for Ω(0) and for the FR.
1. The isokinetic non-equilibrium ensemble
The isokinetic thermostat is often used in connection
with FR [8, 35]. The isokinetic evolution associated to
the Hamiltonian in eq. (10) is
dxi
dt
=
pxi
mi
+ ωiyi
dyi
dt
=
pyi
mi
− ωixi
dzi
dt
=
pzi
mi
dpxi
dt
= F xi + ωi(p
y
i −miωixi) + qiEx −
αIK
2
(pxi +miωiyi)
dpyi
dt
= F yi − ωi(pxi +miωiyi)−
αIK
2
(pyi −miωixi)
dpzi
dt
= F zi −
αIK
2
pzi
(11)
where Fλi and ωi =
Bzqi
2mi
are the λ Cartesian component
of the interparticle force and the cyclotron frequency for
particle i, respectively. Using Gauss’ principle of least
constraint (see SM), the thermostat parameter αIK is ob-
4tained as:
αIK =
∑N
i=1 Φi · r˙i
1
2
∑N
i=1mi|r˙i|2
=
∑N
i=1 Φi · (pi − qiA(ri))/mi∑N
i=1 |pi − qiA(ri)|2/2mi
(12)
where Φi = −∇riH are the active forces. Similar to
previous studies [35], we take f0 as the equilibium distri-
bution
f0(Γ) =
exp
[−βH0(Γ)]δ(K(Γ)−K∗)∫
M
dΓ exp
[−βH0(Γ)]δ(K(Γ)−K∗) (13)
(see SM). In the equation above, H0(Γ) is defined in
Eq. (10), K(Γ) =
∑N
i=1mi|r˙i|2/2 is the microscopic esti-
mator of the kinetic energy, K∗ is the value of the kinetic
energy fixed by the initial state and β = 1/k
B
T . Note
that in presence of an external magnetic field, the total
momentum is conserved on average, not instantaneously,
explaining the lack of the delta function on momentum
usually present in the isokinetic density (see, for exam-
ple, Ref. [35]). Direct inspection of Eq. (11) and Eq. (12)
shows that the dynamical system is invariant under the
time-reversal transformations:
M(4)Γ = (x,−y, z,−px, py,−pz) (14a)
M(6)Γ = (x,−y,−z,−px, py, pz) (14b)
(The superscripts reflect the nomenclature adopted in
Ref. [29] where both operators were first introduced.)
Furthermore, inspection of Eq. (13), shows that the ini-
tial probability density is even. The hypotheses intro-
duced in Section II A to derive of Eqs. (7) and (8) are
then satisfied and we can establish the explicit expression
of the FR for this system. Before doing so, note that the
form of the dynamical system (and therefore the validity
of the time-reversal symmetriesM(4) andM(6)) depends
on the orientation of the magnetic and electric fields. In
Ref. [29], however, it was shown that at least one time
symmetry remains for arbitrary orientations of the fields,
as long as the interparticle potentials is isotropic.
2. The dissipation function and the fluctuation relations
The explicit expression for the dissipation function is
obtained by inserting the specific form of f0, Eq. (13),
and of the equations of motion, Eq. (11), in Eq. (3). As
shown in the SM, one obtains:
Ω(0)(Γ) = β
N∑
i=1
qiE · r˙i = βVJ(Γ) ·E
where the last equality defines the microscopic estimator
for the electric current J = V−1∑Ni=1 qir˙i. The time-
averaged dissipation function is obtained, from Eq. (2),
as Ω(0)0,τ = βVJ0,τ (Γ) · E. The dissipation function is
then proportional to the dissipative flux, hence to the
dissipated energy. Moreover, as expected, Ω(0) is odd
under the transformationsM(4) andM(6). The transient
FR is obtained substituting in Eq. (7):
µ0({βVJ0,τ ·E}(−A)δ)
µ0({βVJ0,τ ·E}(A)δ)
= exp
[
−τ [A+ (δ, A, τ)]
]
(15)
For the steady-state FR to hold, C0(A, δ) of Eq. (9) must
vanish. Numerical findings show that the steady-state
FR typically holds in chaotic particle systems, character-
ized by fast decay of correlations [12, 13]. In Ref. [35],
the test is explicitly performed for color diffusion, but
it has never been done for systems in a magnetic field.
While interparticle interactions promote disorder, hence
decay of correlations, the Lorentz force tends to induce
ordered circular motions that may create correlations,
hindering the decay of C0(A, δ). However, such an or-
dering effect may not be critical, as illustrated by the
following example of non-interacting charged particles in
constant external magnetic and electric fields oriented as
in Eq. (10). In the absence of thermostat, this model is
analytically solvable and yields
C0(A, δ) = lim
τ→∞
1
τ
lim
t→∞
〈
exp
[
−β
N∑
i
Exqiv
⊥
i
ωi
{
Υi(t) + 2 sin
(ωit
2
)[
Θi(t) cos(ωiτ) + Ξi(t) sin(ωiτ)
]}]〉(0)
{Ω(0)t,t+τ}(A)δ
where
Υi(t) = cos(φi)
[
1− cos(ωit)
]
+ sin(φi) sin(ωit)
Θi(t) = cos(φi) sin
(3ωit
2
)
− sin(φi) cos
(3ωit
2
)
Ξi(t) = cos(φi) cos
(3ωit
2
)
− sin(φi) sin
(3ωit
2
)
and v⊥i and φi are constants fixed by the initial condi-
tions and by the relative intensities of the fields (see SM
for details). Notably, the expression in angular brackets
is bounded for all values of t and τ implying that C0(A, δ)
for this model is indeed zero. The thermostatted solution
can be obtained numerically. As shown in SM, in appro-
priate regimes determined by the relative intensities of
the fields, the motion remains bounded in the direction
parallel to the electric field, cancelling the correlation
5term also for a non-interacting isokinetic model. This
analysis holds in general for the components of the elec-
tric field orthogonal to the magnetic field. If the fields
have a parallel component, the magnetic field, which only
influences the orthogonal motion, does not affect directly
dissipation in the parallel direction. Since interactions
should further reduce correlation times, this argument
suggests that the steady-state condition can be verified.
Future studies will investigate more general situations.
Assuming convergence of Eq. (9) and apart for an error
O(τ0) in the exponential, the steady-state FR can be
written as
µ∞({βVJ0,τ ·E}(−A)δ)
µ∞({βVJ0,τ ·E}(A)δ)
= exp
[
−τ [A+ (δ, A, τ)]
]
(16)
where |(δ, A, τ)| ≤ δ.
It is worth stressing that, although Eqs. (15) and (16)
are misleadingly similar, they refer to very different sit-
uations. Transient FR are associated to the statistics
of the ensemble describing the initial (typically equilib-
rium) state, i.e. the state when the drivings are switched
on. They describe a statistical property of many experi-
ments of whatever duration τ (short or long). Differently,
steady-state FR refer to the steady state statistics of the
currents of a single object or realization of the system.
They require a kind of decorrelation between initial and
final macrostates, which is why t has to become large
before τ does. This is not the mixing condition of er-
godic theory, which corresponds to decay of correlations
of microscopic events within a steady state. [12, 13, 36].
If correlations do not decay, some kind of FR may still
hold, but they would take a form different from the usual
one, see e.g. Refs. [31, 37–39], and all relations derived
from such FR would correspondingly be different.
3. The generalized Nose´-Hoover thermostat
Unlike the isokinetic thermostat, at equilibrium, the
Nose´-Hoover thermostat samples the canonical ensemble,
and so does its generalization to systems in a magnetic
field B [40]. As for the case B = 0, this generalization is
based on the extension of the phase space through conju-
gate variables s and ξ, mimicking the effect of a thermal
bath. This thermostat can be easily modified to include a
(static) external electric field (see also discussion in [40]),
which allows us to extend the applicability of FR. The
resulting generalized Nose´-Hoover dynamical system is:
dxi
dt
=
pxi
mi
+ ωiyi
dyi
dt
=
pyi
mi
− ωixi
dzi
dt
=
pzi
mi
d ln s
dt
= ξ
dpxi
dt
= F xi + ωi(p
y
i −miωixi) + qiEx − ξ(pxi +miωiyi)
dpyi
dt
= F yi − ωi(pxi +miωiyi)− ξ(pyi −miωixi)
dpzi
dt
= F zi − ξpzi
dξ
dt
=
1
τ2NH
[
K(Γ)−K∗
K∗
]
=
δK(Γ)
τ2NH
(17)
where τNH is the characteristic time of the thermostat,
and K(Γ) is the microscopic kinetic energy estimator,
Eq. (13). Note that the definition of a suitable micro-
scopic temperature estimator for a system in external
electric field is delicate, and it has been observed that
different choices can lead to substantially different re-
sults in simulations at very high intensities of the ap-
plied field [41]. This is, however, not a major con-
cern here since our focus is on the formal properties
of the chosen dynamical system. It is important to
note that the kinetic energy of this system is not con-
stant in time and fluctuates around the target value K∗
which represents the temperature of the reservoir, re-
sulting in β = 3N/(2K∗). As proved in [40], the dy-
namical system (17) with Ex = 0 conserves the quantity
HNH(Γ, ξ, s) = H(Γ) + K
∗[τ2NHξ2 + 2 ln s] and samples
the equilibrium distribution
f0(X) = Z−1 exp[−βH0(Γ)] exp[−βK∗τ2NHξ2] (18)
where Z is the partition function and X denotes the ex-
tended phase-space X = (Γ, ξ). As in standard Nose´-
Hoover dynamics, the marginal probability obtained inte-
grating Eq. (18) with respect to ξ is the canonical density
for the physical variables. (The variable s does not affect
the motion of the physical degrees of freedom and is in-
troduced to define the conserved quantity HNH(Γ, ξ, s).)
Direct inspection shows that the system (17) is invari-
ant under the transformations
M(4)ext(Γ, s, ξ) = (x,−y, z,−px, py,−pz, s,−ξ) (19a)
M(6)ext(Γ, s, ξ) = (x,−y,−z,−px, py, pz, s,−ξ) (19b)
together with time inversion, and that the equilibrium
density Eq. (18) is even under these transformations. The
6conditions of validity of the transient FR are then verified
and we can calculate the dissipation function, Eq. (3).
In the same fashion as the isokinetic case (see SM), it is
possible to show that∇X ln f0·X˙ = β2K∗ξ−β
∑N
i=1 qir˙i·
E−βξδK(Γ) while the compressibility of the (extended)
phase space is given by Λ = −β2K∗ξ. Substituting these
expressions in Eq. (3) we obtain
Ω(0)(X) = βV J(Γ) ·E + βξδK(Γ) (20)
for the instantaneous dissipation function of the sys-
tem (17), odd under the valid time-reversal symmetries.
There are now two sources of dissipation: the external
electric field and the temperature gradient between sys-
tem and reservoir. In the expression for the average dissi-
pation function Ω(0)0,τ , the contribution due to the tem-
perature gradient is negligible compared to the one due
to the external field, as long as τ  τNH. In this limit
the FR take the same form as for the isokinetic case.
III. Concluding remarks
We have shown that transient and steady-state FR
can be derived in the presence of a static and uniform
magnetic field, without inversion of B. This is possible
because the dynamical system admits time-reversal sym-
metries that, at variance with the standard momentum
reversal, are not violated by the field. Steady-state FR
require, as always, the decay of appropriate correlations.
For B = 0, this condition may be violated under strong
drivings inducing ordered phases, in which back currents
are suppressed [38, 39, 42]. The effect of magnetic fields
on these correlations needs, in general, further investiga-
tion, but in the case discussed above they do not alter
the validity of the FR.
Being able to use a single magnetic field immediately
improves the predictive power of the theory. For instance,
consider a vector of n affinities A, the corresponding n
amounts of energy and matter exchanged between the
reservoirs and a reference reservoir in a time interval [0, t],
∆x, and an n-dimensional vector of parameters λ. Let
the cumulant generating function of A be defined by:
Gt(λ,A;B) =
∫
pt(∆x,A;B) exp (−λ ·∆x) d∆x
where pt is the probability density of ∆x derived
from the grand-canonical ensemble, at fixed affini-
ties and constant B. Then, following the procedure
for asymptotic (not necessarily steady-state) FR [8],
Ref. [24] defines the asymptotic generating function as
Q(λ,A;B) = − limt→∞(1/t) lnGt(λ,A;B). The corre-
sponding asymptotic cumulants, i.e. the derivatives of Q
with respect to the components of λ evaluated at λ = 0,
are then expanded as power series of A, around A = 0:
Q(λ,A;B) =
∞∑
m,n=0
Qα1...βn(B)
m!n!
λα1 · · ·λαmAβ1 · · ·Aβn
with λi the i-th element of λ, Aj the j-th affinity and:
Qα1...βn(B) =
∂m+nQ
∂λα1 · · · ∂λαm∂Aβ1 · · · ∂Aβn
∣∣∣∣
λ=0;A=0
In terms of Q and of the reversibility based on the in-
version of B, the asymptotic FR is then written as
Q(λ,A;B) = Q(A − λ,A;−B) which imposes certain
constraints on Qα1...βn . For instance, Eq. (43) of Ref. [24]
states thatQα1···αm(0;B) = (−1)mQα1···αm(0;−B). Us-
ing instead M(4) or M(6) of Eqs. (14), one also obtains
Qα1···αm(0;B) = (−1)mQα1···αm(0;B) which entails the
stronger result Qα1···αm(0;B) = 0 for odd m and any B.
The work presented in this paper thus enables a refor-
mulation of general results, based in particular on FR e.g.
Refs. [8, 24], lifting the prescription of opposite magnetic
fields (or angular velocities) and restores the full predic-
tive power of a number of statistical results for systems
long considered as exceptions.
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SI. Proof that {Ω(0)0,τ}(−A)δ =MUτ{Ω(0)0,τ}(A)δ
For any observable that is odd under the chosen time reversal symmetry, Ψ(MΓ) = −Ψ(Γ), we
prove the identity
{Ψ0,τ}(−A)δ =MUτ{Ψ0,τ}(A)δ
establishing that phase-space points belonging to the subset in the LHS of the equation are those
and only those that also belong to the set on the RHS. Setting Ψ(Γ) = Ω(0)(Γ) demonstrates the
result used in in Section IIA of the main text.
Let us begin by establishing the action ofMUτ on a subset of phase space. We have (see definition
of {Ψ}(a,b) in the main text)
MUτ{Ψ}(a,b) =MUτ{Γ ∈M : Ψ(Γ) ∈ (a, b)} =
= {(Γ′ =MUτΓ) ∈M : Ψ(Γ) ∈ (a, b)} =
= {Γ′ ∈M : Ψ(Γ = (MUτ )−1Γ′) ∈ (a, b)} =
= {Γ′ ∈M : Ψ(U−τMΓ′) ∈ (a, b)}
(S1)
In the last equality, we used the properties U−1τ = U−τ and M−1 =M.
We will now show that, for any Γ ∈ {Ψ0,τ}(−A)δ , then MUτΓ ∈ {Ψ0,τ}(A)δ . Let us consider the
expression for the Ψ0,τ (U−τMΓ) that, based on Eq. (2) of the main text and on Eq. (S1), is the
value of the time-averaged observable on a point of the transformed phase-space subset. We have
Ψ0,τ (U−τMΓ) = 1
τ
∫ τ
0
dsΨ(UsU−τMΓ) = 1
τ
∫ τ
0
dsΨ(Us−τMΓ)
where, in the last equality, the time-composition property of the propagator was employed. Per-
forming the change of variable t = s− τ , the integral becomes
Ψ0,τ (U−τMΓ) = 1
τ
∫ 0
−τ
dtΨ(UtMΓ) (S2)
Using the definition of time-reversal symmetry, Eq. (6) in the main text, we have that UtM =MU−t
and Eq. (S2) can be written as
Ψ0,τ (U−τMΓ) = 1
τ
∫ 0
−τ
dtΨ(MU−tΓ)
S2
Another change of the integration variable u = −t and the exchange of the integration extrema now
yield
Ψ0,τ (U−τMΓ) = 1
τ
∫ τ
0
duΨ(MUuΓ) = −1
τ
∫ τ
0
duΨ(UuΓ) = −Ψ0,τ (Γ) (S3)
In going from the second to the third equality, the odd parity of the observable was used, while the
last equality recognizes the definition of Eq. (2) in the main text. From Eq. (S3), it immediately
follows that if Ψ0,τ (U−τMΓ) ∈ [−A− δ,−A+ δ] then Ψ0,τ (Γ) ∈ [A− δ, A+ δ] and viceversa for any
phase-space point Γ, which completes the proof.
SII. Derivation of the isokinetic thermostat parameter in constant mag-
netic field
The standard derivation of the isokinetic thermostat parameter uses Gauss’ principle of least
constraint to obtain the equations of motion of the system minimizing the curvature
C =
N∑
i=1
mi
[
r¨i − Φi
mi
]2
(S4)
subject to the selected constraint(s). In eq. (S4) the r¨i represent the constrained accelerations, and
Φi the right hand sides of the unconstrained (non-equilibrium) dynamics expressed in Newtonian
form
mix¨i = F
x
i + 2miωiy˙i + qiEx
miy¨i = F
y
i − 2miωix˙i
miz¨i = F
z
i
The isokinetic constraint is given by
g(r, r˙) = K −K∗ = 1
2
N∑
i=1
mi|r˙i|2 −K∗ = 0 (S5)
where K is the standard microscopic estimator of the kinetic energy defined in Eq. (13) in the main
text and K∗ indicates the specific value of the kinetic energy set by the initial state.
To obtain an explicit expression for the constraint as a function of the variables r¨ we take the
derivative with respect to time of eq. (S5)
g˙(r, r˙) =
N∑
i=1
∇rig(r, r˙) · r¨i =
N∑
i=1
mir˙i · r¨i = 0 (S6)
and then we minimize, with respect to r¨j, the curvature subject to the constraint, leading to:
d
dr¨j
{
N∑
i=1
mi
[
r¨i − Φi
mi
]2
− α
N∑
i=1
mir˙i · r¨i
}
= 0 j = 1, . . . , N
where α is a Lagrange multiplier to be determined in order to satisfy the constraint. This yields the
equations of motion for the constrained system
mir¨i = Φi − αmi
2
r˙i (S7)
S3
The Lagrange multiplier α is determined via eq. (S6) multiplying eq. (S7) by r˙i and summing over
i = 1, . . . , N
N∑
i=1
mir˙ir¨i = g˙(r, r˙) = 0 =
N∑
i=1
[
Φi · r˙i − αmi
2
r˙i · r˙i
]
to obtain
αIK =
∑N
i=1 Φi · r˙i
1
2
∑N
i=1 mi|r˙i|2
=
∑N
i=1 Φi · r˙i
K
Substituting in Eq. (S7) and formulating the evolution in Hamiltonian form we obtain the dynamical
system introduced in Section IIB1.
SIII. Equilibrium distribution for the non-dissipative isokinetic ensem-
ble
Considering the equilibrium Hamiltonian H0(Γ) defined in Eq. (10) in the main text, we show that
f0(Γ) =
exp
[−βH0(Γ)]δ(K(Γ)−K∗)∫
M
dΓ exp
[−βH0(Γ)]δ(K(Γ)−K∗)
is the equilibrium distribution (i.e. E = 0) for the isokinetic dynamics by verifying, via direct sub-
stitution, that it satisfies the generalized Liouville equation specialized to the equilibrium isokinetic
dynamical system, Eq. (11) in the main text with E = 0. At equilibrium, the equation reads
(∇Γf) · Γ˙ + f(∇Γ · Γ˙) = 0 (S8)
Let us consider first the compressibility of the system Λ = ∇Γ · Γ˙. To set the stage, we write the
dynamical system in the form
r˙i =∇piH0
p˙i = −∇riH0 −
α0IK
2
(pi − qiA(ri))
with
α0IK =
∑N
i=1 Φ
0
i · (pi − qiA(ri))/mi∑N
i=1 |pi − qiA(ri)|2/2mi
=
1
K
N∑
i=1
Φ0i ·
pi − qiA(ri)
mi
where Φ0i = −∇riH0. The superscript 0 indicates that we are considering the equilibrium situation
with E = 0. The compressibility can then be computed as
∇Γ · Γ˙ =
N∑
i=1
{
((((
(((∇ri ·∇piH0 −(((((((∇pi ·∇riH0+
−∇pi
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj
· (pi − qiA(ri))
} (S9)
S4
Calculating the gradient in pi yields
∇Γ · Γ˙ = −
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj 


:3NN∑
i=1
∇pi · (pi − qiA(ri))+
−
N∑
i=1
(pi − qiA(ri)) ·∇pi
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj
(S10)
The gradient in the last term of the equation above can be written as
∇pi
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj
=
1
4K2
[
2K∇pi
N∑
j=1
Φ0j · (pj − qjA(rj))/mj+
−
N∑
j=1
Φ0j · (pj − qjA(rj))/mj∇pi
N∑
j=1
|pj − qjA(rj)|2/mj
]
=
=
1
4K2
[
2KΦ0i /mi − 2(pi − qiA(ri))/mi
N∑
j=1
Φ0j · (pj − qjA(rj))/mj
]
Substituting in eq. (S10) yields
∇Γ · Γ˙ = −3N
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj
− 1
4K2
N∑
i=1
(pi − qiA(ri))·
·
[
2KΦ0i /mi − 2(pi − qiA(ri))/mi
N∑
j=1
Φ0j · (pj − qjA(rj))/mj
]
=
= −3N
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj
+
− 1
2K
[ N∑
j=1
Φ0j · (pj − qjA(rj))/mj − 2
N∑
j=1
Φ0j · (pj − qjA(rj))/mj
]
=
= −
∑N
j=1 Φ
0
j · (pj − qjA(rj))/mj∑N
j=1 |pj − qjA(rj)|2/mj
(3N − 1) = −α
0
IK
2
(3N − 1)
From the equipartition theorem for a system of N particles in three dimensions with a frozen degree
of freedom due to the isokinetic constraint we can write
3N − 1
2
kBT = K =⇒ β = 3N − 1
2K
so that, finally,
∇Γ · Γ˙ = −βKα0IK (S11)
Next we compute the gradient of the distribution
∇Γf0 = ∇ΓZ−1 exp[−βH0]δ(K −K∗)
= Z−1
[
δ(K −K∗)∇Γ exp[−βH0] + exp[−βH0]∇Γδ(K −K∗)
] (S12)
S5
where Z = ∫ dΓ exp[−βH0]δ(K −K∗). The first term in the last line above is easily computed as
Z−1δ(K −K∗)∇Γ exp[−βH0] =
= Z−1δ(K −K∗)(−β exp[−βH∗]∇ΓH0) = −βf0∇ΓH0 (S13)
Scalar product of this term with the flux on the phase space (see first term in Eq. (S8)) gives
−βf0∇ΓH0 · Γ˙ = β
2
f
N∑
i=1
∇piH0 · α0IK(pi − qiA(ri)) =
=
β
2
f
N∑
i=1
pi − qiA(ri)
mi
· α0IK(pi − qiA(ri)) = βf0Kα0IK
(S14)
We shall now show that second term of the RHS of Eq. (S12) vanishes. We have
Z−1 exp[−βH0]∇Γδ(K −K∗) = Z−1 exp[−βH0]δ′(K −K∗)∇ΓK (S15)
where we introduced the quantity
d
dx
δ(x− x0) = δ′(x− x0)
The chain rule for the Dirac’s delta function can be easily obtained in the framework of the gener-
alized functions [S1]. The scalar product of the derivative above with the phase-space flux is given
by
∇ΓK · Γ˙ =
N∑
i=1
[
∇riK∇piH0 −∇piK∇riH0 −∇piK ·
α0IK
2
(pi − qiA(ri))
]
The first term of the RHS is null since∇riK = 0 as easily verified remembering that, in the adopted
Coulomb gauge, ∇ri ·A(ri) = 0. The other two terms in square parenthesis are equal and opposite.
Indeed
−
N∑
i=1
∇piK∇riH0 =
N∑
i=1
Φ0i ·
pi − qiA(ri)
mi
and
−
N∑
i=1
∇piK ·
α0IK
2
(pi − qiA(ri)) = −α0IK
N∑
i=1
|pi − qiA(ri)|2
2mi
=
= −
N∑
i=1
Φ0i ·
pi − qiA(ri)
mi
(S16)
Summarizing, the calculations above show that the non-zero contributions to the generalized Liou-
ville equation arise from the compressibility, Eq. (S11), and from Eq. (S14). Substituting in Eq. (S8)
then completes the proof since
(∇Γf0) · Γ˙ + f0(∇Γ · Γ˙) = βf0Kα0IK − βf0Kα0IK = 0
S6
SIV. The dissipation function for the dissipative isokinetic ensemble
The dissipation function
Ω(0)(Γ) = − 1
f0
∇Γf0 · Γ˙−∇Γ · Γ˙
is computed by direct substitution in the definition above of the equilibrium density and of the —
non-equilibrium — phase-space flux, Eq. (14) in the main text with E 6= 0. The relevant dynamical
system is thus
r˙i =∇piH
p˙i = −∇riH −
αIK
2
(pi − qiA(ri)) (S17)
where the Hamiltonian and αIK are defined in Section IIB1 of the main text. The compressibility,
Λ = ∇Γ · Γ˙, is computed repeating the steps in Eqs. (S9)-(S11) of the previous section for the
non-equilibrium phase-space flux and is given by
∇Γ · Γ˙ = −βKαIK
As for the term ∇Γf0 · Γ˙, the gradient of the initial-state distribution is the same of the equilibrium
case (see previous section).
∇Γf0 = −βf0∇ΓH0 + Z−1 exp[−βH0]δ′(K −K0)∇ΓK (S18)
The phase space flux of the dynamical system, on the other hand, now corresponds to Eq. (S17).
Multiplication of the first term of Eq. (S18) by the phase-space flux yields
− βf0∇ΓH0 · Γ˙ = βf0
N∑
i=1
∇piH0 ·
(
−qiE + αIK
2
(pi − qiA(ri))
)
=
= βf0
N∑
i=1
pi − qiA(ri)
mi
·
(
−qiE + αIK
2
(pi − qiA(ri))
)
=
= βf0
(
KαIK −
N∑
i=1
pi − qiA(ri)
mi
· qiE
)
The scalar product of the second term of Eq. (S18) with the phase space flux yields again a null
contribution as it can be easily shown retracing the steps of the previous section (Eqs. (S15)-(S16)).
The expression for the dissipation function for the isokinetic system in the chosen external magnetic
and electric field is then given by
Ω(0)(Γ) = − 1
f0
∇Γf0 · Γ˙−∇Γ · Γ˙ =
= −β
(
KαIK −
N∑
i=1
qiE · pi − qiA(ri)
mi
)
+ βKαIK =
= β
N∑
i=1
qiE · pi − qiA(ri)
mi
S7
SV. Non-interacting particles in external magnetic and electric fields
Here we discuss the function C0(A, δ), Eq. (9) of the main text, for a system of non-interacting
particles in external magnetic and electric fields with an isokinetic thermostat. To set the stage, we
start by studying the evolution of the system in the absence of the thermostat, an exactly solvable
model. The equations of motion of N non-interacting particles in external magnetic and electric
field, B = (0, 0, Bz) and E = (Ex, 0, 0) are given by
mix¨i = qiEx + qiBzy˙i
miy¨i = −qiBzx˙i
miz¨i = 0
(S19)
The system is separable in its single components and the motion on the z axis is trivial. Furthermore,
the single-particle solution of Eq. (S19) on the x-y plane is [S2]
x(t) = x(0) +
v⊥
ω
cos(φ)− v
⊥
ω
cos(ωt+ φ)
y(t) = y(0)− v
⊥
ω
sin(φ) +
v⊥
ω
sin(ωt+ φ)− vdt
(S20)
where we have dropped the subscript i for notational convenience and introduced the cyclotron
frequency ω = qBz
m
and the drift velocity vd =
Ex
Bz
.The constants v⊥ and φ are fixed by the initial
conditions
v⊥ =
√(
vx(0)
)2
+
(
vy(0) + vd
)2
φ = arctan
[
vx(0)
vy(0) + vd
] (S21)
where vx(y)(0) is the x (y) component of the initial velocity. This trajectory is a cycloid on the
x-y plane For the non-interacting system, the correlation term in Eq. (9) of the main text can also
be computed analytically. First note that the (single-particle) instantaneous dissipation is given by
Ω(0)(t) = βqExx˙(t). Then
Ω
(0)
0,t =
∫ t
0
dtΩ(0)(t) = βExq
∫ t
0
dtx˙(t) = βExq[x(t)− x(0)]
Ω
(0)
t+τ,2t+τ =
∫ 2t+τ
t+τ
dtΩ(0)(t) = βExq
∫ 2t+τ
t+τ
dtx˙(t) = βExq[x(2t+ τ)− x(t+ τ)]
(S22)
Substitution of Eqs. (S20) and some trigonometry yield
−Ω(0)0,t − Ω(0)t+τ,2t+τ =
− βExqv
⊥
ω′
{
Υ(t) + 2 sin
(
1
2
ωt
)[
Θ(t) cos(ωτ) + Ξ(t) sin(ωτ)
]}
(S23)
with
Υ(t) = cos(φ)[1− cos(ωt)] + sin(ωt) sin(φ)
Θ(t) = cos(φ) sin
(
3
2
ωt
)
+ sin(φ) cos
(
3
2
ωt
)
Ξ(t) = cos(φ) cos
(
3
2
ωt
)
− sin(φ) sin
(
3
2
ωt
) (S24)
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The integrated N -particle dissipation functions for the separable system, Eq. (S19), are given by
the sum of the single-particle quantities computed above. Substituting in Eq.(9) in the main texts
results in
C0(A, δ) = lim
τ→∞
1
τ
lim
t→∞
〈
exp
[
−β
N∑
i
Exqiv
⊥
i
ωi
{
Υi(t) +
+ 2 sin
(ωit
2
)[
Θi(t) cos(ωiτ) + Ξi(t) sin(ωiτ)
]}]〉(0)
{Ω(0)t,t+τ}(A)δ
(S25)
The exponent of the expression above remains bounded for all values of t and τ , ensuring that — as
discussed in the main text — the function C0(A, δ) is null. This result remains qualitatively true also
for the thermostatted system. The evolution of the isokinetic non-interacting model is still separable
and trivial along the z axis, with the single-particle evolution on the x-y plane (see Eq. (12) of the
main text) given by
x¨ = ω(vd + y˙)− mωvd
2K∗
x˙2
y¨ = −ωx˙− mωvd
2K∗
x˙y˙
(S26)
where (see Eq. (13) in the main text)
αIK =
mωvd
K∗
x˙ (S27)
with K∗ = 1
2m
[(
vx(0)
)2
+
(
vy(0)
)2]
. The system (S26) cannot be solved analytically, but its prop-
erties can be determined combining analysis of its equilibrium solutions, x¨ = y¨ = 0, with numerical
integration. The study of the equilibrium solutions shows that for |vd| >
√
2K∗/m, the thermostat
dominates the motion leading to a nonphysical constant-velocity diffusion in the plane. Figure S1
shows the x-component of the trajectory numerically obtained for different drift velocities in the
interval −√2K∗/m < vd < √2K∗/m (the y-component does not enter in the evaluation of the
single-particle dissipation). In the figure, the numerical results are compared with non-thermostatted
evolution for each value of the drift velocity. As it can be seen, the motion remains bounded along
the x direction also in the presence of the thermostat, implying — as for the non-interacting case
— decay of C0(A, δ).
The analysis discussed above holds in general for the components of the electric field orthogonal to
the magnetic field. If the fields have a parallel component, the magnetic field, which only influences
the orthogonal motion, does not affect directly dissipation in the parallel direction.
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FIG. S1: Single-particle motion parallel to the electric field for non-interacting (NI, solid curves) and isokinetic (IK, curves with
triangles). Color coding refers to evolution for different vd in the physical regime, with NI and IK solution with the same initial
conditions and same drift velocity plotted in the same color. We set ω = m = 1 in arbitrary units. Different initial conditions
(leading to K∗ = 1) are used for different runs and the qualitative behaviour of the trajectory does not change with different
(physical) initial conditions. For the thermostatted systems, the physical regime corresponds to |vd| <
√
2. Non-interacting
solutions are analytical, isokinetic evolution is computed numerically using Mathematica [S3].
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