Abstract. For a sparse symmetric matrix, there has been much attention given to algorithms for reducing the bandwidth. As far as we can see, little has been done for the unsymmetric matrix A, which has distinct lower and upper bandwidths l and u. When Gaussian elimination with row interchanges is applied, the lower bandwidth is unaltered, while the upper bandwidth becomes l + u. With column interchanges, the upper bandwidth is unaltered, while the lower bandwidth becomes l + u. We therefore seek to reduce min(l, u) + l + u, which we call the total bandwidth. We compare applying the reverse Cuthill-McKee algorithm to A + A T , to the row graph of A, and to the bipartite graph of A. We also propose an unsymmetric variant of the reverse Cuthill-McKee algorithm. In addition, we have adapted the node-centroid and hill-climbing ideas of Lim, Rodrigues, and Xiao to the unsymmetric case. We have found that using these to refine a Cuthill-McKee-based ordering can give significant further bandwidth reductions. Numerical results for a range of practical problems are presented and comparisons made with the recent lexicographical method of Baumann, Fleischmann, and Mutzbauer. 1. Introduction. If Gaussian elimination is applied without interchanges to an unsymmetric matrix A = {a ij } of order n, each fill-in takes place between the first entry of a row and the diagonal or between the first entry of a column and the diagonal. It is therefore sufficient to store all the entries in the lower triangle from the first entry in each row to the diagonal and all the entries in the upper triangle from the first entry in each column to the diagonal. This simple structure allows straightforward code using static data structures to be written. We will call the sum of the lengths of the rows the lower profile and the sum of the lengths of the columns the upper profile.
Introduction. If
Gaussian elimination is applied without interchanges to an unsymmetric matrix A = {a ij } of order n, each fill-in takes place between the first entry of a row and the diagonal or between the first entry of a column and the diagonal. It is therefore sufficient to store all the entries in the lower triangle from the first entry in each row to the diagonal and all the entries in the upper triangle from the first entry in each column to the diagonal. This simple structure allows straightforward code using static data structures to be written. We will call the sum of the lengths of the rows the lower profile and the sum of the lengths of the columns the upper profile.
We will also use the term lower bandwidth for l = max aij =0 (i − j) and the term upper bandwidth for u = max aij =0 (j − i). For a symmetric matrix, these are the same and are called the semibandwidth. A particularly simple data structure is available by taking account of only the bandwidths l and u. If row interchanges are used for stability reasons during the factorization, it may be readily verified that the lower bandwidth remains l but the upper bandwidth may increase to l + u. With column interchanges (or row interchanges applied while factorizing A T ), the upper bandwidth is unaltered, while the lower bandwidth becomes l + u. We may therefore always have one triangular factor of bandwidth min(l, u) and the other of bandwidth l + u. Thus we seek to reduce min(l, u) + l + u, which we call the total bandwidth.
Many algorithms for reducing the bandwidth of a sparse symmetric matrix A have been proposed in the literature, most of which make extensive use of the adjacency graph G of the matrix. This is an undirected graph that has a node for each row (or column) of the matrix, and node i is a neighbor of node j if a ij (and by symmetry a ji ) is an entry (nonzero) of A. An important and well-known example of an algorithm that uses G is that of Cuthill and McKee [2] . The main aim of this paper is to consider how variants of the Cuthill-McKee algorithm can be used to order an unsymmetric matrix for small total bandwidth.
In some circumstances, reordering the matrix and then using a band solver will be the method of choice for solving large sparse linear systems. However, in many situations it is more appropriate to use other sparse direct methods. In this study, we concentrate solely on the reduction of the bandwidth of unsymmetric matrices and do not address the question of when a band solver is the best choice.
The rest of this paper is organized as follows. We begin (in section 2) by commenting on the importance of reordering a matrix to block form prior to applying a bandwidth reduction algorithm. In section 3, we briefly describe the Cuthill-McKee algorithm and the variant that reverses the order (RCM). Then, in section 4, we discuss three undirected graphs that can be associated with an unsymmetric matrix A and that can be reordered using RCM. We then propose in section 5 an unsymmetric variant of RCM. In section 6, we look at modifying the hill-climbing algorithm of Lim, Rodrigues, and Xiao [10] to improve a given ordering, and in section 7, we propose a variant of the node-centroid algorithm of [10] for the unsymmetric case. In section 8, we discuss the recently published algorithm of Baumann, Fleischmann, and Mutzbauer [1] for reducing the bandwidth of an unsymmetric matrix. In section 9, we use our proposed algorithms to reorder a set of matrices that arise from a range of practical problems; we report the total bandwidths before and after reordering, and we summarize our findings in section 10.
The block triangular form.
In the symmetric case, it may be possible to preorder the matrix A to block diagonal form ⎡
In this case, each block may be permuted to band form, and the overall matrix is a band matrix; the profile is the sum of the profiles of the blocks, and the bandwidth is the greatest bandwidth of a block.
The unsymmetric case is not so straightforward because we need also to exploit the block triangular form ⎡ 
where the blocks A ll , l = 1, 2, . . . , N, are all square. A matrix that can be permuted to this form with N > 1 diagonal blocks is said to be reducible; if no block triangular form other than the trivial one with a single block (N = 1) can be found, the matrix is irreducible. The advantage of the block triangular form (2.2) is that the corresponding set of equations Ax = b may be solved by the block forward substitution
There is no fill in the off-diagonal blocks, which are involved only in matrix-by-vector multiplications. It therefore suffices to permute each diagonal block A ii to band form. We will take the upper and lower profiles to be the sums of the upper and lower profiles of the diagonal blocks, and the upper and lower bandwidths to be the greatest of the upper and lower bandwidths of the diagonal blocks.
3. The Cuthill-McKee algorithm. The Cuthill-McKee algorithm is a wellknown and successful algorithm for reducing the bandwidth of a symmetric matrix of order n. It does this for a given starting node s by relabeling the nodes of the adjacency graph G in order of increasing distance from s. The algorithm is outlined in Figure 1 . Here the degree of a node i is defined as the number of its neighbors. If G has more than one component, the procedure is repeated from a starting node in each component.
in label order do for each neighbor u of v that has not been labeled, in order of increasing degree add u to l k ; i = i + 1; label u as node i end do end do end do Ordering the nodes in this way groups them into "level sets," that is, nodes at the same distance from the starting node. Since nodes in level set l k can have neighbors only in level sets l k−1 , l k , and l k+1 , the reordered matrix is block tridiagonal with blocks corresponding to the level sets. It is therefore desirable that the level sets be small, which is likely if there are many of them. The size of the largest level set is called the width of the level structure. The width and number of level sets (height of the level structure) are dependent on the choice of the starting node s. Algorithms for finding a good starting node are usually based on finding a pseudodiameter (pair of nodes that are a maximum distance apart or nearly so). Much effort has gone into efficiently finding a pseudodiameter; see, for example, [7] and [12] and the references therein. The modified Gibbs Poole Stockmeyer (MGPS) algorithm of Reid and Scott [12] is outlined in Figure 2 . For efficiency, the test on w(r) may be performed during the formation of the level set structure so that the structure can be discarded as soon as a large value of w(r) is found. In the inner loop, the choice of 5 nodes was made on the basis of numerical experimentation.
George [6] found that the profile may be reduced if the Cuthill-McKee ordering is reversed (the bandwidth is unchanged within MATLAB as the function symrcm, and RCM is included as an option within the package MC60 from the mathematical software library HSL [8] . We note that both these implementations apply RCM directly to the supplied matrix A, without attempting to first reorder the matrix to block diagonal form (2.1).
Undirected graphs for unsymmetric matrices.
In this section, we consider three adjacency graphs that can be associated with an unsymmetric matrix A. In each case, we employ the RCM algorithm to reduce the semibandwidth of the graph, and this permutation is then used to reorder A.
Using A + A
T . For a matrix whose structure is nearly symmetric, an effective strategy is to find a symmetric permutation that reduces the bandwidth of the structure of the symmetric matrix A+A T . The MATLAB function symrcm applies RCM to the adjacency graph of A + A T . If the symmetric permutation is applied to A, the lower and upper bandwidths are no greater than the semibandwidth of the permuted A + A T . Of course, the same algorithm may be applied to a matrix that is far from symmetric, and the same results apply, but the effectiveness is uncertain. It is likely to be helpful to permute A to make it more symmetric. We will judge this by its symmetry index, that is, the number of off-diagonal entries a ij for which a ji is also an entry, divided by the total number of off-diagonal entries. Permuting a large number of off-diagonal entries onto the diagonal reduces the number of unmatched off-diagonal entries, which in turn generally increases the symmetry index (see, for example, [5] , [9] ).
Note that most algorithms for preordering the matrix to block triangular form (2.2) begin with a permutation that places entries on the diagonal. Thus, in this case, permuting entries onto the diagonal is not available as a strategy for improving the symmetry index.
Bipartite graph.
The bipartite graph of A, which we will denote by G bipart , has a node for each row and a node for each column, and row node i and column node j are neighbors if a ij is an entry. It is straightforward to see that G bipart is actually the adjacency graph of the 2n × 2n symmetric matrix
Starting the Cuthill-McKee algorithm with any node of G bipart , the level sets are alternately sets of rows and sets of columns. If we start from a row node and perform the corresponding symmetric permutation on the matrix (4.1), we find the matrix ⎡
where A lm is the submatrix of A corresponding to the rows of row level set l and columns of column level set m.
If we permute the rows of A by the row level sets and the orderings within them, and permute the columns by the column level sets and the orderings within them, we find the block bidiagonal form ⎡
which is also the submatrix of (4.2) consisting of block rows 1, 3, . . . and block columns 2, 4, . . . . We illustrate with a small reordered example in Figure 3 . Here there are four row level sets, of sizes 1, 3, 2, 2, and three column level sets, of sizes 3, 2, 3.
Fig. 3. A matrix with rows and columns reordered using the permutations obtained by applying Cuthill-McKee to its bipartite graph.
This example has entries on the whole of the diagonal, which will not necessarily be the case. However, if the matrix is structurally nonsingular, the diagonal will always intersect each of the blocks. This is because the leading k columns must be of full structural rank and similarly for the leading k rows.
The semibandwidth of the reordered matrix (4.2) is at most one less than the largest sum of the sizes of two adjacent level sets, that is, one less than the largest sum of the sizes of a row level set and an adjacent column level set. The corresponding results for the reordered unsymmetric matrix (4.3) are that the lower bandwidth is at most one less than the sum of the sizes of two adjacent column level sets and the upper bandwidth is at most one less than the sum of the sizes of two adjacent row level sets. Note, however, that all these bounds are pessimistic; they do not take into account the ordering of the nodes within each level set (and RCM does well in this respect) and, in the case (4.3), of the position of the matrix diagonal within the blocks.
Row graph.
Another alternative is to consider the row graph [11] of A, which is defined to be the adjacency graph of the symmetric matrix AA T , where matrix multiplication is performed without taking cancellations into account (so that, if a coefficient of AA T is zero as a result of numerical cancellation, it is still considered to be an entry). The nodes of the row graph correspond to the rows of A, and nodes i and j (i = j) are neighbors if and only if there is at least one column k of A for which a ik and a jk are both entries. The row graph has been used by Scott [13] , [14] to order the rows of unsymmetric matrices prior to solving the linear system using a frontal solver. We can obtain an ordering for the rows of A by applying the RCM algorithm to AA
T . This will ensure that rows with entries in common are nearby; that is, the first and last entry of each column will not be too far apart. If the columns are now ordered according to their last entry, the lower bandwidth will be small and the upper bandwidth will not be large.
A potential disadvantage of computing and working with the pattern of AA T is that it can be costly in terms of time and memory requirements. This is because AA T may contain many more entries than A. It fails completely if A has a full column (AA T is full), but such a matrix cannot be permuted to have small lower and upper bandwidths.
Unsymmetric RCM.
Any reordering within a Cuthill-McKee level set of section 4.2 will alter the positions of the leading entries of the columns of a submatrix A ii or the rows of a submatrix A ji , j = i + 1. It will make exactly the same change to the profile of the matrix (4.2) as it does to the sum of the upper and lower profiles of the matrix (4.3). If it reduces the bandwidth of the matrix (4.2), it will reduce either the upper or lower bandwidth of the matrix (4.3); however, the converse is not true: It might reduce the upper or lower bandwidth of the matrix (4.3) without reducing the bandwidth of the matrix (4.2). It follows that it may be advantageous for bandwidth reduction to develop a special-purpose code for the unsymmetric case, rather than giving the matrix (4.1) to a general-purpose code for reducing the bandwidth of a symmetric matrix. We have developed a prototype unsymmetric bandwidth reduction code of this kind. Our algorithm is based on the MGPS algorithm outlined in Figure 2 . As in the bipartite approach discussed in section 4.2, we use the adjacency graph G bipart so that the level sets alternate between a set of rows and a set of columns, but our unsymmetric algorithm bases its decisions on the total bandwidth of the unsymmetric matrix A rather than on the bandwidth of the matrix (4.2). Our algorithm is given in Figure 4 .
The profile and bandwidth are likely to be reduced if the rows of each level set are ordered according to their leading entries. This happens automatically with the Cuthill-McKee algorithm and was done for the example in Figure 3 .
Reversing the Cuthill-McKee ordering may reduce the profile. It is reduced if the column index of the trailing entry in a row is lower than the column index of the trailing entry in an earlier row. There is an example in block A 22 of Figure 3 . 6. Hill climbing to improve a given ordering. In this and the next section, we consider algorithms that are not based on level sets in a graph and are therefore completely different.
Lim, Rodrigues, and Xiao [10] propose a hill-climbing algorithm for reducing the semibandwidth of a symmetric matrix. An entry a ij in a matrix A with semibandwidth b is called critical if |i−j| = b. For each critical entry a ij in the lower-triangular part, an interchange of i with k < i or j with k > j is sought that will reduce the number of critical entries. For example, a 94 is critical in Figure 5 , and the semibandwidth is reduced from 5 to 4 by interchanging column 4 with column 5 and row 4 with row 5. As a column is moved backwards, its first entry is moved away from the diagonal, while its last entry is moved nearer. If the distance of the first entry from the diagonal is d, we can therefore limit the choice of k to the range j < k < j + b − d since we want d + k − j to be smaller than the bandwidth b. Similarly, if the distance of the last entry in row i from the diagonal is l, we limit the choice of k to the range i−b+l < k < i. Each interchange while the semibandwidth is b reduces the number of critical entries by one. If the number of critical entries becomes zero, we recommence the algorithm for semibandwidth b − 1 and continue until none of the critical entries for the current semibandwidth can be interchanged to reduce their number. The algorithm is summarized as Figure 6 . Note that this hill-climbing algorithm cannot increase the semibandwidth. We have adapted this idea to reduce the lower and upper bandwidths of an unsymmetric matrix. If the lower bandwidth is l and the upper bandwidth is u, we call an entry a ij in the lower triangle for which i − j = l a critical lower entry, and an entry a ij in the upper triangle for which j − i = u a critical upper entry. We have found it convenient to alternate between making row interchanges while the column permutation is fixed and making column interchanges while the row permutation is fixed. While making row interchanges to reduce the number of critical upper entries, we seek to exchange a row i containing a critical upper entry with another row so that the number of critical upper entries is reduced by one while the lower bandwidth is not increased. If the distance between the leading entry in the row and the diagonal is d, we limit our search to rows in the range i − l + d ≤ k < i. For example, we do not exchange rows 3 and 4 in Figure 3 , since this would increase the lower bandwidth.
Algorithm HC (symmetric)
Similarly, while making row interchanges to reduce the number of critical lower entries, we seek to exchange a row i containing a critical lower entry with another row so that the number of critical lower entries is reduced by one while the upper bandwidth is not increased. The row hill-climbing algorithm is outlined in Figure 7 . Column hill climbing is analogous, using column interchanges to first reduce the upper bandwidth as much as possible and then to reduce the lower bandwidth as much as possible.
One complete iteration of our hill-climbing algorithm for unsymmetric matrices consists of row hill climbing followed by column hill climbing. We continue until a complete iteration fails to reduce one of the bandwidths or the total number of critical entries. This is illustrated in Figure 8 .
Node centroid ordering.
The hill-climbing algorithm of the previous section is essentially a local search and is very dependent on the initial order that it is given. To generate other initial orderings, Lim, Rodrigues, and Xiao [10] propose an algorithm that they call "node-centroid." For the graph of a symmetric matrix, they define N λ (i) to be the set of neighbors j of node i for which the distance |i − j| is at least λb, where b is the semibandwidth and λ ≤ 1 is a parameter for which they recommend a value of 0.95. They refer to such neighbors as λ-critical. w(i) is then defined as the average node index over i∪N λ (i), and the nodes are ordered by increas-
Algorithm HC (row). rows: do
Form the set V u of rows that contain a critical upper entry do until V u is empty if there are rows u ∈ V u and v / ∈ V u such that swapping leaves both noncritical and does not increase the lower bandwidth then swap u and v and remove u from V u else exit rows end if end do end do rows cols: do Form the set V l of columns that contain a critical lower entry do until V l is empty if there are columns u ∈ V u and v / ∈ V u such that swapping leaves both noncritical and does not increase the upper bandwidth then swap u and v and remove u from V l else exit cols end if end do end do cols ing w(i). This will tend to move a row with a λ-critical entry in the lower triangle but no λ-critical entry in the upper triangle forward; hopefully, its new leading entry will be nearer the diagonal than the old one was, and its trailing entry will not have moved out so much that it becomes critical. Similar arguments apply to a row with a λ-critical entry in the upper triangle but no λ-critical entry in the lower triangle, which will tend to be moved back. The algorithm is outlined in Figure 9 .
Lim, Rodrigues, and Xiao [10] apply a sequence of major steps, each of which consists of two iterations of node centroid ordering followed by one iteration of hill climbing, as illustrated in Figure 10 . The decision to perform hill climbing after two steps of the node-centroid algorithm was taken on the basis of numerical experimentation. Using a Cuthill-McKee-type initial ordering with a random starting node, Lim, Rodrigues, and Xiao [10] report encouraging results for the DWT set of symmetric problems from the Harwell-Boeing Sparse Matrix Collection [4] .
We have adapted this idea to the unsymmetric case by again alternating between permuting the rows while the column permutation is fixed and permuting the columns
end do sort entries of w into increasing order reorder nodes in accord with the sorted sequence. Algorithm NCHC (symmetric). choose an initial ordering do while semibandwidth is reduced call NC(symmetric) call NC(symmetric) call HC(symmetric) end do while the row permutation is fixed. Suppose that the lower bandwidth is l and the upper bandwidth is u. While permuting the rows, only the leading and trailing entries of the rows are relevant, since they will still have these properties after the row permutation. If the leading or trailing entry of row i is λ-critical, it is desirable to move the row. If its leading entry is in column l i and its trailing entry is in column u i , the gap between the upper band and the trailing entry is u + i − u i , and the gap between the lower band and the leading entry is l i − (i − l) = l i − i + l. If we move the row forward to become row i + δ, the gaps become u + i + δ − u i and l i − i − δ + l. If l > u, it would seem desirable to make the gap at the trailing end greater than the gap at the leading end. We choose a parameter α > 1 and aim for the gap at the trailing end to be α times greater than the gap at the leading end; that is,
Similar calculations for l = u and l < u lead us to conclude that a desirable position for the row is given by the equation
if l < u.
For other rows, we set w(i) = i. We sort the rows in increasing order of w(i), i = 1, 2, . . . , n. This is summarized in Figure 11 . In our numerical experiments (see section 9), we found that a suitable value for α is 2.
Algorithm NC (row). choose λ ≤ 1 and α > 1.
end do sort entries of w into increasing order reorder rows in accord with the sorted sequence. Similar considerations apply to ordering the columns of the matrix with the row order fixed. We apply a sequence of major steps, each consisting of two iterations of the node-centroid row ordering followed by row hill climbing, then two iterations of the node-centroid column ordering followed by column hill climbing. We continue until the total bandwidth ceases to decrease. This is illustrated in Figure 12 . We found in our numerical experiments that it is sufficient to limit the number of cycles of the do loop to 10. 
Algorithm NCHC (unsymmetric

Relaxed double ordering.
Before presenting numerical results for our proposed algorithm, in this section we briefly discuss the recently published algorithm of Baumann, Fleischmann, and Mutzbauer [1] for reducing the bandwidth of an unsymmetric matrix. The sparsity pattern of the matrix is represented by a (0,1)-matrix, that is, a matrix which is the same as the original matrix except that each nonzero entry is replaced by 1. Each row and column of the (0,1)-matrix then defines a binary number. The algorithm proceeds by alternating between ordering the rows in decreasing order and ordering the columns in decreasing order. The authors [1] show that this converges to a limit and call it a "double ordering." Following reverse CuthillMcKee, they reverse the converged ordering. Since only the leading entries of the rows or columns affect the bandwidths and profiles, we have implemented an efficient variant in which no attempt is made to order the rows or columns with the same leading entry. We call this a relaxed double ordering (RDO). Results for the RDO algorithm are included in section 9.
Unfortunately, there are huge numbers of double orderings, and Baumann, Fleischmann, and Mutzbauer [1] have no strategy for choosing a good one. For example, a Cuthill-McKee ordering produces a relaxed double ordering regardless of the starting node, since the leading entries of the rows (or columns) form a monotonic sequence. There is scope for the double ordering to reduce the profile of an RCM ordering, but our experience is that the improvement is slight and is often at the expense of the bandwidths (see section 9.2).
Numerical experiments.
In this section, we first describe the problems that we use for testing the algorithms discussed in this paper and then present numerical results. 
Test problems.
The test problems are listed in Table 9 .1. Each arises from a real engineering or industrial application. Problems marked with a † are chemical process engineering problems that were supplied to us by Mark Stadtherr of the University of Notre Dame. The remaining problems are available through the University of Florida Sparse Matrix Collection [3] . Most of the test problems were chosen on the grounds of being highly unsymmetric, because working with the symmetrized matrix A + A T will be satisfactory for near-symmetric matrices. We include two (nearly) symmetric matrices to illustrate this. We have chosen problems of different sizes since, in our experience, for some users it is not just the very large problems that are important: In their applications they must repeatedly factorize and solve many small or medium-sized problems efficiently, and so spending time and effort on getting a good ordering is essential. In Table 9 .2, we give details of the block triangular form for each of our test matrices. We note that 4cols, 10cols, fidapm11, g7jac200sc, jan99jac020sc, mark3jac140, and Zhao2 are irreducible, while a number of problems (including rdist1 and circuit 3) have only one block of order greater than 1. Most of the remaining problems have fewer than 10 blocks of order greater than 1. As expected, the matrix A kk A T kk contains many more entries than A kk . We also note that, for the reducible examples, the symmetry index of A kk is usually larger than that of the original matrix.
Test results.
We first present results for applying the HSL [8] implementation of the RCM algorithm (MC60) to the following matrices: (i) A + A T ; (ii) B + B T , where B = P A is the permuted matrix after employing the HSL routine MC21 to put entries on the diagonal; (iii) AA T ; (iv) the matrixÂ given by (4.1); and (iv) Unsymmetric RCM code (this is column 8, which is headed A). The total bandwidth for each ordering and for the initial ordering is given in Table 9 .3. Results are also given for the RDO algorithm (section 8). A blank entry in the B + B T column indicates that the matrix A has no zeros on the diagonal, and in these cases, MC21 is not applied. We see that for some problems applying MC21 prior to the reordering with RCM can significantly reduce the bandwidths, but narrower bandwidths are achieved by working with either the row graph (AA T ) or the bipartite graph (Â) or using the unsymmetric RCM. For many of our test examples, the RDO orderings are poorer. However, they are often a significant improvement on the initial ordering, and for a small number of problems (notably radfr1a and rdist1) RDO produces good orderings. Table 9 .4 shows the effect of applying the ordering algorithms to the diagonal blocks of the block triangular form (2.2). As already noted, the construction of the block triangular form ensures that there are no zeros on the diagonal, so we do not preorder using MC21. Apart from this, the algorithms featured in Table 9 .3 are featured here too. We also show results for the hill-climbing algorithm (HC) and hillclimbing plus the node-centroid algorithm (NCHC). For the node-centroid algorithm we have experimented with using values of λ in the range [0. 8, 1] and values of α in the range [1.5, 2.5]. Our experience was that the bandwidths were not very sensitive to the precise choice of λ, and for most examples 0.85 gave results that were within three percent of the best. For α, we found that a value of 2 gave slightly narrower bandwidths than either 1.5 or 2.5. We therefore used λ = 0.85 and α = 2.
In Table 9 .4 we have highlighted the narrowest bandwidths and those within three percent of the narrowest. As expected, the larger symmetry index for the diagonal blocks of the block triangular form results in an improvement in the performance of RCM applied to A + A T , but it is still better to use the other RCM variants. There appears to be little to choose between RCM applied to the row graph, RCM applied to the bipartite graph, and our Unsymmetric RCM algorithm; for some of the examples, each produces the narrowest total bandwidth. In general, combining hill-climbing with the node-centroid algorithm is better than using hill-climbing alone, but this is not guaranteed. For a small number of problems (including pol large and rdist1), the NCHC ordering has the smallest total bandwidth, but for many of the test examples it gives results that are significantly poorer than the RCM variants.
To see whether RDO can be successfully used to refine our RCM orderings, we have experimented with running RDO after RCM applied to AA T ; the results are in parentheses in Table 9 .4 in the column headed AA T (+RDO). For a number of problems (including poli large) the bandwidth is reduced, but for others the results are much worse (for example, 4cols and bayer01). Indeed, using RDO after RCM can be worse than using RDO on the original ordering (for example, jan99jac020s and rdist1). This illustrates that RDO is extremely sensitive to the initial ordering, and our findings lead us not to recommend its use.
In Table 9 .5, we present results for applying the different RCM variants to the block triangular form, followed by applying either hill climbing alone (denoted by RCM + HC) or the node-centroid algorithm plus hill climbing (denoted by RCM + NCHC). Again, the narrowest total bandwidths (and those within three percent of the narrowest) are highlighted. Comparing the results in columns 2-5 of Table 9 .5 with the corresponding results in Table 9 .4, we see that hill climbing (which never increases the total bandwidth) can significantly improve the RCM orderings. However, Table 9 . 6 The best and worse total bandwidths using the given ordering and nine random permutations.
looking also at columns 6-9, it is clear that for all problems except fidapm11 and Zhao2 (the two nearly symmetric problems), the smallest bandwidths are achieved by using RCM + NCHC. For problems with an unsymmetric sparsity structure, the largest improvements resulting from using the node-centroid algorithm are to the orderings obtained using RCM applied to A + A T ; for some problems (including the bayer examples and lhr71c) the reductions resulting from including the nodecentroid algorithm are more than 30 percent. However, for many of our unsymmetric examples, one of the other variants generally produces orderings with a smaller total bandwidth.
Finally, we note that for a small number of problems, none of our proposed algorithms was successful in significantly reducing the bandwidth. In particular, we were not able to reorder the problems g7jac200sc, jan99jac020s, mark3jac140, and sinc15 to have a small bandwidth. We are not able to predict a priori which problems we are able to reorder to have a small bandwidth using our algorithms.
9.
3. The effect of random initial permutations. Finally, we tried applying the algorithms after applying random row and column permutations to the given matrix ordering. The results are shown in Table 9 .6. It is indeed the case that better total bandwidths can often be found in this way, which points the way towards finding better algorithms. Meanwhile, if many problems with the same structure are to be solved (so that the cost of reordering may be amortized over the repeated factorizations), it may be worthwhile to perform such random permutations and take the best resulting ordering. The conclusion that we drew from Table 9 .5, that there is little to help us choose between the algorithms of the final three columns, is true here too.
Concluding remarks.
We have considered algorithms for reducing the lower and upper bandwidths l and u of an unsymmetric matrix A, focusing on the total bandwidth, which we have defined as l + u + min(l, u), because this is relevant for the storage and work when sets of banded linear equations are solved by Gaussian elimination.
The least satisfactory results came from working with the lexicographical method of Baumann, Fleischmann, and Mutzbauer [1] and with the pattern of A + A T , although for unsymmetrically structured matrices the use of the unsymmetric nodecentroid algorithm plus hill climbing dramatically improved the results of applying the reverse Cuthill-McKee ordering to A + A T . For the majority of our test problems, we achieved good results by applying the RCM algorithm to the matrices AA T (whose graph is the row graph) and
(whose graph is the bipartite graph). Our unsymmetric variant of RCM gave comparable results. The results were improved by preordering A to block triangular form and applying one of these three RCM-based algorithms to the blocks on the diagonal. The rest of the matrix is used unaltered. The bandwidths were further reduced using our unsymmetric node-centroid and hillclimbing algorithms.
In general, the time taken to reorder an unsymmetric matrix using our algorithms is significantly less than the time required to subsequently factorize the matrix. However, since the codes used to generate the numerical results presented in this paper are prototypes, we have not reported the reordering times. In the future, we plan to include carefully designed efficient implementations of our new algorithms within the mathematical software library HSL [8] .
