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1 Introduction
It is well known that the Virasoro algebra plays an important role in many areas of
theoretical physics and mathematics, which occures in the investigation of conformal field
theory and has a C-basis {Ln, c |n ∈ Z} with the nontrivial relations [Ln, Lm] = (m−n)Ln+m.
It can be regarded as the complexification of the Lie algebra of polynomial vector fields on
a circle, and also as the Lie algebra of derivations of the ring C[z, z−1]. The centerless
Virasoro algebra admits many kinds of extensions, one of these is the Schro¨dinger-Virasoro
type Lie algebras (see [7–9]), firstly introduced in [2] in the context of non-equilibrium
statistical physics during the process of investigating the free Schro¨dinger equations and
closely related to the Schro¨dinger algebra and the Virasoro algebra. Recently the vertex
algebra representations, Lie bialgebra structures, irreducible weight modules with finite-
dimensional weight spaces and also Wittaker modules of the Schro¨dinger-Witt Lie algebras
were extensively investigated in [10–12, 16]. The generalization of the Schro¨dinger-Virasoro
Lie algebras was introduced in [15], whose automorphism groups and Verma modules were
described therein.
For any λ, µ ∈ C, [9] introduced a family of infinite-dimensional Lie algebras called twisted
deformative Schro¨dinger-Virasoro Lie algebras, admitting C-basis {Ln, Yn,Mn |n ∈ Z} and
the following Lie brackets
[Ln, Lm] = (m− n)Ln+m,
[Ln, Ym] = (m−
λ+ 1
2
n + µ)Yn+m, [Yn, Ym] = (m− n)Mn+m,
[Ln,Mm] = (m− λn + 2µ)Mn+m, [Yn,Mm] = [Mn,Mm] = 0.
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We denote this Lie algebra by L , which is Z-graded with
L =
⊕
n∈Z
CLn, Ln = CLn ⊕ CYn ⊕ CMn, [Ln,Lm] ⊆ Ln+m.
For convenience we introduce the following notations
L =
∑
n∈Z
CLn, Y =
∑
n∈Z
CYn, M =
∑
n∈Z
CMn.
Then L is the centerless Virasoro algebra, I = Y ⊕M is the unique maximal ideal of L
and M is the center of I.
It is well known that the determination of derivations and automorphisms plays an im-
portant part in the investigation of the structure and representation of the relevant Lie
algebras. Many references (see [1, 3–6, 9, 17, 18]) have focused on derivations and automor-
phisms of different Lie algebra backgrounds.
Note that if µ ∈ Z, then {Ln, Yn−µ,Mn−2µ} is a basis of L . Hence one can assume µ = 0 if
µ ∈ Z. Especially, for the case λ = µ = 0, L is nothing but the twisted Schro¨dinger-Virasoro
algebra, whose derivations and automorphisms were determined in [13]. If µ ∈ 1
2
+ Z, one
can assume µ = 1
2
by shifting basis, in which case the derivations were investigated in [14]
and automorphisms for the special case λ = 0 were determined in [15]. Furthermore, for
the case µ = 1
2
and λ 6= 0, one can obtain the corresponding results on automorphisms by
following the proof of Theorem 3.2 in [15]. Thus, in this paper we always make the following
assumptions on µ and λ
µ /∈
1
2
+ Z, µ = 0 and λ 6= 0 if µ ∈ Z. (1.1)
In the following two sections, we shall determine the derivation algebra (see Theorem
2.5) and the automorphism group (see Theorem 3.4) of L under the assumptions made in
(1.1).
2 Derivation algebra of L
A linear map d : L → L is called a derivation of L , if d
(
[x, y]
)
= [d(x), y] + [x, d(y)]
holds for any x, y ∈ L . For any fixed z ∈ L , the linear map adz : L → L is called an
inner derivation if adz(x) = [z, x] for any x ∈ L . Denote by DerL and adL respectively
the vector spaces of all derivations and inner derivations. Then the first homological group
H1(L ,L ) ∼= DerL /adL .
Firstly, we give the following description of DerL .
Lemma 2.1 DerL = (DerL )0 + adL , where
(DerL )0 = {d ∈ DerL | d(Ln) ⊆ Ln, ∀n ∈ Z}.
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Proof By Proposition 1.2 of [1], we need two steps to complete the proof of this lemma.
Step 1 For any n 6= 0, if d ∈ H1(L0,Ln), then d ∈ adL .
Since Ln = CLn⊕CYn⊕CMn for all n ∈ Z, one can assume d(X0) = e
X
1 Ln+ e
X
2 Yn+ e
X
3 Mn
for some eXi ∈ C, i = 1, 2, 3, X ∈ {L, Y,M}. Applying d to [L0, Y0] = µY0, [L0,M0] = 2µM0
and [Y0,M0] = 0 respectively, we obtain
(n− µ)eY1 = (µ−
1+λ
2
n)eL1 + ne
Y
2 = ne
L
2 − (n+ µ)e
Y
3 = 0,
(n− 2µ)eM1 = (n− µ)e
M
2 = (2µ− λn)e
L
1 − ne
M
3 = 0,
(2µ− λn)eY1 + ne
M
2 = (µ−
1+λ
2
n)eM1 = 0,
which combined with (1.1) give
eY1 = e
M
1 = e
M
2 = 0, e
Y
2 =
λ− 2µ+ 1
2n
eL1 , e
Y
3 =
n
n + µ
eL2 , e
M
3 =
2µ− λn
n
eL1 .
Hence, denoting α = 1
n
eL1Ln +
1
n+µ
eL2 Yn +
1
n+2µ
eL3Mn, we obtain d(X0) = [X0, α] for any
X ∈ {L, Y,M}.
Step 2 For any n 6= m, if f ∈ HomL0(Ln,Lm), then f = 0.
Assume that f(Xn) = c
X
1 Lm+c
X
2 Ym+c
X
3 Mm for some c
X
i ∈ C withX ∈ {L, Y,M}, i = 1, 2, 3.
Applying f to both sides of the following three identities
[L0, Ln] = nLn, [L0, Yn] = (n+ µ)Yn, [L0,Mn] = (n+ 2µ)Mn,
and comparing the coefficients of Lm, Ym and Mm respectively, we have
(m− n)cL1 = (m− n + µ)c
L
2 = (m− n+ 2µ)c
L
3 = 0,
(m− n− µ)cY1 = (m− n)c
Y
2 = (m− n + µ)c
Y
3 = 0,
(m− n− 2µ)cM1 = (m− n− µ)c
M
2 = (n+ 2µ)c
M
3 = 0.
Note that µ satisfies (1.1), one can deduce cXi = 0, X ∈ {L, Y,M}, i = 1, 2, 3. Thus f = 0.
Let d ∈ (DerL )0. For n ∈ Z and X ∈ {L, Y,M}, one can assume
d(Xn) = f
X
1 (n)Ln + f
X
2 (n)Yn + f
X
3 (n)Mn for some f
X
i (n) ∈ C, i = 1, 2, 3.
Lemma 2.2 For any n ∈ Z and some a, b, c, c¯, e, e¯ ∈ C, one can assume
(1) fL1 (n) = an.
(2) fL2 (n) =
{
e
2µ
(
2µ− (λ+ 1)n
)
if µ /∈ Z,
bn(1 − δλ,−1) if µ = 0.
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(3) If µ /∈ Z, then fL3 (n) =
e¯
2µ
(2µ− λn).
(4) If µ = 0, then
fL3 (n) =

c
6
(n3 − n)− c¯
3
(n3 − 4n) if λ = −2,
c
2
(n2 − n)− c¯(n2 − 2n) if λ = −1,
c¯n if λ /∈ {−2, 0,−1}.
Proof (1) Applying d to [Ln, Lm] = (m− n)Lm+n and comparing the coefficients of Lm+n,
we have (m− n)
(
fL1 (m+ n)− f
L
1 (m)− f
L
1 (n)
)
= 0, which gives
fL1 (m+ n) = f
L
1 (m) + f
L
1 (n) if m 6= n. (2.1)
Taking n = 0 in (2.1), we have fL1 (0) = 0. Applying (2.1), one can deduce
fL1 (2n) = f
L
1 (3n) + f
L
1 (−n) = f
L
1 (2n) + f
L
1 (n) + f
L
1 (−2n) + f
L
1 (n) = 2f
L
1 (n),
which together with (2.1) gives fL1 (m + n) = f
L
1 (m) + f
L
1 (n) for all m, n ∈ Z. Thus
fL1 (n) = f
L
1 (n− 1) + f
L
1 (1). Hence, by induction on n, one can deduce f
L
1 (n) = nf
L
1 (1) for
all n ∈ Z.
(2) Applying d to [Ln, Lm] = (m− n)Lm+n and comparing the coefficients of Ym+n, one
has(
2m− (λ+ 1)n+ 2µ)fL2 (m)−
(
2n− (λ+ 1)m+ 2µ
)
fL2 (n) = 2(m− n)f
L
2 (m+ n). (2.2)
Case 1 µ /∈ Z.
Setting n = 0 in (2.2), we obtain 2µfL2 (m) =
(
2µ − (λ + 1)m
)
fL2 (0), which gives f
L
2 (m) =
1
2µ
(
2µ− (λ+ 1)m
)
fL2 (0) for all m ∈ Z.
Case 2 µ = 0.
Taking µ = 0 in (2.2), we have(
2m− (λ+ 1)n
)
fL2 (m)−
(
2n− (λ+ 1)m
)
fL2 (n) = 2(m− n)f
L
2 (m+ n). (2.3)
Taking n = 1, 2 in (2.3), we obtain
2(m− 1)fL2 (m+ 1) = (2m− λ− 1)f
L
2 (m)−
(
2− (λ+ 1)m
)
fL2 (1), (2.4)
2(m− 2)fL2 (m+ 2) = 2(m− λ− 1)f
L
2 (m)−
(
4− (λ+ 1)m
)
fL2 (2). (2.5)
Taking n = 1 and replacing m by m+ 1 in (2.3), one can deduce
(2m− λ+ 1)fL2 (m+ 1)−
(
2− (λ+ 1)(m+ 1)
)
fL2 (1) = 2mf
L
2 (m+ 2). (2.6)
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Multiplying (2.6) by 2(m− 1)(m− 2), then using (2.4) and (2.5), we obtain
(λ− 1)
(
2λ− (5 + λ)m+ 2
)
fL2 (m)
= m(m− 2)
(
4(1 + λ)m− λ2 − 7
)
fL2 (1) + 2m(m− 1)
(
4− (λ+ 1)m
)
fL2 (2). (2.7)
Applying d to [Ln, Ym] = (m −
λ+1
2
n)Ym+n and comparing the coefficients of Mm+n, we
have
2(m− n)fL2 (n) + 2(m− λn)f
Y
3 (m)− (2m− (1 + λ)n)f
Y
3 (n+m) = 0. (2.8)
Setting m = 0 in (2.8), we obtain
(1 + λ)nfY3 (n) = 2nf
L
2 (n) + 2λnf
Y
3 (0). (2.9)
Replacing n by −n, m by n in (2.8), one has
(λ+ 3)nfY3 (0) = 2(1 + λ)nf
Y
3 (n) + 4nf
L
2 (−n). (2.10)
Multiplying (2.9) by (λ+ 3) and using (2.10), we obtain
3(1− λ2)nfY3 (n) = 2(λ+ 3)nf
L
2 (n) + 8λnf
L
2 (−n). (2.11)
Taking n = 1, 2 in (2.11) respectively, one has
3(1− λ2)fY3 (1) = 2(λ+ 3)f
L
2 (1) + 8λf
L
2 (−1), (2.12)
3(1− λ2)fY3 (2) = 2(λ+ 3)f
L
2 (2) + 8λf
L
2 (−2). (2.13)
Furthermore, setting n = m = 1 in (2.8), we obtain
(1− λ)
(
fY3 (2)− 2f
Y
3 (1)
)
= 0. (2.14)
Multiplying (2.14) by 3(1 + λ), using (2.12) and (2.13), one can deduce
(λ+ 3)
(
fL2 (2)− 2f
L
2 (1)
)
+ 4λ
(
fL2 (−2)− 2f
L
2 (−1)
)
= 0. (2.15)
Subcase 1 λ = −5.
Taking λ = −5 in (2.7), one has
fL2 (m) =
1
6
m(m− 1)(m+ 1)fL2 (2)−
1
3
m(m− 2)(m+ 2)fL2 (1). (2.16)
Taking m = −1,−2 in (2.16), we obtain fL2 (−1) = −f
L
2 (1) and f
L
2 (−2) = −f
L
2 (2). Then
(2.15) gives fL2 (2) = 2f
L
2 (1), which together with (2.16), admits f
L
2 (m) = mf
L
2 (1) for all
m ∈ Z.
5
Subcase 2 λ = −3.
Taking λ = −3 in (2.7), one has
2(m+ 2)fL2 (m) = m(m+ 2)(m− 1)f
L
2 (2)− 2m(m+ 2)(m− 2)f
L
2 (1), (2.17)
which gives
fL2 (m) =
1
2
m(m− 1)fL2 (2)−m(m− 2)f
L
2 (1) if m 6= −2. (2.18)
Setting λ = −3, m = 1 and n = −2 in (2.3), we have
fL2 (−2) = f
L
2 (1) + 3f
L
2 (−1). (2.19)
Furthermore, taking m = −1 in (2.18), one has
fL2 (−1) = f
L
2 (2)− 3f
L
2 (1). (2.20)
Applying this by substituting for the second term of the right-hand side in (2.19), we have
fL2 (−2) = 3f
L
2 (2)− 8f
L
2 (1). (2.21)
Thus (2.18) holds for all m ∈ Z. Taking λ = −3 in (2.15), then using (2.20) and (2.21), one
can deduce fL2 (2) = 2f
L
2 (1). Thus (2.18) gives f
L
2 (m) = mf
L
2 (1) for all m ∈ Z.
Subcase 3 λ = −1.
Letting λ = −1 in (2.7) gives
fL2 (m) = (m− 1)f
L
2 (2)− (m− 2)f
L
2 (1) if m 6= 0. (2.22)
Taking m = −1 in (2.22), we have
fL2 (−1) = −2f
L
2 (2) + 3f
L
2 (1). (2.23)
Furthermore, letting λ = −1, m = 1, n = −1 in (2.3), we have fL2 (1) + f
L
2 (−1) = 2f
L
2 (0).
Using this in (2.23), one has fL2 (0) = −f
L
2 (2) + 2f
L
2 (1). Thus (2.22) holds for all m ∈ Z.
Taking m = −2 in (2.22), we obtain
fL2 (−2) = −3f
L
2 (2) + 4f
L
2 (1). (2.24)
Taking λ = −1 in (2.15), then using (2.23) and (2.24), one can deduce fL2 (2) = 2f
L
2 (1).
Thus (2.22) gives fL2 (m) = mf
L
2 (1) for all m ∈ Z. Taking λ = −1 in (2.12) and using
fL2 (−1) = −f
L
2 (1), one can deduce f
L
2 (1) = 0. Thus f
L
2 (n) = 0 for all n ∈ Z.
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Subcase 4 λ = 1.
Letting λ = 1 in (2.3), we obtain (m − n)
(
fL2 (m + n) − f
L
2 (n) − f
L
2 (m)
)
= 0. Utilizing the
similar technique to that of (1), one can deduce fL2 (m) = mf
L
2 (1) for all m ∈ Z.
Subcase 5 λ /∈ {−5,−3,±1}.
Taking n = 0 in (2.3), we have (λ + 1)mfL2 (0) = 0 for all m ∈ Z. This forces f
L
2 (0) = 0.
Using this and replacing n by −m in (2.3), we obtain (λ+ 3)
(
fL2 (m) + f
L
2 (−m)
)
= 0. Thus
fL2 (m) = −f
L
2 (−m) for all m ∈ Z since λ 6= −3. Thus
fL2 (1) = −f
L
2 (−1), f
L
2 (2) = −f
L
2 (−2). (2.25)
Taking n = 2 in (2.3), we have
2(m− λ− 1)fL2 (m)−
(
4− (λ+ 1)m
)
fL2 (2) = 2(m− 2)f
L
2 (m+ 2). (2.26)
Replacing m by m+ 2, n by −2 in (2.3) and using (2.25), we have
2(m+ λ+ 3)fL2 (m+ 2)−
(
4 + (λ+ 1)(m+ 2)
)
fL2 (2) = 2(m+ 4)f
L
2 (m). (2.27)
Using (2.26) and (2.27), one can deduce (λ + 5)(λ − 1)
(
2fL2 (m) − mf
L
2 (2)
)
= 0, which
gives fL2 (m) =
1
2
fL2 (2)m. Taking m = 2, n = −1 in (2.3) and using (2.25), we can deduce
fL2 (2) = 2f
L
2 (1). Thus f
L
2 (m) = mf
L
2 (1) for all m ∈ Z. We have completed the proof of (2).
Next we begin the proof of (3) and (4) of this lemma. Applying d to [Ln, Lm] = (m −
n)Lm+n, then comparing the coefficients of Mm+n, one has
(m− λn + 2µ)fL3 (m)− (n− λm+ 2µ)f
L
3 (n) = (m− n)f
L
3 (m+ n). (2.28)
(3) If µ /∈ Z, then taking n = 0 in (2.28), we have 2µfL3 (m) = (2µ − λm)f
L
3 (0), which
gives
fL3 (m) =
1
2µ
(2µ− λm)fL3 (0).
(4) Taking µ = 0 in (2.28), we have
(m− λn)fL3 (m)− (n− λm)f
L
3 (n) = (m− n)f
L
3 (m+ n). (2.29)
Taking n = 1, 2 in (2.29), we have
(m− λ)fL3 (m)− (1− λm)f
L
3 (1) = (m− 1)f
L
3 (m+ 1), (2.30)
(m− 2λ)fL3 (m)− (2− λm)f
L
3 (2) = (m− 2)f
L
3 (m+ 2). (2.31)
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Setting n = 1 and replacing m by m+ 1 in (2.29), one can deduce
(m+ 1− λ)fL3 (m+ 1)−
(
1− λ(m+ 1)
)
fL3 (1) = mf
L
3 (m+ 2). (2.32)
Thus the three equations (2.30)–(2.32) imply
(λ− 1)
(
(λ+ 2)m− 2λ
)
fL3 (m)
= m(m− 2)(2− λ+ λ2 − 2λm)fL3 (1)−m(m− 1)(2− λm)f
L
3 (2). (2.33)
Case 1 λ = −2.
Setting λ = −2 in (2.33), one has
fL3 (m) =
1
6
m(m+ 1)(m− 1)fL3 (2)−
1
3
m(m− 2)(m+ 2)fL3 (1), ∀ m ∈ Z.
Case 2 λ = −1.
In this case (2.33) gives
fL3 (m) =
1
2
m(m− 1)fL3 (2)−m(m− 2)f
L
3 (1) for m 6= −2. (2.34)
Taking λ = −1, m = −2 and n = 1 in (2.29), one has
fL3 (−2) = 3f
L
3 (−1) + f
L
3 (1). (2.35)
Setting m = −1 in (2.34), we have fL3 (−1) = f
L
3 (2)−3f
L
3 (1). Using this in (2.35), we obtain
fL3 (−2) = 3f
L
3 (2)− 8f
L
3 (1). Thus (2.34) holds for all m ∈ Z.
Case 3 λ = 1.
In this case (2.29) gives (m − n)
(
fL3 (m + n) − f
L
3 (m) − f
L
3 (n)
)
= 0. Using the similar
discussions to the proof of (1), we have fL3 (m) = mf
L
3 (1) for all m ∈ Z.
Case 4 λ /∈ {−2,±1, 0}.
Letting n = 1 in (2.29), we have
(m− λ)fL3 (m)− (1− λm)f
L
3 (1) = (m− 1)f
L
3 (m+ 1). (2.36)
Replacing m by m+ 1, n by −1 in (2.29), we obtain
(m+ 1 + λ)fL3 (m+ 1) +
(
1 + λ(m+ 1)
)
fL3 (−1) = (m+ 2)f
L
3 (m). (2.37)
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Thus, using (2.36) and (2.37), one can deduce
(1− λ)(2 + λ)fL3 (m) = (1− λm)(m+ 1+ λ)f
L
3 (1)− (m− 1)
(
λ(m+ 1) + 1
)
fL3 (−1). (2.38)
Taking m = −1 in (2.38), we have λ(1 + λ)
(
fL3 (1) + f
L
3 (−1)
)
= 0, which forces fL3 (1) =
−fL3 (−1). Then (2.38) gives (1 − λ)(λ + 2)
(
fL3 (m) −mf
L
3 (1)
)
= 0. Thus fL3 (m) = mf
L
3 (1)
for all m ∈ Z.
Hence denoted by fL1 (1) = a, f
L
2 (1) = b, f
L
2 (0) = e, f
L
3 (0) = e¯, f
L
3 (2) = c and f
L
3 (1) = c¯,
the lemma follows. 
Lemma 2.3 Define a, b and e as those given in Lemma 2.2. For any n ∈ Z and some
a¯, bˆ, b¯ ∈ C, we have
(1) fY1 (n) = 0.
(2) fY2 (n) = an+ a¯.
(3) If µ /∈ Z, then fY3 (n) = −
e
µ
n.
(4) If µ = 0, then
fY3 (n) =

bˆn if λ = −1,
bn + b¯ if λ = 1,
2b
1+λ
n if λ 6= ±1.
Proof (1) Applying d to [Ln, Ym] = (m−
1+λ
2
n+µ)Ym+n and comparing the coefficients of
Lm+n, we have
2(m− n)fY1 (m)−
(
2m− (1 + λ)n+ 2µ
)
fY1 (n +m) = 0. (2.39)
Case 1 µ /∈ Z.
Setting n = 0 in (2.39), we have µfY1 (m) = 0, which gives f
Y
1 (m) = 0 for all m ∈ Z.
Case 2 µ = 0.
In this case (2.39) gives
2(m− n)fY1 (m)−
(
2m− (1 + λ)n
)
fY1 (n+m) = 0. (2.40)
Setting m = 0 in (2.40), we have
(1 + λ)nfY1 (n) = 2nf
Y
1 (0). (2.41)
Subcase 1 λ 6= ±1.
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By (2.41), we have
nfY1 (n) =
2
1 + λ
nfY1 (0), ∀ n ∈ Z. (2.42)
Multiplying (2.40) by m(n+m) and using (2.42), we deduce (λ−1)mn(m+n)fY1 (0) = 0 for
all m, n ∈ Z, since λ 6= 1, which forces fY1 (0) = 0. Using this in (2.42), we obtain f
Y
1 (n) = 0
for all n ∈ Z.
Subcase 2 λ = −1.
Setting λ = −1 in (2.40), we have
(m− n)fY1 (m)−mf
Y
1 (n +m) = 0. (2.43)
Replacing n by −m in (2.43), we have fY1 (m) =
1
2
fY1 (0) for m 6= 0. Furthermore, letting
λ = −1 in (2.41), we have nfY1 (0) = 0 for all n ∈ Z, which forces f
Y
1 (0) = 0. Thus f
Y
1 (m) = 0
for all m ∈ Z.
Subcase 3 λ = 1.
Letting λ = 1 in (2.40), we have
(m− n)
(
fY1 (m)− f
Y
1 (n+m)
)
= 0. (2.44)
Setting m = 0 in (2.44), we obtain n
(
fY1 (n)− f
Y
1 (0)
)
= 0, which gives
fY1 (n) = f
Y
1 (0), ∀ n ∈ Z. (2.45)
Applying d to [Y2,M3] = 0 and comparing the coefficients of M5, we have
fM2 (3) = −f
Y
1 (2) = −f
Y
1 (0). (2.46)
Furthermore, applying d to [Y1, Y2] = M3 and comparing the coefficients, we have f
M
2 (3) =
fY1 (1) + f
Y
1 (2). This together with (2.45) and (2.46) gives f
Y
1 (0) = 0. Thus f
Y
1 (n) = 0 for
all n ∈ Z.
(2) From Lemma 2.2, we have fL1 (n) = an for some a ∈ C. Thus applying d to
[Ln, Ym] = (m−
1+λ
2
n + µ)Ym+n and comparing the coefficient of Ym+n, we have
(2m− (1 + λ)n+ 2µ)
(
fY2 (m)− f
Y
2 (n+m) + an
)
= 0. (2.47)
Case 1 λ = −1.
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In this case (2.47) gives
(m+ µ)
(
fY2 (m)− f
Y
2 (n +m) + an
)
= 0. (2.48)
Recalling that µ satisfies (1.1), taking m = 1 and replacing n by n− 1 in (2.48), we obtain
fY2 (n) = a(n− 1) + f
Y
2 (1), ∀n ∈ Z. (2.49)
Taking n = 0 in (2.49), we obtain fY2 (1) = f
Y
2 (0)+ a. Thus (2.49) gives f
Y
2 (n) = an+ f
Y
2 (0)
for all n ∈ Z.
Case 2 λ 6= −1.
If µ = 0, then setting m = 0 in (2.47), we obtain (1 + λ)n
(
fY2 (0)− f
Y
2 (n) + an
)
= 0, which
gives fY2 (n) = an + f
Y
2 (0) for all n ∈ Z.
Suppose µ /∈ Z. Replacing n by −m in (2.47), we obtain(
(3 + λ)m+ 2µ)
(
fY2 (m)− am− f
Y
2 (0)
)
= 0. (2.50)
If (3 + λ)m+ 2µ 6= 0 for all m ∈ Z, then (2.50) gives fY2 (m) = am+ f
Y
2 (0).
If (3 + λ)m′ + 2µ = 0 for some m′ ∈ Z, then replacing m by m′ + 1 in (2.50), we have
(3 + λ)
(
fY2 (m
′ + 1)− a(m′ + 1)− fY2 (0)
)
= 0. (2.51)
It is obvious that λ 6= −3, otherwise µ = 0. Thus (2.51) gives
fY2 (m
′ + 1) = a(m′ + 1) + fY2 (0). (2.52)
Choosing n = 1 and replacing m by m′ in (2.47), we obtain
(2µ− λ+ 2m′ − 1)
(
a+ fY2 (m
′)− fY2 (m
′ + 1)
)
= 0. (2.53)
Combining (2.52) and (2.53), one can deduce
(2µ− λ+ 2m′ − 1)
(
fY2 (m
′)− am′ − fY2 (0)
)
= 0. (2.54)
Furthermore, using 2µ = −(3 + λ)m′ in (2.54), we have
(m′ + 1)(1 + λ)
(
fY2 (m
′)− am′ − fY2 (0)
)
= 0. (2.55)
In this case λ 6= −1, we obtain
(m′ + 1)
(
fY2 (m
′)− am′ − fY2 (0)
)
= 0. (2.56)
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If m′ 6= −1, then (2.56) gives fY2 (m
′) = am′ + fY2 (0).
Suppose that m′ = −1. Then 2µ = 3 + λ. Setting m = 0, n = −1 in (2.47), we obtain
(λ+ 2)
(
fY2 (0)− f
Y
2 (−1)− a
)
= 0. (2.57)
If λ 6= −2, then (2.57) forces fY2 (−1) = −a + f
Y
2 (0). If λ = −2, then setting λ = −2,
m = −1 and n = 1 in (2.47), we obtain
(2µ− 1)
(
a + fY2 (−1)− f
Y
2 (0)
)
= 0, (2.58)
since µ satisfies (1.1), which forces fY2 (−1) = −a + f
Y
2 (0). Hence f
Y
2 (m) = am + f
Y
2 (0) for
all m ∈ Z. By now we have completed the proof of (2).
Next we begin the proof of (3) and (4) of this lemma. Applying d to [Ln, Ym] = (m −
1+λ
2
n+ µ)Ym+n and comparing the coefficients of Mm+n, we have
2(m− n)fL2 (n) + 2(m− λn+ 2µ)f
Y
3 (m) = (2m− (1 + λ)n+ 2µ)f
Y
3 (n+m). (2.59)
(3) If µ /∈ Z, then taking n = 0 in (2.59), we obtain fY3 (m) = −
e
µ
m for e = fL2 (0).
(4) Taking µ = 0 in (2.59), we obtain
2(m− n)fL2 (n) + 2(m− λn)f
Y
3 (m) = (2m− (1 + λ)n)f
Y
3 (n+m). (2.60)
By Lemma 2.2 (2), one has fL2 (n) = bn(1 − δλ,−1) for some b ∈ C .
Case 1 λ = −1.
In this case (2.60) gives
(m+ n)fY3 (m) = mf
Y
3 (m+ n). (2.61)
Taking m = 1 and replacing n by n− 1 in (2.61), we have fY3 (n) = nf
Y
3 (1) for all n ∈ Z.
Case 2 λ = 1.
Letting λ = 1 in (2.60), we obtain
(m− n)
(
fY3 (n +m)− f
Y
3 (m)− bn
)
= 0. (2.62)
Thus (2.62) gives fY3 (n) = bn + f
Y
3 (0) for all n ∈ Z.
Case 3 λ 6= ±1.
Setting m = 0 in (2.60), we have
fY3 (n) =
2
1 + λ
(
bn + λfY3 (0)
)
for n 6= 0. (2.63)
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Furthermore, taking n = ±1 in (2.63) respectively, we have
fY3 (1) =
2
1 + λ
(
λfY3 (0) + b
)
, fY3 (−1) =
2
1 + λ
(
λfY3 (0)− b
)
. (2.64)
Taking n = 1, m = −1 in (2.60) and using (2.64), one can deduce (λ− 1)fY3 (0) = 0, which
forces fY3 (0) = 0 since λ 6= 1. Then (2.63) implies f
Y
3 (n) =
2b
1+λ
n for all n ∈ Z.
Hence, denoted by fY2 (0) = a¯, f
Y
3 (1) = bˆ and f
Y
3 (0) = b¯, the lemma follows. 
Lemma 2.4 Let a and a¯ be as those given in Lemmas 2.2 and 2.3 respectively. For any
n ∈ Z, we have
fM1 (n) = f
M
2 (n) = 0, f
M
3 (n) = an+ 2a¯.
Proof It follows from Lemmas 2.2 and 2.3 that there exists some a and a¯ such that
fY1 (n) = 0, f
Y
2 (n) = an + a¯, ∀n ∈ Z.
Applying d to [Yn, Ym] = (m − n)Mm+n and comparing the coefficients of Lm+n, Ym+n and
Mm+n respectively, we have
(m− n)fM1 (m+ n) = (m− n)f
M
2 (m+ n) = 0, (2.65)
(m− n)
(
fM3 (m+ n)− a(n +m)− 2a¯
)
= 0. (2.66)
Setting m = 0 and replacing m by −n in (2.65), we obtain
nfM1 (n) = nf
M
2 (n) = 0, nf
M
1 (0) = nf
M
2 (0) = 0, ∀ n ∈ Z.
This gives fM1 (n) = f
M
2 (n) = 0 for all n ∈ Z.
Taking m = 0 in (2.66), one can deduce fM3 (n) = an + 2a¯ for n 6= 0. Taking m = 1 and
n = −1 in (2.66), one can deduce fM3 (0) = 2a¯. Thus f
M
3 (n) = an + 2a¯ for all n ∈ Z. 
We construct some possible outer derivations of L . Under the condition µ = 0, for each
λ ∈ {−2,±1}, the following maps Dλ or Dλ defined by
D−2(Ln) = n
3Mn, D−1(Ln) = n
2Mn, D−1(Yn) = nMn, D1(Yn) = Mn,
are outer derivations of L , where all other terms are vanishing. Besides, we can define
another outer derivation D of L , which does not depend on λ and µ:
D : Ln 7→ 0, Yn 7→ Yn, Mn 7→ 2Mn.
It is easy to verity that for each λ ∈ {−2,±1}, D, Dλ and Dλ are linearly independent.
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Theorem 2.5 (1) If µ /∈ 1
2
Z, or µ = 0 but λ /∈ {−2, 0,±1}, then DerL = adL ⊕ CD .
(2) If µ = 0, then
DerL =

adL ⊕ CD ⊕ CD−2, λ = −2,
adL ⊕ CD ⊕ CD−1 ⊕ CD−1, λ = −1,
adL ⊕ CD ⊕ CD1, λ = 1.
(2.67)
Proof Take d0 ∈ (DerL )0.
(1) Suppose µ /∈ 1
2
Z. It follows from Lemmas 2.2–2.4 that there exist a, a¯, e and e¯ ∈ C
such that
d0(Ln) = anLn +
e
2µ
(
2µ− (λ+ 1)n
)
Yn +
e¯
2µ
(2µ− λn)Mn,
d0(Yn) =
(
an + a¯
)
Yn −
e
µ
nMn, d0(Mn) = (an + 2a¯)Mn.
Set α = aL0 − eµ
−1Y0 − e¯(2µ)
−1M0, then d0 = adα + (a¯− aµ)D.
If µ = 0 and λ /∈ {−2, 0,±1}, by Lemmas 2.2–2.4, there exist a′, a¯′, b′ and e′ ∈ C such
that
d0(Ln) = a
′nLn + b
′nYn + e
′nMn,
d0(Yn) = (a
′n + a¯′)Yn +
2b′
1 + λ
nMn, d0(Mn) = (a
′n+ 2a¯′)Mn.
Set β = a′L0 + 2b
′(1 + λ)−1Y0 + e
′λ−1M0. Then d0 = adβ + a¯
′D.
(2) We shall divide the proof of (2.67) into the following four cases.
Case 1 λ = −2.
By Lemmas 2.2–2.4, there exist a1, a¯1, b1, c1 and c¯1 ∈ C such that
d0(Ln) = a1nLn + b1nYn +
(c1
6
(n3 − n)−
c¯1
3
(n3 − 4n)
)
Mn,
d0(Yn) = (a1n + a¯1)Yn − 2b1nMn, d0(Mn) = (a1n+ 2a¯1)Mn.
Set α1 = a1L0−2b1Y0+
1
12
(c1−8c¯1)M0. Then we obtain d0 = adα1 + a¯1D+
1
6
(c1−2c¯1)D−2.
Case 2 λ = −1.
By Lemmas 2.2–2.4, there exist a2, a¯2, b2, c2 and c¯2 ∈ C such that
d0(Ln) = a2nLn +
(c2
2
(n2 − n)− c¯2(n
2 − 2n)
)
Mn,
d0(Yn) = (a2n+ a¯2)Yn + b2nMn, d0(Mn) = (a2n+ 2a¯2)Mn.
Set α2 = a2L0 +
1
2
(c2 − 4c¯2)M0. Then d0 = adα2 + a¯2D +
1
2
(c2 − 2c¯2)D−1 + b2D−1.
14
Case 3 λ = 1.
By Lemmas 2.2–2.4, there exist a4, a¯4, b4, b¯ and c4 ∈ C such that
d0(Ln) = a4nLn + b4nYn + c4nMn,
d0(Yn) = (a4n+ a¯4)Yn + (b4n + b¯)Mn, d0(Mn) = (a4n + 2a¯4)Mn.
Set α4 = a4L0 + b4Y0 + c4M0. Then d0 = adα4 + a¯4D + b¯D1.
Hence, the theorem follows from Lemma 2.1. 
3 Automorphism group of L
In this section we denote by C∗ the set of all nonzero complex numbers and AutL
and InnL the sets of automorphisms and inner automorphisms of L . Firstly we need to
introduce some technical lemmas.
Lemma 3.1 Let σ ∈ AutL , ǫ ∈ {±1} with ǫ = 1 for µ /∈ 1
2
Z. Then there exist some α,
β ∈ C∗, yn ∈ Y and mn, m
′
n ∈M such that
(1) σ(Ln) = ǫα
nLǫn + yn +mn,
(2) σ(Yn) = α
nβYǫn +m
′
n,
(3) σ(Mn) = ǫα
nβ2Mǫn.
Proof (1) Note that σ|L is an automorphism of the Witt algebra, so there exist some
ǫ ∈ {±1} and α ∈ C∗ such that
σ(Ln) = ǫα
nLǫn + yn +mn for some yn ∈ Y , mn ∈M. (3.1)
(2) Since I = Y ⊕M is the unique maximal idea of L , one can write
σ(Yn) =
∑
i∈S
bniYi +m
′
n, (3.2)
for some bni ∈ C
∗, m′n ∈ M and S ⊆ Z. By (3.1), there exist some y0 ∈ Y , m0 ∈ M such
that σ(L0) = ǫL0 + y0 +m0. Then applying σ to (n + µ)Yn = [L0, Yn], we have
(n+ µ)
(∑
i∈S
bniYi +m
′
n
)
=
[
ǫL0 + y0 +m0,
∑
i∈S
bniYi +m
′
n] =
∑
i∈S
ǫbni(i+ µ)Yi +m
′′
n,
for some m′′n ∈M. Comparing the coefficients of Yi, we obtain
bni
(
i− ǫn− (ǫ− 1)µ
)
= 0, ∀ i ∈ S. (3.3)
If µ = 0, then (3.3) gives i = ǫn for all i ∈ S. If µ /∈ 1
2
Z, then (3.3) forces ǫ = 1, in which
case (3.3) gives i = n for all i ∈ S. Hence, by (3.2), we can write
σ(Yn) = bnYǫn +m
′
n, (3.4)
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for some bn ∈ C
∗ with ǫ = 1 for µ /∈ 1
2
Z.
Applying σ to (m− λ+1
2
n+ µ)Ym+n = [Ln, Ym] and using (3.1) and (3.4), we obtain
(m−
λ+ 1
2
n + µ)
(
bm+nYǫ(m+n) +m
′
m+n
)
= [ǫαnLǫn + yn +mn, bmYǫm +m
′
m] = α
nbm(m−
λ+ 1
2
n+ µ)Yǫ(m+n) + m¯n,
for some m¯n ∈M. Thus we have
(m−
λ+ 1
2
n+ µ)
(
(bm+n − α
nbm)Yǫ(m+n) +m
′
m+n
)
− m¯n = 0,
which together with the fact m′m+n, m¯n ∈M, gives(
2m− (λ+ 1)n + 2µ
)
(bm+n − α
nbm) = 0. (3.5)
Taking m = 0 in (3.5), one has(
2µ− (λ+ 1)n
)
(bn − α
nb0) = 0. (3.6)
If 2µ− (λ+ 1)n′ = 0 for some n′ ∈ Z, then replacing n by −n′, m by n′ in (3.5), we have
(λ+ 2)n′(bn′ − α
n′b0) = 0. (3.7)
If λ 6= −2, then (3.7) gives bn′ = α
n′b0.
If λ = −2, then 2µ+ n′ = 0, since µ satisfies (1.1), which forces n′ = 0. Thus
bn′ = α
n′b0 if 2µ− (λ+ 1)n
′ = 0. (3.8)
Hence, (3.6) together with (3.8) gives bn = α
nb0 for all n ∈ Z. Using this in (3.4), one can
write
σ(Yn) = α
nb0Yǫn +m
′
n, (3.9)
for some m′n ∈M.
(3) Applying σ to (n− 2m)Mn = [Ym, Yn−m] and using (3.9), we have (n− 2m)σ(Mn) =
[αmb0Yǫm +m
′
m, α
n−mb0Yǫ(n−m) +m
′
n−m] for some m
′
m, m
′
n−m ∈M, which gives
(n− 2m)
(
σ(Mn)− ǫα
nb20Mǫn
)
= 0. (3.10)
Letting m = 0 in (3.10), we have σ(Mn) = ǫα
nb20Mǫn for n 6= 0. Furthermore, letting n = 0
in (3.10), one has σ(M0) = ǫb
2
0M0. Thus we obtain σ(Mn) = ǫα
nb20Mǫn.
Hence, denoted by b0 = β, the lemma follows. 
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Lemma 3.2 Let f¯ , f and g be C-linear maps from Z to C. Define the C-linear map φ :
L → L by
φ(Ln) = Ln + f¯(n)Yn + f(n)Mn, φ(Yn) = Yn + g(n)Mn, φ(Mn) = Mn.
If µ = 0 and φ ∈ AutL , then there exist some a, a¯, b, c, c¯ ∈ C such that
(1)
f¯(n) = bn(1 − δλ,−1), g(n) =

an if λ = −1,
bn + a¯ if λ = 1,
2b
1 + λ
n if λ 6= ±1;
(2)
f(n) =

1
6
c(n3 − n)−
1
3
c¯(n3 − 4n) +
1
3
b2n(n− 2)(n− 1) if λ = −2,
1
2
c(n2 − n)− c¯(n2 − 2n) if λ = −1,
c¯n +
b2
1 + λ
n(n− 1) if λ /∈ {−2, 0,−1}.
Proof Applying φ to [Ln, Lm] = (m − n)Ln+m and comparing the coefficients of Yn+m,
Mn+m, we obtain(
2m− (1 + λ)n
)
f¯(m)−
(
2n− (1 + λ)m
)
f¯(n) = 2(m− n)f¯(m+ n), (3.11)
(m− λn)f(m)− (n− λm)f(n) = (m− n)
(
f(m+ n)− f¯(n)f¯(m)
)
. (3.12)
Applying φ to [Ln, Ym] = (m−
λ+1
2
n)Yn+m and comparing the coefficients ofMn+m, we obtain
2(m− n)f¯(n) + 2(m− λn)g(m) =
(
2m− (λ+ 1)n)g(n+m). (3.13)
If we replace f¯ by fL2 , g by f
Y
3 in (3.11) and (3.13), then (3.11) and (3.13) become (2.3) and
(2.60), respectively. Thus if we take f¯(1) = b, g(1) = a and g(0) = a¯, then by Lemmas 2.2
and 2.3, (1) follows.
(2) If λ = −1, then noticing f¯(n) = 0 in (3.12), we obtain
(m+ n)f(m)− (n+m)f(n) = (m− n)f(m+ n). (3.14)
If we replace fL3 by f , λ by −1 in (2.29), then (2.29) becomes (3.14). Thus by Lemma 2.2
(3), we have f(n) = 1
2
(n2 − n)f(2)− (n2 − 2n)f(1).
If λ 6= −1, noticing f¯(n) = bn in (3.12), we have
(m− λn)f(m)− (n− λm)f(n) = (m− n)
(
f(m+ n)− b2nm
)
. (3.15)
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Taking n = 1, 2 in (3.15) respectively, we have
(m− λ)f(m)− (1− λm)f(1) = (m− 1)
(
f(m+ 1)− b2m
)
, (3.16)
(m− 2λ)f(m)− (2− λm)f(2) = (m− 2)
(
f(m+ 2)− 2b2m
)
. (3.17)
Setting n = 1 and replacing m by m+ 1 in (3.15), one has
(m+ 1− λ)f(m+ 1)−
(
1− λ(m+ 1)
)
f(1) = m
(
f(m+ 2)− b2(m+ 1)
)
. (3.18)
Thus using (3.16)–(3.18), one can deduce
(λ− 1)
(
(λ+ 2)m− 2λ
)
f(m)− b2(λ− 2)m(m− 2)(m− 1)
= m(m− 1)(λm− 2)f(2) +m(m− 2)(2− λ+ λ2 − 2λm)f(1). (3.19)
Case 1 λ = −2.
In this case (3.19) gives
f(m) =
1
6
(m3 −m)f(2)−
1
3
(m3 − 4m)f(1) +
b2
3
m(m− 2)(m− 1), ∀ m ∈ Z.
Case 2 λ = 1.
In this case (3.15) gives
(m− n)
(
f(m) + f(n)− f(m+ n) + b2nm
)
= 0. (3.20)
Obviously, f(0) = 0. Replacing m by −n in (3.20), one can deduce
f(−n) + f(n) = b2n2, ∀ n ∈ Z. (3.21)
By (3.20), we have
f(m+ n) = f(m) + f(n) + b2nm for m 6= n. (3.22)
Combining (3.21), (3.22), we obtain
f(2m) = f(3m) + f(−m)− 3b2m2
= f(2m) + f(m) + 2b2m2 + f(−2m) + f(m)− 2b2m2 − 3b2m2
= 2f(m) + b2m2.
Thus (3.22) holds for all m, n ∈ Z. Taking m = 1 and replacing n by n − 1 in (3.22), we
obtain f(n) = f(n − 1) + f(1) + b2(n − 1). Hence, using induction on n, one can deduce
f(n) = nf(1) + 1
2
b2n(n− 1).
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Case 3 λ /∈ {−2, 0, 1}.
Taking m = 0 in (3.15), one has λnf(0) = 0 for all n ∈ Z. Thus f(0) = 0. Using this, then
setting m = −1 and n = 1 in (3.15), one can deduce
(1 + λ)f(−1) = 2b2 − (1 + λ)f(1). (3.23)
Then taking n = 1 in (3.15), we have
(m− 1)f(m+ 1) = (m− λ)f(m)− (1− λm)f(1) + (m− 1)b2m. (3.24)
Setting n = −1 and replacing m by m+ 1 in (3.15), we obtain
(m+ 1 + λ)f(m+ 1) + (1 + λ(m+ 1))f(−1) = (m+ 2)
(
f(m) + b2(m+ 1)
)
. (3.25)
Multiplying (3.25) by (1 + λ)(m− 1), then using (3.23) and (3.24), one can deduce
(1− λ)(1 + λ)(2 + λ)f(m)
= (1− λ)(1 + λ)(2 + λ)mf(1) + b2(1− λ)(2 + λ)m(m− 1),
since λ /∈ {−2,±1}, which gives f(m) = mf(1) + b
2
λ+1
m(m− 1) for all m ∈ Z.
Thus denoted by f(2) = c and f(1) = c¯, the lemma follows. 
Lemma 3.3 (i) Let ǫ ∈ {±1}. If µ = 0, then the map
ϕǫ : Ln 7→ ǫLǫn, Yn 7→ Yǫn, Mn 7→ ǫMǫn,
is an automorphism of L . The set
{
ϕǫ | ǫ ∈ {±1}
}
∼= Z2 forms a subgroup of AutL , where
ϕǫϕǫ′ = ϕǫǫ′ for ǫ, ǫ
′ ∈ {±1}.
(ii) For any α, β ∈ C∗, the map
ϕα,β : Ln 7→ α
nLn, Yn 7→ α
nβYn, Mn 7→ α
nβ2Mn
is an automorphism of L . The set {ϕα,β |α, β ∈ C
∗} ∼= C∗×C∗ forms a subgroup of AutL ,
where ϕα,βϕα′,β′ =ϕαα′,ββ′ for α, α
′, β, β ′ ∈ C∗.
(iii) For any b ∈ C, if µ = 0, then the map
φb(Ln) =
{
Ln + bn
3Mn, λ = −2,
Ln + bn
2Mn, λ = −1,
φb(Xn) = Xn for X ∈ {Y,M},
is an automorphism of L . The set {φb | b ∈ C} ∼= C forms a subgroup of AutL , where
φbφb′ = φb+b′ for b, b
′ ∈ C.
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(iv) For any e ∈ C, if µ = 0, then the map ψe defined by
Ln 7→ Ln, Yn 7→ Yn + enMn, Mn 7→Mn, λ = −1,
Ln 7→ Ln, Yn 7→ Yn + eMn, Mn 7→Mn, λ = 1,
is an automorphism of L . The set {ψe | e ∈ C} ∼= C forms a subgroup of AutL , where
ψeψe′ = ψe+e′ for e, e
′ ∈ C.
Proof This follows from straightforward verifications, we omit the details here. 
Introduce the following notation
InnL = Span
{
exp(aadL0 +
∑
biadYi +
∑
cjadMj) | a, bi, cj ∈ C, i, j ∈ Z
}
(3.26)
with a = 0 if µ /∈ Z.
Theorem 3.4 (1) If µ /∈ 1
2
Z, then AutL ∼= InnL × C∗ × C∗.
(2) If µ = 0, then
AutL ∼=

InnL × C∗ × Z2 × C if λ = −2 or 1,
InnL × C∗ × Z2 × C× C if λ = −1,
InnL × C∗ × Z2 if λ /∈ {−2, 0,±1}.
Proof Let σ be an automorphism of L . By Lemma 3.1, one can write
σ(L0) = ǫL0 + b0Y0 + c0M0 +
∑
06=i∈S
biYi +
∑
06=j∈S′
cjMj , (3.27)
for some S, S ′ ⊂ Z. Construct an inner automorphism θ of L
θ = exp
( ∑
06=i∈S
ib0bi
(i+ µ)(i+ 2µ)
adMi −
bi
ǫ(i+ µ)
adYi
)
exp
( ∑
06=j∈S′
−cj
ǫ(j + 2µ)
adMj
)
. (3.28)
One can check that θ−1σ(L0) = ǫL0 + b0Y0 + c0M0. Furthermore, since L0 is a semisimple
element of L , then θ−1σ(L0) is also semisimple. If we denote A the matrix of ad
(
θ−1σ(L0)
)
with respect to the basis {Ln, Yn,Mn}, then
A =
 ǫn b0(λ+12 n− µ) c0(λn− 2µ)0 ǫ(n+ µ) b0n
0 0 ǫ(n + 2µ)
 .
On the other hand, it follows from the definition of semisimple that A can be diagonalized.
Thus it is necessary that b0 and c0(λn− 2µ) are equal to 0.
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By Lemma 3.1, one can write
θ−1σ(Ln) = ǫα¯
nLǫn +
∑
i′∈S¯
b¯ni′Yi′ +
∑
j′∈S¯′
c¯nj′Mj′,
θ−1σ(Yn) = α¯
nβ¯Yǫn +
∑
k∈S¯′′
e¯nkMk,
θ−1σ(Mn) = ǫα¯
nβ¯2Mǫn,
(3.29)
for some α¯, β¯ ∈ C∗, b¯ni′ , c¯nj′ and e¯nk ∈ C, ǫ ∈ {±1} with ǫ = 1 for µ /∈
1
2
Z, S¯, S¯ ′, S¯ ′′ ⊆ Z.
Applying θ−1σ to (n+ µ)Yn = [L0, Yn], we obtain
(n+ µ)
(
α¯nβ¯Yǫn +
∑
k∈S¯′′
e¯nkMk
)
= [ǫL0 + c0M0, α¯
nβ¯Yǫn) +
∑
k∈S¯′′
e¯nkMk] = (n+ µ)α¯
nβ¯Yǫn +
∑
k∈S¯′′
ǫe¯nk(k + 2µ)Mk,
which gives
(n + µ)
∑
k∈S¯′′
e¯nkMk =
∑
k∈S¯′′
ǫe¯nk(k + 2µ)Mk.
Comparing the coefficients of Mk, one has
e¯nk
(
k + 2µ− ǫ(n + µ)
)
= 0, ∀ k ∈ S¯ ′′. (3.30)
Applying θ−1σ to nLn = [L0, Ln], we obtain
n
(
ǫα¯nLǫn +
∑
i′∈S¯
b¯ni′Yi′ +
∑
j′∈S¯′
c¯nj′Mj′
)
= [ǫL0 + c0M0, ǫα¯
nLǫn +
∑
i′∈S¯
b¯ni′Yi′ +
∑
j′∈S¯′
c¯nj′Mj′] (3.31)
= ǫnα¯nLǫn +
∑
i′∈S¯
ǫb¯ni′ (i
′ + µ)Yi′ +
∑
j′∈S¯′
ǫc¯nj′ (j
′ + 2µ)Mj′ + ǫα¯
nc0(λǫn− 2µ)Mǫn.
Using c0(λn − 2µ) = 0 and ǫ = 1 for µ /∈
1
2
Z, one can deduce ǫα¯nc0(λǫn − 2µ) = 0. Using
this in (3.31), one has
n
(∑
i′∈S¯
b¯ni′Yi′ +
∑
j′∈S¯′
c¯nj′Mj′
)
=
∑
i′∈S¯
ǫb¯ni′ (i
′ + µ)Yi′ +
∑
j′∈S¯′
ǫc¯nj′ (j
′ + 2µ)Mj′.
Comparing the coefficients of Yi′ and Mj′ respectively, we have
b¯ni′ (i
′ − ǫn + µ) = 0, ∀ i′ ∈ S¯, c¯nj′ (j
′ − ǫn+ 2µ) = 0, ∀ j′ ∈ S¯ ′. (3.32)
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Case 1 µ /∈ 1
2
Z.
Since µ /∈ 1
2
Z, we have ǫ = 1. Thus, by (3.30) and (3.32), we obtain b¯ni′ , c¯nj′ and e¯nk , are all
equal to zero for all i′ ∈ S¯, j′ ∈ S¯ ′ and k ∈ S¯ ′′. Using this in (3.29), we obtain
θ−1σ(Ln) = α¯
nLn, θ
−1σ(Yn) = α¯
nβ¯Yn, θ
−1σ(Mn) = α¯
nβ¯2Mn.
Let ϕα¯,β¯ be the automorphism of L as that given in Lemma 3.3 (ii). Then σ = θϕα¯,β¯.
Case 2 µ = 0.
Since µ = 0, we know that i′, j′ and k are all equal to ǫn for all i′ ∈ S¯, j′ ∈ S¯ ′ and k ∈ S¯ ′′
in (3.30) and (3.32). Using this in (3.29), we obtain
θ−1σ(Ln) = ǫα¯
nLǫn + b¯nYǫn + c¯nMǫn,
θ−1σ(Yn) = α¯
nβ¯Yǫn + e¯nMǫn,
θ−1σ(Mn) = ǫα¯
nβ¯2Mǫn,
(3.33)
for some b¯n, c¯n and e¯n ∈ C. Let θ¯ be the automorphism of L defined by
θ¯(Xn) = α¯
nXn for X ∈ {L, Y,W}.
Then θ¯ is an inner one. Set
f¯(n) = b¯n(α¯
nβ¯)−1, f(n) = c¯n(ǫα¯
nβ¯2)−1, g(n) = e¯n(ǫα¯
nβ¯2)−1.
Define ϕǫ and ϕ1,β¯ as those given in Lemma 3.3 (i) and (ii) respectively. Then we can write
(3.33) as follows
φ(Ln) = Ln + f¯(n)Yn + f(n)Mn, φ(Yn) = Yn + g(n)Mn, φ(Mn) = Mn,
where φ = (ϕǫ)
−1(ϕ1,β¯)
−1(θ¯)−1θ−1σ.
Subcase 1 λ = −2.
By Lemma 3.2, there exist some c1, c¯1 and b1 ∈ C such that
φ(Ln) = Ln + b1nYn +
(c1
6
(n3 − n)−
c¯1
3
(n3 − 4n) +
b21
3
n(n− 2)(n− 1)
)
Mn,
φ(Yn) = Yn − 2b1nMn, φ(Mn) = Mn.
Set θ1 = exp
(
− 2b1adY0 +
1
12
(c1 − 8c¯1 − 4b
2
1)adM0
)
. Then
(θ1)
−1φ(Ln) = Ln +
c1 − 2c¯1 + 2b
2
1
6
n3Mn, (θ1)
−1φ(Yn) = Yn, (θ1)
−1φ(Mn) = Mn.
Set α1 =
1
6
(c1− 2c¯1+2b
2
1) and define φα1 as in Lemma 3.3 (iii). Then (φα1)
−1(θ1)
−1φ = Id.
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Subcase 2 λ = −1.
By Lemma 3.2, there exist some c2, c¯2 and b2 ∈ C such that
φ(Ln) = Ln +
(c2
2
(n2 − n)− c¯2(n
2 − 2n)
)
Mn, φ(Yn) = Yn + b2nMn, φ(Mn) = Mn.
Define ψb2 that given as in Lemma 3.3 (iv). Then
(ψb2)
−1φ(Ln) = Ln +
(c2
2
(n2 − n)− c¯2(n
2 − 2n)
)
Mn,
(ψb2)
−1φ(Yn) = Yn, (ψb2)
−1φ(Mn) = Mn.
Set θ2 = exp
(
1
2
(c2 − 4c¯2) adM0
)
. Then
(θ2)
−1(ψb2)
−1φ(Ln) = Ln +
c2 − 2c¯2
2
n2Mn,
(θ2)
−1(ψb2)
−1φ(Yn) = Yn, (θ2)
−1(ψb2)
−1φ(Mn) = Mn.
Set α2 =
1
2
(c2−2c¯2), let φα2 be as that given in Lemma 3.3(iii). Then (φα2)
−1(θ2)
−1(ψb2)
−1φ =
Id.
Subcase 3 λ = 1.
By Lemma 3.2, there exist some e, c4, c¯4 and b4 ∈ C such that
φ(Ln) = Ln + b4nYn +
(
c4n+
b24
2
n(n− 1)
)
Mn,
φ(Yn) = Yn + (b4n + e)Mn, φ(Mn) = Mn.
Set θ4 = exp
(
b4adY0 −
1
2
(b24 − 2c4) adM0
)
. Then
(θ4)
−1φ(Ln) = Ln, (θ4)
−1φ(Yn) = Yn + eMn, (θ4)
−1φ(Mn) = Mn.
Let ψe be as that given in Lemma 3.3 (iv). Then (ψe)
−1(θ4)
−1φ = Id.
Subcase 4 λ /∈ {−2, 0,±1}.
By Lemma 3.2, there exist some c5, c¯5 and b5 ∈ C such that
φ(Ln) = Ln + b5nYn +
(
c¯5n +
b25
λ+ 1
n(n− 1)
)
Mn,
φ(Yn) = Yn +
2b5
λ+ 1
nMn, φ(Mn) = Mn.
Set θ5 = exp
(
2b5(λ+ 1)
−1adY0 + (c¯5(λ+ 1)− b
2
5)(λ
2 + λ)−1adM0
)
. Then (θ5)
−1φ = Id.
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Recall that φ = (ϕǫ)
−1(ϕ1,β¯)
−1(θ¯)−1θ−1σ . Since InnL is the normal subgroup of AutL ,
then there exist θ¯i ∈ InnL (i = 1, 2, · · · , 5) such that
σ =

θ¯1ϕ1,β¯ϕǫφα1 if λ = −2,
θ¯2ϕ1,β¯ϕǫφα2ψb2 if λ = −1,
θ¯4ϕ1,β¯ϕǫψe if λ = 1,
θ¯5ϕ1,β¯ϕǫ if λ /∈ {−2, 0,±1}.
Obviously, InnL satisfies (3.26). Hence the theorem follows from Lemma 3.2. 
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