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Preface
In [3] and [4], Ishimura proved that any continuous endomorphism of the sheaf or
stalks of holomorphic functions has been characterized as a partial differential oper-
ator with holomorphic coefficients of infinite order. In [5], Ishimura tried to solve the
characterization problem of continuous endomorphism for the case of space of entire
functions of normal type with respect to a proximate order.
Recently, in [2], Aoki, Ishimura, Okada, Struppa, and Uchida characterized con-
tinuous endomorphism of the spaces of entire functions of normal type and minimal
type with respect to a given order. Furthermore, in [1], they generalized these con-
clusions to the case of proximate order.
In the present paper, we introduce the spaces of formal power series of class M
of Roumieu type and of Beurling type. The idea of class M is from [9], so are the
terminology like Roumieu type and Beurling type. It turns out that these two spaces
are more general than all the spaces referred above. We characterize continuous en-
domorphisms of these spaces. As an application of our main results, we extend the
theorems of [1].
In [12], Lelong and Gruman show that (see Theorem 9.5)
(1) when order > 1, Fourier-Borel transform establishes an isomorphism between
the dual space of the space of entire functions of normal type (resp., minimal
type) and a space of entire functions of minimal type (resp., normal type);
(2) when order < 1, Fourier-Borel transform establishes a bijection between the
dual space of the space of entire functions of normal type (or minimal type)
and a set of formal power series at the origin.
It is natural to ask the question: in general (the order > 0), what topological space is
the dual space of entire functions space of normal type (or minimal type) isomorphic
to? In this paper, we will answer this question. The answer is especially useful for the
case of order < 1.
On the other hand, a continuous morphism of the sheaf of holomorphic functions
on a complex domain or manifold is characterized by a local partial differential op-
erator of infinite order with the symbol which is of minimal type with respect to the
differential variable. Consequently, in the complex framework, it is quite natural to
consider infinite order partial differential equations. The second main aim of this pa-
per is to give the solvability conditions for the cases of infinite order partial differential
i
equations of regular singular type and of Korobeı˘nik type in the space of entire func-
tions of normal type with respect to a proximate order. In particular, for the case of
Euler type partial differential operators, we characterize isomorphism of the space of
entire functions of normal type.
This paper consists of two articles, that is [8] and [6]. In Chapter 2, we show the
main results of [8]. In Chapter 3, we apply the main results to the case of the space
of entire functions of normal type and of minimal type. The preliminary part in [6] is
also contained in Chapter 3. In Chapter 4, we prove the main results of [6].
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Chapter 1
Preliminary
In this article, we employ the same notations as [7]: for a point z= (z1, . . . ,zn) ∈ Cn
and for multi-indexes α = (α1, . . . ,αn), β = (β1, . . . ,βn)∈Nn withN := {0,1,2, . . .},
we set
|z| :=
√
|z1|2+ · · ·+ |zn|2, ∂α := ∂αz :=
∂ |α|
∂ zα11 · · ·∂ zαnn
,
~|z| := (|z1|, . . . , |zn|), |α| := α1+ · · ·+αn,
α! := α1! · · ·αn!, α−β := (α1−β1, . . . ,αn−βn),(
α
β
)
:=
α!
(α−β )!β ! =
(
α1
β1
)
· · ·
(
αn
βn
)
, αβ := αβ11 · · ·αβnn .
LetM := (Mα)α∈Nn be a sequence of positive real numbers with the following prop-
erty:
(M1) There existC, θ := θ(M)> 1 such that for all α , β ∈ Nn, we have
max
{
Mα+β
MαMβ
,
MαMβ
Mα+β
}
6Cθ |α+β |.
We take a constant θ > 1 that satisfies (M1) and fix it in the sequel. In what follows,
the sequenceM is written as (Mα)α for convenience.
Remark 1.1. Observe that
(i) if (Mα)α satisfies (M1), then so does ((Mα)p)α , where p ∈ R;
(ii) if both of (Mα)α and (M′α)α satisfy (M1), then so does (MαM′α)α .
Definition 1.2. Suppose that f (z) := ∑α∈Nn fαzα , r > 0, and that the sequence M
satisfies (M1). We define a subspace of the space of formal power series:
BMr :=
{
f (z) ∈ C[[z]]
 ∥∥ f (z)∥∥Mr := sup
α∈Nn
| fα |Mαr|α| < ∞
}
,
1
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which is a Banach space with norm ‖·‖Mr . Nowwe consider the space of formal power
series of classM of Roumieu type (also written as class {M})
F{M} := lim−→
r→∞
BMr
and the space of formal power series of classM of Beurling type (also written as class
(M))
F (M) := lim←−
r→0
BMr .
If there is no ambiguity in context, we write ‖·‖r := ‖·‖Mr for convenience.
LetM∗ := (M∗α)α , where M∗α := α!/Mα . By Remark 1.1 (i) and (ii), we see that
M∗ also satisfies (M1). It follows from the fact (M∗)∗ =M that F{M} (resp., F (M))
is the space of formal power series of class {M} (resp., (M)) if and only if F{M∗}
(F (M∗)) is the space of formal power series of class {M∗} (resp., (M∗)).
We have that F{M} (resp., F (M)) is a (DFS)-space (resp., an (FS)-space), as the
following lemma.
Lemma 1.3. If 0< s< r, then the inclusion mapping BMs ↪→ BMr is compact.
Proof. Set B := { f ∈ BMs : ‖ f‖s 6 1}. We need to show that the set B is relatively
compact in BMr . Suppose f j(z) ∈ B for all j ∈ N, where f j(z) := ∑α∈Nn f jαzα . It
suffices to show that there exists an accumulation point f (z) := ∑α∈Nn fαzα of the
sequence ( f j(z)) j in BMr .
First, we construct this f (z). For each α ∈ Nn, we have
∣∣ f jα ∣∣6 ∥∥ f j(z)∥∥s s|α|Mα 6 s
|α|
Mα
(1.1)
whenever j ∈N. Thus, there exists a subsequence (k0( j)) j of N such that f k0( j)0 → f0
as j→ ∞. For the same reason, there exists a subsequence (k1( j)) j of the sequence
(k0( j)) j such that for each |α| = 1, we have f k|α|( j)α → fα as j→ ∞. Repeating this
process, we obtain fα for each α ∈ N. Set f (z) := ∑α∈Nn fαzα .
Now we show that for any ε > 0, there exists a subsequence k( j) of N such that∥∥∥ f k( j)(z)− f (z)∥∥∥
r
6 ε (1.2)
whenever j ∈ N. Since r > s, there exists N > 0 such that( s
r
)|α|
<
ε
4
whenever |α|> N. In view of (1.1), we have
| fα |6 s
|α|
Mα
2
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for all α ∈ N, which implies that ‖ f (z)‖s 6 1. Thus, for all j ∈ N, we have that∥∥∥∥ ∑
|α|>N
(
f jα − fα
)
zα
∥∥∥∥
r
= sup
|α|>N
∣∣ f jα − fα ∣∣Mαr|α|
6 sup
|α|>N
∣∣ f jα ∣∣Mαs|α| ( sr)|α|+ sup|α|>N| fα |Mαs|α|
( s
r
)|α|
6
∥∥ f j(z)∥∥s ε4 +∥∥ f (z)∥∥s ε4 6 ε2 . (1.3)
On the other hand, by the construction of the sequence (kN( j)) j, there exists J ∈ N
such that ∣∣∣ f kN( j)α − fα ∣∣∣6 ε2 min|β |6N r|β |Mβ (1.4)
whenever j > J and |α|6 N. By (1.3) and (1.4), we have∥∥∥ f kN( j)(z)− f (z)∥∥∥
r
=
∥∥∥∥ ∑
|α|>0
(
f kN( j)α − fα
)
zα
∥∥∥∥
r
6
∥∥∥∥ ∑
|α|6N
(
f kN( j)α − fα
)
zα
∥∥∥∥
r
+
∥∥∥∥ ∑
|α|>N
(
f kN( j)α − fα
)
zα
∥∥∥∥
r
6 max
|α|6N
(
ε
2
min
|β |6N
r|β |
Mβ
)
Mα
r|α|
+
ε
2
= ε
whenever j > J. Therefore, (1.2) is proved and we see that f (z) is an accumulation
point of the sequence ( f j(z)) j in BMr .
By the definitions of F{M} and F (M), we have the following propositions.
Proposition 1.4. Suppose that f (z) = ∑α∈Nn fαzα is a formal power series.
(1) f (z) belongs to F{M} if and only if we have that
limsup
|α|→∞
(
| fα |Mα
) 1
|α|
< ∞.
(2) f (z) belongs to F (M) if and only if we have that
limsup
|α|→∞
(
| fα |Mα
) 1
|α|
= 0.
By Corollary A.5, in the following cases, the sequence (Mα)α satisfies (M1):
(1) Mα := (α!)p, where p > 0. In this case, the spaces F{M} and F (M) coincide
with the spaces studied in [2] (in the sense of topological space), respectively.
3
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(2) Mα :=A|α|, whereA|α| is given by (3.1). In this case, which is the generalization
of (1), the spacesF{M} andF (M) coincide with the spaces studied in [1] (in the
sense of topological space), respectively. In Chapter 3, we will take a close look
at this case as an application of our main results.
(3) Mα := (α!)p, where p< 0. This case was first considered by R. Ishimura and
studied by his student S. Tatemichi. In this case, neither F{M} nor F (M) is a
subspace of O(Cn).
We conclude this chapter by giving a lemma for identifying F{M} and F (M).
Lemma 1.5. Suppose that M′ := (M′α)α satisfies (M1). Then the following three
statements are equivalent:
(1) Mα ∼M′α (see Definition A.3).
(2) F{M} = F{M′} in the sense of topological space.
(3) F (M) = F (M′) in the sense of topological space.
Proof. (1)⇒ (3). We denote the norm of BM′r by ‖·‖M
′
r . We note that (3) is equivalent
to that for any ε > 0, there existC, δ > 0 such that∥∥ f (z)∥∥M′ε 6C∥∥ f (z)∥∥Mδ (resp., ∥∥ f (z)∥∥Mε 6C∥∥ f (z)∥∥M′δ ) (1.5)
for all f (z) ∈ F (M) (resp., f (z) ∈ F (M′)). Put δ := ε/κ . By (1), we have that there
existsC > 0 such that∥∥ f (z)∥∥M′ε = sup
α∈Nn
∣∣ fα ∣∣M′αε |α| = supα∈Nn∣∣ fα ∣∣Mαε |α| ·M
′
α
Mα
6 sup
α∈Nn
∣∣ fα ∣∣Mαε |α| ·Cκ |α| =C∥∥ f (z)∥∥Mδ
for all f (z)∈F (M), as desired. By the same argument, we see the converse inequality.
(3)⇒ (1). Prove it by contradiction. Without loss of generality, we assume that
limsup
|α|→∞
(
Mα
M′α
) 1
|α|
= ∞. (1.6)
In view of Proposition 1.4 (2), there exists f (z) ∈ F (M) such that
limsup
|α|→∞
(
| fα |Mα ·MαM′α
) 1
|α|
> 0.
It follows that the formal power series
g(z) := ∑
α∈Nn
fα
Mα
M′α
zα
4
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dose not belong to F (M). However, g(z) ∈ F (M′) because of Proposition 1.4 (2). It
contradicts (3).
(1)⇒ (2). We note that (2) is equivalent to that for any δ > 0, there existC, ε > 0
such that (1.5) holds for all f (z) ∈ F{M} (resp., f (z) ∈ F{M′}). Put ε := δκ . By (1),
we have that there existsC > 0 such that∥∥ f (z)∥∥M′ε = sup
α∈Nn
∣∣ fα ∣∣ M′α
(δκ)|α|
= sup
α∈Nn
∣∣ fα ∣∣Mαδ |α| · M′ακ |α|Mα 6C∥∥ f (z)∥∥Mδ
for all f (z)∈F (M), as desired. By the same argument, we see the converse inequality.
(2)⇒ (1). Prove it by contradiction. Without loss of generality, we assume (1.6)
holds. In view of Proposition 1.4 (1), there exists f (z) ∈ F{M} such that
limsup
|α|→∞
(
| fα |Mα ·MαM′α
) 1
|α|
= ∞.
It follows that the formal power series
g(z) := ∑
α∈Nn
fα
Mα
M′α
zα
dose not belong to F{M}. However, g(z) ∈ F{M′} because of Proposition 1.4 (1). It
contradicts (2).
5

Chapter 2
Continuous Linear Operators in
F{M} and F (M)
The set of all formal differential operators of the form
P := P(z,∂z) := ∑
α∈Nn
aα(z)∂αz (2.1)
is denoted by D, where aα(z) ∈ C[[z]]. For any f (z) ∈ C[[z]] and ν ∈ Nn, we set
∂ νz=0 f (z) := ∂ νz f (0). The set of all formal differential operators of the form (in the
sequel, we assume Q has the following form)
Q := Q(z,∂z=0) := ∑
ν∈Nn
bν(z)∂ νz=0
is denoted by L, where bν(z) ∈ C[[z]]. We define the mapping I by
I : D→L,
P 7→ Q := ∑
ν∈Nn
P
(
zν
ν!
)
∂ νz=0.
In what follows, we always assume aα(z) and bν(z) have the form:
aα(z) := ∑
β∈Nn
aβα zβ and bν(z) := ∑
µ∈Nn
bµν z
µ .
Lemma 2.1. Let P ∈ D and Q ∈ L. Then the following statements are equivalent:
(1) I(P) = Q;
(2) For all ν ∈ Nn, we have
bν(z) = P
(
zν
ν!
)
= ∑
α6ν
zν−α
(ν−α)! aα(z);
7
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(3) For all α ∈ Nn, we have
aα(z) = ∑
ν6α
(−z)α−ν
(α−ν)! bν(z);
(4) For all ν , µ ∈ Nn, we have
bµν = ∑
λ6ν
λ6µ
aµ−λν−λ
λ !
;
(5) For all ν , µ ∈ Nn, we have
aµν = ∑
λ6ν
λ6µ
(−1)λ
λ !
bµ−λν−λ .
Consequently, the mapping I : D→L is bijective.
Proof. By the definition of the mapping I, we see (1) is equivalent to (2). Hence, for
each ν ∈ Nn, we have
∑
µ∈Nn
bµν z
µ = bν(z) = ∑
α6ν
zν−α
(ν−α)! aα(z)
= ∑
α6ν
∑
β∈Nn
zν−α
(ν−α)!a
β
αzβ
= ∑
λ6ν
∑
β∈Nn
aβν−λ
λ !
zβ+λ = ∑
λ6ν
∑
µ∈Nn
∑
λ6µ
aµ−λν−λ
λ !
zµ ,
where λ := ν−α and µ := β+λ . Thus, (2) is equivalent to (4). By the same process,
we see (3) is equivalent to (5).
To see (2) implies (3), observe that for each γ < α , we have
∑
γ6ν6α
(−1)|α−ν |
(α−ν)!(ν− γ)! =
1
(α− γ)! ∑γ6ν6α
(
α− γ
α−ν
)
(−1)|α−ν | = 0.
Thus, for each α ∈ Nn, we have
∑
ν6α
(−z)α−ν
(α−ν)! bν(z) = ∑ν6α
(−z)α−ν
(α−ν)! ∑γ6ν
zν−γ
(ν− γ)! aγ(z)
= ∑
γ6α
zα−γ aγ(z) ∑
γ6ν6α
(−1)|α−ν |
(α−ν)!(ν− γ)! = aα(z),
as required. By the same process, we see (3) implies (2).
In (2), we see that bν(z) ∈ C[[z]] whenever aα(z) ∈ C[[z]]. Thus, the mapping
I : D → L is well-defined. For the similar reason, (3) yields that the mapping I is
surjective. Finally, (5) implies that the mapping I is injective.
8
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For any P ∈ D and f (z) := ∑ν∈Nn fνzν ∈ C[[z]], we have formally
P f = ∑
α∈Nn
aα(z)∂αz f (z)
= ∑
α∈Nn
(
∑
β∈Nn
aβαzβ
)(
∑
ν>α
fν
ν!
(ν−α)! z
ν−α
)
= ∑
α∈Nn
cα(z),
where
cα(z) := ∑
µ∈Nn
(
∑
β+ν−α=µ
ν>α
aβα
ν!
(ν−α)! fν
)
zµ .
For each α ∈ Nn, cα(z) is a formal power series. However, for each µ ∈ Nn, the sum
of the coefficients of zµ in the series ∑α∈Nn cα(z) is not necessarily convergent. So
we need the following definition to ensure that P f is not ambiguous.
Definition 2.2. Suppose P∈D and f (z) :=∑ν∈Nn fνzν ∈C[[z]]. We say P is formally
well-defined at f provided that for all µ ∈ Nn, we have
∑
ν∈Nn
∑
λ6ν
λ6µ
∣∣∣∣aµ−λν−λ ν!λ ! fν
∣∣∣∣< ∞.
Let S be a subset of C[[z]]. We say P is formally well-defined on S if P is formally
well-defined at any f ∈ S.
Proposition 2.3. If P is formally well-defined at f , then P f = I(P) f ∈ C[[z]].
Proof. Since P is formally well-defined at f , by Lemma 2.1, there exists Q ∈ L such
that Q= I(P), and for all µ ∈ Nn, we have that
∑
ν∈Nn
∣∣∣bµν ν! fν ∣∣∣6 ∑
ν∈Nn
∑
λ6ν
λ6µ
∣∣∣∣aµ−λν−λ ν!λ ! fν
∣∣∣∣< ∞,
which implies that the series ∑ν∈Nn b
µ
ν ν! fν is absolutely convergent. Hence, setting
λ := ν−α and µ := β +λ , we obtain that
P f = ∑
α∈Nn
(
∑
µ∈Nn
(
∑
β+ν−α=µ
aβα
ν!
(ν−α)! fν
)
zµ
)
= ∑
µ∈Nn
(
∑
ν∈Nn
(
∑
λ6ν
λ6µ
aµ−λν−λ
ν!
λ !
)
fν
)
zµ (2.2)
= ∑
µ∈Nn
(
∑
ν∈Nn
bµν ν! fν
)
zµ
= ∑
ν∈Nn
bν(z)ν! fν = ∑
ν∈Nn
bν(z)∂ νz f (0) = I(P) f .
It follows that I(P) f ∈ C[[z]] from the convergence of the series ∑
ν∈Nn
bµν ν! fν .
9
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2.1 Formal Power Series of Class {M}
We recall thatM∗ := (M∗α)α , where M∗α := α!/Mα .
Definition 2.4. A differential operator P ∈ D is of class {M∗} (resp., of class (M∗))
provided that for any ε > 0, there exist C, r > 0 (resp., for any r > 0, there exist C,
ε > 0) such that ∥∥aα(z)∥∥r 6C ε |α|M∗α
for all α ∈Nn. The set of all differential operators of class {M∗} (resp., of class (M∗))
is denoted by D{M∗} (resp., D(M∗)). For convenience, we also set
L{M∗} :=
{
Q ∈ L
 for any ε > 0, there existC, r > 0 such that∥∥bν(z)∥∥r 6C ε |ν |M∗ν for all ν ∈ Nn
}
,
L(M∗) :=
{
Q ∈ L
 for any ε > 0, there existC, r > 0 such that∥∥bν(z)∥∥ε 6C r|ν |M∗ν for all ν ∈ Nn
}
.
Lemma 2.5. There exists C > 0 such that for all β ∈ Nn, r > 0 and f ∈ C[[z]], we
have ∥∥∥ f (z)zβ∥∥∥
rθ
6C
∥∥ f (z)∥∥r · Mβr|β | .
Proof. By (M1), there existsC > 0 such that for all β ∈ Nn, r > 0 and f ∈ C[[z]], we
have that∥∥∥ f (z)zβ∥∥∥
rθ
=
∥∥∥∥ ∑
α∈Nn
fαzα+β
∥∥∥∥
rθ
= sup
α∈Nn
| fα |
Mα+β
(rθ)|α+β |
6 sup
α∈Nn
| fα | Mαr|α+β | · supα∈Nn
Mα+β
Mα
(
1
θ
)|α+β |
6C
∥∥ f (z)∥∥r · Mβr|β | ,
as desired.
By the following proposition, we see that the mapping I : D{M∗}→L{M∗} is bi-
jective.
Proposition 2.6. P ∈ D{M∗} if and only if I(P) ∈ L{M∗}.
Proof. (Necessity). For any ε > 0, we choose some 0< δ < ε/θ . Since P ∈ D{M∗},
we have that there existC1 > 0 and δ +1/r < ε/θ such that∥∥aα(z)∥∥r 6C1 δ |α| Mαα!
10
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for all α ∈Nn. By Lemma 2.1 (2) and Lemma 2.5, we have that there existC1 <C2 <
C3 <C such that∥∥bν(z)∥∥rθ ν!Mν 6 ∑α6ν ν!(ν−α)!Mν
∥∥∥aα(z)zν−α∥∥∥
rθ
6 ∑
α6ν
C2 ν!
(ν−α)!Mν ·
∥∥aα(z)∥∥r · Mν−αr|ν−α|
6 ∑
α6ν
C3 ν!
(ν−α)!Mν ·
Mα
α!
δ |α| · Mν−α
r|ν−α|
6Cθ |ν | ∑
α6ν
(
ν
α
)
δ |α|
r|ν−α|
=Cθ |ν |
(
δ +
1
r
)|ν |
<C ε |ν |
for all ν ∈ Nn, which means I(P) ∈ L{M∗}.
(Sufficiency). If I(P) ∈ L{M∗}, then Lemma 2.1 (3) holds. By the same process
as above, we have P ∈ D{M∗}.
Let P ∈ D{M∗}. To characterize continuous linear operator in F{M}, we need to
show that the definition of P f is unambiguous for all f ∈ F{M}.
Lemma 2.7. Every element of D{M∗} is formally well-defined on F{M}.
Proof. Suppose f (z) :=∑ν∈Nn fνzν ∈ F{M}. Then we have that there existC1, δ > 1
such that ∣∣ fν ∣∣6C1 δ |ν |Mν
for all ν ∈ Nn. If P ∈ D{M∗}, then we have that for any ε > 0, there exist C2, r > 1
such that
|aβα |6C2 Mαα!Mβ
ε |α|r|β |
for all α , β ∈ Nn. To see P is formally well-defined at f , we choose some ε > 0 such
that 0< 2εδθ < 1. By Lemma 2.1 (4), there existC>C3 > 0 such that for all µ ∈Nn,
we have
∑
ν∈Nn
∑
λ6ν
λ6µ
∣∣∣aµ−λν−λ ν!λ ! fν ∣∣∣6C1C2 ∑ν∈Nn ∑λ6ν
λ6µ
Mν−λ
(ν−λ )!Mµ−λ
ε |ν−λ |r|µ−λ | · ν!
λ !
· δ
|ν |
Mν
6 C1C2
Mµ
( r
ε
)|µ|
∑
ν∈Nn
(εδ )|ν | ∑
λ6ν
λ6µ
(
ν
λ
)
Mν−λ Mλ
Mν
· Mµ
Mλ Mµ−λ
6 C3
Mµ
(
rθ
ε
)|µ|
∑
ν∈Nn
(εδθ)|ν | ∑
λ6ν
λ6µ
(
ν
λ
)
6 C3
Mµ
(
rθ
ε
)|µ|
∑
ν∈Nn
(
2εδθ
)|ν | 6 C
Mµ
(
rθ
ε
)|µ|
< ∞,
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as desired.
Theorem 2.8 (Main Result 1). If P∈D{M∗} or I(P)∈L{M∗}, then P : F{M}→F{M}
is a continuous linear operator.
Conversely, if F : F{M}→F{M} is a continuous linear operator, then we have
(1) there exists a unique P ∈ D{M∗} such that F f = P f for all f ∈ F{M},
(2) there exists a unique Q ∈ L{M∗} such that F f = Qf for all f ∈ F{M}.
Proof. In view of Proposition 2.6, we may assume both of P ∈ D{M∗} and I(P) ∈
L{M∗} hold. For any δ > 0, we choose some 0 < ε < 1/δ . By Lemma 2.7 and
Proposition 2.3, we have that there exist h> 0 andC >C1 > 0 such that∥∥P f∥∥h = ∥∥I(P) f∥∥h 6 ∑
ν∈Nn
∥∥∥bν(z)∂ νz f (0)∥∥∥
h
6 ∑
ν∈Nn
∥∥bν(z)∥∥h ν!| fν |
6 ∑
ν∈Nn
C1 ε |ν |
Mν
ν!
·ν! ·∥∥ f (z)∥∥δ δ |ν |Mν 6C∥∥ f (z)∥∥δ
for all f ∈ F{M}.
To see the converse part, in view of Proposition 2.6, Lemma 2.7, and Proposition
2.3, it suffices to show (2). Since F(zν) ∈ C[[z]] for all ν ∈ Nn, we have
Q := ∑
ν∈Nn
F
(
zν
ν!
)
∂ νz=0 ∈ L.
Hence, for any f ∈ F{M}, we have
F f = ∑
ν∈Nn
fν F(zν) = ∑
ν∈Nn
F
(
zν
ν!
)
∂ νz f (0) = Qf .
It is obvious that Q ∈ L is unique.
Finally, we show Q ∈ L{M∗}. For any ε > 0, we choose some h > 1/ε . By the
continuity of F , we have that there exist r > h andC > 0 such that∥∥∥∥F( zνν!
)∥∥∥∥
r
6 C
ν!
∥∥zν∥∥h = Cν! · Mνh|ν | 6C ε |ν |M∗ν
for all ν ∈ Nn, which implies Q ∈ L{M∗}.
2.2 Formal Power Series of Class (M)
By the following proposition, we see that the mapping I : D(M∗)→L(M∗) is bijective.
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Proposition 2.9. P ∈ D(M∗) if and only if I(P) ∈ L(M∗).
Proof. (Necessity). Since P∈D(M∗), we have that for any ε > 0, there existC1, δ > 0
such that ∥∥aα(z)∥∥ε/θ 6C1 δ |α| Mαα!
for all α ∈ Nn. Thus, by Lemma 2.1 (2) and Lemma 2.5, we have that there exist
C1 <C2 <C3 <C such that
∥∥bν(z)∥∥ε ν!Mν 6 ∑α6ν ν!(ν−α)!Mν
∥∥∥aα(z)zν−α∥∥∥
ε
6 ∑
α6ν
C2 ν!
(ν−α)!Mν ·
∥∥aα(z)∥∥ε/θ · Mν−α(ε/θ)|ν−α|
6 ∑
α6ν
C3 ν!
(ν−α)!Mν ·
Mα
α!
δ |α| ·Mν−α
(
θ
ε
)|ν−α|
6Cθ |ν | ∑
α6ν
(
ν
α
)
δ |α|
(
θ
ε
)|ν−α|
=Cθ |ν |
(
δ +
θ
ε
)|ν |
for all ν ∈ Nn, which means I(P) ∈ L(M∗).
(Sufficiency). If I(P) ∈ L(M∗), then Lemma 2.1 (3) holds. By the same process
as above, we have P ∈ D(M∗).
Let P ∈ D(M∗). To characterize continuous linear operator in F (M), we need to
show that the definition of P f is unambiguous for all f ∈ F (M).
Lemma 2.10. Every element of D(M∗) is formally well-defined on F (M).
Proof. If P ∈ D(M∗), then we have that for any 0 < ε < 1, there exist C2, r > 0 such
that
|aβα |6C2 Mαα!Mβ
r|α|ε |β |
for all α , β ∈ Nn. If f (z) := ∑ν∈Nn fνzν ∈ F (M), then we have that for any δ > 0,
there existsC1 > 0 such that ∣∣ fν ∣∣6C1 δ |ν |Mν
for all ν ∈ Nn. To see P is formally well-defined at f , we choose some δ > 0 such
that 0 < θδ (1+ r) < 1. By Lemma 2.1 (4), there exist C >C3 > 0 such that for all
13
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µ ∈ Nn, we have
∑
ν∈Nn
∑
λ6ν
λ6µ
∣∣∣aµ−λν−λ ν!λ ! fν ∣∣∣6C1C2 ∑ν∈Nn ∑λ6ν
λ6µ
Mν−λ
(ν−λ )!Mµ−λ
r|ν−λ |ε |µ−λ | · ν!
λ !
· δ
|ν |
Mν
6 C1C2
Mµ
∑
ν∈Nn
δ |ν | ∑
λ6ν
λ6µ
(
ν
λ
)
r|ν−λ |
Mν−λ Mλ
Mν
· Mµ
Mλ Mµ−λ
6 C3 θ
|µ|
Mµ
∑
ν∈Nn
(θδ )|ν | ∑
λ6ν
λ6µ
(
ν
λ
)
r|ν−λ |
6 C3 θ
|µ|
Mµ
∑
ν∈Nn
(
θδ (1+ r)
)|ν |
6 Cθ
|µ|
Mµ
< ∞,
as desired.
Theorem 2.11 (Main Result 2). If P∈D(M∗) or I(P)∈L(M∗), then P : F (M)→F (M)
is a continuous linear operator.
Conversely, if F : F (M)→F (M) is a continuous linear operator, then we have
(1) there exists a unique P ∈ D(M∗) such that F f = P f for all f ∈ F (M),
(2) there exists a unique Q ∈ L(M∗) such that F f = Qf for all f ∈ F (M).
Proof. In view of Proposition 2.9, wemay assume both ofP∈D(M∗) and I(P)∈L(M∗)
hold. By the definition of L(M∗), we have that for any ε > 0, there existC1, r> 0 such
that ∥∥bν(z)∥∥ε 6C1 r|ν | Mνν!
for all ν ∈Nn. We choose some 0< δ < 1/r. By Lemma 2.7 and Proposition 2.3, we
have that there exist h> 0 andC >C1 such that∥∥P f∥∥ε = ∥∥I(P) f∥∥ε 6 ∑
ν∈Nn
∥∥∥bν(z)∂ νz f (0)∥∥∥ε
6 ∑
ν∈Nn
∥∥bν(z)∥∥ε ν! | fν |
6 ∑
ν∈Nn
C1 r|ν |
Mν
ν!
·ν! ·∥∥ f (z)∥∥δ δ |ν |Mν 6C∥∥ f (z)∥∥δ
for all f ∈ F (M).
To see the converse part, in view of Proposition 2.9, Lemma 2.7, and Proposition
2.3, it suffices to show (2). Considering the proof of the converse part of Theorem
2.8, we only need to prove that the operator Q defined in the proof of Theorem 2.8 is
14
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in L(M∗). By the continuity of F , we have that for any ε > 0, there existC, h> 0 and
r > 1/h such that ∥∥∥∥F( zνν!
)∥∥∥∥
ε
6 C
ν!
∥∥zν∥∥h = Cν! · Mνh|ν | 6C r|ν |M∗ν
for all ν ∈ Nn, which implies Q ∈ L(M∗).
2.3 Dual Spaces of F{M} and of F (M)
In this section, we consider the dual spaces of F{M} and F (M). In the case of entire
functions space O(Cn), an analytic functional T ∈ (O(Cn))′ is uniquely determined
by the Laplace transform, that is, T̂ (ζ ) := Tz(e〈z,ζ 〉). However, e〈·,ζ 〉 necessarily be-
longs to neither F{M} nor F (M) (for example, M := (α!2)α ). Therefore, we need
some transform more general than the Laplace transform.
Lemma 2.12. The mapping(F{M})′ ∼−→F (M∗)
T 7→ T̂ (ζ ) := ∑
α∈Nn
〈T,zα〉
α!
ζα
is a continuous bijection of Fréchet spaces; so an isomorphism.
Proof. For any T ∈ (F{M})′ and any r > 0, we have
|〈T,zα〉|
α!
6 1
α!
‖T‖(BMr )′ ·
∥∥zα∥∥r = ‖T‖(BMr )′ 1α! · Mαr|α| = ‖T‖(BMr )′ 1M∗α · 1r|α|
for all α ∈ Nn, where ‖T‖(BMr )′ := sup‖ f‖r=1
∣∣T ( f )∣∣. Hence, we have
∥∥T̂ (ζ )∥∥M∗1/r := sup
α∈Nn
|〈T,zα〉|
α!
M∗α r
|α| 6 ‖T‖(BMr )′ .
Taking r arbitrarily large, we have T̂ (ζ ) ∈F (M∗). And the continuity of this mapping
follows from the last inequality immediately. The injectivity is obvious.
To see the surjectivity, suppose that
F(ζ ) := ∑
α∈Nn
Fαζα ∈ F (M∗).
It suffices to show that there exists T ∈ (F{M})′ such that T̂ (ζ ) = F(ζ ). For any
g(z) := ∑α∈Nn gα zα ∈ F{M}, set
Tg := ∑
α∈Nn
α!Fα gα .
15
2.3. DUAL SPACES CHAPTER 2. CONTINUOUS LINEAR OPERATOR
By Proposition 1.4 (1), there exists R> 1 such that
limsup
|α|→∞
(
|gα |Mα
) 1
|α|6 R
We choose some 0< ε < 1/R. Using Proposition 1.4 (2), we obtain that
limsup
|α|→∞
(
α! |Fα | |gα |
) 1
|α|
= limsup
|α|→∞
(
|Fα | α!Mα · |gα |Mα
) 1
|α|
6 limsup
|α|→∞
(
|Fα |M∗α
) 1
|α| · limsup
|α|→∞
(
|gα |Mα
) 1
|α| 6 ε R< 1,
which implies that Tg is convergent. Therefore, we have T ∈ (F{M})′ and
T̂ (ζ ) = ∑
α∈Nn
〈T,zα〉
α!
ζα = ∑
α∈Nn
α!Fα
α!
ζα = F(ζ ),
as desired. By a Theorem of Banach, it is an isomorphism of Fréchet spaces.
Since both F{M} and F (M) are reflexive, we have the following corollary.
Corollary 2.13. The mapping(F (M))′ ∼−→F{M∗}
T 7→ T̂ (ζ ) := ∑
α∈Nn
〈T,zα〉
α!
ζα
is a continuous bijection of Fréchet spaces; so an isomorphism.
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Chapter 3
The Space Eρ(r) and Eρ(r)0
The space of entire functions in one variable of exponential type with respect to a
proximate order is introduced by Valiron ([14]), and its theory is developed by Levin
([13]). The case of several variable is studied by Lelong and Gruman in [12]. The
characterization problem of the continuous endomorphisms of the spaces of entire
functions of normal type with respect to a proximate order is partial answered by
Ishimura in [5]. Recently, this problem is completely answered by Aoki, Ishimura,
Okada, Struppa, and Uchida in [1].
In this chapter, we show that the space of entire functions of normal type (resp.,
minimal type) with respect to a proximate order can be consider as a special case
of F{M} (resp., F (M)). Consequently, we may apply our main result to characterize
continuous endomorphisms in the corresponding spaces. Furthermore, we will see
that this characterization is the extension of the theorems in [1].
3.1 Basic Theory
In the sequel, we assume ρ > 0. A differentiable function ρ(r) : R>0 → R>0 is a
proximate order for the order ρ > 0 provided that
(i) limr→∞ ρ(r) = ρ,
(ii) limr→∞ ρ
′(r)r logr = 0.
It is well-known that in the case where ρ > 0, there exists r0 1 such that for r> r0,
the function rρ(r) is strictly increasing (tending to +∞), and if ρ > 1, rρ(r)−1 is also
strictly increasing ([13, Chapter I, §12]). We also remark that
d
dr
(
rρ(r)
)
= rρ(r)−1
(
ρ ′(r)r logr+ρ(r)
)
.
For any σ > 0, we define the Banach space
Bwσ :=
{
f (z) ∈ O(Cn)
 ∥∥ f (z)∥∥wσ := supz∈Cn ∣∣ f (z)∣∣e−wσ (z) < ∞
}
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with norm ‖·‖wσ , where wσ (z) := σ |z|ρ(|z|). Now we consider the space of entire
functions of normal type with respect to a proximate order ρ(r):
Eρ(r) := lim−→
σ→∞
Bwσ ,
and the space of entire functions of type at most σ > 0 with respect to a proximate
order ρ(r):
Eρ(r)σ := lim←−
ε→0
Bwσ+ε .
When σ = 0, Eρ(r)0 is the space of entire functions of minimal type with respect to a
proximate order ρ(r).
As [12, pp. 17], we will denote by r = ϕ(t) for t  1, the inverse function of
t = rρ(r) (r 1). Following to [12, pp. 203], for any q ∈ N, we set
Aq :=
(
ϕ(q)ρ
eρ
)q
ρ
. (3.1)
Remark that in the case that ρ(r)≡ ρ , we have ϕ(q) = ρ√q. It follows that A|α|∼ ρ
√
α!
fromCorollary A.5. However, in general, by Example A.6 and LemmaA.7, there does
not exist p ∈ R such that A|α| ∼ α!p.
An entire function f (z) can always be written in the following form:
f (z) = ∑
α∈Nn
fαzα =
∞
∑
q=0
Pq(z),
where Pq(z) := ∑
|α|=q
fαzα . We recall [12, Theorem 1.23]:
Theorem 3.1. Let f be an entire function of finite order ρ > 0 and of proximate order
ρ(r). Then its type σ with respect to ρ(r) is given by
1
ρ
logσ = limsup
q→∞
(
1
q
logHq+ logϕ(q)
)
− 1
ρ
− logρ
ρ
,
where Hq := sup
|z|61
∣∣Pq(z)∣∣.
By the proof of this Theorem, we also remark the following:
Lemma 3.2. For every δ > 0 with δ < 1
ρ
, there exists T0 > 0 such that if t > T0, we
have (
1
ρ
−δ
)
d
dt
ln t <
d
dt
lnϕ(t)<
(
1
ρ
+δ
)
d
dt
ln t. (3.2)
18
CHAPTER 3. THE SPACE Eρ(r) AND Eρ(r)0 3.2. THE SET Eρ(r) AND Eρ(r)0
3.2 The Set Eρ(r) and Eρ(r)0
In this section, we give a sufficient and necessary condition for an entire function
f (z) := ∑α∈Nn fαzα belonging to the set Eρ(r) and the set Eρ(r)0 by the sequence of
coefficients ( fα)α . To do so, we first give a sufficient condition and a necessary con-
dition for the set Eρ(r)σ .
Using Theorem 3.1, we have a Lemma:
Lemma 3.3. An entire function f (z) belongs to Eρ(r)σ if and only if
limsup
q→∞
(
HqAq
)ρ
q 6 σ .
Proof. Note that f ∈ Eρ(r)σ is equivalent to that for any ε > 0, there existsDε > 0 such
that ∣∣ f (z)∣∣6 Dε ewσ+ε (z) = Dε e(σ+ε)|z|ρ(|z|)
for all z ∈ Cn. Setting
M f (r) := sup
|z|6r
log
∣∣ f (z)∣∣,
we obtain that
limsup
r→+∞
M f (r)
rρ(r)
6 limsup
r→+∞
logDε +(σ + ε)rρ(r)
rρ(r)
= σ .
Observe that the left-hand side of last inequality is just the type of f (z) with respect
to ρ(r). In view of Theorem 3.1, it’s equivalent to that
limsup
q→∞
(
ρ
q
logHq+ρ logϕ(q)
)
− log(eρ)6 logσ .
Eventually, we have the assertion.
Corollary 3.4. An entire function f (z) belongs to Eρ(r)σ if
limsup
|α|→∞
(
| fα |A|α|
) ρ
|α| 6 σ .
Conversely, if f (z) ∈ Eρ(r)σ , then we have
limsup
|α|→∞
(
| fα |A|α|
) ρ
|α| 6 (
√
n)ρ σ .
Proof. In view of Lemma A.2, we have the sufficiency immediately.
To see the necessity, we claim that for each q ∈ N,
max
|α|=q
| fα |6 (
√
n)qHq. (3.3)
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In fact, applying Cauchy’s inequality, obtain that there exists |γ|= q such that
max
|α|=q
| fα |= 1γ! ·
∣∣∂ γPq(0)∣∣6 1rq · sup~|z|6r
∣∣Pq(z)∣∣= sup
~|z|61
∣∣Pq(z)∣∣.
Since ~|z|6 1 implies |z|6√n, we have
sup
~|z|61
∣∣Pq(z)∣∣6 sup
|z|6√n
∣∣Pq(z)∣∣= (√n)q sup
|z|61
∣∣Pq(z)∣∣= (√n)qHq.
And (3.3) is verified. By Lemma 3.3, we have
limsup
|α|=q→∞
(
| fα |Aq
)ρ
q 6 limsup
q→∞
(
(
√
n)qHqAq
)ρ
q
= (
√
n)ρ σ .
By the preceding corollary, more generally, we have:
Proposition 3.5. Let f (z) := ∑α∈Nn fαzα ∈ C[[z]]. Then
(1) f (z) ∈ Eρ(r) if and only if we have
limsup
|α|→∞
(
| fα |A|α|
) 1
|α|
< ∞. (3.4)
(2) f (z) ∈ Eρ(r)0 if and only if we have
limsup
|α|→∞
(
| fα |A|α|
) 1
|α|
= 0. (3.5)
Proof. To see (1), in view of the preceding corollary, we only need to show that (3.4)
implies that f (z) ∈ O(Cn). By (3.4), there exist R> 0 such that
lim
|α|→∞
∣∣ fα ∣∣ 1|α| 6 lim|α|→∞ R(A|α|)− 1|α| = R · lim|α|→∞ (eρ)
1
ρ
ϕ(|α|) = 0.
It follows that f (z) := ∑α∈Nn fαzα converges for all z ∈ Cn. Hence, f (z) is an entire
function, as required.
To see (2), observe that (3.5) implies (3.4). By the same argument as above, we
have (2).
Let A := (A|α|)α . The following proposition shows the relation between the set
Eρ(r) (resp., Eρ(r)0 ) and the set F{A} (resp., F (A)).
Lemma 3.6. Eρ(r) (resp., Eρ(r)0 ) coincides with F{A} (resp., F (A)) in the sense of set.
20
CHAPTER 3. THE SPACE Eρ(r) AND Eρ(r)0 3.3. APPLICATIONS
Proof. In view of Proposition 3.5, we only need to show that the sequence A satisfies
(M1). In (3.2), for any p, q> T0, integrating each side from p to p+q, we have(
1
ρ
− ε
)
log
p+q
p
< log
ϕ(p+q)
ϕ(p)
<
(
1
ρ
+ ε
)
log
p+q
p
.
Hence, for all p, q> T0, we have that(
p+q
p
)(ρ−1−ε)p
<
(
ϕ(p+q)
ϕ(p)
)p
<
(
p+q
p
)(ρ−1+ε)p
.
By the same reason, for all p, q> T0, we have that(
p+q
q
)(ρ−1−ε)q
<
(
ϕ(p+q)
ϕ(q)
)q
<
(
p+q
q
)(ρ−1+ε)q
.
Therefore, for all p, q> T0, we have that
Ap+q
ApAq
=
ϕ(p+q)p+q
ϕ(p)pϕ(q)q
=
(
ϕ(p+q)
ϕ(p)
)p(ϕ(p+q)
ϕ(q)
)q
6
(
p+q
p
)(ρ−1+ε)p( p+q
q
)(ρ−1+ε)q
< e(ρ
−1+ε)(p+q)
and
ApAq
Ap+q
=
ϕ(p)pϕ(q)q
ϕ(p+q)p+q
=
(
ϕ(p)
ϕ(p+q)
)p( ϕ(q)
ϕ(p+q)
)q
6
(
p
p+q
)(ρ−1−ε)p( q
p+q
)(ρ−1−ε)q
< 1,
as required.
3.3 Applications of Main Results
Lemma 3.7. Assume that, for each q ∈ Z+, r := r(q) is the solution of equation
d
dr
(
rq e−σr
ρ(r)
)
= 0. (3.6)
Then we have that
lim
q→∞
(
rq e−σrρ(r)
Aq
)1
q
=
(
1
σ
)1
ρ
.
Proof. By computing the equation, we have that
t
q
=
1
σ
(
ρ ′(r)r logr+ρ(r)
)
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where t := rρ(r). Since r→ ∞ as q→ ∞, we have that for any ε1 > 0, there exists
N1 > 0 such that
1
σρ
− ε1 < tq <
1
σρ
+ ε1
whenever q, t > N1. In view of Lemma 3.2, for any ε2 > 0, there exists N2 > 0 such
that (3.2) holds for all q, t > N2.
If σρ 6 1, integrating (3.2) from q to t, obtain that(
1
ρ
− ε2
)
log
t
q
< log
ϕ(t)
ϕ(q)
<
(
1
ρ
+ ε2
)
log
t
q
for all q, t > N2. Hence, for all q, t >max{N1,N2}, we have(
1
ρ
− ε2
)
log
(
1
σρ
− ε1
)
< log
ϕ(t)
ϕ(q)
<
(
1
ρ
+ ε2
)
log
(
1
σρ
+ ε1
)
.
When σρ > 1, by the same process, obtain that for all q, t >max{N1,N2},(
1
ρ
+ ε2
)
log
(
1
σρ
− ε1
)
< log
ϕ(t)
ϕ(q)
<
(
1
ρ
− ε2
)
log
(
1
σρ
+ ε1
)
.
Finally, since r→ ∞ (so does t) as q→ ∞, we have that
lim
q→∞
1
q
log
rq e−σrρ(r)
Aq
= lim
q→∞
1
q
(
logϕ(t)q−σt− logAq
)
= lim
q→∞
(
−σt
q
+ log
ϕ(t)
ϕ(q)
)
+
1
ρ
log(eρ)
=− 1
ρ
+
1
ρ
log
(
1
σρ
)
+
1
ρ
log(eρ) =
1
ρ
log
1
σ
.
Lemma 3.8. If ρ , σ > 0, then
limsup
|µ|→∞
(‖zµ‖wσ
A|µ|
) 1
|µ|
6
(
1
σ
)1
ρ
.
Proof. For any µ ∈ Nn and r > 0, we have
sup
|z|=r
|zµ |= sup
|z|=r
|z1|µ1 · · · |zn|µn 6 sup
|z|=r
(
max
16 j6n
|z j|
)|µ|
6 sup
|z|=r
|z||µ| = r|µ|,
which implies that
sup
|z|=r
|zµ |e−wσ (z) 1
A|µ|
6 r
|µ| e−σrρ(r)
A|µ|
. (3.7)
Observe that for any σ > 0, we have
‖zµ‖wσ =maxr>0 sup|z|=r
|zµ |e−wσ (z).
For all sufficiently large |µ|, take the maximal of right-hand side of (3.7). And the
assertion follows from Lemma 3.7.
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Proposition 3.9. Eρ(r) (resp., Eρ(r)0 ) coincides with F{A} (resp., F (A)) in the sense
of topological space. Furthermore, Eρ(r) (resp., Eρ(r)0 ) is a (DFS)-space (resp., an
(FS)-space).
Proof. Let ‖·‖r be the norm of BAr . First, we prove the following statements.
(1) For any δ > 0, there exist σ ,C > 0 such that for all f ∈ BAδ , we have
‖ f‖δ
C
6 ‖ f‖wσ 6C‖ f‖δ .
(2) For any σ > 0, there exist δ ,C > 0 such that for all f ∈ Bwσ , we have
‖ f‖wσ
C
6 ‖ f‖δ 6C‖ f‖wσ .
Let ~S := (s, . . . ,s) ∈ Rn+ and r := s
√
n. By the Cauchy inequality, for any s > 0 and
any σ > 0, we have
∣∣ fα ∣∣= 1α! ∣∣∂αz f (0)∣∣6 1~Sα sup~|z|6~S
∣∣ f (z)∣∣6 (1
s
)|α|
sup
|z|6s√n
∣∣ f (z)∣∣
=
(√
n
r
)|α|(
sup
|z|6r
∣∣ f (z)∣∣e−σrρ(r))eσrρ(r)
6 ‖ f (z)‖wσ
A|α|
(
√
n)|α|
A|α| eσr
ρ(r)
r|α|
.
For each |α| ∈ Z+, we choose some r > 0 satisfying (3.6). Continuing the estimate,
by Lemma 3.7, we have that for any ε > 0, there existsC > 0 such that
∣∣ fα ∣∣6C ‖ f (z)‖wσA|α|
(√
nσ
1
ρ + ε
)|α|
for all α ∈ Nn. To see the first inequality in (1) (resp., the second inequality in (2)),
for any δ > 0 (resp., σ > 0), we choose some ε > 0 and σ > 0 (resp., δ > 0) such
that
√
nσ
1
ρ + ε < δ . Hence, there existsC > 0 such that
∥∥ f (z)∥∥δ = sup
α∈Nn
| fα |
A|α|
δ |α|
6 sup
α∈Nn
| fα |A|α|
(√
nσ
1
ρ + ε
)−|α|
6C
∥∥ f (z)∥∥wσ
for all f (z) ∈ BAδ (resp., f (z) ∈ Bwσ ).
To see the second inequality in (1) (resp., the first inequality in (2)), observe that
for any δ > 0 (resp., σ > 0), we choose some ε > 0 and σ > 0 (resp., δ > 0) such
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that δ
(
(1/σ)1/ρ + ε
)
< 1. Then, by Lemma 3.8, there existsC > 0 such that
∥∥ f (z)∥∥wσ 6 ∑
α∈Nn
| fα |‖zα‖wσ 6 ∑
α∈Nn
| fα |A|α|
((
1
σ
)1
ρ
+ ε
)|α|
6
∥∥ f (z)∥∥δ ∑
α∈Nn
δ |α|
((
1
σ
)1
ρ
+ ε
)|α|
6C
∥∥ f (z)∥∥δ
for all f (z) ∈ BAδ (resp., f (z) ∈ Bwσ ), as desired.
The second inequality in (1) (resp., in (2)) implies that for any ε > 0, there exist
C, δ > 0 such that
‖ f‖wδ 6C‖ f‖ε (resp., ‖ f‖δ 6C‖ f‖wε )
for all f ∈ Eρ(r) = F{A}. Hence, Eρ(r) = F{A} in the sense of topological space.
The first inequality in (1) (resp., in (2)) implies that for any ε > 0, there exist C,
δ > 0 such that
‖ f‖wε 6C‖ f‖δ (resp., ‖ f‖ε 6C‖ f‖wδ )
for all f ∈ Eρ(r)0 = F (A). Hence, Eρ(r)0 = F (A) in the sense of topological space.
By Lemma 1.3, we have the second assertion.
Let A˜∗ := (A˜∗α)α , where A˜∗α := α!/A|α|. Applying Proposition 3.9 and the main
results, we have the following corollaries immediately.
Corollary 3.10. Let P∈D and assume that one of the the following conditions holds:
(i) P ∈ D{A˜∗}.
(ii) I(P) ∈ L{A˜∗}.
(iii) For any ε > 0, there existC, σ > 0 such that for all α ∈ Nn, we have
∥∥aα(z)∥∥wσ 6C ε |α|A˜∗|α| .
(iv) For any ε > 0, there existC, σ > 0 such that for all ν ∈ Nn, we have∥∥∥∥P( zνν!
)∥∥∥∥
wσ
6C ε
|ν |
A˜∗|ν |
.
Then P : Eρ(r)→Eρ(r) is a continuous linear operator.
Conversely, if F : Eρ(r)→Eρ(r) is a continuous linear operator, then we have
(1) There exists a uniqueP∈D satisfying condition (iii) and (iv) such thatF f =P f
for all f ∈ Eρ(r).
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(2) There exists a unique P ∈ D{A˜∗} such that F f = P f for all f ∈ Eρ(r).
(3) There exists a unique Q ∈ L{A˜∗} such that F f = Qf for all f ∈ Eρ(r).
Corollary 3.11. Let P∈D and assume that one of the the following conditions holds:
(i) P ∈ D(A˜∗).
(ii) I(P) ∈ L(A˜∗).
(iii) For any ε > 0, there existC, δ > 0 such that for all α ∈ Nn, we have
∥∥aα(z)∥∥wε 6C δ |α|A˜∗|α| .
(iv) For any ε > 0, there existC, δ > 0 such that for all ν ∈ Nn, we have∥∥∥∥P( zνν!
)∥∥∥∥
wε
6C δ
|ν |
A˜∗|ν |
.
Then P : Eρ(r)0 → Eρ(r)0 is a continuous linear operator.
Conversely, if F : Eρ(r)0 → Eρ(r)0 is a continuous linear operator, then we have
(1) There exists a uniqueP∈D satisfying condition (iii) and (iv) such thatF f =P f
for all f ∈ Eρ(r)0 .
(2) There exists a unique P ∈ D(A˜∗) such that F f = P f for all f ∈ Eρ(r)0 .
(3) There exists a unique Q ∈ L(A˜∗) such that F f = Qf for all f ∈ Eρ(r)0 .
In [1], continuous endomorphisms of the space Eρ(r) (resp., Eρ(r)0 ) are character-
ized by condition (iii) of Corollary 3.10 (resp., Corollary 3.11). Hence, these two
corollaries could be considered as the extension of the theorems in [1].
3.4 Dual Spaces of Eρ(r) and of Eρ(r)0
In this section, we will suppose ρ > 1: in this case, the equation s = rρ(r)−1 has the
unique solution r = λ (s) for all sufficiently large s > 0. A proximate order ρ∗(s) is
said to be a conjugate proximate order of ρ(r) if it satisfied for large s (so for large r)
ρ∗(s) :=
ρ(r)
ρ(r)−1 i.e.
1
ρ(r)
+
1
ρ∗(s)
= 1. (3.8)
It is easy to see that any differentiable function ρ∗(s) satisfying (3.8) for large s is in
fact a proximate order (see [12] Prop. 9.4). In this section, we will take a conjugate
proximate order ρ∗(s). Set ρ∗ := lims→∞ρ∗(s)> 1.
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As the case of r = ϕ(t), let s = ϕ∗(u) be the inverse function of u = sρ∗(s) when
u is large enough. We set also A∗ := (A∗|α|)α , where
A∗q :=
(
ϕ∗(q)ρ∗
eρ∗
) q
ρ∗
.
Corollary 3.12. If ρ > 1, then the mapping(Eρ(r))′ ∼−→ Eρ∗(s)0
T 7→ T̂ (ζ ) := ∑
α∈Nn
〈T,zα〉
α!
ζα
is a continuous bijection of Fréchet spaces; so an isomorphism.
Proof. By Proposition 3.9 and Lemma 2.12, we see that (Eρ(r))′ = (F{A})′ is isomor-
phic to F (A˜∗). We claim that α!/A|α| ∼ A∗|α|. Indeed, setting q= |α|, we have
α!
A|α|A∗|α|
=
(eρ)
q
ρ
ϕ(q)q
· (eρ
∗)
q
ρ∗
ϕ∗(q)q
·α!=
(
e
q
)q
α!
(
ρ√ρ ρ∗√ρ∗)q .
The claim follows from Corollary A.5.
In view of Lemma 1.5, we have that F (A˜∗) = F (A∗) in the sense of topological
space. Since ρ∗(s) is a proximate order for the order ρ∗ > 1, using Proposition 3.9,
we see that F (A∗) = Eρ∗(s)0 in the sense of topological space.
By Proposition 3.9, we see that both of Eρ(r) and Eρ(r)0 are reflexive. Hence, we
have the following corollary.
Corollary 3.13. If ρ > 1, then the mapping(
Eρ(r)0
)′ ∼−→ Eρ∗(s)
T 7→ T̂ (ζ ) := ∑
α∈Nn
〈T,zα〉
α!
ζα
is a continuous bijection of Fréchet spaces; so an isomorphism.
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Chapter 4
Infinite Order Partial Differential
Equations in Eρ(r)
For an infinite order partial differential operator
P := P(z,∂z) := ∑
α∈Nn
aα(z)∂αz ,
we call
P(z,ζ ) := ∑
α∈Nn
aα(z)ζα
the symbol of P. We define at least formally the transpose of P= P(ζ ,∂ζ ):
tP := tP(ζ ,∂ζ ) := ∑
β∈Nn
(
∑
α∈Nn
aβαζα
)
∂ βζ .
In view of (2.2), by the identification Eρ(r) ∼→ CNn : f 7→ ( fγ)γ , the continuous lin-
ear operator P : Eρ(r) → Eρ(r) is identified with the infinite matrix which is called
characteristic matrix
CP :=
(
cµν
)
µ,ν :=
(
∑
λ6µ,ν
ν!
λ !
aµ−λν−λ
)
µ,ν
: CN
n → CNn . (4.1)
Similarly, for the transpose of P, we have that
tP(z,∂z) f (z) = ∑
α∈Nn
zα
(
∑
β∈Nn
aβα
(
∑
γ>β
γ!
(γ−β )! · fγ z
γ−β
))
= ∑
α∈Nn
(
∑
β∈Nn
(
∑
γ>β
aβα
ν!
λ !
· fν zα+λ
))
= ∑
µ∈Nn
(
∑
ν∈Nn
(
∑
λ6µ
λ6ν
aν−λµ−λ
ν!
λ !
)
fν
)
zµ ,
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where λ := γ − β , µ := α + λ and ν := β + λ . By the definition of characteristic
matrix, we see that
CtP =
(
∑
λ6µ
λ6ν
aν−λµ−λ
ν!
λ !
)
µ,ν
=
(
ν!
µ!
cνµ
)
µ,ν
. (4.2)
Now we will consider the partial differential equation in Eρ(r):
P(z,∂z) f (z) = ∑
α∈Nn
aα(z)∂αz f (z) = g(z).
By (4.1), expanding f (z) = ∑
ν∈Nn
fν zν , g(z) = ∑
µ∈Nn
gµ zµ , this means formally
∑
ν∈Nn
cµν fν ≡ ∑
ν∈Nn
(
∑
λ6ν
λ6µ
ν!
λ !
aµ−λν−λ
)
fν = gµ (for any µ ∈ Nn). (4.3)
In this article, as in [5], we will study the following two cases:
partial differential operator of infinite order P= ∑α∈Nn aα(z)Dαz of
(I) regular singular type, that is, each aα(z) is divisible by zα
aα(z) = ∑
β>α
aβα zβ ;
(II) Korobeı˘nik type, that is, each aα(z) is a polynomial of order 6 α
aα(z) = ∑
β6α
aβα zβ .
This second type operator was first studied by Korobeı˘nik [10] in one variable case;
we remark also Korobeı˘nik [11] and van der Steen [15] studied the operators of first
type, always in one variable case.
(O)Wewill callP an operator ofEuler type if it is regular singular type andKorobeı˘nik
type simultaneously, i.e. with a constant aα ∈ C, P has the form
P= ∑
α∈Nn
aαzα∂αz .
4.1 PDE of Regular Singular Type in Eρ(r)
Theorem 4.1 (Main Result 3). Suppose the partial differential operatorP is of regular
singular type. If the following conditions hold:
(1) There existC, κ > 0 such that for all µ ∈ Nn, we have
Cκ |µ| 6 |cµµ |.
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(2) There exists R> 0 such that for all ν < µ , we have
|cµν |
|cµµ |
6
A|ν |
A|µ|
R|µ−ν |.
Then the continuous linear operator P : Eρ(r)→Eρ(r) is surjective.
Proof. Assume that P f = g∈ Eρ(r). In view of Proposition 3.5 (1), it suffices to show
that there exist D, δ > 0 such that
| fµ |6 D δ
|µ|
A|µ|
(4.4)
for all |µ| ∈ N. Prove it by induction.
By (1) and Proposition 3.5 (1), we have
limsup
|µ|→∞
(
|gµ |
|cµµ |
A|µ|
) 1
|µ|
6 limsup
|µ|→∞
(
1
|cµµ |
) 1
|µ|
· limsup
|µ|→∞
(
|gµ |A|µ|
) 1
|µ|
< ∞,
which implies that there exists D0, K > 0 such that
|gµ |
|cµµ |
6 D0
K|µ|
A|µ|
for all |µ| ∈N. Let R be given by (1). We choose some δ >max{K,R,C} andD>D0
such that
D0
D
(
K
δ
)|µ|
+
(
δ n
(δ −R)n −1
)
< 1
for all |µ| ∈ N. When |µ| = 0, (4.4) is obvious. Assume that (4.4) holds for q− 1,
where q ∈ Z+. When |µ|= q, we have that
1
|cµµ |
∣∣∣∑
ν<µ
cµν fν
∣∣∣6 ∑
ν<µ
A|ν |
Aq
R|µ−ν | ·D δ
|ν |
A|ν |
=
D
Aq
(
Rq ∑
ν6µ
(
δ
R
)|ν |
−δ q
)
=
D
Aq
(
Rq ∑
ν16µ1
(
δ
R
)ν1
· · · ∑
νn6µn
(
δ
R
)νn
−δ q
)
=
D
Aq
Rq
(
δ
R
)µ1+1−1
δ
R −1
· · ·
(
δ
R
)µn+1−1
δ
R −1
−δ q

6 D
Aq
Rq
(
δ
R
)q+n
(
δ
R −1
)n −δ q

=
D
Aq
(
δ q+n
(δ −R)n −δ
q
)
= D
δ q
Aq
(
δ n
(δ −R)n −1
)
.
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Therefore, we see that
| fµ |6 |gµ ||cµµ |
+
1
|cµµ |
∣∣∣∑
ν<µ
cµν fν
∣∣∣6 D0 KqAq +D δ
q
Aq
(
δ n
(K−R)n −1
)
< D
δ q
Aq
.
And the induction is finished.
Proposition 4.2. Suppose that the regular singular type P : Eρ(r)→ Eρ(r) is a con-
tinuous linear operator. Then for any function χ : Nn → Nn with χ(µ) 6 µ for all
µ ∈ Nn, we have
limsup
|µ|→∞
(∣∣cµχ(µ)∣∣ A|µ|A|χ(µ)|
) 1
|µ|
< ∞.
Proof. Let ν := χ(µ), ~R := (r′, . . . ,r′) ∈ Rn+, r :=
√
nr′, and q := |µ|. Let σ > 0
given by Corollary 3.10 (iii). By Cauchy’s inequality, we have that
|cµν |= |bµν |ν!= ν!µ!
∣∣Dµbν(0)∣∣6 ν!~Rµ max~|z|6~R ∣∣bν(z)∣∣
=
ν!
(r′)q
max
~|z|6~R
∣∣bν(z)∣∣e−wσ (z) ewσ (z)
6 ν!
(√
n
r
)q
max
|z|6r
∣∣bν(z)∣∣e−σrρ(r) eσrρ(r)
6
∥∥bν(z)∥∥wσν! · eσrρ(r)rq · (√n)q
for all q ∈N and ~R ∈Rn+. For each q ∈ Z+, we choose some r> 0 which is a solution
of equation
d
dr
(
rq e−σr
ρ(r)
)
= 0.
Set k := liminf|µ|→∞ |χ(µ)|/|µ|, then 0 6 k 6 1. By Lemma 3.7 and Corollary 3.10
(iv), we have that
limsup
|µ|=q→∞
(
|cµν |
Aq
A|ν |
)1
q
6 limsup
|µ|=q→∞
(∥∥bν(z)∥∥wσ ν!A|ν | · e
σrρ(r)Aq
rq
· (√n)q
)1
q
6 limsup
|µ|=q→∞
(∥∥bν(z)∥∥wσ ν!A|ν |
)1
q
· limsup
|µ|=q→∞
(
eσr
ρ(r)
Aq
rq
)1
q√
n
6 limsup
|µ|=q→∞
(∥∥bν(z)∥∥wσ ν!A|ν |
) 1
|ν | · |ν |q
·σ 1ρ√n
< εkσ
1
ρ
√
n< ∞.
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Corollary 4.3. Suppose that the partial differential operator P is of Euler type. Then
P : Eρ(r) → Eρ(r) is a continuous linear operator if and only if there exist C, κ > 0
such that for all µ ∈ Nn, we have
|cµµ |6Cκµ .
Proof. In view of Proposition 4.2, we only need to show the sufficiency.
To see Corollary 3.10 (iv), there exists R> 0 such that
limsup
|µ|→∞
|cµµ |
1
|µ| = R.
For any ε > 0, we choose some s> 0 such that ρ
√
s> R/ε . Hence,
limsup
|µ|→∞
(∥∥bµ(z)∥∥ws µ!A|µ|
) 1
|µ|
= limsup
|µ|→∞
(
‖zµ‖ws
|bµµ |µ!
A|µ|
) 1
|µ|
6 limsup
|µ|→∞
(‖zµ‖ws
A|µ|
) 1
|µ|
· limsup
|µ|→∞
|cµµ |
1
|µ|
6
(
1
s
)1
ρ
R< ε.
Proposition 4.4. Suppose the partial differential operator P is of Euler type. Then
P : Eρ(r)→Eρ(r) is a bijective continuous linear operator if and only if there existC,
κ > 0 such that for all µ ∈ Nn, we have
1
Cκ |µ|
6 |cµµ |6Cκ |µ|.
Proof. In view of Theorem 4.1 and Corollary 4.3, it suffices to show the necessity.
Suppose that P f = g, where
f (z) := ∑
µ∈Nn
fµzµ and g(z) := ∑
µ∈Nn
gµzµ .
Assume that there exists γ ∈Nn such that cγ = 0. Set g(z) := gγzγ , where gγ 6= 0. Then
we have g∈Eρ(r) because of Proposition 3.5 (1). On the other hand, there doesn’t exist
f ∈ Eρ(r) such that P f = g, which contradicts the surjectivity of P : Eρ(r)→Eρ(r).
Set gµ := 1/A|µ|. It follows from Proposition 3.5 (1) that g ∈ Eρ(r) and
∞> limsup
|µ|→∞
(
| fµ |A|µ|
) 1
|µ|
= limsup
|µ|→∞
(
|gµ |
|cµµ |
A|µ|
) 1
|µ|
= limsup
|µ|→∞
(
1
|cµµ |
) 1
|µ|
.
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4.2 PDE of Korobeı˘nik Type in Eρ(r)
To prove our main result of this section, first we need to characterize the Cauchy
sequence in Eρ(r)0 .
Lemma 4.5. Suppose that f j ∈ Eρ(r)0 for each j ∈ Z+. ( f j) j→ 0 as j→ ∞ in Eρ(r)0
if and only if for any ε , δ > 0, there exists N > 0 such that
max
|α|=q
| f jα |6 ε δ
q
Aq
whenever j > N and q ∈ N.
Proof. By Proposition 3.9, considering the topology of F (A), we have that ( f j) j→ 0
as j→∞ in Eρ(r)0 if and only if for any ε , δ > 0, there existsN > 0 such that ‖ f j‖Aδ < ε
for all j > N. And the assertion follows from the definition of the norm ‖·‖Aδ .
Lemma 4.6. If µ ∈ Nn, then
∑
ν6µ
ν!
µ!
6 2n.
Proof. When n= 1, if µ = 1 or 2, then the summation is 2. If µ > 3, then
∑
ν6µ
ν!
µ!
= 1+
1
µ
+ ∑
ν6µ−2
ν!
µ!
6 1+ 1
µ
+(µ−1) · (µ−2)!
µ!
= 1+
2
µ
.
When n> 1, we see that
∑
ν6µ
ν!
µ!
=
(
∑
ν16µ1
ν1!
µ1!
)
· · ·
(
∑
νn6µn
νn!
µn!
)
6 2n−1
(
1+
2
|µ|−2(n−1)
)
.
Theorem 4.7 (Main Result 4). Suppose ρ > 1 and the partial differential operator P
is of Korobeı˘nik type. If the following conditions hold:
(1) There existsC, κ > 0 such that for all µ ∈ Nn, we have
Cκ |µ| 6 |cµµ |.
(2) For any ε > 0, there exists N > 0 such that
|cνµ |
|cµµ |
6
A∗|ν |
A∗|µ|
ε |µ−ν |
whenever |µ|> N and ν < µ , where cνµ is given by (4.2).
Then P : Eρ(r)→Eρ(r) is surjective.
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Proof. It’s obvious that tP is injective. By closed range theorem, we only need to
show that tP
(
Eρ
∗(s)
0
)
is closed in Eρ
∗(s)
0 . Assume that
(1) Ŝ j, T̂ j ∈ Eρ∗(s)0 for all j ∈ Z+, where
Ŝ j(ζ ) := ∑
α∈Nn
Ŝ jαζα , T̂ j(ζ ) := ∑
α∈Nn
T̂ jαζα .
(2) tP(T̂ j) = Ŝ j for each j ∈ Z+;
(3) the sequence (Ŝ j) j is convergent in E
ρ∗(s)
0 .
We will show that (T̂ j) j is a Cauchy sequence in E
ρ∗(s)
0 . In view of Lemma 4.5, it
suffices to show that for any δ > 0, there exists N > 0 such that
∣∣T̂ iµ − T̂ jµ ∣∣6 δ |µ|+1A∗|µ| (4.5)
whenever i, j > N and |µ| ∈ N. Prove it by induction on |µ| ∈ N.
Let C and κ are given by (1). Since the sequence (Ŝ j) j is convergent in E
ρ∗(s)
0 ,
applying Lemma 4.5, obtain that for any δ > 0, there exists N > 0 such that
1
|cµµ |
∣∣Ŝiµ − Ŝ jµ ∣∣6Cκ |µ| · δ2C
(
δ
κ
)|µ| 1
A∗|µ|
=
δ |µ|+1
2A∗|µ|
(4.6)
whenever i, j > N and |µ| ∈ N. In view of the formula
T̂ iµ − T̂ jµ =
1
cµµ
((
Ŝiµ − Ŝ jµ
)
− ∑
ν<µ
ν!
µ!
cνµ
(
T̂ iν − T̂ jν
))
,
it’s clear that (4.5) holds when |µ|= 0. Assume that (4.5) holds for |µ|= q−1.
When |µ| = q, in the condition (2), we choose some 0 < ε < δ/2n+1. Applying
the preceding lemma, obtain that∣∣∣∣ 1cµµ ∑ν<µ ν!µ!cνµ
(
T̂ iν − T̂ jν
)∣∣∣∣6 |µ|−1∑
|ν |=0
ν!
µ!
·
A∗|ν |
A∗|µ|
ε |µ−ν | · δ
|ν |+1
A∗|ν |
=
δ |µ|+1
A∗|µ|
|µ|−1
∑
|ν |=0
ν!
µ!
( ε
δ
)|µ−ν |
6 δ
|µ|+1
A∗|µ|
· ε
δ
|µ|−1
∑
|ν |=0
ν!
µ!
<
δ |µ|+1
2A∗|µ|
. (4.7)
Finally, combining (4.6) and (4.7), we have (4.5).
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4.3 Examples
We conclude this paper with several examples. First, we give three examples of regular
singular type partial differential operators such that:
(1) P : Eρ(r)→Eρ(r) is a continuous linear operator,
(2) P : Eρ(r)→Eρ(r) is surjective.
Example 4.8. Let n= 1, ρ > 0. For any k > 0, we define
aβα :=

kα
α!
β = α
(−k)α
α!
β = α+1
0 otherwise
.
Then, by (4.1), we have that
aα(z) = aααz
α +aα+1α z
α+1 =
kαzα
α!
+
(−k)αzα+1
α!
,
cµµ = ∑
λ6µ
µ!
λ !
aµ−λµ−λ = ∑
λ6µ
µ!
λ !
· k
µ−λ
(µ−λ )! = (1+ k)
µ ,
cµµ−1 = ∑
λ6µ−1
(µ−1)!
λ !
aµ−λµ−1−λ = ∑
λ6µ−1
(µ−1)!
λ !
· (−k)
µ−1−λ
(µ−1−λ )! = (1− k)
µ−1.
Using Lemma 3.8, obtain that for any ε > 0, there exists s> 0 such that
limsup
α→∞
(∥∥aα(z)∥∥ws α!Aα
) 1
α
6 limsup
α→∞
((
‖zα‖ws +‖zα+1‖ws
) kα
Aα
) 1
α
6 k · limsup
α→∞
(‖zα‖ws
Aα
) 1
α
+
(‖zα+1‖ws
Aα
) 1
α
6 2k
(
1
s
)1
ρ
< ε.
By Corollary 3.10, we see that P : Eρ(r)→Eρ(r) is a continuous linear operator.
When k 6= 1, we choose some ε0 > 0, then
06 lim
µ→∞
|cµµ−1|
|cµµ |
· Aµ
Aµ−1
6 lim
µ→∞
( |1− k|
1+ k
)µ 1
|1− k| ·µ
1
ρ+ε0 = 0.
By Theorem 4.1, we have that P : Eρ(r)→Eρ(r) is surjective.
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Example 4.9. Let n= 1, ρ > 1. For any k 6=−1, we define
aβα :=

kα
α!
β = α
(−1)α
α!(β −α)! β > α
0 otherwise
.
Then, by Lemma 2.1, we have that
bµν =

∑
λ6ν
aν−λν−λ
λ !
= ∑
λ6ν
kν−λ
λ !(ν−λ )! =
(1+ k)ν
ν!
µ = ν
∑
λ6ν
aµ−λν−λ
λ !
= ∑
λ6ν
(−1)ν−λ
λ !(ν−λ )! ·
1
(µ−ν)! = 0 0< ν < µ
aµ0
0!
=
1
µ!
ν = 0
,
b0(z) = ∑
µ∈Nn
bµ0 z
µ = ∑
µ∈Nn
zµ
µ!
= ez ∈ Eρ(r)0 , bν(z) = bννzν =
(1+ k)νzν
ν!
,
cµ0
cµµ
=
bµ0 ·0!
bµµ ·µ!
=
1
µ!(1+ k)µ
.
Using Lemma 3.8, obtain that for any ε > 0, there exists s> 0 such that
limsup
ν→∞
(∥∥bν(z)∥∥ws ν!Aν
)1
ν
= limsup
ν→∞
( |1+ k|ν‖zν‖ws
Aν
)1
ν
=
∣∣1+ k∣∣(1
s
)1
ρ
< ε.
By Corollary 3.10, we see that P : Eρ(r)→Eρ(r) is a continuous linear operator.
In view of Lemma A.7, we have
lim
µ→∞
(
|cµ0 |
|cµµ |
· Aµ
A0
)1
µ
= lim
µ→∞
(
Aµ
µ!(1+ k)µ
)1
µ
= 0.
By Theorem 4.1, we have that P : Eρ(r)→Eρ(r) is surjective.
Example 4.10. Let n> 1, ρ > 0, and k > 0. Suppose that the sequence (K|α|)α ∈M
satisfies the following condition (for example K|α| :=
ρ√|α|!2):
there exist N, δ > 0 such that K|α| > |α|(1/ρ)+δK|α|−1 for all |α|> N. We define
aβα :=
∑λ6α
(−1)|λ |
λ !
· K|α−λ |
K|β−λ |
· k
|β−λ |
(α−λ )! β > α
0 otherwise
.
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Then, by Lemma 2.1, we have
bµν =

K|ν |
K|µ|
· k
|µ|
ν!
µ > ν
0 otherwise
and cµν =

K|ν |
K|µ|
· k|µ| µ > ν
0 otherwise
.
For any ε > 0, we choose some r > k/ε . Thus, for all sufficiently large |ν |, we have∥∥bν(z)∥∥r = ∥∥∥∥∑
µ>ν
bµν z
µ
∥∥∥∥
r
= sup
µ>ν
K|ν |
K|µ|
· k
|µ|
ν!
· A|µ|
r|µ|
=
A|ν |
ν!
(
k
r
)|ν |
6 ε
|ν |
A˜∗ν
.
By Corollary 3.10, we see that P : Eρ(r)→Eρ(r) is a continuous linear operator. And
it is easy to see that the conditions of Theorem 4.1 are also satisfied. Consequently,
the mapping P : Eρ(r)→Eρ(r) is surjective.
Finally, we give three examples of the Korobeı˘nik type partial differential opera-
tors such that:
(1) P : Eρ(r)→Eρ(r) is a continuous linear operator,
(2) P : Eρ(r)→Eρ(r) is surjective.
Example 4.11. Let n= 1, ρ > 1. For any k > 0, we define
aβα :=

kα
α!
β = α
(−k)α−1
(α−1)! β = α−1
0 otherwise
.
Then, by (4.1), we have
aα(z) = aα−1α z
α−1+aααz
α =
(−k)α−1zα−1
(α−1)! +
kαzα
α!
,
cµµ = ∑
λ6µ
µ!
λ !
aµ−λµ−λ = ∑
λ6µ
µ!
λ !
· k
µ−λ
(µ−λ )! = (1+ k)
µ ,
cµ−1µ = ∑
λ6µ−1
µ!
λ !
aµ−1−λµ−λ = ∑
λ6µ−1
µ!
λ !
· (−k)
µ−1−λ
(µ−1−λ )! = µ (1− k)
µ−1.
Using Lemma 3.8, obtain that for any ε > 0, there exists s> 0 such that
limsup
α→∞
(∥∥aα(z)∥∥ws α!Aα
) 1
α
= limsup
α→∞
((
kα−1‖zα−1‖ws
(α−1)! +
kα‖zα‖ws
α!
)
α!
Aα
) 1
α
6 limsup
α→∞
(
α kα−1
‖zα−1‖ws
Aα
) 1
α
+
(
kα
‖zα‖ws
Aα
) 1
α
6 2k
(
1
s
)1
ρ
< ε.
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By Corollary 3.10, we see that P : Eρ(r)→Eρ(r) is a continuous linear operator. When
k 6= 1, we choose some ε0 > 0, then
06 lim
µ→∞
|cµ−1µ |
|cµµ |
· A
∗
µ
A∗µ−1
6 lim
µ→∞
µ
|1− k|
( |1− k|
1+ k
)µ
µ
1
ρ+ε0 = 0.
By Theorem 4.7, we have that P : Eρ(r)→Eρ(r) is surjective.
Example 4.12. Let n= 1, ρ > 1. For any k 6=−1, we define
aβα :=

kα
α!
β = α
(−1)β
β !
(
1
(α−β )!
)2
β < α
0 otherwise
.
Then, by Lemma 2.1, we have that
bµν =

∑
λ6ν
aν−λν−λ
λ !
= ∑
λ6ν
kν−λ
λ !(ν−λ )! =
(1+ k)ν
ν!
µ = ν
∑
λ6µ
aµ−λν−λ
λ !
= ∑
λ6µ
(−1)µ−λ
λ !(µ−λ )!
(
1
(ν−µ)!
)2
= 0 0< µ < ν
a0ν
0!
=
(
1
ν!
)2
µ = 0
,
bν(z) = b0ν +b
ν
νz
ν =
(
1
ν!
)2
+
(1+ k)νzν
ν!
,
c0µ
cµµ
=
b0µ ·µ!
bµµ ·µ!
=
1
µ!(1+ k)µ
.
Using Lemma 3.8, obtain that for any ε > 0, there exists s> 0 such that
limsup
ν→∞
(∥∥bν(z)∥∥ws ν!Aν
)1
ν
6 limsup
ν→∞
(
1
ν! ·Aν +
∣∣1+ k∣∣ν ‖zν‖ws
Aν
)1
ν
6 limsup
ν→∞
(
1
ν! ·Aν
)1
ν
+
∣∣1+ k∣∣(‖zν‖ws
Aν
)1
ν
6
∣∣1+ k∣∣(1
s
)1
ρ
< ε.
By Corollary 3.10, we see that P : Eρ(r)→Eρ(r) is a continuous linear operator.
Since Lemma A.7, we have that
lim
µ→∞
(
|c0µ |
|cµµ |
· A
∗
µ
A∗0
)1
µ
= lim
µ→∞
(
A∗µ
µ!(1+ k)µ
)1
µ
= 0.
By Theorem 4.7, we have that P : Eρ(r)→Eρ(r) is surjective.
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Example 4.13. Let n> 1, ρ > 1, and k > 0. Suppose that the sequence (K|α|)α ∈M
satisfies the following condition (for example K|α| := |α|!2):
there exist N, δ > 0 such that K|α| > |α|2−(1/ρ)+δK|α|−1 for all |α|> N. We define
aβα :=
∑λ6β
(−1)|λ |
λ !
· K|β−λ |
K|α−λ |
· k
|α−λ |
(β −λ )! β 6 α
0 otherwise
.
Then, by Lemma 2.1 and (4.2), we have
bµν =

K|µ|
K|ν |
· k
|ν |
µ!
µ 6 ν
0 otherwise
and cνµ =

K∗ν
K∗µ
k|µ| µ > ν
0 otherwise
.
where K∗α := K|α|/α!. For any ε > 0, we choose some r > k/ε . Thus, for all suffi-
ciently large |ν |, we have
∥∥bν(z)∥∥r = ∥∥∥∥∑
µ6ν
bµν z
µ
∥∥∥∥
r
= sup
µ6ν
K|µ|
K|ν |
· k
|ν |
µ!
· A|µ|
r|µ|
=
A|ν |
ν!
(
k
r
)|ν |
6 ε
|ν |
A˜∗ν
.
By Corollary 3.10, we see that P : Eρ(r)→Eρ(r) is a continuous linear operator.
For any ε > 0, there exists J > 0 such that
K∗µ−1 j
K∗µ
=
K|µ|−1
K|µ|
· µ!
(µ−1 j)! 6
|µ|
|µ|2−(1/ρ)+δ =
1
|µ|1−(1/ρ)+δ 6
A∗|µ|−1
A∗|µ|
ε (4.8)
for all |µ|> J. It follows that K∗α  A∗|α|. Hence, for the same ε as above, there exist
L> J and N > J such that
K∗ν
K∗µ
6 1
K∗µ
max
06|ν |6L
K∗ν 6
ε |µ|
A∗|µ|
min
06|ν |6L
A∗|ν | 6
A∗|ν |
A∗|µ|
ε |µ−ν |
whenever |ν |6 L and |µ|> N. If |ν |> L, then, by (4.8), we have that
K∗ν
K∗µ
=
K∗µ−(1,0,...,0)
K∗µ
·
K∗µ−(2,0,...,0)
K∗µ−(1,0,...,0)
· · · K
∗
ν
K∗ν+(0,...,0,1)
6
( |ν |!
|µ|!
)1−(1/ρ)+δ
6
A∗|ν |
A∗|µ|
ε |µ−ν |
whenever |µ| > N. Therefore, the conditions of Theorem 4.7 are satisfied. Conse-
quently, the mapping P : Eρ(r)→Eρ(r) is surjective.
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The coefficients of formal power series
Let
Hnq :=
(
n+q−1
q
)
=
(n+q−1)!
(n−1)!q! .
Lemma A.1. If n ∈ Z+, then for any ε > 0, there exists N > 0 such that
qn−1
(n−1)! 6 H
n
q <
qn−1
(n−1)!
(
1+ ε
)
whenever q> N.
Proof. By the definition of Hnq, we have
Hnq =
(n+q−1)!
(n−1)!q! =
(n+q−1)!
q!qn−1
· q
n−1
(n−1)! .
Hence, for any ε > 0, there exists N > 0 such that
(n+q−1)!
q!qn−1
=
(n+q−1) · · ·(q+1)
qn−1
=
(
1+
1
q
)
· · ·
(
1+
n−1
q
)
6
(
1+
n−1
q
)n−1
< 1+ ε
whenever q> N. And the assertion is verified.
Lemma A.2. For any ε > 0, there exists N > 0 such that we have
Hq <
(
1+ ε
)
max
|α|=q
| fα |
whenever q> N.
Proof. Since
Hq 6 max|α|=q | fα | · sup|z|61
∣∣∣∣ ∑
|α|=q
zα
∣∣∣∣= max|α|=q | fα | ·max|z|=1
∣∣∣∣ ∑
|α|=q
zα
∣∣∣∣,
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it remains to show that for any ε > 0, there exists N > 0 such that
max
|z|=1
∣∣∣∣ ∑
|α|=q
zα11 · · ·zαnn
∣∣∣∣< 1+ ε
whenever q> N. Then setting
B :=
{
a= (a1, . . . ,an) ∈ Rn
 a1 > · · ·> an > 0 and |a|= 1},
it suffices to show that for any ε > 0, there exists N > 0 such that for any (x1, . . . ,xn)∈
B, we have
Fq(x1, . . . ,xn) := ∑
|α|=q
xα11 · · ·xαnn < 1+ ε
whenever q > N. For each q ∈ N, choose a point (x1(q), . . . ,xn(q)) ∈ B at which
Fq(x1, . . . ,xn) attains its maximum Mq on B.
Remark for each q ∈ N, we have
Mq = Fq
(
x1(q), . . . ,xn(q)
)
> Fq(1,0, . . . ,0) = 1. (A.9)
If ξ := liminf
q→∞ x1(q) < 1, then there exists a sequence (qk)k tending to ∞ such that
lim
k→∞
x1(qk) = ξ ; by Lemma A.1, we have
Fqk
(
x1(qk), . . . ,xn(qk)
)
= ∑
|α|=qk
x1(qk)α1 · · ·xn(qk)αn
6 Hnqk x1(qk)
qk → 0 (k→ ∞)
and this contradicts to (A.9); thus we have ξ = 1. As 1 = ξ 6 limsup
q→∞
x1(q) 6 1, we
conclude that lim
q→∞x1(q) = 1 and for each 26 i6 n, we have limq→∞xi(q) = 0.
Now assume n= 2. Let (y(q))q be any sequence tending to 0 as q→ ∞. If η :=
liminf
q→∞ x1(q)
q < 1, then there exists a sequence (q j) j such that q j→ ∞ as j→ ∞ and
x1(q j)q j < 1. We have
Fq j
(
x1(q j),y(q j)
)
= x1(q j)q j + x1(q j)q j−1y(q j)+ · · ·+ y(q j)q j
= x1(q j)q j + x1(q j)q j−1y(q j)
(
1− y(q j)
x1(q j)
)−1(
1−
(
y(q j)
x1(q j)
)q j)
and taking j large enough, we can assume this last expression is< 1, which contradicts
to (A.9). Hence η = 1. As 1= η 6 limsup
q→∞
x1(q)q6 1,we conclude that lim
q→∞x1(q)
q=
1. Therefore, for any ε > 0, there exists N > 0 such that
Fq
(
x1(q),y(q)
)
= x1(q)q+ x1(q)q−1y(q)+ · · ·+ y(q)q
=
x1(q)q+1− y(q)q+1
x1(q)− y(q) < 1+ ε
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whenever q> N, as desired.
When n> 2, set y(q) := x2(q)+ · · ·+ xn(q) for any q ∈ N and
P˜r
(
x2, . . . ,xn
)
:= ∑
α2+···+αn=r
xα22 · · ·xαnn
for any r ∈ N. We have then P˜r
(
x2(q), . . . ,xn(q)
)
6 y(q)r. As we have
Fq
(
x1(q), . . . ,xn(q)
)
=
q
∑
r=0
x1(q)r · P˜q−r
(
x2(q), . . . ,xn(q)
)
6 y(q)q+ x1(q) · y(q)q−1+ · · ·+ x1(q)q,
noting lim
q→∞ y(q) = 0, by the case that n= 2, we have the conclusion for general case.
The growth of sequences
Definition A.3. We define
M :=
{(
Kα
)
α∈Nn
 Kα > 0 for all α ∈ Nn}.
Let (Kα)α ∈M and (K′α)α ∈M.
(1) WewriteKα 4K′α if there existC, κ > 0 such thatKα 6Cκ |α|K′α for allα ∈Nn.
(2) We write Kα ∼ K′α if both of Kα 4 K′α and K′α 4 Kα hold.
(3) We write Kα ≺≺ K′α if
lim
|α|→∞
(
Kα
K′α
) 1
|α|
= 0.
Proposition A.4. Suppose that Mα ∼M′α . Then we have the following assertions.
(1) If (Mα)α satisfies (M1), then so does (M′α)α .
(2) If p ∈ R, then (Mα)p ∼ (M′α)p.
(3) If Kα ∼ K′α , then KαMα ∼ K′αM′α .
Proof. To see (1), observe that Mα ∼ M′α is equivalent to that there exist C, κ > 0
such that
1
Cκ |α|
6 Mα
M′α
6Cκ |α|. (A.10)
for all α ∈ Nn. By (M1), there existsC0, θ > 0 such that
M′α+β
M′αM′β
6Cκ |α+β |Mα+β
Cκ |α|Cκ |β |
MαMβ
6C0κ2|α+β |θ |α+β |
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for all α , β ∈ Nn. By the same argument, we see that
M′αM′β
M′α+β
6C0κ2|α+β |θ |α+β |
for all α , β ∈ Nn.
(2) is a consequence of (A.10). For the same reason, we have that there exist C1,
C2, κ , τ > 0 such that
1
C1τ |α|
· 1
C2κ |α|
6 KαMα
K′αM′α
6C1τ |α| ·C2κ |α|
for all α ∈ Nn, which is followed by (3).
We denote gamma function by Γ(x).
Corollary A.5. Let p> 0. Then we have that
α!p ∼ (αα)p ∼ Γ(1+ pα1) · · ·Γ(1+ pαn)
∼ Γ(1+ p|α|)∼ |α|!p ∼ |α|p|α|.
Furthermore, each of these sequences satisfies (M1).
Proof. By Stirling’s approximation, we have that
Γ
(
1+ p|α|)∼√2pip|α|( p|α|
e
)p|α|
∼ |α|p|α| ∼
√
2pi|α|
( |α|
e
)p|α|
∼ |α|!p.
Combining this with Proposition A.4 (3), we obtain that
(αα)p = α pα11 · · ·α pαnn ∼ α1!p · · ·αn!p = α!p ∼ Γ(1+ pα1) · · ·Γ(1+ pαn).
Set q= |α|. Applying Stirling’s approximation, we have that
q!< α!>
(⌊q
n
⌋
!
)n
>
⌊q
n
⌋b qncn(1
e
)b qncn
>
⌊q
n
⌋q−n(1
e
)q
< qq,
which means that α!∼ |α|!. The first assertion follows from Proposition A.4 (2).
By the binomial theorem, for all α , β ∈ Nn, we have
16 (α+β )!
α!β !
=
(
α+β
α
)
6 ∑
λ6α+β
(
α+β
λ
)
= 2|α+β |,
which means that (α!)α satisfies (M1). The second assertion follows from Remark
1.1 (i) and Proposition A.4 (1).
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Example A.6. Let ρ(r) := ρ+ 1√logr . Then we have A|α| ≺≺
ρ√α!. In fact, it is easy
to check that ρ(r) is a proximate order. Since
lim
r→∞ log
(
1
r
) 1√
logr
=− lim
r→∞
1√
logr
· logr =− lim
r→∞
√
logr =−∞,
we have that
lim
q→∞
(
Aq
ρ√qq
)1
q
=
(
1
eρ
)1
ρ
lim
q→∞
ϕ(q)
ρ√q
=
(
1
eρ
)1
ρ
lim
r→∞
r
ρ√
rρ(r)
=
(
1
eρ
)1
ρ
lim
r→∞
(
1
r
) 1
ρ
√
logr
= 0.
And the conclusion follows from Corollary A.5.
Lemma A.7. Suppose ρ > 0 and p> 0.
(1) If p<
1
ρ
, then α!p ≺≺ A|α|.
(2) If p>
1
ρ
, then A|α| ≺≺ α!p.
Proof. For any ε > 0, there exists N > 0 such that
q
q
ρ+ε
(
1
eρ
)q
ρ
6 ϕ(q)
q
(eρ)
q
ρ
6 q
q
ρ−ε
(
1
eρ
)q
ρ
whenever q> N.
If p< 1/ρ , we choose some ε > 0 so that p< 1/(ρ+ ε). Then we have that
06 lim
q→∞
(
qpq
Aq
)1
q
6 lim
q→∞ q
p
(
q−
q
ρ+ε (eρ)
q
ρ
)1
q
= (eρ)
1
ρ lim
q→∞ q
p− 1ρ+ε = 0.
If p> 1/ρ , we choose some ε > 0 so that p> 1/(ρ− ε). Then we have that
lim
q→∞
(
qpq
Aq
)1
q
> lim
q→∞ q
p
(
q−
q
ρ−ε (eρ)
q
ρ
)1
q
= (eρ)
1
ρ lim
q→∞ q
p− 1ρ−ε = ∞.
By Corollary A.5, we have (1) and (2).
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