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Abstract
We describe the crystal graphs of the irreducible highest weight Uq(ŝl(n))-modules using extended
Young diagrams and then show how this description can be used to compute monomial bases of the
Demazure modules.
 2005 Elsevier Inc. All rights reserved.
0. Introduction
Let w0 = ri0 . . . ril be a reduced expression of the longest word of the Weyl group of a
finite-dimensional simple Lie algebra g. For each element of the crystal graph, B(λ), of an
irreducible highest weight Uq(g)-module V (λ), one can associate a unique finite sequence
of positive integers (a0, . . . , al) obtained by following a path from b to the highest element
in the graph as follows:
Go “up” (i.e. towards the highest element) in the graph as far as possible following i0-
colored edges (the number of edges traveled is a0), then go “up” as far as possible following
i1-colored edges (the number of edges traveled is a1), and so on.
In general, for an arbitrary symmetrizable Kac–Moody Lie algebra g and a reduced ex-
pression w = ri0 . . . ril of an element of the Weyl group, one can apply the above procedure
to an element of the part, Bw(λ), of the crystal graph associated to the Demazure module
corresponding to w. This gives us a set of finite sequences (called adapted strings) describ-
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of adapted strings and, for finite-dimensional g, describes the set of all these strings for a
particular decomposition of w0 as the set of integral points of a real cone.
There is an alternative way of associating a unique finite sequence to an element b
of Bw(λ):
Since B(λ) can be “embedded” (not as a crystal) in the crystal graph, B(∞), of U−q (g),
we identify b with an element of the latter graph and then apply the above procedure to the
element b∗ in B(∞) (see 1.5 for the definition of ∗). This gives a different set of sequences
describing Bw(λ).
In [7] we gave a description, using Young diagrams, of B(NΛ0) for g = ŝl(n), where
N ∈ N and Λ0 is a fundamental integral weight and in this paper we generalize this to
any dominant integral weight. This description allows us to describe the second set of
sequences mentioned above for g = ŝl(n), and we show how to use it to find a basis of
monomials of V (λ) for this algebra.
1. Preliminaries
1.1. Let g = ŝl(n), I = {0,1, . . . , n−1} and (h =⊕n−1i=0 Qhi ⊕Qd , Π∨ = {hi : i ∈ I },Π ={αi : i ∈ I }) be a realization of
A = (aij )i,j∈I =

2 −1 0 . . . 0 −1
−1 2 −1 . . . 0 0
0 −1 2 . . . 0 0
. . .
0 0 . . . 2 −1 0
0 0 . . . −1 2 −1
−1 0 . . . 0 −1 2

with αi(d) = δ0,i .
The quantized universal enveloping algebra of g, Uq(g), is the associative algebra over
Q(q) generated by the elements ei , fi , i ∈ I , and qh, h ∈ P∨ =⊕n−1i=0 Zhi ⊕ Zd , subject
to the following relations:
q0 = 1, qhqh′ = qh+h′ , for h and h′ ∈ P∨, (1)
qheiq
−h = qαi(h)ei, for h ∈ P∨, (2)
qhfiq
−h = q−αi(h)fi, for h ∈ P∨, (3)
eifj − fj ei = δij q
hi − q−hi
q − q−1 , for i, j,∈ I, (4)
1−aij∑
(−1)ke(1−aij−k)i ej e(k)i = 0, for i = j, (5)k=0
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k=0
(−1)kf (1−aij−k)i fjf (k)i = 0, for i = j, (6)
where [n] = qn−q−n
q−q−1 , [0]! = 1, [n]! = [n][n−1] · · · [1], e
(k)
i := eki /[k]! and f (k)i := f ki /[k]!.
Let P := {λ ∈ h∗: λ(P∨) ⊂ Z} be the weight lattice of g and for λ ∈ P+ := {λ ∈ P :
〈hi, λ〉 0}, let V (λ) denote the irreducible Uq(g)-module of highest weight λ with high-
est weight vector uλ and U−q (g) the subalgebra of Uq(g) generated by {fi : i ∈ I }. It is
known that there exists a surjective U−q (g)-module homomorphism πλ :U−q (g) → V (λ)
such that 1 → uλ. For i ∈ I the fundamental weight Λi ∈ P+ is defined by Λi(hj ) = δij
and Λi(d) = 0.
1.2. A crystal is a set B together with maps wt :B → P , εi, ϕi :B → Z ∪ {−∞}, and
e˜i , f˜i :B → B ∪ {0} for i ∈ I , satisfying for b ∈ B and i ∈ I :
(i) ϕi(b) = εi(b)+ 〈hi,wt(b)〉,
(ii) if e˜i (b) = 0, εi(e˜i(b)) = εi(b)− 1 and wt(e˜i(b)) = wt(b)+ αi ,
(iii) if f˜i (b) = 0, εi(f˜i(b)) = εi(b) + 1 and wt(f˜i(b)) = wt(b)− αi ,
(iv) for b1 and b2 ∈ B , b2 = f˜i (b1) iff e˜i (b2) = b1,
(v) if ϕi(b) = −∞, then e˜i (b) = f˜i (b) = 0.
The crystal graph of B is a graph whose set of vertices is B and whose edges are defined
by: if b1 and b2 ∈ B with f˜i (b1) = b2 for some i ∈ I , there is a directed i-colored (or
i-labeled) edge from b1 to b2, i.e. b1 i−→ b2.
1.3. Examples. We will be dealing with the following examples of crystals in the later
sections:
(i) For λ ∈ P+, B(λ), the crystal graph of V (λ), together with Kashiwara’s operators,
f˜i and e˜i , and the maps wt, εi and ϕi defined by wt(b) := µ if b ∈ B(λ)µ, εi(b) :=
max{n: e˜ni (b) = 0}, and ϕi(b) := max{n: f˜ ni (b) = 0} is a crystal. B(λ) is generated by
applying the f˜i ’s to its highest weight vector u¯λ (see [3]).
(ii) B(∞), the crystal graph of U−q (g), together with Kashiwara’s operators,
f˜i and e˜i , and the maps wt, εi and ϕi defined by wt(b) := µ if b ∈ B(∞)µ, εi(b) :=
max{n: e˜ni (b) = 0}, and ϕi(b) := εi(b) + 〈hi,wt(b)〉 is a crystal. B(∞) is generated
by applying the f˜i ’s to its highest weight vector u∞. There exists a surjective map
π¯λ :B(∞) → B(λ) ∪ {0} which sends f˜i1 . . . f˜il u∞ → f˜i1 . . . f˜il u¯λ (see [3]).
(iii) For λ ∈ P+, one can define a crystal structure on Z∞λ := {(. . . , a2, a1, a0):
ak ∈ Z for all k and ak = 0 for all but finitely many k’s} as follows (this is the crystal
Z∞ι ⊗Rλ defined in [6] with ι = . . .0 . . . (n− 1) . . .0 . . . (n − 1)):
For k ∈ N = {0,1, . . .}, i ∈ I , and a = (. . . , a1, a0) ∈ Z∞λ , define
Ak :=
∑
(a(n−1−i)+jn − a(n−1−i)+jn+1 − a(n−1−i)+jn+(n−1) + a(n−1−i)+(j+1)n),
jk
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f˜i (a) :=

(. . . , a(n−1−i)+kn+1, a(n−1−i)+kn + 1, a(n−1−i)+kn−1, . . .)
if Ak Al for all l and Ak > Al for all −1 l < k,
0 if A−1 Al for all l,
e˜i (a) :=

(. . . , a(n−1−i)+kn+1, a(n−1−i)+kn − 1, a(n−1−i)+kn−1, . . .)
if Ak Al for all l and Ak > Al for all l > k,
0 otherwise,
εi(a) = max{Ak: k −1} and wt(a) := λ−
∑
k0
(a(n−1−i)+kn)αi .
1.4. If B1 and B2 are two crystals, a morphism from B1 to B2 is a map Ψ :B1 ∪ {0} →
B2 ∪ {0} such that Ψ (0) = 0 and for b ∈ B1 such that Ψ (b) ∈ B2, and i ∈ I , the following
are satisfied:
wt
(
Ψ (b)
)= wt(b), εi(Ψ (b))= εi(b), and ϕi(Ψ (b))= ϕi(b),
if Ψ
(
e˜i (b)
) ∈ B2, Ψ (e˜i (b))= e˜i(Ψ (b)),
if Ψ
(
f˜i (b)
) ∈ B2, Ψ (f˜i (b))= f˜i(Ψ (b)).
A morphism of crystals Ψ is an isomorphism if and only if Ψ is injective and surjective,
and Ψ |B1 commutes with all e˜i ’s and f˜i ’s for i ∈ I .
1.5. Define the antiautomorphism ∗ :Uq(g) → Uq(g) by, for i ∈ I and h ∈ P∨, e∗i = ei ,
f ∗i = fi and (qh)∗ = q−h. This induces a map ∗ :B(∞) → B(∞) (see [3,4]).
It is shown in [6] that B(λ) is isomorphic to the connected component of Z∞λ contain-
ing (. . . ,0,0) under the map Ψ (λ)ι :B(λ) → Z∞λ defined by, for b ∈ B(∞), such that 0 =
π¯λ(b) ∈ B(λ), let b∗ = f˜ a0i0 . . . f˜
al
il
u∞ with e˜ik (f˜
ak+1
ik+1 . . . f˜
al
il
u∞) = 0 for all 0 k  l − 1,
then Ψ (λ)ι (π¯λ(b)) = (. . . ,0, al, . . . , a1, a0).
2. The crystal B(λ)
Here we will describe B(λ) for λ =∑Nr=1 Λir using the extended Young diagrams de-
fined in [2]. Our description generalizes that of B(NΛ0) given in [7] and is different from
that given in [2]. This new description can be used to compute the monomial bases men-
tioned above.
2.1. Definition. [2] An extended Young diagram of charge i, where i ∈ I , is a sequence
Y = {yk}k0 such that
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(ii) yk  yk+1 for all k, and
(iii) yk = i for all k  0.
We represent Y on the x–y plane by a Young diagram with (i − yk) boxes (i.e. squares
of unit length) in the (k + 1)st column by placing the top left corner of the diagram at the
point (0, i).
The “empty” Young diagram of charge i will be denoted by φi , i.e. φi = (i, i, . . .). We
will also denote it by .
We “color” the boxes of an extended Young diagram with the “colors” 0,1, . . . , n − 1
following the “coloring” of the x–y plane shown in Fig. 1. (Note: The coloring of the boxes
with top left corners on a fixed diagonal line with slope of −1 is constant.)
2.2. Definition. Let λ =∑Nr=1 Λir , where i1, . . . , iN ∈ I with i1  · · · iN . Define
Yλ :=
{
Y = (Y1, . . . , YN): for 1 r N,
Yr is an extended Young diagram of charge ir
}
.
For each 1 r N , we view Yr as a subset of Pr , where P1, . . . ,PN are N disjoint copies
of R2.
Let b be a box (i.e. a square of unit length with vertices in Z × Z) in P1 ∪ · · · ∪PN and
Y ∈ Yλ, then b is an insertable (removable) box of Yλ if adjoining (removing) b to (from)
Y gives a Young diagram.
Fig. 1. The coloring of the x–y plane.
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Y = ((−2,−2,−1,0,0, . . .), (−2,−1,0,1,1, . . .), (−1,0,1,1, . . .))
=
(
0 1 2
2 0 ,
1 2 0
0 1
2 ,
1 2
0
)
∈ Yλ
has 3 removable 2-colored boxes (one in each of P1,P2 and P3) and 2 insertable
2-colored boxes (one in P2 and one in P3).
2.3. Crystal structures on Yλ. Given a (total) order < of the i-colored boxes of P1 ∪
· · · ∪ PN , for i ∈ I , we now define operators e˜i , f˜i :Yλ → Yλ ∪ {0} as follows.
For Y ∈ Yλ and i ∈ I , let b1 > · · · > bm be all the insertable or removable i-colored
boxes of Y. Define the i-signature of Y to be the m-tuple σ¯ = (σ1, . . . , σm), where for
1 l m,
σl :=
{
0 if bl is insertable,
1 if bl is removable.
Now define J (σ¯ ) as follows: let J = {1, . . . ,m},
(i) if there exists r < s such that (σr , σs) = (0,1) and r ′ /∈ J for r < r ′ < s, replace J by
J\{r, s} and repeat this step;
(ii) otherwise let J (σ¯ ) = J .
If there exists an l ∈ J (σ¯ ) with σl = 1, define e˜i (Y) to be the same as Y with the
bl corresponding to the largest such l removed (in this case, we write e˜i (Y) = Y − b);
otherwise, define e˜i (Y) to be zero.
If there exists an l ∈ J (σ¯ ) with σl = 0, define f˜i (Y) to be the same as Y with the
bl corresponding to the smallest such l added (in this case, we write f˜i (Y) = Y + b);
otherwise, define f˜i (Y) to be zero.
Now define maps wt :Yλ → P , for i ∈ I , εi :Yλ → Z and ϕi :Yλ → Z as follows: for
Y ∈ Yλ, wt(Y) = λ−∑n−1j=0 njαj , where nj = # of j -colored boxes in Y, εi(Y) = max{p ∈
N: e˜
p
i (Y) = 0}, and ϕi(Y) = εi(Y) + 〈hi,wt(Y)〉.
2.4. Proposition. The set Yλ with wt, εi , e˜i , f˜i as defined above is a crystal.
Proof. Let Y ∈ Yλ with f˜i (Y) = Y′ = 0. Then Y′ = Y + b, for some insertable box b
of Y. If σ¯ = (σ1, . . . , σm) denotes the i-signature of Y, b corresponds to some σk = 0,
where k is the smallest l ∈ J (σ¯ ) such that σl = 0. Then the i-signature of f˜i (Y) is τ¯ =
(τ1, . . . , τm) = (σ1, . . . , σk−1,1, σk+1, . . . , σm), J (τ¯ ) = J (σ¯ ) and k is the largest l ∈ J (τ¯ )
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such that τl = 1. Hence e˜i (f˜i(Y)) = f˜i (Y)− b = Y. Similarly f˜i (e˜i (Y)) = Y if e˜i (Y) = 0.
This proofs (iv) of 1.2.
1.2(i) and (ii) follow from the definitions and 1.2(iii) from the definitions and the fact
that e˜i (f˜i(Y)) = Y if f˜i (Y) = 0. 
Note. The crystal structure on Y(λ) ⊂ Yλ as defined in [2] coincides with that above
and Yλ is isomorphic to Y(Λi1) ⊗ · · · ⊗ Y(ΛiN ) if the order is chosen appropriately (see
[7, Examples 3.7 and 3.8]).
2.5. A crystal structure on Yλ. We now choose, and fix for the rest of the paper,
a total order on the boxes of the disjoint union of N copies of R2, P1, . . . ,PN . For b ∈
P1 ∪ · · ·∪PN , we denote by o(b) the number inside b in Fig. 2. Let b1 ∈ Pk1 and b2 ∈ Pk2 ,
then
b1 > b2 iff o(b1) > o(b2),
or o(b1) = o(b2) and k1 < k2,
or o(b1) = o(b2), k1 = k2, and b1 is to the right of b2 in Pk1 .
(See Fig. 2.)
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f˜2(Y) =
(
0 1 2
2 0 ,
1 2 0
0 1
2 ,
1 2
0
2
)
,
e˜2(Y) =
(
0 1 2
2 0 ,
1 2 0
0 1
2 ,
1
0
)
,
f˜1(Y) =
(
0 1 2
2 0 1 ,
1 2 0
0 1
2 ,
1 2
0
)
and e˜1(Y) = 0,
f˜0(Y) =
(
0 1 2
2 0 ,
1 2 0
0 1
2 0 ,
1 2
0
)
,
e˜0(Y) =
(
0 1 2
2 0 ,
1 2
0 1
2 ,
1 2
0
)
.
2.6. Definition. Let B(λ) := {Y = (Y1, . . . , Yn) ∈ Yλ: Yj = {yjk}k0, 1  j  N and Y
satisfies (i), (ii) and (iii) below}:
(i) yjk + (n − 1) yj (k+1) for all k  0 and for all 1 j N − 1, i.e. the difference in
the number of boxes of two consecutive columns of Yj is less than or equal to (n−1);
(ii) yjk  y(j+1)k for all k ∈ N and 1 j < N , i.e. if we identify the planes Pj and Pj+1,
no part of Yj+1 lies below Yj ;
(iii) for each r, s ∈ {1, . . . ,N} with r < s and k ∈ N, there exists an a ∈ N (a is dependent
on r , s, k, and Y) such that
(a) for 0 b a, yrk + (n− 1)b ys(k+b);
(b) yrk + (n − 1)a + (n− 2) ys(a+k+2).
Note. It was shown in [8, Lemma 3.29] that we can replace (b) above by (b′) for b  1,
yrk + (n − 1)a + (n − 2)b ys(a+k+2b).
2.6.1. Example. Let n = 3.(
0 1 ,
1 2 0 1
0 1
)
∈ B(Λ0 +Λ1)
but, (
0 1 ,
1 2 0
0 1
)
/∈ B(Λ0 +Λ1).
To show that B(λ) is a crystal isomorphic to the connected component of Yλ containing
the N -tuple of empty Young diagrams, we need the following lemma.
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denotes the part of σ¯ corresponding to the insertable or removable boxes b’s of Y with
o(b) = (n− 1)− i + kn. Then for all k’s, τk = (1, . . . ,1,0, . . . ,0) ( possibly empty).
Proof. Let τk = (τk1 , . . . , τkr ) where τks is 0 or 1 for 1  s  r . Suppose that, for some
1  s  r , τks = 0, and let b be the insertable box of Y = (Y1, . . . , YN) corresponding
to τks . Then, for some 1mN , b is an insertable box of Ym. If τks+1 = 1, let b′ be the
removable box of Y corresponding to τks+1 . Then, for some mm′ N , b′ is a removable
box of Ym′ . By 2.6(i), m = m′. If b is on the kth column of Ym and b′ is on the k′th column
of Ym′ , by 2.6(i) and (ii), k′ > k. This contradicts 2.6(iii). Hence τks+1 = 0. This shows that
τk = (1, . . . ,1,0, . . . ,0). 
2.8. Theorem. Let λ =∑Nr=1 Λir with i1  · · · iN , then B(λ) is a crystal.
Proof. Y = (Y1, . . . , YN) is said to have a concave i-colored corner at site (s, k, y) if there
exists an insertable i-colored box b of Ys whose top left corner is (k, y) and this concave
corner is said to be on the j th i-stair if o(b) = (n − 1) − i + jn, and Y = (Y1, . . . , YN) is
said to have a convex i-colored corner at site (s, k, y) if there exists a removable i-colored
box b of Ys whose bottom right corner is (k, y) and this convex corner is said to be on the
j th i-stair if o(b) = (n − 1) − i + (j − 1)n. For Y ∈ Yλ, define τj as in Lemma 2.7, then
the proof of this theorem is as that of [7, Theorem 4.7] if we replace λj with τj . 
2.9. Corollary. Let λ = ∑Nr=1 Λir with i1  · · ·  iN and T = {f˜j1 . . . f˜jm(φi1 , . . . ,
φiN ) = 0: j1, . . . , jm ∈ I }. Then B(λ) = T .
Proof. From the definition of B(λ) and Theorem 2.8, T ⊆ B(λ).
Let Y ∈ B(λ). If wt(Y) = λ, then Y = (φi1, . . . , φiN ) ∈ T . If wt(Y) =
λ −∑n−1j=0 njαj = λ, where nj ∈ N, choose b, a removable box of Y, with o(b) maximal.
If i is the color of b, then o(b) = (n − 1) − i + tn for some t ∈ N. Let σ¯ = (σ1, . . . , σl)
be the i-signature of Y and bs , for 1  s  l, the i-colored insertable or removable
box of Y corresponding to σs . We show that o(bs)  o(b) for all 1  s  l. Sup-
pose that there exists an 1  s  l such that o(bs) > o(b). Then by the maximality of
o(b), bs cannot be a removable box of Y, hence must be an insertable box of Y. Since
o(bs) (n− 1)− i + (t + 1)n > (n− 1)− i, there must be a removable box b′ of Y in the
row of boxes immediately above bs or in the column of boxes immediately to the left of bs .
This removable box b′ is such that o(b′) o(bs)− (n− 1) (n− 1)− i + tn+ 1 > o(b).
This contradicts the choice of b with o(b) maximal. Hence o(bs)  o(b) for 1  s  l.
Let 1  r  l be such that o(b1) = · · · = o(br ) = o(b) > o(br+1). By Lemma 2.7,
(σ1, . . . , σr) = τt = (1, . . . ,1,0, . . . ,0) (with at least one 1 since b is one of b1, . . . ,br and
it is a removable box or Y). Hence the i-signature of Y is (1, . . .) and 0 = e˜i (Y) ∈ B(λ).
By induction on the depth of wt(Y) (i.e. by induction on ∑n−1j=0 nj ), e˜i (Y) ∈ T , and
Y = f˜i (e˜i (Y)) ∈ T . So B(λ) ⊂ T . 
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2.10. Definition. We define the map Φ :B(λ)∪{0} → Z∞λ ∪{0} by, for Y ∈ B(λ), Φ(Y) :=
(. . . , a2, a1, a0) where for s ∈ N, as := as(Y) is the number of boxes b in Y with o(b) = s
(see 2.5 for the definition of o(b)), and Φ(0) = 0.
2.10.1. Example. Let n = 3 and λ = Λ0 + Λ1. Then
Φ
(
0 1 ,
1 2 0 1
0 1
)
= . . .0010121210 ⊗ rλ.
Since if we label each box b of the above element of B(λ) by o(b) instead of by its “color,”
we get: (
2 4 ,
1 3 5 7
2 4
)
and then as is the number of s’s in the last diagram.
2.11. We now show how the action of e˜i and f˜i on Y ∈ B(λ) can be described using the
as(Y)’s.
Fix Y ∈ B(λ) and i ∈ I . Note that if b is an i-colored removable or insertable box of Y,
o(b) = (n − 1) − i + kn for some k ∈ N. Let the signature of Y be σ¯ = (. . . , τ1, τ0),
where τk is the part of σ¯ corresponding to the removable or insertable boxes of Y with
o(b) = (n − 1) − i + kn. By Lemma 2.7, we know that τk = (1, . . . ,1,0, . . . ,0) (possibly
empty). Define, for k ∈ N, 0k = the number of 0’s in τk and 1k = the number of 1’s in τk ,
and 1−1 = 0. For k ∈ Z−1, let Ak := (1k − 0k+1)+ (1k+1 − 0k+2)+ · · ·.
Then (see [7, Lemma 4.12])
f˜i (Y) =
{
Y + b,
0
⇐⇒

there exists an insertable box b of Y with o(b) = (n − 1)− i + tn such that
At Ak for all k and At > Ak for all −1 k < t, and
b corresponds to the first zero in τt ,
A−1 At for all t ∈ N,
and
e˜i (Y) =
{
Y − b,
0
⇐⇒

there exists a removable box b of Y with o(b) = (n − 1)− i + tn such that
At Ak for all k and At > Ak for all k > t, and
b corresponds to the last one in τt ,
At  0 for all t ∈ N (note: A1 = −00 + A0  0).
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a(n−1)−i+kn − a(n−1)−i+kn+1 − a(n−1)−i+kn+n−1 + a(n−1)−i+(k+1)n = 1k − 0k+1;
also, since 00 is the number of insertable b’s such that o(b) = (n − 1)− i,
−〈λ,hi〉 − a−i − a(n−1)−i−1 + a(n−1)−i = 1−1 − 00 = −00,
where ak := 0 if k < 0.
Using this we obtain the following theorem.
2.12. Theorem. The map Φ :B(λ) ∪ {0} → B(λ) ∪ {0} (⊂ Z∞λ ∪ {0}) is an isomorphism
of crystals.
Proof. Since Φ commutes with the f˜i ’s, Corollary 2.9 implies that the image of Φ is
B(λ) ∪ {0} = {f˜j1 . . . f˜jm(. . . ,0,0): j1, . . . , jm ∈ I }, where we are identifying B(λ) with
the connected component of Z∞λ containing (. . . ,0,0) (see 1.5). From the definition of Z∞λ
(see Section 1.3) and Section 2.11 we see that Φ commutes with e˜i and f˜i for all i ∈ I . The
proof of the injectivity of Φ and that Φ preserves wt and i is as in [7, Theorem 4.14]. 
3. Monomial bases of V (λ) and Vw(λ)
3.1. Let w be an element of the Weyl group, uwλ be an extremal vector of V (λ), and
Vw(λ) denote the Demazure module U+q (g)uwλ. For A = Z[q, q−1], denote by VA(λ)
the A-submodule of V (λ) generated by the f (k)i ’s, and let VA,w(λ) = Vw(λ) ∩ VA(λ).
Let {G(b): b ∈ B(∞)} be the global crystal basis of U−q (g) and {Gλ(b): b ∈ B(λ)}
be the global crystal basis of V (λ). There exists a Bw(λ) ⊆ B(λ) such that VA,w(λ) =⊕
b∈Bw(λ) A Gλ(b) (see [1,4]).
3.2. Definition. For i ∈ I and l ∈ N, define Si(l) := φi if l < (n − 2) − i, and Si(l) :=
((n − 2) − l, (n − 2) − l + (n − 1), . . . , (n − 2) − l +  l+i−(n−2)
n−1 (n − 1), i, i, . . .), if l 
(n − 2)− i. Note Si(l) is an extended Young diagram of charge i.
3.2.1. Example. Let n = 3, then S0(1), S0(2), S0(3), S0(4), S0(5), and S0(6) are
φ0 = , 0 ,
0
2 ,
0 1
2
1 ,
0 1
2 0
1
0 , and
0 1 2
2 0
1 2
0
2 ,
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φ1 = , 1 ,
1
0 ,
1 2
0
2 ,
1 2
0 1
2
1 , and
1 2 0
0 1
2 0
1
0 ,
respectively, and S2(−1), S2(0), S2(1), S2(2), S2(3), and S2(4) are
φ2 = , 2 ,
2
1 ,
2 0
1
0 ,
2 0
1 2
0
2 , and
2 0 1
1 2
0 1
2
1 ,
respectively.
The following is a corollary of Theorem 2.12 and its proof is as in [7, Corollary 4.19].
3.3. Corollary. Let ι = . . . j1j0 = . . . (n− 1)01 . . . (n− 1), w = rjl . . . rj0 , and
Bw(λ) =
{
Y = (Y1, . . . , YN) ∈ B(λ): Yr ⊆ Sir (l), for 1 r N
}
.
Then Bw(λ) Φ Bw(λ) (⊆ Z∞λ ).
3.4. Fix w = rjl . . . rj0 as in Corollary 3.3. Note that the set of strings Sλw defined in [5] is
not the same as Sw(λ) := {(al, . . . , a0): ak := ak(Y) for some Y ∈ Bw(λ)} (see the exam-
ple below).
For a = (al, . . . , a0) ∈ Nl , denote by  the lexicographic order from left to right, and
by  the lexicographic order from right to left; and ar := (a0, . . . , al).
Denote by Sw−1 the set of all adapted strings as defined in [5]. That is,
Sw−1 =
{
(a0, . . . , al) ∈ N: e˜jk
(
f˜
ak+1
jk+1 . . . f˜
al
jl
u∞
)= 0 for all 0 k  l − 1},
and define Sw := (Sw−1)r := {ar : a ∈ Sw−1}. For a = (al, . . . , a0) ∈ Sw , let ba :=
(f˜
a0
j0
. . . f˜
al
jl
u∞)∗, and for a = (a0, . . . , al) ∈ Sw−1 , let ba := f˜ a0j0 . . . f˜
al
jl
u∞.
In what follows, we write bu¯λ to mean π¯λ(b), for b ∈ B(∞).
Using 1.5 and Corollary 3.3, we have that Sw(λ) = {a ∈ Sw: bau¯λ = 0}.
Define f a := f (al)jl . . . f
(a1)
j1
f
(a0)
j0
, where a = (al, . . . , a0) ∈ Nl .
The following proposition and theorem are variations of Proposition 10.3 and Theo-
rem 10.2 in [5].
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For a ∈ Sw(λ),
f auλ = Gλ(bau¯λ)+
∑
a≺a′
a′∈Sw(λ)
caa′Gλ(ba′ u¯λ),
where caa′ ∈ A.
Proof. If a = (al, . . . , a0) ∈ Sw , then ar ∈ Sw−1 . Note that bar = b∗a . Hence, by letting
“λ → ∞” in [5, Proposition 10.3], we get
f a
r = G(b∗a)+ ∑
ar<(a′)r
(a′)r∈S
w−1
c
(
ar , (a′)r
)
G(b(a′)r ),
where c(ar , (a′)r ) ∈ A. Let caa′ := c(ar , (a′)r ).
Applying the map ∗, we get f a = G(ba)+∑a≺a′,a′∈Sw caa′G(ba′).
Applying this to uλ, we get the result. 
The following theorem now follows since {Gλ(bau¯λ): a ∈ Sw(λ)} is an A-basis of
VA,w(λ).
3.6. Theorem. The set {f auλ: a ∈ Sw(λ)} is an A-basis of VA,w(λ).
3.6.1. Example. Let n = 3,w = r1r2r0r1r2r0r1r2 and µ = Λ0 + Λ1 − 2α0 − 2α1 − α2.
The first column of the following table shows the elements Y of B(Λ0 +Λ1) of weight µ,
the second column the elements f a(Y) where a(Y) := (al(Y), . . . , a0(Y)) ∈ Sw(λ) and the
third the elements f a(Y) where a(Y) ∈ Sλw is the adapted string of Y.
Y f a(Y) f a(Y)( 0 1
2 0
1
, φ1
)
f0f
(2)
1 f2f0 = f1f0f1f2f0,
( 0 , 1 2 0 1 ) f1f0f2f0f1 = f1f (2)0 f2f1,(
0 1
2 0 , 1
)
f0f1f2f0f1 = f0f1f2f0f1,(
0 1 2 ,
1
0
)
f2f1f
(2)
0 f1 = f2f0f (2)1 f0,(
0 1
2 ,
1
0
)
f1f2f
(2)
0 f1 = f1f2f (2)0 f1.
Note that f1f0f2f0f1 = f1f (2)f2f1 + f1f2f (2)f1.0 0
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Fig. A.1. The top of B(Λ0 +Λ1) for n = 3 with our ordering of the boxes.
538 A. Premat / Journal of Algebra 298 (2006) 524–539Fig. A.2. The top of B(Λ0 +Λ1) for n = 3 with the ordering of the boxes in [2].
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