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Abstract. For a linearly ordered set X we consider the relative rank of the
semigroup of all order preserving mappings OX on X modulo the full transformation
semigroup TX . In other words, we ask what is the smallest cardinality of a set A of
mappings such that 〈OX ∪ A〉 = TX . When X is countably inﬁnite or well-ordered (of
arbitrary cardinality) we show that this number is one, while when X =  (the set of
real numbers) it is uncountable.
2000 Mathematics Subject Classiﬁcation. 20M20, 06A05.
1. Introduction. For a semigroup S, the ‘classical’ idea of rank is concerned
with ﬁnding minimum size generating sets for S; see [6] or [10]. When working with
a ﬁnitely generated semigroup S determining the rank of S, denoted rank(S), is a
natural consideration. However, for an uncountable semigroup S the rank of S is |S|,
and so the classical notion of rank provides us with no information. We introduce
a different rank property which allows us to ‘measure’, from a certain perspective, a
given semigroup with respect to some distinguished subsemigroups. For a semigroup
S, if A ⊆ S then we call the minimum cardinality of a set B such that
〈A ∪ B〉 = S,
the relative rank of S modulo A. Alternatively, we may refer to this cardinality as the
relative rank of A in S; which we denote by rank(S : A). This subject has been studied
in the context of groups in [2] and [14]. In these papers, so called large subgroups of
the symmetric group SX , over an inﬁnite set X , were considered. The relative rank of
the full transformation semigroup TX , over an inﬁnite set X , modulo various standard
subsemigroups was ﬁrst considered in [7]. It was shown in [11] that the relative rank
of TX modulo SX is two. In the same paper it was shown that the relative rank of the
set of all idempotent maps on X in TX is, also, two. Sierpin´ski [15] showed that any
countable set of maps from X to X is contained in a 2-generated subsemigroup of
TX . An alternative proof of this was given by Banach [1]; see also [8]. An immediate
corollary of this result is that the relative rank of a subset of TX is either uncountable
or at most two. The corresponding result, that any countable set of permutations is
contained in a 2-generated subgroup of SX , was given some years later in [3]. The
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analogues of these results in the semigroup of all binary relations, the semigroup of all
partial maps, and the symmetric inverse semigroup were proven in [8].
In this paper we consider the relative rank of the full transformation semigroup
TX , where (X,≤) is an inﬁnite linearly ordered set, modulo the subsemigroup OX of
all order preserving maps on X . Recall, that a map α ∈ TX is order preserving if
x ≤ y implies xα ≤ yα,
for all x, y ∈ X .
For ﬁnite X (of size n, say) the semigroup OX has been studied extensively. Its
order is ( 2n−1n−1 ), its rank, in the classical sense, is n, it is idempotent generated and its
idempotent rank is 2n − 2 (see [4] and [9]). Furthermore, it is easy to see that
rank(TX : OX ) = 2.
Indeed, it is well-known that it is possible to generate TX using elements of SX and
an arbitrary map α with the property that |im(α)| = n − 1. If we choose α ∈ OX
then the result follows from the observation that OX ∩ SX = {1X } and the fact that
rank(SX ) = 2.
In [8] the case where X =  (with the usual ordering) was considered, and it was
shown that
rank(T : O) = 1.
In this paper we build on the above example and show that
rank(TX : OX ) = 1,
when X is an arbitrary countable linearly ordered set or an arbitrary well-ordered set
(of any cardinality) but that rank(TX : OX ) can be uncountable for some (uncountable,
non-well-ordered) linearly ordered sets X .
2. Countable linearly ordered sets. In this section we prove the following result.
THEOREM 2.1. Let X be a countable linearly ordered set. The relative rank of TX
modulo OX is one.
For the remainder of this section X will be a ﬁxed countably inﬁnite linearly
ordered set. For x, y ∈ X with x < y we deﬁne
[x, y] = { z ∈ X : x ≤ z ≤ y }, (x, y) = { z ∈ X : x < z < y },
(x, y] = { z ∈ X : x < z ≤ y }, [x, y) = { z ∈ X : x ≤ z < y }.
We call these sets intervals, delimited by x and y. An element d ∈ X is called discrete
if there exist x, y ∈ X with d ∈ (x, y) such that (x, d) = (d, y) = ∅. We call an element
r ∈ X right isolated if for every x ∈ X such that x < r we have (x, r) 
= ∅ but there
exists y ∈ X with y > r such that (r, y) = ∅. Note that, in fact, if r is right isolated,
then |(x, r)| = |X | for all x < r. Perhaps a better name for an element with the above
properties is a right isolated left limit point, but for the sake of convenience we shall use
the shorter name. Left isolated elements are deﬁned analogously. Note that if X has a
smallest or largest element then this element is not right or left isolated or discrete with
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the current deﬁnitions. To remedy this, if x0 ∈ X is the smallest element of X and there
exists y ∈ X such that y 
= x0 and (x0, y) = ∅ then we shall call x0 discrete; otherwise
we call x0 left isolated. Analogously, if X has a largest element then it is either discrete
or right isolated. Finally, an element t ∈ X (which is neither the largest nor the smallest
element of X) is called a limit point if (x, t) 
= ∅ and (t, y) 
= ∅ for every x < t and for
every y > t.
We now start a sequence of lemmas, leading to the proof of Theorem 2.1.
Throughout we take  = {1, 2, . . .}.
LEMMA 2.2. Let X be a countable linearly ordered set consisting entirely of limit
points, and let λ be any function from X to . Then there exists an order preserving
injection α from X to X such that |X\im(α)| = |X |(= |im(α)|) satisfying xαλ ≥ xλ, for
all x ∈ X.
Proof. We start by ﬁnding an interval I ⊆ X such that for every x, y, z ∈ I , with
x < y, there exists t ∈ (x, y) such that tλ ≥ zλ. Let J be an arbitrary interval. One of
the following alternatives holds:
(i) for every subinterval of J delimited by x, y ∈ J, with x < y, and for every
n ∈  there exists z ∈ (x, y) such that zλ > n; or
(ii) there exists a subinterval K ⊆ J and there exists n ∈  such that xλ ≤ n, for
each x ∈ K .
If condition (i) holds then the interval J has the required property and we let I = J.
Assume that condition (ii) holds. If for all x, y ∈ K , with x < y, there exists z ∈ (x, y)
such that zλ = n, then K satisﬁes the necessary condition and we let I = K . Otherwise,
there exists a subinterval K1 ⊆ K such that xλ ≤ n − 1, for all x ∈ K1. We consider K1
in the same way as we have just considered K , so that if for all x, y ∈ K1, with x < y,
there exists z ∈ (x, y) such that zλ = n − 1 then we let I = K1. Otherwise, there exists
a subinterval K2 ⊆ K1 such that xλ ≤ n − 2, for all x ∈ K2. We repeat this process to
give the sequence of non-empty subintervals:
K = K0 ⊇ K1 ⊇ K2 ⊇ K3 ⊇ · · · ,
where xλ ≤ n − i for every x ∈ Ki. Note that this process always terminates with i =
n − 1 at latest.
Let (a, b) ⊆ I be an arbitrary interval. Note that since a and b are both limit points
we have |(a, b)| = |X |. We deﬁne α ∈ OX inductively as follows. First we deﬁne α on
the points a and b, so that bα = b and aα = c, where c ∈ (a, b) with cλ ≥ aλ. Such a
point c exists from the deﬁning property of I .
Next, we enumerate the elements of [a, b]:
b = e0, a = e1, e2, e3, . . . .
For k ∈ , our inductive hypothesis is that the elements e0α, e1α, e2α, . . . , ekα ∈ [c, b]
are deﬁned so that α is injective, order preserving and satisﬁes eiαλ ≥ eiλ for every
i ∈ {0, 1, . . . , k}. To deﬁne ek+1α, we ﬁnd the largest ei ∈ [a, b] with ei < ek+1, where
i ≤ k, and the smallest ej ∈ [a, b] with ek+1 < ej, where j ≤ k. Since i, j ≤ k the elements
eiα and ejα are already deﬁned and eiα < ejα. From the deﬁnition of I there exists
y ∈ (eiα, ejα) such that yλ ≥ ek+1λ and so we deﬁne ek+1α = y. Finally, for x < a and
for x > b we let xα = x. Note that since a is a limit point and [a, c) ∩ im(α) = ∅ we
have |X\im(α)| = |X |. 
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We use the above lemma to prove a more general result for linearly ordered
countably inﬁnite sets which contain elements that are not limit points.
LEMMA 2.3. Let X be a countable linearly ordered set. Then there exists an order
preserving injection α from X to X such that |X\im(α)| = |X |(= |im(α)|).
Proof. There are two cases to consider.
Case 1. There is an inﬁnite sequence of consecutive discrete points in X. It is clear
that any such sequence is either strictly increasing or strictly decreasing. Without
loss of generality, we assume that {y1 < y2 < · · ·} ⊆ X is an increasing sequence of
consecutive discrete points. Deﬁne α from X to X by
xα =
{
y2i x = yi (i ∈ )
x x 
∈ {y1, y2, . . .}.
The map α is an order preserving injection and X\im(α) = {y1, y3, . . .}.
Case 2. No inﬁnite sequence of consecutive discrete points exists. Without loss of
generality assume that X has no smallest or largest point. (Indeed, if X had a smallest
point, say, then it would start as x1 < x2 < · · · < xk < l, where each xi is a discrete
point and l is a left isolated point. But then we can consider X\{x1, . . . , xk, l}.)
Consider an arbitrary right isolated point r. Then there exists x1 such that r < x1
and (r, x1) = ∅. Clearly, x1 is either a discrete point or a left isolated point. If x1
is discrete then there exists x2 > x1 such that (x1, x2) = ∅. By assumption we can
continue this for only ﬁnitely many steps to obtain a ﬁnite sequence r, x1, x2, . . . , xk, l
where each xi is a discrete point and l is left isolated. Thus for every right isolated r ∈ X
there exists a corresponding left isolated l ∈ X such that the interval (r, l) is ﬁnite. Let
ρ be the equivalence relation with equivalence classes {t}, where t is a limit point, and
{r, x1, x2, . . . , xk, l}where xi is a discrete point for each i ∈ {1, 2, . . . , k}, l is left isolated
and r is right isolated. Let X = X/ρ, the quotient of X by ρ. The order on X induces
a (linear) order on X :
x/ρ ≤ y/ρ if and only if x/ρ = y/ρ or x′ < y′ for all x′ ∈ x/ρ, y′ ∈ y/ρ.
We claim that every point x/ρ of X is a limit point. We have two cases to consider,
when x/ρ = {x} and when x/ρ = {r, x1, x2, . . . ,xk, l}, for some k ≥ 0.
In the ﬁrst case, we have that x is a limit point in X . Let y ∈ X with y/ρ < x/ρ.
We show that (y/ρ, x/ρ) 
= ∅. From the deﬁnition of the order on X we have y < x
and so |(y, x)| = |X |. It follows that there exists z ∈ (y, x) such that z 
= x and z 
∈ y/ρ,
since y/ρ is ﬁnite. Since x/ρ is a singleton this implies that z/ρ ∈ (y/ρ, x/ρ) and so
(y/ρ, x/ρ) 
= ∅, as required. An analogous argument shows that for any z ∈ X with
x/ρ < z/ρ we have (x/ρ, z/ρ) 
= ∅. It follows that x/ρ is a limit point.
In the second case, note that for any y, z ∈ X such that y/ρ < x/ρ < z/ρ we have
y < r < l < z. Since r is a right isolated point it follows that (y, r) is inﬁnite. Again, since
y/ρ and r/ρ are ﬁnite there exists t ∈ (y, r) such that t 
∈ y/ρ and t 
∈ r/ρ. This implies
that t/ρ ∈ (y/ρ, r/ρ) = (y/ρ, x/ρ) and so (y/ρ, x/ρ) 
= ∅, as required. An analogous
argument shows that (x/ρ, z/ρ) 
= ∅. It follows that x/ρ is a limit point.
We now label each element of X according to the size of its class, so that we may
apply Lemma 2.2. More precisely, we deﬁne λ : X →  by
(x/ρ)λ = |x/ρ|.
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By Lemma 2.2 there exists an order preserving bijection α¯ from X to X satisfying
(x/ρ)α¯λ ≥ (x/ρ)λ,
such thatX\im(α¯) is inﬁnite.We shall now ‘lift’ the function α¯ to a function α : X → X
as follows:
xα =


y if x is a limit point and (x/ρ)α¯ = y/ρ = {y} where y is a limit point,
r if x is a limit point and (x/ρ)α¯ = {r, x1, x2, . . . , xk, l},
x′i if x = xi in {r = x0, x1, . . . ,xk, xk+1 = l} ∈ X and
(x/ρ)α¯ = {r′ = x′0, x′1, . . . , x′s, x′s+1 = l′} for s ≥ k.
In the ﬁnal case, since α¯ satisﬁes (x/ρ)α¯λ = |(x/ρ)α¯| ≥ |x/ρ| = (x/ρ)λ, it is clear that,
under α¯, the image of x/ρ = {r = x0, x1, . . . , xk, xk+1 = l} must be a set with at least
k + 2 elements. Note that, xα ∈ (x/ρ)α¯ for every x ∈ X .
For arbitrary x, y ∈ X , with x < y, we show that xα < yα and hence α is order
preserving and injective. There are two cases to consider. Firstly, if x/ρ 
= y/ρ then
(x/ρ)α¯ < (y/ρ)α¯, since α¯ is order preserving and injective. It follows from the deﬁnition
of the order on X that z < t, for all z ∈ (x/ρ)α¯ and for all t ∈ (y/ρ)α¯, and hence
xα < yα. Secondly, if
x/ρ = {r = x0, x1, . . . ,xk, xk+1 = l} = y/ρ
then x = xi and y = xj for i < j. By deﬁnition we have
(x/ρ)α¯ = {r′ = x′0, x′1, . . . ,x′s, x′s+1 = l′} = (y/ρ)α¯,
where s ≥ k and xα = x′i < x′j = yα, as required. Note that im(α) ⊆
⋃
im(α¯), and since
X\im(α¯) is inﬁnite, it follows that X\im(α) is inﬁnite. 
The next two lemmas allow us to use methods similar to those in the proof of [8,
Example 1.6] to encode an arbitrary map into an order preserving map.
LEMMA 2.4. Let Y be a countably inﬁnite linearly ordered set. Then there exists
Z ⊆ Y such that either Z ∼= + or Z ∼= −
Proof. There are two cases to consider.
Case 1. All the points in Y are discrete points. We construct Z as follows. Let
z1 ∈ Y be arbitrary. Then at least one of the sets { y ∈ Y : y > z1 } or { y ∈ Y : y < z1 }
is inﬁnite. Without loss of generality we assume that
|{ y ∈ Y : y > z1 }| = |Y |.
We may choose z2, z3, . . . so that (z1, z2) = ∅, (z2, z3) = ∅, etc. Then Z =
{z1, z2, z3, . . .} ∼= +.
Case 2. There exists a left isolated point, a right isolated point or a limit point in
Y. Without loss of generality, we assume that there is a right isolated point r ∈ Y . Let
z1 < r be arbitrary, since r is right isolated we have (z1, r) 
= ∅. Hence we may choose
z2 ∈ (z1, r). Continue to choose z3 ∈ (z2, r), z4 ∈ (z3, r), etc. ThenZ = {z1, z2, z3, . . .} ∼=
+. 
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LEMMA 2.5. Let X be a countable linearly ordered inﬁnite set. Let Z ⊆ X be such
that Z ∼= + or Z ∼= −, and let α be an order preserving map from Z to Z. Then there
exists β ∈ OX such that βZ= α.
Proof. We assume, without loss of generality, that Z = {z1 < z2 < · · ·} ∼= + and
let α be an order preserving map from Z to Z. We deﬁne β ∈ TX by
xβ =


x if x < z1,
ziα if x ∈ [zi, zi+1),
x if x > zi, for every i ∈ .
It is easy to verify that β is order preserving and βZ =α. 
We are now in a position to prove the main result of this section.
Proof of Theorem 2.1. Let Y ⊆ X such that |Y | = |X\Y | = |X | and let β be an
order preserving bijection from X to X\Y ; these exist by Lemma 2.3. Assume, without
loss of generality, that there existsZ ⊆ Y such thatZ ∼= + and letZ = {z1 < z2 < · · ·},
as described in Lemma 2.4. Since X\Y and Z have the same cardinality there exists
a bijection  from X\Y to Z. Note that β is a bijection from X to Z. Let δ be any
mapping from Z to X such that
zpjkδ = zk
−1β−1,
where pk is the kth prime and j ∈  arbitrary. Let  ∈ TX be any mapping such that
x =


x if x ∈ X\Y
xδ if x ∈ Z
arbitrary if x ∈ Y\Z
Let α ∈ TX be arbitrary. We show that α can be generated using  and elements
of OX . We deﬁne γ from Z to Z inductively. First we deﬁne γ on z1, so that if
z1−1β−1αβ = zk then z1γ = zpk . For t > 1 we assume that γ is deﬁned and order
preserving on z1, . . . , zt−1. To deﬁne ztγ we ﬁrst let
M = max{i : zi ∈ {z1, . . . , zt−1}γ }.
Since β is a bijection from X to Z there exists x ∈ X such that
zt−1β−1 = x
and there exists zs ∈ Z such that (xα)β = zs. We choose j ∈  such that pjs > M and
we deﬁne ztγ = zpjs . Our choice of j ensures that γ is order preserving. Let η ∈ TX be
an extension of γ to an element of OX , as described in Lemma 2.5.
We claim that
α = βη.
Let x ∈ X be arbitrary. Since β is a bijection (from X to Z) there exists a unique
element zt ∈ Z such that xβ = xβ = zt. Analogously, there exists a unique element
zs ∈ Z such that xαβ = xαβ = zs. Hence
xβη = xβη = ztη = ztγ = zpjs = zpjsδ = zs−1β−1 = xα.
We have shown that α ∈ 〈OX ,〉 and so rank(TX : OX ) = 1. 
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3. Well-ordered sets. In this section we extend the result of the previous section
to well-ordered sets of arbitrary cardinality. Recall that an ordered set (X,≤) is well-
ordered if every subset of X contains a least element. We start by introducing some
standard results concerning well-ordered sets which we shall use later. For more details
see [5], [12] or [13].
For an arbitrary x ∈ X we call the set s(x) = { y ∈ X : y < x } the initial segment of
x. It is well-known that for any twowell-ordered setsX andY eitherX is isomorphic to
Y , X is isomorphic to an initial segment of Y or Y is isomorphic to an initial segment
of X ; see for example [12, Theorem 1]. This induces a natural (well) ordering on the
class of all well-ordered sets, so that
X ≤ Y if and only if X ∼= Y or X is isomorphic to an initial segment of Y. (1)
A natural reformulation of this result relates a well-ordered set to its subsets.
PROPOSITION 3.6. Each subset of a well-ordered set X is either isomorphic to X or to
an initial segment of X.
Another useful and natural consequence of the order on the class of all well-ordered
sets is:
PROPOSITION 3.7. No well-ordered set is isomorphic to an initial segment of itself.
For a proof see [12, Lemma 2.2].
In light of the previous section a natural question to ask is whether, or not, there
exists an uncountable set X for which the relative rank of TX moduloOX is countable?
The next result answers this question in the afﬁrmative.
LEMMA 3.8. Let X be an arbitrary inﬁnite set and let 
 denote the least well-ordered
set of cardinality |X |. Then the relative rank of T
 modulo O
 is one.
Proof. Let 
x (x ∈ 
) denote subsets of 
 such that |
x| = |
| and 
x ∩ 
y = ∅
whenever x 
= y. Since each 
x has cardinality |X | and 
 is the smallest well-ordered
set of cardinality |X |, it follows from Proposition 3.6 and Proposition 3.7 that 
x ∼= 
,
for all x ∈ 
. Fix a mapping µ ∈ T
 such that

yµ = y (y ∈ 
).
For an arbitrary α ∈ T
, we deﬁne a map β ∈ O
 by transﬁnite induction as
follows. If xα = y then we deﬁne xβ = z, where z ∈ 
y and z > tβ for every t < x.
Such an element z exists since 
y(∼= 
) is not isomorphic to an initial segment of 
,
by Proposition 3.7. For an arbitrary x ∈ 
, if xα = y then we have
xβµ = zµ = y = xα,
and so α ∈ 〈O
,µ〉. It follows that T
 = 〈O
,µ〉 and in particular rank(T
 : O
) = 1,
as required. 
We use this lemma to prove the main result of this section:
THEOREM 3.9.Let X be an arbitrary well-ordered set. The relative rank of TX modulo
OX is one.
Proof. Let T be the smallest well-ordered set of cardinality |X |. By Proposition
3.6 either there exists an initial segment of X which is isomorphic to T or X ∼= T . In
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the latter case the result follows by Lemma 3.8. In the former case, let Y denote the
initial segment of X isomorphic to T and let Z = X\Y . By the same argument as in
the proof of Lemma 3.8, we may ﬁnd pairwise disjoint sets Y1,Y2,Y3 ⊆ Y such that
Y = Y1 ∪ Y2 ∪ Y3 and Yi ∼= Y , for each i. By Lemma 3.8 there exists a map  ∈ TY2
such that 〈OY2 , 〉 = TY2 . We deﬁne a map σ : TY2 −→ TX such that for x ∈ X and
ρ ∈ TY2
(x)(ρσ ) =
{
x x ∈ Z,
yρ x ∈ Y, where y = min{ z ∈ Y2 : z ≥ x }.
In the second case, note that such an element y always exists since Y2 is well-ordered
and is not a subset of an initial segment of Y . It is easy to see that OY2σ ⊆ OX . Since
Y ∼= Y1 and y ≤ z, for every y ∈ Y and for every z ∈ Z, we may deﬁne an injection
β ∈ OX from X to Y1 ∪ Z such that Yβ = Y1 and Zβ = Z. Since Y1 ∪ Z has the same
cardinality as Y2 we may ﬁnd a bijection δ from Y1 ∪ Z to Y2. We let µ¯ be any order
preserving bijection from Y2 to Y3 and deﬁne µ ∈ TX by
xµ =
{
x x > y, for all y ∈ Y2;
yµ¯ y = min{ z ∈ Y2 : z ≥ x }.
In fact, µ is order preserving. In order to see this, it is enough to note that {x : x >
y for all y ∈ Y2} = Z since Y2, being isomorphic to Y , is not contained in an initial
segment ofY . From the deﬁnition it is obvious thatµ restricted to eitherZ orY = X\Z
is order preserving. In addition, Yµ = Y2µ = Y3 ⊆ Y , Zµ = Z and y < z for all
y ∈ Y , z ∈ Z.
Next, we deﬁne a map γ : Y3 −→ X by
yγ = yµ¯−1δ−1β−1.
Note that the domains of the maps δ,  and γ are disjoint and that their union is X
itself. Hence we may deﬁne a map η ∈ TX by
xη =


xδ x ∈ Y1 ∪ Z
x x ∈ Y2
xγ x ∈ Y3.
We claim that η together withOX generates TX . Let α ∈ TX be arbitrary. First note
that for any θ ∈ TY2 there exists ρ ∈ 〈OY2σ, η〉 ⊆ 〈OX , η〉(⊆ TX ) such that ρY2= θ .
This follows from (ζσ )Y2= ζ for all ζ ∈ TY2 , ηY2=  and 〈OY2 , 〉 = TY2 .
In particular, since βδ is a bijection from X to Y2, we may ﬁnd a map ρ ∈ 〈OX , η〉
such that ρY2= δ−1β−1αβδ. Then, for an arbitrary x ∈ X , with xβδ = y ∈ Y2 we have
xβηρµη = (xβδ)ρµη = yρµη = yδ−1β−1αβδµη = (xα)βδµη
= (xαβδµ)γ = xαβδµµ¯−1δ−1β−1 = xα,
and so α ∈ 〈OX , η〉 and TX = 〈OX , η〉. 
4. Concluding remarks. We can extend the main result of the last section to a
wider family of linearly ordered sets by means of the following lemma.
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LEMMA 4.10. Let X be an inﬁnite linearly ordered set such that there exists a
subset Y ⊆ X with |Y | = |X | and where any order preserving map from Y to Y can
be extended to an order preserving map from X to X. Then rank(TY : OY ) ≤ 2 implies
rank(TX : OX ) ≤ 2.
Proof. By assumption, there exist ′, δ′ ∈ TY such that 〈OY , ′, δ′〉 = TY , and for
every α ∈ OY there exists η ∈ OX such that ηY =α. Let , δ ∈ TX be any mappings
such that Y = ′ and δY = δ′. Let β : X → Y be any bijection and let γ ∈ TX be
arbitrary. We show that it is possible to generate γ using elements of OX and four
other mappings. Since 〈OY , ′, δ′〉 = TY we see that for any map α ∈ TY there exists
µ ∈ 〈OX , , δ〉 such that µY =α. In particular, there exists µ ∈ 〈OX , , δ〉 such that
µY= β−1γβ.
Let ν be any extension of β−1 to an element of TX . For an arbitrary x ∈ X if xβ = y
then
xβµν = yµν = yβ−1γβν = yβ−1γ = xγ.
We have shown that γ ∈ 〈OX , δ, , β, ν〉 and so TX = 〈OX , δ, , β, ν〉. It follows from
[8, Corollary 1.2] that rank(TX : OX ) ≤ 2. 
COROLLARY 4.11. If X is an arbitrary linearly ordered set, such that there exists a
well-ordered subset Y ⊆ X, with |Y | = |X |, then rank(TX : OX ) ≤ 2.
Proof. Let α′ be an order preserving map from Y to Y . Then α ∈ TX deﬁned by
xα =
{
x x > y for all y ∈ Y
yα′ y = min{ z ∈ Y : z ≥ x },
is an order preservingmap fromX toX . The result follows by Theorem 3.9 andLemma
4.10. 
Having found the relative rank of T modulo O and the relative rank of T
modulo O a natural question to ask is: what is the relative rank of T modulo O?
EXAMPLE 4.12. The relative rank of T moduloO is uncountable.We show this by
proving that the cardinality of the semigroup of all order preserving mappings on the
reals  is 2ℵ0 < 22
ℵ0 = |T|. For an arbitrary α ∈ O we show that α is discontinuous
at only countably many points in . Let D = { x :α is discontinuous at x}. For x ∈ D,
let ax = supt<x{tα} and let bx = inf t>x{tα}. Next, deﬁne β : D −→ G, where G is the
family of all open subsets of , by:
xβ = (ax, bx).
Observe that the family { xβ : x ∈ D } consists of non-empty pairwise disjoint open sets,
hence
|{ xβ : x ∈ D }| ≤ ℵ0.
The map β is injective and so
|D| = |{ xβ : x ∈ D }| ≤ ℵ0.
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Next, we show that α is almost determined by its rational points. For x ∈  \
deﬁne sx = supq∈{ qα : q < x } and tx = infq∈{ qα : q > x } and observe that
xα ∈ [sx, tx],
since α is an order preserving map. Since α is discontinuous at only countably many
points there are only countably many intervals [sx, tx] which are not singletons. It
follows that there are only 2ℵ0 maps in O.
The cardinality of the set P of all order preserving mappings→  is 2ℵ0 . Since
every element α of O is almost determined by α∈ P it follows that |O| = 2ℵ0 too.
We conclude the paper with the following two questions:
OPEN PROBLEM 4.13. Is it true that if rank(TX : OX ) ≤ 2 for a linearly ordered set
X then there exists Y ⊆ X such that |X | = |Y | and Y, or YR (the set Y with the order
reversed), is well-ordered?
OPEN PROBLEM 4.14. Does there exist an inﬁnite linearly ordered set X such that
rank(TX : OX ) = 2?
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