provides a powerful way to endow an autonomous mobile robot with efficient map-building and map-navigation behaviors. However, the inference mechanism in FHHMM has seldom been studied. In this paper, we suggest an algorithm that transforms a FHHMM into a Bayesian Network in order to be able to perform inference. As a matter of fact, inference in Bayesian Network is a well-known mechanism and this representation formalism provides a well grounded theoretical background that may help us to achieve our goal. The algorithm we present can handle two problems arising in such a representation change: (1) the cost due to taking into account multiple dependencies between variables (e.g. compute P (Y |X1, X2, . .., Xn)), and (2) the removal of the directed cycles that may be present in the source graph. Finally, we show that our model is able to learn faster than a classical Bayesian network based representation when few (or unreliable) data is available, which is a key feature when it comes to mobile robotics.
Introduction
Many works in mobile robotics rely on probabilistic models such as POMDP or HMM 1 , etc.) to build a map of an environment [2, 1, 7, 4, 5] . Indeed, the properties of these models are particularly relevant in the context of robotics, as well as extensions of these models. Firstly, the problem of knowledge generalization can partly be solved if we consider a hierarchical model (encode a given place at sereral granularities) [6] . Secondly, taking into account the invariants can also be achieved if we consider a model that implements a factorization operator (e.g. a given place location should be perceived with no considerations for the actual orientation of the robot) [4] . However these two extensions have been well studied separately, it is quite difficult to endow a HMM-based model with these two simultaneously. As far as we know, there exists no efficient inference algorithm that can deal with such a model.
In this paper, we present an approach to perform inference within a Factorial and Hierarchical HMM (i.e. FHHMM 2 ). Our approach relies on an algorithm that performs a representation change from FHHMM to the Bayesian Network representation formalism. The choice of the Bayesian Network formalism is motivated by the strong theoritical fundations and the efficient algorithms that exists in it.
However, several difficulties arise with such a representation change because of the structural differences between the two formalisms and their intrinsic properties. In particular, we identify two main problems that must be taken into account during this process:
-There exists multiple dependencies in the FHHMM. These implies an exponential growth of the number of parameters to learn, which is a challenging problem when dealing with a small set of example (this is an intrinsic property in mobile robotics) ; -There exists directed cycles in the conditional dependencies between the variables of a FHHMM. It is well known that directed cycles are not allowed within a Bayesian network (we should note however that these dependencies are a problem only between variables at a same time step (see section 2)).
In the following section, we present the HMM formalism and the factorial and hierarchical extensions. Then, we describe the inference problem in the case of FHHMM. Section 3 and 4 presents our approach along with the representation change algorithm. Lastly, section 5 presents two experiments which confront the resulting model and classical Bayesian networks for a learning task. We conclude this paper with a discussion about the interesting properties shown by our model as well as the compromise we made so as to be able to learn from few data, which is often the case of a mobile robot building a map of its environment.
Problem Setting

Hierarchical and Factorial HMM
Known limitations with HMM, and more generaly with markov models, are concerned with scaling, taking into account independent phenomena and the difficulty to generalize. However, there exists several extensions to solve this problem. In the following, we focus our attention on hierarchical HMM [7, 5] and factorial HMM [3] 3 .
