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Abstract: Hilbert space representations of cross product ∗-algebras of the
Hopf ∗-algebras Uq(gl2) with the coordinate algebras Oˆ(C
2
q) and O(R
3
q) of
quantum vector spaces, and of Uq(su2) with the coordinate algebrasO(SUq(2))
and O(S2q ) of the corresponding quantum spheres, are investigated and clas-
sified. Invariant states on the coordinate ∗-algebras are described by two
variants of the quantum trace.
1 Introduction
Let U be a Hopf ∗-algebra and let X be a unital right U-module ∗-algebra.
Then the smash product algebra U#X [M] is a ∗-algebra which contains U
and X as ∗-subalgebras. Following the terminology used by operator alge-
braists we prefer to call the algebra U#X a cross product algebra and denote
it by U ⋉X . The cross product ∗-algebra has a natural physical interpreta-
tion: We think of X as an algebra of functions on a “quantum space” on
which the elements of U act as “generalized differential operators”. Then
U ⋉X can be considered as an algebra of differential operators with coeffi-
cients in X and so as a phase space algebra associated with the quantum
space. Therefore, as is in usual quantum mechanics, Hilbert space represen-
tations of the phase space ∗-algebra U ⋉X play a crucial role in the study of
the quantum space.
Suppose there exists a U-invariant state h on X and let πh be the GNS-
representation of h. Then there is a unique closed ∗-representation of U ⋉X ,
called Heisenberg representation and denoted also by πh, such that its restric-
tion to X is the GNS-representation πh and the cyclic vector vh is U-invariant.
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In this paper we are concerned with cross product algebras of the Hopf
∗-algebras Uq(gl2) acting on the coordinate algebras Oˆ(C
2
q) and O(R
3
q) of
quantum vector spaces, and of Uq(su2) acting on the coordinate algebras
O(SUq(2)) and O(S
2
q ) of the corresponding quantum unit spheres. (Precise
definitions are given in Section 3.) The main purpose of this paper is to
study Hilbert space representations of these cross product ∗-algebras and to
use them to describe invariant states on the coordinate ∗-algebras.
Rrepresentations of Uq(su2)⋉O(R
3
q) has been constructed first in [F] and
then in [CW] by using other methods. We rediscover these representations
in Subsection 6.4.
There are two principal ways to find and to classify Hilbert space rep-
resentations of the ∗-algebra U ⋉X . We discuss these methods and some
of their applications in the case Uq(su2)⋉O(SUq(2)). In the first approach
we assume that the restriction πU of a ∗-representation of U ⋉X to the ∗-
subalgebra U is a ”well-behaved” representation of U . For Uq(su2) we re-
quire that πU can be expressed as a direct sum of spin l representations Tl
with arbitrary multiplicities. Such ∗-representations of Uq(su2) are called
integrable. For the Heisenberg representation πh of Uq(su2)⋉O(SUq(2)) the
representation πU of Uq(su2) is integrable and the Peter-Weyl theorem of
O(SUq(2)) gives an explicit decomposition of πU into a direct sum of repre-
sentations Tl (see e.g. formula (45) on p. 110 in [KS]). We prove (Theorem
5.5) that any closed ∗-representation of Uq(su2)⋉O(SUq(2)) obtained from
an integrable representation πU of Uq(su2) is a direct sum of copies of the
Heisenberg representation πh. In particular, πh is the only closed irreducible
∗-representation of Uq(su2)⋉O(SUq(2)) such that its restriction to Uq(su2)
is integrable. The Heisenberg representation πh is used to describe the Haar
state h of O(SUq(2)) as a quantum trace (Theorem 5.7). More precisely, if
Cq is the Casimir element and K is the group-like generator of Uq(su2), then
there exists a holomorphic function ζ(z) on z ∈ C, Re z > 1, such that
h(x) = ζ(z)−1 Tr πh(Cq)−zπh(K−2) πh(x), x ∈ O(SUq(2)).
In the second approach we start with a ∗-representation of X written in a
canonical form and we try to extend it to a ∗-representation of U ⋉X . Since
elements of U act as unbounded operators, during this derivation we have to
add some regularity assumptions concerning the unbounded operators. In the
case of Uq(su2)⋉O(SUq(2)) we end up with irreducible representations (I)H,ǫ
parameterized by numbers ǫ ∈ {1,−1} andH ∈ (q1/2, 1]. We prove (Theorem
2
6.2) that (after extending the domain) the representation (I)1,1 is unitarily
equivalent to the Heisenberg representation πh. We use the representation
(I)H,ǫ to express the Haar state h as a partial quantum trace (Theorem 6.4).
Each of two approaches has its advantage: In the first one the generators
of Uq(su2) act in the standard form used in representation theory, while in the
second one the action of the generators of O(SUq(2)) is given in a canonical
form. The second way yields a larger class of representations (I)H,ǫ, because
the restriction of (I)H,ǫ to Uq(su2) is not integrable if H ∈ (q
1/2, 1).
This paper is organized as follows. In Section 2 we collect definitions and
general facts on cross product ∗-algebras. In Section 3 we define the cross
product algebras studied in this paper and characterize them in terms of gen-
erators and defining relations. Section 4 contains a number of preliminaries
on representations. In Subsection 4.2 we list the canonical form of represen-
tations of the coordinate ∗-algebras Oˆ(C2q), O(R
3
q), O(SUq(2)), and O(S
2
q )
as used in Section 6. The main results of the paper are contained in Sections
5 and 6. Section 5 is concerned with invariant functionals on the four coor-
dinate ∗-algebras and with Heisenberg representations of the cross product
algebras. While Section 5 deals with the first approach as explained above,
the second approach is developed in Section 6. For the cross product alge-
bras above and another cross product algebra related to the 3D-calculus on
SUq(2) the representations are listed by explicit formulas of the generators.
Background material on quantum groups can be found in [FRT], [KS],
[M], on unbounded representations in [OS], [P], [S] and on the quantum
SU(2) in [KS], [VS], [Wo]. Let us collect some definitions and notations used
in what follows. The comultiplication, the counit and the antipode of a Hopf
algebra are denoted by ∆, ε, and S, respectively. For a coaction ϕ and the
comultiplication ∆ we freely use the Sweedler notations ϕ(x) = x(1)⊗x(2) and
∆(x) = x(1)⊗x(2). If T is an operator on a Hilbert space, we denote by D(T )
the domain, by σ(T ) the spectrum, by T the closure and by T ∗ the adjoint of
T . A self-adjoint operator A is called strictly positive if A≥0 and ker A={0}.
We write σ(A) ⊑ (a, b] if σ(A)⊆[a, b] and a is not an eigenvalue of A. We say
that two self-adjoint operators strongly commute if their spectral projections
mutually commute. For a vector η of a Hilbert space H0, we denote by ηn
the vector of H = ⊕∞k=0Hk, Hk := H0, which has η as its n-th component
and zero otherwise and we put η−1 := 0. By a ∗-representation of a ∗-algebra
X on a dense domain D of a Hilbert space we mean a homomorphism π of
X into the algebra L(D) of linear operators mapping D into itself such that
〈π(x)η, ξ〉 = 〈η, π(x∗)ξ〉 for x ∈ X , η, ξ ∈ D. A ∗-representation π is called
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closed if D is the intersection of domains D(π(x)), x ∈ X .
Throughout this paper we suppose that q, p ∈ C, p 6= 0, and q 6= 0, 1,−1,
and we abbreviate
λ := q − q−1, γ := (q + q−1)1/2, λn := (1− q
2n)1/2, [k]q := λ
−1(qk − q−k).
In Sections 5 and 6 we assume that 0 < q < 1, p > 0, and p 6= 1.
2 Cross product algebras: general concepts
Throughout this section we suppose that U is a Hopf algebra with invertible
antipode and that X is an algebra (without unit in general).
Let X be a right U-module algebra, that is, X is a right U-module with
action ⊳ satisfying
(xy)⊳f = (x⊳f(1))(y⊳f(2)), x, y ∈ X , f ∈ U .
Then the vector space U⊗X is an algebra, called a right cross product algebra
and denoted by U ⋉X , with product defined by
(g ⊗ x)(f ⊗ y) = gf(1) ⊗ (x⊳f(2))y, x, y ∈ X , g, f ∈ U . (1)
Let U0 be a subalgebra and a right coideal (that is, ∆(U0) ⊆ U0 ⊗ U) of the
Hopf algebra U . By (1), the subspace U0⊗X of U⊗X is a subalgebra of U ⋉X
which we denote by U0 ⋉X . The importance of such algebras stems from the
fact that the unital subalgebra U0 generated by the quantum tangent space of
a left-covariant differential calculus on A is a right coideal of the Hopf dual
A◦ ([KS], Proposition 14.5). Since A is a right A◦-module algebra (with
action given by formula (9) below), the algebra U0 ⋉A is well defined.
If X has also a unit element, then we can consider X and U0 as subalgebras
of U0 ⋉X by identifying f ⊗ 1 with f and 1 ⊗ x with x. Then U0 ⋉X is the
algebra generated by the two subalgebras U0 and X with respect to the cross
commutation relation
xf = f(1)(x⊳f(2)), x ∈ X , f ∈ U0 , (2)
or equivalently,
fx = (x⊳S−1(f(2)))f(1), x ∈ X , f ∈ U0 . (3)
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Inside the algebra U ⋉X the right action ⊳ of U on X can be nicely expressed
by the right adjoint action of the Hopf algebra U . Recall that for any U-
bimodule M the right adjoint action
adR(f)m = S(f(1))mf(2), f ∈ U , m ∈M,
is a well defined right action of U on M . The subalgebra X of U ⋉X is
obviously a U-bimodule. Using (2) we compute
adR(f)x=S(f(1))xf(2)=S(f(1))f(2)(x⊳f(3)) = ε(f(1))(x⊳f(2)) = x⊳f . (4)
Let us turn now to ∗-structures. Suppose that U is a Hopf ∗-algebra and
X is a right U-module ∗-algebra. The latter means that X is a right module
algebra and a ∗-algebra such that the right action ⊳ and the involution ∗
satisfy the compatibility condition
(x⊳f)∗ = x∗⊳S(f)∗, x ∈ X , f ∈ U . (5)
Lemma 2.1 Let U0 be ∗-subalgebra and a right coideal of the Hopf ∗-algebra
U . Then the algebra U0 ⋉X is a ∗-algebra with involution given by
(f ⊗ x)∗ := f ∗(1) ⊗ (x
∗⊳f ∗(2)), f ∈ U0, x ∈ X . (6)
Proof. In order to prove that this defines an algebra involution we use the
formulas (1) and (5) and compute
((g ⊗ x)(f ⊗ y))∗ = (gf(1) ⊗ (x⊳f(2))y)
∗
= f ∗(1)g
∗
(1) ⊗ (y
∗(x⊳f(3))
∗)⊳(f ∗(2)g
∗
(2))
= f ∗(1)g
∗
(1) ⊗ (y
∗⊳(f ∗(2)g
∗
(2)))(x
∗⊳(S(f(4))
∗f ∗(3)g
∗
(3)))
= f ∗(1)g
∗
(1) ⊗ ((y
∗⊳f ∗(2))⊳g
∗
(2))(x
∗⊳g∗(3))
= (f ∗(1) ⊗ y
∗⊳f ∗(2))(g
∗
(1) ⊗ x
∗⊳g∗(2))
= (f ⊗ y)∗(g ⊗ x)∗ ,
(f ⊗ x)∗∗ = (f ∗(1) ⊗ x
∗⊳f ∗(2))
∗ = f(1) ⊗ (x
∗⊳f ∗(3))
∗⊳f(2)
= f(1) ⊗ x⊳(S
−1(f(3))f(2)) = f ⊗ x . ✷
If X has a unit, then the involution (6) reads (f ⊗ x)∗ = (1⊗ x)∗(f ⊗ 1)∗.
The above definitions and facts have their left handed counterparts. Sup-
pose that X is a left module algebra of a Hopf algebra U with left action ⊲.
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Then the vector space X ⊗U is an algebra, called a left cross product algebra
and denoted by X ⋊U , with product defined by
(y ⊗ f)(x⊗ g) = y(f(1)⊲x)⊗ f(2)g, x, y ∈ X , f, g ∈ U .
If U0 is a subalgebra of U which is a left coideal (i.e. ∆(U0) ⊆ U ⊗ U0), then
the subspace X ⊗U0 is a subalgebra of X ⋊U which is denoted by X ⋊U0. If
X has a unit, then X ⋊U0 can be considered as the algebra generated by the
subalgebras X and U0 with cross relation
fx = (f(1)⊲x)f(2), x ∈ X , f ∈ U0 . (7)
If U0 is a ∗-subalgebra and a left coideal of the Hopf ∗-algebra U , then the
algebra X ⋊U0 is a ∗-algebra with involution defined by
(x⊗ f)∗ = (f ∗(1)⊲x
∗)⊗ f ∗(2), x ∈ X , f ∈ U0 . (8)
All U-module algebras X occuring in this paper are obtained in the fol-
lowing manner: Let A be a bialgebra and let 〈·, ·〉 : U × A → C be a dual
pairing of bialgebras U and A. If X is a left A-comodule algebra with coac-
tion ϕ : X → A⊗ X , then X is a right U-module algebra with right action
x⊳f = 〈f, x(1)〉x(2), x ∈ X , f ∈ U . (9)
Then the cross relation (2) reads
xf = f(1)〈f(2), x(1)〉x(2), x ∈ X , f ∈ U . (10)
If X is a left comodule ∗-algebra of a Hopf ∗-algebra A and if 〈·, ·〉 :
U × A → C is a dual pairing of Hopf ∗-algebras, then X is also a right
U-module ∗-algebra with right action (9) and so Lemma 2.1 applies.
Similarly, any right A-comodule algebra X is a left U-module algebra
with left action
f ⊲x = x(1)〈f, x(2)〉. (11)
In this case the cross relation (7) can be written as
fx = x(1)〈f(1), x(2)〉f(2) x ∈ X , f ∈ U . (12)
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3 Cross product algebras of the Hopf ∗-alge-
bras Uq(gl2) and Uq(su2)
3.1 O(Mq(2)), O(SUq(2)), Uq(gl2) and Uq(su2)
The algebra O(Mq(2)) has four generators a, b, c, d with defining relations
ab = qba, ac = qca, bd = qdb, cd = qdc, bc = cb, ad− da = λbc . (13)
The element Dq := ad − qbc ≡ da − q
−1bc is the quantum determinant. It
is well known that O(Mq(2)) is a bialgebra and that its quotient algebra
O(SLq(2)) by the two-sided ideal generated by Dq−1 is a Hopf algebra.
Let Uq(gl2) be the algebra with generators E, F,K, L,K
−1, L−1 and defin-
ing relations
KL = LK, KK−1 = K−1K = K, LL−1 = L−1L = 1 ,
KEK−1 = qE, KFK−1 = q−1F, LE = EL, LF = FL ,
EF − FE = λ−1(K2 −K−2).
The algebra Uq(gl2) is a Hopf algebra with structure maps given by
∆(E) = E ⊗K +K−1 ⊗E,∆(F ) = F ⊗K +K−1 ⊗ F ,
∆(K) = K ⊗K,∆(L) = L⊗ L, ε(K) = ε(L) = 1, ε(E) = ε(F ) = 0,
S(E) = −qE, S(F ) = −q−1F, S(K) = K−1, S(L) = L−1 .
The Hopf algebra Uq(sl2) is the subalgebra of Uq(gl2) generated by E, F , K
and K−1.
There exists a dual pairing 〈·, ·〉 of the Hopf algebra Uq(gl2) and the bial-
gebra O(Mq(2)). It is determined by the values on the generators K,L,E, F
and a, b, c, d, respectively. The non-zero values are
〈K, a〉=〈K−1, d〉=q−1/2, 〈K, d〉=〈K−1, a〉=q1/2, 〈E, c〉=〈F, b〉=1. (14)
〈L, a〉 = 〈L, d〉 = p, 〈L−1, a〉 = 〈L−1, d〉 = p−1 . (15)
Moreover, (14) gives a dual pairing of the Hopf algebras Uq(sl2) andO(SLq(2)).
Suppose in addition that q and p are real. Then O(Mq(2)) is a ∗-bialgebra,
O(SLq(2)) is a Hopf ∗-algebra, denoted by O(SUq(2)), and Uq(gl2) is a Hopf
∗-algebra, denoted again by Uq(gl2), with algebra involutions defined by
a∗ = d, b∗ = −qc and E∗ = F,K∗ = K,L∗ = L−1. (16)
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The subalgebra Uq(sl2) of Uq(gl2) is a Hopf ∗-algebra denoted by Uq(su2).
Note that the dual pairing (14)–(15) of Uq(gl2) and O(Mq(2)) satisfies
〈S(f)∗, x〉 = 〈f, x∗〉, f ∈ Uq(gl2), x ∈ O(Mq(2)). (17)
3.2 The cross product ∗-algebras Uq(gl2) ⋉O(Mq(2)) and
O(Mq(2)) ⋊Uq(gl2)
Since O(Mq(2)) is a left and right comodule algebra with respect to the
comultiplication, O(Mq(2)) is a right and left Uq(gl2)-module algebra with
actions given by (9) and (11), respectively. Hence the cross product algebras
Uq(gl2)⋉O(Mq(2)) and O(Mq(2))⋊Uq(gl2) are well defined.
By (14), (15) and (10), the generators E, F,K, L and a, b, c, d satisfy the
following cross relations in the right cross product algebra Uq(gl2)⋉O(Mq(2)) :
aE = q−1/2Ea, bE = q−1/2Eb , (18)
cE = q1/2Ec+K−1a, dE = q1/2Ed+K−1b , (19)
aF = q−1/2Fa+K−1c, bF = q−1/2Fb+K−1d , (20)
cF = q1/2Fc, dF = q1/2Fd , (21)
aK = q−1/2Ka, bK = q−1/2Kb, cK = q1/2Kc, dK = q1/2Kd , (22)
aL = pLa, bL = pLb, cL = pLc, dL = pLd . (23)
The cross relations of the left cross product algebra O(Mq(2))⋊Uq(gl2) are:
Ea = q1/2aE + bK,Eb = q−1/2bE ,
Ec = q1/2cE + dK,Ed = q−1/2Ed ,
Fa = q1/2aF, Fb = q−1/2bF + aK ,
Fc = q1/2cF, Fd = q−1/2dF + cK ,
Ka = q−1/2aK,Kb = q1/2bK,Kc = q−1/2cK,Kd = q1/2dK ,
La = paL, Lb = pbL, Lc = pcL, Ld = pdL .
The two cross product algebras are isomorphic as shown by Lemma 3.1 below.
Suppose that q and p are real. Since the dual pairing of Uq(gl2) and
O(Mq(2)) satisfies condition (17), O(Mq(2)) is a right Uq(gl2)-module ∗-
algebra. Hence, by Lemma 2.1 and its left handed counterpart, the cross
product algebras Uq(gl2)⋉O(Mq(2)) and O(Mq(2))⋊Uq(gl2) are ∗-algebras.
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Some simple algebraic facts about the above algebras are collected in the
next lemma. Its proof is straightforward and will be omitted.
Lemma 3.1 (i) The quantum determinant Dq=ad−qbc is a central element
of the algebras Uq(su2)⋉O(Mq(2)) and O(Mq(2))⋊Uq(su2).
(ii) There is an algebra isomorphism θ of Uq(gl2)⋉O(Mq(2)) onto
O(Mq(2))⋊Uq(gl2) such that
θ(a) = a, θ(d) = d, θ(b) = −qc, θ(c) = −q−1b , (24)
θ(E) = F, θ(F ) = E, θ(K) = K−1, θ(L) = L−1 . (25)
(iii) If q and p are real, then θ is a ∗-isomorphism of the ∗-algebras
Uq(gl2)⋉O(Mq(2)) and O(Mq(2))⋊Uq(gl2).
Another remarkable property of the isomorphism θ is that its inverse θ−1 is
given by the same formulas as θ.
3.3 The cross product ∗-algebra Uq(gl2) ⋉ Oˆ(C
2
q)
In the rest of this section we suppose that q, p ∈ R , p 6= 0, and 0 < q < 1.
Let us rename the ∗-algebra O(Mq(2)) defined above by Oˆ(C
2
q) and set
z1 := b and z2 := d. By restating the definition of O(Mq(2)) we see that
Oˆ(C2q) is the ∗-algebra with four generators z1, z2, z
∗
1 , z
∗
2 and defining relations
z1z2 = qz2z1, z1z
∗
2 = q
−1z∗2z1, z
∗
1z
∗
2 = q
−1z∗2z
∗
1 , z2z
∗
1 = q
−1z∗1z2 ,
z∗1z1 = z1z
∗
1 , z
∗
2z2 − z2z
∗
2 = (q
−2−1)z∗1z1 .
The first equation z1z2 = qz2z1 is just the defining relation of the coordinate
algebra O(C2q) of the quantum plane. The ∗-algebra Oˆ(C
2
q) introduced above
is the left handed version of the realification O(C2q)Re of the algebra O(C
2
q)
as defined in [KS], p. 391; see also Proposition 9.1.5 therein.
Let C[Rq] be the ∗-algebra of polynomials in a hermitian generator Rq.
It is easy to check that there exists a unique injective ∗-homomorphism ψ :
Oˆ(C2q)→ O(SUq(2))⊗ C[Rq] such that
ψ(z1) = bRq, ψ(z2) = dRq . (26)
Clearly, ψ is not surjective, because Rq is not in the image of ψ. We shall
consider Oˆ(C2q) as a ∗-subalgebra of O(SUq(2)) ⊗ C[Rq] by identifying x ∈
Oˆ(C2q) with ψ(x). Then we have
R2q = z
∗
1z1 + z
∗
2z2. (27)
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Thus, O(SUq(2)) is just the coordinate algebra of the quantum unit sphere,
which is obtained by adding to the relations of Oˆ(C2q) the equation R
2
q = 1.
In terms of the generators z1, z2, z
∗
1 , z
∗
2 the cross commutation relations of
the right cross product ∗-algebra Uq(gl2)⋉Oˆ(C
2
q) are as follows:
z1E = q
−1/2Ez1, z
∗
1E = q
1/2Ez∗1 − qK
−1z∗2 , (28)
z2E = q
1/2Ez2 +K
−1z1, z
∗
2E = q
−1/2Ez∗2 , (29)
z1F = q
−1/2Fz1 +K
−1z2, z
∗
1F = q
1/2Fz∗1 , (30)
z2F = q
1/2Fz2, z
∗
2F = q
−1/2Fz∗2 − q
−1K−1z∗1 , (31)
z1K = q
−1/2Kz1, z
∗
1K = q
1/2Kz∗1 , z2K = q
1/2Kz2, z
∗
2K = q
−1/2Kz∗2 , (32)
z1L = pLz1, z
∗
1L = pLz
∗
1 , z2L = pLz2, z
∗
2L = pLz
∗
2 . (33)
For the element R2q ∈ Oˆ(C
2
q) we have R
2
qK = KR
2
q and R
2
qL = p
2LR2q .
3.4 Two cross product ∗-algebras containing O(SUq(2))
Recall that the Hopf ∗-algebra O(SUq(2)) is the Hopf algebra O(SLq(2))
with the involution given by a∗ = d and b∗ = −qc. Hence O(SUq(2)) is a
right Uq(su2)-module ∗-algebra with right action (9). The corresponding right
cross product ∗-algebra Uq(su2)⋉O(SUq(2)) has the cross relations (18)–(22).
We also study another cross product ∗-algebra ofO(SUq(2)) where Uq(su2)
is replaced by a smaller ∗-subalgebra. The quantum tangent space of the 3D-
calculus (see [W] or [KS], p. 407) on SUq(2) is spanned by the elements
X0 := q
−1/2FK,X2 := q
1/2EK,X1 := (1− q
−2)−1(1−K4)
of Uq(sl2). These elements satisfy the relations X
∗
0 = X2, X
∗
0 = X1 and
q2X1X0 − q
−2X0X1 = (1 + q
2)X0 , (34)
q2X2X1 − q
−2X1X2 = (1 + q
2)X2 , (35)
qX2X0 − q
−1X0X2 = −q
−1X1 . (36)
Let U0 be the unital subalgebra of Uq(sl2) generated by the elementsX0,X2,X1.
Since the 3D-calculus is a ∗-calculus on SUq(2), U0 is a ∗-invariant right
coideal of Uq(su2), so the ∗-algebra U0 ⋉O(SUq(2)) is well defined. The cross
relations of the generators X0, X2, Y1 := 1−(1−q
−2)X1 and a, b, c, d of the
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right cross product ∗-algebra U0 ⋉O(SUq(2)) read as follows:
aX2 = q
−1X2a, bX2 = q
−1X2b , (37)
cX2 = qX2c + a, dX2 = qX2d+ b , (38)
aX0 = q
−1X0a+ c, bX0 = q
−1X0b+ d , (39)
cX0 = qX0c, dX0 = qX0d , (40)
aY1 = q
−2Y1a, bY1=q
−2Y1b, cY1 = q
2Y1c, dY1=q
2Y1d . (41)
3.5 The cross product ∗-algebra Uq(gl2) ⋉O(R
3
q)
Let O(R3q) be the ∗-algebra with generators x1, x2, x3, defining relations
x1x2 = q
2x2x1, x2x3 = q
2x3x2, x3x1 − x1x3 = λx
2
2, (42)
and involution x∗1 = q
−1x3, x
∗
2 = x2, see [FRT] or [KS], Proposition 9.14(ii).
This ∗-algebra is a left and right O(Mq(2))-comodule ∗-algebra with left
coaction φL(xi) =
∑
j vij(−q)
i−j⊗xj and right coaction φR(xi) =
∑
j xj⊗vji,
where the matrix v = (vij) is
v =

 a
2 q′ab −b2
q′ac da+ qbc −q′bd
−c2 −q′cd d2


and q′ = (1 + q−2)1/2. Note that v is just the matrix of the spin 1 corepre-
sentation of O(SUq(2)) when the elements a, b, c, d are taken as generators
of O(SUq(2)). Thus, O(R
3
q) is a right and left Uq(gl2)-module ∗-algebra with
actions given by (9) and (11).
The right cross product ∗-algebra Uq(gl2)⋉O(R
3
q) has the cross relations:
x1E = q
−1Ex1, x2E = Ex2 − qγK
−1x1, x3E = qEx3 + qγK
−1x2, (43)
x1F = q
−1Fx1 − q
−1γK−1x2, x2F = Fx2 + q
−1γK−1x3, x3F = qFx3, (44)
x1K = q
−1Kx1, x2K = Kx2, x3K = qKx3, (45)
x1L = p
2Lx1, x2L = p
2Lx2, x3L = p
2Lx3 . (46)
Some properties of the algebraO(R3q) are collected in the following lemma.
We omit the proof.
Lemma 3.2 (i) Q2q := q
−1x1x3 + qx3x1 + x
2
2 = (1 + q
−2)x∗3x3 + q
2x22 belongs
to the center of the algebra O(R3q) and φL(Q
2
q) = D
2
q ⊗Q
2
q.
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(ii) There is an injective ∗-homomorphism ρ of O(R3q) into Oˆ(C
2
q) such that
ρ(x1)=(1+q
2)−1/2(z∗22 −q
−1z21), ρ(x2)=z
∗
1z
∗
2+z2z1, ρ(x3)=(1+q
2)−1/2(qz22−z
∗2
1 ).
(iii) (id⊗ρ)◦φL=∆◦ρ, where ∆ is the comultiplication of O(Mq(2))=Oˆ(C
2
q).
(iv) There is a ∗-isomorphism ϑ of Uq(gl2)⋉O(R
3
q) onto O(R
3
q)⋊Uq(gl2) such
that ϑ(xi) = xi, ϑ(E) = F , ϑ(F ) = E, ϑ(K) = K
−1 and ϑ(L) = L−1.
From Lemma 3.2,(ii) and (iii), it follows that O(R3q) and Uq(gl2)⋉O(R
3
q)
are ∗-subalgebras of Oˆ(C2q) and Uq(gl(2)⋉Oˆ(C
2
q), respectively, if we identify
x ∈ O(R3q) and ρ(x) ∈ Oˆ(C
2
q).
The quotient ∗-algebra O(S2q ) of O(R
3
q) by the ideal generated by the cen-
tral hermitian element Q2q−1 is called the coordinate algebra of the quantum
unit sphere S2q of R
3
q . Let yi denote the image of the generator xi of O(R
3
q)
under the quotient map. The defining relations of the algebra O(S2q ) are
y1y2 = q
2y2y1, y2y3 = q
2y3y2, y3y1 − y1y3 = λy
2
2,
q−1y1y3 + qy3y1 + y
2
2 = 1 . (47)
The quantum sphere S2q of R
3
q is one of Podles’ quantum spheres S
2
qc. More
precisely, it is the quantum sphere S2q∞ in [Po] and S
2
q0 in [KS], Section 4.5.
Since φL(Q
2
q) = D
2
q⊗Q
2
q by Lemma 3.2(i), the left coaction φL ofO(Mq(2))
on O(R3q) passes to a left coaction of the quotient algebras O(SUq(2)) on
O(S2q ). Thus, O(S
2
q ) is a left O(SUq(2))-comodule and hence right Uq(su2)-
module ∗-algebra. The corresponding right cross product ∗-algebra
Uq(su2)⋉O(S
2
q ) has the cross relations (43)–(45) with xi replaced by yi.
The assertions (ii)–(iv) of Lemma 3.2 have their counterparts for the
quantum sphere S2q . The map ϑ from Lemma 3.2(iv) passes to a ∗-isomor-
phism of the right and left cross product ∗-algebras Uq(su2)⋉O(S
2
q ) and
O(S2q )⋊Uq(su2). There exists an injective ∗-isomorphism ρ from O(S
2
q ) into
O(SUq(2)) such that (id⊗ ρ) ◦ φL = ∆ ◦ ρ and
ρ(y1) = (1+q
2)−1/2(a2−q−1b2), ρ(y2) = db−qca, ρ(y3) = (1+q
2)−1/2(qd2−q2c2).
Thus, if we identify x ∈ O(S2q ) with ρ(x) ∈ O(SUq(2)), then Uq(su2)⋉O(S
2
q )
becomes a ∗-subalgebra of Uq(su2)⋉O(SUq(2)).
Let C[Qq] be the ∗-algebra of polynomials in Qq = Q
∗
q . There is an
injective ∗-homomorphism ψ : O(R3q) → O(S
2
q ) ⊗ C[Qq] such that ψ(xi) =
yiQq, i = 1, 2, 3. By identifying x ∈ O(R
3
q) with ψ(x), O(R
3
q) becomes a
∗-subalgebra of O(S2q )⊗ C[Qq].
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4 Preliminaries on representations
4.1 Three auxiliary lemmas
In this subsection q is a positive real number such that q 6= 1.
Lemma 4.1 Up to unitary equivalence each isometry w on a Hilbert space H
is of the following form: There exist Hilbert subspaces Hu and Hs0 of H and
a unitary operator wu on H
u such that w = wu⊕ws on H = H
u⊕Hs, where
Hs = ⊕∞n=0H
s
n, H
s
n = H
s
0, and wsηn = ηn+1, ηn ∈ H
s
n. This decomposition
of w is unique, because Hu = ∩∞n=0w
nH and Hs is the closed linear span of
wn(ker w∗), n ∈ N0.
Lemma 4.1 is proved in [SF], Theorem 1.1. The decomposition w = wu⊕ws
is called the Wold decomposition of w. The operator wu is the unitary part
of w and ws is a unilateral shift operator of multiplicity dim(H
s
0).
Lemma 4.2 Let A be a self-adjoint operator and let w be an isometry on a
Hilbert space H such that
qwA ⊆ Aw. (48)
Then the Wold decomposition w = wu ⊕ ws on H = H
u ⊕ Hs reduces the
operator A, that is, there are self-adjoint operators Au on Hu and As on Hs
such that A = Au ⊕ As, and we have:
(i) If A is strictly positive, then there exists a self-adjoint operator Au0 on a
Hilbert space Hu0 with σ(A
u
0) ⊑ (q, 1] if q < 1 and σ(A
u
0) ⊑ (q
−1, 1] if q > 1
such that, up to unitary equivalence, Hu = ⊕∞n=−∞H
u
n, where H
u
n := H
u
0 ,
Auηn = q
nAu0ηn, wuηn = ηn+1, for ηn ∈ H
u
n, n ∈ Z .
(ii) There is a self-adjoint operator As0 on the Hilbert space H
s
0 such that
Asηn = q
nAs0ηn, wsηn = ηn+1, for ηn ∈ H
s
n, n ∈ N0 .
Proof. From the functional calculus of self-adjoint operators it follows that
equation (48) implies that wϕ(qA) = ϕ(A)w for ϕ ∈ L∞(R). Therefore, for
any ϕ ∈ L∞(R), the subspace Hu := ∩∞n=0w
nH is ϕ(A)-invariant, and there-
fore so is its orthogonal complement Hs. This implies that A decomposes as
A = Au ⊕ As with respect to the orthogonal sum H = Hu ⊕Hs.
Let e(µ) denote the spectral projections of Au. Let Hun := e((q
n+1, qn])Hu
and Aun := A
u⌈Hun, n ∈ Z. Since A
u is strictly positive, Hu = ⊕∞n=−∞H
u
n.
Since wu is unitary, (48) implies that A
u = qwuA
uw∗u and hence ϕ(A
u) =
13
wuϕ(qA
u)w∗u for ϕ ∈ L
∞(R). This yields wuH
u
n = H
u
n+1. Thus, up to unitary
equivalence, we can assume that Hun = H
u
0 and wuηn = ηn+1 for ηn ∈ H
u
n.
Thus, Auηn = q
nwnuA
uw∗nu ηn = q
nwnuA
u
0η0 = q
nAu0ηn which proves (i).
Since wsϕ(qA
s) = ϕ(As)ws for ϕ ∈ L
∞(R) by (48), ϕ(As) leaves ker wn∗s =
Hs0 + · · · + H
s
n−1 invariant. Since this is true for all ϕ ∈ L
∞(R), it follows
that ϕ(As) leaves each space Hsm invariant. Setting A
s
0 = A
s⌈Hs0, relation
(48) gives Asηn = q
nAs0ηn. This proves (ii). ✷
Lemma 4.3 Let x be a closed operator on Hilbert space H. Then we have
D(xx∗) = D(x∗x), this domain is dense in H, and the relation
xx∗ − q2x∗x = 1 (49)
holds if and only if x is unitarily equivalent to an orthogonal direct sum of
operators of the following forms:
(I) for any q > 0 : xηn = ((1− q
2n)/(1− q2))1/2ηn−1
on H = ⊕∞n=0Hn, Hn = H0.
(II)A for 0<q<1 : xηn = (1− q
2)−1/2αn(A)ηn−1
on H=⊕∞n=−∞Hn,Hn=H0, where A is a self -adjoint operator on the
Hilbert space H0 such that σ(A) ⊑ (q
2, 1] and αn(A) := (1 + q
2nA)1/2.
(III)u for 0<q<1 : x=(1−q
2)−1/2u, where u is a unitary operator on H.
Proof. Clearly, the operators x have the stated properties. That all irre-
ducible operators x are of one of the above form was proved in [CGP]. The
general case follows by decomposition theory or by modifying the proof in
[CGP]. ✷
Representation (I) is usually called the Fock representation. Note that for
q > 1 the Fock representation is the only representation of relation (49).
4.2 Representations of the coordinate ∗-algebras
Suppose that 0 < q < 1. Let H0 and G be Hilbert spaces and set H =
⊕∞n=0Hn, where Hn := H0. One checks that the following formulas define
∗-representations of the corresponding ∗-algebras on the Hilbert space G⊕H:
O(SUq(2)) : a = v, d = v
∗, b = c = 0 on G ,
aηn=λnηn−1, dηn=λn+1ηn+1, bηn=q
n+1wηn, cηn=−q
nw∗ηn, (50)
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where w and v are unitary operators on H0 and G, respectively.
Oˆ(C2q) : z1 = z
∗
1 = 0, z2 = M, z
∗
2 = M
∗ on G ,
z1ηn= q
n+1wAηn, z
∗
1ηn=q
n+1w∗Aηn, z2ηn=λn+1Aηn+1, z
∗
2ηn=λnAηn−1,
(51)
where M is a normal operator on G, A is a strictly positive self-adjoint
operator and w is a unitary on H0 such that wAw
∗ = A.
O(S2q ) : y1 = (1 + q
2)−1/2u∗, y2 = 0, y3 = (1 + q
−2)−1/2u on G ,
y1ηn = (1 + q
2)−1/2λ2nηn−1, y2ηn = q
2n+1wηn , (52)
y3ηn = q(1 + q
2)−1/2λ2(n+1)ηn+1 , (53)
where u is a unitary operator on G and w is a self-adjoint unitary on H0.
O(R3q) : x1 = q
−1M∗, x2 = 0, x3 =M on G ,
x1ηn = (1 + q
2)−1/2λ2nAηn−1, x2ηn = q
2n+1wAηn , (54)
x3ηn = q(1 + q
2)−1/2λ2(n+1)Aηn+1 , (55)
where M is a normal operator on G and A is a strictly positive self-adjoint
operator and w is a self-adjoint unitary on H0 such that wAw
∗ = A.
Lemma 4.4 Any ∗-representation of O(SUq(2)) or O(S
2
q ) is up to unitary
equivalence of the above form.
Proof. For O(SUq(2)) the assertion is Proposition 4.19 in [KS]. We sketch
the proof for O(S2q ). The third defining relation of O(S
2
q ) yields
y∗3y3 − y3y
∗
3 = (1− q
2)y22 . (56)
Combining the latter with (47), we obtain
y∗3y3 − q
4y3y
∗
3 = q
2(1− q2) . (57)
By (47), y3 and y2 are bounded. Hence G := ker y2 is reducing and u :=
(1 + q−2)1/2y3⌈G is unitary on G by (56) and (57).
Assume now that ker y2 = {0}. The representations of relation (57)
are given by Lemma 4.3. For the series (II) and (III) the operator y∗3y3 −
y3y
∗
3 is not strictly positive which contradicts (56). Thus, only the Fock
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representation (I) is possible, so y3 has the above form. Let y2 = v|y2| be
the polar decomposition of y2. Since y2 is self-adjoint and ker y2 = {0},
v is self-adjoint and unitary. From the formula for y3 and (56) we obtain
y22ηn = q
4n+2ηn and so |y2|ηn = q
2n+1ηn. Since v|y2|v
∗ = |y2|, v leaves each
space Hn invariant. Hence there are self-adjoint unitaries vn on Hn such that
vηn = vnηn. From the relation y2y3 = q
2y3y2 it follows that w := v0 = vn for
all n. ✷
Let us turn now to the ∗-algebras Oˆ(C2q) and O(R
3
q). Suppose we have a
∗-representation of O(SUq(2)) resp. O(S
2
q ) and a (possibly unbounded) self-
adjoint operator R commuting with all representation operators. Obviously,
we then obtain a ∗-representation of O(SUq(2))⊗C[Rq] resp. O(S
2
q )⊗C[Qq ]
and so of its ∗-subalgebra Oˆ(C2q) resp. O(R
3
q) on the domain D := ∩
∞
n=0D(R
n)
which maps Rq resp. Qq into R⌈D. We shall think of Rq and Qq as quantum
radii of the quantum vector spaces C2q and R
3
q , respectively. Thus it is natural
to require that these elements are represented by a positive operator R. Let
us call ∗-representations of Oˆ(C2q) resp. O(R
3
q) of this form admissible.
It is easy to show that the ∗-representations of Oˆ(C2q) and O(R
3
q) listed
above are admissible and that any admissible ∗-representation of Oˆ(C2q) resp.
O(R3q) is up to unitary equivalence of the above form.
4.3 Integrable representations of Uq(su2)
For later use let us restate some well known facts (see e.g. [KS]). The irre-
ducible unitary corepresentations of O(SUq(2)) are labeled by numbers l ∈
1
2
N0. By (11), each such corepresentation gives an irreducible ∗-representation
Tl of Uq(su2). The ∗-representation Tl acts on a (2l+1)-dimensional Hilbert
space Vl with orthonormal basis {ej; j = −l,−l + 1, . . ., l} by the formulas:
Tl(K)ej = q
jej , Tl(E)ej = αj+1,lej+1, Tl(F )ej = αj,lej−1, (58)
where el+1=e−l−1=0 and αjl := ([l+j]q[l−j+1]q)
1/2. For the Casimir element
Cq := EF + λ
−2(q−1K2 + qK−2 − 2) = FE + λ−2(qK2 + q−1K−2 − 2) (59)
we have
Tl(Cq) = [l + 1/2]
2
q = λ
−2(ql+1/2 − q−l−1/2)2. (60)
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In representation theory (see [Wa], Ch. 5 or [S], Ch. 10), a ∗-representation
of a universal enveloping algebra is called integrable if it comes from a unitary
representation of the corresponding connected simply connected Lie group.
This suggest the following definition.
We say that a closed ∗-representation of Uq(su2) on a Hilbert space is
integrable if it is a direct sum of ∗-representations Tl, l ∈
1
2
N0. It can be shown
that a closed ∗-representation π of Uq(su2) is integrable if and only if π is a
direct sum of finite dimensional ∗-representations and σ(π(K)) ⊆ [0,+∞).
5 Invariant functionals and Heisenberg rep-
resentations
In the rest of this paper we assume that 0 < q < 1, p > 0 and p 6= 1.
5.1 Invariant functionals on coordinate algebras
Let X be a right module algebra of a Hopf algebra U with right action ⊳. A
linear functional h on X is called U-invariant if h(x⊳f) = ε(f)h(x) for all
x ∈ X and f ∈ U .
Suppose X is a left comodule algebra of a Hopf algebra A. A linear
functional h on X is said to be A-invariant if (id⊗h)ϕ(x) = h(x)1 for x ∈ X
or equivalently if h(x(2))x(1) = h(x)1 for x ∈ X .
If 〈·, ·〉 : U × A → C is a dual pairing of Hopf algebras, then X is a
right U-module algebra with right action (9). In this case the two invariance
concepts are not equivalent, but they are related as follows.
Lemma 5.1 Let h be a linear functional on X .
(i) If h is A-invariant, then h is also U-invariant.
(ii) Suppose that U separates the points of A, that is, if x ∈ A and 〈f, x〉 = 0
for all f ∈ U , then x = 0. Then h is A-invariant if h is U-invariant.
Proof. (i) is obvious. We verify (ii) and assume that h is U-invariant. By
the U-invariance and (9), we have
h(x⊳f) = 〈f, h(x(2))x(1)〉 = ε(f)h(x) = 〈f, h(x)1〉
for all f ∈ U and so h(x(2))x(1) = h(x)1. ✷
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Now we specialize the preceding to the case U = Uq(su2) and A = O(SUq(2))
with the dual pairing given by (14). It is well known (see [KS], p. 113 and p.
128) that there is a unique A-invariant linear functional h such that h(1) = 1
on each of the right A-comodule algebras X = O(SUq(2)) and X = O(S
2
q ).
This functional h is a state on the ∗-algebra X . For X = O(SUq(2)), it is
called the Haar state of SUq(2) and explicitly given by
h(arbkcl) = h(drbkcl) = δr0δkl(−1)
k[k + 1]−1q , r, k, l ∈ N0. (61)
Since Uq(su2) separates the points of O(SUq(2)) (see [KS], 4.4), Lemma 5.1
applies and by the preceding we have
Lemma 5.2 There is a unique Uq(su2)-invariant linear functional h on
X = O(SUq(2)) resp. X = O(S
2
q ) satisfying h(1) = 1.
Next we look for Uq(gl2)-invariant linear functionals on Oˆ(C
2
q) and O(R
3
q).
We carry out the construction for Oˆ(C2q). Replacing O(SUq(2)) by O(S
2
q )
and R2q by Q
2
q , the case of O(R
3
q) is treated completely similarly. Recall
that Oˆ(C2q) is a ∗-subalgebra of O(SUq(2)) ⊗ C[Rq] via the ∗-isomorphism
ψ defined by (26). In order to “integrate over the quantum plane”, we need
more functions of Rq than polynomials. Let F denote the ∗-algebra of all
Borel functions on (0,+∞). For ϕ ∈ F we write ϕ(Rq) instead of ϕ(t) and
consider C[Rq] as a ∗-subalgebra of F . Then, Oˆe(C
2
q) := O(SUq(2)) ⊗ F
is a right Uq(gl2)-module ∗-algebra under the actions (ϕ⊳L)(Rq) = ϕ(pRq)
and ϕ⊳f = ε(f)ϕ for all ϕ ∈ F and f ∈ Uq(su2). The cross product ∗-alge-
bra Uq(gl2)⋉Oˆe(C
2
q) has the cross relation ϕ(Rq)L = Lϕ(pRq) and contains
Uq(gl2)⋉Oˆ(C
2
q) as ∗-subalgebra.
Let µ0 be a positive Borel measure supported on the interval (p, 1] if
p < 1 resp. (p−1, 1] if p > 1 . Let Cc(0,+∞) denote the continuous function
on (0,+∞) with compact support. There is a unique positive Borel measure
µ on (0,+∞) such that µ(pM) = pµ(M) for any Borel subset M of (0,+∞).
Then there is a Uq(gl2)-invariant linear functional hµ0 on the ∗-subalgebra
O(SUq(2))⊗ Cc(0,+∞) of Oˆe(C
2
q) such that
hµ0(xϕ(Rq)) = h(x)
∫ ∞
0
ϕ(t)dµ(t), x ∈ O(SUq(2)), ϕ ∈ Cc(0,+∞).
For instance, if µ0 is a Dirac measure δt0 , then µ is supported on the points
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t0p
n, n ∈ Z, and hµ0(ϕ(Rq)) is given by the Jackson integral
hµ0(ϕ(Rq)) =
∫ ∞
0
ϕ(t)dµ(t) =
+∞∑
n=0
ϕ(t0p
n)pn.
5.2 Heisenberg representations of cross product alge-
bras
Let U0 ⋉X be a right cross product algebra as in Section 2. It is well known
that there exists a unique homomorphism π of U0 ⋉X into the algebra L(X ) of
linear mappings of X such that π(x)y = xy and π(f)y = y⊳S−1(f) for x, y ∈
X and f ∈ U0. (Indeed, one easily checks that π(x)π(f) = π(f(1))π(x⊳f(2)),
so there is a well defined (!) homomorphism π with these properties.) In this
subsection we develop a Hilbert space version of this algebraic fact.
Suppose X is a ∗-algebra with unit element. Let h be a state on X , i.e. h
is a linear functional on X such that h(x∗x) ≥ 0 for x ∈ X and h(1) = 1, and
let πh denote the GNS-representation πh of X (see e.g. [S], Section 8.6). By
the definition of the GNS-representation, there is a vector vh in the domain
of πh such that Dh = πh(X )vh is dense in the underlying Hilbert space Hh,
πh(x)(πh(y)vh) = πh(xy)vh for x, y ∈ X and
h(x) = 〈πh(x)vh, vh〉, x ∈ X . (62)
Proposition 5.3 Let X be a right U-module ∗-algebra of a Hopf ∗-algebra
U and let U0 be a unital ∗-subalgebra and a right coideal of U . Suppose that
h is a U0-invariant state on X . Then there exists a unique ∗-representation
π˜h of the ∗-algebra U0 ⋉X on the domain Dh = πh(X )vh such that π˜h⌈X is
the GNS-representation of X and π˜h(f)vh = ε(f)vh for f ∈ U0. For f ∈ U0
and x ∈ X , we have
π˜h(f)(πh(x)vh) = πh(x⊳S
−1(f))vh. (63)
Proof. First we show that the linear mapping π˜h(f) given by (63) is well
defined. Let x ∈ X be such that πh(x)vh = 0 and let f, g ∈ U0. Using (62),
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(5), and the U0-invariance of h we obtain
〈πh(x⊳S
−1(f))vh, πh(x⊳S
−1(g))vh〉 = h((x⊳S
−1(g))∗(x⊳S−1(f)))
= h((x∗⊳g∗)(x⊳S−1(f(2))))ε(f(1)) = h((x
∗⊳g∗)(x⊳S−1(f(2)))⊳f(1))
= h((x∗⊳g∗f(1))(x⊳S
−1(f(3))f(2))) = h((x
∗⊳g∗f)x)
= 〈πh(x)vh, πh((x
∗⊳g∗f)∗)vh〉 = 0.
Setting f = g, we get πh(x⊳S
−1(f))vh = 0. Hence the linear mapping π˜h(f)
is well defined by (63).
Obviously, the map f → π˜h(f) is an algebra homomorphism of U0 into
L(Dh). From (63) and the definition of the GNS-representation πh of X it
follows easily that π˜h extends to an algebra homomorphism, denoted again
by π˜h, of U0 ⋉X into L(Dh) such that π˜h⌈X = πh. Next we show that π˜h
preserves the involution. Let f ∈ U0 and x, y ∈ X . Using (62), (63), (5), and
the U0-invariance of h we compute
〈π˜h(f)πh(x)vh, πh(y)vh〉 = 〈πh(y
∗(x⊳S−1(f)))vh, vh〉 = h(y
∗(x⊳S−1(f)))
= h(y∗(x⊳S−1(f(2))))ε(f(1)) = h((y
∗(x⊳S−1(f(2)))⊳f(1))
= h((y∗⊳f(1))(x⊳S
−1(f(3))f(2))) = h((y
∗⊳f)x) = h((y⊳S−1(f ∗))∗x)
= 〈πh((y⊳S
−1(f ∗))∗x)vh, vh〉 = 〈πh(x)vh, π˜h(f
∗)πh(y)vh〉.
This shows that π˜h⌈U0 is a ∗-representation of the ∗-algebra U0. The re-
striction of π˜h to X is the GNS-representation and so a ∗-representation.
Since the ∗-algebra U0 ⋉X is generated by U0 and X (by Lemma 2.1), π˜h is
a ∗-representation of the ∗-algebra U0 ⋉X on the domain Dh.
Finally, we prove the uniqueness assertion. Let π be a representation of
U0 ⋉X such that π⌈X = πh and π(f)vh = ε(f)vh. Using (3) and the fact
that π is an algebra homomorphism we obtain
π(f)πh(x)vh = π(fx)vh = π((x⊳S
−1(f(2))f(1))vh
= π(x⊳S−1(f(2)))π(f(1))vh = π(x⊳S
−1(f))vh = π˜h(f)πh(x)vh
for f ∈ U0 and x ∈ X . That is, we have π = π˜h. ✷
Let us denote the closure of the ∗-representation π˜h of U0 ⋉X by πh.
Definition 5.4 The closed ∗-representation πh of U0 ⋉X defined above is
called the Heisenberg representation or the left regular representation of the
cross product ∗-algebra U0 ⋉X with respect to the U0-invariant state h.
20
5.3 A uniqueness theorem for the Heisenberg repre-
sentation of Uq(su2) ⋉O(SUq(2))
By Lemma 5.2 the Uq(su2)- module ∗-algebraO(SUq(2)) has a unique Uq(su2)-
invariant state. Hence the cross product algebra Uq(su2)⋉O(SUq(2)) has a
unique Heisenberg representation πh.
Theorem 5.5 (i) Let π be a closed ∗-representation of Uq(su2)⋉O(SUq(2))
such that the restriction of π to Uq(su2) is integrable. Then π is unitarily
equivalent to a direct sum of Heisenberg representations πh.
(ii) The Heisenberg representation πh of Uq(su2)⋉O(SUq(2)) is irreducible
and its restriction to Uq(su2) is an integrable representation.
An immediate consequence of this theorem is
Corollary 5.6 Let π be a closed ∗-representation of Uq(su2)⋉O(SUq(2)).
Then π is unitarily equivalent to the Heisenberg representation πh if and
only if π is irreducible and the restriction of π to Uq(su2) is integrable.
Proof of Theorem 5.5. (i): The crucial step of this proof is to show that
there exists a non-zero vector v0 in the domain D of the representation π
such that
π(E)v0 = π(F )v0 = 0 and π(K)v0 = v0. (64)
By assumption, π⌈Uq(su2) is a direct sum of representations Tli, i ∈ I, where
li ∈
1
2
N0. Let us take a non-zero lowest weight vector vl ∈ D of weight −l in
the representation space of one of these representations Tl, l = li, i ∈ I. That
is, we have π(F )vl = 0 and π(K)vl = q
−lvl. If l = 0, then Tl is the trivial
subrepresentation of Uq(su2) and we are done. If l ≥ 1/2, then we put
wl := π(c)π(E)vl + q
−l−3/2[2l]qπ(a)vl,
w′l := π(d)π(E)vl + q
−l−3/2[2l]qπ(b)vl.
Using the cross relations of the algebra Uq(su2)⋉O(SUq(2)) we derive
π(F )wl = π(F )w
′
l = 0, π(K)wl = q
−(l−1/2)wl, π(K)w
′
l = q
−(l−1/2)w′l.
Further, we have π(a)w′l−π(b)wl = π(ad−qbc)π(E)vl = π(E)vl 6= 0, because
we assumed that l ≥ 1/2. Hence at least one of the vectors wl, wl′ is non-
zero. Thus we have constructed a non-zero lowest weight vector of weight
−(l−1/2). Proceeding by induction we obtain after 2l steps a non-zero lowest
weight vector v0 ∈ D of weight 0, that is, π(F )v0 = 0 and π(K)v0 = v0.
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From the cross relations of Uq(su2)⋉O(SUq(2)) we compute π(E)w1/2 =
π(E)w′1/2 = 0, so the vector v0 satisfies also π(E)v0 = 0.
After norming we can assume that ‖ v0 ‖ = 1. Obviously, (64) implies
π(f)v0 = ε(f)v0, f ∈ Uq(su2). (65)
Define h(x) = 〈π(x)v0, v0〉 for x ∈ O(SUq(2)). Using (4) and (62) we obtain
h(x⊳f) = 〈π(adR(f)x)v0, v0〉 = 〈π(S(f(1)))π(x)π(f(2))v0, v0〉
= 〈π(x)π(f(2))v0, π(S(f(1))
∗)v0〉 =
= 〈π(x)ε(f(2))v0, ε(S(f(1))
∗)v0〉 = ε(f)〈π(x)v0, v0〉 = ε(f)h(x).
That is, h is a Uq(su2)-invariant linear functional on O(SUq(2)) such that
h(1) = 1. By Lemma 5.2, h is the Haar state of O(SUq(2)). Put D0 :=
π(O(SUq(2))v0. Let f ∈ Uq(su2) and x ∈ O(SUq(2)). By (3) and (65), we
have
π(f)π(x)v0 = π(fx)v0 = π((x⊳S
−1(f(2)))π(f(1))v0
= π(x⊳S−1(f(2)))ε(f(1))v0 = π(x⊳S
−1(f))v0, (66)
so π(f) leaves the domain D0 invariant. Hence D0 is invariant under the
representation π of the whole algebra Uq(su2)⋉O(SUq(2)). By (65), we
have π(f)v0 = ε(f)v0. Since h(x) = 〈π(x)v0, v0〉 for x ∈ O(SUq(2)), the
restriction of π⌈O(SUq(2)) to the domain D0 is unitarily equivalent to the
GNS-representation πh on Dh = πh(O(SUq(2))vh. Let π0 be the closure of
the restriction of the ∗-representation π of Uq(su2)⋉O(SUq(2)) to D0. By
the preceding and the uniqueness assertion of Proposition 5.3, π0 is unitarily
equivalent to the Heisenberg representation πh.
By assumption the representation π⌈Uq(su2) is a direct sum of finite di-
mensional representations Tli , li ∈
1
2
N0. Further, the operators π(x), x ∈
O(SUq(2)), are bounded. From these facts it follows that π decomposes into
a direct sum π0 ⊕ π
′, where π′ satisfies again the assumptions of (i). A
standard argument based on Zorn’s Lemma gives the assertion.
(ii): Let t
(l)
ij be the matrix elements of the spin l corepresentation of
SUq(2) and Vlj := Lin{t
(l)
ij ; i = −l, . . ., l}. By (9) and (63), Vlj is invariant
under πh(Uq(su2)), and the subrepresentation of Uq(su2) on Vlj is unitarily
equivalent to Tl, l ∈
1
2
N0. Since the set {t
(l)
ij ; i, j = −l, . . ., l, l ∈
1
2
N0} is a
vector space basis of O(SUq(2)) by the Peter-Weyl theorem, πh⌈Uq(su2) is a
direct sum of representations Tl, l ∈
1
2
N0. That is, πh⌈Uq(su2) is integrable.
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Finally, we prove that πh is irreducible. Assume to the contrary that πh
is the direct sum of non-trivial representations π1 and π2. Since πh⌈Uq(su2)
is integrable as just shown, πj⌈Uq(su2), j=1, 2, is also integrable. By (i), πj
is a direct sum of Heisenberg representations. Hence πh is unitarily equiv-
alent to a sum of more than two copies of πh. Then the dimension of the
space of Uq(su2)-invariant vectors in πh(O(SUq(2))vh is larger than one which
contradicts the uniqueness of the Haar functional of SUq(2). ✷
5.4 A quantum trace formula for the Haar state of
O(SUq(2))
If T is a finite dimensional representation of Uq(sl2), then the quantum trace
Trq(f) := Tr T (K
−2f), f ∈ Uq(sl2), is an adR-invariant linear functional
on Uq(sl2), that is, Trq(adR(f)g) = ε(f)Trq(g) for f, g ∈ Uq(sl2). This
well known fact is based on the trace property and the relation K−2S(f) =
S−1(f)K−2. For representations on infinite dimensional Hilbert spaces the
quantum trace in the above form does not make sense. In this subsection
and in Subsection 6.3 below we develop two variants of the quantum trace
and describe the Haar state of SUq(2) in this manner.
For z ∈ C, Re z > 1, we define a holomorphic function
ζ(z) = (q−1 − q)2z−1
∞∑
n=1
n(q−
n
2 − q
n
2 )−2z(q−n − qn).
Note that q−1 − q > 0 and q−
n
2 − q
n
2 > 0 for n ∈ N, since 0 < q < 1. Let C
denote the closure of the operator πh(Cq), where Cq is the Casimir element
(59) of Uq(su2). Recall that h is the Haar state of O(SUq(2)).
Theorem 5.7 If z ∈ C, Re z > 1, and x ∈ O(SUq(2)), then the closure of
the operator C−zπh(K
−2x) is of trace class and we have
h(x) = ζ(z)−1 Tr C−zπh(K−2x) . (67)
Proof. The representation πh⌈Uq(su2) is the direct sum of representations
(2l + 1)Tl, l ∈
1
2
N0. Hence, by (58) and (60), the operators πh(K), |πh(E)|,
|πh(F )|, and C = πh(Cq) have a common orthonormal basis of eigenvectors
with eigenvalues qj, αj+1,l, αjl, j = −l, . . ., l, each with multiplicity 2l+1, and
[l+1/2]2q with multiplicity (2l+1)
2, respectively. Since |αjl| ≤ const. q
−l, [l+
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1/2]−2q ≤ const. q
2l and πh(x), x ∈ O(SUq(2)), is bounded, it follows that the
closures of the operators C−zπh(K
−2x), C−zπh(K
−1Ex) and C−zπh(K
−1Fx)
are of trace class when Re z > 1. Thus, hz(x) := Tr C−zπh(K−2x) is well
defined for x ∈ O(SUq(2)) and z ∈ C, Re z > 1. By the cross relations of
Uq(su2)⋉O(SUq(2)), each element xK
−1E is of the form K−1Ex′ +K−2x′′
with x′, x′′ ∈ O(SUq(2)). Hence the closures of C
−zπh(xK
−1E) and likewise
of C−zπh(xK
−1F ) are also of trace class.
Suppose z ∈ C, Re z > 1, and x ∈ O(SUq(2)). There is y ∈ O(SUq(2))
such that xK = Ky. Using the facts of the preceding paragraph we conclude
Tr C−2zπh(yK−1E) = Tr C
−zC−zπh(yK−1E)
= Tr C−zπh(yK−1E)C
−z = Tr C−zπh(y)πh(K−1E)C−z
= Tr πh(K−1E)C−zC
−zπh(y) = Tr C−2zπh(K−1Ey).
From (4) and the latter formula we get
h2z(x⊳E) = h2z(adR(E)x) = Tr C−2zπh(K−2(KxE − qExK))
= Tr C−2zπh(yK−1E −K−1Ey)
= Tr C−2zπh(yK−1E)− Tr C−2zπh(K−1Ey) = 0.
Similarly, one shows that h2z(x⊳F ) = 0 and h2z(x⊳K
±1) = h2z(x). Hence
h2z(x⊳f) = ε(f)h2z(x) for f∈Uq(su2). Thus h2z is a Uq(su2)-invariant linear
functional on O(SUq(2)). By Lemma 5.2, h2z(1)
−1h2z is the Haar state h of
O(SUq(2)).
Now we compute hz(1) for z ∈ C, Re z > 1. The trace of the restriction
of the operator C−zπh(K
−2) to the invariant subspace Vl is
l∑
i,j=−l
[l + 1/2]−2zq q
−2j = (2l + 1)[l + 1/2]−2zq [2l + 1]q.
Summing over l ∈ 1
2
N0 or equivalently over n = 2l+1 ∈ N, we get
hz(1) = Tr C−zπh(K−2) =
∞∑
n=1
n[n/2]−2zq [n]q = ζ(z).
By the preceding we have proved that h = hz(1)
−1hz = ζ(z)
−1hz for z ∈ C,
Re z > 2. Let x ∈ O(SUq(2)). Then, ζ(z)h(x) and hz(x) are holomorphic
functions of z ∈ C, Re z > 1. As just shown, the two functions are equal for
Re z > 2. Hence they coincide also for Re z > 1. ✷
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The function ζ(z) is called the zeta function of the quantum group SUq(2).
The functional hz and so formula (67) can be rewritten as
hz(x) = Tr πh(x) πh(K−2)πh(Cq)−z = Tr πh(Cq)−zπh(K−2) πh(x).
Note that the operators πh(K−2)πh(Cq)−z and πh(Cq)−zπh(K−2) are of trace
class if Re z > 1 and πh(x), x ∈ O(SUq(2)), is bounded.
6 Representations of cross product ∗-algebras
We now develop the second approach to representations of cross product al-
gebras. That is, we begin with a ∗-representation of one of the coordinate
∗-algebras O(SUq(2)), Oˆ(C
2
q), and O(R
3
q) as described in 4.2 and try to com-
plete it to a ∗-representation of the cross product ∗-algebra. In doing so we
require that certain relations derived by formal algebraic manipulations hold
in the operator-theoretic sense in the Hilbert space. For notational simplicity
we suppress the representation and write x for π(x) when no confusion can
arise. Recall that 0 < q < 1, p > 0 and p 6= 1.
6.1 Representations of the ∗-algebra U0 ⋉O(SUq(2))
Suppose we have a ∗-representation of U0 ⋉O(SUq(2)) on a Hilbert space
such that its restriction to O(SUq(2)) is of the form described in 4.2.
We assume that there exist dense linear subspaces E and D0 of G and H0,
respectively, such that vE = E , wD0 = D0 and E ⊕ D is invariant under the
Xj, j = 0, 1, 2, where D = Lin{ηn; η ∈ D0, n ∈ N0}.
1. Step: First we show that G = {0}. Since X∗2 = X0 and b = c = 0
on G, it follows from the relations bX2 = q
−1X2b and cX0=qX0c that X2
leaves the subspace G invariant. Thus, cX2ϕ=0 for ϕ ∈ E . Therefore, since
cX2=qX2c+a, we obtain aϕ=0 for ϕ ∈ E . Because a=v is unitary on G and
E is dense in G, the latter implies that G={0}.
Since H0 = ker a, it follows from the relation aY1 = q
−2Y1a that Y1
leaves H0 invariant, so there is a symmetric operator G0 on H0 such that
Y1η0=G0η0, η0 ∈ D0. From d
nY1=q
2nY1d
n we conclude that Y1ηn=q
−2nG0ηn.
The relation cY1=q
2Y1c implies that w
∗G0ηn=q
2G0w
∗ηn.
From the relations aX2 = q
−1X2a and dX2 = qX2d+b it follows by induc-
tion on n thatX2 mapsHn intoHn+Hn−1. Hence there exist linear operators
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Tn and Rn on the Hilbert space H0 such that X2ηn = Tnηn+Rnηn−1, η ∈ D0.
Inserting this into the relation aX2 = q
−1X2a shows that Tn = q
−1Tn−1.
Thus we obtain Tn = q
−nT0. Comparing the (n−1)th components of the
relation bcX2 = X2bc + ba gives Rn = q
−nλnλ
−1w. Since bX2 = q
−1X2b, we
obtain wT0 = q
−1T0w.
We have not yet used the commutation relations (34)–(36) of the gen-
erators X0, X2, X1. Equation (35) is equivalent to Y1X2 = q
4X2Y1. Us-
ing the formulas for Y1 and X2 obtained above we get G0T0 = q
4T0G0.
Since X0 = X
∗
2 , we have X0ηn = T
∗
nηn + R
∗
n+1ηn+1, η ∈ D0. Inserting the
above expressions of X0, X2, Tn, Rn into relation (36) yields the equation
qT0T
∗
0 − q
−1T ∗0 T0 = λ
−1G0.
Summarizing the first step, we have shown that X0, X2, Y1 act as
X2ηn = q
−nT0ηn + q
−nλnλ
−1wηn−1, (68)
X0ηn = q
−nT ∗0 ηn + q
−n−1λn+1λ
−1w∗ηn+1, (69)
Y1ηn = q
−2nG0ηn, η ∈ D0, (70)
where the operators T0, G0, w satisfy the consistency conditions
wG0w
∗ = q−2G0, G0T0 = q
4T0G0, wT0w
∗ = q−1T0, (71)
qT0T
∗
0 − q
−1T ∗0 T0 = λ
−1G0 (72)
on the domain D0 of H0. Conversely, if operators T0, G0, w on the Hilbert
space H0 are given such that G0 is symmetric, w is unitary and relations (71)
and (72) are fulfilled on a dense domain D0 of H0 which is invariant for the
operators T0, T
∗
0 , G0, w, and w
∗, then the formulas (50), (68)–(70) define a ∗-
representation of U0 ⋉O(SUq(2)). Indeed, by straightforward computations
it can be checked that the defining relations of U0 ⋉O(SUq(2)) are satisfied.
2. Step: Next we analyze the triple of operators T0, G0, w on the Hilbert
space H0 satisfying the consistency conditions (71)–(72).
We suppose that the closure of the operator Y1 is self-adjoint. By the
above assumption on the domain, we can suppose that G0 is self-adjoint.
Let g(λ), λ ∈ R, denote the spectral projections of G0. The Hilbert space H0
decomposes into a direct sum
H0 = g((−∞, 0))H0 ⊕ g({0})H0 ⊕ g((0,∞))H0 (73)
of reducing subspaces of G0 where G0<0, G0 = 0 and G0>0, respectively.
Since wG0w
∗ = q−2G0, the direct sum (73) reduces w as well. Since G0T0 =
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q4T0G0, we assume that (73) reduces also T0. Thus we are lead to study
relations (71)–(72) in the three cases G0 = 0, G0<0, G0>0 separately.
Case I. G0 = 0
Then relations (71)–(72) read wT0w
∗ = q−1T0 and q
2T0T
∗
0 = T
∗
0 T0. Ob-
viously, there is the trivial representation where T0 = 0 and w is arbitrary.
Since ker T0 = ker T
∗
0 is reducing for T0 and w, we can consider the cases
T0 = 0 and ker T0 = {0} separately. Assume now that ker T0 = {0} and let
T0 = v0|T0| be the polar decomposition of T0. Since ker T0 = ker T
∗
0 = {0}, v0
is unitary. From wT0w
∗ = q−1T0 we get w|T0|w
∗ = q−1|T0|. The relation
q2T0T
∗
0 = T
∗
0 T0 implies that q
2v0|T0|
2v∗0 = |T0|
2 and so qv0|T0|v
∗
0 = |T0|.
Hence we have w∗v0|T0|v
∗
0w = q
−1w∗|T0|w = |T0| . Using the preceding re-
lations and the fact that w and v0 are unitary, we get w
∗T0 = w
∗v0|T0| =
|T0|w
∗v0 = qT0w
∗ = qv0|T0|w
∗ = v0w
∗|T0|. Since ker |T0| = ker T0 = {0}, we
obtain w∗v0 = v0w
∗ and so wv0 = v0w.
Since w is unitary, by Lemma 4.2(i) the relation w|T0|w
∗ = q−1|T0| leads
to a representation wζk = ζk+1, |T0|ζk = q
kA00ζk on H0 = ⊕
∞
n=−∞H0k, where
H0k = H00 and A00 is a self-adjoint operator on the Hilbert space H00 such
that σ(A00) ⊑ (q, 1]. The operator w
∗v0 commutes with |T0| and so with the
spectral projections of |T0|. Since σ(A00) ⊑ (q, 1], w
∗v0 leaves each space H0k
invariant. Therefore, since wv0 = v0w, there is a unitary operator v00 on H0k
such that v0ζk = v00ζk+1, k ∈ Z. Using again the relation q
2T0T
∗
0 = T
∗
0 T0,
it follows that the operator N := v00A00 on H00 is normal. Thus we have
T0ζk = q
kNζk+1 with N normal. This completes the treatment of Case I.
Next we treat the cases G0 < 0 and G0 > 0. Let us set G0 = δH
2
0 and
H0 := ǫ|G0|
1/2, where ǫ, δ ∈ {1,−1}. Since G0T0 = q
4T0G0, it is natu-
ral to assume that H0T0 = q
2T0H0. (It can be shown that the relation
H0T0 = −q
2T0H0 does not have a non-trivial solution for H0 > 0.) Set
S0 := H
−1
0 T0. We rewrite the consistency conditions in terms of H0, S0, w by
formal (!) algebraic manipulations. Since S0 = H
−1
0 T0 = q
−2T0H
−1
0 and so
S∗0 = T
∗
0H
−1
0 = q
−2H−10 T
∗
0 , (72) is formally equivalent to
S0S
∗
0 − q
2S∗0S0 = −δ(1−q
2)−1 , (74)
where δ ∈ {1,−1}. The three relations (71) can be rewritten as
wH0w
∗ = q−1H0, H0S0 = q
2S0H0, wS0w
∗ = S0 . (75)
We now solve the relations (74) and (75) in a rigorous manner.
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Case II. G0 < 0 (δ = −1)
Since 0 < q < 1 and −δ(1−q2)−1 > 0, relation (74) has three series of
representations by Lemma 4.3. Let us begin with the Fock representation.
Then we have
S0ζk = (1−q
2)−1λkζk−1, S
∗
0ζk = (1−q
2)−1λk+1ζk+1 (76)
acting on the direct sum Hilbert space H0=⊕
∞
k=0H0k, where H0k=H00. Since
wS0w
∗=S0 by (75), w commutes with the spectral projections of S0S
∗
0 and so
w leaves each space H0k invariant. Hence, by (76), the relation wS0w
∗ = S0
implies that there is a unitary w0 on H00 such that wζk = w0ζk. The relation
H0S0 = q
2S0H0 yields H0S
∗
0S0 = S
∗
0S0H0. We assume that the commuting
self-adjoint operators H0 and S
∗
0S0 strongly commute. Then H0 commutes
with the spectral projections of S∗0S0, so H0 leaves H0k, k ∈ N0, invariant.
Hence there are positive self-adjoint operators H0k on H0k such that H0ζk =
ǫH0kζk, ǫ ∈ {1,−1}. From H0S0 = q
2S0H0 we conclude that H0k = q
−2kH00.
Finally, the relation wH0w
∗ = q−1H0 implies that w0H00w
∗
0 = q
−1H00 holds
on the Hilbert space H00. Conversely, if the latter is true, then the preceding
formulas define operators H0, S0, w fulfilling (74)–(75). The representations
of the relation w0H00w
∗
0 = q
−1H00 are derived from Lemma 4.2(i).
Now we take the second series of representations of (74). There is a
self-adjoint operator A00 on a Hilbert space H00 such that σ(A00) ⊑ (q
2, 1]
and
S0ζk = (1−q
2)−1αk(A00)ζk−1, S
∗
0ζk = (1−q
2)−1αk+1(A00)ζk+1
acting on the Hilbert space H0 = ⊕
∞
k=−∞H0k, where H0k = H00. Arguing as
in the preceding paragraph, we conclude that there exist a unitary operator
w0 and a positive self-adjoint operatorH00 on the Hilbert spaceH00 satisfying
the relations A00H00 = H00A00,w0A00w
∗
0 = A00 and w0H00w
∗
0 = q
−1H00 such
that wζk = w0ζk and H0ζk = q
−2kǫH00ζk for ζ ∈ H00, k ∈ Z. Conversely, if
the latter holds, then relations (74)–(75) are satisfied.
Finally we turn to the third series of representions of (74). Then there
is a unitary operator v0 on H0 such that S0η = (1 − q
2)−1v0η, η ∈ H0. The
relation wH0w
∗ = q−1H0 leads to w|H0|w
∗ = q−1|H0|. Recall that wH0w
∗ =
q−1H0 by (75), H0 = ǫ|H0|, where ǫ∈{1,−1}, and ker H0={0}. By Lemma
4.2(i), there is a self-adjoint operator H00 on a Hilbert space H00 such that
σ(H00)⊑(q, 1] and H0ζk = q
kǫH00ζk, wζk = ζk+1 on H0 = ⊕
∞
k=−∞H0k,
H0k = H00. From H0S0 = q
2S0H0 by (75) we obtain H0v0 = q
2v0H0, hence
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v0w
∗2 commutes with H0. From this and the relation v0w = wv0 by (75),
it follows that there is a unitary v00 on H00 such that v00H00v
∗
00 = H00 and
v0ζk = v00ζk+2, k ∈ Z. Conversely, the latter gives indeed a representation of
relations (74)–(75).
Case III. G0 > 0 (δ = 1)
Then relation (74) reads
S∗0S0 − q
−2S0S
∗
0 = q
−2(1− q2)−1 . (77)
Since q < 1, relation (77) has only the Fock representation by Lemma 4.3.
Thus there is a Hilbert space H00 such that H0 = ⊕
∞
k=0H0k,H0k = H00, and
S0ζk = (1−q
2)−1q−k−1λk+1ζk+1, S
∗
0ζk = (1−q
2)−1q−kλkζk−1 .
The other consistency relations (75) are treated in the same manner as for
the Fock representation in Case II. This completes the treatment of Step 2.
Now we bring all the above considerations together. First we insert the
representation of the relation w0H00w
∗
0 = q
−1H00 from Lemma 4.2(i). Then
we put the expressions for the operators S0 = H
−1
0 T0, H0 and w derived in the
preceding paragraphs into formulas (68)–(70). In doing so, we finally obtain
the following list of ∗-representations of the ∗-algebra U0 ⋉O(SUq(2)):
(I.1)w : X2ηn = λ
−1q−nλnwηn−1,
X0ηn = λ
−1q−n−1λn+1w
∗ηn+1,
Y1ηn = 0 on H =
∞
⊕
n=0
Hn, Hn = K.
(I.2)N : X2ηnk = q
−n+kNηn,k+1 + λ
−1q−nλnηn−1,k+1,
X0ηnk = q
−n+k−1N∗ηn,k−1 + λ
−1q−n−1λn+1ηn+1,k−1,
Y1ηnk = 0 on H =
∞
⊕
n=0
∞
⊕
k=−∞
Hnk, Hnk = K.
(II.1)H,ǫ : X2ηnkl=q
−n−2k+l+1λkλ
−1ǫHηn,k−1,l + q
−nλ−1λnηn−1,k,l+1,
X0ηnkl=q
−n−2k+l−1λk+1λ
−1ǫHηn,k+1,l + q
−n−1λn+1λ
−1ηn+1,k,l−1,
Y1ηnkl=−q
−2n−4k+2lH2ηnkl on H=
∞
⊕
n,k=0
∞
⊕
l=−∞
Hnkl, Hnkl = K.
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(II.2)A,H,ǫ : X2ηnkl=q
−n−2k+l+1αk(A)λ
−1ǫHηn,k−1,l + q
−nλnλ
−1ηn−1,k,l+1,
X0ηnkl=q
−n−2k+l−1αk+1(A)λ
−1ǫHηn,k+1,l+q
−n−1λn+1λ
−1ηn+1,k,l−1,
Y1ηnkl=−q
−2n−4k+2lH2ηnkl on H=
∞
⊕
n=0
∞
⊕
k,l=−∞
Hnkl,Hnkl = K.
(II.3)H,v,ǫ : X2ηnk=q
−n+k+1λ−1ǫHvηn,k+2 + q
−nλnλ
−1ηn−1,k+1,
X0ηnk=q
−n+k−1λ−1ǫHv∗ηn,k−2 + q
−n−1λn+1λ
−1ηn+1,k−1,
Y1ηnk=−q
−2n+2kH2ηnk on H=
∞
⊕
n=0
∞
⊕
k=−∞
Hnk, Hnk = K.
(III)H,ǫ : X2ηnkl=q
−n+k+lλk+1λ
−1ǫHηn,k+1,l + q
−nλnλ
−1ηn−1,k,l+1,
X0ηnkl=q
−n+k+l−1λkλ
−1ǫHηn,k−1,l + q
−n−1λn+1λ
−1ηn+1,k,l−1,
Y1ηnkl=q
−2n+4k+2lH2ηnkl on H=
∞
⊕
n,k=0
∞
⊕
l=−∞
Hnkl, Hnkl = K.
Here ǫ ∈ {1,−1}, N is a normal operator, A and H are self-adjoint operators,
and w and v are unitaries acting on a Hilbert space K such that σ(|N |) ⊑
(q, 1], σ(A) ⊑ (q2, 1] and σ(H) ⊑ (q, 1]. Further, AH = HA in (II.2)A,H,ǫ
and vH = Hv in (II.3)H,v,ǫ. The series (I), (II) and (III) correspond to the
three cases I, II, III discussed above. To complete the picture, we state the
actions of the generators a, b, c, d:
(I.1)w :
aηn=λnηn−1, dηn=λn+1ηn+1, bηn=q
n+1wηn, cηn=−q
nw∗ηn.
(I.2)N , (II.3)H,v,ǫ :
aηnk=λnηn−1,k, dηnk=λn+1ηn+1,k, bηnk = q
n+1ηn,k+1, cηnk=− q
nηn,k−1 .
(II.1)H,ǫ, (II.2)A,H,ǫ, (III)H,ǫ :
aηnkl=λnηn−1,kl, dηnkl=λn+1ηn+1,kl, bηnkl=q
n+1ηnk,l+1, cηnkl=−q
nηnk,l−1. (78)
A representation on this list is irreducible if and only if the Hilbert space
K has dimension one. In this case the parameters N,A,H,w, v are complex
numbers such that |N | ∈ (q, 1], A ∈ (q2, 1], H ∈ (q, 1], |w| = 1, and |v| = 1.
Representations corresponding to different sets of parameters N,A,H,w, v, ǫ,
respectively, or belonging to different series are not unitarily equivalent.
Recall that the generator Y1 of U0 corresponds to the element K
4 of
Uq(su2). Hence only the representations (III)H,ǫ of U0 ⋉O(SUq(2)) extend
to ∗-representations of the larger ∗-algebra Uq(su2)⋉O(SUq(2)).
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6.2 Representations of the ∗-algebra Uq(su2) ⋉O(SUq(2))
The procedure is similar to that in the preceding subsection. Let us suppose
that we have a ∗-representation of Uq(su2)⋉O(SUq(2)) on a Hilbert space H
such that its restriction to the ∗-subalgebra O(SUq(2)) is of the form given
in 4.2.
1. Step: As in the preceding subsection we conclude that G = {0} and we
assume that the operator K is essentially self-adjoint. From the relation aK =
q−1/2Ka and dK = q1/2Kd it follows that there is an invertible self-adjoint
operator K0 on H0 such that Kηn = q
−n/2K0ηn. Since bK = q
−1/2Kb, we
have wK0ηn = q
−1/2K0wηn. The relation dE = q
1/2Ed +K−1b implies that
E is of the form Eηn = Tnηn + Rnηn−1, η ∈ D0, where Tn and Rn are linear
operators on H0. From aE = q
−1/2Ea we get Tn = q
−n/2T0 and from daE =
Eda + q−1/2K−1ba we derive that Rn = q
−n/2λnλ
−1K−10 w. The relations
bE = q−1/2Eb and KE = qEK yield wT0 = q
−1/2T0w and K0T0 = qT0K0,
respectively. The defining relation EF−FE ≡ EE∗−E∗E = λ−1(K2−K−2)
leads to T0T
∗
0 − T
∗
0 T0 = λ
−1K20 . We rewrite this in terms of S0 := K
−1
0 T0.
The operators E, F,K act as
Eηn = q
−n/2K0S0ηn + q
−n/2λnλ
−1K−10 wηn−1 , (79)
Fηn = q
−n/2S∗0K0ηn + q
−(n+1)/2λn+1λ
−1w∗K−10 ηn+1 , (80)
Kηn = q
−n/2K0ηn , (81)
where the operators S0, K0, w satisfy the consistency conditions
S∗0S0 − q
−2S0S
∗
0 = (q(1− q
2))−1 , (82)
wK0w
∗ = q−1/2K0, K0S0 = qS0K0, wS0w
∗ = S0 . (83)
Conversely, if (82) and (83) are fulfilled, then the operators E, F,K defined
by (79)–(81) satisfy the defining relations of the algebra Uq(su2)⋉O(SUq(2)).
2. Step: Next we investigate the consistency relations (82) and (83). Since
0 < q < 1, by Lemma 4.3 relation (82) has only the Fock representation
(see also Case III in 6.1). Hence there is a Hilbert space H00 such that
H0 = ⊕
∞
k=0H0k,H0k = H00, and
S0ζk = q
−1/2λ−1q−k−1λk+1ζk+1, S
∗
0ζk = q
−1/2λ−1q−kλkζk−1 .
Arguing as in the preceding subsection, it follows from (83) that there are a
unitary operator w0 and an invertible self-adjoint operatorK00 onH00 satisfy-
ing w0K00w
∗
0 = q
−1/2K00 such that wζk = w0ζk and K0ζk = q
kK00ζk, ζ ∈ H00.
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Using the representations of the relation w0K00w
∗
0 = q
−1/2K00 from Lemma
4.2(i) and inserting the preceding into the formulas (79)–(81) we obtain the
following series of ∗-representations of Uq(su2)⋉O(SUq(2)):
(I)H,ǫ :
Eηnkl = q
−(n−l+1)/2λk+1λ
−1ǫHηn,k+1,l + q
−(n+2k+l+1)/2λnλ
−1ǫH−1ηn−1,k,l+1 ,
Fηnkl = q
−(n−l+1)/2λkλ
−1ǫHηn,k−1,l + q
−(n+2k+l+1)/2λn+1λ
−1ǫH−1ηn+1,k,l−1,
Kηnkl = q
(−n+2k+l)/2ǫHηnkl .
Here ǫ ∈ {1,−1} and H is a self-adjoint operator on a Hilbert space K such
that σ(H) ⊑ (q1/2, 1]. The representation Hilbert space is the direct sum
H =
∞
⊕
n,k=0
∞
⊕
l=−∞
Hnkl, where Hnkl = K. The action of a, b, c, d is given by
(78).
The representation (I)H,ǫ is irreducible if and only if K = C. Two such
representation (I)H,ǫ and (I)H′,ǫ′ are unitarily equivalent if and only ifH = H
′
and ǫ = ǫ′.
In the rest of this subsection we assume that K = C and we study the
irreducible representation (I)H,ǫ, H ∈ (q
1/2, 1], more in detail. Since the
representation (I)H,ǫ goes into (I)H,−ǫ if the generators E, F,K of Uq(su2)
are replaced by their negatives, we can restrict ourselves to (I)H,1. If H 6= 1,
then the operator K has eigenvalues different from qj/2, j ∈ Z, and hence
the corresponding representation of Uq(su2) is not integrable.
Fix a unit vector η of K = C. Let E, F,K,K−1 denote the operators of
the series (I)H,1 defined on the dense domain
D0 := Lin{ηnkl ; n, k ∈ N0, l ∈ Z}
of H and let E, F ,K,K−1 denote their closures. A crucial role plays the
vector
v0 :=
∞∑
n=0
(−q)nH2nηn,n,−n.
Lemma 6.1 For the representation (I)H,1, the vector v0 belongs to the in-
tersection of domains D(E) ∩ D(F ) ∩ D(K) ∩ D(K−1) and we have Ev0 =
0, Kv0 = Hv0, K−1v0 = H
−1v0,
F v0 = λ
−1q−1/2
∞∑
n=1
(−1)nλnH
2n(H −H−3)ηn,n−1,−n.
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In particular, Fv0 = 0 if H = 1 and Fv0 6= 0 if H 6= 1.
Proof. We prove that v0 ∈ D(E) and Ev0 = 0. We set
vtkm :=
k−1∑
n=0
(−1)nqnH2nηn,n,−n +
m∑
n=0
(−1)k+ntnqk+nH2(k+n)ηk+n,k+n,−k−n.
for k,m ∈ N, t ∈ (0, 1). Clearly, vtkm ∈ D0. By the formula for E we
compute
q1/2λEvtkm =
m−1∑
n=0
{
(−1)k+n(1−t)tnλk+n+1H
2(k+n)+1ηk+n,k+n+1,−k−n
}
+ (−1)k+mtmλk+m+1H
2(k+m)+1ηk+m,k+m+1,−k−m.
Using the facts that t, H, λi are in (0, 1] we estimate
‖ v0 − vtkm ‖ ≤
∞∑
n=k
qnH2n +
m∑
n=0
tnqk+nH2(k+n) ≤ 2(1− q)−1qk,
qλ2‖ Evtkm ‖
2 ≤
m−1∑
n=0
t2k(1− t)2H4(k+n)+2 + t2mH4(k+m)+2
≤ (1− t)(1 + t)−1 + t2m
Let ε > 0. For large k ∈ N we have ‖ v0 − vtkm ‖ < ε. Now we choose t ∈
(0, 1) such that (1− t)(1+ t)−1 < ε. Then we take m ∈ N such that t2m < ε.
Thus, we have qλ2‖ Evtkm ‖
2 < 2ε. This shows that v0 ∈ D(E) and Ev0 = 0.
The assertion for F follows in a similar manner by a slight modification
of the preceding reasoning. Since K±1vtkm = H
±1vtkm, we conclude that
v0 ∈ D(K±1), Kv0 = Hv0 and K−1v0 = H
−1v0. ✷
If we apply the formula for F formally to the vector Fv0, we obtain
∞∑
n=2
λ−2q−1(−1)nλn−1(λn−λn−1q
2H−4)(H2 −H−2)(q−1H2)nηn,n−2,−n.
IfH 6= 1, then lim
n→∞
(λn−λn−1q
2H−4) = 1−q2H−4 > 0 and q−1H2 > 1 because
H ∈ (q1/2, 1], so this series does not belong to the Hilbert space. By a more
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precise argument it can be shown that in the case H 6= 1 the vector v0 is not
in the domain of F 2.
Now suppose that H = 1. Then, by Lemma 6.1, Ev0 = Fv0 = 0 and
Kv0 = K−1v0 = v0. These relations are the key in order to prove that,
roughly speaking, the representation (I)1,1 is the Heisenberg representation
of Uq(su2)⋉O(SUq(2)). In order to do so, we have to pass to a larger domain
which contains the vector v0.
Theorem 6.2 There is a unique ∗-representation π of Uq(su2)⋉O(SUq(2))
on the dense domain D = O(SUq(2))v0 of H such that
π(E) ⊆ E, π(F ) ⊆ F , π(K±1) ⊆ K±1
and
π(x) = x, x ∈ O(SUq(2)),
where all operators are given by the formulas of (I)1,1. The closure of this
representation π is unitarily equivalent to the Heisenberg representation πh
of the cross product ∗-algebra Uq(su2)⋉O(SUq(2)).
Proof. Recall that for f = E and x ∈ O(SUq(2)) relation (3) of the cross
product algebra Uq(su2)⋉O(SUq(2)) reads
Ex = 〈K−1, x(1)〉x(2)E − q
−1〈E, x(1)〉x(2)K
−1. (84)
Since (I)1,1 is a representation of Uq(su2)⋉O(SUq(2)), this formula remains
valid for the corresponding operators on D0. By the proof of Lemma 6.1,
there exists a sequence of vectors wk ∈ D0, k ∈ N, such that Ewk → Ev0 = 0
and K−1wk → K−1v0 = v0. We apply both sides of (84) to wk and pass to
the limit k →∞. Since the operators of O(SUq(2)) are bounded, we obtain
Exv0 = −q
−1〈E, x(1)〉x(2)v0 = (x⊳S
−1(E))v0.
Similarly, we get
Fxv0 = (x⊳S
−1(F ))v0 and K±1xv0 = (x⊳S
−1(K±1))v0.
Since ⊳ is a right action of Uq(su2) on O(SUq(2)), it follows from these formu-
las that there is a ∗-representation π0 of Uq(su2) on D such that π0(f) ⊆ f
for f = E, F,K,K−1 and
π0(f)xv0 = (x⊳S
−1(f))v0, f ∈ Uq(su2), x ∈ O(SUq(2)). (85)
By (85), there is a ∗-representation π of Uq(su2)⋉O(SUq(2)) such that π(f) =
π0(f) for f ∈ Uq(su2) and π(x) = x for x ∈ O(SUq(2)). Since π(f)v0 =
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ε(f)v0 by (85), the linear functional h on O(SUq(2)) defined by h(·) =
‖ v0 ‖
−2〈π(·)v0, v0〉 is Uq(su2)-invariant and satisfies h(1) = 1. By Lemma
5.2, h is the Haar state of O(SUq(2)). By the uniqueness assertion of Propo-
sition 5.3, the closure of π is unitarily equivalent to the Heisenberg represen-
tation of Uq(su2)⋉O(SUq(2)). Since the representation (I)1,1 is irreducible,
it follows from [S], Proposition 8.3.11(i), that D is dense in H. ✷
6.3 The Haar state of O(SUq(2)) as a partial quantum
trace
In this subsection we use the ∗-representation (I)H,ǫ of Uq(su2)⋉O(SUq(2))
to develop another approach to the Haar state h of O(SUq(2)). We fix a unit
vector η ∈ K and define a linear functional h0 on O(SUq(2)) by
h0(x) = (1− q
2)
∑∞
n=0
q2n〈xηn,0,−n, ηn,0,−n〉, x ∈ O(SUq(2)).
Using (78) it is easy to compute h0(x) on monomials x = a
ibrcs, djbrcs and
to see that it coincides with h(x) given by formula (61). Thus, h0 = h.
Hence h0 is Uq(su2)-invariant because h is so. We will give an indepen-
dent proof of the Uq(su2)-invariance of h0 by using the cross product algebra
Uq(su2)⋉O(SUq(2)). From now on we assume that K = C. Recall that
H ∈ (q1/2, 1] and ǫ ∈ {1,−1}.
Let P be the orthogonal projection of H on the closure of the subspace
D = Lin{en := ηn,0,−n ; n ∈ N0}
and let P be the set of operators T defined on D for which the closure of
PTP is of trace class on H. We set
TrP T := Tr PTP, T ∈ P.
The main ingredient of our invariance proof is the following partial trace
property of the functional TrP .
Lemma 6.3 For x ∈ O(SUq(2)) and f ∈ {EK
−1, FK−1, K−1}, we have
fx, xf ∈ P and TrP fx = TrP xf .
Proof. Since {en;n ∈ N0} is a orthonormal basis of PH, we have
TrP T =
∑∞
n=0
〈Ten, en〉 . (86)
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Set a#k := ak, a#(−k) := a∗k, c#k := ck, c#(−k) := c∗k for k ∈ N0. It suffices to
prove the assertion for x = a#kc#l(c∗c)j, k, l ∈ Z, j ∈ N0, because O(SUq(2))
is the linear span of these elements. First let f = K−1. If k 6= 0 or l 6= 0, then
TrPK
−1x = TrPxK
−1 = 0 since K−1xηn,0,−n, xK
−1ηn,0,−n ∈ Hn−k,0,−n−l. If
k = l = 0, then PK−1xPen = PxK
−1Pen = q
(2j+1)nen. Hence the assertion
holds for f = K−1.
Let f = EK−1. The operator EK−1 onD0 can by written as EK
−1 = S+
q−3/2λ−1c−1aK−2, where S maps en = ηn,0,−n on multiples of ηn,1,−n. Hence
we have PSxP = PxSP = 0. Thus it suffices to prove the assertion for f =
c−1aK−2. If k 6= −1 or l 6= 1, then TrP c
−1aK−2x = TrPxc
−1aK−2 = 0 since
c−1aK−2xηn,0,−n, xc
−1aK−2ηn,0,−n ∈ Hn−k−1,0,−n−l+1. Now let k = −1, l = 1.
Then,
c−1aK−2x=q2(c∗c)jK−2−q4(c∗c)j+1K−2,
xc−1aK−2=q−2j(c∗c)jK−2−q−2j(c∗c)j+1K−2.
Since TrP (c
∗c)mK−2 = H−2(1−q2m+2)−1 by (86), it follows from these iden-
tities that TrP c
−1aK−2x = TrP xc
−1aK−2.
The proof for f = FK−1 is similar. ✷
Theorem 6.4 The functional h0(x) = (1− q
2)H2TrPK
−2x, x ∈ O(SUq(2)),
is Uq(su2)-invariant and satisfies h0(1) = 1. In particular, it is the Haar
state of O(SUq(2)).
Proof. Since K−2en = q
2nH−2en, h0(x) = (1−q
2)H2TrP K
−2x by (86). Let
x ∈ O(SUq(2)). There is an element y ∈ O(SUq(2)) such that xK = Ky.
Then we have
h0(x⊳E) = h0(adR(E)x) = h0(KxE−qExK)
= q−1(h0(K
2yEK−1)− h0(K
2EK−1y))
= q−1(1−q2)H2(TrP yEK
−1−TrPEK
−1y) = 0
by Lemma 6.3. Similarly, h0(x⊳F ) = 0 and h0(x⊳K
±1) = h0(x), so h0 is
Uq(su2)-invariant. ✷
Remark 6.5 In fact, if {kn} and {ln} are arbitrary sequences from N0 and
Z, respectively, then the Haar state h of O(SUq(2)) can be written as
h(x) = (1− q2)
∑∞
n=0
q2n〈xηn,kn,ln , ηn,kn,ln〉.
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6.4 Representations of the ∗-algebra Uq(gl2) ⋉ Oˆ(C
2
q)
We argue similarly as in the preceding two subsections and begin with a
∗-representation of the ∗-algebra Uq(gl2)⋉Oˆ(C
2
q) such that its restriction to
Oˆ(C2q) is admissible and hence of the form described in 4.2.
Since G is the kernel of z1 and z
∗
1 , it follows from (28), (30) and (32) that G
is also the kernel of z2 and z
∗
2 and that the representation leaves G invariant.
On G we have z1 = z
∗
1 = z2 = z
∗
2 = 0 and an arbitrary ∗-representation of
Uq(gl2). Such a ∗-representation of Uq(gl2)⋉Oˆ(C
2
q) will be called trivial.
From now on we assume that G = {0}. Since wAw∗ = A by assumption,
the operator N := wA is normal. The only differences to the ∗-algebra
Uq(su2)⋉O(SUq(2)) are the strictly positive operator A and the additional
generator L which satisfies (33) and belongs to the center of the algebra
Uq(gl2). From the relation z
∗
2L = pLz
∗
2 and the fact that L is unitary it
follows that L leaves each space Hn invariant. Hence there are unitaries Ln
on Hn such that Lηn = Lnηn. From z
∗
1z1L = p
2Lz∗1z1 we get A
2Ln = p
2LnA
2
and so L∗nALn = pA. Combining the latter with the relations z2L = pLz2 and
z1L = pLz1 and using the fact that ker A = {0} we derive that Ln = L0 for
all n and that wL0w
∗ = L0. Since L commutes with E, L0 commutes with T0
and K0. The relation z1E = q
−1/2Ez1 implies AT0 = T0A and AK0 = K0A.
Summarizing, it follows that the operators E, F,K, L act as
Eηn = q
−n/2T0ηn + λ
−1λnq
−n/2K−10 wηn−1, (87)
Fηn = q
−n/2T ∗0 ηn + λ
−1λn+1q
−(n+1)/2w∗K−10 ηn+1, (88)
Kηn = q
−n/2K0ηn, Lηn = L0ηn, (89)
where w,L0, T0 and K0 are operators on the Hilbert space H0 such that w
and L0 are unitaries, K0 is invertible and self-adjoint, and the conditions
wK0w
∗ = q−1/2K0, K0T0 = qT0K0, wT0w
∗ = q−1/2T0, wL0 = L0w, (90)
T0T
∗
0 − T
∗
0 T0 = λ
−1K20 , (91)
wAw∗ = A, AT0 = T0A, AK0 = K0A, (92)
L0AL
∗
0 = p
−1A, L0K0L
∗
0 = K0, L0T0L
∗
0 = T0, (93)
hold. Here A is a strictly positive self-adjoint operator on H0. Conversely,
if operators w,A, L0, T0 and K0 on a Hilbert space H0 are given satisfy-
ing the preceding conditions (say on an invariant dense domain D0 of H0
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such that K0D0 = D0), then above formulas define a ∗-representation of
Uq(gl2)⋉Oˆ(C
2
q).
Note that the operators T0, K0 and w satisfy precisely the same rela-
tions as in case of Uq(su2)⋉O(SUq(2)). Proceeding as in 6.2 we obtain the
following list of non-trivial ∗-representations of Uq(gl2)⋉Oˆ(C
2
q):
(I)H,B,ǫ :
Eηnklj=−q
−(n−l+1)/2λk+1λ
−1ǫHηn,k+1,l,j+q
−(n+2k+l+1)/2λnλ
−1ǫH−1ηn−1,k,l+1,j,
Fηnklj=−q
−(n−l+1)/2λkλ
−1ǫHηn,k−1,l,j+q
−(n+2k+l+1)/2λn+1λ
−1ǫH−1ηn+1,k,l−1,j,
Kηnklj=q
−(n−2k−l)/2ǫHηnklj, Lηnklj=ηnkl,j+1,
z1ηnklj=q
n+1pjBηnk,l+1,j, z
∗
1ηnklj = q
n+1pjBηnk,l−1,j,
z2ηnklj=λn+1p
jBηn+1,klj, z
∗
2ηnklj = λnp
jBηn−1,klj,
where ǫ ∈ {−1, 1}. The parameters H and B denote self-adjoint operators
acting on a Hilbert space K such that σ(H) ⊑ (q1/2, 1] and σ(B) ⊑ (p, 1] if
p < 1 resp. σ(B) ⊑ [1, p) if p > 1. The underlying Hilbert space is the direct
sum H =
∞
⊕
n,k=0
∞
⊕
l,j=−∞
Hnklj, where Hnklj = K. Representations correspond-
ing to different sets {H,B, ǫ} of parameters are not unitarily equivalent. A
representation of this series is irreducible if and only if K = C.
The representations of the ∗-subalgebra Uq(su2)⋉Oˆ(C
2
q) are obtained by
the same formulas as above when the last index j, the constants pj , and the
operator L are omitted. In this case B is strictly positive.
6.5 Representations of the ∗-algebra Uq(gl2) ⋉O(R
3
q)
Suppose we have a ∗-representation of the ∗-algebra Uq(gl2)⋉O(R
3
q). From
the defining relations of the algebra Uq(gl2)⋉O(R
3
q) it follows easily that the
subspace K0 := ker x2 is invariant under all generators and that x1 = x3 = 0
on K0. On K0 we can have an arbitrary ∗-representation of Uq(gl2). Such a
∗-representation of Uq(gl2)⋉O(R
3
q) is called trivial.
1. Step: From now we assume that ker x2 = {0} and that the restriction of
the ∗-representation to O(R3q) is admissible, that is, it is of the form given in
4.2. Since ker xn1 = H0+ · · ·+Hn−1, the relation x1K = q
−1Kx1 implies that
K leaves the subspace H0 + · · ·+Hn−1 invariant. Since K is symmetric, K
leaves Hn invariant so that there are operators Kn on H0 such that Kηn =
Knηn. The hermitian elements K and Q
2
q of the algebra Uq(gl2)⋉O(R
3
q)
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commute. We assume that the corresponding self-adjoint operators strongly
commute. This implies that AKn = KnA on H0. Combining the latter with
the relation x3K = qKx3, we derive Kn = q
−nK0. A slight modification of
this reasoning shows that the operator L acts as Lηn = L0ηn, where L0 is
a unitary operator on H0 such that L
∗
0AL0 = p
2A. From (45) and (46) it
follows that wK0 = K0w and wL0 = L0w.
Using the relations x1E = q
−1Ex1 and x3E = qEx3 + qγK
−2x2 it can
be shown by induction on n that E maps Hn into Hn−1+Hn. Write Eηn =
Tnηn+Snηn−1, where Tn and Sn are operators onH0. Since E commutes with
Q2q , we get A
2Sn = SnA
2 and A2Tn = TnA
2. We assume that ATn = TnA.
From A2Sn = SnA
2 and the relation x1x3E = Ex1x3+q
2γK−1x1x2 we obtain
by comparing coefficients
Sn = q
−1/2q−nλ−1λ2nK
−1
0 w.
From x1E = q
−1Ex1 it follows that Tn = q
−nT0. The relations KE = qEK,
LE = EL,LK = KL and x2E = Ex2−qγK
−1x1 giveK0T0 = qT0K0, L0T0 =
T0L0, L0K0 = K0L0 and wT0 = T0w, respectively. Inserting the expressions
of E and K into the equation EE∗ − E∗E = λ−1(K2 − K−2), we derive
T0T
∗
0 − T
∗
0 T0 = λ
−1(K20 + q
−2K−20 ).
We now summarize the preceding. The operators E, F,K and L act as
Eηn = q
−nT0ηn + q
−1/2q−nλ−1λ2nK
−1
0 wηn−1, (94)
Fηn = q
−nT ∗0 ηn + q
−3/2q−nλ−1λ2(n+1)K
−1
0 wηn+1, (95)
Kηn = q
−nK0ηn, Lηn = L0ηn, (96)
where the operators T0, K0, L0 and A satisfy the consistency conditions
T ∗0 T0 − T0T
∗
0 = −λ
−1(K20 + q
−2K−20 ), (97)
K0T0 = qT0K0, L0T0 = T0L0, L0K0 = K0L0, (98)
AT0 = T0A,AK0 = K0A,L0AL
∗
0 = p
−2A, (99)
wT0 = T0w,wK0 = K0w,wL0 = L0w,wA = Aw. (100)
Conversely, if we have two self-adjoint operators A, K0, a unitary opera-
tor L0, a self-adjoint unitary w and an operator T0 on H0 satisfying (97)–
(100), then the formulas (54)–(55) and (94)–(96) define a ∗-representation of
Uq(gl2)⋉O(R
3
q).
2. Step: Now we analyze relations (97)–(99). Let T0 = v|T0| be the po-
lar decomposition of the closed operator T0. From (97) we conclude that
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ker(T ∗0 T0) = {0} and so ker v = ker |T0| = {0}. Hence v is an isometry. From
K0T0 = qT0K0 we get K0T
∗
0 T0 = T
∗
0 T0K0. We assume that K0 and T
∗
0 T0 are
strongly commuting self-adjoint operators. Then K0|T0| = |T0|K0 and hence
qvK0 = K0v. Let v = vu ⊕ vs on H = H
u ⊕Hs be the Wold decomposition
of the isometry v from Lemma 4.1.
Since v∗v = 1 and T0T
∗
0 = vT
∗
0 T0v
∗, (97) yields
T ∗0 T0v
n = vT ∗0 T0v
n−1 − λ−1(K20 + q
−2K−20 )v
n, n ∈ N .
Since qvK0 = K0v, by Lemma 4.2 H
u reduces K0. Using this fact we deduce
from the preceding identity that T ∗0 T0 leaves H
u = ∩∞n=0v
nH invariant. We
assume that Hu is even reducing for T ∗0 T0. Then H
u is also reducing for T0
and T ∗0 . Let us denote the restrictions of K0, T0 and T
∗
0 by the same symbols.
For the unitary part vu of v it follows from (97) that
0 < vnu |T0|
2v∗nu = |T0|
2 + λ−1
n−1∑
k=0
(q−2kK20 + q
2(k−1)K−20 )
= |T0|
2 − qλ−2(1− q2n)(q−2nK20 +K
−2
0 )
for all n ∈ N. Letting n → ∞ we conclude that the latter is only possible
when Hu = {0}. That is, we have v = vs and H = H
s.
The operator relation qvK0 = K0v is treated by Lemma 4.2(ii). Then
there is an invertible self-adjoint operator H on H00 such that vζk = ζk+1,
K0ζk = q
kHζk on H0 = ⊕
∞
k=0H0k, H0k = H00. Since ker T
∗
0 = ker v
∗ = H00,
Equation (97) gives |T0|
2ζ0 = −λ
−1(H2+q−2H−2)ζ0. Using (97) and the fact
that K0v = qvK0 we compute
|T0|
2ζk = |T0|
2vkζ0 = v
k(|T0|
2 − λ−1
k∑
l=1
(q2lK20 + q
−2(l+1)K−20 ))ζ0
= q−1λ−2(1− q2(k+1))(H20 + q
−2(k+1)H−20 )ζk ,
and hence
|T0|ζk = −q
−1/2λ−1λk+1(H
2
0 + q
−2(k+1)H−20 )
1/2ζk .
From L0T0 = T0L0, L0K0 = K0L0, AT0 = T0A,AK0 = K0A and L0AL
∗
0 =
p−2A it follows by similar reasoning as used in Section 6.1 that there are a
unitary L00 and a self-adjoint operator A0 on the Hilbert space H00 satis-
fying L00H = HL00, A0H = HA0 and L00A0L
∗
00 = p
−2A0 such that L0ζk =
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L00ζk, Aζk = A0ζk. The representations of the relation L00A0L
∗
00 = p
−2A0
are taken from Lemma 4.2(i). The relations (100) are treated similarly.
Carrying out the details we obtain the following list of non-trivial ∗-
representations of Uq(gl2)⋉O(R
3
q):
(I)A,H,w : Eηnkl = −q
−n−1/2λ−1λk+1(H
2 + q−2(k+1)H−2)1/2ηn,k+1,l
+ q−n−k−1/2λ−1λ2nH
−1wηn−1,kl,
Fηnkl = −q
−n−1/2λ−1λk(H
2 + q−2kH−2)1/2ηn,k−1,l
+ q−n−k−3/2λ−1λ2(n+1)H
−1wηn+1,kl,
Kηnkl = q
−n+kHηnkl, Lηnkl = ηnk,l+1,
x1ηnkl = (1 + q
2)−1/2λ2np
2lAηn−1,kl, x2ηnkl = q
2n+1p2lAwηnkl,
x3ηnkl = q(1 + q
2)−1/2λ2(n+1)p
2lAηn+1,kl,
where w, A and H are commuting self-adjoint operators on a Hilbert space K
such that w is unitary, H is invertible, σ(A)⊆(p2, 1] if p<1, and σ(A)⊆(p−2, 1]
if p>1. The representation space is H =
∞
⊕
n,k=0
∞
⊕
l=−∞
Hnkl, Hnkl = K.
If we omit the operator L, the last index l, the constants p2l, and assume
that A is a strictly self-adjoint operator, then the above formulas describe
non-trivial ∗-representations of Uq(su2)⋉O(R
3
q). If we set in addition A = 1
and rename xi by yi, then we obtain ∗-representations of Uq(su2)⋉O(S
2
q ).
The cases H = 1 and H = q1/2 are of particular interest. Then the above
representations of Uq(su2)⋉O(R
3
q) are determined by the following formulas:
(I)A,1,w : Eηnk = q
−n−k−1/2λ−1(−q−1λ2(k+1)ηn,k+1 + λ2nwηn−1,k),
Fηnk = q
−n−k−1/2λ−1(−λ2kηn,k−1 + q
−1λ2(n+1)wηn+1,k),
Kηnk = q
−n+kηnk,
(I)A,q1/2,w : Eηnk = q
−n−k−1λ−1(−q−1λk+1αk+2ηn,k+1 + λnαnwηn−1,k),
Fηnk = q
−n−k−1λ−1(−λkαk+1ηn,k−1 + q
−1λn+1αn+1wηn+1,k),
Kηnk = q
−n+k+1/2ηnk,
where αk := (1 + q
2k)1/2. In both cases the operators x1, x2 and x3 act as
x1ηnk = (1 + q
2)−1/2λ2nAηn−1,k, x2ηnk = q
2n+1Awηnk,
x3ηnk = q(1 + q
2)−1/2λ2(n+1)Aηn+1,k.
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Here A is a strictly positive self-adjoint operator and w is a self-adjoint uni-
tary operator on a Hilbert space K such that wAw∗ = A. The representation
space is H =
∞
⊕
n,k=0
Hnk, Hnk = K.
In the case K = C, H=1 the representations (I)A,1,w have been con-
structed in [F] and [CW]. The formulas in [CW] can be obtained as fol-
lows. First we replace q by q−1. Then the algebra in [CW] becomes a
∗-subalgebra of Uq(su2)⋉O(R
3
q) by setting X
+ = −x1, X
− = x3, X
3 = x2,
T+ = −q1/2KE, T− = −q−1/2KF , and T 3 = λ−1(K4−1). The represen-
tation in [CW] is unitarily equivalent to (I)A,1,w with A = q
−1−2M |z0| and
w = sign z0 by the isomorphism ηnk = (−1)
k|M,−n+M, k+n〉 if z0 > 0 and
ηnk = (−1)
n+k|M,−n+M, k−n〉 if z0 < 0.
Next we suppose that K=C, H=q1/2, w=± 1 and A > 0. Set η:=1 and
v1/2 :=
∞∑
n=0
wnqnαn+1ηn,n.
Then we have v−1/2:=Fv1/2 6= 0, Ev1/2=0, Fv−1/2=0, Kv±1/2=q
±1/2v±1/2 and
K−1v±1/2=q
∓1/2v±1/2. Proceeding similarly as in Theorem 6.2 it follows that
(I)A,q1/2,w leads to an irreducible closed ∗-representation of Uq(su2)⋉O(R
3
q)
such that its restriction to Uq(su(2)) is the direct sum of all representations
Tl+1/2 with l ∈ N0. In particular, (I)1,q1/2,1 and (I)1,q1/2,−1 give inequiva-
lent closed irreducible ∗-representations of Uq(su2)⋉O(S
2
q ) such that their
restrictions to Uq(su2) are integrable. Obviously, both representations are
not equivalent to the Heisenberg representation.
We now close the link between the approaches in Sections 5 and 6 by de-
scribing the Heisenberg representation of Uq(su2)⋉O(S
2
q ) in terms of the rep-
resentation (I)1,1,w. Let K := C
2 and ζ := 2−1/2(1, 1) ∈ C2. Let w be the di-
agonal matrix with diagonal entries 1 and −1. Then, wnζ = 2−1/2(1, (−1)n).
Put
v0 := (1− q
2)1/2
∞∑
n=0
qnwnζn,n.
From Theorem 6.6 below it follows that h(x) := 〈xv0, v0〉, x ∈ O(S
2
q ), is the
unique Uq(su2)-invariant state on O(S
2
q ).
Theorem 6.6 There is a unique ∗-representation π of Uq(su2)⋉O(S
2
q ) on
the domain D = O(S2q )v0 such that π(x) = x, x ∈ O(SUq(2)), and
π(E) ⊆ F ∗, π(F ) ⊆ E∗, π(K±1) ⊆ (K±1)∗,
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where all operators are given by (I)1,1,w. The closure of the representation π
is unitarily equivalent to the Heisenberg representation πh of Uq(su2)⋉O(S
2
q ).
Proof. Since the proof is similar to the proof of Theorem 6.2, we sketch only
the necessary modifications. Put y#n1 := y
n
1 and y
#−n
1 := y
∗n
1 for n ∈ N. Let
f = E, F,K,K−1. The crucial step of the proof is to show that
〈y#r1 y
s
2v0, fηnk〉 = 〈((y
#r
1 y
s
2)⊳S
−1(f ∗))v0, ηnk〉 (101)
for s, n, k,∈ N0 and r ∈ Z. The verification of (101) is straightforward.
By (101), for any x ∈ O(SUq(2)) the vector xv0 is in the domain of the
adjoint operator f ∗ of f and f ∗ acts on xv0 by f
∗(xv0) = (x⊳S
−1(f ∗))v0.
Hence it follows that there is a ∗-representation π of Uq(su2)⋉O(S
2
q ) such
that π(x) = x and π(f)(xv0) = (x⊳S
−1(f))v0 for all x ∈ O(SUq(2)) and f ∈
Uq(su2). Since π(f)v0 = ε(f)v0 and ‖ v0 ‖= 1, h is a Uq(su2)-invariant state.
Hence the closure of π is unitarily equivalent to the Heisenberg representation
πh of Uq(su2)⋉O(S
2
q ). ✷
Let π0 denote the ∗-representation (I)1,1,w of Uq(su2)⋉O(S
2
q ) on the do-
main D0 := Lin{ηnk;n, k ∈ N0} and let π
∗
0 be its adjoint representation
([S], Definition 8.1.4). Then π is just the restriction of π∗0 to the subdomain
D = O(S2q )v0. Since the adjoint representation is not a ∗-representation in
general, the fact that π is ∗-preserving has to be proved. In fact, this was
done by verifying formula (101).
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