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Combination of Linear Prediction
and Phase Decomposition
for Glottal Source Analysis on Voiced Speech
Yiqiao Chen and John N. Gowdy
Abstract—Some glottal analysis approaches based upon linear
prediction or complex cepstrum approaches have been proved to
be effective to estimate glottal source from real speech utterances.
We propose a new approach employing both an all-pole odd-
order linear prediction to provide a coarse estimation and
phase decomposition based causality/anti-causality separation to
generate further refinements. The obtained measures show that
this method improved performance in terms of reducing source-
filter separation in estimation of glottal flow pulses (GFP). No
glottal model fitting is required by this method, thus it has
wide and flexible adaptation to retain fidelity of speakers’s vocal
features with computationally affordable resource. The method
is evaluated on real speech utterances to validate it.
Index Terms—Linear prediction, complex cepstrum, glottal
flow pulse, vocal-tract filter.
I. INTRODUCTION
VOICED SPEECH is typically modeled as the output ofsource-filter model with glottal flow pulses as excitation
source. The estimation of glottal flow pulses (GFPs) is equiv-
alent to removing vocal-tract filter (VTF) components from
the observed speech utterance. VTF responses are normally
considered to be contributed by formants or resonances from
vibration of vocal cords in terms of speakers. Consequently,
the separation could be achieved by estimating the VTF
response and its further cancellation from the speech. Linear
prediction (LP) and inverse filtering have being played impor-
tant roles in some source estimation algorithms [1], [2]. These
methods find model parameters for a specified discrete all-pole
(DAP) modeling and a predetermined number of parameters.
This method lacks the accuracy to restore the GFPs.
Some other experiments also demonstrated that glottal
source or its open phase [3], [4] is contributed by maximum-
phase components, and VTF response is contributed by poles
and lossy zeros inside unit circle [5]. Based that information,
phase decomposition can also be made to achieve the source-
filter separation. Some earlier polynomial factorization meth-
ods [7] including zeros of Z-transform (ZZT) and complex
cepstrum (CC) approaches [8] work towards the decompo-
sition based on the windowed finite-length speech sequence
within two consecutive glottal closure instants (GCIs). They
are efficient and free of any potentially biased usage of hypoth-
esized glottal models, though effects of vocal-tract resonances
could remain after the decomposition.
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To combine the advantages of the two widely used cat-
egories of estimation strategies, we thus presented a jointly
linear-prediction and complex cepstrum (LPCC) approach
employing a non-classical odd-order DAP model and CC
phase decomposition. The presented approach has good qual-
itative and quantitative performance through validations of
both waveform shape and parameterization of Liljencrant-Fant
(LF) models in terms of voiced speech utterances. It provides
a straightforward way to discard VTF effects from speech
and recover a clean glottal source for each voiced pitch-long
speech without any hypothesized glottal source model.
II. PROBLEM FORMULATION
The glottal wave estimation can be considered an inverse
problem, in which the derivative exciting signal G(z) needs
to be derived from an observed voiced speech signal X(z)
for source-filter model in the classical speech production
mechanism
X(z) = G(z)H(z)L(z) (1)
where H(z) and L(z) denote the VTF and lips radiation.
The problem is normally dealt with by source-filter separa-
tion. Because real glottal flows as the excitation to VTF are
always unknown, phase decomposition methods avoid specific
assumption about excitation model shape within each shifting
analysis window.
Let w[n] be the truncated signal within a window and
w[n]
Z
←→ W (z) where
W (z) = 1 +
N∑
i=1
wiz
−i =
N∏
i=1
(1− qiz
−i), 1 ≤ i ≤ N.
It is difficult to suppress infinite impulse responses (IIR)
from complex conjugate pole pairs, especially those close to
unit circle with slow attenuation in time domain, merely by
removing finite minimum-phase zeros from the polynomial
W (z). Thus, LP inverse filtering [1] with complex poles has
an irreplaceable advantage to suppress these resonances from
VTF. Meanwhile, at least one real pole is required to fit
the spectral representation of an individual glottal pulse [9].
That can be guaranteed from an odd-order LP analysis rather
than commonly used even-order LP analysis. We then propose
the method in next section being motivated by these points
to enhance GFP estimate performance by combining the LP
analysis and phase-decomposition with complex cepstrum.
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III. PROPOSED APPROACH
A. Short-Time Vocal-Tract Estimation and Inverse Filtering
All-pole LP analysis has been a major tool adapted by
some earlier methods [1], [2] to glottal source analysis as
a short-time estimation to the speaker’s varying vocal-tract
response. With an odd-order predictor, there always exists
at least one real root and pairs of complex conjugate roots
corresponding to source and VTF components respectively. A
coarse estimation of glottal source can be obtained by inverse
filtering with only complex pole pairs.
Applying a short-time hamming window with lenght of N to
the input signal X(z), we obtain a coefficient vector a(n) ,
[ a
(n)
1 a
(n)
2 · · · a
(n)
2M+1 ]
T
∈ R2M+1 which can be found by
covariance method for the current all-pole model
Hˆ(n)ap (z) =
1
1−
2M+1∑
m=1
a
(n)
m z−m
(2)
with recursive least-squares (RLS) algorithms to solve
argmin
a
(n)
‖x(n) − X˜(n)a(n)‖
where data matrix X˜(n) ∈ RN×(2M+1) is formed from shifted
versions of the current observation data frame x(n). Excluding
all real poles from Hˆ(n)ap (z), we have
Hˆ(n)(z) =
1
ℓ∏
i=1
(1− p
(n)
i z
−i)(1− p∗i
(n)z−i)
(3)
as the short-time estimation of H(n)(z) on the current frame
with 2ℓ < M .
The spectral representation of a VTF with 10th-order LP and
another one with 11th-order LP with respect to a pressed vowel
/u/ are shown in Fig. 1 where a real pole is generated by the
odd-order LPC analysis in an 8kHz sampling rate environment.
An estimation of glottal source signal Gˆ(n)(z) on the current
frame is then obtained by inverse filtering Xˆ(n)(z)/Hˆ(n)(z)
as well as lips’ cancellation. Fig. 2 shows a comparison of
Gˆ(n)(z) with a corresponding accompanied real EGG signal.
The coarse estimation here provides a foundation for further
processing in next step.
B. Complex Cepstrum Processing
Removing residual sinusoidal components after LP inverse
filtering by the DAP model Hˆ(n)(z) in (3), we are able to
get refined derivative pulses based upon those calculated GCI
locations by similar differentiation methods [11] on EGG
signals. Then homomorphic filtering can be employed to
separate anti-causality from causality signal upon the coarse
estimates.
Let e[n] be a truncated coarse glottal source estimation
Gˆ(n)(z) slightly larger than pitch-length by choosing a suitable
analysis region between neighborhoods of two consecutive
GCIs sk+ǫk and sk+1+ǫk+1 to achieve the best performance
for current pulse [18]. Homomorphic filtering can then be
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Fig. 1. Spectrum comparison of VTF shapes predicted by 10th-order all-pole
model in gray dash and 11th-order all-pole model in blue solid
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Fig. 2. Estimated GFP after inverse filtering on a recorded utterance from a
real male speaker and its EGG are shown in thick blue and thin gray.
applied to e[n] described as combination of minimum and
maximum-phase components
e[n] = emin[n] ∗ emax[n] (4)
After phase unwrapping and determination of the algebraic
sign of the gain A of E(z), the computation of the finite-
length CC of e˜[n] leads to the cepstrum [10]
cˆe[n] = Z
−1{lnE(z)} =


ln |A|, n = 0
−
∑
m
anm
n
, n > 0
∑
k
bnk
n
, n < 0
(5)
where coefficients am and bk are listed as polynomials
minimum-phase roots and maximum-phase roots reciprocals
respectively.
The minimum-phase portion was dropped as other phase de-
composition methods do. Additionally, some distortions leaked
into maximum-phase portion of cepstrum need to be taken
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Fig. 3. Anti-causal part with half-long window attenuation
care of due to CC domain’s aliasing from periodic extension in
terms of DFT computation after logarithmic operation. A half-
length window function with an attenuation in high quefrency
components of anti-causal region is thus utilized to suppress
the aliasing effects as Fig. 3 illustrates before transforming
back to time domain.
IV. EXPERIMENTAL RESULTS
A. Application of Real Speech Waveforms
Real speech utterances of vowel sounds from three English
speakers, two males and one female, were analyzed by the
proposed approach and other existing ones. The LPCC gener-
ates estimated source waveform with generally less distortions
than other CC and DAP-based approaches. Fig. 4 demonstrates
an experiment where a 25ms short-time shifting window was
applied to a recorded real male sound /i/ sampled in 16kHz.
Here a 19th-order DAP model was employed for LP analysis
and inverse filtering with estimated resonance response and
lip’s radiation first, then a half-length blackman window was
applied to the maximum-phase quantities on the left of origin
of cepstrum after discarding minimum-phase components.
Instances of the estimated pulses along with results by CC
and IAIF are also shown in the experiment. One can see
that the ripples in the estimated glottal source are remarkably
significant with the IAIF approach in Fig. 4(a) because of
the lack of precision of the DAP method. Noticeable ripples
and damped effects in CC methods are also obvious in
Fig. 4(b) because of distortion from residual VTF resonance.
Compared to other approaches, the proposed approach in Fig.
4(c) eventually offers a clean derivative waveform with pitch-
by-pitch analysis after executing the two steps described, from
which resonances from vocal-tract were removed.
B. Comparison with Electro-Glotto-Graphic Signals
EGG is a tool for the noninvasive measurement of the time
variation of the degree of contact between the vibrating vocal
folds during voice generation. Timing features of given speech
utterances can be determined through EGG signals. These
features include the calibrated locations of instants of closure,
opening of the glottis and the calculated open quotient Oq in
voiced segments of EGG signals. As a reference, the calculated
open quotients Oq can be regarded as the ground truth to
compare to features measured and calculated from estimated
glottal source by different analysis approaches.
Variations of the speech signal will lead to the variations
of its corresponding dEGG signal and the glottal source
derivative estimated by LPCC. It forms the foundation of
further comparisons. The dEGG and its derived GCIs through
the DECOM method [11] in Fig. 5(b) for a human spoken
sequence is shown in Fig. 5(a). Fig. 5(c) shows the estimated
derivative glottal source by LPCC after shape normalization.
The sequence of pulses were concatenated and arranged by
phase decomposition window and LP window locations. The
valleys in this graph symbolized as GCIs must be aligned to
obtained derivative signal after applying DECOM to GFPs in
Fig. 2. Given the closure instants, we need to indicate the
opening counterpart for each pitch period. We adapted LF
parameters like former papers [6], [14], [15], [16] to derive
Oq of glottal estimate. Fitting to any individual estimated
source derivative, LF’s to and te serving as opening and
closure instants can be used to determine the opening-phase
(te − to), the nominator to derive Oq together with measured
pitch length of the current pulse. Obviously, the accuracy of
Oq depends on accurate estimates of both te and to.
Given EGG signal from the 16 kHz bdl and jmk CMU
Arctic database, values te and to instants can be measured
in by DECOM, then Oq = f0(te − to). We then evaluate
the proposed approach through comparing Oq values. The
estimated open-quotient values by all approaches have at least
0.1 as an estimation error from the measured values in EGG
signals as an example shown in Fig. 6.
Several factors result in errors’ fluctuation of open quotients
estimation. The choice of LF model itself might also lead
to errors in some extent as it is just an approximation of
real glottal flows. More important, a larger fluctuation of
ripples in estimated glottal source brings bigger fitting errors
and corresponding troubles to gradient searching in LF fitting
which relies on the optimization of nonlinear cost functions.
Consequently, rising variances in opening instants in LF cal-
culation will add instabilities of opening instants and Oq even
though determinations GCIs are less flexible because they were
determined before the fitting. These approaches have similar
error mean values. And LPCC outperforms other two methods
by Oq estimation error’s smallest variance and stability in
the fitting process. It is due to a higher quality of estimation
in terms of glottal derivative’s shape estimation in order to
eliminate vocal-tract’s resonance effects described in the last
experiment.
V. CONCLUSION
Utilizing revised DAP and phase decomposition approaches,
we have presented an LPCC approach to successfully recover
glottal flows for voiced sounds in this letter. It has a big
advantage to generate clean waveform estimates that can
be potentially explored for future applications [14] requiring
speaker’s accurate glottal features. In terms of open-quotient
estimation, LPCC is more reliable than IAIF and CC due
to better waveform fitting to parameter-adjustable LF model
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Fig. 4. Results of estimation for a fragment of /U/ : (a) Estimated glottal waveform with IAIF. (b) Estimated glottal waveform with CC. (c) Estimated glottal
waveform with LPCC.
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Fig. 5. GCI/Glottal derivative estimations on recorded from bdl CMU Arctic
database: (a) Utterance fragment of ”Author of ...”. (b) dEGG signal of the
utterance in (a). (c) Estimated derivative pulses with 19-pole LPCC approach.
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Fig. 6. Estimation Oq errors of some approaches. From left to right: IAIF,
CC, LPCC.
because the less ripples in waveform lead to less error in the
fitting process.
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