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La théorie de la preuve est appliable à la théorie des atégories dans la mesure où les mé-
thodes syntaxiques qu'elle développe permettent d'étudier les termes de morphismes des
atégories libres, et le traitement de la ohérene en partiulier. La théorie des atégories
quant à elle fournit une sémantique pertinente aux systèmes dédutifs, et notamment une
justiation aux équivalenes de dérivations ouramment admises en théorie de la preuve.
Il existe plusieures types des atégories fermées, par exemple les atégories artésiennes
fermées (CCC)1 , les atégories symétriques monoïdales fermées (SMCC)2 et.
Lambek était le premier à mettre en évidene le fait qu'un système dédutif peut être
muni d'une struture de atégorie. Il a proposé de onsidérer les propositions omme des
objets et les (lasses d'équivalene de) dérivations omme des morphismes. Les onstantes
sont interprétées omme des objets distingués, les onneteurs omme des fonteurs, les
axiomes omme des transformations naturelles et les règles d'inférene omme ombinai-
son des appliations de fonteurs et omposition ave des transformations naturelles. La
atégorie ainsi obtenue est alors libre sur l'ensemble des variables propositionnelles. Ré-
iproquement, Lambek a montré qu'une struture libre présentée équationnellement peut
être formulée omme un système dédutif. Sous quelles onditions deux termes désignent-
ils le même morphisme ? Sous quelles onditions deux dérivations représentent-elles la
même preuve ? Les travaux de Lambek ([14℄,[15℄,[16℄) ont établis que es deux questions
sont étroitement liées.
Dans les années 70 Grigori Mints (voir [10℄, [11℄) a montré que e lien s'étend à des aspets
beauoup plus profonds de la struture des atégories fermées que e qui était initiale-
ment prévu, par exemple, que les égalités de morphismes dans les atégories fermées libres
peuvent être dèlement représentées en utilisant la normalisation dans ertains systèmes
de la dédution naturelle et de lambda-alul.
Ses oeuvres ont ouvert la voie à l'utilisation de la théorie de la preuve, même des méthodes
1
En anglais : artesian losed ategory.
2
En anglais : symmetri monoidal losed ategory.
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théoriques les plus avanées. Par exemple, il a suggéré l'idée d'adapter un proédé de ré-
dution de la profondeur des formules dans la théorie de la démonstration à l'étude de
la ommutativité des diagrammes dans les atégories fermées. Cette approhe développée
par Soloviev a permis d'obtenir de nombreux théorèmes de ohérene dans la théorie des
atégories.
Kelly et Ma Lane (1971) ont déjà utilisé ertaines idées de la théorie de la preuve pour
fournir un premier résultat de ohérene onernant les atégories monoïdales symétriques
fermées (SMCC). Ils ont proposé des onditions susantes pour établir la ommutati-
vité d'une large lasse de diagrammes par une méthode d'élimination de la omposition
analogue à l'élimination de la oupure de Gentzen.
Le mémoire de Voreadou [26℄ était une ontinuation du travail de Kelly et Ma-Lane.
Son but était d'obtenir des onditions néessaires et susantes pour la ommutativité des
diagrammes dans les SMCC libres. Mettant en évidene la notion essentielle de paires
ritiques, Voreadou a proposé une dénition d'une lasse de paires ritiques de mor-
phismes. Son idée prinipale était que toutes les paires de morphismes non-équivalents
sont onstruites "au dessus" de la lasse de paires ritiques de base par appliation de
règles similaires aux règles de dédution logique. Par ontraposition elle a proposé une
formulation des onditions susantes de pleine ohérene dans une SMCC : il sut
d'identier les morphismes de toute paire ritique de la lasse de base pour faire de la
SMCC libre un préordre. La lasse onstruite par Voreadou est peut être la lasse des
paires de morphismes non-équivalents dans les SMCC, mais ses résultats ont été mis en
doute lorsque Soloviev déouvre une erreur dans un de ses lemmes (voir [23℄).
Soloviev a orrigé la désription de Voreadou en modiant la dénition de la lasse de base
et la méthode de onstrution des paires de morphismes "au dessus" de ette lasse. Les
paires de morphismes non-équivalents sont "projetées" par substitution de l'unité dans
sa lasse de base. À proprement parler, plutt que des paires de morphismes, Soloviev
a onsidéré expliitement des paires de dérivations du système de séquents de la logique
linéaire intuitionniste multipliative (IMLL)3 ave unité, où l'équivalene des dérivations
est induite par la struture de SMCC dénissable sur le système.
Comme nous l'avons indiqué, à la n des années 60 Lambek a ouvert la voie à l'étude
des atégories struturellement enrihies par les méthodes syntaxiques de la théorie de la
preuve. Les idées qui viennent de la théorie de la preuve ont permis d'obtenir des résultats
importants tels que le théorème de ohérene de Kelly et Ma Lane (voir [12℄) pour les
SMCC. Nous le formulons en termes de la théorie de la démonstration. Un séquent est
dit propre si toute sous-formule de la forme A ⊸ B y apparaissant est telle que si B
est onstante (ne ontient pas de variables). A l'est aussi. Un séquent est dit équilibré
si toute variable propositionnelle y admet exatement deux ourrenes de signe opposé.
Alors le théorème de Kelly et Ma Lane arme qu'à l'équivalene induite par la SMCC
libre près, il existe au plus une dérivation d'un séquent propre et équilibré.
3
En anglais : Intuitionisti multipliative linear logi.
1.1 Contexte 7
Si les hypothèses de e théorème ne sont pas satisfaites, on trouve failement des paires de
dérivations non-équivalentes du même séquent nal orrespondant à des diagrammes non-
ommutatifs. La ondition tehnique d'équilibre est liée au fait que les morphismes sont
engendrés par des transformations naturelles. La ondition de propreté est par ontre plus
profonde. Kelly et Ma Lane proposent l'exemple suivant de diagramme non ommutatif :












Ce diagramme n'est pas ommutatif du fait que son interprétation dans la SMCC des
espaes vetoriels au-dessus d'un orps n'est pas ommutative. Comme onséquent, e dia-
gramme ne peut pas être ommutatif dans la atégorie libre. D'ailleurs sa non-ommutativité
équivaut au fait que le séquent
((a⊸ I)⊸ I)⊸ I → ((a⊸ I)⊸ I)⊸ I (1.2)
admet deux dérivations non équivalentes par rapport à l'équivalene des atégories libres.
Par adjontion, plutt que deux morphismes de domaine et odomaine
((a⊸ I)⊸ I)⊸ I,
on peut onsidérer deux morphismes de domaine
(((a⊸ I)⊸ I)⊸ I ⊗ ((a⊸ I)⊸ I)
et de odomaine l'unité I.
À es deux morphismes orrespondent deux dérivations non équivalentes du séquent
((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I. (1.3)
Ces deux dérivations ont ((a ⊸ I) ⊸ I) ⊸ I, respetivement (a ⊸ I) ⊸ I omme
formule prinipale de la dernière règle d'inférene. A partir de es dérivations on peut
enore obtenir deux dérivations du séquent
(a⊗ a′)⊸ I, (a′ ⊸ I)⊸ I, (a⊸ I)⊸ I → I (1.4)
(ave (a′ ⊸ I)⊸ I, respetivement (a⊸ I)⊸ I omme formule prinipale de dernière
règle d'inférene) et montrer qu'elles ne sont pas équivalentes.
Motivé par e type d'exemples, Voreadou [26℄ a tenté de dérire la lasse des diagrammes
non-ommutatifs dans les SMCC. Elle a établi que la non-ommutativité est liée aux
appliations "roisées" de l'évaluation, orrespondant à des introdutions "roisées" de
l'impliation à gauhe dans le as des dérivations (de formules prinipales distintes),
omme dans le as des séquents (1.3) et (1.4). C'est sur ette notion d'appliations "roi-
sées" de l'évaluation qu'elle onstruit la notion de paire ritique.
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Soloviev [22℄ a posé la question de la pleine ohérene dans les SMCC. Son artile a
mis en évidene l'importane du diagramme (1.1) de Kelly et Ma Lane [12℄ puisqu'il
a établi que les onditions néessaires et susantes pour la pleine ohérene onsistent
en la ommutativité de e diagramme et une autre propriété partiulière onernant le
omportement des substitutions.
Il est à noter que la preuve de Soloviev a permis de onjeturer que, seule la première
ondition est susante (on souligne ii que ette onjeture est la onjeture du dia-
gramme triple dual). Il faut noter que la preuve de ette onjeture semble diile.
Laurent Méhats dans [18℄ a montré que le théorème similaire à elui de Dosˇen et Petri¢
[2℄ onernant la maximalité des égalités de morphismes dans le as des atégories arté-
siennes et artésiennes fermées ne s'applique pas dans le as des SMCC.
Méhats dans son théorème a prouvé qu'il existe au moins une équation telle que si on
l'ajoute il reste des diagrammes non ommutatifs.
Notamment la ommutativité des diagrammes onsidérés i-dessous n'implique pas la
ommutativité du diagramme triple-dual (ou des diagrammes équivalents au diagramme
triple-dual). Par onséquent la relation d'équivalene engendrée par ette égalité est entre
≡ (relation relative aux axiomes des SMCC) et elle engendrée par la ommutativité du
triple-dual (pleine ohérene).
La première équation intermédiaire obtenue est due à la suggestion de M.Spivakovsky,
developpée par L.Méhats et S.Soloviev.
Le diagramme,
(3) f ′, g′ : (((a⊸ I)⊗ (b⊸ I))⊸ I)⊸ I, ((b⊸ I)⊸ I), ((a⊸ I)⊸ I)⇉ I
étudié dans [18℄ est obtenu par la omposition des morphismes f et g
(2) f, g : (a⊗ b⊸ I), ((b⊸ I)⊸ I), ((a⊸ I)⊸ I)⇉ I
ave le morphisme
h : (((a⊸ I)⊗ (b⊸ I))⊸ I)⊸ I → (a⊗ b⊸ I).
On a montré que dans ertaines sous-atégories symétriques monoïdales fermées d'une
atégorie des modules sur un anneau, le diagramme (3) est ommutatif mais (2) ne l'est
pas. Don si on ajoute aux axiomes des SMCC l'equation qui orresponde à (3), le dia-
gramme (2) reste non-ommutatif.
1.2 Résultats prinipaux de la thèse
1- Un des prinipaux résultats de ette thèse est la ontinuation du travail de L.Mèhats
dans [18℄ onernant le théorème de maximalité. Le résultat présenté dans e doument
est la désription d'une série de diagrammes D1, ..., Dk... (paires de morphismes ayant le
même graphe dans le sens de Kelly-Ma Lane) dans la même SMCC libre, tel que pour
tout k ∈ N il existe un modèle Kk où les diagrammes D1, ..., Dk sont non-ommutatifs,
1.2 Résultats prinipaux de la thèse 9
mais pour un ertain n, n > k, les diagrammes Dn, ... sont ommutatifs.
4
.
La onstrution onsiste à onsidérer les SMCC des semi-modules au dessus d'un semi-
anneau In = {0, ..., n}, e semi-anneau In est muni des deux lois, l'addition (max) et le
produit oupé (majoré par n). On introduit aux semi-modules des propriétés supplémen-
taires omme "l'élément Top" et "r-rédutibilité". La SMCC Kk engendrée par ⊗ et
⊸ à partir d'un semi-anneau I et d'un semi-module M qui est n/2-rédutible et vérie
la propriété Top, est une sous-atégorie pleine de la SMCC des semi-modules sur un
semi-anneau. On a montré que le diagramme D −m obtenu par omposition du
(M ⊸ I)m ⊸ I)⊸ I −→ Mm ⊸ I
ave le diagramme
Mm ⊸ I, (M ⊸ I)⊸ I, (Mm−1 ⊸ I)⊸ I ⇉ I
est non-ommutatif pour 2 ≤ m ≤ k et ommutatif pour m ≥ log2(3k + 1).
L'existene de ette série de diagrammes implique qu'il existe une innité de relations
d'équivalene substitutives diérentes qui engendrent la struture de SMCC intermé-
diaire entre la struture d'une atégorie libre et la atégorie des graphes (onsidérée omme
struture triviale).
Cela explique l'importane des méthodes de vériation de la ommutativité des dia-
grammes de morphismes anoniques dans les atégories non-libres et l'importane de
notions omme la dépendane de diagramme.
La ommutativité des diagrammes onsidérés i-dessus n'implique pas la ommutativité
du diagramme triple-dual (ou des diagrammes équivalents au diagramme triple-dual),
don la relation d'équivalene engendrée par ette égalité est entre ≡ (relation relative
aux axiomes des SMCC) et elle engendrée par la ommutativité du diagramme triple-
dual. (Voir [4℄)
2- En utilisant le théorème de L.Méhats [18℄ onernant l'équivalene ≈ engendrée par le
diagramme triple-dual qu'il l'a montré axiomatisée par l'équivalene de la paire ritique
"triple dual" 〈ψ, ψ′〉, où ette paire désigne le diagramme (1.1), nous allons supposer que
le diagramme de triple-dual est ommutatif, et montrer que toutes les dérivations des sé-
quents qui n'ont pas plus de 1 ou 2 variables seront équivalentes. Pour le as de 3 variables
on a développé un algorithme de vériation similaire, mais devant le grand nombre de
as obtenu, tout n'a pas pu être vérié. On a ouvert la voie pour développer un logiiel
informatique qui pourrait donner une réponse armative à ette onjeture dans le as
où le nombre des variables est xe.
3- On a systématisé les méthodes de la vériation de la ommutativité des diagrammes
en utilisant l'algorithme développé par S.Soloviev et V.Orevkov dans [24℄ et des autres
approhes.
4
Conernant les diagrammes intermédiaires on ne sait pas si les diagrammes Dk, ..., Dn−1 sont
ommutatifs/non-ommutatifs
10 Chapitre 1 : Introdution
1.3 Organisation
Dans le deuxième hapitre nous représentons la SMCC libre omme un système de sé-
quents d'IMLL ave unité et nous onsidérons des équivalenes de dérivations plus fortes
que l'équivalene induite par l'égalité de morphismes dans la SMCC libre.
Dans le troisième hapitre nous essayons de mettre en valeur l'algorithme de déision dé-
veloppé par Soloviev et Orevkov (voir [24℄) pour vérier l'équivalene de deux dérivations
de même séquent nal en l'appliquant à une paire de dérivations quelonques de même
séquent nal. Ensuite on donne quelques exemples de l'appliation de es méthodes à
l'interprétation des dérivations dans des modèles non-libres.
Dans le quatrième hapitre on expliite la façon de onstruire la suite innie des dia-
grammes D1, ..., Dn, .. dans une sous-atégorie pleine de la SMCC des semi-modules sur
un semi-anneau en utilisant les nouvelles propriétés de maximalité et de rédutibilité. Il
est interéssant de remarquer que dans la preuve on avait besoin de ertains théorèmes de
la théorie de nombres, tel le "postulat de Bertrand"
Dans le dernier hapitre on présente l'algorithme développé pour appliquer la onjeture
de la pleine ohérene aux séquents qui n'ont pas plus de 1 ou 2 variables, et on ommene
l'étude pour les séquents n'ayant que 3 variables.
Chapitre 2
Introdution tehnique
Nous introduisons une première dénition des atégories symétriques monoïdales fermées
(SMCC) libres omme système dédutif et préisons sous quelles onditions l'étude des
équivalenes des dérivations est appliable à l'étude de l'égalité des morphismes dans les
SMCC non-libres.
2.1 SMCC : Catégories symétriques monoïdales fer-
mées.
Dénition 2.1 (MC). Une atégorie monoïdale (MC)1 〈K,⊗, I, α, λ, ρ〉 onsiste en une
atégorie K, un bifonteur produit − ⊗ − : K ×K → K, un objet unité I de K et trois
isomorphismes naturels
αA,B,C : A⊗ (B ⊗ C)
∼
→ (A⊗ B)⊗ C,
λA : I ⊗A
∼
→ A,
ρA : A⊗ I
∼
→ A
(d'inverse α−1, λ−1 et ρ−1 respetivement), vériant les onditions de ohérene suivantes :
pour tous objets A, B, C, et D de K,





(A⊗ B)⊗ (C ⊗D)
αA⊗B,C,D // ((A⊗ B)⊗ C)⊗D
A⊗ ((B ⊗ C)⊗D) αA,B⊗C,D
// (A⊗ (B ⊗ C))⊗D
αA,B,C⊗1D
OO

















En anglais : monoidal ategory
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Fontorialité de ⊗
Pour tous f : A→ B, f ′ : A′ → B′, g : B → C et g′ : B′ → C ′ on a :
1A⊗B = 1A ⊗ 1B (fct 1)
(g ⊗ g′) ◦ (f ⊗ f ′) = (g ◦ f)⊗ (g′ ◦ f ′) (fct ◦)
Dénition 2.2 (SMC). Une atégorie monoïdale symétrique (SMC)2 〈K,⊗, I, α, λ, ρ, γ〉
onsiste en une MC et une transformation naturelle
γA,B : A⊗B → B ⊗A
vériant les onditions de ohérene suivantes : pour tous objets A, B, et C de K,






γA⊗B,C // C ⊗ (A⊗B)
αC,A,B

A⊗ (C ⊗ B) αA,B,C
// (A⊗ C)⊗B
γA,C⊗1B




























I ⊗ I = I ⊗ I
Remarquons que (SMC 2) fait de γ un isomorphisme naturel. Les deux onditions
(MC 1) et (SMC 1) sont onnues sous les noms de pentagone et hexagone de Ma Lane,
respetivement. Les dénitions d'une MC de Ma Lane ([17℄,p.169) et elle d'une SMC
([17℄, p.184) imposent, respetivement, les onditions de ohérene suivantes :
λI = ρI (MC 3)
λA ◦ γA,I = ρA
Nous pouvons alors onsidérer (SMC 3) omme une dénition de l'isomorphisme naturel
ρ et substituer à (MC 2) la ondition de ohérene suivante :
(λA ⊗ 1C) ◦ (γA,I ⊗ 1C) ◦ αA,I,C = 1A ⊗ λC (MC 2')
Les onditions de ohérene sont motivées par le théorème de ohérene de Ma Lane pour
les SMC's : deux isomorphismes naturels de même domaine et odomaine, onstruits par
produit et omposition à partir de l'identité, α, λ et ρ oïnident (formulation préise plus
tard).
Nous n'érivons pas ii les onditions de naturalité standards.
Dénition 2.3 (SMCC). Une atégorie monoïdale symétrique fermée (SMCC)3 est
une atégorie monoïdale symétrique 〈K,⊗, I, α, λ, γ〉 telle que, pour tout objet B de K,
le fonteur − ⊗ B possède un adjoint à droite noté B ⊸ − : pour tout objet B de K, il
existe un fonteur B⊸ − et deux transformations naturelles
2
En anglais : symmetri monoidal ategory
3
En anglais : symmetri monoidal losed ategory
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ηA,B : B → A⊸ (B ⊗ A) εA,B : (A⊸ B)⊗ A→ B.
qui sont l'unité et la o-unité de l'adjontion.
Conditions de ohérene : Fontorialité de⊸
Pour tous f : A→ B, f ′ : A′ → B′, g : B → C et g′ : B′ → C ′ on a :
1A⊸B = 1A ⊸ 1B (fct 1)
(f ⊸ g′) ◦ (g⊸ f ′) = (g ◦ f)⊸ (g′ ◦ f ′) (fct ◦).
D'après le théorème de Ma Lane ([17℄ p.102) sur les adjontions paramétrées, pour tout
morphisme f : B → B′ et pour tout objet A de K il existe un seul morphisme
f ⊸ 1A : B
′ ⊸ A→ B⊸ A




est naturelle en B. C'est le as si et seulement si, les olletions η et ε vérient les
onditions des tranformations naturelles généralisées (GNT) au sens de Eilenberg et Kelly
4
:
pour tout morphisme f : B → B′ et pout tout objet A,
(1B ⊸ (1A ⊗ f)) ◦ ηB,A = (f ⊸ (1A ⊗ 1B′)) ◦ ηB′,A (GNT η)
εB,A ◦ ((f ⊸ 1A)⊗ 1B) = εB′,A ◦ ((1B′ ⊸ 1A)⊗ f). (GNT ε)




















(B′ ⊸ A)⊗ B′ εB′,A
// A
On peut supposer que la olletion des fonteurs B ⊸ − : K → K est eetivement
étendue de la sorte qu'une SMCC est munie d'un bifonteur⊸ de
Kop ⊗ K vers K : son hom−fonteur interne. Finalement, en plus des isomorphismes
naturels induits par sa struture de SMC, une SMCC possède les isomorphismes suivants :
pour tout objets A,B et C de K,
(A⊗B)⊸ C ∼= A⊸ (B⊸ C)
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2.2 SMCC Libre
La SMCC libre F(A) sur un ensemble d'atomes A, dérite dans [23℄ et [2℄, a pour objets
des propositions et pour morphismes des lasses d'équivalene de séquents étiquetés. Les
propositions sont dénies réursivement par
P := a|I|P ⊗ P |P ⊸ P,
où a dénote un atome de A (nous omettrons les parenthèses externes). Les séquents
étiquetés sont des expressions de la forme f : A → B où A et B sont des propositions,
dérivées dans le alul de séquents suivant :
axiomes (séquents étiquetés primitifs)
1A : A→ A
αA,B,C : A⊗ (B ⊗ C)→ (A⊗ B)⊗ C α
−1
A,B,C : (A⊗ B)⊗ C → A⊗ (B ⊗ C)
λA : I ⊗A→ A λ
−1
A : A→ I ⊗A
ρA : A⊗ I → A ρ
−1
A : A→ A⊗ I
γA,B : A⊗B → B ⊗A
ηA,B : B → A⊸ (B ⊗ A) εA,B : (A⊸ B)⊗ A→ B
règles d'inférene (opérations sur les séquents étiquetés)
f : A→ B g : B → C
g ◦ f : A→ C
◦
f : A→ B g : C → D
f ⊗ g : A⊗ C → B ⊗D
⊗
f : A→ B g : C → D
f ⊸ g : B⊸ C → A⊸ D
⊸
Exemple 2.4. Les isomorphismes π : Hom(A ⊗ B,C) → Hom(A,B ⊸ C) et π−1 :
Hom(A,B ⊸ C) → Hom(A ⊗ B,C) qui orrespondent aux adjontions entre ⊗ et ⊸
sont dénies omme suit :




h : A→ B⊸ A⊗ B
1B : B → B f : A⊗B → C
1⊸ f : B⊸ A⊗ B → B⊸ C
(1B ⊸ f) ◦ hBA : A→ B⊸ C




g : A→ B⊸ C 1B : B → B
g ⊗ 1B : A⊗B → (B⊸ C)⊗B εB,C : (B⊸ C)⊗B → C
εB,C ◦ (g ⊗ AB) : A⊗ B → C
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Remarque 2.5. La dérivation d'un séquent étiqueté f : A → B est entièrement odée
par son étiquette f et peut être reonstruite à partir de ette étiquette. De sorte que nous
pouvons
 ne onsidérer que les étiquettes, -à-d. les termes de morphismes ;
 ne onsidérer que les dérivations.
Exemple 2.6. Considérons le séquent étiqueté f ⊸ g : B ⊸ C → A ⊸ D dû à
l'appliation de l'opération ⊸ aux deux séquents f : A → B et g : C → D. On peut





B⊸ C → A⊸ D
⊸ .
Ensuite on dénit sur les morphismes de F(A) une relation d'équivalene ≡, où ≡ est la
plus petite relation d'équivalene rendant deux séquents étiquetés égaux selon les groupes
des équivalenes de base qui orrespondent aux équations dénissant les SMCC 'est à
dire, pour tous f : A→ B, f ′ : A′ → B′, g : B → C et g′ : B′ → C ′
 Equivalenes orrepondantes à la dénition de atégories, par exemple :
1B ◦ f ≡ f ≡ f ◦ 1A (cat 1)
(h ◦ g) ◦ f ≡ h ◦ (g ◦ f) (cat ◦)
présentées sous forme de dérivations omme suit :
1A : A→ A
f : A→ B g : B → C
g ◦ f : A→ C
◦






1A : A→ A f : A→ B
A→ B
◦
f : A→ B






f : A→ B g : B → C
A→ C
◦
h : C → D
A→ D
◦
 Equivalenes orrespondantes à la fontorialité de ⊗ et⊸, par exemple :
(g ⊗ g′) ◦ (f ⊗ f ′) ≡
(fct ◦)
(g ◦ f)⊗ (g′ ◦ f ′)










B′ → C ′
B ⊗B′ → C ⊗ C ′
⊗












B′ → C ′
A′ → C ′
◦
A⊗ A′ → C ⊗ C ′
⊗
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 Conditions de naturalité et de naturalité généralisée, par exemple (GNT η) et (GNT ε).
 Conditions onernant les isomorphismes.
 Conditions de ohérene, par exemple l'hexagone de Ma-Lane, et...
En plus ette relation d'équivalene doit être une ongruene relativement aux ◦, ⊗ et
⊸.
Remarque 2.7. Pare que toutes les données omme αABC , ... ainsi que les onditions
mentionnées la-haut, sont des shémas par rapport à A,B et C, ette relation sera aussi
fermée par rapport à la substitution.
Dénition 2.8. Les morphismes de F(A) sont dénis omme les lasses d'équivalene de
la relation d'équivalene ≡ et dorénavant on va les appeler morphismes anoniques.
Cette relation d'équivalene ≡ munit F(A) d'une struture de atégorie SMC. La até-
gorie F(A) est libre de sorte que pour toute SMCC K, toute valuation v : A → Obj(K)
s'étend en un unique fonteur d'interprétation de SMCC V : F(A) → K tel que pour
tout atome a, V a = va.
Proposition 2.9 (Relation d'équivalene ≡ et interprétations). Soient ψ, φ : A→ B deux
morphismes de F(A), alors ψ ≡ φ si, et seulement si, V ψ = V φ pour toutes valuation v
dans toutes SMCC K.
La preuve de ette proposition est simple. Le fait que F(A) est libre implique V ψ = V φ
pour toute interprétation V . L'impliation dans l'autre sens est obtenue si on prend F(A)
omme K.
2.3 Polarités et équilibre [18℄
Pour toute proposition A, nous notons N (A) et P(A) les ensembles des ourrenes res-
petivement négatives et positives d'atome dans A, dénis réursivement par :
N (I) , ∅ et P(I) , ∅
N (a) , ∅ et P(a) , {a}
N (A⊗B) , N (A)
∐
N (B) et P(A⊗ B) , P(A)
∐
P(B)
N (A⊸ B) , P(A)
∐





désigne l'union disjointe. Un atome apparaît ave une polarité (ou variance) néga-
tive, resp. positive dans une proposition A si une ourrene de et atome appartient à
N (A), resp. à P(A).
Pour tout séquent A→ B, nous notons N (A→ B) et P(A → B) les ensembles d'our-
renes respetivement négatives et positives d'atomes dans A→ B, dénis (abusivement)
par
N (A→ B) , N (A⊸ B) et P(A→ B) , P(A⊸ B)
Un atome apparaît ave une polarité (ou variane) négative, resp. positive dans un séquent
A→ B si une ourrene de et atome appartient à N (A→ B), resp. à P(A→ B).
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Dénition 2.10. Un séquent est équilibré si tout atome y apparaissant présente exate-
ment une ourrene négative et une ourrene positive.
Exemple 2.11. Le séquent (b+ ⊸ c−)⊗ ((b− ⊸ c+)⊸ d−) → d+ où les signes + et −
désignent les polarités des atomes, est équilibré. En eet :
N [(b⊸ c)⊗ ((b⊸ c)⊸ d)→ d]







































de même pour P[(b⊸ c)⊗ ((b⊸ c)⊸ d)→ d].
Remarque 2.12. S'il y a plusieurs ourrenes du même atome, on peut les distinguer
en rajoutant des indexes.
2.4 Diversiation
Dans notre alul toute dérivation de séquent nal A→ B dénit une bijetion de N (A→
B) vers P(A→ B) où l'image d'une ourrene négative d'un atome par ette bijetion est
une ourrene positive du même atome. En partiulier, les ourrenes d'un même atome
peuvent être renommées relativement à ette bijetion de sorte que le séquent obtenu soit
équilibré (ette opération s'appelle diversiation). Notons que ette propriété est une
partiularité des SMCC libres. Elle n'est pas vériée, par exemple, dans la atégorie
artésienne fermée libre. Dans une SMCC non-libre peuvent exister des morphismes qui
ne orrespondent pas aux lasses d'équivalene de F(A), ainsi toute dérivation n'est pas
néessairement "diversiable" en une dérivation d'un séquent équilibré.
Exemple 2.13. Les axiomes,
1a⊗a : a⊗ a→ a⊗ a et γa : a⊗ a→ a⊗ a,
sont diversiables en 1b⊗c : b ⊗ c → b ⊗ c et γb,c : b ⊗ c → c ⊗ b respetivement. De la
même façon
γa,a⊸a : a⊗ (a⊸ a)→ (a⊸ a)⊗ a εa,a : (a⊸ a)⊗ a→ a
εa,a ◦ γa,a⊸a : a⊗ (a⊸ a)→ a
◦
est diversiable en εb,c ◦ γb,b⊸c : b⊗ (b⊸ c)→ c
Cette propriété est due au fait que tous les morphismes anoniques sont des omposants
des transformations naturelles généralisées (GNT ) sur F(A) dans le sens de Eilenberg et
Kelly (1966). La bijetion de N (A → B) vers P(A → B) qu'elle dénit orrespond au
graphe de Kelly et Ma Lane de ette GNT .
Considérons deux fonteurs F : A×Bop×B → D et G : A×Cop×C → D. Une olletion
σ des morphismes σA,B,C : F 〈A,B,B〉 → G〈A,C,C〉 dénit une GNT de F vers G si elle
est naturelle en respetant A dans le sens standard, et en respetant B, C dans le sens
généralisé suivant (f [7℄) : pour tous morphismes g : B → B′ et h : C → C ′ on a,
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σA,B′,C ◦ F 〈1A, 1B′, g〉 = σA,B,C ◦ F 〈1A, g, 1B〉 (GNT 1)
G〈1A, 1C, h〉 ◦ σA,B,C = G〈1A, h, 1C′〉 ◦ σA,B,C′ (GNT 2)
F 〈A,B′, B〉

















G〈A,C ′, C ′〉
G〈1A,h,1C′〉
// G〈A,C,C ′〉
Une GNT sur F(A) est une simpleGNT entre les deux fonteurs F : A×Bop×B → F(A)
et G : A × Cop × C → F(A), où A,B et C représentent ertains produits de atégories
F(A)p × (F(A)op)q. En partiulier (GNT ε) et (GNT η) sont des exemples de (GNT 1)
et (GNT 2) respetivement.
Remarque 2.14. Une dérivation diversiée de f : A → B dans le fragment symétrique
monoïdale de F(A) est une dérivation telle que, haque atome apparait exatement une
fois dans A et une fois dans B et les signes sont opposés.
Conlusion 2.4.1. Si on ne mentionne pas le ontraire, les séquents étudiés plus tard
sont des séquents équilibrés.
2.4.1 Quelques résultats onnus sur F(A)
Dénition 2.15 (Isomorphismes entraux). Les morphismes anoniques, obtenus par ⊗
et ◦ à partir de αABC , α
−1
ABC , ρA, ρ
−1
A , γAB et idA, sont appelés des isomorphismes entraux.
Proposition 2.16 (voir [12℄). Deux isomorphismes entraux ψ, φ : A→ B ave A → B
un séquent équilibré sont équivalents par rapport à ≡.
Une formule est dite onstante si elle ne ontient auun atome (elle est formée de I
seulement).
Proposition 2.17 (Une reformulation du théorème prinipal de [12℄). Si ψ, φ : A → B
sont des morphismes anoniques, ave A → B séquent équilibré qui ne ontient auune
sous-formule de la forme C ⊸ D où D est onstante et C ne l'est pas, alors ψ ≡ φ.
On pourrait iter aussi le travail de Voradou [26℄ qui a proposé la notion d'une parie
ritique et une a approhe pour vérier la ommutativité de diagrammes de SMCC libre
en général, mais nous allons disuter son travail plus en détail plus bas.
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2.5 Autres équivalenes dénissant la struture de SMCC
sur F(A)
Le ontenu de ette sétion est basé essentiellement sur [18℄. Dans ette setion on étudie
des autres relations d'équivalene sur les morphismes de F(A). Le symbole ∼ représente
n'importe quelle relation d'équivalene, telle qu'elle ontient ≡, respete les graphes et est
une ongruene relativement aux règles ⊗,⊸ et ◦. Evidemment une relation d'équivalene
omme elle-là dénit une struture de SMCC sur F(A), pare que toutes les onditions
de la dénition de SMCC seront respetées.
Dénition 2.18 (Equivalenes substitutives). Une relation d'équivalene ∼ est dite sub-
stitutive si elle est stable par toute substitution des propositions pour les atomes.
On a deux façons d'expliquer une relation d'équivalene substitutive : Soient f et g deux
morphismes anoniques de F (A)
 Soit σ = [A1, ..., Ak/a1, ..., ak] une substitution des propositions A1, ..., Ak pour les
atomes a1, ..., ak. Alors f ∼ g ⇒ σ ∗ f ∼ σ ∗ g où on note le résultat de la substi-
tution par σ ∗ f et σ ∗ g
 Pour toute valuation u : A → Obj(F(A)), s'étend en un unique fonteur U : F(A) →
F(A). Si ∼ est substitutive on a : f ∼ g ⇒ Uf ∼ Ug, e qui nous permet de défénir le
fonteur U/ ∼: F(A)/ ∼→ F(A)/ ∼.
2.5.1 Equivalenes sémantiques
Soit K une atégorie SMC xe. On dénit :
 L'équivalene ∼v, induite par les égalités des morphismes anoniques via une seule
valuation v : A → Obj(K), telle que f ∼v g si et seulement si V f = V g ;
 L'équivalene ∼∀ induite par l'égalité des morphismes anoniques via n'importe quelle
valuation v : A → Obj(K), 'est à dire que f ∼∀ g si et seulement si ∀ v : A → Obj(K),
f ∼v g. (C'est l'intersetion des ∼v)
 l'équivalene ∼GNT induite par l'interprétation standard v(a) = 1K dans les atégories
des GNT s sur K, on peut vérier que f ∼GNT g si et seulement si
 f et g sont diversiables dans deux dérivations f et g du même séquent équilibré ;
 f ∼∀ g.
Évidemment, pour une SMCC K xée et pour n'importe quelle valuation v on a :
≡⊆∼GNT⊆∼∀⊆∼v. N'importe quelle équivalene parmi elles, est une ongruene rela-
tivement aux ◦,⊗ et⊸, telle que la atégorie F(A)/ ∼ est une SMCC.
Proposition 2.19. Les deux relations d'équivalene ∼∀ et ∼GNT sont des équivalenes
substitutives, par ontre ∼v ne l'est pas généralement.
Preuve :
∼∀ : Soit K une SMCC et soit u : A → Obj(F(A)) une valuation qui represente une
substitution σ tel que u(ai) = Ai. Soit v : A → Obj(K) une valuation arbitraire qui
s'étend en un fonteur d'interprétation V : F (A)→ K. Puisque V (Ai) ∈ Obj(K) alors
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v′(ai) := V (u(ai)) ∈ Obj(K). Soient f et g deux morphismes ave f ∼∀ g, alors f ∼v′ g,
alors V (σ ∗ f) = V (σ ∗ g) alors σ ∗ f ∼∀ σ ∗ g.
∼GNT : la substituvité de ∼GNT est la onséquene de la possibilité de dénir ∼GNT
utilisant la diversiation et ∼∀.
∼v : Considérons la valuation v : A → Obj(F(A)) telle que va = I, vb 6= I et V (1b⊗b) 6=
V (γb,b) pour a, b deux atomes deA, don 1a⊗a et γa,a sont∼v-équivalentes mais 1a⊗a.[b/a]
et γa,a.[b/a] ne le sont pas.
2.5.2 Équivalenes syntaxiques
Soit P un ensemble de paires 〈f, g〉 de dérivations dans F(A) tel que f et g ont le même
séquent nal.
 La relation syntaxique ∼P engendrée par P est la plus petite relation d'équivalene qui
ontient ≡ et P, et qui est une ongruene relativement aux ◦, ⊗ et⊸.
 la relation syntaxique substitutive ∼⋆P engendrée par P est la plus petite relation d'équi-
valene substitutive qui ontient ≡ et P, et qui est une ongruene relativement aux
◦,⊗ et⊸.
La relation syntaxique ∼P engendrée par P peut être présentée omme une ∼ derivable






f ∼ g g ∼ h
f ∼ h
,
〈f, g, 〉 ∈≡
f ∼ g
,
〈f, g〉 ∈ P
f ∼ g
,
f ∼ g f ′ ∼ g′
f ′ ◦ f ∼ g ◦ g′
,
f ∼ g f ′ ∼ g′
f ⊗ f ′ ∼ g ⊗ g′
,
f ∼ g f ′ ∼ g′




P ( en partiulier, ≡ peut être vue omme une équivalene syn-
taxique engendrée par l'ensemble vide P = ∅). Chaque relation d'équivalene ∼ parmi es
trois relations donne naissane à une SMCC, F(A)/ ∼.
2.5.3 Relations sémantiques en tant que relations syntaxiques
Soit C une SMCC.
• Pour toute valuation v : A → Obj(C), soit Pv l'ensemble formé par les paires des
dérivations ∼v-équivalentes dans F(A). La relation ∼v oïnide trivialement ave la
relation syntaxique ∼Pv engendrée par Pv.
• De la même façon soit P∀ l'ensemble formé par les paires de dérivations ∼∀-équivalentes
dans F(A).Alors ∼∀ oïnide ave la relation syntaxique substitutive ∼⋆P∀ engendrée
par P∀.
• Finalement, soit PGNT l'ensemble formé par les paires de dérivations∼GNT -équivalentes
dans F(A). Alors ∼GNT oïnide ave la relation syntaxique substitutive ∼⋆PGNT engen-
drée par PGNT .
Ainsi haque relation d'équivalene sémantique relativement à une SMCC C peut être
vue omme une relation d'équivalene syntaxique (substitutive si possible) engendrée par
un ensemble P de paires 〈f, g〉 des dérivations de F(A) telles que f et g sont de même
séquent nal.
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En titre d'exemple, onsidérons C omme une SMCC ave :
 Un objet zéro 0 (terminal et initial en même temps) non-isomorphe à I mais isomorphe
à tout objet de la forme 0⊗ A, 0⊸ A et A⊸ O ;
 Un bi-fonteur + : C × C → C muni de deux morphismes ιi : Ai → A1 + A2 et
πj : A1 + A2 → Aj (i, j = 1, 2) tels que : πi ◦ ιi = 1Ai et πj ◦ ιi = 0Ai,Aj pour i 6= j
où 0Ai,Aj est la omposition des morphismes zéro Ai → 0→ Aj .
Pour toute famille {Ai}1≤i≤n de propositions, soit
∑n
k=1Ak la somme la plus parenthèsée
à gauhe des propositions dans {Ak}1≤k≤n. Pour tout 1 ≤ i ≤ n l'injetion
ιi : Ai →
∑n
k=1Ak et la projetion πi :
∑n
k=1Ak → Ai sont dénies d'une façon évidente
telles que πi ◦ ιi = 1Ai et πj ◦ ιi = 0Ai,Aj pour i 6= j.
Proposition 2.20. Les deux relations d'équivalene ∼∀ et ∼GNT dénies relativement à
C oïnident.
Preuve : [18℄
Cette proposition nous permet de onsidérer seulement les équations entre des dérivations
de séquents équilibrés dans le as de l'interprétation dans C satisfaisant es onditions,
par exemple, toute atégorie de modules au dessus d'un anneau ommutatif ave unité
(plus somme direte).
2.6 La SMCC libre omme système de séquent à la
Gentzen
On s'est interessé à présenter F(A) en utilisant des règles et des axiomes algébriques
omme préédement pare que ela va nous permettre d'ouvrir d'autres hemins vers
d'autres formulations en utilisant des systèmes de règles et axiomes diérents.
On onsidère dans ette setion une de es formulations : elle du alul des séquents selon
un fragment multipliatif intuitionniste de la logique linéaire.
2.6.1 IMLL ave unité
Nous onvertissons F(A) en un système de séquents à la Gentzen L(A) dont les formules
sont les mêmes que dans F(A). Le système L(A) est déni par les règles et les axiomes
suivants. Le alul peut être onsidéré omme un fragment multipliatif intuitionniste
ave unité de la logique linéaire. (Voir [8℄).
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Γ→ A A,∆→ B
Γ,∆→ B
cut







Γ→ A ∆→ B
Γ,∆→ A⊗B
⊗R






Ii Γ,∆ et Σ sont des multi-ensembles des formules ; A,B et C sont des formules. Nous
référons à es règles sous les noms de :
cut : oupure (omposition)
⊗L : introdution du produit à gauhe
⊗R : introdution du produit à droite
⊸L: introdution de l'impliation à gauhe
⊸R: introdution de l'impliation à droite
wkn : aaiblissement
Notons que dans notre formulation un axiome→ I et la règle wkn à deux premisses sont
utilisés. Un règle de I-ontration
I,Γ→ A
Γ→ A
peut être introduite omme une règle derivée
→ I I,Γ→ A
Γ→ A
.




vue omme l'appliation de wkn à deux premisses
I → I Γ→ A
I,Γ→ A
.







mais téhniquement notre présentation est mieux vis-à-vis de l'élimination de la oupure.)
Nous allons parfois onsidérer des dérivations ave es deux règles vues omme des règles
dérivées.
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Remarque 2.21. La formulation des règles d'inférene suggère que elles-i sont appli-
ables à des séquents. Nous les omprenons omme appliables à des dérivations. Nous
appelons inférene l'appliation d'une règle d'inférene et désignons une inférene parti-
ulière par la règle à laquelle elle orrespond (.à.d. cut, ⊗L, ⊗R, ⊸L ou ⊸R). Par abus
de langage nous appelons prémisse d'une inférene (r) à la fois
 une dérivation à laquelle (r) est appliquée,
 le séquent nal de ette dérivation.
La proposition introduite par une inférene ⊗L, ⊗R, ⊸L ou ⊸R est appelée formule
prinipale ; les propositions impliquées dans la onstrution de la formule prinipale sont
appelées formules atives. La formule A ommune aux prémisses d'une oupure cut est
appelée la formule de la oupure.
Dans le système
−→
L (A) que nous allons onsidérer maintenant, les premisses gauhes des
séquents sont des listes de formules (où on prend en ompte l'ordre des formules) et pas
des multiensembles (où l'ordre des formules ne joue pas un rle). On a les mêmes règles




est ajoutée (où Γ′ est n'importe quelle permutation des formules de la liste Γ).
La onversion entre F(A) et
−→
L (A) aura lieu via deux transformations (f [23℄) : la trans-
formationD de F(A)-dérivations vers
−→
L (A)-dérivations et la transformation C de
−→
L (A)-
dérivations vers F(A)-dérivations. Ces deux transformations sont dénies réursivement
sur la onstrution des dérivations dans F(A) et
−→
L (A) respetivement.
Par suite, D(IdA : A → A) = A → A, des autres axiomes de F(A) sont remplaés par
















A,C → B ⊗D
⊗R
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La desription de C est plus ompliquée (voir [25℄). Soient a1, ..., an des atomes diérents.
Pour toutes formules C et C ′ onstruites par ⊗ à partir de a1, ..., an, prises dans un ordre
arbitraire (haque atome apparait une seule fois dans haque formule), ave une possibilité
d'ajouter l'unité I, il existe (relativement à ≡) un seul isomorphisme entral ζ : C → C ′.




[A1/a1, ..., An/an]C = D, [A1/a1, ..., An/an]C
′ = D′,
alors le morphisme
[A1/a1, ..., An/an]ζ : D → D′
est aussi un isomorphisme entral.
Soit Φ(Γ) la formule (...((I ⊗A1)⊗A2)...⊗An) pour Γ = A1, ..., An non-vide, et I sinon.
Pour ψ : A→ B, ϕ : A⊗ B → C et ϕ′ : A→ B⊸ C on note
〈ψ〉⇋ ǫBC ◦ (idB⊸C ⊗ ψ) : (B⊸ C)⊗A→ C
et on rappelle que
πABC(ϕ)⇋ (idA ⊸ ϕ) ◦ ηB,A : A→ B⊸ C
π−1ABC(ϕ
′)⇋ εBC ◦ (ϕ
′ ⊗ idB) : A⊗ B → C.
Dans les desriptions qui suivent on onsidère ψ et φ omme
−→
L -dérivations et ζ un
isomorphisme entral déni de la même façon que préédemment (il peut être diérent
dans des plaes diérentes) :
C(A→ A) = ρA : A⊗ I → A ;








= π(C(ψ) ◦ ζ ◦ γφ(Γ),A) : Φ(Γ)→ (A⊸ B),








Γ, A, A⊸ B,∆→ C
)
= (C(φ) ◦ (〈C(ψ)〉 ⊗ idΦ(∆)) ◦ ζ : Φ(Γ, A⊸ B,∆)→ C,










= C(ψ)⊗C(φ) ◦ ζ : Φ(Γ,∆)→ B ⊗ A,








= C(ψ) ◦ α−1
ABΦ(Γ) : Φ((A⊗ B),Γ)→ C,
ave Φ(A,B,Γ) = A⊗ (B ⊗ Φ(Γ)) ;










= λB ◦ ((C(ψ)⊗C(φ)) ◦ ζ) : Φ(Σ,Γ)→ B,








= C(ψ) ◦ ζ : Φ(Γ′)→ B,










= (C(φ) ◦ (C(ψ)⊗ 1Φ(∆))) ◦ ζ : Φ(Γ,∆)→ B,
ave ζ : Φ(Γ,∆)→ Φ(Γ)⊗ Φ(∆).
On peut utiliser les diagrammes pour représenter les dérivations qui résultent de F(A),
























Lemme 2.22. Pour tout morphisme ψ : A→ B dans F(A), on a C(D(ψ)) ≡ ψ.
La transformation D peut être utilisée pour transformer les morphismes anoniques en
dérivations dans le alul L(A) sans respeter l'ordre des formules dans la prémisse gauhe.
Toute dérivation ψ de séquent nal Γ → A dans L(A) peut être transformée en une
dérivation de
−→
L (A) en respetant l'ordre des formules dans la prémisse gauhe et en
ajoutant une inférene néessaire perm. La transformation C peut être aussi utilisée
pour transformer la dérivation ainsi obtenue en un morphisme anonique. En prenant en
ompte "oherene of entrals", on peut vérier failement que les lasses d'équivalene
de e dernier morphisme anonique peuvent être inuenées par l'ordre des formules de
la prémisse gauhe du séquent nal, et, si et ordre est hangé, le morphisme anonique
formé par la omposition des isomorphismes entraux dépend seulement de e hangement
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et pas de ψ. On peut dénir la transformation C−→
Γ
pour la dérivation de séquent nal
Γ→ A (ette transformation dépend seulement de l'ordre des formules dans
−→
Γ ).





Γ′′ deux formules onstruites moyennant deux permutations diérentes des











Dénition 2.24. Soient φ et φ′ deux dérivations du même séquent nal dans
−→
L (A).






Γ est onstruite par une permutation donnée des
formules de Γ.
D'après le Lemme 2.22 on onstate qu'il sut de onsidérer les L(A)-dérivations.
Remarque 2.25. L'interprétation V pour L(A) est dénie omme la omposition de
l'interprétation déjà dénie pour F(A) ave C. Pour ne pas être géné par l'ordre des
formules des prémisses gauhes des séquents on suppose qu'il y a un ordre xé. (Comme
montré plus haut, le hoix de l'ordre n'a pas d'inuene sur le alul).
2.6.2 Quelques résultats onnus sur L(A)
La relation d'équivalene ≡ est dénie sur les dérivations de L(A) relativement aux
axiomes de SMCC via la transformation C. Toutes les relations d'équivalene ∼ qui
dénissent une struture de SMCC sur L(A) sont dénies en ajoutant ertains axiomes
(équivalene entre les dérivations) aux axiomes des SMCC. Les relations peuvent aussi
être dénies via un fonteur d'interpretation V relativement à une SMCC K et à une
valuation v.
Théorème 2.26. (Théorème de Kelly-Ma Lane fomulé pour le système L) Soit S un
séquent équilibré qui ne ontient auune formule de la forme C ⊸ D où D est une fromule
onstante et C ne l'est pas. Alors toutes es dérivations sont ≡ −équivalentes.
Comme dans le as de F(A), la ommutativté n'est pas garantie si l'hypothèse n'est pas
respetée.
Exemple 2.27. Prenons le diagramme "Triple dual"
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où a est une variable et ka = (1 ⊸ ea,I) ◦ da(a⊸I) : a → (a ⊸ I) ⊸ I est "l'injetion
anonique" de a dans son dual du deuxième degré ((a⊸ I)⊸ I).
Nous onnaissons que e diagramme n'est pas ommutatif (voir l'introdution). Dans L(A)
e diagramme orrespond à la paire de dérivations non-équivalentes du séquent nal
((a⊸ I)⊸ I)⊸ I → ((a⊸ I)⊸ I)⊸ I
Si on passe aux dérivations ave des axiomes atomiques a → a, tous les deux vont se
terminer par ⊸R. On peut omettre ette règle ommune et on passe à deux dérivations
non-équivalentes de séquent nal
((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I
obtenues par deux appliations ⊸L diérentes :
1(a⊸I)⊸I

a→ a I → I
a, a⊸ I → I
⊸L




a⊸ I, (a⊸ I)⊸ I → I
⊸L




(a⊸ I)⊸ I, ((a⊸ I)⊸ I)⊸ I → I
⊸L




a→ a I → I
a, a⊸ I → I
⊸L




a, ((a⊸ I)⊸ I)⊸ I → I
⊸L




((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I
⊸L
On fera référene à ette paire sous le nom de paire "triple-dual".
Le système L(A) en diérene de F(A), est un fragment bien onnu de la logique linéaire
(sauf que dans la logique linéaire on onsidère rarement les équivalenes de dérivations).
De e fait, la représentation des diagrammes par les paires de dérivations de L(A) permet
l'utilisation des méthodes de la théorie de la démonstration dans le adre de l'étude de la
ommutativité de diagrammes.
On peut reformuler pour L(A) la dénition de divers types des relations d'équivalene
du hapitre préédent ∼v, ∼∀ et ∼GNT . Etant donné une valuation v : A → Obj(K),
l'interprétation V est dénit omme omposition de C : L(A) → F(A) et le fonteur V
déni pour F (A).
Cela présente la dénition sémantique de es relations. La dénition syntaxique se fait
de manière similaire (voir hapitre préédent) omme la plus petite relation d'équivalene
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satisfaisant ertains axiomes.
Maintenant les questions posées pour F(A) (simpliation de l'axiomatisation, et...)
peuvent être traitées de manière beauoup plus onvenable dans la formulation pour
L(A), grâe à l'utilisation de méthodes de la théorie de la preuve.
Introduisons aussi ertaines notions onernant la struture des séquents et dérivations
de L(A) qui vont permettre de donner les formulations plus préises et détaillées.
On va voir qu'il existe une intéressante axiomatisation anonique pour les relations de
type ∼nat (axiomatisation par les paires ritiques expliquées plus tard), mais d'abord on
va dérire quelques transformations très utiles qui préservent l'équivalene des dérivations.
Commençons par l'élimination de la oupure et quelques simpliations de dédution.
Cette méthode nous permet d'éliminer quelques règles d'inférene pour failiter l'analyse
des dérivations en onservant l'équivalene.
Elimination de la oupure
Une oupure (cut) peut être "poussée" par permutations vers le haut d'une dérivation
jusqu'à e que se présente l'un des as suivants :
1. les prémisses sont des axiomes.
2. la formule de la oupure est la formule prinipale de la dernière inférene de haune
des prémisses.
Dans es as-là, la oupure est rédutible (nous ne donnons pas la preuve détaillée, mais
on présente juste quelques as en titre d'exemple) :
1-rédution (x désigne un atome ou l'unité I)
x→ x1 x→ x1
x→ x
































Γ, A⊸ B,Θ→ C
⊸L
Γ,∆,Θ→ C
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Lemme 2.28. Soient φ et φ′ deux dérivations du même séquent telles que φ′ est obtenue
à partir de φ par élimination de la oupure. Alors φ et φ′ sont ≡-équivalentes.
Finalement, par permutation et rédutions, toute oupure peut être éliminée.
Lemme 2.29 (Composition). Soient γ et δ deux dérivations sans oupure de séquents
nals Γ → A et A,∆ → B respetivement. Soit ψ la dérivation obtenue par oupure des







Alors ψ est ≡-équivalente à une dérivation sans oupure notée δ ◦ γ du même séquent
nal, que nous appelons la omposée de γ et δ.
Quelques simpliations de dédutions
Tout d'abord on peut évidemment supprimer tous les appliations triviales de wkn
→ I Γ→ A
Γ→ A
.
Après, on peut remplaer des appliations suessives de permutation perm par une seule
appliation. Comme onséquent, on a au maximum une appliation de perm entre les
appliations ⊗L, ⊗R,⊸L,⊸R et wkn.
Remarque 2.30. Pour haque séquent il n'existe que de nombre ni de dédutions sans
oupure de la forme dérite i-dessus.
Convention. Au futur nous allons supposer que toutes les dérivations sans oupure vont
satifaire les onditions dérites i-dessus.
Permutation des règles d'inférene
Considérons maintenant les simpliations de dérivations qui deviennent possibles grâe
aux permutations des règles d'inférene. Méhats a montré dans [18℄ que la relation ≡
orrespond à la relation dénie par permutations des règles (de type Kleene), mais ii
nous allons esquisser les possibilités de simpliation de dérivations omme une partie de
l'alogrithme de déision proposé dans [24℄.
Dans la plupart de as ( à l'exeption des as qui mènent aux paires ritiques) les dériva-
tions de même séquent peuvent être "uniformisées", 'est à dire, ils sont ≡-équivalentes
aux dérivations qui ont la même règle nale ( de même formule prinipale).
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Lemme 2.31. Soit φ une dérivation de séquent nal Γ→ A⊸ B. Alors φ ≡ φ′ où φ′ a
(⊸R) omme dernière règle d'inférene.
Lemme 2.32. Soit ψ une dérivation de séquent nal de la forme Γ, A⊗B,∆→ C. Alors
ψ ≡ ψ′ où ψ′ a (⊗L) omme dernière règle d'inférene.
Lemme 2.33. Soit
θ :
γ : Γ→ A δ : B,∆→ C
Γ, A⊸ B,∆→ C
⊸L
une sous-dérivation d'une dérivation Θ du séquent nal Γ, A⊸ B,Σ→ D. Alors Θ ≡ Θ′
où Θ′ se termine par
γ : Γ→ A δ′ : B,Σ→ D
Γ, A⊸ B,Σ→ D
⊸L .
Lemme 2.34. Soit φ une dérivation de séquent nal Γ1,Γ2 → A ⊗ B où Γ1 → A et





Γ1,Γ2 → A⊗ B
⊗R
Lemme 2.35. Soit ψ une dérivation de séquent nal ∆1,∆2 → A, ∆1 → I équilibré en
plus les deux séquents ∆1 → I et ∆2 → A n'ont auun atome en ommun. Alors ψ ≡ ψ
′







Remarque 2.36. Tous es lemmes sont démontrés par permutation de règles d'inférene
qui preservent l'équivalene (voir [18℄).
Puriation
Dénition 2.37. un séquent est dit pur s'il ne ontient auune sous-formule de la forme
I ⊗ A, A⊗ I et I ⊸ A.
Soient Γ → C un séquent impur et φ une dérivation de e séquent. Si Γ ontient une
proposition de la forme B[I ⊗ A] alors le ontexte du séquent nal de la omposée de
l'isomorphisme B[A] → B[I ⊗ A] et de φ ne la ontient plus. De même, si le suédant
c est de la forme B[I ⊗ A] alors le suédant du séquent nal de la omposée de φ et de
l'isomorphisme B[I ⊗ A] → B[A] est de la forme B[A]. Des ompositions similaires sont
possibles dans les as de formules impures de la forme B[I ⊗ A] ou B[I ⊸ A] de sorte
que nous pouvons assoier à toute dérivation φ d'un séquent impur une dérivation ψ d'un
séquent pur. Nous appelons e proédé la puriation de φ.
Proposition 2.38 (Puriation). Soit ∼ une relation d'équivalene (ontenant ≡) sur
les dérivations qui est une ongruene substitutive. Soient φ et φ′ deux dérivations du
même séquent nal Γ → C. Alors φ et φ′ sont "puriables" par omposition en deux
dérivations ψ et ψ′ du même séquent pur telles que φ et φ′ sont ∼-équivalentes ssi ψ et
ψ′ sont ∼-équivalentes. En partiulier, ∼ est stable par puriation.
2.6 La SMCC libre omme système de séquent à la Gentzen 31
Preuve : [18℄
Convention 2.39 (pureté). Dorénavant, nous ne onsidérons que des dérivations
1- de séquent purs,
2- ne ontenant pas de sous-dérivation du séquent → I
Remarque 2.40. Par pureté, tout axiome I → I d'une dérivation est
 soit la prémisse (gauhe ou droite) d'une inférene wkn,
 soit la prémisse droite d'une inférene ⊸L.
Rédution au 2-séquent
C'est une méthode très utile qui permet de réduire le nombre de onneteurs dans les
membres des séquents. Ce qui est peut être enore plus important, les membres d'un
2-séquent ne peuvent prendre qu'un nombre ni de formes diérentes [24℄.
Dénition 2.41. Un séquent Γ→ A est appelé 2-séquent si
 toute proposition de son ontexte Γ ontient aux plus deux onneteurs ;
 son suédant A ontient au plus un onneteur.
Dénition 2.42. Un séquent est appelé 2-séquent pur si toute proposition d'un ontexte
Γ a une des formes suivantes :
a, a⊗ b, a⊸ x,
a⊸ (b⊗ c), (a⊗ b)⊸ x, (a⊸ x)⊸ y
où a, b et c désignent des atomes, x et y désignent l'unité I ou des atomes, tandis que son
suédant A est de la forme
x, a⊗ b ou a⊸ x
où x désigne l'unité I ou un atome.
Nous allons faire une exeption : le séquent I → I est onsidéré omme un séquent pur.
Dénition 2.43. Soient φ une dérivation d'un séquent Γ → A et σ une substitution de
l'unité (.à.d. telle que l'image d'un atome de son support est l'unité I). Nous notons σ⋆φ
la dérivation obtenue par
 applliation d'σ à φ ;
 puriation
Lemme 2.44. Toute dérivation sans oupure d'un 2-séquent pur et équilibré ontient
seulement des 2-séquents purs et équilibrés.
Démonstration. Par indution sur φ.
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Expliquons maintenant l'idée générale de la rédution au 2-séquent.
Toute dérivation peut être transformée en une dérivation de 2-séquent en utilisant deux








Γ, B⊸ p→ p
(p nouveau)
et cut (omposition) ave une prémisse gauhe de la forme
p⊸ C,A[p]→ A[C]
ou
C ⊸ p, A[p]→ A[C] (p nouveau).
Remarquons que l'existene d'une dérivation standard de séquent de tel type est bien
onnue. Il existe aussi une transformation inverse qui peut être obtenue en utilisant des
substitutions [C/p] et cut ave → C ⊸ C (cut peut toujours être éliminé). La rédution
à 2-séquent se fait par l'appliation de la première opération et l'utilisation répétée de la
deuxième. A la n on rajoute les ompositions ave des isomorphismes pour puriation
et pour spéialiser enore la forme des formules. Par exemple la formule a ⊸ (b ⊸ x)
peut être remplaée par a⊗ b⊸ x. Le séquent ainsi obtenu dépend seulement du séquent
Γ→ B et pas de la dérivation. Notons que l'équilibre est onservé.
Théorème 2.45 (Rédution aux 2-séquents.). Soit ∼ une relation d'équivalene (onte-
nant ≡) sur les dérivations qui est une ongruene substitutive. Soient d1 et d2 deux
dérivations du même séquent nal S. Alors il existe deux dérivations d′1 et d
′
2 du même
2−séquent pur S ′(équilibré si S l'etait) telles que d1 et d2 sont ∼-équivalentes si et seule-




Voreadou dans son travail [26℄ a exhibé un lien entre les dérivations non-équivalentes et
l'appliation de la règle d'inférene ⊸L. Elle a introduit la notion d'une paire ritique
(le alul étudié par Voreadou était prohe à F(A), et la formulation était diile). En
termes de dédutions de L(A), la propriété essentielle d'une paire ritique est que les deux
dérivations ont ⊸L omme dernière règle d'inférene dans laquelle la formule prinipale
de l'un appartient à la prémisse gauhe de l'autre.
Dans la formulation pour les dérivations de L(A) réstreinte à 2-séquent, proposée par
Soloviev [22℄, la dénition d'une paire ritique est la suivante.
Dénition 2.46. Une paire de dérivations du même 2-séquent pur et équilibré S =
Γ, A′ ⊸ I, A⊸ I → I est une paire ritique si
(1) d1 ≡
Γ, A′ ⊸ I
d′1→ A I → I
Γ, A′ ⊸ I, A⊸ I → I
⊸L, d2 ≡
Γ, A⊸ I
d′2→ A′ I → I
Γ, A′ ⊸ I, A⊸ I → I
⊸L, perm;
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(2) toute dérivation sans oupure de S ne se termine que par une inférene de ⊸L
(3) les dérivations d′1 et d
′
2 ne sont pas ≡-équivalentes à des dérivations qui se terminent
par une inférene ⊸L.
La paire ritique est appelée mininimale si Γ ne ontient auune formule de la forme a
où a est un atome.
Tenant ompte de toutes les onditions 1-3, on peut failement déduire que A ne peut
prendre que deux formes (a⊸ I ou (a⊸ b) et la même hose pour A′.
Le théorème prinipale onernant l'équivalene des preuves et des paires ritiques a été
formulé dans [22℄ omme suit. (La néessité de modier la formulation de [26℄ s'éxplique
par une erreur dans un lemme de Voreadou. La preuve de e théorème dans [22℄ ne dépend
pas de la preuve de Voreadou).
Théorème 2.47 ([22℄). Soient d1, d2 : Γ → B deux dérivations de même séquent nal.
Alors d1 ≡ d2 si et seulement si il n'existe auune substitution σ de I pour les variables
telle que σ ∗ d1 et σ ∗ d2 forment une paire ritique.
Exemple 2.48. On reprend la paire de dérivations 〈ψ, ψ′〉, "triple-dual" de l'exemple
2.27. Cette paire est déjà une paire ritique minimale, sans auune substitution.
1(a⊸I)⊸I

a→ a I → I
a, a⊸ I → I
⊸L
a⊸ I → a⊸ I
⊸R
I → I
a⊸ I, (a⊸ I)⊸ I → I
⊸L
(a⊸ I)⊸ I → (a⊸ I)⊸ I
⊸R
I → I




a→ a I → I
a, a⊸ I → I
⊸L
a→ (a⊸ I)⊸ I
⊸R
I → I
a, ((a⊸ I)⊸ I)⊸ I → I
⊸L
((a⊸ I)⊸ I)⊸ I → a⊸ I
⊸R
I → I
((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I
⊸L
les onditions (2) et (3) de la paire ritique peuvent être failement vérié par onsidéra-
tion de tous les L(A)-dérivations sans oupure possibles de es séquents.
Remarque 2.49 (La diérene entre e théorème et le théorème de Voreadou.). Dans
e théortème on utilise la substitution tandis qu'elle proposait de onstruire les paires de
dérivations non-équivalentes à partir des paires ritiques en utilisant les règles d'inférene.
Ce théorème permet le développement des alogrithmes de vériation de l'équivalene de
dérivations de L(A) (ommutativité de diagrammes orrespondants)
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2.7 Pleine ohérene et onjeture du "triple-dual"
Le problème de pleine ohérene peut être formulé de maniére générale omme suit.
Quelles équations entre dérivations il faut rajouter (quels diagrammes doivent être om-
mutatifs) pour que tous les dérivations de même séquent équilibré deviennent équivalentes
(tous les diagrammes de GNT deviennent ommutatif).
On a déja vu que le diagramme "triple-dual" n'est pas ommutatif, et ette non-ommutativité
peut être démontrée d'une façon formelle (relativement à la relation d'équivalene ≡). Il
est non-ommutatif aussi dans plusieurs modèles onrèts des SMCC non-libres omme la
atégorie des espaes vetoriels ou ertaines SMCC des modules sur un anneau ave unité.
En même temps, si le diagramme de triple dual est ommutatif, beauoup d'autres dia-
grammes deviennent ommutatifs omme onséquene (en fait, tous les diagrammes qu'on
a pu vérier ,voir dernier hapitre). Cela parle en faveur de la onjeture suivante.
2.7.1 Conjeture de triple-dual
Conjeture 2.7.1. La ommutativité du diagramme triple-dual implique la ommutativité
de tous les diagrammes des morphismes anoniques f, g : Γ → B ave Γ → B équilibré.
Plus préisément : soit ∼ la plus petite relation d'équivalene substitutive satifaisant à
tous les axiomes de SMCC qui ontient ≡, et qui est engendrée par la paire "triple-dual".
Alors pour tout f, g : Γ→ B ave Γ→ B équilibré dans L(A) on a f ∼ g.
Le théorème qui suit est un argument en faveur de ette onjeture.
Théorème 2.50. Si ∼ est la plus petite relation d'équivalene substitutive satifaisant aux
axiomes de SMCC et telle que, le diagramme triple-dual est ommutatif par rapport à ∼,
et pour tout f, g et pour tout atome a
(⋆) [a⊸ I/a]f ∼ [a⊸ I/a]g ⇒ f ∼ g.
Alors f ∼ g pour tout f, g : Γ→ B ave f, g ayant le même graphe.
Dans le hapitre suivant on étudie ette onjeture et on prépare la voie pour vérier
que les diagrammes qui n'ont pas plus de deux ou trois variables deviennent ommutatifs
omme onséquene de la ommutativité du diagramme du "triple-dual".
Chapitre 3
Les méthodes de vériation de la
ommutativité des diagrammes dans les
SMCC libres et non-libres
3.1 Vériation de la ommutativité des diagrammes
dans une atégorie quelonque
En mathématiques, et plus spéialement dans les appliations de la théorie des atégories,
un diagramme ommutatif est un diagramme d'objets et de morphismes tels que, lorsque
l'on hoisit deux objets, on peut suivre un hemin quelonque de l'un à l'autre à travers
le diagramme et obtenir le même résultat par omposition des morphismes.
Par exemple, onsidérons la atégorie des groupes. Le premier théorème de l'isomorphisme




















Puisque f = h◦ϕ, le diagramme de gauhe est ommutatif ; puisque ϕ = k ◦f , il en est de
même pour le diagramme de droite. Sur le diagramme de gauhe, il est possible d'aller de
G à Imf par deux hemins diérents : soit diretement grâe à l'appliation f , soit par
omposition des appliations h et ϕ . De même, le diagramme de droite est ommutatif,
puisqu'on peut aller de G à G/ ker (f) soit diretement par l'appliation ϕ , soit par la
omposition de k par f en passant par l'ensemble intermédiaire Im(f).
Beauoup des problèmes se posent lors de la vériation de la ommutativité des dia-
grammes. Le plus générale est omment savoir si un tel diagramme est ommutatif. La
même question relativisée est omment déduire la ommutativité d'un diagramme de la
ommutativité d'un autre, se qu'on peut voir omme une forme de dépendane des dia-
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grammes.
Auune méthode générale n'a été trouvée pour répondre à es questions onernant la
ommutativité des diagrammes.
Pour ela on a développé des notions, omme les transformations naturelles qui donnent
selon leur onstrution des diagrammes ommutatifs, des strutures de atégories ave des
diagrammes ommutatifs omme axiomes, omme par exemple, les atégories artésiennes
fermées et les atégories symétriques monoïdales fermées. De plus, on a appliqué la théorie
de la preuve à la théorie des atégories dans la mesure où les méthodes syntaxiques qu'elle
développe permettent l'étude de morphismes des atégories libres, et le traitement de la
ohérene en partiulier.
Le but de e hapitre n'est pas de développer les nouvelles méthodes de vériation de la
ommutativité des diagrammes ou d'équivalene de dérivations, mais plutt donner une
vue d'ensemble ainsi que des liens entre méthodes existanes, ainsi que des remarques et
des ommentaires onernant leur utilisation.
Avant de passer aux détatils plus tehniques, il faut remarquer, quelles est la orrespon-
dane entre les méthodes de vériation dans les atégories et les atégories non-libres.
Tout diagramme qui est ommutatif dans F(A) va être ommutatif pour toute interpréta-
tion V :F(A)→ K dans toute SMCC K. Don toute méthode de vériation appliable a
F(A) va assurer une ondition susante de ommutativité de diagrammes de morphismes
anoniques (obtenus par interprétation V ) dans toute SMCC K. Par ontre, la ommu-
tativité de diagramme dans K quand e diagramme est obtenu par l'interprétation V
en général ne dit rien de la ommutativité en F(A), mais la non-ommutativité de ette
interprétation implique la non-ommutativité en F(A). Ces remarques preliminaires sont
triviales, mais toujours utiles quand on onsidère l'ensemble de méthodes de vériation
de la ommutativité de diagrammes.
Il va de soi, que es remarques s'appliquent aussi aus dérivations de L(A) tenant ompte
de la transformation D : L(A)→ F(A) et de la dénition de la relation d'équivalene ≡.
3.2 Méthodes de vériation dans les atégories SMC-
libres
Tout d'abord, rappelons qu'il existe un algorithme de déision de la ommutativité de
diagrammes en F(A), basé, par exemple, sur le théorème de [24℄. C'est à dire sur le trai-
tement des dérivations en L(A) et la substitution de I. Il faut remarquer qu'il existent
d'autres alogrithmes omme elui de (V.P. OREVKOV, TRIMBLE et.), mais nous
allons parler ii plus ou moins en détail seulement de l'algorithme basé sur e théorème
devéloppé par Soloviev et Orevkov dans [24℄.
Tout algorithme qui s'applique dans la situation générale va en prinipe avoir plus grande
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omplexité que les algorithmes partiels qui s'appliquent dans les situations partiulières.
Nous avons ii deux exemples prinipals de es algorithmes partiels :
 l'algorithme assuré par le théorème 2.16 (Cohérene des isomorphismes entraux),
 l'algorithme assuré par le théorème de ohérene de Kelly-Ma Lane.
Par exemple, pour appliquer l'algorithme orrespondant au théorème de Kelly-Ma Lane
on peut suivre les onsignes d'utilisations suivantes :
Il faut vérier si deux morphismes f, g : Γ → B sont obtenus par substitution de
formules arbitraires dans f0, g0 : A0 → B0 où le sequent A0 → B0 est équilibré et
propre.(Vériation de faible omplexité), alors f ≡ g. Si e n'est pas le as, le théo-
rème ne donne pas la réponse.
Exemple 3.1. Notons que dans le théorème de Kelly-Ma Lane, la struture de déri-
vations (ave ou sans oupure et...) ne joue pas auun rle. Considérons la paire de
dérivations
(⋆)
a⊸ b→ a⊸ b, b→ b
a⊸ b, (a⊸ b)⊸ b→ b
⊸L
(a⊸ b)⊸ b, a⊸ b→ b
perm
(a⊸ b)→ ((a⊸ b)⊸ b)⊸ b
⊸R
(⋆⋆)
a→ a b→ b
a, a⊸ b→ b
⊸L
a→ (a⊸ b)⊸ b
⊸R
b→ b
a, ((a⊸ b)⊸ b)⊸ b→ b
⊸L
((a⊸ b)⊸ b)⊸ b→ a⊸ b
⊸R
Le résultat de oupure est une dérivation de séquent nal a ⊸ b → a ⊸ b. D'après le
théorème de Kelly-Ma Lane ette dérivation est équivalente à l'axiome a⊸ b→ a⊸ b.
Maintenant, notons que la substitution de I pour b dans les deux dérivations nous donne
l'équivalene de la omposition de deux dérivations obtenues qui orrespondent à ka ⊸ I
et ka⊸I du diagramme de "triple-dual" et l'identité a⊸ I → a⊸ I (l'ordre de la om-
position ii est opposé à l'ordre de la omposition dans le diagramme de "triple-dual").
Evidement, l'utilisation des alogrithmes partiels simples est envisageable partout ou 'est
possible.
L'autre possibilité à remarquer, qui a son intérêt même en as de atégories libres mais
devient enore plus intéressante dans le as des atégories non-libres est que toute trans-
formation de dérivations qui préserve l'équivalene de dérivations permette de réduire
la question de la ommutativité des diagrammes (équivalene de dérivation) au as déjà
étudiés sans appliquer un algorithme de vériation.
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Comme exemple prinipale on peut iter ii la rédution aux 2-séquents. L'exemple onret
peut être :
Exemple 3.2. Soit le séquent
((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I
Ce séquent est réduit en 2-séquent suivant
(b⊸ I)⊸ I, (a⊸ I)⊸ I, a⊗ b⊸ I → I
et on peut onsidérer les deux dérivations orrespondantes.
3.3 Les étapes prinipales de l'algorithme proposé par
Soloviev et Orevkov
Considérons deux dérivation de L(A) ψ et ϕ et étudions leur équivalene.
Première étape : Si es deux dérivations n'ont pas le même séquent nal, on peut amer
qu'elles ne sont pas équivalentes. Si elles ont le même séquent nal Γ → A on passe à
l'étape suivante.
Deuxième étape : On diversie les deux dérivations. Si les deux séquents naux ne
sont pas les mêmes après la diversiation, on peut armer que les dérivations ne sont
pas équivalentes. Dans le as ontraire on passe à la prohaine étape.
Maintenant, la reherhe de l'équivalene des deux dérivations ψ et ϕ est elle des deux
dérivations diversiées ψ′ et ϕ′ du même séquent nal Γ′ → A′ obtenues en diversiant ψ
et ϕ respetivement.
Troisième étape : On réduit le séquent Γ′ → A′ en 2-séquent S0 : Γ′0 → A
′
0. Alors










Quatrième étape : Si les dérivations ψ′0 et ϕ
′
0 possèdent les règles d'inférene cut ou




0 à la vériation des deux
dérivations sans oupure et sans I-ontration ψ′′0 et ϕ
′′
0 obtenues en éliminant cut et Ictr
des dérivations ψ′0 et ϕ
′
0 respetivement.
Cinquième étape : A ette étape on peut vérier si le séquent est propre. S'il est propre
alors ψ ≡ ϕ automatiquement, sinon on passe à la prohaine étape de vériation.
Puriation : on vérie si le séquent est pur. S'il ne l'est pas, on le purie et on passe de
la vériation de l'équivalene des dérivations ψ′′0 et ϕ
′′
0 à la vériation de l'équivalene
des deux dérivations ψ′′′0 et ϕ
′′′




0 obtenu par puriation du
séquent Γ′′0 → A
′′
0.
Dernière étape (justiation) : En reprenant les deux dérivations initiales ψ et ϕ du
même séquent nal Γ→ A on aura la onlusion suivante :
ψ ≡ ϕ ⇐⇒ ψ′′′0 ≡ ϕ
′′′
0 ⇐⇒ Il n'existe auune substitution σ telle que la paire
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〈σ ⋆ ψ′′′0 , σ ⋆ ϕ
′′′
0 〉 est une paire ritique minimale.
Dernière étape (proédure) : Pour obtenir un algorithme d'une faible omplexité,
Soloviev et Orevkov ont developpé une stratégie (ordre spéique pour tester les sub-
stitutions). Dernière étape (omplexité) : Soient d1 et d2 deux dérivations regu-
lières du même séquent S. La omplexité (nombre des opérations élémentaires) de l'al-
gorithme de la vériation de l'équivalene d1 ≡ d1 dérit plus haut est limitée par
C|K|2|S|max(|d1|, |d2|) où S est le séquent nal de d1 et d2 et K est le nombre des
formules de la forme (a ⊸ b) ⊸ c dans le 2-séquent obtenu à partir de S. Cette limite
peut être remplaé par une plus faible : C|S|3max(|d1|, |d2|).
 |d| est le nombre total des symboles dans le graphe de la dérivation d.
 |S| est le nombre total des symboles (onneteurs, variables et onstantes) dans S.
 Une dérivation d est dite régulière si elle ne ontient pas des oupures et toutes les
appliations de wkn dans d sont régulières.
3.4 Méthodes de vériation de la ommutativité et de
la non-ommutativité de diagrammes en utilisant
des modèles
Comme nous l'avons déjà remarqué, les SMCC non-libres semblent surtout souhaitables
pour la vériation de la non-ommutativité de diagrammes dans la SMCC libre. Dans
leur artile [12℄ Kelly et Ma Lane évoquent la ategorie des espaes vetorieles pour
montrer que le diagramme de "triple-dual" n'est pas ommutatif.
Les onsidérations du même type sont sans doute derrière la onjeture de S. Ma Lane :
est-e que le diagramme est ommutatif dans la SMCC libre, si et seulement si, toutes ses
interprétations sont ommutatives dans la atégorie des espaes vetoriels. Tenant ompte
du fait que dans la atégorie des espaes vetoriels, existe le "biproduit-la somme direte"
est en même temps le "produit diret" et du théorème (théorème onernant la onnetion
entre ∼∀ et ∼NAT en présene du biproduit [18℄) la question peut être formulée en notre
terminologie omme suit :
Est-il vrai que les deux relations d'équivalene ≡ et ∼∀ oinident en as des
interprétations dans la atégorie des espaes vetoriels ?
La réponse positive est donnée par Soloviev dans [23℄.
Les modèles qui possèdent une tel propriété par rapport aux interprétations de atégorie
libre ('est à dire ∼∀ oinide ave ≡) s'appellent les modèles omplets.
Soloviev établit ertaines onditions générales susantes pour qu'une SMCC soit un mo-
dèle omplet. En réalité il établit les onditions susantes pour que ≡ et ∼GNT oinident
et utilise la proposition 2.20 pour établir la omplétude pour le modèle des espaes veto-
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riels. Les onditions susantes forment une liste assez longue (il y a 7 groupes de ondi-
tions). Nous allons pas les reproduire en détail ii, mais nous allons vérier qu'une autre
atégorie, la SMCC des ensembles nis ave un point dinstingué satisfait es propriétés.
(En plus, on peut vérier que ette atégorie satisfait les onditions de la proposition
2.20.)
Soit C la atégorie des ensembles ni ave un point distingué engendrée par V = {∗, 1, 2},
0 = {∗} et I = {∗, 1}. En plus de sa propriété SMC, on peut dénir sur ette atégorie
les morphismes suivants :
1. La o-multipliation, la o-unité et "δ de Kroneker"
∆ : V → V ⊗ V ε : V → I δ : V ⊗ V → V
où [ε(∗) = ∗ et ε(x 6= ∗) = 1℄ et [δ(x, x) = x et δ(x, y) = ∗ pour x 6= y℄
2. Le morphisme nul
0X : 0→ X, 0X : X → 0,
pour tout X ∈ Obj(C).
3. Retrations
β : (V ⊸ V )→ V ; β˜ : (V ⊸ I)⊸ V.
Ii β et β˜ sont dénies de la façon suivante :
pour tout x ∈ (V ⊸ V ) ave [x(x) = x℄ et [x(y) = ∗ si x 6= y℄ on a β(x) = x. Pour tout
f ∈ (V ⊸ V ) qui n'a pas ette propriété, β(f) = ∗.
Pour tout x ∈ (V ⊸ I) ave [x(x) = 1℄ et [x(y) = ∗ si x 6= y℄ on a β˜(x) = x. Pour tout
g ∈ (V ⊸ I) qui n'a pas ette propriété, β˜(f) = ∗.
4."Test-arrows"
θ : (V ⊸ v)⊸ I θ˜ : (V ⊸ I)⊸ I.
Ave
 θ(idv) = 1 et θ(f) = ∗ sinon,
 θ˜(ε ◦ idV ) = 1 et θ˜(f) = ∗ sinon.
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Ces morphismes vérient les sept propriétés de omplétude présentées dans la setion 10
du [23℄.
En diérene de la atégorie des espaes vetoriels, on peut trouver dans ette atégorie
une borne superieure de la taille des ensembles v(a) susante pour que l'interprétation
d'un diagramme non-ommutatif soit non-ommutative. (Dans la atégorie des espaes
vetoriels on a besoin des espaes de dimension innie.) Comme onséquene, e théorème
permet d'obtenir un algorithme onstrutif de la vériation de la non-ommutativite basé
sur l'interprétation dans la SMCC des ensembles ave un point distingué.
Quand même la omplexité de et algorithme (dans tous les as, l'algorithme "diret",
qui juste verie tous les interprétations jusqu'à ertaine taille) sera beauoup plus élevée
que la omplexité de l'algorithme polynomial derit par Soloviev et Orevkov.
3.5 Les relations d'équivalene ∼ engendrées par des
interprétations dans des SMCC non-libres
Dans le as de modèle omplet onsideré dans la setion préédente la relation∼∀ oïnide
ave ≡, don, l'utilité de e modèle est essentielle pour la vériation de la ommutativité
dans F (A) en onsidérant des interprétations.
Quand même, quand on onsidère des modèles, d'autres questions se posent :
 Est-e qu'ils existent des modèles qui engendrent les relations ∼∀ et/ou ∼GNT intermé-
diaires entre ≡ et la relation d'égalité de graphes ?
 Comment peut-on utiliser les méthodes de la théorie de démonstration pour étudier tels
relations s'ils existent ?
Méhats dans sa thèse [18℄ a étudié les atégories SMC I-mod dont I est l'objet unité
(f. par exemple [28℄). En plus de sa struture de SMCC, une telle atégorie est munie




(A× B)⊸ C ∼= (A⊸ C)× (B⊸ C)
A⊸ (B × c) ∼= (A⊸ B)× (A⊸ C)
(A× B)⊗ C ∼= (A⊗ C)× (B ⊗ C)
Il a onsidéré la SMCC I-mod proposée par Mark Spivakovsky où I est l'anneau ommu-
tatif des polynmes en deux variables a+ by+ cy à oeient dans un orps k et de degré
au plus 1, et il a montré que la relation d'équivalene ∼K (où K est la sous atégorie
1
Lang exprime les isomorphismes (mod 1) et (mod 3) par (A ⊕ B) ⊸ C ∼= (A ⊸ C) × (B ⊸ C) et
(A⊕B)⊗C ∼= (A⊗C)⊕ (B⊗C) respetivement. Du fait que nous ne onsidérons que des produits nis,
sommes diretes et produit direts sont isomorphes.
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pleine de I − mod dont les objets sont onstruits par ⊗ et ⊸ à partir de I et k) est
intermédiaire entre la relation d'équivalene ≡ et la relation engendrée par le diagramme
triple-dual.
En eet : Soit τ la dérivation de L(A)
a→ a1 I → I
1






a′, a′ ⊸ I → I
⊸L
a, a⊸ I, a′, a′ ⊸ I → I
wkn
a, a′, (a⊸ I)⊗ (a′ ⊸ I)→ I
⊗L




a, a′, (((a⊸ I)⊗ (a′ ⊸ I))⊸ I)⊸ I → I
⊸L
a⊗ a′, (((a⊸ I)⊗ (a′ ⊸ I))⊸ I)⊸ I → I
⊗R
(((a⊸ I)⊗ (a′ ⊸ I))⊸ I)⊸ I → a⊗ a′ ⊸ I
⊸R











a, a′, a⊗ a′ ⊸ I → I
⊸L




a⊗ a′ ⊸ I, (a⊸ I)⊸ I, a′ → I
⊸L
















a, a′, a⊗ a′ ⊸ I → I
⊸L




a, a⊗ a′ ⊸ I, (a′ ⊸ I)⊸ I → I
⊸L




a⊗ a′ ⊸ I, (a′ ⊸ I)⊸ I, (a⊸ I)⊸ I → I
⊸L
Notons B la formule (a⊸ I)⊗ (a′ ⊸ I) et ϕ, ϕ′ les deux dérivations de séquent nal
(B⊸ I)⊸ I, (a⊸ I)⊸ I, (a′ ⊸ I)⊸ I → I
obtenues par omposition (cut) des deux dérivations φ et φ′ ave la dérivation τ respe-
tivement. Alors la paire 〈ϕ, ϕ′〉 est ≡-ritique.
Rappelons que la paire 〈ψ, ψ′〉
(a⊸ I)⊸ I → (a⊸ I)⊸ I I → I
1
(a⊸ I)⊸ I, ((a⊸ I)⊸ I)⊸ I → I
⊸L,
((a⊸ I)⊸ I)⊸ I → a⊸ I I → I
1
((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I
⊸L
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"triple-unité" de l'exemple 2.27 l'est également.
Méhats a montré que les dérivations ϕ et ϕ′ de la paire ≡-ritique 〈ϕ, ϕ′〉 sont équivalentes
relativement à K (ϕ ∼K ϕ′) par ontre, les dérivations ψ et ψ′ de la paire ≡-ritique
"triple-unité" 〈ψ, ψ′〉 ne sont pas équivalentes relativement à ∼K (ψ 6∼K ψ′).
Don, omme a été établit dans la thèse de Méhats L., ils existent les relations intermé-
diaires entre la relation ≡ et la relation engendrée par le diagramme de "triple-dual" ( et
fortiori) la relation de l'égalité de graphes.
Dans le hapitre suivant nous allons montrer qu'en fait, il existe l'innité des relations
intermédiaires de type ∼∀ mais atuellement nous allons onsidérer la notion d'interdé-
pendane de diagrammes.
Cette notion devient partiulièrement importante à ause d'éxistene des relations déqui-
valene intermédiaires.
3.6 Interdépendane de la ommutativité des diagrammes
Une des méthodes qui peut aider à la vériation de la ommutativité est la preuve de la
ommutativité d'un diagramme à partir de la ommutativité d'un autre.
Dénition 3.3. Soit ∼ une realtion déquivalene substituve, (≡⊂∼) et ongruene rela-
tivement aux ◦, ⊗ et ⊸.
Exemple 3.4. Montrons que les deux dérivations de séquent nal
(a⊸ b)⊸ I, a⊸ b⊗ c, c⊗ d⊸ I, (d⊸ I)⊸ I → I
(non équivalentes par rapport à ≡) sont équivalents par rapport à ∼ si et seulement si les
deux dérivations de séquent nal
(a⊸ I)⊸ I, (b⊸ I)⊸ I, a⊗ b⊸ I → I
sont ∼-équivalentes.
Preuve : Soient d1 et d2 les deux dérivations de séquent nal
(a⊸ b)⊸ I, a⊸ b⊗ c, c⊗ d⊸ I, (d⊸ I)⊸ I → I
et soient f1 et f2 les deux dérivations de séquent nal
(a⊸ I)⊸ I, (b⊸ I)⊸ I, a⊗ b⊸ I → I.






(a⊸ I)⊸ I, a⊸ c, c⊗ d⊸ I, (d⊸ I)⊸ I → I.
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Dans une deuxième étape on substitut d⊸ I pour . Le résultat obtenu est deux dériva-
tions de séquent nal
(a⊸ I)⊸ I, a⊸ (d⊸ I), (d⊸ I)⊗ d⊸ I, (d⊸ I)⊸ I → I.
Par isomorphisme, on passe à
(a⊸ I)⊸ I, a⊗ d⊸ I, (d⊸ I)⊸ (d⊸ I), (d⊸ I)⊸ I → I.
Par oupure ave → (d ⊸ I) ⊸ (d ⊸ I), on élimine la formule (d ⊸ I) ⊸ (d ⊸ I)
et on renomme l'atome d (fait par substitution de b pour d). On aura deux dérivations
(≡-équivalentes aux dérivations) f1 et f2.
Dans l'autre sens : On sait qu'il existe une dérivation f de séquent anl
(a⊸ (c⊸ c))⊸ I → (a⊸ I)⊸ I
d'après la dérivabilité du séquent I → (c⊸ c).
La oupure de la dérivation f ave les deux dérivations f1 et f2 nous donne deux dériva-
tions de séquent nal
(a⊸ (c⊸ c))⊸ I, (b⊸ I)⊸ I, a⊗ b⊸ I → I.
Par isomorphisme, on passe à deux dérivations de séquent nal
(a⊗ c⊸ c)⊸ I, (b⊸ I)⊸ I, a⊗ b⊸ I → I.
La oupure de es dernï¾
1
2
ères dérivations ave la dérivation de séquent nal
(d⊸ c)⊸ I, d⊸ a⊗ c→ (a⊗ c⊸ c)⊸ I
nous donne deux dérivations de séquent nal
(d⊸ c)⊸ I, d⊸ a⊗ c, (b⊸ I)⊸ I, a⊗ b⊸ I → I.
En indentiant des formules par les isomorphismes et en renommant les atomes, on va
avoir deux dérivations (≡-équivalentes à) d1 et d2.
Considéront maintenant l'exemple plus général de ette dépendane et les onséquene
de la ommutativité du diagramme "triple-dual". (Comme la onjeture de "triple-dual"






a, a⊸ I → I
⊸L




a⊸ I, (a⊸ I)⊸ I → I
⊸L






a, a⊸ I → I
⊸L




a, ((a⊸ I)⊸ I)⊸ I → I
⊸L
((a⊸ I)⊸ I)⊸ I → a⊸ I
⊸R
respetivement.
Remarquons d'une part que ρ, respetivement ρ′, est l'unique dérivation de son séquent
nal, d'autre part que la omposée ρ′ ◦ρ′ est ≡-équivalente à l'axiome 1a⊸I . Relativement
à ≡, ρ est don un monomorphisme et ρ′ un épimorphisme au sens où :
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 pour toutes dérivations φ et φ′ d'un séquent Γ → a ⊸ I, si ρ ◦ φ et ρ ◦ φ′ sont ≡-
équivalentes alors φ et φ′ le sont aussi ;
 pour toutes dérivations φ et φ′ d'un séquent a ⊸ I,Γ → A, si φ ◦ ρ′ et φ′ ◦ ρ′ sont
≡-équivalentes alors φ et φ′ le sont aussi.
Rappelons que ≡ est inluse dans toute équivalene ∼ dénie relativement à la struture
de SMCC. Ainsi, du fait que ρ, respetivement ρ′, est l'unique dérivation de son séquent
nal, les propositions a ⊸ I et ((a ⊸ I) ⊸ I) ⊸ I sont isomorphes relativement à
une telle équivalene ssi la omposée ρ ◦ ρ′ est ∼-équivalente à l'axiome 1((a⊸I)⊸I)⊸I .
Remarquons alors que 1((a⊸I)⊸I)⊸I et ρ ◦ ρ′, -à-d.
ψ
{




(a⊸ I)⊸ I, ((a⊸ I)⊸ I)⊸ I → I
⊸L








((a⊸ I)⊸ I)⊸ I, (a⊸ I)⊸ I → I
⊸L
((a⊸ I)⊸ I)⊸ I → ((a⊸ I)⊸ I)⊸ I
⊸R
sont ∼-équivalentes si et seulement si leurs sous-dérivations ψ et ψ′ sont ∼-équivalentes.
Enn, reonnaissons en 〈ψ, φ′〉 la paire ritique "triple-unité". Finalement, une équivalene
∼ étant donnée, les assertions suivantes sont logiquement équivalentes :
(FC 1) les propositions a⊸ I et ((a⊸ I)⊸ I)⊸ I sont isomorphes relativement à ∼ ;
(FC 2) la dérivation ρ du séquent a ⊸ I → ((a ⊸ I) ⊸ I) ⊸ I est un épimorphisme
relativement à ∼ ;
(FC 3) la dérivation ρ′ du séquent ((a⊸ I)⊸ I)⊸ I → a⊸ I est un monomorphisme
relativement à ∼ ;
(FC 4) les dérivations ψ et ψ′ de la paire ritique "triple-unité" sont ∼-équivalentes.
Rajoutons, en ommentaire, quelques reformulations utiles.
Une équivalene ∼ étant donnée, onsidérons les assertions suivantes :
(FC 1') pour toutes dérivations φ et φ′ du même séquent et tout atome a, si les dérivations
φ[a⊸ I/a] et φ′[a⊸ I/a] sont ∼-équivalentes alors φ et φ′ le sont aussi ;
(FC 2') pour tous atomes a, b, c et d, la dérivation τ du séquent
(c⊸ I)⊸ I, c⊸ (a⊗ d), (d⊗ b)⊸ I → (a⊸ b)⊸ I
est un épimorphisme relativement à ∼.
Soloviev [22℄ arme que (FC 1) et (FC 1') sont des onditions susantes de pleine o-
hérene dans les SMCC, soit enore qu'une équivalene ∼ satisfaisant (FC 1) et (FC 1')
est néessairement l'équivalene ≈ de pleine ohérene. En fait, omme a démontré L.
Méhats dans [18℄ , (FC 1') implique (FC 2'), alors toute ondition (FC 1 - FC 4) plus (FC
2') sont des onditions susantes pour la pleine ohérene dans les SMCC.
Proposition 3.5. Soit ∼ une équivalene qui satisfait une des onditons (FC 1 - FC 4)
et (FC 2'). Alors deux dérivations φ et φ′ du même séquent équilibré sont ∼-équivalentes.
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Preuve [18℄.
Conlusion 3.6.1. Le fait que dans le as de la ommutativté du diagramme "triple-
dual", les morphismes
a⊸ I → ((a⊸ I)⊸ I)⊸ I et ((a⊸ I)⊸ I)⊸ I → a⊸ I
sont des isomorphismes, permet d'éxtraire beauoup de onséquenes onernant la om-
mutativité et l'inerdépendane de la ommutativité de diagrammes.
On utilise le fait que la omposition ave l'isomorphisme preserve la ommutativité et la
non-ommutativité de diagrammes.
Chapitre 4
Sur les variétés de atégories fermées et
la dépendane des diagrammes de
morphismes anoniques.
Introdution
Nous avons déjà disuté le théorème de L. Méhats et ses onséquenes par rapport à
la "maximalité" dans les SMCC. Dans e théorème il prouve qu'il existe au moins une
équation telle que, si on l'ajoute, il reste des diagrammes non-ommutatifs.
Nous avons voulu développer e resultat et voir s'il existe d'autres équations qu'on peut
ajouter pour obtenir d'autres relations d'équivalene. Nous avons réussi à onstruire une
suite innie de diagrammes et montrer qu'il existe une innité d'équations intermédiaires.
La ommutativité des diagrammes onsidérés i-dessous n'implique pas la ommutativité
du diagramme triple-dual (ou des diagrammes équivalents au diagramme triple-dual). La
relation d'équivalene engendrée par ette égalité est don entre ≡ (relation relative aux
axiomes des SMCC) et elle engendrée par la ommutativité du triple-dual.
Le diagramme,
(3) f ′, g′ : (((a⊸ I)⊗ (b⊸ I))⊸ I)⊸ I, ((b⊸ I)⊸ I), ((a⊸ I)⊸ I)⇉ I
étudié dans [18℄ est obtenu par la omposition des morphismes f et g
(2) f, g : (a⊗ b⊸ I), ((b⊸ I)⊸ I), ((a⊸ I)⊸ I)⇉ I
ave le morphisme
h : (((a⊸ I)⊗ (b⊸ I))⊸ I)⊸ I → (a⊗ b⊸ I).
On a montré que dans ertaines sous-atégories symétriques monoïdales fermées d'une
atégorie de modules sur un anneau, le diagramme (3) est ommutatif mais (2) ne l'est
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pas (lemme 5.8) pour tous objets a, b. Don si on ajoute aux axiomes des SMCC l'equation
qui orrespond à (3), le diagramme (2) reste non-ommutatif.
Dans e hapitre on va onstruire une série innie de diagrammesD1, ..., Dk, ... dans L(A),
tels que, pour tout k ∈ N, il existe une atégorie symétrique monoïdale fermée Kk où les
diagrammes D1, ..., Dk sont non-ommutatifs, mais pour un nombre n bien hoisi (k < n),
les diagrammes Dn, ... sont ommutatifs
1
. La SMCC Kk est une sous-atégorie pleine de
la SMCC de semi-modules sur un ertain semi-anneau.
4.1 Constrution de la sous-atégorie SMC Kk
4.1.1 Propriétés générales
Dénition 4.1. Un semi-anneau A est un ensemble muni des deux lois internes + et ∗
qui vérient les propriétés suivantes :
 (A,+) est un monoïde ommutatif ave l'élément neutre "0"
 (A, ∗) est un monoïde ave l'élément neutre "1A"
 La loi . est distributive par rapport à la loi +
 Pour tout α ∈ A on a : 0 ∗ α = α ∗ 0 = 0
 1A 6= 0
Dénition 4.2. Si le monoïde (A, ∗) est ommutatif alors le semi-anneau (A,+, ∗) est
appelé ommutatif.
Dénition 4.3. Un monoïde ommutatif (M,+) est dit un semi-module sur le semi-
anneau (A,+, ∗) si M a un élément neutre 0M et une loi externe ⋆ telle que :
M ×A −→ M
(m,α) −→ m ⋆ α,
où ⋆ vérie toutes les propriétés de la loi externe d'un module sur un anneau.
Soit C la atégorie des semi-modules sur un semi-anneau I. Dénissons sur ette atégorie
le fonteur produit tensoriel ⊗ et son adjoint le fonteur⊸.
Dénition 4.4 (Produit tensoriel ⊗). Soient X et Y deux éléments de obj(C) et soit
F =< X × Y > le semi-module libre engendré par les éléments (x, y) ∈ X × Y .
On dénit l'ensemble X ⊗ Y = F/ ∼ où ∼ est la plus petite relation d'équivalene qui
vérie :
r1) (x1 + x2, y) ∼ (x1, y) + (x2, y)
r2) (x, y1 + y2) ∼ (x, y1) + (x, y2)
r3) ∀λ ∈ In on a (λ ⋆ x, y) ∼ (x, λ ⋆ y) ∼ λ ⋆ (x, y)
1
Conernant les diagrammes intermédiaires on ne sait pas si les diagrammes Dk, ..., Dn−1 sont
ommutatifs/non-ommutatifs
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Notation : On note a⊗ b les éléments de X ⊗ Y ave a ∈ X et b ∈ Y .
Dénition 4.5 (Fonteur⊸). Soient M1 et M2 deux objets de Obj(C). On dénit l'objet
M1 ⊸M2 omme étant l'ensemble des morphismes de M1 vers M2, muni d'une struture
naturelle d'un semi-module sur I.
4.1.2 Semi-modules ave un élément Top
Dénition 4.6 (semi-anneau In). Soit In = {0, ..., n} le semi-anneau muni des lois in-
ternes suivantes :
Pour tout 0 ≤ a, b ≤ n on a :
 a+ b = max(a, b)
 a ∗ b =
{
a.b Si a.b < n
n Si a.b ≥ n
où . désigne le produit dans N et le produit ∗ est nommé "produit oupé".
Dénition 4.7. Notons par C∗ la atégorie des semi-modules M sur le semi-anneau In.
Soit ⋆ représente l'ation du semi-anneau In sur le semi-module M.
Dénition 4.8. (Top) Un objet M de la atégorie C∗ vérie la propriété (Top) s'il existe
un élément TM ∈M tel que :
t1) ∀x ∈M , x+ TM = TM + x = TM .
t2) ∀x ∈M , x 6= 0, on a : n ⋆ x = TM .
t3) ∀0 6= k ∈ In, k ⋆ TM = TM .
Évidemment In est un semi-module sur lui même et il vérie (Top) en posant TIn = n.
Pour qu'un semi-anneau Is puisse être onsidéré omme un semi-module sur In, il faut
que s ne soit pas plus grand que n.
Exemple 4.9. Soit M = I2 = {0, 1, 2} onsidéré omme un semi-module sur le semi-
anneau I4 (ave la multipliation ordinaire majorée par 2 omme l'ation ∗). Le semi-
module M vérie la proprité Top pour TM = 2 .
Remarque 4.10. Soit M ∈ Obj(C∗).
1- Soient k ∈ In et a ∈ M ave k ⋆ a = TM alors ∀k
′
> k on a : k
′
⋆ a = (k
′
+ k) ⋆ a =
k
′
⋆ a+ k ⋆ a = k
′
⋆ a+ TM = TM .
2- Soient M1 et M2 deux semi-modules qui vérient (Top) et f ∈ Hom(M1,M2), f 6= 0.
Alors f(TM1) = TM2
En eet : puisque f 6= 0, il existe a ∈M1 tel que f(a) 6= 0. Par suite , f(TM1) = f(n⋆a) =
n ⋆ f(a) = TM2.
Notons par C∗Top la sous-atégorie pleine de la atégorie C
∗
formée par les semi-modules
sur In qui vérient la propriété Top.
Proposition 4.11. La sous-atégorie pleine C∗Top est stable par le produit tensoriel ⊗.
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Preuve Soient X et Y deux objets de la atégorie C∗Top. Alors :
 X ⊗ Y est bien un semi-module sur In muni de l'ation suivante :
In ×X ⊗ Y −→ X ⊗ Y
(λ, x⊗ y) −→ λ ⋆ (x⊗ y)
ave λ ⋆ (x⊗ y) = (λ ⋆ x)⊗ y = x⊗ (λ ⋆ y).
 X ⊗ Y vérie (Top)
Posons TX⊗Y = TX ⊗ TY , alors TX ⊗ TY vérie t1, t2 et t3.
En eet
t1) Soit x⊗ y ∈ X ⊗ Y . Alors
x⊗y+Tx⊗TY = x⊗y+(n⋆x)+(n⋆y) = x⊗y+(n∗n)⋆x⊗y = (1+n∗n)⋆x⊗y =
n ⋆ (x⊗ y) = (n ∗ n) ⋆ (x⊗ y) = (n ⋆ x)⊗ (n ⋆ y) = TX ⊗ TY .
t2) Soit α ∈ In, alors α ⋆ (TX ⊗ TY ) = (α ⋆ TX)⊗ TY = TX ⊗ TY .
t3) Pour tout x⊗ y ∈ X ⊗ Y on a :
n ⋆ (x⊗ y) = (n ∗ n) ⋆ (x⊗ y) = (n ⋆ x)⊗ (n ⋆ y) = TX ⊗ TY .
Proposition 4.12. La sous-atégorie pleine C∗Top est stable par le fonteur ⊸.
Preuve : Soient M1 et M2 deux objets de la atégorie C
∗
Top. Alors :
 M1 ⊸ M2 est par onstrution un semi-module sur In par l'ation suivante :
In ×M1 ⊸ M2 −→ M1 ⊸ M2
(λ, f) −→ λ ⋆ f
où (λ ⋆ f)(a) = λ ⋆ f(a) = f(λ ⋆ a) pour tout a ∈M1.
 Posons TM1⊸M2 l'élément Top de M1 ⊸ M2 où TM1⊸M2(a) = TM2 pour tout a ∈ M1,
alors TM1⊸M2 vérie les 3 propriétés de (Top).
En eet :
t1) Soient f ∈M1 ⊸ M2 et a ∈M1, alors :
(f + TM1⊸M2)(a) = f(a) + TM1⊸M2(a) = f(a) + TM2 = TM2
t2) Pour tout λ ∈ In et pour tout a ∈M1 on a :
(λ ⋆ TM1⊸M2)(a) = λ ⋆ TM1⊸M2(a) = λ ⋆ TM2 = TM2 = TM1⊸M2(a).
t3) Pour tout f ∈M1 ⊸ M2 et pout a ∈M1, a 6= 0 on a :
(n ⋆ f)(a) = n ⋆ f(a) = TM2 = TM1⊸M2(a)
Remarque 4.13.  Soient f et g deux éléments de M1 ⊸ M2 ave f, g 6= 0. On a :
f(0) = 0 = g(0) et f(TM1) = TM2 = g(TM1). .à.d que pour n'importe quel ouple
(f, g) ∈ (M1 ⊸ M2)2 les deux morphismes f et g oïnident au moins sur 0 et TM1.
 Soit f ∈M1 ⊸ M2 , f 6= 0 alors f(a) 6= 0 pour tout a ∈M1, a 6= 0.
En eet : Supposons qu'il existe a ∈ M1, a 6= 0 tel que f(a) = 0. Alors f(n ⋆ a) =
f(TM1) = TM2 or f(n ⋆ a) = n ⋆ f(a) = 0, e qui nous donne TM2 = 0 et on aboutit à
une ontradition.
4.1 Constrution de la sous-atégorie SMC Kk 51
On déduit :
Lemme 4.14. La sous atégorie pleine C∗Top est une atégorie symétrique monoïdale
fermée.
Remarque. En diérene de la SMCC C∗, C∗Top n'est pas stable par rapport au biproduit
et la propostion 2.20 n'a pas lieu pour C∗Top.
4.1.3 Rédutibilité
Dénition 4.15 (r-red). On dit qu'un objet M de la atégorie C∗Top vérie la propriété
r-red pour r ∈ In si :
∀a ∈M, a 6= 0 =⇒ r ⋆ a = TM
Remarque 4.16. L'anneau In vu omme un semi-module sur lui même, n'est pas r-
rédutible pour tout r < n, mais il est n-rédutible.
Proposition 4.17. Soient M1 et M2 deux objets de la sous-atégorie pleine C
∗
Top ave
M1 un semi-module r-rédutible. Alors on a :
r1) M1 ⊸M2 est r-rédutible.
r2) M1 ⊗M2 est r-rédutible.
r3) M1 ⊸ In est r-rédutible.
Preuve :
r1) Soit f un élément quelonque de M1 ⊸M2. Alors pour tout a ∈M1, a 6= 0 on a :
(r ⋆ f)(a) = r ⋆ f(a) = f(r ⋆ a) = f(TM1) = TM2 = TM1⊸M2(a).
r2) Pour tout a⊗ b ∈M1 ⊗M2 ave a⊗ b 6= 0 on a :
r ⋆ (a⊗b) = (r ⋆a)⊗b = TM1⊗b = (n⋆TM1)⊗b = TM1⊗ (n⋆b) = TM1⊗TM2 = TM1⊗M2 .
r3) Soit f ∈M ⊸ In ave f 6= 0 alors pour tout a ∈M, a 6= 0 on a :
(r ⋆ f)(a) = r ⋆ f(a) = f(r ⋆ a) = f(TM1) = n.
Proposition 4.18. Soit M un objet r-rédutible de C∗Top et soit f ∈ M ⊸ In. Alors :
∀x ∈M on a f(x) ≥ n
r
.
Preuve : Nous avons n = f(TM) = f(r ⋆ x) = r ∗ f(x) don d'aprés la dénition de ∗
omme produit oupé, on peut déduire : r × f(x) ≥ n, don f(x) ≥ n
r
.
Proposition 4.19. Le semi-anneau M = {0, ..., T}, ave T < n, vu omme un semi-
module sur In est un élément de la sous-atégorie C
∗
Top.
Preuve : Le semi-module M est un semi-module sur In par l'ation suivante :
In ×M −→ M
(λ, x) −→ λ ⋆ x = λ ∗ x
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Pour λ ≤ T et
In ×M −→ M
(λ, x) −→ λ ⋆ x = T
Pour λ > T .
Le semi-module M vérie bien les 3 propriétés de (Top) pour TM = T :
t1) ∀ x ∈M , x+ TM = max(x, T ) = T = TM .
t2) ∀ x ∈M , x 6= 0, n ∗ x = T = TM , puisque n > T .
t3) ∀ 0 6= k ∈ In, k ⋆ TM = k ∗ T = T = TM .
Dénition 4.20. C∗Topr est la sous-atégorie pleine de C
∗
Top engendrée par ⊗ et ⊸ à
partir des semi-modules r-rédutibles et In.
Remarque 4.21. Soit MT = {0, ..., T}, ave T < n, un élément de C
∗
Top. Alors :
(1) MT est r-rédutible pour tout r ∈ [T,+∞[.
(2) L'injetion ı : MT → In dénie par ı(1) = 1 ∈ In n'est pas un élément de MT ⊸ In
pare que ı(TM) = i(T ) = T  n = TIn.
Lemme 4.22. Le semi-module M ⊸ In est engendré par l'ensemble des morphismes [pi]i








Preuve. Evidemment, haque morphisme est déni par sa valeur sur 1. soit γ un élément
≥ n
T
et soit pi son diviseur dans [
n
T
, n]. Alors [γ](1) = [q ∗ pi](1) = q ⋆ [pi](1) don [γ] est
déduit de [pi] en multipliant par q ∈ In.
4.2 Les diagrammes et leurs propriétés
Soit k ≥ 2, et n = 3k + 1. Alors M = {0, 1, ..., n/2} est un semi-module n/2−rédutible
qui vérie (Top) sur le semi-anneau In. Considérons la SMCC Kk engendrée par ⊗ et
⊸ à partir de In et M . On note qu'il existe un morphisme
H : ((M ⊸ In)
k ⊸ In)⊸ In →M
k ⊸ In
qui est l'interprétation algébrique de la dérivation,
.........
a1 ⊗ ...⊗ ak, (a1 ⊸ I)⊗ ...⊗ (ak ⊸ I)→ I
a1 ⊗ ...⊗ ak → ((a1 ⊸ I)⊗ ...⊗ (ak ⊸ I))⊸ I I → I
a1 ⊗ ...⊗ ak, ((a1 ⊸ I)⊗ ...⊗ (ak ⊸ I)⊸ I)⊸ I → I
((a1 ⊸ I)⊗ ...⊗ (ak ⊸ I)⊸ I)⊸ I → a1 ⊗ ...⊗ ak ⊸ I
pour a1 = ... = ak = M .
Considérons le diagramme
D : Mm ⊸ In, (M ⊸ In)⊸ In, (M
m−1 ⊸ In)⊸ In
F,G
⇉ In
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où F et G sont les interprétations algébriques des deux dérivations du même séquent nal
a⊗ b⊸ I, (a⊸ I)⊸ I, (b⊸ I)⊸ I ⇉ I
onlues par la règle d'inférene⊸L de formules prinipales (a⊸ I)⊸ I et (b⊸ I)⊸ I
respetivement. La série de diagrammes qu'on va onstruire est due au diagramme
Dm : (M ⊸ In)
m ⊸ In)⊸ In −→M
m ⊸ In, (M ⊸ In)⊸ In, (M
m−1 ⊸ In)⊸ In ⇉ In
obtenu par la omposition du diagramme D et du morphisme H . Ce nouveau diagramme
Dm est non-ommutatif pour 2 ≤ m ≤ k. En revanhe, il est ommutatif pour
m ≥ log2(3k + 1).
Notation : on note M ⊸ In par M
⋆
, (M ⊗ ...)⊗M︸ ︷︷ ︸
k fois
par Mk et le morphisme (f ⊗ ...)⊗ f︸ ︷︷ ︸
k fois
par fk.
Lemme 4.23. Pour tout k ∈ N on a Mk ≃ M .
Preuve. Supposons que k = 2, on a M ⊗M = {a⊗ b, (a, b) ∈ M ×M}, ave pour tout
a, a′, b, b′ ∈M et λ ∈ In
• (a+ a′)⊗ b = a⊗ b+ a′ ⊗ b.
• a⊗ (b+ b′) = a⊗ b+ a⊗ b′.
• λ ⋆ (a⊗ b) = (λ ⋆ a)⊗ b = a⊗ (λ ⋆ b).
Le semi-module M admet omme base le singleton {1}. Soient a et b deux éléments de
M ave 0 6= a < b 6= 0. On a
a⊗ b = a⊗ 1 + 1⊗ b = a ⋆ (1⊗ 1) + b ⋆ (1⊗ 1) = (a+ b) ⋆ (1⊗ 1) = b ⋆ (1⊗ 1). Alors le
semi-module M ⊗M est engendré par 1⊗ 1. Il est isomorphe à M , et ainsi de suite.
Propriétés des éléments du semi-module (M⊸ In)⊸ In
Le semi-moduleM ⊸ In est engendré par la famille des morphismes {[p1], ..., [pr]} où (pi)i
est une suite monotone des nombres premiers de l'intervale [2, 3k+1[. Don les morphismes
du semi-module (M ⊸ In)⊸ In vérient les trois propriétés suivantes :
1) Soient pi et pj deux nombres premiers de In ave pi ≤ pj alors ([pi] + [pj])(1) =
[pi](1) + [pj ](1) = pi + pj = pj e qui implique que [pi] + [pj] = [pj] dans M ⊸ In. Par
suite, pour tout morphisme f ∈M⋆⋆, on a f([pi] + [pj ]) = f([pj]).
2) Pour tout f ∈ M⋆⋆, on a f([2]) ≥ 2. En eet, supposons qu'il existe f ∈ M⋆⋆ tel que













n = TIn e qui impliquerait que f n'est pas un morphisme de semi-modules sur In.
3) Pour tout λ ∈ In ave λ ≥ 2 (pare que [1] n'est pas un morphisme) et pour tout pi
nombre premier dans In on a λ ∗ f([pi]) = f([λ ∗ pi]) = pi ∗ f([λ]).
Lemme 4.24. Soit le morphisme f : (M ⊸ In) → In déni par : f([pi]) = pi pour tous
les nombres premiers pi, ave pi ≤ n/2 et f([pi]) ∈ {pi−1, pi, pi+1} pour pi > n/2. Alors
f est un morphisme de semi-modules qui vérie la ondition Top.
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Preuve. f(a+b)=f(a)+f(b). Soient p1 et p2 deux éléments de In
 Soient p1 ≤ p2 ≤ n/2. d'après la dénition du semi-anneau Im on a : p1 + p2 =
max(p1, p2) = p2, alors f([p1] + [p2]) = f([p2]) = p2. D'autre part, f([p1]) + f([p2]) =
p1 + p2 = max(p1, p2) = p2, d'où l'égalité.
 Soient p1 ≤ n/2 et p2 > n/2. C'est évident que f([p1+p2]) = f([p2]) ∈ {p2−1, p2, p2+1}.
D'autre part, f([p1]) + f([p2]) = p1 + f([p2]) ; puisque p1 et p2 sont deux nombres
premiers, ave p1 < p2 alors p1 < p2 − 1, alors p1 + f([p2]) = f([p2]). D'où légalité.
On utilise le même raisonnement pour p1 > p2 > n/2.
f(λ⋆ [p]) = λ∗f([p]) pour tout p par onstrution. De plus f vérie Top par onstrution
également.
Remarque 4.25. Dans le diagramme
Mk ⊸ In, (M
k−1 ⊸ In)⊸ In, (M ⊸ In)⊸ In
F,G
⇉ In
L'ation de es deux morphismes F et G peut être expliquée de la façon suivante : Pour
tout h ∈Mk ⊸ In , f ∈ (Mk−1 ⊸ In)⊸ In et g ∈ (M ⊸ In)⊸ In posons
 F (h⊗f⊗g) = f(α) où α ∈ Mk−1 ⊸ In tel que α(x
k−1) = g(βxk−1) où βxk−1 ∈M ⊸ In
ave βxk−1(y) = h(x
k−1 ⊗ y)
 G(h⊗ f ⊗ g) = g(β ′) où β ′ ∈M ⊸ In tel que β ′(y) = f(α′y) où α
′
y ∈M
k−1 ⊸ In ave
α′y(x
k−1) = h(xk−1 ⊗ y)
Remarque 4.26. Dans notre situation, puisque Mk ≃ M ,on peut prendre x = y et
même x = y = 1 puisque M est engendré par 1.
Postulat de Bertrand [27℄
Pour tout entier positif n ≥ 2, il existe au moins un nombre premier p tel que n < p < 2n
Lemme 4.27. Le diagramme
Mk ⊸ In, (M








(l'existene de e nombre premier p est dûe au Postulat de Bertrand). Soient
f ∈ (Mk−1 ⊸ In)⊸ In et g ∈ (M ⊸ In)⊸ In tels que f(h) = p + 1, et g(h) = p − 1.
D'après la dénition préédente on a :
 β1k−1(1) = [p](1
k) = p alors β1k−1 = [p]. Par suite α(1
k−1) = g([p]) = p − 1 e qui
implique que α = [p− 1]. On obtient F ([p]⊗ f ⊗ g) = f(α) = p− 1, puisque p− 1 est
un nombre pair.
 α′1(1
k−1) = [p](1k) = p alors α′1 = [p]. Par suite β
′(1) = f([p]) = p+ 1, e qui implique
que β ′ = [p+1]. On obtient G([p]⊗f ⊗g) = g(β ′) = p+1, puisque p+1 est un nombre
pair.
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Alors F (h⊗ f ⊗ g) 6= G(h⊗ f ⊗ g) e qui implique la non-ommutativité du diagramme.
Lemme 4.28. Pour 2 ≤ m ≤ k le diagramme Dm suivant,
((M ⊸ In)
m ⊸ In)⊸ In
H
−→Mm ⊸ In, (M ⊸ In)⊸ In, (Mm−1 ⊸ In)⊸ In
F,G
⇉ In,
n'est pas ommutatif dans la SMCC Kk.
Lemme 4.29. Il n'existe auun morphisme de semi-modules f : (M ⊸ In)
k → In tel
que, f([2]k) < 2k.
Preuve. Soit le morphisme f : (M ⊸ In)
k → In tel que, f([2]k) = q.2k−α < 2k ave q
impair, (prenons q = 1 pour f([2]k) pair).
3 ⋆ f([2]k) = 2 ⋆ f([3] ∗ [2]k−1)
= 3 ∗ q ∗ 2k−α
alors f([3] ∗ [2]k−1) = 3 ∗ q ∗ 2(k−α)−1
3 ⋆ f([3] ∗ [2]k−1) = 2 ⋆ f([3]2 ∗ [2]k−2)
= 32 ∗ q ∗ 2(k−1)−1
alors f([3]2 ∗ [2]k−2) = 32 ∗ q ∗ 2(k−α)−2
après la repétition de ette opération (k − α) fois on aura :
2 ⋆ f([3]k−α ∗ [2]α) = 3k−α ∗ q
Or le membre gauhe de l'égalité est un nombre pair et le membre droit est impair, e qui
est impossible.
Dénition 4.30. On dénit l'appliation fk : (M ⊸ In)
k → In de la manière suivante :
pour tout élément ([p1]⊗ ...)⊗ [pk] de (M ⊸ In)k on pose
fk(([p1]⊗ ...)⊗ [pk]) = [p1](1) ∗ ... ∗ [pk](1) = p1 ∗ ... ∗ pk.
Lemme 4.31. L'appliation fk est un morphisme de semi-modules qui vérie Top.
Preuve : L'appliation fk est un morphisme de semi-modules par onstrution. Considé-
rons l'élément Top du semi-module (M ⊸ In)
k
et notons le T(M⊸In)k . Or Top est stable
par le produit tensoriel don T(M⊸In)k = (TM⊸In ⊗ ...)⊗ TM⊸In , don
fk(T(M⊸In)k) = f((TM⊸In)⊗...)⊗T(M⊸In)) = [TM⊸In](1)∗...∗[TM⊸In](1) = n∗...∗n = TIn .
Lemme 4.32. Il n'existe auun morphisme de semi-modules f ∈ (M ⊸ In) ⊸ In qui
vérie fk = λ ⋆ f pour λ ∈ In.
Preuve. Soit f ∈ (M ⊸ In)⊸ In ave fk = λ ⋆ f .
fk([2]k) = (λ ⋆ f)([2]k) = λ ∗ f([2]k), don 2k = λ ∗ q pour q = f([2]k) par suite f([2]k) =
q < 2k, e qui ontredit le lemme 4.29.
Remarque 4.33. L'ation du morphisme de semi-modules
H : ((M ⊸ In)
k ⊸ In)⊸ In −→ M
k ⊸ In
peut être expliquée de la manière suivante :
Pourt tout Π ∈ ((M ⊸ In)
k ⊸ In)⊸ In, l'image H(Π) est un morphisme de M
k ⊸ In,
déni par (H(Π))((1⊗ ...)⊗ 1)) = Π(fk)
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Dénition 4.34. On dénit l'appliation Π0 : ((M ⊸ In)
k ⊸ In) → In de la manière
suivante : Pour tout morphisme f ∈ (M ⊸ In)k ⊸ In on pose Π0(f) = p (p est déni
omme le plus petit nombre premier supérieur à n/2) si f([2]k) = 2k et Π0(f) = TIn si
f([2]k) > 2k.
Lemme 4.35. L'appliation Π0 dénie plus haut est un morphisme de semi-modules et
vérie la propriété Top.
Preuve. Pour tout morphisme f ∈ (M ⊸ In)
k ⊸ In et pour tout λ ∈ In on a :
Π0(λ ⋆ f) = λ ∗ Π0(f). En eet,
 soient λ ≥ 2 et f([2]k) = 2k. Alors (λ ⋆ f)([2]k) = λ ∗ f([2]k) = λ ∗ 2k > 2k par suite
Π(λ ⋆ f) = TIn, d'autre part, λ ∗ Π(f) = λ ∗ p or p > n/2 don λ ∗ Π(f) = TIn , d'où
l'égalité.
 Soient λ ≥ 2 et f([2]k) > 2k. Alors λ∗Π0(f) = λ∗TIn = TIn , d'autre part (λ⋆f)([2]
k) =
λ ∗ f([2]k) > 2k, don Π0(λ ⋆ f) = TIn d'où l'égalité.
Pour tous morphismes f1, f2 ∈ (M ⊸ In)k ⊸ In on a Π0(f1 + f2) = Π0(f1) + Π0(f2), (on
rappelle que dans notre as a+ b = max(a, b)). En eet,
 soient f1 et f2 tels que, f1([2]
k) = f2([2]
k) = 2k. Don (f1 + f2)([2]
k) = f1([2]
k) = 2k
par suite Π0(f1 + f2) = p, d'autre part, Π0(f1) + Π0(f2) = p+ p = max(p, p) = p, d'où
l'égalité.
 Soient f1 et f2 tels que, f1([2]
k) > 2k et f2([2]
k) = 2k. Don (f1+f2)([2]
k) = f1([2]
k) > 2k
par suite Π0(f1+f2) = TIn , d'autre part, Π0(f1)+Π0(f2) = TIn +p = TIn , d'où l'égalité.
Notons par T l'élément Top du semi-module (M ⊸ In)
k ⊸ In. T ([2]
k) = TIn, alors,
Π0(T ) = TIn.
Preuve du lemme 4.28 :
L'image H(Π0) du morphisme Π0 par H vérie
(H(Π0))(((1⊗ ...)⊗ 1) = Π0(f
k) = p,
H(Π0) = [p]. Par suite, d'après le lemme 4.27, on déduit que le diagramme Dm est non-
ommutatif.
Lemme 4.36. Pour m ≥ log2(3k + 1) le diagramme Dm suivant
((M ⊸ In)
m ⊸ In)⊸ In
H
−→Mm ⊸ In, (M ⊸ In)⊸ In, (Mm−1 ⊸ In)⊸ In
F,G
⇉ In,
est ommutatif dans la SMCC Kk.
Lemme 4.37. Pour m ≥ log2(3
k + 1) l'image du morphisme de semi-modules
((M ⊸ In)
m ⊸ In)⊸ In
H
−→Mm ⊸ In est {0, TMm⊸In}.
Lemme 4.38. Soit f : A,B → I un séquent dans L(A) déni par f(a, b) = TI , ∀(a, b) 6=
(0, 0), et 0 sinon. Alors le morphisme φ : (B ⊸ I) ⊸ I ⊢ A ⊸ I qui l'interprétation







A, (B⊸ I)⊸ I → I
⊸L
(B⊸ I)⊸ I → A⊸ I
⊸R
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vérie φ(F ) = TA⊸I , ∀F ∈ (B⊸ I)⊸ I pour F 6= 0 et φ(F ) = 0 sinon.
Preuve : On va dénir φ en desendant la dérivation ligne par ligne.







⊸R donne naissane à l'appliation α qui est dénie de
la manière suivante :
Pour a ∈ A, α(a) = fa ∈ B⊸ I ave fa(b) = f(a, b) ∈ I pour b ∈ B.
Nous avons fa(b) = f(a, b) = TI , ∀b 6= 0, par suite α(a) = fa = TB⊸I .
◦ La deuxième ligne
A
α
→ B⊸ I I ⊢ I
A, (B⊸ I)⊸ I
γ
→ I
⊸L donne naissane au morphisme γ dénit
de la manière suivante :
Pour a⊗ F ∈ A⊗ ((B⊸ I)⊸ I) ave a⊗ F 6= 0, on pose γ(a⊗ F ) = F (fa).
D'après le premier point fa = TB⊸I don γ(a⊗ F ) = F (fa) = F (TI) = TI .
◦ La troisième ligne






⊸R donne naissane au morphisme φ qu'on
herhe et qui est déni de la manière suivante :
Pour F ∈ (B ⊸ I) ⊸ I ave F 6= 0, φ(F ) est un morphisme de A ⊸ I tel que
(φ(F ))(a) = F (fa) pour tout a ∈ A.
Or F (fa) = TI don (φ(F ))(a) = F (fa) = TI pour tout 0 6= a ∈ A alors φ(F ) = TA⊸I .
Preuve du Lemme 4.37 Considérons le morphisme f : (M ⊸ In)
m,Mm −→ In tel que
pour tout (a⊗ ...)⊗ a︸ ︷︷ ︸
m fois
∈Mm (ave a 6= 0 ∈M) et pour ([p1]⊗ ...)⊗ [pm] ∈ (M ⊸ In)m on
a f((([p1]⊗...)⊗[pm])⊗((a⊗...)⊗a = [p1](a)∗ ...∗ [pm](a) dans In. PuisqueMm ≃M alors
Mm est engendrée par (1⊗ ...)⊗1. Prenons p1 = ... = pm = 2 le plus petit nombre premier
de In, alors f([2]
m⊗1m) = [2](1) ∗ ... ∗ [2](1)︸ ︷︷ ︸
mfois




. Or m ≥ log2(3k+1) dans
R =⇒ mlog2 ≥ log(3k + 1) =⇒ 2m ≥ 3k + 1 dans R, alors f([2]m ⊗ 1m) = 3k + 1 = TIn
dans In.
En tenant ompte du Lemme préédent on peut onlure que l'image du morphisme H
est {0, TMm⊸In}.
Preuve du Lemme 4.36 En utilisant les même notations que dans l'interprétation algé-
brique de F et G et en prenant en ompte le Lemme 4.37 on remarque que h ∈Mm ⊸ In
est, soit 0, soit TMm⊸In = [n]. Don pour x = y = 1 ∈ M , f ∈ (M
m−1 ⊸ In) ⊸ In et
g ∈ (M ⊸ In)⊸ In on a :
 β1m−1(1) = [n](1
m) = n, don β1m−1 = [n] ; par suite, α(1
m−1) = g([n]) = n = TIn e
qui implique α = [n] = TMm−1⊸In , alors F ([n]⊗ f ⊗ g) = f(α) = f(TMm−1⊸In = TIn ,
 α′1(1
m−1) = [n](1m) = p, don α′1 = [n] ; par suite β
′(1) = f([n]) = n = TIn e qui
implique β ′ = [n] = TM⊸In . On obtient G([n]⊗ f ⊗ g) = g(β
′) = g(TM⊸In) = n = TIn ,
d'où la ommutativité du diagramme Dm pour m ≥ log2(3k + 1).
Proposition 4.39. Soient k = 1 et n = 3k + 1 = 4. Alors dans la SMCC K1 qui est la
sous-atégorie engendrée par ⊗ et ⊸ à partir de M = {0, 1, 2} et I4 = {0, 1, 2, 3, 4}, le
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diagramme obtenu par la omposition des deux diagrammes
(1) ((a⊸ I)⊗ (b⊸ I)⊸ I)⊸ I
H
−→ a⊗ b⊸ I
et
(2) a⊗ b⊸ I, (a⊸ I)⊸ I, (b⊸ I)⊸ I
F,G
⇉ I
est ommutatif. Ii F et G sont exprimés en λ-alul de la manière suivante : Pour
f ∈ (a⊸ I)⊸ I, f ∈ (b⊸ I)⊸ I, h ∈ (a⊗ b)⊸ I, x ∈ a, et y ∈ b on a :
F (h, f, g) = f (a⊸I)⊸I(λxa(g(b⊸I)⊸Iλyb(ha⊗b⊸I(x⊗ y))))
et
G(h, f, g) = g(b⊸I)⊸I(λyb(f (a⊸I)⊸Iλxa(ha⊗b⊸I(x⊗ y))))
On peut distinguer deux as.
as 1) a = M ′ et b = M ′′ où M ′ et M ′′ sont deux semi-modules de la atégorie K1 ave
M ′ 6= M ′′ et auun des deux n'est isomorphe à I4. Dans e as la omposition de (1) et
(2) est ommutative alors que (2) ne l'est pas.
as 2) a = M ′ et b = M ′′ ave M ′ ou M ′′ isomorphe à I4 . Dans e as F = G dans (2)
d'où la ommutativité du diagramme.
Lemme 4.40. Dans le 1er as le morphisme
((M ′ ⊸ I4)⊗ (M
′′ ⊸ I4)⊸ I4)⊸ I4
H
−→M ′ ⊗M ′′ ⊸ I4
a pour image {0, T(M ′⊗M ′′)⊸I4}.
Preuve du Lemme : Considérons le morphisme suivant :
f : (M ′ ⊸ I4)⊗ (M
′′ ⊸ I4),M
′ ⊗M ′′)→ I4
tel que pour tout 0 6= x′ ⊗ x′′ ∈M ′ ⊗M ′′ et pour tout f ′⊗ f ′′ ∈ (M ′ ⊸ I4)⊗ (M ′′ ⊸ I4)
on a f((f ′ ⊗ f ′′)⊗ (x′ ⊗ x′′)) = f ′(x′) ∗ f ′′(x′′) dans I4.
M est un semi-module 2−rédutible sur I4, par suite M ′ et M ′′ sont tous les deux des
semi-modules 2−rédutibles sur I4, don f
′(x′), f ′′(x′′) ≥ 2, et f ′(x′) ∗ f ′′(x′′) = 4 = TI4 .
On onlut que l'image du morphisme f est {0, TI4}.
D'après le Lemme préédent on peut onlure que le morphisme H admet deux valeurs 0
et T(M ′⊗M ′′)⊸I4 .
Interprétation algébrique de F et G dans le morphisme
M ′ ⊗M ′′ ⊸ I4, (M
′ ⊸ I4)⊸ I4, (M
′′ ⊸ I4)⊸ I4
F,G
⇉ I4
Pour h ∈M ′ ⊗M ′′ ⊸ I4 , f ∈ (M ′ ⊸ I4)⊸ I4 et g ∈ (M ′′ ⊸ I4)⊸ I4 on a :
 F (h ⊗ f ⊗ g) = f(α) où α ∈ M ′ ⊸ I4 tel que α(x′) = g(βx′) où βx′ ∈ M ′′ ⊸ I4 ave
βx′(x
′′) = h(x′ ⊗ x′′)





′) = h(x′ ⊗ x′′)
Conlusion : On onstate qu'après la omposition de (1) et (2) le morphisme h est soit
0, soit T(M ′⊗M ′′)⊸I4 , d'où la ommutativité du diagramme.
4.3 Conlusion 59
4.3 Conlusion
Dans l'algèbre universelle, les variétés sont les lasses équationnelles, 'est-à-dire les lasses
d'algèbres qui satisfont un ensemble d'identités (appelé axiomatisation équationnelle de
la lasse).
Les SMCC (les atégories artésiennes fermées et des autres atégories qu'on onsidère)
sont dénies de manière similaire en utilisant l'axiomatisation équationnelle. On peut dire
que les atégories SMC forment une variété dans la lasse des algèbres à deux sortes (ob-
jets et morphismes).
La question suivante peut être posée naturellement : quelles autres lasses de atégories
SMC peuvent être dénies de telle manière équationnelle ? La série d'exemples onstruite
dans e hapitre montre qu'il existe une innité de variétés de atégories SMC (sous-
lasses de la lasse de toutes les atégories SMC). Chaque sous-lasse (variété) est dénie
si on rajoute un diagramme Dm omme nouvel axiome.
On dit que le diagramme D dépend du diagramme D′ dans une lasse de atégories C, si
pour haque interprétation de D et D′ dans une atégorie K ∈ C, la ommutativité de
D′ pour ette interprétation implique la ommutativité de D. L'existene d'un nombre
inni de variétés de atégories SMC montre que le problème de l'interdépendane de
diagrammes peut être non-trivial, e qui souligne l'intérêt de méthodes (syntaxiques et
sémantiques) de vériation de l'interdépendane de diagrammes.
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Chapitre 5
Pleine ohérene (as de 2 et 3
variables)
5.1 Conjeture de la pleine ohérene
D'après la setion 2.7 du deuxième hapitre, la onjeture de la pleine ohérene arme
que l'équivalene ≈ de la "pleine ohérene" est axiomatisée par l'équivalene de la paire
ritique "triple unité" 〈ψ, ψ′〉. C'est-à-dire si on pose une relation d'équivalene ≈ (fermée
par rapport à la substitution) qui ontient ≡ et est une ongruene relativement à ◦,⊗
et ⊸, telle que la paire des dérivations 〈ψ, ψ′〉 est ≈-équivalente, alors ∀ S = Γ → A un
2-séquent pur et équilibré, toutes ses dérivations sont ≈-équivalentes.
Il est onnu que plusieurs herheurs ont essayé de démontrer la onjeture de la pleine
ohérene en toute généralité (par exemple [2℄, [18℄...), sans suès. La preuve de ette
onjeture (si la onjeture est vraie) doit être tehniquement très diile. Cela donne la
motivation pour essayer de vérier ette onjeture dans le as plus limité, par exemple,
le as de deux ou trois variables. Si la onjeture n'est pas vraie, un ontre-exemple ne
peut pas être alors trp simple. Dans e hapitre nous montrons, omment les tehniques
développées dans les hapitres préédents peuvent être appliquées dans les as que nous
avons mentionnés.
D'après [18℄ on peut déduire que toutes les dérivations d'un séquent nal S formé de k
variables sont équivalentes par une relation ∼, si et seulement si, il n'existe auune paire
ritique au k variables au plus, telle que ses dédutions sont non-équivalentes par rapport
à ∼. Don, l'analyse des as onrets dans e hapitre va être utilisé pour montrer la
non-existene de paires ritiques à deux ou trois variables, qui ne sont pas équivalentes
par rapport à la relation de la "pleine ohérene" ≈.
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Rappel
Une paire de dérivations de même séquent nal est dite une paire ritique réduite si elle





A,Γ, (A′ ⊸ B′)⊸ I → B
ρ









 A′,Γ, (A⊸ B)⊸ I → B′
ρ′




Γ, (A⊸ B)⊸ I, (A′ ⊸ B′)⊸ I → I
⊸L
où φ et ψ sont ≈-minimales, et ρ et ρ′ ne sont pas ≈-équivalentes à des dérivations qui se
terminent par wkn et ⊗R.
Dans e hapitre on montre que pour les séquents ayant la forme
S = Γ, (A⊸ B)⊸ I, (A′ ⊸ B′)⊸ I → I et n'ayant pas plus que trois variables, si les
dédutions de la paire de dérivations "triple-dual" sont ≈-équivalentes, il n'existe auune
paire ritique de dérivations qui ont S omme séquent nal.
5.2 Contraintes
Les séquents doivent avoir la forme suivante :
C1, ..., Ck, (A1 ⊸ A2)⊸ I, (B1 ⊸ B2)⊸ I → I
On peut réduire le nombre de as en utilisant les ontraintes et les identiations sui-
vantes :
i) à ause de la ommutativité du diagramme "triple dual" il n'existe pas de membres
du séquent de la forme A⋆⋆, pare que en utilisant l'adjontion et l'isomorphisme
A⋆⋆⋆ → A⋆, on peut passer au séquent ave A à la plae de A⋆⋆ en preservant la
non-ommutativité ;
ii) pour la même raison il n'existe auune sous-formule de la forme D⋆⋆⋆ ;
iii) il n'existe pas de formule de la forme A = A1 ⊗ A2 pare qu'on peut onsidérer un
séquent ave deux membres A1 et A2 à la plae de A1 ⊗ A2 ;
iv) à ause de la pureté des séquents il n'existe pas de sous-formule de la forme A ⊗ I,
I ⊗A et I ⊸ A ;
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v) on peut diminuer le nombre de as en utilisant les isomorphismes des SMCC (hoi-
sissant une des formules possibles parmi les formules isomorphes).
vi)
Théorème 5.1. Soit pour toutes formules A[q] (où q ourre une seule fois), q ⊸ B
et B ⊸ q, une dérivation standard K : A[q], [q ⊸ B], [B ⊸ q] → A[B] où l'une des
formules q⊸ B et B⊸ q est présentée en fontion du signe de q dans A[q], (bien sûr
d'après l'équilibre les signes doivent être opposés).
Alors une dérivation arbitraire d : G,A[q], [q⊸ B], [B ⊸ q] → C est équivalente dans
une atégorie libre à d0 ◦K ave d0 : G,A[B]→ C. (Voir [18℄)
Ce théorème a pour onséquene que s'il existe une formule de la forme p ⊸ D, ou
D ⊸ p où p est une variable et D est une formule qui ne ontient pas p, on peut se
raméner au as où le nombre de variables est plus petit ;
vii) l'anteedent ne peut pas être de la forme ∆,Γ ave ∆ et Γ ayant pas d'atomes en
ommun. Dans e as on peut réduire l'étude de e as à l'étude de deux séquents,
S1 : ∆→ I et S2 : Γ→ I par :
∆→ I Γ→ I
∆,Γ→ I
wkn
5.3 Analyse du nombre d'ourrenes des variables dans
les formules
5.3.1 Cas de 2 variables :
A ause de l'équilibre on doit avoir 4 ourrenes (2 ourrenes par variables pour toutes
les variables), don le nombre des formules est 6 4. Le tableau suivant nous montre les
as :
(A1 ⊸ A2)⊸ I C1 C2 (B1 ⊸ B2)⊸ I
1 o 1 o 1 o 1 o EXCLU
1 o 1 o 0 o 2 o EXCLU
1 o 2 o 0 o 1 o EXCLU
2 o 1 o 0 o 1 o EXCLU
2 o 0 o 0 o 2 o POSSIBLE
1 o 0 o 0 o 3 o EXCLU
3 o 0 o 0 o 1 o EXCLU
Tab 1
le as d'une formule ave une seule ourrene de variable est exlu à ause des ontraintes
(i) et de (iv). Il ne nous reste qu'un seul as à étudier.
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D'après Tab 1 on onstate que le seul as à étudier est
(A1 ⊸ A2)⊸ I︸ ︷︷ ︸
2 occ
, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
2 occ
→ I
Don notre étude va se réduire dans à la onstrution des formules ayant deux ourrenes
des variables.
5.3.2 Cas de 3 variables
En utilisant le même raisonnement on peut dire qu'un séquent qui n'a que 3 variables
admet 6 ourrenes pour es variables (2 pour haque variable). Alors le nombre des
formules est 6 6. Compte tenu du fait que les formules ave une seule ourrene de
variable sont exlues on a les quatre as suivants à étudier..
(A1 ⊸ A2)⊸ I C (B1 ⊸ B2)⊸ I
2 o 2 o 2o POSSIBLE
3 o 0 o 3 o POSSIBLE
2 o 0 o 4 o POSSIBLE
4 o 0 o 2 o POSSIBLE
Tab 2
On note que les deux derniers as du tableau sont symétriques (puisqu'on parle des o-
urrenes seulement).
Pour ontinuer on a besoin d'analyser les strutures des formules d'une manière plus
approfondie.
5.4 Cas de deux variables (ontinuation)
5.4.1 Struture des formules
Soient p, q, r, et s les ourrenes qu'on va étudier et on rappelle que e ne sont pas des
variables
1
. Une formule A peut avoir deux formes : A = A1⊗A2 qui est exlu d'après (iii)
et A = A1 ⊸ A2. Don trois as se présentent :
a) p ∈ A1 et q ∈ A2 (le as ontraire est symétrique)
b) p, q ∈ A1 e qui implique A2 ≃ I.
) p, q ∈ A2 e qui implique A1 ≃ I, don e as est exlu d'après (iv).
Cas a :
les ourrenes p et q peuvent être p, p⋆, p⋆⋆ et q, q⋆, q⋆⋆. Don A peut prendre les formes
suivantes :
1
Par exemple : p et q peuvent être des ourrenes de la même variable.
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Cas exlus par vi : p⊸ q, p⊸ q⋆ ≃ p⊗ q⊸ I, p⊸ q⋆⋆, p⋆ ⊸ q, p⋆ ⊸ q⋆ ≃ q⊸ p⋆⋆,
p⋆⋆ ⊸ q.
Cas exlus par ii : p⋆⋆ ⊸ q⋆ ≃ q⊸ p⋆⋆⋆, p⋆⋆ ⊸ q⋆⋆ ≃ q⋆ ⊸ p⋆⋆⋆.
Cas possibles : A = p⋆ ⊸ q⋆⋆ ≃ p⋆ ⊗ q⋆ ⊸ I ≃ q⋆ ⊸ p⋆⋆ (a6).
Cas b :
A = A1(p, q)⊸ I On aura deux sous-as :
b1) A1 = B1 ⊗ B2
b2) A1 = B1 ⊸ B2.
Considérons le as b1 où A = B1 ⊗ B2 ⊸ I. Plusieurs as se présentent :
b1.1 : p ∈ B1 et q ∈ B2.
b1.2 : p, q ∈ B1 qui implique que B2 ≃ I don exlu d'après(iv).
b1.3 : p, q ∈ B2 qui implique que B1 ≃ I don exlu d'après(iv).
b1.4 ≃ b1.1 : q ∈ B1 et p ∈ B2.
Don il ne nous reste que le as b1.1 à étudier e qui nous donne les formes suivantes :
Cas exlus par (vi) : p⊗ q⊸ I ≃ p⊸ q⋆, p⊗ q⋆ ⊸ I ≃ q⋆ ⊸ q⋆, p⋆ ⊗ q⊸ I ≃ q⊸
p⋆⋆.
Cas exlus par (ii) : p ⊗ q⋆⋆ ⊸ I ≃ p ⊸ p⋆⋆⋆, p⋆ ⊗ q⋆⋆ ⊸ I ≃ p⋆ ⊸ q⋆⋆⋆, p⋆⋆ ⊗ q ⊸
I ≃ q⊸ p⋆⋆⋆, p⋆⋆ ⊗ q⋆ ⊸ I ≃ q⋆ ⊸ p⋆⋆⋆, p⋆⋆ ⊗ q⋆⋆ ⊸ I ≃ q⋆⋆ ⊸ p⋆⋆⋆.
Cas possibles : A = p⋆ ⊗ q⋆ ⊸ I ≃ q⋆ ⊸ p⋆⋆ ≃ (a6).
On voit failement que le seul as non exlu est ≃ (a6).
On passe au as b2 où A = (B1 ⊸ B2)⊸ I. On peut distinguer plusieurs sous-as :
b2.1 p ∈ B1 et q ∈ B2
b2.2 : p, q ∈ B1 e qui implique A = B⋆⋆1 , exlu par (i)
b2.3 : p, q ∈ B2 e qui implique A = (I ⊸ B2)⊸ I, exlu par (iv).
Il ne nous reste que le as b2.1 à étudier :
Cas exlus par (i) : (p ⊸ q⋆) ⊸ I ≃ (p ⊗ q)⋆⋆, (p ⊸ q⋆⋆) ⊸ I ≃ (p ⊗ q⋆)⋆⋆, (p⋆ ⊸
q⋆) ⊸ I ≃ (p⋆ ⊗ q)⋆⋆, (p⋆ ⊸ q⋆⋆) ⊸ I ≃ (p⋆ ⊗ q⋆)⋆⋆, (p⋆⋆ ⊸ q⋆) ⊸ I ≃ (p⋆⋆ ⊗ q)⋆⋆,
(p⋆⋆ ⊸ q⋆⋆)⊸ I ≃ (p⋆⋆ ⊗ q⋆)⋆⋆.
Cas possibles : b22.1 : (p⊸ q)⊸ I ; b
4
3.1 : (p
⋆ ⊸ q)⊸ I ; b72.1 : (p
⋆⋆ ⊸ q)⊸ I.







5.4.2 Struture des séquents ayant exatement deux variables
S : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
2 occ
, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
2 occ
→ I ave les ontraintes suivantes :
a) le séquent S doit être équilibré ;
b) les séquents équilibrés formés par des formules qui n'ont pas des variables en ommun
sont éxlus
Notons u et v les deux variables qui entrent dans la onstrution des séquents à oté de
l'unite I et les deux onneteurs ⊗ et⊸.
En respetant la ondition b, on n'a qu'une seule façon pour distribuer es deux variables
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aux formules du séquent S :
q) S : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
(u,v)
, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u,v)
→ I
(A1 ⊸ A2)⊸ I (B1 ⊸ B2)⊸ I
q1 (u
−, v−) (u+, v+) exclu⋆
q2 (u
−, v+) (u+, v−)
q3 ≡ q1 (u+, v+) (u−, v−) exclu⋆
q4 ≡ q2 (u+, v−) (u−, v+)
D'après l'analyse des formules qui ont deux ourrenes, les formules irrédutibles, pré-




+ ⊸ q−)⊸ I
b42.1 : ((p
−)⋆ ⊸ q−)⊸ I
b72.1 : ((p
+)⋆⋆ ⊸ q−)⊸ I
{⋆} Selon les as irrédutibles qu'on a mentionné, tenant ompte des signes, on peut
onstater que les deux as q1 et q3 sont exlus pare qu'il n'existe pas de formule ave
deux ourrenes de signes positives. Alors le seul as qui nous reste à étudier est q2 à
l'aide des deux formes b12.1 et b
7
2.1.
En respetant l'équilibre du séquent S on peut diviser le as q1 en plusieurs sous-as q
i
1,
où les séquents qui peuvent être andidats sont les suivants :
q11 : S = (u⊸ v)⊸ I, (v⊸ u)⊸ I → I
q21 : S = (u⊸ v)⊸ I, (v
⋆⋆ ⊸ u)⊸ I → I
q31 : S = (u
⋆⋆ ⊸ v)⊸ I, (v⊸ u)⊸ I → I
q11 : S = (u
⋆⋆ ⊸ v)⊸ I, (v⋆⋆ ⊸ u)⊸ I → I
5.4.3 Reherhe des paires ritiques
Première séquent : S1 : (u⊸ v)⊸ I, (v⊸ u)⊸ I → I
On herhe une paire de dérivations 〈φ, φ′〉 de même séquent nal S1, onlues par l'infé-
rene ⊸L ayant omme formule prinipale (u⊸ v)⊸ I et (v⊸ u)⊸ I. Or e séquent
n'est pas dérivable de ette manière :
(v⊸ u)⊸ I, u→ v
(v⊸ u)⊸ I → u⊸ v
⊸R I → I
(u⊸ v)⊸ I, (v⊸ u)⊸ I → I
⊸R
(u⊸ v)⊸ I, v → u
(u⊸ v)⊸ I → v⊸ u
⊸R I → I
(u⊸ v)⊸ I, (v⊸ u)⊸ I → I
⊸R
Deuxième séquent : S2 : (u⊸ v)⊸ I, (v
⋆⋆ ⊸ u)⊸ I → I
De même e séquent n'est pas dérivable :
(u⊸ v)⊸ I, v⋆⋆ → u
(u⊸ v)⊸ I → v⋆⋆ ⊸ u
⊸R I → I
(u⊸ v)⊸ I, (v⋆⋆ ⊸ u)⊸ I → I
⊸L
(v⋆⋆ ⊸ u)⊸ I, u→ v
(v⋆⋆ ⊸ u)⊸ I → u⊸ v
⊸R I → I
(u⊸ v)⊸ I, (v⋆⋆ ⊸ u)⊸ I → I
⊸L
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Troisième séqent : S3 : (u
⋆⋆ ⊸ v)⊸ I, (v⊸ u)⊸ I → I
De même e séquent n'est pas dérivable :
(u⋆⋆ ⊸ v)⊸ I, v → u
(u⋆⋆ ⊸ v)⊸ I → v⊸ u
⊸R I → I
(u⋆⋆ ⊸ v)⊸ I, (v⊸ u)⊸ I → I
⊸L
(v⊸ u)⊸ I, u⋆⋆ → v
(v⊸ u)⊸ I → u⋆⋆ ⊸ v)
⊸R I → I
(u⋆⋆ ⊸ v)⊸ I, (v⊸ u)⊸ I → I
⊸L
Quatrième séquent : S4 : (u
⋆⋆ ⊸ v)⊸ I, (v⋆⋆ ⊸ u)⊸ I → I
De même e séquent n'est pas dérivable :
(u⋆⋆ ⊸ v)⊸ I, v⋆⋆ → u
(u⋆⋆ ⊸ v)⊸ I → v⋆⋆ ⊸ u
⊸R I → I
(u⋆⋆ ⊸ v)⊸ I, (v⋆⋆ ⊸ u)⊸ I → I
⊸L
(v⋆⋆ ⊸ u)⊸ I, u⋆⋆ → v
(v⋆⋆ ⊸ u)⊸ I → u⋆⋆ ⊸ v
⊸R I → I
(u⋆⋆ ⊸ v)⊸ I, (v⋆⋆ ⊸ u)⊸ I → I
⊸L
Remarque 5.2. Les séquents dérivables dans L(A) sont dérivables évidemment dans la
logique propositionnelle ordinaire, si on onsidère I omme onstante. Maintenant, ça
sut de poser u =faux et v =vrai (ou l'inverse) pour vérier que la prémisse n'est pas
dérivable.
Conlusion 5.4.2. On peut Conlure que pour tous les séquents rédutibles restantes,
auun n'est d'érivable en une paire ritique minimale. Alors toutes ses d'érivations sont
≈-équivlentes.
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5.5 Cas de trois variables
5.5.1 Struture des formules
Une formule ave 3 ourrenes de variables peut prendre deux formes : A = A1 ⊗ A2 et
A = A1 ⊸ A2 or la première est exlue par (iii). Il ne nous reste que la deuxième formule
à étudier et ela nous mène aux as suivant :
α1 : A = A1[p, q]⊸ A2[r]
α2 : A = A1[p]⊸ A2[q, r]
α3 : A = A1[p, q, r]⊸ I
α3 : A = I ⊸ A2[p, q, r] qui est exlu par (iv).
Les arbres suivantes nous montrent les sous-as de α1, α2 et α3.
as α1
A = Ap,q1 ⊸ A
r
2
A = (B1 ⊸ B2)
p,q ⊸ Ar2
exclu par (iv)︷ ︸︸ ︷
A = (I ⊸ Bp,q2 )⊸ A
r
2
A = (Bp,q1 )
⋆ ⊸ Ar2
A = (Cp1 ⊗ c
q
2)
⋆ ⊸ Ar2︸ ︷︷ ︸
α1.3
A = ([C1 ⊸ C2]
p,q)⋆ ⊸ Ar2
exclu par (iv)︷ ︸︸ ︷
A = (I ⊸ Cp,q2 )
⋆ ⊸ Ar2
A = (Cp,q1 )
⋆⋆ ⊸ Ar2
A = (Dp1 ⊗D
q
2)
⋆⋆ ⊸ Ar2︸ ︷︷ ︸
α1.5
A = (Dp1 ⊸ D
q
2)
⋆⋆ ⊸ Ar2︸ ︷︷ ︸
α1.6
A = (Cp1 ⊸ C
q
2)
⋆ ⊸ Ar2︸ ︷︷ ︸
α1.4

















A = Ap1 ⊸ (B1 ⊸ B2)
q,r










A = Ap1 ⊸ ((C1 ⊸ C2)
q,r)⋆


















A = Ap1 ⊸ ((D1 ⊸ D2)
q,r)⋆⋆
exclu par (ii)︷ ︸︸ ︷











exclu par (iv)︷ ︸︸ ︷




exclu par (iv)︷ ︸︸ ︷











exclu par (iv)︷ ︸︸ ︷
A = Ap1 ⊸ (I ⊸ B
q,r
2 )
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Cas α3




























exclu par (iv)︷ ︸︸ ︷

































































exclu par (i)︷ ︸︸ ︷
(Bp,q,r1 )
⋆⋆
exclu par (iv)︷ ︸︸ ︷




































exclu par (iv)︷ ︸︸ ︷
















exclu par (iv)︷ ︸︸ ︷
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Développement des sous-as du as α1.












exclu par (vi)︷ ︸︸ ︷
A = (Bp1 ⊗ B
q
2)⊸ r
exclu par (vi)︷ ︸︸ ︷
A = (Bp1 ⊗ B
q
2)⊸ r








• A = (Bp1 ⊗B
q
2)⊸ r
⋆⋆ ≃ ((Bp1 ⊗B
q
2)⊗ r




α11.1 : A = p⊗ q⊸ r
⋆⋆ ≡ p⊸ (q ⊗ r⋆)⋆ exlu par (vi)
α21.1 : A = p⊗ q
⋆ ⊸ r⋆⋆ ≡ p⊸ (q⋆ ⊗ r⋆)⋆ exlu par (vi)
α31.1 : A = p⊗ q
⋆⋆ ⊸ r⋆⋆ exlu par (ii)
α41.1 : A = p
⋆ ⊗ q⊸ r⋆⋆ ≡ q⊸ (p⋆ ⊗ r⋆)⋆ exlu par (vi)
◭ α51.1 : A = p
⋆ ⊗ q⋆ ⊸ r⋆⋆ ≡ (p⋆ ⊗ q⋆ ⊗ r⋆)⋆
α61.1 : A = p
⋆ ⊗ q⋆⋆ ⊸ r⋆⋆ exlu par (ii)
α71.1 : A = p
⋆⋆ ⊗ q⊸ r⋆⋆ exlu par (ii)
α81.1 : A = p
⋆⋆ ⊗ q⋆ ⊸ r⋆⋆ exlu par (ii)
α91.1 : A = p
⋆⋆ ⊗ q⋆⋆ ⊸ r⋆⋆ exlu par (ii).












exclu par (vi)︷ ︸︸ ︷
A = (Bp1 ⊸ B
q
2)⊸ r
exclu par (vi)︷ ︸︸ ︷
A = (Bp1 ⊸ B
q
2)⊸ r








A = (Bp1 ⊸ B
q
2)⊸ r




◭ α11.2 : A = (p⊸ q)⊸ r
⋆⋆
◭ α21.2 : A = (p⊸ q
⋆)⊸ r⋆⋆ ≡ ((p⊗ q)⋆ ⊸ r⋆⋆
◭ α31.2 : A = (p⊸ q
⋆⋆)⊸ r⋆⋆ ≡ ((p⊗ q⋆)⋆ ⊸ r⋆⋆
◭ α41.2 : A = (p
⋆ ⊸ q)⊸ r⋆⋆
α51.2 ≡ α
3
1.2 : A = (p
⋆ ⊸ q⋆)⊸ r⋆⋆ ≡ ((p⋆ ⊗ q)⋆ ⊸ r⋆⋆
◭ α61.2 : A = (p
⋆ ⊸ q⋆⋆)⊸ r⋆⋆ ≡ ((p⋆ ⊗ q⋆)⋆ ⊸ r⋆⋆
◭ α71.2 : A = (p
⋆⋆ ⊸ q)⊸ r⋆⋆
α81.2 : A = (p
⋆⋆ ⊸ q⋆)⊸ r⋆⋆ ≃ (q⊸ p⋆⋆⋆)⊸ r⋆⋆ exlu par (ii)
α11.2 : A = (p
⋆⋆⋆ ⊸ q⋆⋆)⊸ r⋆⋆ exlu par (ii)
5.5 Cas de trois variables 73
Cas α1.3 : d'aprés la symétrie de p
⋆⊗ q et p⊗ q⋆, on peut dire que les as qui ne sont pas
exlus par les ontraintes itées au debut du hapitre les formules du as α1.3 sont inlues
dans le as α1.2 ;










exclu par (vi)︷ ︸︸ ︷




exclu par (vi)︷ ︸︸ ︷
A = (Cp1 ⊸ C
q
2)








A = (Cp1 ⊸ C
q
2)
⋆ ⊸ r⋆⋆ ≃ ((Cp1 ⊸ C
q
2)




Remarque 5.3. Les as où Cq2 = q
⋆
ou Cq2 = q
⋆⋆
sont exlus par (v) et (ii).
◭ α191.4 : A = (p⊸ q)
⋆ ⊸ r⋆⋆
◭ α201.4 : A = (p
⋆ ⊸ q)⋆ ⊸ r⋆⋆
◭ α211.4 : A = (p
⋆⋆ ⊸ q)⋆ ⊸ r⋆⋆
Cas α1.5 : les formules qui ne sont pas exlues par les ontraintes itées au debut du
hapitre, sont inlues dans le as α1.4 ;











⋆⋆ ⊸ r sont exlu d'après vi.
 Pour Ar2 ∈ {r
⋆, r⋆⋆} on a : A = (Dp1 ⊸ D
q
2)





A = (Dp1 ⊸ D
q
2)




, don exlu par (ii).
74 Chapitre 5 : Pleine ohérene (as de 2 et 3 variables)
Développons les sous-as du as α2.















p⋆ ⊸ (Bq1 ⊗ B
r
2) p
⋆⋆ ⊸ (Bq1 ⊗ B
r
2)
• A = p⋆ ⊸ (Bq1 ⊗B
r
2)
◭ α12.1 : A = p
⋆ ⊸ (q ⊗ r)
◭ α22.1 : A = p
⋆ ⊸ (q ⊗ r⋆)
◭ α32.1 : A = p
⋆ ⊸ (q ⊗ r⋆⋆)
α42.1 ≡ α
2
2.1 : A = p
⋆ ⊸ (q⋆ ⊗ r)
◭ α52.1 : A = p
⋆ ⊸ (q⋆ ⊗ r⋆)
◭ α62.1 : A = p
⋆ ⊸ (q⋆ ⊗ r⋆⋆)
α72.1 ≡ α
3
2.1 : A = p
⋆ ⊸ (q⋆⋆ ⊗ r)
α82.1 ≡ α
6
2.1 : A = p
⋆ ⊸ (q⋆⋆ ⊗ r⋆)
◭ α92.1 : A = p
⋆ ⊸ (q⋆⋆ ⊗ r⋆⋆)
•• A = p⋆⋆ ⊸ (Bq1 ⊗B
r
2)
◭ α102.1 : A = p
⋆⋆ ⊸ (q ⊗ r)
◭ α112.1 : A = p
⋆⋆ ⊸ (q ⊗ r⋆)
◭ α122.1 : A = p
⋆⋆ ⊸ (q ⊗ r⋆⋆)
α132.1 ≡ α
11
2.1 : A = p
⋆⋆ ⊸ (q⋆ ⊗ r)
◭ α142.1 : A = p
⋆⋆ ⊸ (q⋆ ⊗ r⋆)
◭ α152.1 : A = p
⋆⋆ ⊸ (q⋆ ⊗ r⋆⋆)
α162.1 ≡ α
12
2.1 : A = p
⋆⋆ ⊸ (q⋆⋆ ⊗ r)
α172.1 ≡ α
15
2.1 : A = p
⋆⋆ ⊸ (q⋆⋆ ⊗ r⋆)
◭ α182.1 : A = p
⋆⋆ ⊸ (q⋆⋆ ⊗ r⋆⋆)







Remarque 5.4. D'après les identiations données par les axiomes de SMCC on a :































pour Ap1 ∈ {p, p
⋆⋆} ou Cq1 ∈ {q, q
⋆⋆} ou Cr2 ∈ {r, r
⋆⋆} le as est exlu, par exemple :
A = (p⊗ Cq1 ⊗ C
r
2)




est exlu par ((vi).
A = (p⋆⋆ ⊗ Cq1 ⊗ C
r
2)




est exlu par ii).
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Le seul as qui reste est A = (p⋆⊗q⋆⊗r⋆)⋆ or A = (p⋆⊗q⋆⊗r⋆)⋆ ≡ (p⋆⊗q⋆)⊸ r⋆⋆ = α51.1








Remarque 5.6. D'après l'identiation

















pour Ap1 = p
⋆⋆




, est exlu par ii).
pour Ap1 ∈ {p, p
⋆⋆} les formules sont inlus dans elles du as α1.2.








Remarque 5.7. Les formules ayant la forme A = Ap1 ⊸ (q
⋆⋆ ⊗ Dr2)
⋆⋆ ≃ Ap1 ⊸ (D
r
2 ⊸
q⋆⋆⋆)⋆ ou A = Ap1 ⊸ (D
q
1 ⊗ r
⋆⋆)⋆⋆ ≃ Ap1 ⊸ (D
q
1 ⊸ r
⋆⋆⋆)⋆ sont exlues (ii) et les autres
sont inlues dans l'ensemble des formules du as α2.4.
En eet, prenons l'exemple suivant :
A = Ap1 ⊸ (p⊗ q)
⋆⋆ ≃ Ap1 ⊸ (p⊸ q
⋆)⋆














A = p⋆⋆ ⊸ (Dq1 ⊸ D
r
2)
⋆⋆ ≃ (p⋆⋆ ⊗ (Dq1 ⊸ D
r
2)




Les autres formules sont identiées aux elles du as α1.4.
Développons les sous-as de α3













Remarque 5.9. Pour Cp1 ∈ {p, p
⋆⋆} ou Cq2 ∈ {q, q
⋆⋆} ou Br2 ∈ {r, r
⋆⋆} la formule A est
exlue. En eet,
A = (p⊗ Cq2 ⊗ B
r
2)





A = (p⋆⋆ ⊗ Cq2 ⊗ B
r
2)





Le seul as qui reste est A = (p⋆ ⊗ q⋆ ⊗ r⋆)⋆ ≡ (p⋆ ⊗ q⋆)⊸ r⋆⋆ qui est ≡ à α51.1.














Remarque 5.10. Les formules ayant la forme A = (Cp1 ⊸ C
q
2)⊸ (r
⋆⋆)⋆ sont exlues par
(ii). En plus les autres formules sont inlues dans l'ensemble des formules des as α1.2.
















Remarque 5.11. Les formules ayant la forme A = (Dp1 ⊗ D
q
2)
⋆ ⊸ (r⋆⋆)⋆ sont exlues
par (ii). En plus les autres formules appartiennent à l'ensemble des formules de as α1.3.
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Remarque 5.12. Les formules ayant la forme A = (Dp1 ⊸ D
q
2)
⋆ ⊸ (r⋆⋆)⋆ sont exlues
par (ii). En plus les autres formules appartiennent à l'ensemble des formules des as
(α1.4 • •) et (α1.4 • ••)












◭ α13.5 : A = (p⊸ (q ⊗ r))
⋆
◭ α23.5 : A = (p⊸ (q ⊗ r
⋆))⋆




3.5 : A = (p⊸ (q
⋆ ⊗ r))⋆
◭ α53.5 : A = (p⊸ (q
⋆ ⊗ r⋆))⋆








3.5 : A = (p⊸ (q
⋆⋆ ⊗ r⋆))⋆
◭ α93.5 : A = (p⊸ (q
⋆⋆ ⊗ r⋆⋆))⋆




◭ α103.5 : A = (p
⋆ ⊸ (q ⊗ r))⋆
◭ α113.5 : A = (p
⋆ ⊸ (q ⊗ r⋆))⋆
◭ α123.5 : A = (p
⋆ ⊸ (q ⊗ r⋆⋆))⋆
α133.5 ≡ α
11
3.5 : A = (p
⋆ ⊸ (q⋆ ⊗ r))⋆
◭ α143.5 : A = (p
⋆ ⊸ (q⋆ ⊗ r⋆))⋆
◭ α153.5 : A = (p
⋆ ⊸ (q⋆ ⊗ r⋆⋆))⋆
α163.5 ≡ α
12
3.5 : A = (p
⋆ ⊸ (q⋆⋆ ⊗ r))⋆
α173.5 ≡ α
15
3.5 : A = (p
⋆ ⊸ (q⋆⋆ ⊗ r⋆))⋆
◭ α183.5 : A = (p
⋆ ⊸ (q⋆⋆ ⊗ r⋆⋆))⋆




◭ α193.5 : A = (p
⋆⋆ ⊸ (q ⊗ r))⋆
◭ α203.5 : A = (p
⋆⋆ ⊸ (q ⊗ r⋆))⋆
◭ α213.5 : A = (p
⋆⋆ ⊸ (q ⊗ r⋆⋆))⋆
α223.5 ≡ α
20
3.5 : A = (p
⋆⋆ ⊸ (q⋆ ⊗ r))⋆
◭ α233.5 : A = (p
⋆⋆ ⊸ (q⋆ ⊗ r⋆))⋆
◭ α243.5 : A = (p
⋆⋆ ⊸ (q⋆ ⊗ r⋆⋆))⋆
α253.5 ≡ α
21
3.5 : A = (p
⋆⋆ ⊸ (q⋆⋆ ⊗ r))⋆
α263.5 ≡ α
24
3.5 : A = (p
⋆⋆ ⊸ (q⋆⋆ ⊗ r⋆))⋆
◭ α273.5 : A = (p
⋆⋆ ⊸ (q⋆⋆ ⊗ r⋆⋆))⋆

































Par suite les formules qui ont la forme A• et A•• sont exlues par (i).




◭ α13.6 : A = ((p⊗ q)⊸ r)
⋆
◭ α23.6 : A = ((p⊗ q
⋆)⊸ r)⋆




3.6 : A = ((p
⋆ ⊗ q)⊸ r)⋆
◭ α53.6 : A = ((p
⋆ ⊗ q⋆)⊸ r)⋆
◭ α63.6 : A = ((p
⋆ ⊗ q⋆⋆)⊸ r)⋆
α73.6 ≡ α
3
3.6 : A = ((p
⋆⋆ ⊗ q)⊸ r)⋆
α83.6 ≡ α
6
3.6 : A = ((p
⋆⋆ ⊗ q⋆)⊸ r)⋆
◭ α93.6 : A = ((p
⋆⋆ ⊗ q⋆⋆)⊸ r)⋆



































on peut onlure que les formules ayant la formes A• et A•• sont exlues par (i).




◭ α13.8 : A = ((p⊸ q)⊸ r)
⋆
◭ α23.8 : A = ((p⊸ q
⋆)⊸ r)⋆ ≃ ((p⊗ q)⋆ ⊸ r)⋆
◭ α33.8 : A = ((p⊸ q
⋆⋆)⊸ r)⋆ ≃ ((p⊗ q⋆)⋆ ⊸ r)⋆
◭ α43.8 : A = ((p
⋆ ⊸ q)⊸ r)⋆
α53.8 ≡ α
3
3.8 : A = ((p
⋆ ⊸ q⋆)⊸ r)⋆ ≃ ((p⋆ ⊗ q)⋆ ⊸ r)⋆
◭ α63.8 : A = ((p
⋆ ⊸ q⋆⋆)⊸ r)⋆ ≃ ((p⋆ ⊗ q⋆)⋆ ⊸ r)⋆
◭ α73.8 : A = ((p
⋆⋆ ⊸ q)⊸ r)⋆
α83.8 : A = ((p
⋆⋆ ⊸ q⋆)⊸ r)⋆ ≃ ((p⋆⋆ ⊗ q)⋆ ⊸ r)⋆ exlu par (ii)
α93.8 : A = ((p
⋆⋆ ⊸ q⋆⋆)⊸ r)⋆ ≃ ((p⋆⋆ ⊗ q⋆)⋆ ⊸ r)⋆ exlu par (ii)














, A = ((Dp1 ⊗D
q
2)
⋆ ⊸ r⋆)⋆ et A = ((Dp1 ⊗D
q
2)
⋆ ⊸ r⋆⋆)⋆ sont exlues
par (ii), (ii), (i) et (i) respetivement, et les autres as appartiennent à l'ensemble des
formules du as α3.8.
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Remarque 5.16. Les formules ayant une des formes A = ((Dp1 ⊸ D
q
2)
⋆ ⊸ r⋆)⋆ et
A = ((Dp1 ⊸ D
q
2)
⋆ ⊸ r⋆⋆)⋆ son exlues par (i).




◭ α13.10 : A = ((p⊸ q)
⋆ ⊸ r)⋆
◭ α23.10 : A = ((p⊸ q
⋆)⋆ ⊸ r)⋆ ≃ ((p⊗ q)⋆⋆ ⊸ r)⋆
◭ α33.10 : A = ((p⊸ q
⋆⋆)⋆ ⊸ r)⋆ ≃ ((p⊗ q⋆)⋆⋆ ⊸ r)⋆
◭ α43.10 : A = ((p
⋆ ⊸ q)⋆ ⊸ r)⋆
α53.10 ≡ α
3
3.10 : A = ((p
⋆ ⊸ q⋆)⋆ ⊸ r)⋆ ≃ ((p⋆ ⊗ q)⋆⋆ ⊸ r)⋆
◭ α63.10 : A = ((p
⋆ ⊸ q⋆⋆)⋆ ⊸ r)⋆ ≃ ((p⋆ ⊗ q⋆)⋆⋆ ⊸ r)⋆
◭ α73.10 : A = ((p
⋆⋆ ⊸ q)⋆ ⊸ r)⋆
α83.10 : A = ((p
⋆⋆ ⊸ q⋆)⋆ ⊸ r)⋆ ≃ ((p⋆⋆ ⊗ q)⋆⋆ ⊸ r)⋆ exlu par (ii)
α93.10 : A = ((p
⋆⋆ ⊸ q⋆⋆)⋆ ⊸ r)⋆ ≃ ((p⋆⋆ ⊗ q⋆)⋆⋆ ⊸ r)⋆ exlu par (ii)







Remarque 5.17. Les formules ayant une des formes A = ((Ep1 ⊗ E
q
2)
⋆⋆ ⊸ r⋆)⋆ et
A = ((Ep1 ⊗ E
q
2)
⋆⋆ ⊸ r⋆⋆)⋆ sont exlues par (i) et les autres appartiennent à l'ensemble
des formules du as α3.10.








Remarque 5.18. Les formules ayant une des formes A = ((Ep1 ⊸ E
q
2)




⋆⋆ ⊸ r⋆⋆)⋆, A = ((Ep1 ⊸ q
⋆)⋆⋆ ⊸ Br2)
⋆




exlues par (i) et (ii).
A = ((Ep1 ⊸ q)
⋆⋆ ⊸ r)⋆
◭ α13.12 : A = ((p⊸ q)
⋆⋆ ⊸ r)⋆
◭ α23.12 : A = ((p
⋆ ⊸ q)⋆⋆ ⊸ r)⋆
◭ α33.12 : A = ((p
⋆⋆ ⊸ q)⋆⋆ ⊸ r)⋆
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5.5.2 Formules ave 4 ourrenes
Dans l'étude faite onernant les séquents ave 3 variables on onstate que les seules
formules de 4 ourrenes qui nous intéressent sont elles qui ont la forme (A1 ⊸ A2)⊸ I
.
A = (A1 ⊸ A2)
p,q,r,s ⊸ I










exclu par (i)︷ ︸︸ ︷
(Ap,q,r1 ⊸ s
⋆)⋆













exclu par (iv)︷ ︸︸ ︷





















































Ii l'étude se onentre sur la formule Ap,q,r1 . Elle peut prendre soit la forme (B1 ⊗ B2)
p,q,r
soit la forme (B1 ⊸ B2)
p,q,r
.
Commençons par le premier as A = ((B1 ⊗ B2)p,q,r ⊸ s)⋆.
Shéma 1
A = ((B1 ⊗ B2)p,q,r ⊸ s)⋆
exclu par (iv)︷ ︸︸ ︷















p,q ⊗ Br2)⊸ s)
⋆
(((Cp,q1 )





























⋆⋆ ⊗ Br2)⊸ s)
⋆︸ ︷︷ ︸
α4.6
exclu par (iv)︷ ︸︸ ︷
(((I ⊸ Dp,q2 )









exclu par (iv)︷ ︸︸ ︷




exclu par (iv)︷ ︸︸ ︷



























A = ((B1 ⊸ B2)
p,q,r ⊸ s)⋆

























⋆ ⊸ Br2)⊸ s)
⋆
((([D1 ⊸ D2]





⋆ ⊸ Br2)⊸ s)
⋆︸ ︷︷ ︸
α4.10
exclu par (iv)︷ ︸︸ ︷
(((I ⊸ Dp,q2 )
⋆ ⊸ Br2)⊸ s)
⋆
(((Dp,q1 )

















⋆ ⊸ Br2)⊸ s)
⋆︸ ︷︷ ︸
α4.9
exclu par (iv)︷ ︸︸ ︷




exclu par (iv)︷ ︸︸ ︷
((I ⊸ Bp,q,r2 )⊸ s)
⋆




















































































⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.16
exclu︷ ︸︸ ︷







⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.15
exclu︷ ︸︸ ︷








⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.13







































⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.17


















⋆)⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.19

























⋆⋆)⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.22
exclu︷ ︸︸ ︷









Schema 3′1︷ ︸︸ ︷
((Cp,q,r1 )
⋆⋆ ⊸ s)⋆





















































A = ((Cp,q,r1 )
⋆⋆ ⊸ s)⋆




































⋆⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.25
exclu︷ ︸︸ ︷









⋆⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.23






























































































































































































⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.39




⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.40
exclu︷ ︸︸ ︷







⋆ ⊸ s)⋆︸ ︷︷ ︸
α4.37
exclu︷ ︸︸ ︷




5.5 Cas de trois variables 87
Shéma 4











((Bp1 ⊸ [C1 ⊸ C2]
q,r)⊸ s)⋆























On va présenter les sous-as dans quatres shémas :
Shéma 1 : A = ([B1 ⊗ B2]p,q ⊸ [C1 ⊗ C2]r,s)⋆
Shéma 2 : A = ([B1 ⊗ B2]p,q ⊸ [C1 ⊸ C2]r,s)⋆
Shéma 3 : A = ([B1 ⊸ B2]
p,q ⊸ [C1 ⊗ C2]
r,s)⋆
Shéma 4 : A = ([B1 ⊸ B2]
p,q ⊸ [C1 ⊸ C2]
r,s)⋆
Shéma 1 :
A = ([B1 ⊗ B2]p,q ⊸ [C1 ⊗ C2]r,s)⋆
exclu︷ ︸︸ ︷





















A = ([B1 ⊗B2]p,q ⊸ [C1 ⊸ C2]r,s)⋆
exclu︷ ︸︸ ︷

















































































p,q ⊸ [C1 ⊗ C2]r,s)⋆
exclu︷ ︸︸ ︷
([B2 ⊸ B2]
p,q ⊸ (Cr,s1 ⊗ I))
⋆ ([B2 ⊸ B2]





























































((I ⊸ Dp,q2 )








































A = ([B1 ⊸ B2]




p,q ⊸ (Cr,s1 )
⋆)⋆
([B1 ⊸ B2]












































((F p1 ⊗ F
q
2 )





((F p1 ⊸ F
q
2 )






((I ⊸ Ep,q2 )

































































































































































Schema 2︷ ︸︸ ︷


























Shéma 2 : A = (Ap1 ⊸ [B1 ⊸ B2]
q,r,s)⋆






















Identification au Casα4︷ ︸︸ ︷















Inclus Dans α5 Schema 1 et 2
exclu︷ ︸︸ ︷
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5.6 Constrution des séquents ave 3 variables et étude
de la reherhe des paires ritiques
5.6.1 Analyse des séquents ave 2 ourrenes pour haque for-
mule




C , (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
2 occ
→ I, ave les mêmes ontraintes que dans le
as de deux variables en ajoutant la ondition
c : La formule C ne peut pas avoir la forme A⊗ B.
Notons u, v et w les 3 variables qui entrent dans la onstrution des séquents à oté de
l'unité I et les deux onneteurs ⊗ et⊸.
Le tableau suivant nous permet de plaer les variables dans les formules en respetant la
ondition b.
(A1 ⊸ A2)⊸ I C (B1 ⊸ B2)⊸ I
p1 (u, v) (u, w) (v, w)
p2 (u, v) (v, w) (u, w)
p3 (u, w) (u, v) (v, w)
p4 ≡ p2 (u, w) (v, w) (u, v)
p5 ≡ p3 (v, w) (v, u) (u, w)
p6 ≡ p1 (v, w) (w, u) (u, v)
En respetant l'équilibre des séquents on peut diviser haque as pi=1,2,3 en des sous-as
pji .
Cas p1 :
(A1 ⊸ A2)⊸ I C (B1 ⊸ B2)⊸ I
p11 (u
−, v−) (u+, w−) (v+, w+) exclu⋆
p21 (u
−, v−) (u+, w+) (v+, w−)
p31 (u
−, v+) (u+, w−) (v−, w+) exclu⋆
p41 (u
−, v+) (u+, w+) (v−, w−)
p51 (u
+, v−) (u−, w−) (v+, w+) exclu⋆
p61 (u
+, v−) (u−, w+) (v+, w−) exclu⋆
p71 (u
+, v+) (u−, w−) (v−, w+) exclu⋆
p81 (u
+, v+) (u−, w+) (v−, w−) exclu⋆
Cas p2 :
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(A1 ⊸ A2)⊸ I C (B1 ⊸ B2)⊸ I
p12 (u
−, v−) (v+, w−) (u+, w+) exclu⋆
p22 (u
−, v−) (v+, w+) (u+, w−)
p32 (u
−, v+) (v−, w−) (u+, w+) exclu⋆
p42 (u
−, v+) (v−, w+) (u+, w−) exclu⋆
p52 (u
+, v−) (v+, w−) (u−, w+) exclu⋆
p62 (u
+, v−) (v+, w+) (u−, w−)
p72 (u
+, v+) (v−, w−) (u−, w+) exclu⋆
p82 (u
+, v+) (v−, w+) (u−, w−) exclu⋆
Cas p3 :
(A1 ⊸ A2)⊸ I C (B1 ⊸ B2)⊸ I
p13 (u
−, w−) (u+, v−) (v+, w+) exclu⋆
p23 (u
−, w−) (u+, v+) (v−, w+)
p33 (u
−, w+) (u+, v−) (v+, w−) exclu⋆
p43 (u
−, w+) (u+, v+) (v−, w−)
p53 (u
+, w−) (u−, v−) (v+, w+) exclu⋆
p63 (u
+, w−) (u−, v+) (v−, w+) exclu⋆
p73 (u
+, w+) (u−, v−) (v+, w−) exclu⋆
p83 (u
+, w+) (u−, v+) (v−, w−) exclu⋆
D'après le alul des formules qui ont deux ourrenes, les formules irrédutibles sont




+ ⊸ q−)⊸ I
b42.1 : ((p
−)⋆ ⊸ q−)⊸ I
b72.1 : ((p
+)⋆⋆ ⊸ q−)⊸ I
Remarque 5.19. La ondition de minimalité des premisses gauhes des dérivations qui
forment les paires ritiques minimales nous permet de dire que la formule C dans le
séquent (A1 ⊸ A2)⊸ I, C, (B1 ⊸ B2)⊸→ I ne peut pas avoir la forme (A⊸ B)⊸ I.
Don la formule C ne peut avoir que la forme a6.
{⋆} Selon les as irrédutibles qu'on a ité i-dessus ave leur signe on peut onstater que




































d'après toutes les simpliations faite il ne reste que les séquents suivants qui peuvent
êtres des andidats :




, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(v+,w−)
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p21.1 : S = (u
⋆ ⊸ v)⋆, (u⋆ ⊗ w⋆)⋆, (v⊸ w)⋆ → I
p21.2 : S = (u
⋆ ⊸ v)⋆, (u⋆ ⊗ w⋆)⋆, (v⋆⋆ ⊸ w)⋆ → I
p21.3 : S = (v
⋆ ⊸ u)⋆, (u⋆ ⊗ w⋆)⋆, (v⊸ w)⋆ → I
p21.4 : S = (v
⋆ ⊸ u)⋆, (u⋆ ⊗ w⋆)⋆, (v⋆⋆ ⊸ w)⋆ → I




, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
v−,w−)
p41.1 : S = (v⊸ u)
⋆, (u⋆ ⊗ w⋆)⋆, (v⋆ ⊸ w)⋆ → I
p41.2 : S = (v⊸ u)
⋆, (u⋆ ⊗ w⋆)⋆, (w⋆ ⊸ v)⋆ → I
p41.3 : S = (v
⋆⋆ ⊸ u)⋆, (u⋆ ⊗ w⋆)⋆, (v⋆ ⊸ w)⋆ → I
p41.4 : S = (v
⋆⋆ ⊸ u)⋆, (u⋆ ⊗ w⋆)⋆, (w⋆ ⊸ v)⋆ → I




, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u+,w−)
p22.1 : S = (u
⋆ ⊸ v)⋆, (v⋆ ⊗ w⋆)⋆, (u⊸ w)⋆ → I
p22.2 : S = (u
⋆ ⊸ v)⋆, (v⋆ ⊗ w⋆)⋆, (u⋆⋆ ⊸ w)⋆ → I
p22.3 : S = (v
⋆ ⊸ u)⋆, (v⋆ ⊗ w⋆)⋆, (u⊸ w)⋆ → I
p22.4 : S = (v
⋆ ⊸ u)⋆, (v⋆ ⊗ w⋆)⋆, (u⋆⋆ ⊸ w)⋆ → I




, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u−,w−)
p62.1 : S = (u⊸ v)
⋆, (v⋆ ⊗ w⋆)⋆, (u⋆ ⊸ w)⋆ → I
p62.2 : S = (u⊸ v)
⋆, (v⋆ ⊗ w⋆)⋆, (w⋆ ⊸ u)⋆ → I
p62.3 : S = (u
⋆⋆ ⊸ v)⋆, (v⋆ ⊗ w⋆)⋆, (u⋆ ⊸ w)⋆ → I
p62.4 : S = (u
⋆⋆ ⊸ v)⋆, (v⋆ ⊗ w⋆)⋆, (w⋆ ⊸ u)⋆ → I




, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(v− ,w+)
p23.1 : S = (u
⋆ ⊸ w)⋆, (u⋆ ⊗ v⋆)⋆, (w⊸ v)⋆ → I
p23.2 : S = (u
⋆ ⊸ w)⋆, (u⋆ ⊗ v⋆)⋆, (w⋆⋆ ⊸ v)⋆ → I
p23.3 : S = (w
⋆ ⊸ u)⋆, (u⋆ ⊗ v⋆)⋆, (w⊸ v)⋆ → I
p23.4 : S = (w
⋆ ⊸ u)⋆, (u⋆ ⊗ v⋆)⋆, (w⋆⋆ ⊸ v)⋆ → I




, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(v−,w−)
p43.1 : S = (w⊸ u)
⋆, (u⋆ ⊗ v⋆)⋆, (v⋆ ⊸ w)⋆ → I
p43.2 : S = (w⊸ u)
⋆, (u⋆ ⊗ v⋆)⋆, (w⋆ ⊸ v)⋆ → I
p43.3 : S = (w
⋆⋆ ⊸ u)⋆, (u⋆ ⊗ v⋆)⋆, (v⋆ ⊸ w)⋆ → I
p43.4 : S = (w
⋆⋆ ⊸ u)⋆, (u⋆ ⊗ v⋆)⋆, (w⋆ ⊸ v)⋆ → I
On va élaborer un exemple pour vérier la dérivabilités des squents.
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Exemple 5.20. Considérons les séquents p23.1 = S : (u
⋆ ⊸ w)⋆, (u⋆⊗ v⋆)⋆, (w⊸ v)⋆ → I
et prenons la formule (u⋆ ⊸ w)⋆ omme formule prinipale de l'inférene ⊸L. On a :
(w⊸ v)⊸ I, u⋆ ⊸ v⋆⋆, u⋆ → w
ψ
w⊸ v)⊸ I, (u⋆ ⊗ v⋆)⊸ I → u⋆ ⊸ w
⊸R I → I
(u⋆ ⊸ w)⋆, (u⋆ ⊗ v⋆)⋆, (w⊸ v)⋆ → I
⊸L
On peut onstater que le séquents ψ n'est pas dérivable. On n'a pas une paire ritique de
séquent nal S = p23.1.
Conlusion 5.6.1. De la même manière on montre que les autres séquents vérient la
même ondition, par suite es séquents andidats ne peuvent pas avoir des dérivations qui
vérient les onditions des paires ritiques minimales.
5.6.2 Analyse des séquents de 2 formules et 3 ourrenes pour
haune
S : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
3 occ
(B1 ⊸ B2)⊸ I︸ ︷︷ ︸
3 occ
→ I
Les formules irrédutibles, qui nous restent après toutes les simpliations et les iden-
tiations faites, appartiennent à l'ensemble des formules des as suivants : α1.1, α1.2,
α1.4, α2.1, α3.5, α3.6, α3.8, α3.10, α3.12. Puisqu'on herhe les dérivations de séquent de la
forme S : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
3 occ
(B1 ⊸ B2)⊸ I︸ ︷︷ ︸
3 occ
→ I, on peut mettre de oté les fomules qui
appartiennent aux as suivants :



























On garde les formules irrédutibles qui appartiennent aux as α3.5, α3.6, α3.8, α3.10, α3.12
qu'on va présenter ave les signes des ourrenes.
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⋆ (p⋆− ⊸ (q− ⊗ r−))
⋆ (p+ ⊸ (q− ⊗ r⋆+))






⋆ (p⋆− ⊸ (q− ⊗ r
⋆⋆
− ))


























⋆ (p⋆⋆+ ⊸ (q− ⊗ r
⋆
+))























⋆ ((p+ ⊗ q⋆⋆+ )⊸ r−)













((p⋆+ ⊸ q+)⊸ r−)










((p+ ⊗ q+)⋆⋆ ⊸ r−)⋆ ((p− ⊸ q+)⊸ r−)⋆
((p⋆+ ⊸ q+)
⋆⋆ ⊸ r−)
⋆ ((p− ⊗ q⋆+)
⋆ ⊸ r−)
⋆
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En respetant la ondition qui nous empêhe d'avoir des formules dans un séquent équilibré
sans atomes en ommun, on ne peut distribuer les 3 variables u, v, et w sur les deux
formules (A1 ⊸ A2)⊸ I et (B1 ⊸ B2)⊸ I que de la façon suivante :
(A1 ⊸ A2)⊸ I (B1 ⊸ B2)⊸ I
β1 (u, u, v) (v, w, w)
β2 (u, u, w) (v, v, w)
β3 (v, v, u) (u, w, w)
β4 ≡ β2 (v, v, w) (u, u, w)
β5 ≡ β3 (w,w, u) (u, v, v)
β6 ≡ β1 (w,w, v) (u, u, v)
β7 (u, v, w) (u, v, w)
La ondition de l'équilibre des séquents nous oblige à developper haque as βi en plusieurs
as βji de la façon suivante :
β1 =⇒
(A1 ⊸ A2)⊸ I (B1 ⊸ B2)⊸ I
β11 u
+, u−, v+ v−, w+, w−
β21 u
+, u−, v− v+, w+, w−
β2 =⇒
(A1 ⊸ A2)⊸ I (B1 ⊸ B2)⊸ I
β12 u
+, u−, w+ v+, v−, w−
β22 u
+, u−, w− v+, v−, w+
β3 =⇒
(A1 ⊸ A2)⊸ I (B1 ⊸ B2)⊸ I
β13 v
+, v−, u+ u−, w+, w−
β23 v
+, v−, u− u+, w+, w−
β7 =⇒
(A1 ⊸ A2)⊸ I (B1 ⊸ B2)⊸ I
β17 u
+, v+, w+ u−, v−, w−
β27 u
+, v+, w− u−, v−, w+
β37 u
+, v−, w+ u−, v+, w−
β47 u
















+, v−, w− u−, v+, w+
On va developper les séquents du as β17 pour donner une idée de la forme de es séquents.
β17 = S : A1 ⊸ A2)⊸ I︸ ︷︷ ︸
(u+,v+,w+)
, B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u−,v−,w−)
⊸ I. D'après notre étude on peut armer que









+))⊸ I. Alors la formule A1 ⊸ A2)⊸ I︸ ︷︷ ︸
(u+,v+,w+)
peut prendre les formes suivantes :
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n1 : (u⊸ (v
⋆ ⊗ w⋆))⊸ I
n2 : (v⊸ (u
⋆ ⊗ w⋆))⊸ I
n3 : (w⊸ (u
⋆ ⊗ v⋆))⊸ I
n4 : (u
⋆⋆ ⊸ (v⋆ ⊗ w⋆))⊸ I
n5 : (v
⋆⋆ ⊸ (u⋆ ⊗ w⋆))⊸ I
n6 : (w
⋆⋆ ⊸ (u⋆ ⊗ v⋆))⊸ I
Or les formules qui ont trois ourrenes négatives B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u−,v−,w−)
sont de la forme :
k1 : (p
⋆ ⊸ (q ⊗ r))⊸ I
k2 : (p
⋆ ⊸ (q ⊗ r⋆⋆))⊸ I
k3 : (p
⋆ ⊸ (q⋆⋆ ⊗ r⋆⋆))⊸ I
k4 : ((p
⋆ ⊗ q⋆)⊸ r)⊸ I
k5 : ((p⊗ q)⋆ ⊸ r)⊸ I
k6 : ((p
⋆ ⊸ q)⋆ ⊸ r)⊸ I
k7 : ((p
⋆ ⊗ q⋆)⋆⋆ ⊸ r)⊸ I
On va prendre quelques exemples de formules ave les trois variables u, v et w
m1 : (u
⋆ ⊸ (v ⊗ w))⊸ I
m2 : (w
⋆ ⊸ (u⊗ v))⊸ I
m4 : (u
⋆ ⊸ (v ⊗ w⋆⋆))⊸ I
m5 : (u
⋆ ⊸ (w ⊗ v⋆⋆))⊸ I
m6 : (v
⋆ ⊸ (u⊗ w⋆⋆))⊸ I
m7 : (v
⋆ ⊸ (w ⊗ u⋆⋆))⊸ I
m8 : (w
⋆ ⊸ (u⊗ v⋆⋆))⊸ I
m9 : (w
⋆ ⊸ (w ⊗ u⋆⋆))⊸ I
Ces neuf formules sont les formules qu'on a pu extraire de k1 et k2.
Quelques séquents onlus à partir des formules ni et mj .
n1, m1 ⇒ S1 : (u⊸ (v⋆ ⊗ w⋆))⊸ I, (u⋆ ⊸ (v ⊗ w))⊸ I → I
n1, m3 ⇒ S2 : (u⊸ (v⋆ ⊗ w⋆))⊸ I, (w⋆ ⊸ (u⊗ v))⊸ I → I
n4, m5 ⇒ S3 : (u⋆⋆ ⊸ (v⋆ ⊗ w⋆))⊸ I, (u⋆ ⊸ (w ⊗ v⋆⋆))⊸ I → I
n6, m9 ⇒ S4 : (w
⋆⋆ ⊸ (u⋆ ⊗ v⋆))⊸ I, (w⋆ ⊸ (w ⊗ u⋆⋆))⊸ I → I
Et maintenant dévéloppons par exemple le séquent S3 :
(u⋆⋆ ⊸ (v⋆ ⊗ w⋆))⊸ I, u⋆ → w ⊗ v⋆⋆
ψ
(u⋆⋆ ⊸ (v⋆ ⊗ w⋆))⊸ I → u⋆ ⊸ (w ⊗ v⋆⋆)
⊸R I → I
(u⋆⋆ ⊸ (v⋆ ⊗ w⋆))⊸ I, (u⋆ ⊸ (w ⊗ v⋆⋆))⊸ I → I
⊸L
On remarque que le séquent ψ n'est pas dérivable. Il en est de même pour les autres
séquents.
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5.6.3 Analyse des séquents de 2 formules dont une de 4 our-
renes et une de 2 ourrenes
S : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
2 occ
(B1 ⊸ B2)⊸ I︸ ︷︷ ︸
4 occ
→ I
La formule (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
2 occ
ne peut pas être formée par deux ourrenes de la même
variable pare qu'on a pas de formules sans variables en ommun. Alors les as possibles
sont (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
u,v
, (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
u,w
ou (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
v,w
et d'après la setion 5.4.2 ette




+ ⊸ q−)⊸ I
b42.1 : ((p
−)⋆ ⊸ q−)⊸ I
b72.1 : ((p
+)⋆⋆ ⊸ q−)⊸ I
Don les formules qu'on peut avoir sont :
x1 : A = (u⊸ v)⊸ I ave (u
+, v−).
x2 : A = (v⊸ u)⊸ I ave (u
−, v+).
x3 : A = (u
⋆ ⊸ v)⊸ I ave (u−, v−).
x4 : A = (v
⋆ ⊸ u)⊸ I ave (u−, v−).
x5 : A = (u
⋆⋆ ⊸ v)⊸ I ave (u+, v−).
x6 : A = (v
⋆⋆ ⊸ u)⊸ I ave (u−, v+).
x7 : A = (u⊸ w)⊸ I ave (u
+, w−).
x8 : A = (w⊸ u)⊸ I ave (u
−, w+).
x9 : A = (u
⋆ ⊸ w)⊸ I ave (u−, w−).
x10 : A = (w
⋆ ⊸ u)⊸ I ave (u−, w−).
x11 : A = (u
⋆⋆ ⊸ w)⊸ I ave (u+, w−).
x12 : A = (w
⋆⋆ ⊸ u)⊸ I ave (u−, w+).
x13 : A = (v⊸ w)⊸ I ave (v
+, w−).
x14 : A = (w⊸ v)⊸ I ave (v
−, w+).
x15 : A = (v
⋆ ⊸ w)⊸ I ave (v−, w−).
x16 : A = (w
⋆ ⊸ v)⊸ I ave (v−, w−).
x17 : A = (v
⋆⋆ ⊸ w)⊸ I ave (v+, w−).
x18 : A = (w
⋆⋆ ⊸ v)⊸ I ave (v−, w+).
On va prendre les deux as x1 et x18 hoisis arbitrairement et on leur assoie partenaires
pour former les séquents :
S1 : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
(u+,v−)
, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u+,v−,w+,w−)
⊸ I
S2 : (A1 ⊸ A2)⊸ I︸ ︷︷ ︸
(v−,w+)
, (B1 ⊸ B2)⊸ I︸ ︷︷ ︸
(u+,u−,v+,w−)
⊸ I
D'après l'étude faite prééedemment, beauoup des formules formées par des ourrenes
répondent à nos besoins. On va donner un seul exemple pour haun des deux séquents
S1 et S2.
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Pour S1 on regarde les formules qui ont deux ourrenes négatives et deux ourrenes





2)⊸ s)⊸ I. Une des formules qu'on peut extraire de ette formule est
la suivante : A = (p+ ⊗ q⋆− ⊗ r+ ⊸ s−)⊸ I. Alors la formule formée par les ourrenes
(u−, v+, w+, w−) peut prendre la forme suivante :
A′ : A = (v ⊗ u⋆ ⊗ w⊸ w)⊸ I
Pour S2 on prend le même as mais ave (u
+, u−, v+, w−). Don on aura une formule de
la forme :
A′′ : A = (u⊗ u⋆ ⊗ v⊸ w)⊸ I
Alors on onstruit S1 à partir de {x1, A
′
} et S2 à partir de {x18, A
′′
}. On a :
S1 : (u⊸ v)⊸ I, (v ⊗ u⋆ ⊗ w⊸ w)⊸ I → I
S2 : (w
⋆⋆ ⊸ v)⊸ I, (u⊗ u⋆ ⊗ v⊸ w)⊸ I → I
Essayons de trouver une paire ritque minimale de dérivations de même séquent nal S1.
Soit (u⊸ v)⊸ I la formule prinipale de la règle d'inférene⊸L qui doit être la dernière
règle des dérivations des paires ritiques. on a :
(v ⊗ u⋆ ⊗ w⊸ w)⊸ I, u→ v
ψ
(v ⊗ u⋆ ⊗ w⊸ w)⊸ I → u⊸ v
⊸R I → I
(u⊸ v)⊸ I, (v ⊗ u⋆ ⊗ w⊸ w)⊸ I → I
⊸L
On remarque que le séquent ψ n'est pas dérivable.
5.7 Conlusion
Vu le grand nombre des séquents obtenu dans les as des trois variables, nous avons hoisi
quelques exemples pour donner une idée de l'algorithme de onstrution des séquents et
des dérivations à étudier. Une vériation qui a été faite à la main, montre que le nombre
des séquents dans le as des trois variables va dépasser un millier et e nombre se mutiplie
par deux quand on passe à l'étude des dérivations vu que haune des formules de la forme
(C ⊸ D) ⊸ I va jouer le rle de la formule prinipale de la dernière règle d'inférene
⊸L. On peut en déduire que le nombre va augmenter très vite haque fois qu'on ajoute
une variable. Nous sommes en train de devélopper un logiiel informatique de vériation
pour mettre en valeur l'algorithme qu'on a développé.
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