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LOT STREAMING AND BATCH SCHEDULING: SPLITTING AND GROUPING
JOBS TO IMPROVE PRODUCTION EFFICIENCY
Edgar Possani
This thesis deals with issues arising in manufacturing, in particular related
to production efficiency. Lot streaming refers to the process of splitting jobs
to move production through several stages as quickly as possible, whereas
batch scheduling refers to the process of grouping jobs to improve the use of
resources and customer satisfaction.
We use a network representation and critical path approach to analyse the
lot streaming problem of finding optimal sublot sizes and a job sequence in
a two-machine flow shop with transportation and setup times. We introduce
a model where the number of sublots for each job is not predetermined,
presenting an algorithm to assign a new sublot efficiently, and discuss a
heuristic to assign a fixed number of sublots between jobs. A model with
several identical jobs in an multiple machine flow shop is analysed through
a dominant machine approach to find optimal sublot sizes for jobs.
For batch scheduling, we tackle the NP-hard problem of scheduling jobs
on a batching machine with restricted batch size to minimise the maxi-
mum lateness. We design a branch and bound algorithm, and develop local
search heuristics for the problem. Different neighbourhoods are compared,
one of which is an exponential sized neighbourhood that can be searched in
polynomial time. We develop dynamic programming algorithms to obtain
lower bounds and explore neighbourhoods efficiently. The performance of
the branch and bound algorithm and the local search heuristics is assessed
and supported by extensive computational tests.Acknowledgements
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Scheduling
In this chapter we give a brief introduction to the theory of scheduling, and
computational complexity. Our aim is to familiarise the reader with some
scheduling problems and their models, and explain a general framework to
classify the difficulty of solving them. We focus mostly on those concepts
that are relevant to subsequent chapters. More elaborate introductions can
be found for scheduling in Conway, Maxwell & Miller (1967), Baker (1974)
French (1982), and Pinedo (1995).
Scheduling problems go back to the beginning of the industrial era. How-
ever, the first samples of scientific analysis of such problems date back to
the 1950's. The theory of scheduling is concerned with the efficient allo-
cation of resources to tasks over time. For example, a resource may be a
machine in a workshop, surgeons in a hospital, processing units in a comput-
ing environment, and so on. The corresponding tasks may be operations in
a production process, the surgical procedures to be performed to patients,
computer programs to be executed, etc. Each task and resource might have
different properties, which need to be taken into account to do the allocation.
The value of the allocation is usually expressed as a function of the comple-
tion time of the tasks, referred to as an objective function. The problem
is then one of finding a minimum value for tins objective function. We in-
troduce several models in Section 2.1. discussing popular objective functionsPart I
Lot streamingPart II
Batching
67Chapter 5
Combinatorial Optimisation
and Batching Machine
Scheduling
5.1 Introduction
Batching machine problems can be considered an extension on classical schedul-
ing models where jobs are not processed simultaneously. As explained in
Chapter 2 a batching machine is able to process several jobs at a time. Our
analysis approach for these problems is different from the one followed in
Chapters 3 and 4. In this chapter we explain the standard methodology to
tackle combinatorial optimisation problems, including scheduling problems;
presenting methods that look for exact, as well as, approximate solutions.
Section 5.2 explains the basis of a combinatorial optimisation problem, sec-
tion 5.3 presents methods that aim at giving exact solutions to the problems,
whereas section 5.4 deals with approximate solutions. Finally, we discuss in
section 5.5 the batching machine model in the context of scheduling, and
introduce the specific model (subection 5.5.1) we work with in the remaining
chapters (Chapters 6, and 7).
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