adapted the recent-probes task to investigate the causes of forgetting in short-term memory. In 7 experiments, they studied the persistence of memory traces by assessing the level of proactive interference generated by previous-trial items over a range of intertrial intervals. None of the experiments found a reduction in proactive interference over time, which they interpreted as evidence against time-based decay. However, it is possible that decay actually occurred over a shorter time period than was tested in this study, wherein the shortest decay interval was 3,300 ms. By reducing the time scale, the 2 experiments reported in the current commentary revealed a sharp decrease in proactive interference over time, with this reduction reaching a plateau in less than 3 s. This pattern suggests that decay operates in the early stages, whereas subsequent forgetting is likely to be due to interference.
A common proposal for the causes of forgetting in verbal short-term memory (STM) is the decay hypothesis, which states that memory traces fade progressively because of the mere passage of time (e.g., Baddeley & Hitch, 1974; Burgess & Hitch, 1999; Page & Norris, 1998) . In spite of its popularity, the decay hypothesis is now a matter of controversy and debate Cowan & AuBuchon, 2008; Lewandowsky, Duncan, & Brown, 2004; Lewandowsky, Geiger, Morrell, & Oberauer, 2010; Lewandowsky, Oberauer, & Brown, 2009; Nairne, 2002; Oberauer & Lewandowsky, 2008; Portrat, Barrouillet, & Camos, 2008) . One reason for this controversy is that there is no universally accepted, unambiguous procedure for studying temporal decay (for a discussion, see Jonides, Lewis, Nee, Lustig, Berman, & Moore, 2008) . In this context, Berman, Jonides, and Lewis (2009) made a significant contribution by adapting the recent-probes task (Jonides & Nee, 2006; Monsell, 1978) to introduce a new procedure that overcomes some of the problems associated with other approaches. Problems with other approaches arise from the need to prevent memoranda from being reactivated during the decay interval, which is typically accomplished by including articulatory suppression (e.g., Lewandowsky et al., 2004) , attention demanding tasks (e.g., Portrat et al., 2008) , or both simultaneously (e.g., Oberauer & Lewandowsky, 2008) . In Berman et al. (2009) , however, reactivation processes did not have to be prevented, because the items to be tested were irrelevant during the decay interval. Therefore, there was no reason for these items to be actively maintained in memory. Berman et al. (2009) included seven different experiments, each of which followed the same basic procedure. Each trial began with the presentation of four words, which constituted the target set. Following a retention interval, a probe word was presented, and participants had to indicate whether the probe matched a word in the target set. Positive probes matched a word in the set, whereas negative probes did not. Interest was focused on negative probes, which were either recent or nonrecent. Nonrecent negative probes did not match any items in either the current trial (trial N) or the previous trial (trial NϪ1), whereas recent negative probes matched an item in the target set of trial NϪ1. As a result, participants had to overcome a certain degree of proactive interference to provide a negative response on recent negative trials, with the consequence of longer reaction times (RTs) compared with nonrecent negative trials. This proactive interference effect can be taken as an index of the persistence in memory of the items from the preceding trial.
The duration of the intertrial interval was the key manipulation in Berman et al. (2009) because it resulted in different hypothetical decay intervals, namely, the periods of time between the end of trial NϪ1 (when target items of trial NϪ1 became irrelevant and, presumably, stopped being reactivated) and the presentation of the probe in trial N (when target items from trial NϪ1 could interfere with the current response). Decay intervals ranged from 7 s to 19 s in most of the experiments, with the time scale being reduced in Experiments 3 (decay intervals from 4 s to 8.5 s) and 4 (intervals from 3.3 to 4.8 s).
1 In all cases, the prediction from the decay 1 In contrast to the other experiments, the probes in Experiments 3 and 4 were presented for 2 s, regardless of the participants' response, with decay intervals being calculated from the offset of the presentation of the probe rather than from the response. As there was no reason for participants to continue to reactivate the target set after providing a response, it seems reasonable to argue that the decay intervals in Experiments 3 and 4 were considerably longer than those calculated by Berman et al. (2009). This study was supported by the Spanish Ministry of Science and Innovation (Projects PSI2009-07374 and CSD2008-00048). I thank Francisco J. García and Adán Cherkaoui for their assistance with data collection.
Correspondence concerning this article should be addressed to Guillermo Campoy, Universidad de Murcia, Facultad de Psicología, Campus de Espinardo, 30100, Murcia, Spain. E-mail: gcampoy@um.es hypothesis was that the proactive interference effect would be inversely related to the decay interval, with shorter intervals resulting in larger effect. However, none of the experiments provided evidence supporting this prediction.
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At first glance, results of the Berman et al. (2009) study could be taken as evidence against the decay hypothesis. However, as the authors themselves acknowledged, it could be argued that the time scale in their experiments was not appropriate to detect decay. In fact, traditional supporters of the decay hypothesis have generally assumed very rapid decay, with nonreactivated traces vanishing in approximately 2 s (Baddeley & Lewis, 1984; Schweickert & Boruff, 1986 ; for a recent and exhaustive review, see Mueller & Krawitz, 2009 ). The idea of very rapid decay is also included in a neurally based model of STM proposed by the authors of the present target article (Jonides et al., 2008) . From this perspective, the results in Berman et al. (2009) might be due to the fact that all the decay intervals tested exceeded the time window in which decay occurs. Thus, to fully test the decay hypothesis by the recent-probe task, proactive interference effects at shorter decay intervals must be evaluated. This is the goal of the present study.
Experiment 1
The logic underlying Experiment 1 was the same as that of Berman et al. (2009) , although the procedure was modified to reduce the time scale. The target items were drawn from a small set of highly familiar items (the digits 0 to 9), instead of from a large set of words, as used by Berman et al. (2009) . Moreover, the target sets in this experiment consisted of three items that were presented in the center of the display, rather than four items presented in the corners of an imaginary square (Berman et al., 2009 ). These modifications were aimed at facilitating rapid encoding of the target items, which were presented for 600 ms. The retention interval was 400 ms, and the four intertrial intervals were 600; 1,200; 1,800; and 2,400 ms. These parameters yielded hypothetical decay intervals of 1,600; 2,200; 2,800; and 3,400 ms (see explanation below).
An important difference between Experiment 1 and Berman et al. (2009) is that not all the trials were probed in the current experiment. On the contrary, probed trials were interspersed with nonprobed trials in which no probe was presented after the target set. Participants did not know whether a trial would be probed so that they could not ignore any target set in advance. The advantage of this method is that we do not need to make assumptions about the reactivation of the memory traces after the presentation of the target set. Even if traces were no longer reactivated after their initial encoding, we would still have a series of short decay intervals of fixed length.
Method

Participants.
Thirty-six undergraduate students from the University of Murcia (Murcia, Spain) participated in the experiment for course credit.
Procedure. The experiment consisted of 192 probed trials (96 positive trials, 48 recent negative trials, and 48 nonrecent negative trials) interspersed with 288 nonprobed trials. The 192 probed trials represented all combinations of intertrial interval (600; 1,200; 1,800; or 2,400 ms), type of probe (positive or negative), type of negative probe (recent or nonrecent; meaningless for positive-probe trials), number of preceding nonprobed trials (zero, one, two, or three), and position of the probe item in the corresponding target set (1, 2, or 3; meaningless for nonrecent negative probes). These combinations were included to prevent predictability, although the primary focus was participants' performance on recent and nonrecent negative trials across the four intervals. Probed trials immediately following another probed trial (without any preceding nonprobed trial) were included to ensure that the participants did not eventually learn to ignore the first target set following a probed trial; however, those trials were not included in the analyses.
Each probed trial consisted of the following sequence (see also Figure 1 ). First, three hash signs were displayed in the center of the screen for 600; 1,200; 1,800; or 2,400 ms (the intertrial interval). Next, the three digits comprising the target set replaced the hashes and remained visible for 600 ms. Then, after a blank interval of 400 ms (the retention interval), a probe number was presented, and participants indicated whether the probe matched a digit in the target set by pressing the z or m key on the computer keyboard as quickly and accurately as possible. The specific response-key mapping was counterbalanced across participants. Probe numbers were presented in word form to foster the phonological encoding of the target digits. After the response, a feedback message ("correct!" or "incorrect!") was presented for 700 ms. Finally, the screen went blank for 300 ms, and a new trial began. The sequence of events in nonprobed trials included only the first three steps (hash signs, target set, and retention interval). Participants were informed in advance that there would be nonprobed trials. Participants were also told that the presence of the three hash signs indicated the start of a new trial so that the previous target set was no longer relevant. The decay interval was defined as the elapsed time from the onset of the hash signs to the presentation of the probe (see Figure 1 ). The intertrial interval (i.e., the duration of presentation of the hash signs) in the nonprobed trials was randomly assigned, with the condition that the four different intervals were equally represented. The specific stimuli presented in each trial were selected at random with the following restrictions: (a) Target sets were composed of three different digits; (b) positive probes matched a digit in the current target set, whereas negative probes did not; (c) recent negative probes matched a digit in the target set of the preceding trial, whereas nonrecent negative probes did not; (d) negative probes did not match any digit in the target set two and three trials before the current trial; and (e) the same number was not used as a probe in two consecutive probed trials. The order of presentation of the different probed trials was randomized for each participant. A computer program generated by E-Prime (Schneider, Eschman, & Zuccolotto, 2002) controlled the experiment. Practice trials that included 20 probed trials were presented prior to the experimental trials.
Results
Trials with incorrect responses (6.44%) or with RTs more than three standard deviations from the participant's mean for each condition (0.41%) were not included in the analyses. Table 1 presents the mean RT for positive, recent negative and nonrecent negative probe trials as a function of the intertrial interval. A one-way repeated-measures analysis of variance (ANOVA) on the mean RTs for positive-probe trials showed no effect of the intertrial interval (F Ͻ 1). However, the analyses of interest were those involving participants' performance on negative-probe trials. The decay hypothesis predicts greater proactive interference at shorter intervals, resulting in an interaction between the type of negative probe and the intertrial interval. This interaction would be expected to be a consequence of the intertrial interval having a selective effect on recent negative trials, with longer RTs at shorter intervals. These predictions were confirmed by the analysis. Specifically, a 2 ϫ 4 repeated-measures ANOVA with the type of negative probe and the intertrial interval as factors showed a main effect of type of negative probe, F(1, 35) ϭ 47.57, MSE ϭ 9098, p Ͻ .001, p 2 ϭ .58. This finding revealed the expected proactive interference effect: responses were faster for nonrecent negative probes than for recent negative probes (proactive interference effect ϭ 78 ms). The main effect of the intertrial interval was not significant, F(3, 105) ϭ 1.41, MSE ϭ 6796, p ϭ .243, p 2 ϭ .04, but there was an interaction between the type of probe and the interval, F(3, 105) ϭ 3.32, MSE ϭ 8960, p ϭ .023, p 2 ϭ .09. This interaction confirmed that the proactive interference effect was modulated by the intertrial interval, with the effect decreasing as the interval increased. The proactive interference effects for the 600-; 1,200-; 1,800-; and 2,400-ms intertrial intervals (corresponding to the 1,600-; 2,200-; 2,800-; and 3,400-ms decay intervals) were 134, 82, 49, and 46 ms, respectively. Effect sizes based on standardized mean differences (Cohen's d) were 0.9, 0.5, 0.4, and 0.4, respectively. The analysis of simple effects revealed that the interval effect was significant for recent negative probes, F(3, 105) ϭ 4.705, MSE ϭ 7,495, p ϭ .004, p 2 ϭ .12, but not significant for nonrecent negative probes (F Ͻ 1).
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Discussion
The results of Experiment 1 are consistent with the claim that memory traces in STM decay at a rapid rate in the absence of reactivation processes. In contrast to the findings of Berman et al. (2009) , the duration of the intertrial interval affected participants' performance on recent negative probes, with shorter intervals producing longer RTs. As a consequence, the proactive interference effect (the difference between the RT for recent negative probes and the RT for nonrecent negative probes) was modulated by the intertrial interval. There was a sharp reduction in the interference effect over the first three intervals, with this effect diminishing from 134 ms to 49 ms. Importantly, the reduction in the proactive interference effect plateaued at the 1,800-ms intertrial interval, which corresponded to a decay interval of 2,800 ms. This fact might explain why Berman et al. (2009) found no change in proactive interference as a function of time, because all the decay intervals tested in that study were longer than 3 s. Therefore, as anticipated by Berman et al., the pattern found in the present experiment suggests that the time scale in their study was not appropriate to detect decay, which seems to occur during an early time window.
Although the results of Experiment 1 appear to provide evidence for rapid decay in STM, there are two issues that deserve consideration. The first issue emerges from the fact that target items were presented visually and simultaneously and involves the question of how the participants encoded items in the target sets. In this regard, it was assumed that the three digits in the target sets would be verbally encoded as three individual stimuli, but other alternatives cannot be ruled out. On the one hand, it is possible that the target sets were visually encoded, perhaps because verbal encoding was slower and, thus, less suited to rapid visual presentations. 4 On the other hand, simultaneous presentation of the digits might lead some participants to encode a single three-digit number rather than three individual digits. Regardless of whether these alternatives challenge the decay-based interpretation, the uncertainty about stimulus encoding is not a desirable situation. The second issue is related to differences between this experiment and Berman et al. (2009) with regard to how the interfering stimuli (those from trial NϪ1) became irrelevant. In Berman et al., all trials were probed, so that stimuli in the preceding trial became irrelevant implicitly when a response was provided at the end of the trial. In contrast, the interfering stimuli in Experiment 1 were always taken from a nonprobed trial, and a visual cue (three hash signs) explicitly indicated that these stimuli were no longer relevant. This explicit cue could have prompted participants to actively try to remove the stimuli from memory, as occurs in directed-forgetting paradigms (e.g., Oberauer, 2001) . If so, Experiment 1 results would reflect the time course of active forgetting mechanisms, rather than passive decay. Experiment 2 aimed at overcoming these two issues.
Experiment 2
The procedure in Experiment 2 relied on the common assumption that auditory verbal stimuli directly access verbal STM (Baddeley, 1986; Burgess & Hitch, 1999) . As in Experiment 1, the experimental stimuli were digits ranging from 0 to 9, and target sets included three items. In this experiment, however, all stimuli, apart from the probes, were presented auditorily one at a time. Thus, nonverbal encoding and encoding of a single three-digit representation were unlikely. Since a certain amount of time is required to auditorily present a sequence of three digits, the presentation time of the target sets was extended from 600 ms to 1,000 ms. All other key temporal parameters remained the same as in Experiment 1. As a result, the four decay intervals in Experiment 2 were 2,000; 2,600; 3,200; and 3,800 ms. It was expected that these interval durations would still permit the detection of decay because the shortest interval was within the temporal window in which Experiment 1 found that decay takes place. Nevertheless, the number of participants was doubled to increase the sensitivity of the experiment. A second major difference between Experiments 1 and 2 was replacing nonprobed trials with individual presentations of an irrelevant digit (filler digit), which preceded the presentation of the target set. Since the filler digits were presented auditorily, it was assumed that they would gain access to verbal STM even though participants knew in advance that these items were irrelevant for the task. The probe stimuli in the recent negative probe trials corresponded to the last filler digit prior to the presentation of the target set in the current trial, with the hypothetical decay intervals defined as the time elapsed from the end of the last filler digit (the one immediately preceding presentation of the target set) to the presentation of the probe (see Figure 2) . The advantage of this procedure was that the interfering stimuli were irrelevant at the moment of their presentation so that it was not necessary to present additional cues that might be interpreted as an explicit instruction to forget. Instead of the intertrial interval, the key temporal manipulation in Experiment 2 was the interval between the end of the last filler digit and the onset of the target set. Durations of this pre-target interval were 600; 1,200; 1,800; and 2,400 ms. The presentation of the target set was indicated by a visual cue (a square in the center of the screen). Target items could also be easily identified because they appeared in rapid succession, in contrast to the preceding filler digits.
Method
Participants. Seventy-two undergraduate students from the University of Murcia participated in the experiment for course credit.
Materials. The digits from 0 to 9 were recorded by a female speaker in a neutral tone of voice and segmented into individual sound files using audio editing software. This software was also employed to adjust the duration of the audio files without altering their pitch so that all the auditory stimuli lasted 300 ms. Experimental software written in E-Prime (Schneider et al., 2002) controlled the experiment. The auditory stimuli were presented through headphones. Procedure. Participants were tested individually in soundproof booths. The experiment consisted of 144 trials (72 positive, 36 recent negative, and 36 nonrecent negative). These trials corresponded to all combinations of pre-target interval (600; 1,200; 1,800; or 2,400 ms), type of probe (positive or negative), type of negative probe (recent or nonrecent; meaningless for positiveprobe trials), number of preceding filler digits (three, four, or five), and position of the probe item in the corresponding target set (1, 2, or 3; meaningless for negative-probe trials). As in Experiment 1, these combinations were included to prevent predictability, although the primary focus was performance on the recent and nonrecent negative trials across the four intervals. The order of presentation of the different trials was randomized for each participant.
The experimental procedure is depicted in Figure 2 . Each trial began with the auditory presentation of three, four, or five filler digits, with the interval between digits being 600; 1,200; 1,800; or 2,400 ms; the specific interval was randomly assigned with the constraint that the four different intervals were equally represented throughout the experiment. Then, after a pre-target interval of 600; 1,200; 1,800; or 2,400 ms from the offset of the last filler digit, a 7-cm ϫ 7-cm square appeared in the center of the screen. Immediately afterward, the three digits composing the target set were presented auditorily in rapid succession, at a rate of one item every 350 ms. The duration of each auditory digit was 300 ms, so that the entire presentation of the target set lasted 1,000 ms from the onset of the first target digit to the offset of the last target digit. Next, after a retention interval of 400 ms, a probe digit was visually presented in the form of an Arabic numeral in the center of the square. After that, participants indicated whether the probe matched a digit in the target set by pressing the z or m key on the computer keyboard as quickly and accurately as possible. The specific response-key mapping was counterbalanced across participants. Responses were followed by a feedback message ("correct!" or "incorrect!"), which appeared for 700 ms. Finally, a blank screen was displayed for 1,000 ms, and a new trial began.
The specific stimuli presented in each trial were randomly assigned with the following restrictions: (a) Each target set was composed of three different digits; (b) the filler digits in a trial were different from each other; (c) positive probes matched a digit in the current target set, whereas negative probes did not; (d) recent negative probes corresponded to the filler digit immediately preceding presentation of the target set; and (e) nonrecent negative probes did not correspond to any filler digit in the trial. Twenty practice trials were presented prior to the experimental trials.
Results and Discussion
Trials with incorrect responses (3.41%) or RTs more than three standard deviations from the participant's mean for each condition (0.45%) were not included in the analyses. Table 2 presents the mean RT for correct responses on positive, recent negative and nonrecent negative trials as a function of the pre-target interval. A one-way repeated-measures ANOVA on the mean RT for positiveprobe trials showed no effect of the pre-target interval (F Ͻ 1). Participants' performance on the negative probe trials was analyzed by a 2 ϫ 4 repeated-measures ANOVA with the type of negative probe and pre-target interval as factors. There was a main effect of type of negative probe, F(1, 71) ϭ 20.10, MSE ϭ 8652, p Ͻ .001, p 2 ϭ .22, revealing that RTs were longer for recent trials than for nonrecent trials (proactive interference effect ϭ 35 ms). There was a main effect of interval, F(1, 213) ϭ 8.01, MSE ϭ 4101, p Ͻ .001, p 2 ϭ .10. However, the main effects were qualified by a significant interaction between the type of negative probe and pre-target interval, F(3, 213) ϭ 3.86, MSE ϭ 3765, p ϭ .01, p 2 ϭ .05. The analysis of simple effects revealed that the interval effect was significant for recent negative probes, F(3, 213) ϭ 7.902, MSE ϭ 5752, p Ͻ .001, p 2 ϭ .10, but not significant for nonrecent negative probes (F Ͻ 1). The proactive interference effects for the 600-; 1,200-; 1,800-; and 2,400-ms pre-target intervals (corresponding to the 2,000-; 2,600-; 3,200-; and 3,800-ms decay intervals) were 65, 26, 24, and 24 ms, respectively. Effect sizes based on standardized mean differences (Cohen's d) were 0.5, 0.3, 0.3, and 0.3, respectively. The results were thus equivalent to those in Experiment 1. The temporal interval had a selective effect on recent-probe trials so that the proactive interference effect was modulated by this interval duration. As in Experiment 1, there was a rapid reduction of the proactive interference effect and then reached a plateau. Thus, results of Experiment 2 were consistent with findings of Experiment 1 and suggest that decay takes place in an early time window. Taken together, these findings explain why Berman et al. (2009) , which investigated longer intervals, did not find evidence for decay.
Comparison between experiments. An inspection of Tables  1 and 2 suggests that the error rates and mean RTs tended to be higher overall in Experiment 1 than in Experiment 2. This was confirmed by independent-samples t tests, which revealed that there were significant differences both for errors, t(106) ϭ 4.90, p Ͻ .001, and for RTs, t(106) ϭ 10.41, p Ͻ .001. Better overall performance in Experiment 2 might be due to the auditory presentation of the target sets, which presumably led to improved encoding of the target items compared with the rapid visual pre- sentation in Experiment 1. In addition, the target sets always preceded the presentation of a probe in Experiment 2, whereas only the 40% of the target sets were probed in Experiment 1. As a result, compared with participants in Experiment 1, participants in Experiment 2 were able to anticipate when a probe stimulus was about to appear, which most probably produced shorter RTs. A consequence of the shorter RTs in Experiment 2 is that the proactive interference effect, as expressed in milliseconds, seems to be smaller in Experiment 2 than in Experiment 1. To evaluate whether there was a difference in the size of the effect when differences in overall speed was controlled, the proactive interference effect in each experiment was calculated as the percentage of increase in RT, using the following formula: proactive interference effect ϭ (RT recent Ϫ RT nonrecent)/(RT nonrecent/100). For a more appropriate comparison, only the three most overlapping intervals were considered in the calculation, those corresponding to the decay intervals of 2,200; 2,800; and 3,400 ms in Experiment 1, and the decay intervals of 2,000; 2,600; and 3,200 in Experiment 2. The effect was numerically greater in the Experiment 1 than in Experiment 2 (8.5% vs. 6.3%), but this difference was not significant, t(107) ϭ 1.191, p ϭ .236. In any case, despite their differences, both experiments consistently revealed that the proactive interference effect decreased over time, with this reduction reaching a plateau in less than 3 s. This constitutes the main finding of this study.
General Discussion
The present study focused on the possibility that Berman et al. (2009) failed to find evidence for time-based decay in STM because all the intervals tested exceeded the time window in which decay operates. To investigate this possibility, two experiments examined the level of proactive interference generated by prior items over decay intervals that ranged from 1,600 ms to 3,400 ms in Experiment 1 and from 2,000 ms to 3,800 ms in Experiment 2. Both experiments found a decrease in proactive interference over the shorter intervals, supporting the claim of very rapid decay in STM. Importantly, this reduction over time reached a plateau in less than 3 s, at a 2,800-ms decay interval in Experiment 1 and a 2,600-ms decay interval in Experiment 2. These findings explain why Berman et al. (2009) did not find evidence of decay in a study in which the shortest interval tested was 3,300 ms.
Although rapid decay seems to provide a reasonable explanation for the present findings, there is an alternative interpretation that deserves consideration. Specifically, it could be argued that, rather than passive decay, the present findings actually reflect the time course of a hypothetical mechanism of active inhibition or removal of irrelevant information in STM. As discussed above, the procedure in Experiment 1 included a visual cue indicating that previous target stimuli were no longer relevant. Participants might perhaps have interpreted this cue as an explicit forgetting instruction, fostering the participation of active removal processes. To avoid the presentation of explicit forgetting cues, interfering stimuli in Experiment 2 were already irrelevant at the moment of their presentation. Together with the absence of explicit cues, the fact that participants were never asked to attend and retain the irrelevant stimuli might perhaps make participants less liable to engage in active processes to remove this information. Unfortunately, however, we still cannot rule out the possibility that participants tried to remove irrelevant memory contents to improve their performance. In any case, it seems worth noting that when participants are more explicitly oriented to disregard a set of irrelevant STM representations, these irrelevant representations seems to be removed in about 1 s. This observation comes from studies by Oberauer (2001 Oberauer ( , 2005a , in which the persistence of irrelevant representations over time was estimated by analyzing how the effect of the number of irrelevant items (the irrelevant-set size effect) vanished across different time intervals from the presentation of the cue indicating that these items were irrelevant. The fact that the irrelevant-set size effect vanished in 1 s could suggest that active removal is actually a faster process than that operating in the present study. Evidence congruent with this view comes from a different group of experiments within the same experimental program (Oberauer, 2001 (Oberauer, , 2002 (Oberauer, , 2005b . In this second group of experiments, participants were again instructed to focus in a subset of STM representations at the expenses of representations composing the irrelevant set. However, this latter set of representations was only transitorily irrelevant, because it had to be retained for later testing. Thus, it seems reasonable that participant did not try to remove the irrelevant set to not hinder subsequent performance. In this situation, the time course of the irrelevant-set size effect would reflect a passive process operating on the irrelevant representations while attention was focused on a different set of memory contents. Importantly, the irrelevant-set size effect in this second group of experiments vanished in about 2.5 s, in close correspondence with the results of present study. To summarize, Oberauer's studies may suggest that active removal takes about 1 s, with the present results most probably reflecting the time course of a slower passive decay mechanism. However, further research is necessary to clarify this issue.
The proposal that the present experiments support the idea of temporal decay of nonreactivated traces in STM seems to conflict with recent studies in which temporal factors were found to have no reliable effect (Lewandowsky et al., 2010; Oberauer & Lewandowsky, 2008) . In these studies, participants were tested for serial recall of lists of consonants. The key aspect of the procedure was the presentation of distracting words in-between consonants, with experimental conditions differing in the number and nature (repetitive or diverse) of these distractors. Participants were instructed to articulate the distracting words, which presumably prevented subvocal rehearsal in the interval between consonants. The relevant finding to the decay hypothesis was that three or four repetitions of the same distracting word produced a memory decline equivalent to that generated by a single repetition of the word, despite the fact that more repetitions significantly increased the retention interval. In principle, this finding would seem to provide strong evidence against the decay hypothesis, which predicts worse recall at longer intervals. However, inspection of the data for time required for participants to articulate distractors leads to the conclusion that, regardless the number of repetitions, decay intervals exceeded 3 s. If decay occurs before this point, as the present study suggests, the absence of a temporal effect in the Lewandowsky and Oberauer experiment would be accounted for.
Although findings of the present study can be interpreted as evidence for decay in STM, it is important to note that a purely temporal account of forgetting in STM is incompatible with the available evidence supporting the fundamental role of interference. Some of this evidence comes from one of the experiments included in our target article (Berman et al., 2009, Experiment 7) . In this experiment, a condition was included in which an additional trial was presented during the otherwise empty intertrial interval. The results showed significantly shorter RTs to recent negative probes in this condition, suggesting that the presentation of new information during the intermediate trial entailed displacement of previous memory contents, with the consequence of a lower level of proactive interference. This pattern was interpreted as proof of the role of interference as a forgetting mechanism in STM. Complementary evidence from the recent probes paradigm emerges from an experiment in which recent negative probes were always taken from the two-back target set, with the intermediate trial involving either short (two-syllable) or long (four-syllable) words (Campoy, 2011, Experiment 2) . The results revealed less proactive interference when the intermediate trial included longer words, suggesting that presentation of more information (long words instead of short words) resulted in greater retroactive interference over previous memory contents. Further evidence for the role of interference in STM comes from the studies by Lewandowsky and Oberauer described above. The main finding in these studies was that, compared with repetitive distracting words, presentation of varying distractors within a trial resulted in poorer recall. This pattern was interpreted on the basis of the serial-order in a box model (Farrell & Lewandowsky, 2002) . According to this interpretation, the novelty of the distracting words determined the strength with which these items were encoded and, therefore, the extent to which these distractors interfered with previous representations (Lewandowsky et al., 2010; Oberauer & Lewandowsky, 2008) .
Integrating interference findings with results of the present study leads to a view in which both interference and decay play a role in STM (see Jonides et al., 2008 , for an STM model incorporating both decay and interference). Critically, however, these mechanisms operate in different time frames, with decay occurring less than 3 s following trace activation and interference occurring over a more extended time window. This perspective is consistent with traditional models, which propose that nonreactivated STM traces decay very rapidly (e.g., Baddeley & Lewis, 1984) , but differs from those models in assuming that the decayed traces remain available for immediate recall while they are not eliminated by subsequent interference. From this point of view, therefore, decay cannot be properly conceived as a forgetting mechanism. Rather, decay might perhaps operate as the transition mechanism between an active state of high accessibility and a subsequent state with nonactive but still privileged traces (Lewis-Peacock, Drysdale, Oberauer, & Postle, 2012; Postle, 2011) . The idea that decayed traces remain in an accessible state is consistent with a recent fMRI study by Lewis-Peacock et al. (2012) . This study showed that activation of the neural representation of a specific stimulus dropped to the baseline level during the retention interval when attention was drawn away from this stimulus, but afterward, the original pattern of neural activity was reinstated. The authors concluded that STM includes both active and dormant representations and that only the subset of representations in the focus of attention remains in an active state (see also Nee & Jonides, 2011) .
To summarize, although there is compelling evidence that forgetting in verbal STM is primarily due to interference, the present study suggests that decay also plays a role. However, decay seems to operate within a short time window, with interference being the only detectable mechanism over longer time frames. This fact would explain the lack of time-based effects in a number of previous studies, including Berman et al. (2009) .
