We extend the result of Markus, Spielman, and Srivastava about the sum of rank-one symmetric random matrices to the case when the isotropy assumption on the random matrices is relaxed. Consider the sum [6]). These bounds show that with high probability the norm of the sum is less than a threshold logarithmic in d. Recently, Markus, Spielman, and Srivastava have shown that the norm of the sum is less than a threshold independent of d, with a positive probability. Their result is formulated for isotropic vectors, that is, when E m i=1 v i v * i = I. With some modifications, their methods are applicable to the non-isotropic case as well. In particular, in this paper we prove the following result.
For the case E m i=1 v i v * i = I d , this inequality was proved in [4] . Our theorem shows that the assumption of isotropy is irrelevant. What is essential is that E m i=1 v i v * i ≤ 1. Markus, Spielman, and Srivastava used a corollary of their inequality to prove the Kadison-Singer conjecture. Below is the analogue of the corollary for the non-isotropic case. 
Corollary 2. Let r be a positive integer and let
Let v i be random vectors that take value √ rw i,k with probability 1/r. Then
Set
Proof of Theorem 1: We follow the lines of proof in [4] . The key ingredient is the following formula:
which is proved as Theorem 4.1 in [4] . Recall that a multivariate polynomial p(z 1 , . . . , z n ) is called real stable if all its coefficients are real and if p(z 1 , . . . , z n ) = 0, whenever ℑ(z i ) > 0 for all i. The determinant on the right-hand side of (6) is a real stable polynomial in variables x and z i by fundamental Proposition 2.4 in [2] . It follows from the properties of real stable polynomials that the polynomial on the left-hand side of 6 is also real stable. Since it is a polynomial in one variable, hence all its roots are real. Moreover, the convex combinations of real stable polynomials have important root interlacing properties. These properties imply (as in Theorem 4.5 in [4] ) that there are such values w i of random variables v i that the largest root of det (xI − 
is at least as large as ( 
In the proof we will use the following notation. We say that x ∈ R m is above the roots of a multivariate polynomial p(z 1 , . . . , z m ) if p(z 1 , . . . , z m ) > 0 for all z ≥ x (that is, if z i ≥ x i for all i). The set of all points above the roots of p is denoted Ab p .
Let p(z 1 , . . . , z m ) be a real stable polynomial and z ∈ Ab p . Then the barrier function of p at point z in direction i is defined as
where
We will also use the following lemma (Lemmas 5.9 and 5.10 in [4] ).
Lemma 4.
Suppose that p(z 1 , . . . , z m ) is real stable, that z ∈ Ab p , and that
Then for all i and j, z ∈ Ab (1−∂z j )p and
Proof of Theorem 3:
A i is positive definite. This implies that (x, z) ∈ Ab P for all z ≥ t1, where 1 denote the vector (1, . . . , 1).
Next,
where the last equality follows by differentiating the power expansion for the logarithmic function and using the fundamental property of trace (Tr(XY ) = Tr(Y X)). Since 
2 , where A 2 denotes the Frobenius norm of A. Then the claim of the lemma follows from the inequality AB 2 ≤ A B 2 . (Section 5.6, Exercise 20 on page 313 in [3] ).
By Lemma 5, we infer from (13) that
for all z ≥ t1. Hence, if δ := −t,
for all z ≥ t1. By starting with (x, t1) and applying Lemma 4 sequentially to each of the components of vector t1, we find that x is above the roots of polynomial
which is equivalent to the statement of the theorem.
