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Zusammenfassung
Turbulenz tritt in vielen Bereichen der Natur und Technik auf, in der Geo- und Astrophysik,
in der Meteorologie sowie der Aerodynamik, aber auch in technischen Apparaten sowie teil-
weise in biologischen Systemen. Es handelt sich nicht nur um ein weit verbreitetes, sondern
auch um ein in vielfacher Hinsicht unverstandenes Pha¨nomen. Trotz intensiver Forschung
basieren die zur Vorhersage turbulenter Stro¨mungen verwendeten Berechnungsmethoden im-
mer noch auf halbempirischen Schliessungsannahmen. In dieser Dissertation soll ein neuer
Ansatz zur Beschreibung der Strukturen von Turbulenz verfolgt werden. Dafu¨r werden ver-
schiedene Felder (wie passiver Skalar, Komponenten von Geschwindigkeit) aus der Direkten
Numerischen Simulationen (DNS) homogener isotroper Turbulenz gewonnen. Diese Felder
werden mittels eines Gradienten-Trajektorien-Verfahren analysiert. Hierbei starten Trajek-
torien von jeder Gitterzelle in Richtung steigender und fallender Gradienten, bis sie jeweils
einen Maximum- bzw. ein Minimum-Punkt erreichen. Durch das Ensemble von Gitterzellen,
von denen ausgehend jeweils das gleiche Paar von Extrem-Punkten erreicht wird, la¨sst sich
ein ra¨umliches Gebiet definieren, die so genannten Dissipations-Elemente. Es sollen damit
die geometrischen Eigenschaften feinskaliger Turbulenz erfasst werden.
Die Arbeit ist wie folgt gegliedert: Nach einer Einfu¨hrung und Diskussion allgemeiner
Probleme in Kapitel 1, stellt Kapitel 2 die Darstellung von DNS fu¨r homogen isotrope
Turbulenz vor. Mit dem entwickelten parallelisierte Code wurden bis zu 10243 Gitter-
punkte analysiert. Im Kapitel 3 wird der numerische Algorithmus zur Identifizierung der
Gradienten-Trajektorien der Dissipations-Elemente vorgestellt. Sofern das betrachtete Feld
hinreichend genau bekannt ist, konnten, basierend auf diesem Algorithmus, Dissipations-
Elemente gezeigt werden. Die wichtigsten geometrischen Eigenschaften werden in den fol-
genden Kapiteln vorgestellt. Die Geometrie eines Dissipations-Elementes la¨sst sich durch
den Abstand zwischen den jeweiligen Minimum- und Maximum-Punkten parametrisieren.
In Kapitel 5 wird eine statische Gleichung fu¨r die Verteilung des Abstandes abgeleitet,
deren theoretische Resultate in u¨berstimmung mit den numerischen sind. In Kapitel 6
wird die zweidimensionale Verteilungsfunktion von skalarer Differenz und La¨ngenmass der
Dissipations-Elemente aus dem zugrunde liegenden turbulenten Feldes gezeigt. Aus dieser
Funktion, mit dem La¨ngenmass konditionierte Mittelwert der skalaren Differenz, steht in
enger Beziehung zur Strukturfunktion. Kapitel 7 zeigt, dass auf der Basis eines Modells
fu¨r die zweidimensionale Verteilungsfunktion die statistischen Eigenschaften der jeweiligen
Felder hieraus quantitativ rekonstruiert werden ko¨nnen. In Kapitel 8 wird ein bereinigtes
Modell beschrieben, welches die Beziehung zwischen der Verteilungsfunktion eines 3D-Feldes
und den Verteilungsfunktionen aus seinen 2D-Schnitten beachtet. Skalardissipation ist von
besonderer Bedeutung bei turbulentem Mischen. Weiterhin werden die Eigenschaften der
Skalardissipation, welche mit der Dehnungsrate korrelieren, entlang Trajekterien in Dissi-
pationselement mittels der Flamelet-Transformation analysiert in Kapitel 9. Endlich zwei
wichtig allgemeine Eigenschaften der Turbulenz mit Hilfe der Dissipations-Elemente erfasst
werden: Intermittency und Anisotropy.
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1 Introduction
1.1 Common features of turbulence
Incompressible flows are described by the Navier-Stokes equations:
Continuity
∇ · U = 0, (1.1)
Momentum
∂U
∂t
+ U · ∇U = −1
ρ
∇p+ ν∇2U, (1.2)
where U , ρ, p and ν denote the velocity field, the fluid density, the pressure field and the
kinematic viscosity, respectively.
By nondimensionalizing the Navier-Stokes equations with a reference velocity U0 and a
reference length L, one obtains the Reynolds number ReL, defined as
ReL =
U0L
ν
. (1.3)
ReL, which indicates the ratio between the inertial and viscous forces on L, is the most
fundamental nondimensional parameter to characterize flows.
Mathematically, the Navier-Stokes equations are deterministic in describing laminar flows.
However, there exists a critical value of the Reynolds number, above which the flow may
transit from laminar to turbulent. Consequently, completely new types of motion and flow
structures will appear in the whole flow field. Once the turbulent motion is introduced,
further descriptions are needed to investigate the dynamics of the flow. The primarily
important feature of turbulence lies in the rapid transport and effective mixing of momen-
tum and energy, by which turbulent flows differ from laminar flows. As commented by
Chorin(1975) (cited from [84]), “The distinguishing feature of turbulent flow is that its ve-
locity field appears to be random and varies unpredictably. The flow does, however, satisfy
a set of differential equations, the NavierStokes equations, which are not random. This
contrast is the source of much of what is interesting in turbulence theory.”
At the turbulent state, the flow has substantially different local patterns and is far from
being totally disorganized. The existence of certain spatial organizations, which are called
coherent structures, is another important feature of turbulent flows. Generally it is believed
that coherent structures are associated closely with vortical motions. Examples of coherent
structures identified in turbulent flows include hairpin vortices in boundary layer turbulence,
plumes in turbulent convection, and vortices in turbulent shear flows. Therefore turbulent
flows are neither deterministic nor fully random.
As a still unresolved classical problem in physics, turbulent flows have many applications
not only in aerodynamics, meteorology, geo- and astrophysics, but also for internal flows
in combustion engines and turbo-machinery. Although the relevant research has been car-
ried out for more than one century, the understanding of turbulence is still far from being
satisfactory and many aspects remain to be explained.
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1.2 Theoretical framework
The energy cascade process in turbulence was first described by Richardson [64] in 1922 as:
kinetic energy enters the turbulence at the largest scales of motion, then it is transferred to
smaller and smaller scales until at the smallest scales is dissipated by viscous action. After-
wards the famous K41 hypotheses by Kolmogorov [33] explain this concept in a quantitative
way as follows:
1. For turbulence at large enough Reynolds numbers, the small scale motions will be
statistically isotropic and universal, but independent of the way the flow was produced.
2. The two most important characteristic scales in the cascade process are the integral
scales and the dissipative (Kolmogorov) scales. Between these two scales lies the iner-
tial range, where the viscous effect can be neglected so that energy will be transported
without remarkable loss. The scales in the inertial subrange are determined only by
energy dissipation ε which is treated as an external parameter, but are independent
of the coefficient of viscosity ν.
These similarity hypotheses still remain today the most remarkable contributions to the
statistical description of turbulence. The integral scales and Kolmogorov scales are estimated
as follows [24][64]:
1. Integral scales
The largest scales in the flow field, which are comparable to the overall scales exerted
from boundaries. From the definition of the turbulent kinetic energy k = 12u
2
i and the
energy dissipation ε = 2ν〈sijsij〉, where sij = 12 ( ∂ui∂xj +
∂uj
∂xi
), the integral length scale
and time scale can be expressed as:
integral length scale, lt = k3/2/ε;
integral time scale, lt/u0 = lt/(
√
3
2u0) = k/ε,
where u0 = k1/2 is the integral velocity and u′ = ( 23k)
1/2 is the r.m.s. of fluctuating
velocity.
2. Kolmogorov (dissipative) scales
These are the smallest scales at which random fluctuations from turbulence are dissi-
pated. The corresponding length and time scales are:
length scale, η = (ν3/ε)1/4;
time scale, tη = (ν/ε)1/2.
Turbulent eddies at the scale of η can be stabilized by viscosity and will cease from
further breaking.
From the passive scalar governing equation
∂φ
∂t
+ U∇φ = D∇2φ, (1.4)
where the diffusivity D is related to ν by the Prandtl number Pr =
ν
D
, there are two
extra additional small scales:
(2a) Obukhov-Corrsin scales for Pr ≤ 1
2
length scale, lC = (D3/ε)1/4;
time scale, tC = (D/ε)1/2.
(2b) Batchelor scales for Pr > 1
length scale, lB = (D/γ)1/2 = (ν3/ε)1/4Pr−1/2;
time scale, tB = γ−1 = (ν/²)1/2,
where γ is the small scale strain rate. In this thesis, all the discussion will be limited
to Pr = 1.
3. Taylor length scale
The intermediate length scale between the integral length scale and the Kolmogorov
length scale:
length scale, λ = (10ν
k
ε
)1/2 =
√
10η2/3l1/3t .
One successful application of the K41 hypotheses is the prediction of the scaling of the energy
spectrum E(kˆ), which is related with the kinetic energy k as k =
∫∞
0
E(kˆ)dkˆ, where kˆ is the
wavenumber in the Fourier representation. In the inertial range of isotropic turbulent flows,
the theoretical result E(kˆ) = Cε2/3kˆ−5/3 has been successfully verified from experiments.
Later on this idea was further extended by Corrsin [15] and Lumley [45] to other problems.
1.3 Complexities of turbulence
The complex behavior of turbulence is the consequence of the nonlinearity of the Navier-
Stokes equations, which are valid both for laminar and turbulent flows. But because of the
difficulties stemming from the nonlinear convection terms in those equations, there exist pro-
hibitive difficulties in trying to obtain solutions mathematically for high Reynolds numbers
flows, although some exact solutions can be derived for several cases of laminar flows. It is
still not possible to develop a perturbation theory around the linear part of these equations
at high Reynolds numbers because of the absence of an appropriate small parameter. In
this regard, the Navier-Stokes equations are the most intractable of all of the field equations
we know, including those of general relativity. The corresponding complexities reflected in
the physics of turbulence can be ascribed mainly to the following aspects:
1. Multiple scales and nonlocality
A figurative understanding of turbulence from the cascade picture is that the flow can
be considered to be composed of eddies of different sizes with characteristic length
and time scales, for instance the integral scales, the Taylor scale and the Kolmogorov
scales. Usually these scales will differ in a broad range over several orders of magni-
tudes, i.e. the so-called multiscale behavior. This multiscale phenomenon is so im-
portant that it is even thought to be “the essence of turbulence” [88]. As pointed out
by K.G.Wilson [91], “in general, events distinguished by a great disparity in size have
little influence on one another; they do not communicate...”. When the Reynolds num-
ber is larger, the effective controlling length in the Navier-Stokes equations becomes
smaller. Therefore the entire flow field can not ‘act’ jointly because of the absence or
insufficient communication among different locally laminar regions and then different
scales will appear.
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Turbulence will assume different properties in each scale range. For instance, small
scale structures will be locally laminar and large scales will be in disorder. However,
“it seems more meaningful to look at a turbulent flow as whole and ‘indecomposable’:
separate components are not so meaningful.”(commented by A.Tsinober [84]). Mul-
tiscale problems also appear in different fields in physics, but the strong fluctuations
and strong coupling between different scales through the nonlinear terms makes turbu-
lence very particular. This bidirectional interaction between large and small scales is
termed as the nonlocality in turbulence. A thoughtful statement about the validity of
mathematics to describe the physical world by F.Wilczek states [92]: “because of some
special features of the way the real world works, it is much more receptive to elegant
mathematics.....Working together, locality and symmetry give the laws the character
of different equations with restricted forms”. Because of the property of nonlocality,
exactly mathematical discussion about turbulence becomes very difficult.
2. Reynolds number dependence
As already pointed out, the turbulent flow is characterized by a high Reynolds number.
If the Reynolds number becomes higher, the ratio of inertial forces to viscous forces
will become larger and flow instabilities will be stronger. The physics of turbulence
as a whole is a weighted summation of events at scales of different subranges, which
will be more separated at higher Reynolds numbers. Consequently the behavior of the
flow will depend on the Reynolds number. This dependance is not well understood at
Reynolds numbers beyond the critical value, although much effort has been devoted
to it.
Generally it is believed that there should exist a saturation range, beyond which the
behavior of turbulence could be considered as self-similar in some statistical respects.
However, there is no theoretical support to ensure the correctness of this belief. Exper-
iments and numerical calculations are still trying to reach higher Reynolds numbers.
Before the full understanding of turbulence is achieved, modeling of some aspects of
turbulence is possible in the infinite Reynolds number limit only.
3. Effects of boundary and initial conditions
In various flow situations, such as isotropic turbulence, homogeneous shear flow, tur-
bulent boundary layer flow, pipe flow or jet flow, turbulence will be much different
both at large scales and small scales. The effect of boundary and initial conditions on
integral scales, then transferred to small scales, will be individual from flow to flow.
Consequently the study of turbulence must be performed case by case. The under-
standing and application of turbulence will be heavily aggravated and the generality
and beauty of science will also be destroyed.
Another effect from boundary and initial conditions is anisotropy. The K41 hypothe-
ses by Kolmogorov and the successful prediction of the scalings of structure functions
make it plausible that isotropy for small scales in turbulence will always hold. But
unfortunately the answer is not so definitive. For example, when a mean velocity and
scalar gradient are present, like in shear turbulence, large scales become anisotropic.
During the cascade process the anisotropic footprint from large scales may not fully
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die out. Evidences have been found that even at the level of fine dissipative scales,
there still exists the effect from integral scales, like the skewness of the probability
density function (PDF) of derivatives of the passive scalar or velocity components.
4. Scalar mixing problem
Scalar mixing is one of the largest and most important applications of turbulent flows.
Many relevant problems involve nonpremixed or partially premixed combustion. Sim-
ilar to the cascade of kinetic energy, there exists also a cascade of scalar energy or
scalar variance in the inertial scale range and this scalar energy finally will be dissi-
pated at fine scales. The molecular mixing at the fine structure level will determine
the overall scalar transport at large scales. The fundamental study and modeling of
passive scalar mixing is a great challenge because difficulties come not only from the
turbulent flow, but also from the convection and diffusion of the passive scalar. The
governing equation (1.4) for the passive scalar seems to be formally similar to that of
velocity (1.2). However, because of the absence of the continuity restriction and the
linearity of Eq. (1.4), some unique characters appear for passive scalars:
(a) events in turbulence like intermittency, ramp-cliff structure and anisotropy at fine
scales for the passive scalar will be much more violent than that in the velocity field.
Therefore the scaling exponents of higher moments of structure functions will be dif-
ferent from those of velocity.
(b) the Pr number makes the scalar mixing behavior parameter-dependent and di-
verse. For different Pr numbers, passive scalar dissipation scales can be grouped as:
Kolmogorov scales (Pr ∼ 1), Obukhov-Corrsin scales (Pr < 1) and Batchelor scales
(Pr > 1).
Physicists and mathematicians have put much effort into this field and, however, failed to
have a overall understanding of turbulence. But, “one need not apologize for or despair over
the difficulty of turbulence....Scientists have made substantial progress in addressing those
difficulties.”, as commented by G.Falkovich and K.R.Sreenivasan [19].
1.4 Direct Numerical Simulation of homogeneous shear turbulence
Direct Numerical Simulation (DNS) is of indispensable importance in the study of turbu-
lence. Compared with experiments, DNS has the advantage of providing a complete set of
3D data. Much effort has been devoted to different flow configurations.
Forced isotropic flows have been the subject of a large number of studies. Homogeneous
shear flows are another typical flowing configuration, in which integral length scales will
grow exponentially until, at the level of boundaries, they will start to shrink due to the im-
pact from the boundaries. Therefore the unsteady statistical behavior during the evolution
process of homogeneous shear flows makes the relevant study somewhat difficult. Nev-
ertheless, because of the following characteristics, homogeneous shear flows become more
advantageous for theoretical analysis and modeling.
1. Physical importance
Similar to the laminar cases, the mean velocity profiles of turbulent flows are time- and
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space-dependent functions. Nevertheless locally turbulent flows can be approximated
as homogeneous shear turbulence, if the integral scale is relatively small compared
to the characteristic variation size of the mean velocity. In this regard, homogeneous
shear turbulent flows are very representative.
2. Well-defined integral parameters
For homogeneous shear turbulence with constant shear strain S, there exists a well-
defined integral time T =
1
S
. Once the integral time scale is obtained from the flowing
parameters, other integral scales in the turbulence can be well determined.
3. Experimental verification
Homogeneous shear flows can be reasonably well approximated in wind-tunnel exper-
iments, which makes DNS results relatively convenient to be checked by experiments.
4. Anisotropy
The property of anisotropy at integral scales makes homogeneous shear turbulence a
good candidate to investigate the behavior of anisotropy at small scales, which remains
to be a very important property of turbulence.
In this thesis DNS of homogeneous turbulent shear flows have been performed and some
description of the algorithm will be given in chapter 2. By the definition, the imposed mean
velocity gradient S =
d〈Ui〉
dxj
must be uniform and for our cases, S is also time independent.
Depending on different purposes, mean passive scalar gradients will also be imposed to study
passive scalar problems.
1.5 Outline of the thesis
Generally for multiscale problems, the main difficulty comes from the correlation of differ-
ent scales. There have been many attempts to identify decomposed geometrical elements
directly in physical space that one intuitively believes to represent the so-called ‘eddies’ of
different sizes in turbulent flows. Essentially there should be not much difference in repre-
sentations of physics in different spaces, such as in physical space, Fourier space, wavelet
space or POD (Proper Orthogonal Decomposition). However, the central objects of a phys-
ical study are material points in a system. For a given physical entity, the material points
contained therein can not be well demarked in a transformed space, which means parameters
related to a material point would have different properties, or ‘disperse’ in the transformed
space. The only way to remove this ambiguity is by the representation directly in physical
space.
Logically, a self-contained method to do a geometrical decomposition should have the prop-
erties of completeness and uniqueness, which means that each material point should be
included once and only once in the decomposed object. There exist quite a few methods to
investigate geometric objects in turbulence, but no one can satisfy these two self-contained
prerequisites. The so-called ‘turbulent eddies’ are conceptually also viewed as units in turbu-
lence, but their ambiguity, at least geometrically, limits the use for a quantitative approach.
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In this thesis a new method to investigate turbulent flows, dissipation element analysis, is
introduced. If a scalar field which is diffusion controlled at the small scales is such that the
scalar field satisfies the property of a Morse function [1], then any local extremal point can
be jointed by a gradient trajectory of finite length. The three components of the velocity
vector and the vorticity vector, energy dissipation, passive scalar dissipation or kinetic en-
ergy all may serve as such a field variable. Thus starting from each material point in the
scalar field, trajectories in ascending and descending directions along scalar gradients will
inevitably reach the maximal and minimal ending points. The ensemble of material points
sharing the same pair of maximal and minimal points cover a spatial region which is named
a dissipation element, within which the scalar varies monotonously. All of the turbulence
field will be filled by dissipation elements and therefore this decomposition is space-filling
and nonoverlapping, or equivalently, the conditions of completeness and uniqueness can be
satisfied. Dissipation elements are not independent of, but interact with each other through
their spatial configurations. Therefore this geometrical decomposition is nonlocal and serves
as a natural way to mark ‘units’ in turbulence. This thesis will focus to a large extent on
passive scalar turbulence and dissipation element analysis will be carried out both numeri-
cally and theoretically.
C.Gibson [23] was the first to analyze in detail the properties of critical points of a passive
scalar and their dynamics. N.Peters and P.Trouillet [63] did some pioneering investigation
in 1D space, which guided and encouraged this work on dissipation element analysis in 3D
space. In their paper, a number of useful conceptual points were put forward, like the joint
PDF of elements’ shape parameters and the lowest harmonic component approximation for
the evolution of trajectories. When the statistics of the parameters describing dissipation el-
ements are known, it is possible to rebuild statistical properties of the original field. Chapter
3 discusses some general concepts of extremal points. A new trajectory-tracing algorithm
with the second order accuracy is introduced to calculate trajectories instead of using the
linear interpolation method with the first order accuracy.
In chapter 4 some geometrical properties of dissipation elements are presented. For the
fluctuating passive scalar field φ′, as an example, the two most important characteristic
parameters describing each dissipation element will be ∆φ′, the difference of the fluctuating
scalar at the two extremal points, and l, the linear distance connecting these two points.
The joint PDF of these two parameters P (∆φ′, l) will play a central role for the statistics of
dissipation element theory. From this joint PDF, two important relations can be extracted,
which are the marginal PDF of l and the conditional mean 〈∆φ′|l〉. The first relation reveals
the distribution of the lengths of dissipation elements and the second one shows the scaling
of the mean conditional scalar difference with respect to the length. Both relations have
been evaluated numerically.
In order to understand these numerical results physically, a stochastic evolution equation for
the PDF of l, based on a Poisson random cutting-reconnection model, is derived in chapter
5. The modeling hypotheses introduced is quite generic and is believed to fit to different
field variables. It has been found that the field variables related to velocity have a quite
similar length scale distribution PDF, which suggests that there may exist some universality
for these field variables. The results for the passive scalar however is slightly different.
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Chapter 6 focuses on the understanding of structure functions from dissipation element
analysis.
Based on the modeling for the marginal PDF of l, an appropriate joint PDF equation based
on a compensation-defect model is presented in chapter 7. It is found that the Kolmogorov
1/3 scaling can be reproduced by choosing a tuning parameter. In addition, the effect of
the dimensionality of the space, in which dissipation elements are considered, is discussed
in chapter 8. It shows numerically that the joint PDFs in 1D, 2D and 3D spaces assume
some different properties.
Another part of this thesis is a preparative work for the passive scalar mixing modeling in
turbulence. Chapter 9 shows that the representation of scalar dissipation in mixture frac-
tion space becomes more organized than that in physical space. Along the trajectories in
passive scalar fields, strain rate and scalar dissipation are closely coupled, which seems to be
an intrinsic property of the passive scalar equation, somewhat independent of the turbulent
flow properties. Specifically, high scalar dissipation will mainly concentrate in high negative
strain rate regions, while positive strain rate usually lets scalar dissipation decrease.
Intermittency and anisotropy, the central topics of chapter 10, belong to the important prop-
erties of turbulence at small scales and are closely related with each other. Intermittency,
which is usually associated with non-Gaussianity, can newly be considered and explained
from the joint PDF of ∆φ′ and l. The preference in orientation of dissipation elements is
a natural representation of anisotropy. Numerical results show that for larger dissipation
elements there exists a stronger tendency of biased orientation, which indicates a stronger
anisotropy. For elements at small scales this tendency becomes weaker, however, does not
die out completely.
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2 Numerical implementation of DNS
Direct Numerical Simulation (DNS) and experiment are the two most important and in-
dispensable methods, complementing each other for the investigation of turbulence. As
a commonly used way for data collecting, experiment has many remarkable advantages.
However, it may not be suitable sometimes in the following respects.
1. In most of the cases, the available apparatus and measurement techniques such as
hot or cold wires can be employed only in 1D space and data samples must be post-
processed under Taylor’s hypothesis or the frozen turbulence approximation, which
states that, if the moving speed of the probe is large enough then the temporal covari-
ance measured by the probe will be equal to the spatial covariance to be measured. In
free shear flows, the frozen approximation can not be well satisfied and Taylor’s hy-
pothesis will fail [64]. The laser measurement techniques as the high digital holographic
technology [56] nowadays can already provide reasonable data from 3D turbulent flows
at high-data rates (>1000 frames-per-second) over large spatial area (∼50 com) with
high spatial (1-10 microns) and temporal (few ns) resolutions. These unique capabil-
ities enable the studies of complex flows experimentally. However, the restriction of
the working environment and medium’s physical parameters limits the applicability.
2. Direct contact of probes or tracing particles with fluids will inevitably alter the origi-
nality of flows. Therefore additional errors can be introduced.
3. Strict and special conditions for theoretical analysis are very hard to satisfy experimen-
tally, for example cases of very high or very low Schmidt numbers for scalar mixing,
particle-tracing in Lagrangian coordinate, constant controlling parameters etc.
These obstacles do not exist for DNS, whereby the space and time dependent Navier-Stokes
equations are resolved numerically. Differently from laminar flows, due to the high sen-
sitivity of turbulent flows to the initial conditions and boundary conditions, a completely
temporal and spatial representation of a real turbulent flow from DNS is not possible. As
an important tool in turbulent research, DNS is meaningful only in the sense of statistical
averages where good agreement with experiments can be achieved.
The main limitation of DNS is the capacity of the computer. Well-resolved turbulence asks
for an increase of the computer capacity with a power of the Reynolds number, which makes
DNS hard to be applied for engineering problems. Even for fundamental research, DNS has
become possible only in recent years, benefitting from modern computer technology.
Turbulent behavior is strongly Reynolds-number dependent. Both for theory and applica-
tion, high Reynolds number turbulence is of central importance. For instance the study of
properties depending strongly on small scales, such as intermittency, local isotropy or higher-
order statistics, might require a wider scale separation at higher Reynolds numbers. Also
to simulate real-life engineering problems asking for same flow conditions, lower Reynolds
number DNS can not meet the demand. Unfortunately, the understanding of the relation
between low and high Reynolds number turbulent flows is still very poor and therefore the
results from relatively low Reynolds number cases need to be considered with discretion.
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On the other hand, however, the important physics of turbulence is not mainly the real
magnitudes of parameters and the separations of different scales, but mostly the similarities
and scalings. The observed dependence on Reynolds number is a consequence of the scaling
used and it does not imply that the essential physics has undergone significant change. It
is believed that most of the properties obtained from low Reynolds number turbulence are
still representative enough. Lower Reynolds numbers DNS may not only be locally mean-
ingful, but also be representative for high Reynolds numbers limit cases, depending on the
statistics to be studied. For example results from DNS [32] [74] suggest that accurate com-
putation of the mean flow and second order statistics, for instance the turbulence Reynolds
stresses, does not require significant scale separation. Another good illustration is the bal-
ance of energy-dissipation budget, which can not be significantly influenced even by very
low Reynolds number DNS. Similarly the good correspondence of the structural features
of the flow with high Reynolds number experiments, such as the near-wall streaks and the
horseshoe vortices away from the wall, suggests that low Reynolds number computations
might be adequate for the study of some flow structures. Generally the final purpose of
computation is an important respect to decide the Reynolds numbers to be reached.
As summarized by P.Moin [52], Orszag and Patterson(1972) performed the first DNS simu-
lation in a 323 grid points domain at a Reynolds number (based on Taylor microscale) of 35.
Despite some deficiencies by today’s standards, the calculations demonstrated how spectral
methods can be used for 3D turbulence simulation. The next major step was taken by
Rogallo(1981), who extended the Orszag-Patterson algorithm combined with a coordinate
transformation of the governing equation to homogeneous turbulence subjected to a mean
shear, which is of most importance both for application and theoretical analysis. Subse-
quent homogeneous DNS have essentially been used Rogallo’s pioneering algorithm. With
the advancement of computers’ power, DNS has been continuously improving. Today the
highest resolution reported is 40963 grid points, performed on Earth Simulator in 2002 [55].
In this thesis, DNS is implemented also for the homogeneous shear turbulence.
U=Sx
x1
x3
x2
_
_ 2
  =Kxφ 2
Figure 2.1: DNS of homogeneous shear flow.
The physical configuration of the simulation is shown in Fig. 2.1. In a domain of (2pi)3
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cube, the flow field and passive scalar S are calculated simultaneously. Turbulent motion
can be sustained because of an external shear strain S and similarly the random fluctuation
of passive scalar is maintained by a mean scalar gradient K. In the three spatial direc-
tions x1,x2 and x3, the velocity components are denoted as u1,u2 and u3, respectively. The
mean velocity gradient and passive scalar gradient are exerted as u = Sx2 and φ = Kx2,
respectively, where S and K are two parameters which can be adjusted freely for different
simulations.
Trying to investigate the effects of different parameters, we have totally performed 6 DNS
cases, whose main characteristic parameters are listed in table 2.1. Data from these cases
will be used for different post-processes later on.
Table 2.1: Characteristic parameters of different DNS cases
Case 1 2 3 4 5 6
No. of grid cells 1283 2563 5123 5123 5123 10243
Viscosity ν 0.01 0.01 0.01 0.003 0.003 0.002
S = d〈v1〉/dx2 1.5 1.5 1.5 1.5 0.5 1.5
r.m.s. velocity vrms 1.1334 1.58 2.02 1.32 0.8215 1.379
Turbulent kinetic energy k 1.927 3.75 6.12 2.609 1.0122 2.851
Dissipation ε 0.905 1.64 2.596 0.974 0.2263 0.939
Sk/ε 3.194 3.43 3.54 4.018 2.236 4.554
Scalar variance 〈φ′2〉 0.0242 0.0538 0.0616 0.0287 0.0468 0.03313
Scalar dissipation 〈χ〉 0.0226 0.04453 0.0549 0.02456 0.01817 0.02367
Kolmogorov scale η 0.0324 0.0297 0.0249 0.0129 0.0186 0.00961
Taylor scale λ 0.4614 0.478 0.48856 0.284 0.366 0.246
Reλ = vrmsλ/ν 52.3 75.5 98.69 124.96 100.3 170.0
Resolution ∆x/η 1.515 0.85 0.493 0.95 0.660 0.638
2.1 Spatial resolution
The essential difference between DNS for the fine scale turbulence and other fluid dynam-
ics calculations lies in the resolution of fine scales. In DNS on the one hand motions at
large scales should be contained as much as possible to weaken the pollution from boundary
conditions; on the other hand, fine scales should be well resolved to ensure the numerical
accuracy. From the understanding of the turbulent structure, the largest and smallest scales
are represented by the integral and Kolmogorov scales, respectively. For DNS with peri-
odic boundary conditions for instance, two-point correlations (of velocity components) are
required to decay nearly to zero within half of the domain, to ensure the proper statistical
representation of the large scales [52]. Pope [64] suggests that the domain length should be
as large as 8 integral lengths, calculated based on the two-point correlation function.
For homogeneous shear turbulence, however, this large scale limitation can not be satisfied
for long times, since the integral length will grow exponentially with time until it compares
with the scales of flow boundaries. This behavior can also be observed in the numerical
calculations. Starting from certain initial conditions, the characteristic integral scale will
increase exponentially. Once the largest scales hit the boundary of the calculation domain,
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the balance between energy production and dissipation cannot be maintained and, conse-
quently these largest eddies or integral eddies need to shrink. This increase-decrease process
of eddy sizes will oscillate around an equilibrium state, if the calculation time is long enough.
DNS results show that on average, the ratio Sk/ε, representing the balance between pro-
duction and dissipation in homogeneous shear flow, is about 4 ∼ 5 for case 2 with 2563 grid
points.
The typical evolution of the mean kinetic energy k¯ and the mean dissipation ε¯, as well as
Sk/ε are shown in Fig. 2.2. It has been found [73] that, if turbulence structures can be
better resolved or Reynolds numbers are larger, then the fluctuation of k¯ and ε¯ will be
smaller.
t
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Figure 2.2: Evolution of homogeneous shear turbulence from a initially random velocity
field, for DNS case 2 with 2563 grid points and ν = 0.01.
Special consideration must be paid to the resolution of the smallest scales. Depending on
the choice of the reference length in (1.3), usually two different Reynolds numbers can be
defined as:
(a). the integral-scale Reynolds number: Rel =
k1/2lt
ν
=
k2
εν
, where the integral scale is
used as the reference length;
(b). the Taylor-scale Reynolds number: Reλ =
u′λ
ν
= (
20
3
Rel)1/2, where the Taylor scale
λ works as the reference length.
It can be easily shown that ratio of the Kolmogorov length η to the integral length lt is
proportional to Re−
3
4
l . Roughly, since the integral length lt is of the same order of magnitude
as the calculation domain, then the grid number N in each direction should approximately
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be
N ≈ lt
η
≈ Re 34l ≈ Re
3
2
λ (2.1)
and the total grid number N3 will increase as
N3 ≈ Re 92λ . (2.2)
Usually it is believed that the smallest resolved lengthscale is required to be of O(η) (but not
equal to η). The conventional criterion is that ∆x should be 2 times η [64](p347). A good
agreement with experiments for integral scale properties suggests that DNS with a resolution
of ∆x/η ≈ 4 will be fine enough to capture most of the dissipation and to obtain reliable
first (such as the mean velocity profile) and second order (such as the turbulence Reynolds
stresses profiles) statistics [52]. More strictly, however, Sreenivasan [76] pointed out that
because ε fluctuates very strongly, scales which are much smaller than the Kolmogorov scale
are likely to appear locally. To resolve also these small local scales or spots of violent events
in a strict sense, the total grid number N3 should be much larger than Re
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2
λ . In addition,
when the Pr number is larger than one, a fine resolution to capture the Batchelor scale for
scalar fields will be needed [72].
For the problem of tracing the geometry of dissipation elements, different resolutions have
been compared and it is found that for a good resolution of the structure of dissipation
elements, ∆x should be smaller than η, which will be explained in the next chapter from
the local fine structures and the sensitive kinetic behavior of dissipation elements.
2.2 Conservation form for convective terms
Since the Navier-Stokes equations to be solved are conservation laws of mass, momentum
and scalar flux, numerical schemes should also respect these laws.
In the DNS code numerically the continuity equation which imposes an additional relation
between velocity components is not used directly. However, it must be satisfied. There are
different considerations trying to embed the effect of mass conservation into the momentum
equations and feedback the error from velocity divergence. A modified form of convective
term in momentum equations, discussed by Feiereisen et al. [21], is
∂ρuiuj
∂xj
=
1
2
∂ρuiuj
∂xj
+
1
2
ρui
∂uj
∂xj
+
1
2
uj
ρ∂ui
∂xj
. (2.3)
By splitting the convective terms, this new scheme forces the global conservation laws to
be satisfied, because the velocity divergence error can be counteracted automatically with
the updating of the momentum equations. Consequently both the numerical stability and
accuracy can be improved. With the conserved velocity, a Poisson equation for the pressure
can be solved to update the momentum equations.
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2.3 Spectral method and dealiasing
Spectral methods have a particular advantage for DNS because of the high numerical ac-
curacy at different scales. Spectral representations are powerful for a nominally infinite
domain, since the solution is described by globally defined periodic functions. Therefore,
spectral methods are only used in the directions where periodic boundary conditions can be
applied. This is the case for all three spatial directions in homogeneous shear turbulence.
In more complex geometries the spectral methods should be restricted to only a part of the
flow domain.
The Fast Fourier Transform (FFT) is employed here. Generally the numerical errors from
spatial differentiation include the discretization error and inaccuracy from the nonlinearity
of the governing equations [52].
For the discretization error, the FFT is numerically perfect, because derivatives in physical
space can be simply expressed as a multiplication with wavenumbers in Fourier space. The
convection, diffusion and pressure gradient terms in the Navier-Stokes equations can be
solved in the same vein. Therefore no difference scheme is needed at all and the discretiza-
tion error can disappear. The most important requirement to use the FFT is the periodicity
of the boundary conditions, which is determined by the properties of the base component
functions, sin or cos for example. Because of the limited resolution for small scales, fluid
motions beyond the cut-off of grid size are not represented. Compared with other high
order accuracy difference schemes, the FFT is capable to resolve accurately scales as small
as the grid size, at the cost of a slightly longer CPU time, however. If the DNS code is
Message Passing Interface (MPI) parallelized to run on parallel processors, a high efficiency
parallelized FFT library will determine the overall performance.
Aliasing is an error stemming from the nonlinearity in the governing equations and need
to be addressed separately. When continuous functions are represented in terms of a finite
number of basis functions (e.g. Fourier modes), nonlinear operations can generate modes
that are not in the set of modes being represented. Equivalently, the discrete representation
can mistake these higher order modes in the set. The contribution from these higher order
modes is therefore improperly added to the modes in the set. This process is termed alias-
ing [52]. The small scales, with larger wavenumbers, have larger levels of aliasing errors.
Finite difference schemes typically have lower levels of aliasing errors than spectral meth-
ods. Aliasing errors can propagate from small scales to large scales and accumulate, causing
either numerical instability or excessive turbulence decay. Usually from the consideration
of the square of nonlinear terms in the Navier-Stokes equations, the 2/3 rule to dealiase is
adopted, which says that the spectral components with wave numbers outside a predefined
wave interval of [0,
2
3
kmax] need to be set to zero.
But in a research report by Uhlmann [85], it is thought that “both aliased and de-aliased cal-
culations are valid until they lose resolution; the aliased calculation loses resolution slightly
sooner than a delaliased calculation with an equal number of active modes”. It is not well
established that if the additional effort of dealiasing according to 2/3 rule can pay off in a
realistic, well-resolved simulation.
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2.4 Time advancement
The requirement of time accuracy over a wide range of scales does not permit very large
timesteps in DNS, otherwise large errors can be introduced to the small scales to corrupt
the solution. To ensure the time advancement to be accurate in DNS, a fluid particle should
move only a fraction of the grid spacing ∆x in one time step. Pope [64] summarized that
∆t should satisfy the Courant condition
k1/2∆t
∆x
∼ 1
20
. (2.4)
This condition is approximately equal to the convective Courant condition used for Com-
putational Fluid Dynamics (CFD), which is
∆t = 0.5
1
(
|u|
∆x
+
|v|
∆y
+
|w|
∆z
)|max
. (2.5)
Actually besides this convective Courant number, there is another viscous Courant number,
defined as
∆t ∼ C
ν(
1
∆x2
+
1
∆y2
+
1
∆z2
)
. (2.6)
This viscous Courant number C should be small enough (< 0.05) to let the diffusion process
be accurately simulated. An appropriate ∆t should satisfy both Courant conditions.
Choi and Moin [11] examined the possibility of using a fully implicit algorithm in turbulent
channel flow. Very large timesteps were found to cause the turbulence in the channel to
decay to a laminar state. At time steps small enough for time accuracy to be maintained,
the overhead makes the implicit method uncompetitive with explicit time advancement for
the convection terms.
At very large grid points N3, the memory usage must be fully cared. The 3rd-order Runge-
Kutta scheme is a widely used method, with a good tradeoff between the accuracy and
memory storage for the spectral DNS codes. Therefore the 3rd-order Runge-Kutta method
is used in our DNS for the temporal advancement, once the time steps are determined.
The total run time needed for a fully developed turbulence depends on the initial conditions.
If the DNS code starts from a completely random data set, then more than 10 integral times
for the simulation are needed. If a well developed turbulent flow is used as initial input,
then the computation time can be much shorter. For example, trying to get a reasonable
result on a twice as fine mesh from a coarse mesh of a fully developed turbulence field, one
integral time will be enough.
2.5 Remeshing and the moving-grid transform
As mentioned before, the prerequisite of applying the FFT spectral method is the periodicity
of boundary conditions. For the simulation of homogeneous shear flow with mean gradients
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of velocity and passive scalar, obviously the periodic boundary condition can not be satisfied
in a constant Cartesian coordinate system. To overcome this problem and at the same
time to improve the numerical accuracy, a moving coordinate system attached to the mean
flow has been adopted for all dependent variables. In this moving coordinate system, the
Navier-Stokes equations suitable in the Cartesian coordinate system must be modified with
a coordinate transform. If the original time-space coordinate system is (t, x1, x2, x3), and
the shifted coordinate system is (t, x1, x2, x3), the relation between these two systems simply
is described as:
(t, x1, x2, x3) = (t, x1 − tSx2, x2, x3). (2.7)
In the original Cartesian coordinate system, all dependent variables V1, V2, V3, φ can be split
into two parts, the mean and the fluctuation, which is
(V1, V2, V3, φ) = (Sx2 + v′1, v
′
2, v
′
3,Kx2 + φ
′), (2.8)
where S and K are two free parameters of the gradients of mean velocity and mean passive
scalar, respectively.
However, a drawback is that, with time going on, the attached frame will be skewed continu-
ously. Therefore a remeshing or regriding is needed to adjust the deformed frame from time
to time to keep it always in an appropriate range. This procedure is depicted in Fig. 2.3.
Y
ab c
X
Figure 2.3: Regriding of the mesh frame.
An original Cartesian mesh (a) will be skewed more and more till the shape of (c). Then
by regriding, it will shift back to (b) and so on.
Actually only the fluctuating parts (v′1, v
′
2, v
′
3, φ
′) can be solved with the FFT, because they
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are periodic. It is easy to show that the components of the Jacobi transform matrix is
∂
∂t
=
∂
∂t
+ (−Sx2)
∂
∂x1
∂
∂x1
=
∂
∂x1
∂
∂x2
=
∂
∂x2
+ (−St) ∂
∂x1
∂
∂x3
=
∂
∂x3
(2.9)
For instance, considering the governing equation of the passive scalar
∂φ
∂t
+
∂Viφ
∂xi
= ∇2φ, (2.10)
with the relation (2.9), one obtains
∂(φ′ +Kx2)
∂t
+ (−Sx2)
∂(φ′ +Kx2)
∂x1
+ Vi
∂(φ′ +Kx2)
∂xi
=
∂φ′
∂t
+ (−Sx2)
∂φ′
∂x1
+ V2K + Vi
∂φ′
∂xi
=
∂φ′
∂t
+ (−Sx2)
∂φ′
∂x1
+ V2K +
∂(v′1 + Sx2)φ
′
∂x1
+
∂v2φ
′
∂x2
+
∂v3φ
′
∂x3
= ∇2φ = ∇2φ′.
(2.11)
All of the dependent variables are now functions in the skewed coordinate system. With the
relation (2.8) one obtains
∂φ′
∂t
+ (−Sx2)
∂φ′
∂x1
+ v′2K +
∂Sx2φ
′
∂x1
+
∂v′1φ
′
∂x1
+
∂v′2φ
′
∂x2
+ (−St)∂v
′
2φ
′
∂x1
+
∂v′3φ
′
∂x3
= ∇2φ′.
(2.12)
After extending the Laplacian operator in a similar way, the equation for φ′ in the moving
coordinate system becomes
∂φ′
∂t
+ v′2K +
∂v′1φ
′
∂x1
+
∂v′2φ
′
∂x2
+ (−St′)∂v
′
2φ
′
∂x1
+
∂v′3φ
′
∂x3
=
∂2φ′
∂x21
+
∂2φ′
∂x22
+
∂2φ′
∂x23
=
∂2φ′
∂x21
+
∂2φ′
∂x22
+
∂2φ′
∂x23
+ (St′)2
∂2φ′
∂x21
− 2St′ ∂
2φ′
∂x1∂x2
.
(2.13)
The derivation of equations for v′1,v
′
2,v
′
3 and p
′ follows the same way.
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2.6 Parallelization
To solve large, memory intensive problems, or make relatively simple problems faster, par-
allelization is the only solution. The advantages of approaching more hardware and CPU
resources make parallelization very popular for scientific and engineering calculations. The
performance of serial computers is saturating, but the combination of multiple processors
in a parallel architecture may have an ever increasing maximum capacity.
Parallel computers have two different basic architectures: distributed memory and shared
memory. For the distributed memory parallel computers, each node has rapid access to
its own local memory. Data exchanging between different nodes is through some sort of a
communication network. In a shared memory computer, multiple processors share access to
a global memory via a high-speed memory bus. OpenMP is a parallel programming mode
for shared memory multiprocessors. Message Passing Interface (MPI) is a library of func-
tions (in C) or subroutines (in Fortran) used together with the source code to perform data
communication between processes on a distributed memory system. In this thesis, several
DNS jobs with grid points of 5123 have been OpenMP-parallelized on the Sun clusters at
the High-End Simulation of the Rechen- und Kommunikationstentrum, Aachen University
(http://www.rz.rwth-aachen.de/computing/hpc/).
One large DNS job with a total number of grid points of 10243 has been MPI-parallelized
and the excellent performance of the NEC SX-8 Supercomputer made the job running pos-
sible and the calculation time quite reasonable. The revelent information can be found at
HLRS (http://www.hlrs.de/), Stuttgart, Germany. The technical specification of NEC SX-8
HLRS installation is:
Peak Performance: 12 TFlops
Processors: 72 nodes × 8 CPUs
Memory: 9.2 TB (128GB/node)
Disk space: 160 TB shared disk, 72 × 140 GB local
Number of Nodes: 72
Node-node interconnect: IXS 16 GB/s per node
The schematic diagram of the inner structure of the parallelized DNS code is shown in
Fig. 2.4.
Because in this spectral DNS code, most CPU time will be consumed in the frequently
invoked FFT subroutines, to fit the code better with the architecture of the NEC vec-
tor machine, an effective MPI-parallelized FFT library will be very important. Our great
acknowledgment is given to a NEC expert, Dr. D.Takahashi in Japan for the necessary
instruction of a parallelized 3D FFT library which is developed specially for this vector
machine. Therefore the hardware resource was effectively utilized. Under the control of
MPI, the shared and private data on different processors can communicate with each other
for different calculations, especially the derivation operation through the FFT subroutine.
For the case of 10243 DNS, 128 CPUs (16 nodes) are needed. Typically the peak amount of
used memory is about 1TB and the running speed is about 25 days for one integral time.
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Figure 2.4: The structure of the MPI parallelized DNS code.
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3 General concept of dissipation element and the nu-
merical tracing algorithm
The main difficulties of turbulence come from the correlation between different scales and
the mixture of chaos and order. It seems that to solve high Reynolds number turbulence
problems mathematically is not an applicable direction. Alternatively, a better understand-
ing of turbulence may rely more on physics than on mathematics.
One possible idea for solution is to decompose these scales into relatively simple units. The
following ‘principle’ may be taken for granted that, by the division of a whole field into many
sub-units, the complexity may be reduced and detailed structures can be better understood.
If there is any relation among these decomposed units, then it will be possible to obtain the
statistical behavior of the whole field.
Actually Kolmogorov’s hypothesis follows the same spirit, in which the total continuous
turbulent flow field is decomposed into ‘turbulent eddies’, either in physical space or in the
Fourier space. In the inertial range these eddies are supposed to be separated and the com-
plexity of turbulence can partly decrease. These ‘turbulent eddies’ are one kind of sub-units
in turbulence, but the ambiguity, at least geometrically, limits the use of it. Because of
the arbitrariness in defining ‘turbulent eddies’, A.Tsinober [84] commented that “...That
‘cascade’ is not independent on the nature/form of the decomposition and, therefore, is not
a good means for describing a physical process, since the latter cannot be decomposition
(which is ours, not Natures’) dependent.”
Traditionally used scale-decomposing methods include the Fourier transform, the wavelet
transform and POD (Proper Orthogonal Decomposition). The Fourier analysis has been
widely used in various directions. M.Farge [20] applied the wavelet transform, a similar
mathematical technique, to turbulence. Compared with that of the Fourier transform,
components in wavelet space are much more locally restricted and assume some different
properties. More generally, if there exists any independent and complete (function) base
A, then any function or parameter would be able to project completely onto this base A to
get different modes. The POD (Proper Orthogonal Decomposition) method, whose base is
specially a relatively simple orthogonal set, can also be used to post-process results from
turbulent flows. Generally these decomposition methods have their individual advantages
for linear problems, but are less valuable for the understanding of the nonlinear interactions
in turbulence.
Theoretically speaking, different representations, as in physical space, Fourier space or other
transformed spaces, essentially should be totally the same. Physical laws through different
coordinate transforms can be reexpressed mathematically in different forms. If these trans-
forms are not singular, then there should exist a one-to-one correspondence between the
counterparts in different spaces.
However, the properties of physical laws at these different representations can be distinctly
different. Among them, we may be interested in certain appropriate forms, in which better
and more meaningful physics can be included, for example, universality or modeling applica-
bility. For different laws, the physical objects of our concern are always the material points
in a given system. Under the action of space transformation, the natural way to treat this
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system is that all of the material points, to which physical laws can be employed, should
remain being individual. If we consider the Fourier transform for instance, the material
points of fluid will not be well demarked in Fourier space and their physical parameters will
‘disperse’ to contribute to other wavenumber components. Only a direct representation of
material points or geometric objects in physical space itself can avoid this ‘dispersion’ effect.
The advantage and importance of the decomposition of a flow field into geometrical elements
in physical space has been realized for quite a long time. Townsend suggested that motion
in turbulence is essentially a random distribution of vortex tubes and sheets [82]. Perry
and Chong [60] made a thorough discussion about possible topologies of critical points in
flow fields. In their work, critical points are considered as those locations at which the
gradient velocity is zero and streamline slopes are indeterminate. Especially for inviscid
flows, they stated that these critical points will partly construct, even recover, the original
flow configurations. More recently, Wray and Hunt [93] tried to find a systematic way to
subdivide the whole flow field in 3D space into four types of space-filling regions, according
to the characteristic values of the second invariant of the velocity derivative tensor Q, as
well as the pressure p. These regions however can not be objectively marked, because of the
arbitrariness introduced from the setting of cutoff levels.
Basically statistical evaluation for certain entities in terms of distribution functions requires
a clear definition of the quantities to be sampled. Because of the poor understanding from
the sampling of spatial points, geometrical statistics should be addressed. Tsinober [83]
points to the generic ambiguity in defining the meaning of scales. Corrsin(1971) asked the
following questions: “(1) what types (of geometry) are ‘naturally’ identifiable in turbulent
flows? (2) what roles do they play or what properties do they have? (3) what stochastic
games can we invent which share some of the difficulties of the turbulent case, but are more
treatable?”
Due to the difficulty of clearly defining shapes and scales in turbulence, definite answers for
the above questions can not be given. It is clear that in order to address these questions one
first needs to construct a suitable method which can identify specific geometrical elements
in the turbulent flow. Which method one should choose is by no means evident.
Logically, a self-contained method to do this geometrical decomposition should have the
properties of completeness and uniqueness, which means that each material point should be
included once and only once in decomposed object. Obviously none of the methods intro-
duced above can satisfy these two self-contained prerequisites. The concept of dissipation
element is a tentative solution for this problem.
3.1 Gradient trajectories and dissipation element
Generally for a smooth scalar field, in finite regions the field can be treated as locally
monotonous, except for regions around extremal-points. Starting from any material point,
its trajectory can be determined by tracing along descending and ascending directions, which
are normal to the iso-surfaces of the scalar, until extremal points are reached. The ensemble
of material points whose trajectories share the same pair of minimal and maximal points
defines a spatial region which will be called a dissipation element. A schematic diagram of
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the tracing process along trajectories in 3D space is shown in Fig. 3.1.
Figure 3.1: Schematic diagram of trajectory in 3D space.
From the above definition, we can see that trajectories and dissipation elements are com-
pletely deterministic objects without any geometrical arbitrariness. The two self-contained
conditions of completeness and uniqueness can be perfectly satisfied. Because material
points are space-filling, dissipation elements are also space-filling.
This decomposition may not work correctly for any scalar field, if very complicated spatial
behaviors of trajectories, especially around critical points where the advancing velocity is
zero, would be expected. But for diffusive scalars in turbulence, the situation will be much
simplified. It is worthy to have a discussion about some general properties of dissipation
elements, which may work as a theoretical guideline for further analysis.
3.1.1 General prerequisites of well-defined scalars
Given a scalar field, if it can be decomposed into dissipation elements, the following necessary
conditions should be satisfied to make the decomposition physically meaningful:
1. trajectories must not spiral infinitely without ending at some definite points.
2. trajectory and dissipation elements should not be trivial, but show some natural and
intrinsic characters of turbulent fields. For instance, trajectories should neither pass
through the entire flow field to be infinitely long, nor be infinitesimally small on
average.
3. the tracing process of trajectories should be relatively stable both analytically and
numerically, to resist the perturbation from the inaccuracy of flow fields, or else a
unique decomposition of the entire flow field into dissipation elements will not be
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possible, because external perturbations are unavoidable. In other words, for small
perturbation in a given flow field, the change of trajectories should also be small.
Only if the above conditions are perfectly satisfied, a scalar field φ can be considered as
well-defined and further analysis can be worthy and meaningful.
If φ is given, then the trajectory advancing velocity is calculated by the gradient of φ, i.e.
∇φ. Therefore, for any trajectory passing noncritical spatial points (∇φ 6= 0), its direction
is uniquely determined and thus the crossing with other trajectories will be completely
excluded. Actually ∇φ is always rotation free due to the relation
∇×∇φ = 0. (3.1)
Consequently each trajectory can not rotate infinitely somewhere, or else the rotation will
not be zero. Then the first condition holds generally. We can also understand this condition
from another aspect. Acunto and Kurdyka [1] have shown that the length of trajectory in
a sufficiently smooth scalar field (Morse function) will be bounded, which suggests that the
infinite rotation, then a infinite length of trajectory, can not happen.
For the second condition, if a trajectory can pass through the entire field, then φ in a
range comparable to the integral scale will be monotonous. However, in turbulence this
is not the case. Because of strong random fluctuations, scalar fields are highly distorted
and the monotonous variation can only locally exist. There are mainly two counteracting
actions in the evolution process of turbulent scalars, namely, the convective process and the
diffusive process. The balance between these two processes determines the average scales of
monotonous variation.
Mathematically if any scalar φ satisfies the Laplacian equation, which means ∆φ = 0, then
the extremum of φ can be reached only at boundaries of flow fields. For different scalars in
turbulence, usually there exist exact governing equations including both the diffusive and
convective terms. For instance, if φ is a passive scalar, then its governing equation will be
∆φ =
1
D
(
Dφ
Dt
), (3.2)
or if we consider the enstropy ω2 as φ, then the corresponding governing equation becomes
∆φ =
1
ν
(
Dφ
Dt
− 2ωiωj ∂Ui
∂xj
+ 2ν
∂ωi
∂xj
∂ωi
∂xj
). (3.3)
Usually the r.h.s. of these equations will not be zero, i.e.
∆φ 6= 0. (3.4)
Therefore the second condition can also be satisfied for many scalars in turbulence.
(3.1) and (3.4) will be the two basic conditions to be satisfied to obtain well-defined scalars.
The third condition of the robustness of the tracing process along trajectory can be ensured
by the diffusion process in turbulence. In the inertial range of turbulence, where viscosity
can be neglected, due to the random motions of eddies of different scales, the isosurfaces of
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scalars will be highly corrugated and their dimensions will be fractal. Constantin et al [12]
and Kraichnan [39] both discussed this problem in a mathematical (with geometric measure
theory and the co-area formula) and physical way, respectively, and reached the same result.
It is found that the isosurfaces in isotropic turbulence with the energy spectrum power being
−5/3, will have a fractal dimension of 8/3 in the inertial range, which is larger than that
of regular 2D surfaces. Thus in the inertial range the normal directions of isosurfaces, or
equivalently the tracing directions of trajectories, will be sensitive to perturbations from
inaccuracy. However, in the viscous range, the corrugation effect from turbulent eddies can
be effectively smoothed by diffusion and isosurfaces become regular with a dimension of 2.
If the tracing process is performed under the inertial scale, then the fractal dimension effect
can be excluded. This suggests also that a numerically fine enough resolution of DNS is
necessary to ensure trajectories to be solved without significant perturbation.
3.1.2 Critical points in diffusive scalar fields
In a scalar field φ, all spatial points can be classified as critical points and noncritical points.
If V = ∇φ, the advancing velocity of trajectory at certain point A is zero, then A will be
critical, otherwise noncritical. Noncritical points are regular and simple to process because
trajectories at those points will smoothly advance along deterministic directions without
any singularity. Only critical points need be specially addressed to determine the local
structures of flow fields.
According to the order of the nonzero Jacobi matrixes, critical points have different orders
of singularity. Usually the first order critical points will be of most importance, which are
defined as: ∇φ = 0det(J) = det(∇∇φ) 6= 0. (3.5)
The first order critical points can be classified into different types by eigenvalue analysis [80].
If λ1, λ2, λ3 are the three eigenvalues of ∇V = ∇∇φ (for 3D case), then four categories of
critical points can be listed as:
(a) sources: 0 < Re(λ1) ≤ Re(λ2) ≤ Re(λ3)
(b) repelling saddles: Re(λ1) < 0 ≤ Re(λ2) ≤ Re(λ3)
(b1) repelling node saddle(zero imaginary);
(b2) repelling focus saddle(nonzero imaginary)
(c) attracting saddles: Re(λ1) ≤ Re(λ2) < 0 < Re(λ3)
(c1) attracting node saddle(zero imaginary);
(c2) attracting focus saddle(nonzero imaginary)
(d) sinks: Re(λ1) ≤ Re(λ2) ≤ Re(λ3) < 0
Typically the local topologies of these saddle types are shown in Fig. 3.2.
With the presence of viscosity, the possible topologies of critical points in many turbulent
scalar fields can be much simplified by the smoothing effect from diffusion. Generally for
any 3D vector velocity, the relevant Jacobi will be very diverse and complicated. But for
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Figure 3.2: Possible saddle types.
the advancing velocity of a trajectory V = ∇φ, which is the gradient of the scalar, its
Jacobi ∇V = ∇∇φ must be real and symmetrical, accordingly the three eigenvalues must
be real. Then among these saddle types only the repelling node saddle and attracting node
saddle are possible, while repelling focus saddle and attracting focus saddle can not happen.
Also towards sink and source points trajectories will converge or diverge along straight lines,
which is relatively simple for analysis and numerical calculation, compared with the complex
eigenvalues cases.
3.1.3 Critical points of dissipation elements
At noncritical points, both the scalar φ and ~nφ =
∇φ
|∇φ|, the direction of scalar gradient, are
continuous and smooth. However, at critical points the gradient of φ is zero and ~nφ around
becomes discontinuous. Therefore trajectories may divert and critical points, both extremal
and saddle points, may work as seperating points or boundary points to demark different
dissipation elements from each other.
A schematic illustration of dissipation elements in 1D and 2D space is given in Fig. 3.3.
As it is observed, in 1D space a dissipation element is just a simple segment limited by
two adjacent extremal points and there is no saddle point, while dissipation elements in 2D
space will have more structure. Starting from given initial points, trajectories move along
the normal directions of isoscalar lines, shown as thin lines. Each bold solid edge line, in
most of the cases, connects two maximal points and one saddle point to determine the ba-
sic topology of each dissipation element. Usually the overall distribution of 2D dissipation
elements will be like a deformed and twisted soft net, where each element has two extremal
points (one maximal and one minimal) and two saddle points at the boundaries. This net
will be an automorphism (both injective and surjective) to a chequer-board pattern.
It is also possible that single dissipation elements have more than two saddle points, as
shown in Fig. 3.4. But overall the sum of extremal points will still be equal to the sum of
saddle points [23].
In 3D space, dissipation elements will be much more complicated. Several particular solu-
tions may help to understand this problem. For example, assume the scalar field φ to be
given by
φ(x, y, z) = sin(kx) + sin(ky) + sin(kz), (3.6)
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l∆φ ’
Figure 3.3: Schematic illustration of dissipation elements in 1D(left) and 2D(right) space,
respectively. For 2D dissipation elements, trajectories move along the normal directions of
thin solid isoscalar lines around extremal points. Each bold solid edge line connects two
extremal points and one saddle point.
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Figure 3.4: An example of more than two saddle points in one 2D dissipation element. The
meaning of lines is the same as in Fig. 3.3.
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where k is some constant, then each dissipation element will be a cube with two extremal
points lying at opposite corners and other six left vertexes serving as saddle points, as shown
in Fig. 3.5(a).
Another field given by
φ(x, y, z) = sin(kx) · sin(ky) · sin(kz) (3.7)
leads to the octahedron shaped dissipation element. The spatial arrangement of extremal
and saddle points are shown in Fig. 3.5(b). The two extremal points in each octahedron
are at the vertices and four saddle points are at the corners of the square base, which are
connected by zero gradient saddle lines. The presence of saddle lines of dissipation elements
is one of the particularities of 3D space topology. In order to fill a 3D space which is
uniformly subdivided into cubes, the vertices of these octahedrons have to be placed at the
center of the cubes, while the bases lie at the separating surfaces between two cubes.
saddle
maximum
minimum
(a) cube
minimum
maximum
saddle
(b) octahedron
Figure 3.5: Special shapes of dissipation elements in 3D scalar field.
However, the reality of 3D turbulence is far from these ideal shapes. The general case in 3D
will be very complicated and, differently from 2D, no definite prediction about the relation
between the number of saddle points and the extremal points can be given.
3.2 The trajectory-tracing algorithm
The most direct and straightforward method to trace trajectories along the gradients in a
scalar field is the bi-linear or tri-linear interpolation in 2D or 3D space, respectively. This
method works well and also is very robust in preventing numerical perturbations [63]. The
biggest disadvantage from this linear interpolation is its poor accuracy, because extremal
values will inevitably be located at grid points and therefore the final result will be fully
dependent on the numerical resolution. One possibility to improve this defect is to use an
effective higher order interpolation scheme to locate the extremal points, not necessarily at
even grid points, to achieve some better results.
There are numerous higher order interpolation schemes in 1D space, for example polynom-
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inal, spline, Bessel or Fourier interpolations etc. But among these methods, only few can
work well in 2D or 3D space. Specifically, an appropriate interpolation scheme must satisfy
the conditions that the obtained values should be consistent with the known values at grid
points and the derivatives should be continuous to ensure a smooth advancing of trajecto-
ries. Likien and Marsden [43] did a tricubic interpolation in three dimensional field. To
get the continuity of both the field variable and its first derivative at Cartesian cubic grid
points, locally a 64 × 64 matrix and third order derivatives must be introduced, which is,
however, not efficient and sensitive to numerical errors.
For these reasons, a new scheme of linear interpolation of 1st order derivative has been de-
veloped. Here 1st order derivatives, instead of given scalar values, are linearly interpolated
and a second order accuracy (in terms of the location of extremal points) can be achieved.
Because of the simplicity of linear interpolation, this second-order-equivalent interpolation
scheme seems to be universally suitable in different dimensional spaces.
3.2.1 Linear Interpolation of 1st Order Derivative on Staggered Mesh
The idea of linear interpolation of 1st order derivative means that linear interpolation is not
directly implemented for scalar values at grid points, but for 1st derivatives (in all directions
at those points). Derivatives can be calculated in different ways, for example finite difference
or FFT.
One special approach we adopted here is applying the linear interpolation on a staggered
mesh, not on the original grid mesh. The reason is clarified in Fig. 3.6, where the grid points
are numbered and A and B are two different scalar profiles.
B
1 2 3 4 5
A
∆ x
Figure 3.6: Two scalar profiles(1D) with the same constant derivative at grid points.
It can be seen that the different scalar profiles A and B have the same constant derivative
at grid points, if a central difference scheme (φn+1 − φn−1)/(2∆x) is used. Consequently
the interpolation outcome must be the same, resulting in that no extremal point can be
detected. Obviously it is only true for profile B but not for profile A.
A further investigation shows that, from the information of derivatives at grid points, the
original profile can not totally be reproduced. It is clear that the scalar values at grid points
will determine the correspondent derivatives at these grid points. However, the inverse cor-
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respondence is not bijective so that different scalar profiles can come from a same derivative
function and some original information may have been lost. Actually this trouble can be
removed if the derivatives are calculated on a staggered mesh, which has been successfully
applied for other problems because of a number of attractive properties [58]. The detailed
operation is explained for 1D and 2D case as follows. For simplicity, only a uniform mesh
will be considered. The 1D case is shown in Fig. 3.7.
local derivative
grid points
staggered points for derivatives
Figure 3.7: Staggered mesh in 1D space.
The original and staggered mesh are located at alternating equally spaced points. Deriva-
tives at staggered points are calculated simply from the difference of the scalar values at two
adjacent original grid points, which is 1st order accurate for derivatives, but second order
accurate for scalar values. The correspondence between the derivatives on the staggered
and the scalar values on the original mesh is bijective. It is easy to verify that under this
condition, case A and B in Fig. 3.6 will not have the same derivatives and therefore the
interpolated values will not be the same neither.
The 2D case can be explained in a similar way, as shown in Fig. 3.8.
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Figure 3.8: Staggered mesh in 2D space: • original grid points; × staggered points.
The entire domain can be partitioned into many staggered squares, for example, one of
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which is the shaded area around the grid point 5. Derivatives of any point within this
shaded area can be calculated as follows. In region I and II, for derivatives in x direction,
four points a, b, c, d are used for the interpolation. Parallelly in region III and IV , points
of c, d, e, f are used to interpolate the x derivatives. The calculation procedure is listed in
table 3.1.
Table 3.1: Calculation of derivatives in 2D staggered mesh
region derivative points needed for interpolation
I and II x a,b,c,d
III and IV x c,d,e,f
I and III y g,h,j,k
II and IV y h,i,k,l
From the numerical results this ‘Linear Interpolation of 1st Order Derivative on Staggered
Mesh’ algorithm proves very compact and effective. Actually a quite similar idea is also
used in the SIMPLE code by Partankar [58] to stabilize the numerically fluctuating pressure
in the momentum equation.
Once the interpolated derivatives are known, trajectories can simply be traced following
the derivatives in different directions. Except for the regions around critical points, small
enough advancing paces of trajectories (< 0.1∆x) can ensure a high spatial accuracy.
3.2.2 Numerical treatment near critical points
As already mentioned, the zero scalar gradient at the critical points makes the directions of
trajectories undetermined, which needs to be specially treated. Here the essential difference
between saddle and extremal points must be taken into account.
Mathematically saddle points are not stable and the trajectories nearby can be diverted
even by a small perturbation, while extremal points are stable and able to resist small
perturbations. Because the scalar fields used to trace trajectories are diffusion-controlled
at small scales, the scalar gradient vectors around extremal points will point outside for
minimum and inside for maximum without rotation. This property will work as an important
principle to guide the numerical algorithm, which works in detail as follows.
(a) Once in a small region trajectories can not proceed further because the scalar gradients
there, compared with the mean gradient of the surrounding grid points, become smaller
than a given threshold ², then one critical point will be expected in this small region.
There always exists a small spherical surface enclosing this small region, shown in
Fig. 3.9.
The radius of the sphere r depends on the threshold ². For the 3D case for instance,
if ² = 2 × 10−5, then r can be as small as 0.02∆x. The six points numbered from 1
to 6 are the cross points of the spherical surface with three axes. The vectors nr, nl,
nu, nd, nf , nb, starting from points 1, 4, 3, 6, 5, 2, respectively, are the normalized
scalar gradient vectors ∆φ/|∆φ|. If the numerical resolution is fine enough and the
expected critical point in the shaded volume is located exactly at the spherical center,
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Figure 3.9: A small spherical surface enclosing the shaded volume, where scalar gradients
are smaller than a threshold ². The normalized vectors in different directions on the surface
are used for the calculation of divergence.
then these normalized vectors will be oriented along three axes. Under this condition,
the curvature, which is calculated from the following formula
∇ · ~n ≈ (nrx − nlx) + (nuy − ndy) + (nfz − nbz), (3.8)
will be −6 for maximal points, 6 for minimal points, and −2 ≤ ∇ · ~n ≤ 2 for saddle
points. Practically, the normalized vectors can deviate from the even axes orientations
and the calculated curvature will differ from the idealized results. Numerically, the
critical points with ∇·~n > 3.5 (for 3D problem) can be treated as minimal, and those
with ∇ · ~n < −3.5 (for 3D problem) can be treated as maximal, otherwise will be
saddle, as to be discussed in (b).
(b) As shown in Fig. 3.10, once a trajectory T approaches a saddle point S, its direction
will be randomly diverted and forced to advance with a small pace in some random
directions, like T1, T2 or T3.
Numerically the operation (b) is easy to perform but some problems might also be intro-
duced. A comparison with the analytical results will be helpful to find some pitfalls of this
treatment. The idealized octahedron, which comes from the scalar field by Eq. (3.7), has
been used as a test case. But from the above algorithm we obtained something slightly dif-
ferent. Besides the expected octahedrons, there are also some other shapes, like long lines
containing only a few grid points. After debugging, it is found that sometimes if the forced
step size in (b) is too large, the trajectory around a saddle point might penetrate from one
dissipation element into another one. If these two elements are not surface-connected, but
only saddle-point-connected, then a false element, which is a collection of pieces from these
two dissipation elements, can be generated. For the case of Eq. (3.7), about 20% elements
were falsely created, independently of the numerical resolution.
One solution to cure this defect is by restraining the direction of random paces in a given
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Figure 3.10: Random advancement of trajectories near a saddle point.
range. Denote
−→
R1 = (r1, r2, r3) as the normalized velocity of trajectory T , shown in Fig. 3.10.
If |r1| = max(|r1|, |r2|, |r3|), then the new diverted random advancing direction can be set
as −→
R2 = (−10(a1r2)
2 + (a2r3)2
r1
, a21r2, a
2
2r3), (3.9)
where a1 and a2 are two random numbers. Because
−→
R1 ·−→R2 is always negative, condition (3.9)
ensures that the random advancing paces around saddle points can always fall into an acute-
angle-cone, like T2 or T3, while some other random directions like T1 will not be possible.
Then the probability of a trajectory stepping into another saddle-connected element near a
saddle point will be much reduced. Numerical results show that the number of false elements
were less than 5%. If saddle points are not exactly grid points, even a tiny shift, for example
φ given by
φ = sin(2kpi
i− 0.05
nx
) sin(2kpi
j − 0.05
ny
) sin(2kpi
k − 0.05
nz
), (3.10)
where nx, ny, nz are the grid size in the x, y, z directions, respectively, then there are no
false elements! In reality the insignificant probability of saddles exactly overlapping with
grid points makes this algorithm highly reliable and solid.
Sometimes certain degenerated cases might happen. For example, due to numerical accuracy
or the inappropriate over-stringent thresholds, when approaching to extremal points, some
trajectories may not proceed uniformly inwards or outwards in straight lines, but rotate in-
finitely and the extremal point regions, where derivatives are less than the preset thresholds,
can never be found. This infinite looping may happen within a grid cell or around a grid
point, even around two grid points, as shown in Fig. 3.11. Under this condition the tracing
process needs to be forced to stop. Usually these events will happen less often with better
resolution data. For the DNS case with a grid number of 5123 and Reλ = 120, the ratio of
the forced stopping in all of trajectories is smaller than 2.0%.
With all the considerations presented in this section, the algorithm of Linear Interpolation
of 1st Order Derivative on Staggered Mesh can work for different scalar fields from DNS.
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Figure 3.11: Numerically infinite looping of a trajectory around two grid points.
Various results will be shown in later chapters. As comparison, the analytical shape of oc-
tahedrons with different resolutions are shown in Fig. 3.12. It can be seen that with higher
resolution, the resolved structure becomes finer, while the locations of extremal points will
remain the same. Other complicated structures to be shown later can be well discerned,
which proves the robustness and satisfactory performance of this algorithm.
Figure 3.12: Octahedron from different resolutions, from left to right the resolution is 163,
323 and 643, respectively.
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4 Geometrical structure of dissipation elements
In the previous chapter the concept of dissipation element has been introduced, as well
as some general properties, such as space-filling and topologies of critical points. In this
chapter the geometrical structure of dissipation elements will be studied both statically
and kinematically, which means the description of shapes in separate frozen fields and the
temporal evolution properties as well. There should exist some intrinsic relations between
dissipation elements and other well-established structures in turbulence, because different
aspects of a same physical entity should be closely related.
4.1 The scalar and the dissipation within dissipation elements
Dissipation element is defined as the ensemble of grid points whose trajectories share the
same maximal and minimal points. As shown in the previous chapter, for some particular
scalar fields, dissipation elements can assume certain regular shapes, like cube or octahe-
dron. However, in real turbulence, scalar fields will be more complicated and the shapes of
dissipation elements are also expected to be of complicated geometries.
In a turbulent flow, taking the passive scalar as the field variable φ, the numerical tracing al-
gorithm introduced in chapter 3 can be used to investigate dissipation elements. Besides the
passive scalar φ, another associated important parameter within each dissipation element is
the scalar dissipation χ, which is defined as
χ = 2D(∇φ)2 = 2D(∂φ
∂s
)2, (4.1)
where s is the arclength of a trajectory and the second equality comes from the orthogo-
nality between trajectories and scalar isosurfaces. It is clear that the passive scalar reaches
the extremum at the two ending points of each dissipation element and therefore χ, which
is nonnegative, will be zero at the two ending points, and assume a local maximum some-
where in-between. The following examples shown in Fig. 4.1(a)-(d) provide an illustrative
visualization of dissipation elements from a DNS passive scalar field.
These examples show clearly that dissipation elements are quite irregular and curved in
space. The overall orientation of each element, as well as the trajectories wherein, proceed
approximately in the direction of the straight line connecting the two extremal points. In
most cases dissipation elements are simply connected volumes, which together with others
fill the whole space, like the examples (a) and (c). But for the cases (b) and (d), these
dissipation elements are multiplely connected. This suggests that dissipation elements in
3D space may interact geometrically with other in some entangled or interwoven manner,
which can not happen in 1D and 2D space.
4.2 Relation between dissipation elements and vortex tubes
As early as in 1951, Townsend [82] suggested that turbulence essentially is a random dis-
tribution of vortex sheets and tubes. In 1990 She [70] demonstrated the tube-like structure
of vorticity in turbulence by DNS. Since the realization of vortex tube structure, the vortex
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Figure 4.1: Examples of dissipation elements with the distribution of φ (left) and χ (right).
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has been being the most extensively studied geometric object in turbulence. Therefore it is
meaningful to investigate the relation between vortex tubes and dissipation elements that
we are interested in.
4.2.1 The second invariant of velocity gradient
The velocity U is the kinematic variable to fully determine the trajectories of fluid particles,
while the velocity gradient tensor A = ∇U shows the change of velocity, with respect to
both space and time 1. The tensor A can be split into a symmetric rate-of-strain tensor [sij ]
and an antisymmetric rate-of-rotation tensor [rij ] as:
A = r + s = [rij ] + [sij ], (4.2)
where the elements of r and s are given by
rij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
)
sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
).
(4.3)
For any three dimensional second-order tensor, theoretically there exist three corresponding
invariants, P , Q, R (a detailed discussion about these invariants can be found in appendix
A or [10]). The one which is of most importance to relate the vorticity and the strain is the
second invariant Q, which is defined as:
Q = −1
2
[Tr(r2) + Tr(s2)]. (4.4)
It is easy to verify that, for incompressible flows,
Q =
1
2
[rijrij − sijsij ] = −
1
2
∂ui
∂xj
∂uj
∂xi
. (4.5)
Q can also be rewritten as
Q = |∇ × U√
2
|2 − sijsij . (4.6)
The importance of Q lies in the fact that different levels of Q show different flow patterns.
For example, regions with very large positive Q will be vorticity-dominated, mainly in a
tube-like form, while regions with very large negative Q will be highly stretched sheets.
1The time derivative can also be expressed as a function of ∇U .
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4.2.2 Vortex tubes in turbulence
The vorticity ω is defined as the curl of velocity
ω = ∇× U. (4.7)
The regions of intense vorticity usually exist as tubes, named as vortex tubes, which are
the most important geometrical units in turbulent flows. It plays an important role both in
turbulence kinematics and the passive scalar problems.
She et al. [71] found that high-amplitude vorticity structures are tube-like and those tubes
generate local velocity fields spiraling around. They claimed that the filament structure of
vortex tube seems to be mechanically stable. On average, vortex tubes have radii and lengths
of the order of the Kolmogorov scale η and the Taylor microscale, respectively. The work
by Ruetsch and Maxey [67] shows that energy dissipation ε is correlated with vortex tubes.
Regions of moderate ε tend to surround the tubes, but very intense ε regions tend to exist
between two or more neighboring vortex tubes (the simple vortex dynamics model suggests
that energy dissipation is double-peaked around a tube). Treating each vortex tube as the
simple Hill’s spherical vortex, Synge and Lin [79], K.A.Aivazis and D.I.Pullin [2] derived
velocity structure functions by averaging all tubes over unbiased orientations. Although with
much simplification, their results can agree with experiments very well. Ashurst et al. [3]
studied the alignment of vorticity with the eigenvectors of the strain-rate tensor by DNS. It
shows that the three eigenvalues of the strain-rate tensor, or the strains along three principal
directions, are most probably in the ratios of 3 : 1 : −4. When the Reynolds number is high,
there is an increased probability for the vorticity to point in the direction of the intermediate
strain, which is most likely to be positive. This propensity of alignment is believed to result
from the conservation of angular momentum. Also the passive scalar’s gradient will tend to
align with the most compressive strain direction. Similarly Kerr [31] found that the passive
scalar gradient will tend to align with the compressive strain in relative large Reynolds
numbers turbulent flows. Moffatt described vortex tube as the ‘sinews’ of turbulence [50].
He observed that usually the region of large dissipation does not overlap with the region
of large enstrophy (ω · ω). For scalar dissipation χ, regions of moderate to intense scalar
dissipation were wrapped around the tubes, but the highest intensities occurred in large flat
sheets away from tubes. The main characteristics of vortex tubes have been summarized by
Sreenivasan and Antonia [75].
Eq. (4.6) shows that Q will be positive when vorticity is intense, but negative when strain
is strong. Intense vorticity regions are tube-like and highly strained regions are sheets-like.
Thus regions of large positive Q will also be tube-like form. Passing from large positive
to large negative values, iso-surfaces of Q will gradually change from tubes to sheets. The
typical distributions of vortex tubes and straining sheets from DNS in a 1/8 total domain
are presented in Fig. 4.2 (a) and (b), with +50 and −50 taken as the isovalues, respectively.
The Taylor-scale Reynolds number Reλ of this case is about 100 with a numerical resolution
of ∆x/η = 0.493. It can be seen that both tubes and sheets are randomly oriented. On
average the sizes of tubes seem to be larger than that of sheets.
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Figure 4.2: Simultaneous distributions of (a): vortex tubes with large positive Q value and
(b): stretching sheets with large negative Q value, from the same view direction.
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4.2.3 Spatial interaction of dissipation elements and vortex tubes
The interaction between dissipation elements and vortex tubes can be clearly understood
from the picture by Ashurst et al. [3]. Typically the gradient of the passive scalar will align
with the most compressive strain direction, and the vorticity will point in the direction of the
intermediate strain. For the passive scalar φ, if the Pr number is of order unity, the scalar
gradients, which are also the directions of trajectories of dissipation elements, will tend to
be perpendicular to the vorticity. This picture is verified by the interacting of individual
dissipation elements with vortex tubes, shown in Fig. 4.3(a)-(f).
Usually dissipation elements, as well as trajectories, are partly wrapped around vortex
filaments and they are typically perpendicular to each other. However, occasionally some
counterexample can also be observed as the case (b). This dissipation element is essentially
aligned with two vortex filaments which are probably counter rotating. The main body
of this dissipation element on the right-hand side tends to shrink into a thin tail towards
the left-hand side when all trajectories eventually merge into a single line. This dissipation
element appears to be squeezed between the interacting vortex filaments.
Becaues the intense vorticity regions represented by vortex filaments occupy only a quite
small portion(< 10%) of the total flow field, while the dissipation elements are space-filling,
the interaction of dissipation elements with vortex filaments is quite rare. In most of the
cases, dissipation elements will exist in these low vorticity regions and their orientations can
not simply be related to vortex tubes.
4.3 Parametric description of dissipation elements
For the statistical description of highly irregular geometrical objects, it will be important to
characterize these shapes quantitatively by only a few parameters. A simple description will
be more helpful than one with many parameters. For each dissipation element, parameters
describing the scalar, as well as the geometry of the element, should be included. It is nat-
ural to pick ∆φ = φmax−φmin, the difference between the maximum and the minimum, as
one characteristic parameter. In practice, in order to be able to compare this with theories
for isotropic turbulence, the fluctuations of the passive scalar φ′ = φ−Kx2, where K =
dφ
dx2
,
instead of φ itself will be used.
The most natural parameter to describe the geometry of dissipation elements is not so obvi-
ous. The irregularity of the shapes with curved trajectories and ragged volumes in Fig. 4.1
complicates the choice. However, with respect to statistics, only a few parameters should
contain the main information. On average we are mostly interested in l, the size of dissi-
pation elements. Two different choices to define l are compared: one is the linear distance
between the two extremal points, the other is the cube root of the volume or the number
of grid points of a dissipation element. If the shapes of dissipation elements are similar
at different scales, these two length scales will essentially be equivalent. From dimensional
analysis, the mean scalar dissipation χ within each dissipation element is expected to be
correlated with (∆φ′/l)2. Numerical results of the correlation between χ and (∆φ′/l)2, for
these two different length scales are shown in Fig. 4.4(a) and (b), respectively. The scatter
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Figure 4.3: Examples of the interaction of individual dissipation elements with vortex tubes.
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plots in (a) and (b) from two different definitions of l display a big difference. The linear
length between two extremal points showing a better correlation may serve better as the
appropriate length scale for dissipation elements.
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Figure 4.4: Correlations of χ with (∆φ′/l)2, for two different length scales: (a)the cube
root of the volume; (b)the linear distance between two extremal points, of each dissipation
element.
In addition some other choices, like larc, the mean arc-length of all trajectories (length of
the spatial curves), has also been checked, as shown in Fig. 4.5. No remarkable difference
between the linear distance l and the arc-length larc can be observed, which may suggest
some physically similar properties.
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Figure 4.5: Same as Fig. 4.4, but the mean arc-length larc is adopted.
Once ∆φ′ and l, the two most important parameters for the statistical representation of
dissipation elements are defined, some further quantitative descriptions become possible.
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The typical joint PDF of ∆φ′ and l from DNS is shown in Fig. 4.6. We believe that this
joint PDF contains most of the information needed to reconstruct the statistics of the scalar
field. It will be the object of further investigations in the following chapters.
4.4 Extremal points and secondary splitting
In chapter 3 some geometrical properties of critical points, both saddle and extremal points
in frozen scalar fields, have been introduced. In practice the kinematic properties of these
points also need to be discussed.
C.Gibson [23] was the first to analyze in detail the properties of zero-gradient points and
minimal gradient surfaces in passive scalar turbulence and stated that in a turbulent field,
the possible mechanisms to generate extremal points would be:
1. isolation from a region of uniform scalar gradient
If iso-surfaces are stretched out and curled up, they move closer together. By the action
of diffusion, they may become break up into separate closed surfaces surrounding
isolated zero-gradient points. Extremal points generated by this mechanism will be
relatively stable.
2. secondary splitting by local strain
If local strain is much stronger than diffusion, then the surrounding of an extremal
point may be stretched into a zero gradient line, even a zero gradient surface. These
kinds of lines or surfaces can not be so stable and they will separate into a string
cluster of extremal points.
In summary, he concluded that the dominant physical mechanism by which turbulence
produces the smallest-scale features of scalar fields is the local stretching of small gradient
regions. This mechanism should apply equally to strongly diffusive scalars, where the scalar
diffusivity is much larger than the viscosity, as well as to weakly diffusive scalars where the
viscosity is much larger than the scalar diffusivity. Batchelor [4] studies the weakly diffusive
scalars and reached the same conclusion.
For a turbulent passive scalar field, a typical relation of extremal points with strain sheets
is shown in Fig. 4.7, from which these two different extremal points generation mechanisms
can be partially observed. Overall in this cube the numbers of minimal and maximal points
are approximately equal. For each dissipation element the minimal and maximal points have
been connected by a straight yellow line. The strain sheets in light blue color represent large
negative values of Q. The distribution of extremal points are quite irregular rather than
uniformly scattered in space. Locally strings of extremal points can be observed. These
strings are preferentially close to strain sheets, while isolated extremal points, which may
resulted from the break-up of stretched iso-surfaces after a relatively long diffusion process,
are located within the gaps of strain sheets.
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Figure 4.6: The joint PDF of scalar difference and linear length scale.
Figure 4.7: The interaction of extremal points and strain sheets. The yellow lines between
extremal points represent the connections of dissipation elements.
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4.5 The mean diameter and the average shape of dissipation ele-
ments
Assuming the rod-like structure of dissipation elements, it is important to analyze the aver-
age size of radius to have an overall description of the shape. The volume of an element is
given by multiplying the number of contained grid points by the grid cell volume. Dividing
this by l provides a mean cross-sectional area. Equating this area to that of a circle gives
a mean diameter d of the dissipation elements. However, because the shape of dissipation
elements is far from that of regular cylindrical rods, this analysis does not have any impli-
cation for the modeling of the joint PDF of ∆φ′ and l to be presented later on.
Subdividing each element into several segments (for example 19, in our calculation) along
the straight line connecting the two extremal points, then all grid cells falling into each
segment determine a partial volume of this element. The center of gravity of those grid
cells in each segment determines its deviation from the straight line. The average span is
this deviation distance normalized with l. Also by equating the partial volume to that of
a circle, a mean diameter of the local segment can be calculated. To compare these shape
parameters, data from three DNS cases, case 1, case 4 and case 6, in table 2.1 have been
used and the results of the variation of the mean diameter d with element length l (both
have been normalized by the Kolmogorov scale η) for these three DNS cases are shown in
Fig. 4.8(a). The average shape for all elements for case 2 in terms of the relative coordinate
x/l is shown in Fig. 4.8(b).
0 40 80 120 160
0
2
4
6
case 1
case 4
case 6
l/η
d/η
(a)
0 40 80 120 1600
2
4
6
8
case 1
case 2
case 4
l/
d
η
η
−
0 0.25 0.5 0.75 1
0.1
0.2
0.3 chord
d/l
y/l
x/l
(b)
(b)
Figure 4.8: (a) Variation of the normalized diameter d/η with l/η for three DNS cases; (b)
The average shape of dissipation elements for case 2.
The surprising result shown in Fig. 4.8(a) is that the average diameter varies little with lin-
ear length and different Reynolds numbers do not remarkably influence the results. It seems
that the mean diameter of dissipation elements on average is comparable to the Kolmogorov
scalar η. The average shape of case 2 in Fig. 4.8(b) identifies that the dissipation elements
will be elongated and slightly bent, with the length being about 10 times the average cross-
sectional dimension. At both ends the diameter will almost keep to be the same as at the
middle. It is clear that on average the shapes with different l are not similar, which leads
to the sharp difference between the two representations in Fig. 4.4.
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4.6 Connections of extremal points
From DNS cases 1, 4 and 6 with increasing Reynolds numbers, the ratios of the number of
dissipation elements to the number of extremal points are 3.156, 3.272 and 3.689, respec-
tively. A simple relation between NDE , the number of elements, and Np, the number of
extremal points, is
NDE =
Np
2
C, (4.8)
where C is the average number of connections starting from each extremal point. The
coefficient of 2 comes from the fact that each dissipation element contains two extremal
points. If C is approximated as 3.5, thus with Eq. (4.8) we can estimate that on average
there are about 2 × 3.5 = 7 dissipations sharing a same extremal point. Actually C is not
a constant for all extremal points, but has a distribution, whose typical result from DNS is
shown in Fig. 4.9.
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Figure 4.9: The typical distribution of connections starting from single extremal points.
It can be seen that the most frequent connection number is 3 and then the PDF decreases
approximately in a stretched exponential form. The events of large connection number may
stem from the effect of the secondary splitting. Specifically, if two extremal points A and
B originally connect with each other, by extremal splitting, point B for example can be
stretched into a string of extremal points and therefore the connection number of A will be
very large.
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4.7 Temporal evolution of dissipation elements
Both trajectories and extremal points will change with time in turbulence. Apart from
the static behavior discussed above, the way how dissipation elements evolve is of equal
importance. The most possible variation of a dissipation element during its evolution process
is the continuous or gradual change in shape, because elements will be squeezed and stretched
due to convection or drift due to diffusion. Besides the continuous evolution, there are several
different processes leading to rapid change in shape, for example, the sudden cutting of a
large element into several smaller ones, the sudden connecting of smaller elements into larger
ones by diffusion.
To help understand the evolution of dissipation elements, some tentative analysis has been
done. The two projections of half of the cubic box towards one side plane at two consecutive
time steps in Fig. 4.10(a) and (b) illustrate the change of dissipation elements in the passive
scalar field of case 2 in table 2.1. For each dissipation element the (blue) minimum point
and (red) maximum point are connected by a straight yellow line. At the center point of
that line a light blue sphere is shown, the volume of which corresponds to the number of
grid cells of the dissipation element. It can be seen that there are many small elements
and only a few large ones. While the location of many of the extremal points is nearly the
same, many of the connecting lines have switched and the size of the volumetric spheres has
changed much. Also there are many newly generated extremal points, while others have
disappeared. All this indicates that only a certain percentage of elements have remained the
same even during a time step as small as 0.001 integral times. The physical reasons behind
this will be explored in the following.
4.7.1 Quantitative results
As mentioned before, the two characteristic parameters of ∆φ′ and l will play a central role
for a quantitative description of dissipation elements in turbulence. The change of l consists
of two processes, one is the gradual change, another is the rapid change or jump. Physically,
for the jump, the change of ∆φ′ is a consequence of the change of l. Therefore the later will
be fundamental and dominant.
In 1D space, a simple picture may be depicted as follows. Once a larger segment is cut,
then two smaller lengths will be generated and at the same time, the original larger one
must disappear. On the other hand, if two smaller lengths are jointed together because of
diffusion, a larger one will be generated and necessarily, the two smaller ones must disappear.
In 3D space, this problem is much more complicated and the simple picture from 1D picture
might not be appropriate.
Trying to understand the evolution of dissipation elements in 3D space, the ‘same’ dissipation
element should be traced in a short time series, in which only gradual change takes place.
The most important information to detect each element quantitatively is the location of the
two extremal points and the grid points that belong to it. If two elements are considered as
the ‘same’ at two time steps (time difference must be small enough), the following conditions
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Figure 4.10: Projections of dissipation elements, whose volumes are represented by light
blue spheres, at two consecutive time steps, with the distribution of extremal points and
their connections.
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should be satisfied:
|∆~xmax,i| < δ1(i = 1, 2, 3) (4.9)
|∆~xmin,i| < δ1(i = 1, 2, 3) (4.10)
|N1 −N2|/N1 < δ2, (4.11)
where N1 and N2 are the number of grid points of these two elements, respectively.
Any dissipation element at the previous time step will match one element or not at the next
time step, namely, the matching number should be equal to 1 or 0. But numerically it is
possible that more than one matching counterparts can be found at the next time step. In
fact the selection of the values of δ1 and δ2 depends on how stringent the criteria should be.
If a large portion of matched elements have more than one counterpart, then the criteria
may be too loose and an adjustment is needed. For example, setting δ1 = 2∆x and δ2 = 0.2
proves fine for a time span of 0.001 integral times. These criteria represent a reasonable
compromise between several options.
In principle, the only possible scenarios of the evolution of a linear length l can be divided
into the following three categories:
1. Real or tail cutting and the inverse process of reconnection
The two extremal points of the old element remain, but they do not belong to any
new element. The old length l is cut and then disappears, whereas two or more new
elements with smaller lengths are generated. If only two smaller elements are newly
generated, a tail cutting may happen, while a real cutting corresponds to three (or
more) newly generated smaller elements. Inversely the old length connects with other
elements and they disappear, at the same time a new larger element is generated.
2. Extremal points splitting and its inverse of extremal reattachment
The two extremal points remain. However, different from the cutting case, these two
points still belong to some new element. The old element splits at either of its two
extremal points such that no new length is generated and the old length remains,
but only several new elements are generated or shed from the original element. The
length of the old element does not change, but the volume will decrease. The extremal
reattachment is simply the inverse.
3. Saddle points or saddle line splitting and its inverse of saddle reattachment
One of the two extremal points disappears. The element with the old length l splits at
a saddle point or at a point on a saddle line such that the old length can still remain
but some other elements with new lengths, which are usually shorter, but also possibly
longer, are generated. The inverse will be the saddle reattachment.
It might be the case that more than one of the above processes happen simultaneously. The
possibility of these categories will be checked separately.
4.7.1.1 Examples of cutting The cutting cases should be identified from the fact that,
once an old element is cut, then smaller elements can be generated, which is illustrated in
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Fig. 4.11.
Intermediate
DE
Cutting A
B
Figure 4.11: Illustration of the cutting of dissipation elements in 1D space
Originally there is a monotonous profile which defines a large dissipation element. From the
action of external eddies this profile can be distorted such that two extremal points A and
B are generated, between which a new intermediate element is also defined. According to
this mechanism, the method used to identify this kind of cutting process occurring between
two consecutive time steps is described as follows:
(a) Use the criteria for extremal points to find all of the dissipation elements whose both
extremal points are newly generated in the second data file. This kind of elements
will be considered as newly generated intermediate dissipation elements, shown in
Fig. 4.11.
(b) For each newly generated intermediate element C, try to find if there are two other
dissipation elements A and B such that A will share the same maximal point with C
and B will share the same minimal point with C. At the same time see if the minimal
point of A, Amin and the maximal point of B, Bmax both have corresponding points
in the 1st data file.
(c) See if Amin and Bmax in the 1st data file is contained in a certain element D. If so,
then we will say that D, after cutting, will generate three sub-pieces of A, B and C,
where C is the intermediate one.
Based on this method, it is found that, only about 0.1% of the total (3 or 4 examples in
4000 dissipation elements) display the rapid change by cutting and usually it is relatively
difficult to identify these rare events. Two examples of cutting are shown in Fig. 4.12(a)
and (b).
The case of cutting results from the distortion of an existing dissipation element by the
random motion of turbulent eddies. After cutting, the newly generated sub-pieces may
entrain some extra grid points or may shed part of the old element away, and the space
they occupied can differ much from that of the old element. Also the scalar fluctuation can
vary. For case (a) in Fig. 4.12, the new maximum and new minimum lie between that of
the original dissipation element, while for case (b) the new maximum is beyond the original
maximum, which shows that cutting can work as a source of scalar fluctuation to balance
the sink from the decaying by diffusion in turbulence.
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(a)
(b)
Figure 4.12: Examples of cutting, which are identified from 3D scalar fields. The origi-
nal dissipation elements on the l.h.s. will be cut into three sub-pieces A, B and C (the
intermediate small element) at the next time step.
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The inverse process of cutting is named as reconnecting, which may be identified by the
same criterion, with changing the order of the 1st and second data file.
4.7.1.2 Examples of extremal (point) splitting It is much easier to find examples
of extremal (point) splitting because of its more frequent occurrence. The algorithm is
explained in the following. With only the matching restriction of extremal points’ loca-
tion (4.9) and (4.10), but without that of grid points in (4.11), to find matching elements in
the second data file, the criterion becomes looser and therefore some dissipation elements
can have more than one matching counterparts. These counterparts will be treated as the
newly generated elements by extremal points splitting.
The surprising result is that about 22% of all dissipation elements in a time span as small as
0.001 integral times have this splitting. Some corresponding examples are shown in Fig. 4.13
(a) to (c) and Fig. 4.14 (a) to (c).
All of these examples show that the newly generated elements share the same maximal
and minimal points with the original one, which is the unique character of extremal splitting.
Therefore the two parameters used to characterize an element, ∆φ′ and l will be same before
and after the splitting. Sometimes more than two elements after splitting do also appear,
like the case of Fig. 4.14(b).
4.7.1.3 Examples of saddle point or saddle line splitting Similarly to the case of
extremal splitting, it is also easy to find examples of saddle point or saddle line splitting, or
generally saddle splitting, because of its frequent occurrence. In the scalar diffusion process,
usually points with finite scalar gradients are relatively stable because the diffusion process
will continue at a finite rate and the scalar gradients can not become zero in a short time
span. Therefore these regions can not generate critical points shortly and trajectories pass-
ing there are also stable.
Only points with small scalar gradients are likely to cause the rapid generation of new ex-
tremal points and new dissipation elements. Any small perturbation by the random motion
of turbulent eddies may alter the structure of zero gradient regions to lead to jumps of the
locations of extremal points, although the scalar field itself must not be largely disturbed.
Points with small (numerically) or zero (theoretically) scalar gradients are extremal and
saddle points. Parallelly to extremal splitting, saddle (point or line) splitting should also be
expected. The concept of saddle lines, which is realizable only for dissipation elements in
3D space but not in 1D and 2D space, can be well understood from the idealized shape of
octahedron in Fig. (3.5)(b), Chap.3.
The algorithm for saddle splitting identification is quite simple: in the second data file, col-
lect all of the elements which have one matching and one newly generated extremal point.
For example, some element C in the second data file has two extremal points A and B,
which are the matching and newly generated point, respectively. If in the first data file, A
and B are contained in an element D, then C will be the offspring of D, generated by saddle
splitting.
The analysis shows that in a time span of 0.001 integral times, about 14% of all the dissi-
pation elements will split in this way. Several examples of the saddle splitting are shown in
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(a)
(b)
(c)
Figure 4.13: Examples of extremal points splitting (I).
52
(a)
(b)
(c)
Figure 4.14: Examples of extremal points splitting (II).
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Fig. 4.15(a) to (c) and Fig. 4.16(a) to (c).
For saddle splitting, an important property is that the value of ∆φ′ and l of the new ele-
ments are different (usually smaller, but also possible to be larger) from that of the original
elements. Saddle splitting is another mechanism for generating new dissipation elements
and works as effectively as extremal splitting.
From the occurrence percentage of the events of all these three different cases, we found that
only about 65% of all the dissipation elements, from one data file to another consecutive
one, can remain the same.
4.7.2 Physical mechanisms of the generation of new extremal points
It was found that a large portion (35%) of dissipation elements can have rapid change even
in a ultra short time span. The classical picture estimates that the Kolmogorov time and
the Kolmogorov length are the smallest scales in turbulent flows. It is easy to check that
the Kolmogorov time scale used for this analysis is about 0.08, which is 80 times of ∆t,
the time span between two consecutive data files. The sharp difference between τη and ∆t
suggests that the rapid change of dissipation elements, like saddle and extremal splitting,
will happen at a time scale even shorter than the ‘smallest time scale’ of turbulence. What
is the physical mechanism to generate such rapid events? Is there any other suitable scale
to characterize this high frequency and what is its relation to the Kolmogorov scalings?
As pointed out by C.Gibson [23], because the gradients of the scalar in the vicinity of ex-
tremal points are small and the geometrical topology is not stable, convective transport may
dominate diffusive transport and new extremal points may be produced by the splitting pro-
cess. With this splitting going on, strings or clusters of extremal points can be created and
finally the generation will be counterbalanced by diffusion. This stretching-splitting mech-
anism appears to dominate other mechanisms. The typical length between two extremal
points can be estimated as l∆ =
√
D/a, where D is the scalar diffusivity and a is the local
strain rate. For extremal strips, for instance in Fig. 4.7, the tiny distance between extremal
points may correspond to large a locally.
Moroever the ultra-frequent change of dissipation elements suggests that the life time of
many extremal points should also be very short, which can not be satisfactorily explained
from the above stretching-splitting picture. The common character of saddle and extremal
points is the (nearly) zero scalar gradient. Taking saddle splitting as a example, another
mechanism for the high splitting frequency and the short life time of critical points can be
explained from Fig. 4.17.
The length of a dissipation element, which will be discussed in detail in the next chapter, is
of the order of Taylor scale. If the Reynolds number of a turbulent flow is large enough, the
Taylor scale will be much larger than the Kolmogorov scale. Regions close to saddle lines
or even saddle surfaces are usually very unstable and vulnerable to be disturbed by many
small eddies. If the smallest eddies in turbulence are Kolmogorov eddies, then the motion of
Kolmogorov eddies around small gradient regions may destroy the zero-gradient property of
saddle lines or saddle surfaces and new extremal points can be created, whether the random
motion of these Kolmogorov eddies is strong or not. Because there exist numerous Kol-
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(a)
(b)
(c)
Figure 4.15: Examples of saddle splitting (I).
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(a)
(b)
(c)
Figure 4.16: Examples of saddle splitting (II).
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Figure 4.17: Highly frequent change of extremal points near a saddle line.
mogorov eddies and any of them would perturb the scalar to generate new extremal points,
the life time of saddle lines (surfaces), and therefore the life time of dissipation elements,
will be much shorter than the Kolmogorov eddy turn-over time.
The mechanism of splitting by strain by C.Gibson [23] may be closely related to the strong
motion of Kolmogorov eddies, however, can not be associated with the case of weak random
motion of Kolmogorov eddies. Therefore this new extremal point generation mechanism,
independent of the strength of local strain rate, will be helpful to understand these surpris-
ing results from the simulations, and might be more general to describe the behaviors of
critical points.
4.7.3 Recovery of matching ratio
It has been discussed that after a time span of 0.001 integral times about 35% elements
will change and only about 65% of total elements can be matched in the second data file.
If more data files are included and the matching ratio decreases simply in a multiplicative
way, then we can imagine that almost all of the dissipation elements will completely change
or be shuffled even in a quite short time, like the Kolmogorov time tη.
However, it was found that:
(a) the matching ratio from data file 1 to 2 is about 65%;
(b) the matching ratio from 2 to 3 is also 65%;
(c) the matching ratio from 1 to 3 is 55%, not the two times multiplication of 65%, which
corresponds to 42%.
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This outcome can be explained from the recovery of dissipation elements. For an extremal
point cluster, when the balance between generation and removal by diffusion is reached,
the total number of these points might be constant, but the life time of each point may
be very short (smaller than the Kolmogorov time). Because the life time of dissipation
elements is determined by the life time of their extremal points, there should also exist
a similar generation-removal balance for dissipation elements, which means that a certain
dissipation element disappears at some moment, but it might recover shortly after. For
instance, originally we have a dissipation element A, after splitting in the next time step,
two elements B and C are newly generated. Thus element A can not be matched in the
second data file. If in the 3rd data file elements B and C can reconnect into a larger element
D whose size might be the same as that of A, then A recovers.
Actually because the extremal and saddle splitting are quite frequent, their inverse processes,
like extremal or saddle reconnection, will also be very frequent. This indicates that at a
certain time step a great number of unmatched elements, which are mainly generated by
splitting, are likely to recover some time steps later, or they are ‘resilient’. Because of this
recovery mechanism, the matching ratio will not continuously decay in a multiplicative way.
4.7.4 Effects of numerical resolution
The structure of dissipation elements is geometrically complicated in 3D space. Therefore
a sufficiently high numerical resolution is necessary to discern the fine structure of each
element as much as possible. As it has been discussed, the rapid change of dissipation
elements results from the rapid change of extremal points by extremal and saddle splitting.
In regions of clusters of extremal points the distances between points are very small, which
asks for a very fine numerical resolution. Thus the diagnosis of dissipation elements is
different from other conventional DNS analysis.
If DNS are used only for some overall quantities at large scales, like the first and second
order statistics (velocity dynamics etc.) in turbulence, the grid size as large as two times
of η will be adequate. For the investigation of dissipation elements, the results show that
the grid size should be smaller than η to ensure the scalar field smooth enough to identify a
reasonable number density of elements and extremal points. Once this resolution is reached,
the number of elements and extremal points will approach to saturation from there on. A
benchmark test has been done as follows. For a testing DNS case with Reλ = 127 and
∆x/η = 1.88, there exist totally about 60000 extremal points and about 220000 dissipation
elements. Once the grid number is doubled in each direction, i.e. the resolution becomes
∆x/η = 0.94, the number of extremal points and dissipation elements will drop to about
20000 and 70000, respectively, because higher resolution can smooth the scalar field to
exclude the false units. For another DNS case with Reλ = 75, also two different resolutions
were compared. It is found that results from ∆x/η = 0.44 and ∆x/η = 0.85 remain almost
the same: the number density of extremal points is about 2500. With the consideration
of the numerical accuracy and the higher Reynolds number requirement, ∆x/η < 1.0 is
required as an approximate resolution threshold for investigating dissipation elements.
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5 Distribution function of the length scale
In the previous chapter, two characteristic parameters l and ∆φ′ were defined as the linear
length, i.e. the straight line connecting the two extremal points, and their scalar difference,
respectively. An estimate of the distribution PDF of these parameters will provide us
the information that is still lacking in the literature to know the statistical behaviors of
dissipation elements. In a time-dependent scalar filed, dissipation elements will evolve with
time. It can be expected that the two parameters l and ∆φ′ are not statistically independent:
a jump in length, for instance by splitting or cutting, will force a jump in ∆φ′. Therefore,
the variation of l may be viewed as the dominant process, from which the change of ∆φ′ is
a consequence, but not the inverse.
Based on a cutting-reconnection model, the PDF equation of l will be derived in this chapter.
Thereby the distribution of l can be predicted, from which the reconstruction of certain mean
parameters, like the conditional scalar dissipation rate, becomes possible.
5.1 Theoretical derivation for the 1D model
For each dissipation element, the length l is determined by the linear distance between the
two extremal points, which are connected by trajectories with monotonous scalar variation.
Because of the random motion of turbulent eddies, monotonous scalar profiles along trajec-
tories can be distorted and therefore locally some new extremal points and new elements
can be created. This is called the (dissipation elements) generation process by random cut-
ting. Inversely, local minima and maxima, may gradually decay till disappearance, or may
be swept into close proximity thus allowing diffusion to annihilate them. Then distorted
scalar fields can be ‘repaired’ and extremal points and elements will be removed. Once a
small element shrinks towards zero and disappears, the adjacent elements will naturally join
together to generate some larger ones. This is called the reconnection process. In addition
there is another process provoked by diffusion, the drift process, in which elements will not
disappear or be newly generated, but only evolve gradually with time due to the relative
velocities of two extremal points.
If a turbulent scalar field is statistically stationary, the interaction of distortion by random
motion and repairing by diffusion will be in a dynamical balance. To study the distribution
of l, accordingly we postulate a Poisson random cutting-reconnection model, which is de-
scribed in detail in the following.
Dissipation elements are represented by 1D linear segments of different lengths, marked by
two ending points. For simplicity, among the jump processes in the evolution of dissipa-
tion elements discussed in chapter 4, only cutting and reconnection will be included in the
model, while the splitting and reattachment will not be considered first. The correspondence
between the real 3D process and the Poisson model is:
• 3D space-filling dissipation elements→1D space-filling (consecutively located) seg-
ments.
• The random motion of turbulent eddies→random cutting in 1D space.
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• Small dissipation elements drift towards zero and then disappear→two ending points
come close enough and then merge.
• The joining of dissipation element by diffusion→the reconnection of segments.
The frequency of random cutting in this model is treated as an external parameter, which
can be related with other parameters like the scalar diffusivity and the average length of
elements.
5.1.1 The PDF equation without drift term
First let us ignore the drift processes and consider only the cutting and reconnection process.
For a statistical system, if the total number of samples or the number density (number per
unit volume) of samples is conserved, then generally the PDF of any variable x of samples
in this system can be described with the following evolution equation:
∂P (x, t)
∂t
= P (x, t)|source − P (x, t)|sink, (5.1)
where
P (x, t)|source =
∫
W (x|z)P (z, t)dz (5.2)
and
P (x, t)|sink =
∫
W (z|x)P (x, t)dz. (5.3)
Here W (a|b) is the transition probability density from b to a. Usually ∫ W (z|x)dz needs
not to be equal to
∫
W (x|z)dz. The behaviors of various statistical processes are included
in these transition probability density functions.
If the number density of samples is not conserved, the evolution equation for the PDF of x
will be slightly different:
∂[P (x, t)N ]
∂t
= NP (x, t)|source −NP (x, t)|sink, (5.4)
where the total number of samples in L is denoted as N , which will be a function of time.
The evolution equation need to be applied to random variables. Therefore first of all, it is
necessary to identify a fluctuating process in the cutting-reconnection model. The concept
of ‘reference point’ proves to serve the purpose. Any arbitrary point at a fixed location
can be selected as a reference point. As an example, one may review the initial point from
which a gradient trajectory starts as such a reference point. In the Poisson random cutting-
reconnection model, for a given reference point, there is only one segment A at a given
moment containing this point (the probability of its overlapping with some ending point
is zero). The length of A then is a random (fluctuating) variable, for which the evolution
equation can be applied. Because of spatial uniformity, the selection of different reference
points will not change the statistics. If the PDF of the number of segments with length x
is P (x), then the PDF of the number of these segments containing a reference point will be
the weighted PDF, which is xP (x), because the weighting factor is simply proportional to
the length of these segments.
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The length of a segment can jump either forward to be larger or backward to be smaller, if
this segment is reconnected or cut, respectively. Thus both transition probability densities
W (x|z) and W (z|x) consist of two parts, one from the contributions by reconnection and
another from the contributions by cutting. Totally there are four different contributions to
the PDF, namely
(i) the generation of smaller elements by cutting (gc);
(ii) the removal of larger elements by cutting (rc);
(iii) the generation of larger elements by reconnection (gr); and
(iv) the removal of smaller elements by reconnection (rr).
Thus Eq. (5.1) can be rewritten in a weighted form as
x∆P (x, t) = [
∫
W (x|z)∆tzP (z, t)dz]gc + [
∫
W (x|z)∆tzP (z, t)dz]gr
− [
∫
W (z|x)∆txP (x, t)dz]rc − [
∫
W (z|x)∆txP (x, t)dz]rr.
(5.5)
In the following, the derivation will be considered in a time span ∆t.
Each cutting corresponds to a certain segment, which means that once this segment is cut,
two smaller new segments, as well as one new point, will be created. By comparison, each
reconnection corresponds to a certain point, which means that, after reconnection, this point
will disappear and two adjoining segments will merge together to generate a larger segment.
The necessary parameters in describing this process are λ, µ and lm, which are the cutting
frequency per unit length, the rate of reconnection at each point and the mean length, re-
spectively. lm is related to ρ, the number density of segments, by lm = 1/ρ.
For the generation by reconnection term [
∫
W (x|z)∆tzP (z, t)dz]gr, when one given smaller
segment with a length z connects with an adjacent segment with a length x− z, the recon-
nected length will be x. Thus one obtains the convolution integral
[
∫
W (x|z)∆tzP (z, t)dz]gr =
∫ x
0
2µ∆tzP (z)P (x− z)dz, (5.6)
where P (x− z) is the PDF of the adjacent element with a length of x− z and 2µ∆t is the
reconnection probability in ∆t from the two ending points of the given segment, because
reconnection can occur at either of these two points.
For the generation by cutting term [
∫
W (x|z)∆tzP (z, t)dz]gc, it is clear that only a segment
larger than x can be cut to obtain x. Therefore we can rewrite it as
[
∫
W (x|z)∆tzP (z, t)dz]gc =
∫ ∞
0
(x+ z)P (x+ z)(λ(x+ z)∆t)ωdz, (5.7)
where (λ(x + z)∆t) is the probability of being cut in ∆t, and ω is the probability density
that one of the two smaller parts, cut from the length x+z which contains a reference point,
still contains the same reference point and has a length x. Because the location of cutting is
homogeneously distributed in [0, x+z], the PDF of cutting at any location will be a constant
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1x+ z
. The location of a reference point A is denoted as c(A). Obviously the distribution
of c(A) is also homogeneous and therefore its PDF is
1
x+ z
as well. For convenience, we set
the starting point of the length x+ z be zero. The PDF of a new segment containing point
A, with length x, will be 1/(x + z) for 0 ≤ c(A) ≤ x ∪ z ≤ c(A) ≤ x + z and 0 for other
c(A). Strictly ω can be derived according to difference cases as:
1. if x < z,
ω =
∫ x
0
1
x+ z
1
x+ z
ds+
∫ x+z
z
1
x+ z
1
x+ z
ds+
∫ z
x
0
1
x+ z
ds =
2x
(x+ z)2
; (5.8)
2. if x ≥ z
ω =
∫ x
0
1
x+ z
1
x+ z
ds+
∫ x+z
z
1
x+ z
1
x+ z
ds
=
∫ z
0
1
x+ z
1
x+ z
ds+
∫ x+z
x
1
x+ z
1
x+ z
ds+
∫ x
z
2
x+ z
1
x+ z
ds =
2x
(x+ z)2
.
(5.9)
It shows that the expression of ω is the same for different x, as it should be. Therefore the
contribution from gc is
[
∫
W (x|z)∆tzP (z, t)dz]gc =
∫ ∞
0
(x+ z)P (x+ z)(∆t(x+ z)λ)
2x
(x+ z)2
dz. (5.10)
The contributions from the sink terms are relatively simple. In the removal by cutting term
[
∫
W (z|x)∆txP (x, t)dz]rc, whatever the original segment with the length of x after cutting
becomes, the probability density of its being cut is always λx. Therefore
[
∫
W (z|x)∆txP (x, t)dz]rc = λx∆txP (x, t). (5.11)
Similarly, in the removal by reconnection term [
∫
W (z|x)∆txP (x, t)dz]rr, whatever the orig-
inal segment with the length of x after reconnection becomes, the probability density of its
connecting with other elements is equal to the probability density of one of its two ending
points being removed, which is 2µ. Therefore one obtains
[
∫
W (z|x)∆txP (x, t)dz]rr = 2µ∆txP (x, t). (5.12)
Collecting different contributions from all four terms and putting them together into equa-
tion (5.5), we obtain a PDF equation of the evolution of x for the sample conserved case
as:
∆(xP (x, t)) =
∫ x
0
2µ∆tP (x− z)zP (z)dz
+
∫ ∞
0
λ∆t(x+ z)
2x
(x+ z)2
(x+ z)P (x+ z)dz − (2µ∆t+ λx∆t)xP (x, t)
. (5.13)
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More generally, for the non-conserved sample case, for instance when the 1D space is con-
tinuously compressed or stretched, the evolution equation (5.4) will take the form
∆(xP (x, t)N) =
∫ x
0
2µ∆tNP (x− z, t)zP (z, t)dz
+
∫ ∞
0
λ∆t(x+ z)
2x
(x+ z)2
(x+ z)P (x+ z, t)Ndz − (2µ∆t+ λx∆t)xP (x, t)N.
(5.14)
A partial check of the derivation can be done by considering the stationary Poisson process.
In 1D space when points are randomly added and removed, the distribution of lengths
between two consecutive points satisfies the Poisson distribution, i.e. [59]:
P (x) = ρ exp(−ρx). (5.15)
When λ = µρ, the steady solution of Eq. (5.13) should yield the Poisson distribution. It is
easy to verify that (5.15) is indeed a solution of Eq. (5.13).
5.1.2 The PDF equation with drift term
Trying to simulate the turbulent process with the random Poisson cutting-reconnection
model, we now consider the drift process which describes the motion of segments in length
space due to the continuous change of x.
With the addition of the new drift term and after rearrangement, Eq. (5.13) and Eq. (5.14)
become
∂P (x, t)
∂t
+
∂(v(x)P (x, t))
∂x
=
∫ x
0
2µ
z
x
P (x− z, t)P (z, t)dz
+
∫ ∞
0
2λP (x+ z, t)dz − (2µ+ λx)P (x, t)
(5.16)
and
∂(P (x, t)N)
N∂t
+
∂(v(x)P (x, t))
∂x
=
∫ x
0
2µ
z
x
P (x− z, t)P (z, t)dz
+
∫ ∞
0
2λP (x+ z, t)dz − (2µ+ λx)P (x, t),
(5.17)
respectively.
It can be shown that the r.h.s. of the first moment of Eq. (5.16) vanishes for any P (x, t).
This introduces another relation∫ ∞
0
x
∂P (x, t)
∂t
dx−
∫ ∞
0
v(x)P (x, t)dx = 0. (5.18)
For stationary P (x) when the first term vanishes, Eq. (5.18) is equivalent to the conservation
of the total length
dL
dt
=
∫ ∞
0
dx
dt
P (x)dx =
∫ ∞
0
v(x)P (x)dx = 0. (5.19)
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The expression of the drift velocity can be determined or approximated from DNS or other
1D models. Eq. (5.16) holds for the case of constant N , where the mean length lm =∫∞
0
xP (x)dx is time-invariant. For the case of nonconstant N in Eq. (5.17), the sample
number N is proportional to 1/lm, which leads to
∂P (x, t)
∂t
− P (x, t) 1
lm
∂lm
∂t
+
∂
∂x
(vP (x, t)) =
∫ ∞
0
2λP (x+ z, t)dz − λxP (x, t)
+ 2µ[
∫ x
0
z
x
P (x− z, t)P (z, t)− P (x, t)]dz.
(5.20)
The analytical expression of the drift velocity for small dissipation elements is (refer to
appendix(B)):
V (x)x→0 → −4D
x
. (5.21)
Because
dx
dt
= V (x) = −4D
x
, (5.22)
for small elements, the change of length x in ∆t will be
x20 − x2end = 8D∆t. (5.23)
Therefore all the elements smaller than x0 =
√
8D∆t will disappear in ∆t, because xend must
vanish. In a domain L, the total number of ending points, the total number of elements
as well, is Lρ. Thus the number of elements smaller than x0 is Lρ
∫ x0
0
P (x)dx and the
number of jumps in ∆t is (Lρ)µ∆t, which should be equal to the number of small elements
to disappear in ∆t. Therefore in the limit x0 → 0 the following relation holds:
Lρµ∆t = Lρ
∫ x0
0
P (x)dx = Lρ
∂P
∂x
|x=0x
2
0
2
= 4Lρ
∂P
∂x
|x=0D∆t. (5.24)
Then the frequency of reconnection µ can be expressed as
µ = 4D
∂P
∂x
|x=0. (5.25)
By the observation that one time mergence of two points leads to one jump or one reconnec-
tion, it can be concluded that, for the stationary state in ∆t, the number of cutting must
be 2 times the number of jumping or reconnection to let the total ending points remain
constant, i.e.
2Lρµ∆t = L∆tλ(stationary). (5.26)
If there is a mean compressive strain rate a(x) superimposed with the existing drift velocity
v0(x) in 1D space, then the total drift velocity becomes
v(x) = v0(x)− a(x)x. (5.27)
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With the presence of a(x), samples will continuously be added to a fixed domain L, which
is equivalent to a source term int the PDF equation. Quantitatively the source term is
a(t)P (x, t) = P (x, t)
∫∞
0
a(x)xNP (x, t)dx∫∞
0
xNP (x, t)dx
= P (x, t)ρ
∫ ∞
0
a(x)xP (x, t)dx, (5.28)
where
∫∞
0
xNP (x, t)dx means the total length of N segments and
∫∞
0
a(x)xNP (x, t)dx is
the total source for these N segments. Therefore the PDF equation with a compressive
strain rate a(x) is
∂P (x, t)
∂t
− P (x, t) 1
lm
∂lm
∂t
+
∂(v0(x)P (x, t))
∂x
+
∂(−a(x)xP (x, t))
∂x
=
∫ x
0
2µ
z
x
P (x− z, t)P (z, t)dz +
∫ ∞
0
2λP (x+ z, t)dz
− (2µ+ λx)P (x, t) + a(t)P (x, t).
(5.29)
With the PDF normalization condition
∫∞
0
P (x, t)dx = 1, boundary conditions P (x)|x=0,∞ =
0 and two equalities
[v(x)P (x, t)]|x=0 = −4D∂P (x, t)
∂x
|x=0
and ∫ ∞
0
∫ ∞
0
P (x+ z, t)dzdx =
∫ ∞
0
P (s, t)(2
s√
2
)d
s√
2
= lm,
one obtains the evolution of lm by integrating Eq. (5.29) from 0 to ∞,
− 1
lm
∂lm
∂t
= 2µ[
∫ ∞
0
∫ x
0
z
x
P (x− z, t)P (z, t)dzdx− 1] + λlm − 8D∂P
∂x
|x=0 + a(t). (5.30)
If ρ is constant (P (x, t) can still be time-independent), variables can be normalized as
follows:
(x˜, y˜, z˜) = (xρ, yρ, zρ), v˜ = v/(ρD), P˜ (x˜, t) = P (x, t)/ρ. (5.31)
We further define
Λ = (λ/ρ)/(Dρ2) = λ/(Dρ3). (5.32)
Together with (5.25), Eq. (5.16) can be rewritten in a nondimensionlized form:
∂P˜ (x˜, t)
∂t
+
∂
∂x˜
(v˜(x˜)P (x˜, t)) = Λ[
∫ ∞
0
2P (x˜+ z˜, t)dz˜ − x˜P˜ (x˜, t)]+
8
∂P˜ (x˜, t)
∂x˜
|x˜=0[
∫ x˜
0
z˜
x˜
P (x˜− z˜, t)P (z˜, t)dz˜ − P˜ (x˜, t)].
(5.33)
Another simple relation from (5.25) and (5.26) is
8
∂P˜ (x˜, t)
∂x˜
|x˜=0 = Λ(stationary). (5.34)
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5.2 Numerical solution
First the steady solution of equation (5.33) is of interest. For this nonlinear integral equation,
no analytical solution is available. To obtain a numerical solution of Eq. (5.33), the following
conditions need to be satisfied:
(a) PDF normalization condition: ∫ ∞
0
P˜ (x˜, t)dx˜ = 1; (5.35)
(b) space conservation (if no compression or stretching):∫ ∞
0
v˜(x˜)P˜ (x˜, t)dx˜ = 0; (5.36)
(c) mean value condition: ∫ ∞
0
x˜P˜ (x˜)dx˜ = 1; (5.37)
(d) boundary conditions:
P˜ (x˜, t)|x˜=0,∞ = 0. (5.38)
Because v(x)→ −4D
x
as x→ 0, based on a 1D model to be presented below, the following
expression for v˜(x˜) needed for the numerical solution is chosen
v(x) = −4D
x
(1− cρxe−ρx). (5.39)
whose nondimensionlized form becomes
v˜(x˜) = − 4
x˜
(1− cx˜exp(−x˜)). (5.40)
The coefficient c will be determined from the condition (5.36) during the iteration process.
A final stationary solution can be obtained by iterating this set of closed equations from an
initial profile.
For the stationary state, both expressions for µ, (5.25) and (5.26) are correct, but their
effects on numerical stability are completely different. Assume λ to be constant, then the
feedback from (5.25) behaves as follows.
7→ If an initial PDF is given with a ρ smaller (i.e. lm lager) than the value at the stationary
state, correspondingly jumping will be less than that at the stationary state because
of less points, and lm will decrease and the PDF will drift toward x = 0.
7→ Once lm is smaller than the stationary value,
∂P
∂x
|x=0 will be larger.
7→ Then from (5.25), µ will be larger to lead to a faster jumping. Therefore the feedback
from (5.25) is negative and the numerical iteration can reach a steady state.
66
By comparison the numerical iteration will diverge if 2ρµ = λ from (5.26) is used, because
of a positive feedback as:
7→ If ρ is smaller than the stationary value, then from (5.26), µ will be larger.
7→ Then the jumping will be faster and lm will be larger.
7→ Then ρ will be even smaller. Therefore (5.26) is a positive feedback.
A fully implicit difference scheme is used for the drift term and all grid values are updated
with Tridiagonal Matrix Algorithm (TDMA). At each time step, conditions (5.35), (5.36)
and (5.38) need to be used to update the coefficient c in (5.40). The constant parameter Λ in
Eq. (5.33) is an eigenvalue, which can be determined from the mean value condition (5.37).
Different assumed values of Λ will be tried until the mean value condition (5.37) can be
satisfied.
The stationary numerical solution of Eq. (5.33) is shown in Fig. 5.1. It is found that, the
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Figure 5.1: The stationary numerical solution of Eq. (5.33), both in linear and logarithmic
coordinates.
coefficient c in the drift velocity ansatz (5.40) is determined as c = 4.137, the eigenvalue
Λ is Λ = 18.52, the maximum of the PDF occurs at x˜ = 0.57 with a value of 0.84. The
plot in the logarithmic coordinate shows clearly an exponential decaying tail, which can be
shown from setting the term gr to equal to the rc term for very large x˜ in Eq. (5.33). In
the vicinity of x˜ = 0, this PDF is linear, which is a natural outcome from the behavior of
the drift velocity at x→ 0.
Fig. 5.2 shows the balance of different terms in (5.33). It turns out that for small elements
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x˜ < 2.0 the dominant production term is the generation by cutting(gc) process, which
is balanced by the drift term for x˜ < 0.5 and by the two removal terms(rc) and (rr)
for 0.5 < x˜ < 1.5. The generation by reconnection(gr) process generates larger elements
but remains relatively small. Both removal terms (rc) and (rr) by definition are negative
everywhere, the former removing larger elements and the latter smaller elements as expected.
V1
V2
,
V3
0 1 2 3 4 5
10-2
10-1
100
Frame 003  28 Mar 2007 
V1
V2
5 10 150
0.05
0.1
0.15
0.2
0 1 2 3 4 5
-2
-1
0
1
2
gc
rc
gr
rr
drift
∼
x
Figure 5.2: The balance of different terms in Eq. (5.33).
5.3 Results verification
The length distribution PDF based on the Poisson random cutting-reconnection process
can not directly be verified from real 3D turbulence, because cutting and reconnection in
3D space are highly complicated to identify and sometimes the effect is even not explicit.
Alternatively a process of many superimpositions of diffusive scalar profiles in 1-D space,
will be helpful to verify the theoretical prediction.
5.3.1 A one-dimensional test case
Gaussian profiles of the form
φ(x, t) = ± 1√
2piDt
exp(− x
2
4Dt
) (5.41)
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satisfy the following time-dependent diffusion equation
φt −Dφxx = δ(x)δ(t). (5.42)
The solution (5.42) is valid only for the zero-compression case. A general expression of the
scaler diffusion equation with a nonzero compressive strain rate is given by
C(t, x) =
exp(− x2e2at
4 D2a (e
2at−1) )√
2pi D2a (e
2at − 1)
, (5.43)
which will be discussed in detail in Appendix C.
We superimpose such profiles with a fixed elapsed time t = t0 at discrete times ti = i∆t
at uniformly distributed random positions xi within a certain range [−L,+L] (L should be
large enough to let the statistical results be stationary) and the sign of these profiles are
alternating to simulate positive and negative fluctuations of the scalar. We assume that the
scalar continues to diffuse during a fixed life time tl such that the entire solution can be
written as
φ(x, t) =
N∑
i=0
(−1)i√
2piD(t− ti + t0)
exp(− (x− xi)
2
4D(t− ti + t0) ), (5.44)
where due to the limitation of life span, each term is only different from zero when 0 <
t− ti < tl. Because of the linearity of the scalar diffusion equation, the superimposition of
many profiles will still satisfy the equation (5.42). In this process, Gaussian profiles may
act as the cutting by the random distortion from different eddies in turbulence. The finite
life span of tl is used to prevent the divergence of statistics. After a long enough calculation
time (typically 100000 profiles need to be added), the number of extremal points, number
of elements and variance of scalar will remain stationary.
It is evident that Gaussian profiles of older age have lower minima and maxima, while more
recently generated profiles exhibit pronounced minima and maxima. The distance between
two adjacent extrema, one minima and one maxima will be used as the length of a 1D
dissipation element (re. Fig. (3.3) (a)). The parameters needed for the simulations are:
• the frequency of profiles’ addition per unit length λ = 1/(∆t);
• the diffusion coefficient D;
• the elapsed time t0 of the initial Gaussian profiles;
• the life time tl of Gaussian profiles.
From the fact that D is always multiplied by t in (5.41), the diffusion coefficient D then
can be absorbed into t and the combined Dt may work together as an independent variable.
Without the loss of generality, let D = 1. We also note that tl and ∆t = 1/λ should
be of the same order of magnitude to avoid a unreasonable divergence of scalar variance
(tl >> ∆t) or the occurrence of very few isolated scalar islands (∆t >> tl). We will present
data for λ = 0.1 and tl = 10 (group a), λ = 0.2 and tl = 10 (group b) and λ = 0.2 and
tl = 5 (group c). The only remaining parameter then is the elapsed time t0 of the initial
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profile. The numerical results are shown in table 5.1, where 〈φ′2〉 is the mean scalar variance,
〈x〉 = lm = 1/ρ is the mean length of 1D elements, x˜max is the mode of the PDF (where
the PDF peaks).
Table 5.1: Mean quantities calculated from 1D simulations
t0 〈φ′2〉 ρ x˜max τφ Λ Λτ x0/〈x〉
λ=0.1 0.001 0.954 0.314 0.460 0.335 12.92 121.2 0.01
tl=10.0 0.00316 0.953 0.313 0.470 0.442 13.56 90.68 0.0174
0.01 0.975 0.312 0.460 0.635 13.68 64.80 0.0308
group a 0.0316 0.928 0.305 0.480 1.13 14.56 37.60 0.0536
0.1 0.887 0.287 0.490 2.083 16.92 23.96 0.091
0.316 0.826 0.247 0.550 3.60 26.56 18.20 0.139
1.0 0.73 0.179 0.646 6.51 69.60 19.00 0.179
3.16 0.585 0.117 0.720 12.80 256.0 22.68 0.207
λ=0.2 0.001 1.990 0.390 0.450 0.2265 13.44 115.60 0.0123
tl=10.0 0.00316 1.965 0.389 0.447 0.363 13.60 72.40 0.0218
0.01 1.940 0.385 0.440 0.628 14.0 43.04 0.0385
group b 0.0316 1.880 0.372 0.446 1.114 15.52 25.84 0.0661
0.1 1.812 0.342 0.480 2.01 20.0 16.98 0.108
0.316 1.677 0.275 0.590 3.62 38.4 14.68 0.154
1.0 1.469 0.184 0.720 6.64 126.0 17.80 0.184
3.16 1.168 0.117 0.720 12.88 500.0 22.56 0.208
λ=0.2 0.001 1.404 0.398 0.485 0.185 12.68 136.8 0.0126
tl=5.0 0.00316 1.389 0.397 0.476 0.277 12.80 91.84 0.0223
0.01 1.362 0.392 0.470 0.462 13.28 56.36 0.0392
group c 0.0316 1.315 0.380 0.475 0.805 14.56 34.44 0.0675
0.1 1.237 0.350 0.490 1.44 18.64 22.68 0.111
0.316 1.110 0.285 0.630 2.597 34.56 18.92 0.160
1.0 0.924 0.195 0.750 4.90 108.0 21.36 0.195
3.16 0.689 0.126 0.800 10.17 400.0 24.66 0.224
The apparent time scales available for this 1D simulation is the diffusive time scale tD =
1/(ρ2D), and two non-diffusive time scales, tλ = ρ/λ and an integral scalar time, which is
defined as (a parallel with k/ε)
τφ =
〈φ′2〉
4χ
, (5.45)
where the variance 〈φ′2〉 and the scalar dissipation rate χ = 2D〈(dφ′/dx)2〉 were obtained
from averages of the simulated 1D profiles. The factor 4 in the denominator was motivated
by the factor 4 in (5.40) which indicates that the effective diffusion coefficient for dissipation
is four times larger than the nominal one. The question arises which non-diffusive time scale
is the relevant one to describe the effective cutting frequency. Two Peclet numbers using
the time scales τλ = ρ/λ and τφ, respectively, are Λ defined by (5.32) and Λτ defined by
Λτ = (ρ2Dτφ)−1, (5.46)
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respectively. The values of Λ and Λτ are given in table 5.1 and compared with the eigenvalue
Λ = 18.52 from Eq. (5.33), as shown in Fig. 5.3, plotted over the normalized length scale
x0
〈x〉 = (ρ
2Dt0)1/2, (5.47)
where x0 = (Dt0)1/2 is the characteristic width of the initial Gaussian profile at the elapsed
time t0. It can be seen that Λ is reasonable constant for small values of the length scale
ratio but grows rapidly for larger values. For small width of the initial profiles, the Poisson
process of random cutting is reproduced. However, for large x0, not every superposition of
a profile can act as an effective cutting, but only change the shape of scalar profiles and
λ becomes irrelevant of describing the cutting-reconnection process. On the other hand
Λτ is large for small length scale ratio but becomes nearly constant, which is close to the
theoretical value 18.52, at larger scale ratio.
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Figure 5.3: Two different Peclet numbers, compared with the theoretical eigenvalue 18.52.
Fig. 5.4 shows the positions of extremal points in part of the simulation domain as a function
of time. One first notices the generation of pairs of extremal points which in many cases
diffuse towards each other and then disappear. But there also are many cases where lines
associated with an extremal point suddenly disappear. Nearly all these cases are associated
with the generation of other points in their close vicinity. This indicates that in these cases
the addition of a Gaussian profile has altered the resulting scalar profile in such a way
that previous extremal points are removed while new ones are created. The new elements
between these extremal points therefore are local successors of those that have disappeared,
with a sudden change of their length, leading to a jump in their drift velocity. On the
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other hand this also means that not every cutting process resulting from the addition of
a Gaussian profile is successful. Sometimes the addition of new profile can only shift the
existing points, or cover some small intermediate ones to connect several elements together.
If the cutting occurs with relatively wide Gaussian profiles (t0 large) as compared to the
mean element length, then the nominal cutting frequency λ will cede to be a relevant
parameter. This picture, although from 1D simulation, is believed to reproduce a number
of general properties in real 3D turbulence.
Figure 5.4: Generation of extremal points and their disappearance by diffusion.
5.3.2 Comparison of the theoretical prediction and simulation
Among the 1D test cases, two length scale PDF from group b were chosen for illustration
with the following parameters:
case 1: λ = 0.2, t0 = 0.316, tl = 10;
case 2: λ = 0.2, t0 = 0.01, tl = 10 .
The comparison with the theoretical solution of Eq. (5.33) is shown in Fig. 5.5. The sharp
difference between the values of t0 in case 1 and case 2, is expected to show representatively
the effect of the width of an initial profile on the PDF of x˜. The maximum values for these
two simulation cases are 0.90 with x˜max = 0.6 for t0 = 0.316 and 0.96 with x˜max = 0.425
for t0 = 0.01, which need to be compared with 0.84 with x˜max = 0.57 for the theory. The
inserted log-linear graph in figure 5.5 shows that an exponential decay goes up to x˜ = 2.0
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for case 1, while case 2 can agree well with the theoretical solution at least to x˜ = 5.0.
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Figure 5.5: Normalized length scale distribution functions from 1D test cases compared with
the theoretical prediction.
The result that the simulations do not reproduce the theoretical PDF exactly may be ex-
plained by the fact that the random addition of Gaussian profiles and the subsequent calcu-
lation of element lengths is not totally identical with the cutting and reconnection process
for which the theory is formulated. Calculations where ∆t is considerably larger than tl
with very few isolated profiles, as case 2, were more representative of a Poisson process and
therefore an exponential decay over a much larger range of x˜ can be expected.
For the drift velocity in Eq. (5.33), there is some arbitrariness in using the ansatz (5.40).
Theoretically it is possible to know the behavior of the drift velocity only for x˜→ 0. What
will this drift velocity be with reference to x˜ from the simulation? The formula (B.8) in
appendix B, which possess several remarkable properties, is appropriate for numerical cal-
culation. The comparison of the drift velocity of case 1 and 2 with the ansatz (5.40) is
shown in Fig.5.6. It is clear that similarly with (5.40) in the vicinity of x˜ = 0 the two
numerical cases decrease very fast to negative infinity, however, for intermediate x˜ ∼ 1 there
is some discrepancy and later on the drift velocity will become negative, as the behavior of
ansatz (5.40). Actually different forms of the drift velocity have been tried and the station-
ary PDF is only slightly altered.
In real 3D turbulence, because of the interaction of eddies with the scalar field, on aver-
age the representative scalar profiles, under the control of both smoothing by diffusion and
distortion by eddies cutting, will be stabilized and smooth enough at the eddies’ character-
istic scale. Therefore Gaussian profiles with large values of t0 are expected to model eddy
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Figure 5.6: The conditional mean drift velocity from case 1 and 2 compared with
anstatz (5.40).
turnover events better than profiles with pronounced minima and maxima with quite small
values of t0. Consequently we conclude that the simulations with a large length scale ratios
are more relevant and that the effective cutting occurs with the integral scalar time scale
τφ. We therefore set
ρ/λ = τφ, (5.48)
which is of the order of the integral time scale τ = k/ε. The frequency of generating extremal
points seems to scale with the integral scalar time scale rather than with a shorter time such
as the Kolmogorov time as one might have expected. This is due to the inefficiency of each
cutting and also the destruction of previous elements during new profiles’ superposition.
Inserted into (5.32), this scaling leads with ρ = l−1m to an important conclusion, namely that
the mean element length is proportional to the Taylor scale λ, as
lm ∼ (Dτ) ∼ (νk/ε)1/2 ∼ λ. (5.49)
This is expected to be valid for 3D turbulence as well.
5.4 DNS analysis of various field variables
A prerequisite of applying dissipation element analysis is the choice of a sufficiently smooth
field variable A in a turbulent field such that the conditions (3.1) and (3.4) can be satisfied.
Generally the field variable A dose not to be the passive scalar, whose properties have
partially been analyzed. Several field variables have been chosen to perform dissipation
element analysis, which include φ′, the fluctuating velocity components v1, v2 and v3, the
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vorticity components ω1, ω2 and ω3, and the 2nd invariant of velocity gradient Q, as well
as kinetic energy k and kinetic energy dissipation ε. The data from four DNS cases, case
(3), (4), (5) and (6) in table 2.1, chapter 2, are used. In these DNS cases, the ratios of the
grid size ∆x to the Kolmogorov scale η are less than unity, which is the necessary resolution
requirement to ensure the final numbers of extremal points and dissipation elements to be
almost grid-independent.
5.4.1 Extremal points and length scales in different turbulent fields
The approximate relation between the number of extremal points Nex and the number of
dissipation elements Nel for the passive scalar has been discussed in section 4.5. The mean
length lm of dissipation elements is a important fundamental parameter in understanding
field variables. The overall results for lm, Nex and Nel in a 2pi cubic domain of various
turbulent fields are listed in table 5.2 for case (3), (4), (5) and (6) in table 2.1. The
important conclusion reached from the 1D simulation cases is that lm is of the same order of
magnitude of the Taylor scalar λ, which can be clearly verified from the results in table 5.2
essentially for all fields. For the passive scalar in these different cases, the ratios of lm to λ
are 1.94, 1.68 and 1.36, respectively, which are close to unity.
Table 5.2: Mean length scales lm, total numbers of extremal points Nex and dissipation
elements Nel for different DNS cases.
φ v1 v2 v3 ω1 ω2 ω3 Q k ε
Case 3 lm 0.947 0.995 0.901 0.858 0.604 0.566 0.564 0.471 0.779 0.413
λ=0.489 Nex 3014 1351 1536 1757 5953 6912 7521 10533 3374 18837
Nel 9673 5214 5836 6903 23202 27581 29120 41811 12547 74977
Case 4 lm 0.476 0.534 0.502 0.503 0.290 0.285 0.285 0.243 0.432 0.212
λ=0.284 Nex 23712 9204 9771 10230 61307 60114 61205 78930 18066 1.48E5
Nel 85868 40177 42843 45169 2.60E5 2.50E5 2.52E5 3.33E5 76933 6.16E5
Case 5 lm 0.612 0.690 0.651 0.696 0.323 0.325 0.390 0.273 0.567 0.254
λ=0.366 Nex 11498 4781 5347 3549 58409 57967 22062 62252 8313 88062
Nel 44887 20614 23474 14198 2.56E5 2.54E5 96484 2.66E5 34799 3.71E5
Case 6 lm 0.3344 0.404 0.376 0.406 0.188 0.186 0.225 0.163 0.336 0.150
λ=0.246 Nex 69648 24609 26857 20238 2.94E5 2.94E5 1.22E5 3.11E5 41333 4.68E5
Nel 2.70E5 1.10E5 1.19E5 8.52E4 1.27E6 1.28E6 5.16E5 1.37E6 1.72E5 2.02E6
In 3D turbulent fields, the relations in table 5.2 between Nex and lm are shown in Fig. 5.7.
If dissipation elements from same scalar fields are geometrically similar, then Nex, as well
as Nel, should follow some definite relation with lm. Actually, the following scaling
Nex ∝ l−3m (5.50)
can be clearly observed in Fig. 5.7. Moreover, Eq. (5.50) holds also for different scalar fields.
In 1D space, obviously lm can be simply related with Nex as
Nex ∝ l−1m . (5.51)
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Figure 5.7: Relation between Nex and lm in different scalar fields.
It suggests phenomenologically from (5.50) and (5.51) that the scaling power between Nex
and lm is dimensionality dependent. This can be explained as follows. Generally for any
n-dimensional scalar filed f(x1, x2, ...xn), let Gˆ be the scalar gradient, which is defined as
Gˆ = (G1, G2, ...Gn) = ∇f. (5.52)
A spatial point is critical if and only if Gˆ vanishes. For each critical point we can take a
small sphere with a radius of r0 including this critical point and therefore the total volume
of these spheres in n-dimensional space will be proportional to Nexrn0 . If the mean value of
each Gi(i = 1, 2, ...n) at the small spherical surface is gi = 〈Gi(r0)〉 and for simplicity, also
without the loss of generality, let
g1 = g2 = ...gn = g. (5.53)
If the PDF of each Gi = 0 is pi and also let
p1 = p2 = ...pn = p, (5.54)
then approximately we have
Nrn0 ∼ [p · g]n, (5.55)
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where the power of n on the r.h.s. represents the co-PDF in n dimensions. Thus one obtains
N ∼ [p g
r0
]n ∼ [p|det(H)|]n|, (5.56)
where H is the Hessian matrix of f , which is defined as H = ∂2f/∂xi∂xj .
If we are interested only in the extremal points, but not all the critical points, a certain
fraction coefficient needs to be added on the r.h.s. of Eq. (5.56) and the approximation will
still hold. In each direction i the characteristic distance between adjacent extremal points
is lm1D and the characteristic variance of f between two adjacent critical points is ∆f , then
roughly we have
p ∼ lm1D
∆f
(5.57)
and
|det(H)| ∼ ∆f
l2m1D
. (5.58)
Therefore the outcome is
N ∼ 1
lnm1D
. (5.59)
If lm1D, the mean distance in each direction, is of the same order of magnitude of lm (at
any Reynolds number), then it can yield
N ∼ 1
lnm
, (5.60)
which demonstrates the same relation as that from dissipation element analysis (the discus-
sion above has been benefited much from the work of [65] [87]).
Another quite revelent work by J.Davila and J.C.Vassilicos [17] showed that the number
density of velocity stagnation points Ns is given by
Ns ≈ Cs(L
η
)2, (5.61)
where Cs is certain constant and L and η are the integral and Kolmogorov scales, respec-
tively. From the relation of η with the Reynolds number Re, we can see that
Ns ∝ Re3/2. (5.62)
The relation between scalar extremal points and velocity stagnation points is of great im-
portance, and worthy to be explored further.
5.4.2 Length scale distribution of the passive scalar
The passive scalar is of particular interest here due to its linear behavior. The PDF distri-
butions of the lengths of dissipation elements from the passive scalar, compared with the
theoretical prediction from Eq. (5.33) are shown in Fig. 5.8.
Here the length scale has been normalized with the mean (later on the same treatment
will be done to other scalars as well). These PDFs show a steep rise at the origin and
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Figure 5.8: Comparison of the length distribution PDF function of φ′ from DNS with the
theoretical solution, eq. (5.33).
an exponential decay for large x˜. The agreement of the results from 3D DNS with the
theoretical shape is good, as far as the slope of the exponential tail and the location and
the maximum are concerned. The exponential tail in the DNS results seems to justify the
random Poisson process which was used in the theory, because at large x the drift velocity
effect can be neglected and then the length distribution from Eq. (5.33) is Poissonian. The
Reynolds number effect on the shapes of the normalized PDF is not explicit enough to state
any possible dependence.
5.4.3 Length scale distribution of other field variables
Numerical results show that there exists some remarkable discrepancy between the length
distribution PDFs of other field variables and the theoretic prediction from Eq. (5.33).
Compared with φ′, whose governing equation is linear, other field variables are essentially
different because of the nonlinearity of their governing equations. Although there are some
freedom to alter the solution of Eq. (5.33), like the choice of the ansatz of drift velocity,
external compression, or the 3D effects to change the value of µ and λ etc., unfortunately
these parameters can not drive the solution to the right direction effectively. Is there any
new mechanism to modify the equation (5.33) so that it can fit also the PDFs of other field
variables?
In the previous chapters, it has been found that the cutting and reconnection might be the
dominant contributions for the evolution equation. However, in the short-term range, the
contribution from the splitting of critical points and the inverse reattachment process may
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be more important and the corresponding effect on the length distribution of other field
variables is worth discussing.
5.4.3.1 Modeling Because regions with zero scalar gradient, like saddle lines (or sur-
faces) and extremal points, are quite unstable to tiny perturbations of the fluctuation from
turbulent motions, the vast majority of dissipation elements can jump to other shapes at
very small time scales. In the derivation of Eq. (5.33), only four PDF transition contribu-
tions are included, i.e. gc, gr, rr and rc. If the process of generation by splitting (gs) and
removal by reattachment (ra) are also included, a (non-conserved) time-dependent equation
will be
∆P (x, t) = [
∫
W (x|z)∆tP (z, t)dz]gc + [
∫
W (x|z)∆tP (z, t)dz]gr
− [
∫
W (z|x)∆tP (x, t)dz]rc − [
∫
W (z|x)∆tP (x, t)dz]rr
+ [
∫
W (x|z)∆tP (z, t)dz]gs − [
∫
W (x|z)∆tP (z, t)dz]ra.
(5.63)
The first four terms on the r.h.s remain the same as in (5.5), while only the last two extra
terms are newly added.
The term gc in (5.10) can be written as
[
∫
W (x|z)∆tP (z, t)dz]gc =
∫ ∞
0
(x+ z)P (x+ z)(∆t(x+ z)λ)
2x
(x+ z)2
dz
=
∫ ∞
0
(x+ z)P (x+ z)∆t$
2x
(x+ z)2
dz,
(5.64)
where $ can be understood as the appropriate cutting frequency for gc. The expression of
gs can be considered similarly. The splitting frequency of gs from a dissipation elements
is modeled to be proportional to the total length of all saddle lines on the surface of this
element. Phenomenologically it is reasonable to postulate that for any given element with
a length of y, the total length of saddle lines is proportional to its surface area, if there
is no inclination of saddle lines to the shapes of dissipation elements. Because on average
dissipation elements are of rod-like structure with an almost constant radius, the surface
area of a dissipation element then is proportional to its length. Therefore λgs, the splitting
frequency for gs, can be modeled as λgs ∝ x+ z and $ for gs is
$ ∝ (x+ z)λgs ∝ (x+ z)2. (5.65)
Thus
[
∫
W (x|z)∆tP (z, t)dz]gs =
∫ ∞
0
(x+ z)P (x+ z)(∆t(x+ z)2λs)
2x
(x+ z)2
dz
=
∫ ∞
0
2x(x+ z)λsP (x+ z)∆tdz,
(5.66)
79
where λs is a tuning parameter whose value should be chosen to fit the DNS results.
For the process ra, if the removal rate is supposed to be proportional to the length of saddle
lines, also proportional to the area and length of dissipation elements, then ra becomes same
with rc, differing only in the value of coefficients,
[
∫
W (x|z)∆tP (z, t)dz]ra = λax∆txP (x, t), (5.67)
where λa is another frequency to fit the DNS results.
Totally the extended PDF equation with the two extra terms gs and ra, after a normalization
similar to (5.31), is
∂P˜ (x˜, t)
∂t
+
∂
∂x˜
(v˜(x˜)P (x˜, t)) = Λs
∫ ∞
x˜
y˜P (y˜, t)dy˜ + 2Λ
∫ ∞
0
P (x˜+ z˜, t)dz˜
− (Λa + Λ)x˜P˜ (x˜, t) + 8β ∂P˜ (x˜, t)
∂x˜
|x˜=0[
∫ x˜
0
z˜
x˜
P (x˜− z˜, t)P (z˜, t)dz˜ − P˜ (x˜, t)],
(5.68)
where Λs = λs/(ρ4D) and Λa = λa/(ρ3D) are two extra eigenvalues to be determined
in solving the equation. In addition for stationary state, condition (5.34) will hold and
consistently we set
Λ = 8β
∂P˜ (x˜, t)
∂x˜
|x˜=0, (5.69)
where β is a weighting coefficient to show the influence of the previous four terms gc, gr,
rc, rr. Numerically β is set to be 0.4 as the best choice for the comparison with DNS data.
Despite the high happening frequency, the net effect of the two fast terms, gs and ra, is still
not clear. They might counteract with each together as a white noise without significant
net contribution, or might be quite important. The Poisson random cutting-reconnection
solution can be recovered if β is set as 1.0 in (5.68). The numerical outcome showing that
β = 0.4 can fit DNS results may suggest that the net effect is approximately comparable to
that of cutting and reconnection.
The drift velocity is expected to be different for different field variables. However, except
for that of the passive scalar, no analytical expression can be derived for others. Therefore
the same drift velocity (5.40) will be applied to all cases. These eigenvalues of Λs, Λa and
constant c in (5.40) are solved as follows.
• Starting from an initial input satisfying both conditions (5.35) and (5.37), from the
zeroth and the first moment of Eq. (5.68), two equations of Λa and Λs can be obtained
(later on condition (5.37) can always hold in iteration without much deviation).
• At each iteration, Λa and Λs can be updated from these two moment equations. The
constant c in (5.40) needs to be updated from (5.36).
• Once the final residue falls below a given threshold, the final solution is reached.
The final coefficients, together with Λ compared with that in the previous model, are shown
in table 5.3.
The comparison of the solutions from the present model and previous model is shown in
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Table 5.3: Eigenvalues of the two theoretical models
Λs Λa Λ c
present model 6.4924 5.8836 3.978 3.6907
previous model 0 0 18.52 4.137
Fig. 5.9. It can be seen that both solutions have the exponential decaying tails, but with
different slopes, as well as the values and locations of the maxima.
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Figure 5.9: The comparison of the length distribution PDF functions from the two models.
The balance of all terms in the present model is shown in Fig. 5.10. Similarly to Fig. 5.2,
for small x˜ there is a balance between the sum of the generation by cutting (gc) and the
generation by splitting (gs) terms and the drift term, which illustrates that the generation of
small elements by cutting and splitting is balanced by the disappearance of these elements
by molecular diffusion. This represents the cascade from large to small scales in turbulence.
The inverse process, generation by reconnection (gr), represents a back-scatter from small
to large scales. All of these terms for large x˜ become very small, which shows the most
active events will correspond to the scales around the mean.
5.4.3.2 DNS results Numerically it shows that the final PDF solution is not sensitive
to the arbitrariness of the drift velocity ansatz (5.40). Different coefficients in (5.40) can not
change the final solution much, but only lead to different eigenvalues Λ. Fig.5.11 to 5.19 show
the DNS post-processed results of the length scale distribution PDFs for other turbulent
field variables, which can agree well with the present model. It can be observed that, similar
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Figure 5.10: The balance of different terms in the new model.
to the passive scalar, the effect of the Reynolds number on these length scale distributions
is not explicit enough. For different field variables, the reconnection by diffusion and the
perturbation from random motion of turbulent eddies always hold, and then there may exist
quite generic analogies between real 3D turbulence and the model of cutting-reconnection,
as well as splitting-reattachment action. Therefore although the field variables used here
are quite different, their PDFs still fit well with a same model solution.
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Figure 5.11: Comparison of the length scale distribution functions from DNS for v1 field
with the new model.
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Figure 5.12: Same as Fig. 5.11, but for v2 field.
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Figure 5.13: Same as Fig. 5.11, but for v3 field.
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Figure 5.14: Same as Fig. 5.11, but for ω1 field.
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Figure 5.15: Same as Fig. 5.11, but for ω2 field.
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Figure 5.16: Same as Fig. 5.11, but for ω3 field.
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Figure 5.18: Same as Fig. 5.11, but for k field.
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6 Structure functions based on dissipation element anal-
ysis
Fluctuating turbulent parameters can be modeled using one-point statistics, but this is
not sufficient to model quantities that represent viscous or diffusive effects, like viscous or
scalar dissipation. This would require multi-point statistics. The first choice are two-point
correlations, which have been the subject of extensive studies. Even with the relatively
simple geometrical configuration and mathematical definition, they still provide very useful
information of the intrinsic structure of turbulence. In simple situations, it is possible to
find exact solutions. Two classical results for large Reynolds numbers isotropic turbulence,
directly derived from the Navier-Stokes equations, are [51]
〈(∆u)3〉 = 〈(u(x+ r)− u(x))3〉 = −4
5
〈ε〉r, (6.1)
〈∆u(∆θ)2〉 = 〈(u(x+ r)− u(x))(θ(x+ r)− θ(r))2〉 = −4
3
〈εθ〉r, (6.2)
where η ¿ r ¿ lt, 〈·〉 means the ensemble average, and u and θ are the longitudinal velocity
and the passive scalar, respectively. Eq. (6.1) and Yaglom’s equation (6.2) reveal scalings
in the inertial range.
According to the number of parameters involved, two-point structure functions can be clas-
sified as auto-structure functions, in the form of 〈(∆A)n〉, and cross-structure functions, in
the form of 〈(∆A)n1(∆B)n2〉, where A and B are two different scalar quantities and n1 and
n2 are positive integers. In this thesis, only the auto-structure functions will be discussed.
In conventional structure functions, the reference points x and the separating distances r
are chosen arbitrarily, while the linear distance between two extremal points of a dissipa-
tion element is selectively conditioned. Therefore a new form or interpretation of structure
functions, named as the conditional structure functions, pertaining only to the extremal
points of dissipation elements, is introduced. The numerical results show some remarkable
common properties but also some differences between the conditional structure functions
and conventional structure functions, which will be explained from the properties of regions
close to zero-gradient extremal points.
6.1 Structure function and spectrum function
Spectrum function and structure function are two different representations to show the
two-point correlation with reference to the spatial separation distance r. The function
Sn(r) = 〈(v(x+ r, t)− v(x, t))n〉 = 〈(∆v)n〉 ∝ rh(n), (6.3)
where h(n) is the corresponding scaling exponent, is defined as the nth-order auto-structure
function of the quantity v.
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The nth order auto-structure function 〈(∆A)m〉 can also be written as
〈(∆A)m〉 = 〈(A(x+ r)−A(x))m〉
=
∑
〈Cm1m2Am1(0)Am2(r)〉,
(6.4)
where the nonnegative integers m1,m2 satisfy m1 +m2 = m. If the turbulence considered
is isotropic, the above expression can be further simplified. Especially when m = 2, the
second order structure function 〈(∆A)2〉 is related with its spectrum as
F (k) =
∫
Σk
FT (〈A(0)A(r)〉)dΣk, (6.5)
where FT denotes the Fourier transform with respect to the separation distance vector r
and k is the wavenumber.
If
〈(∆A)2〉 = C1rs (6.6)
and the spectrum function is
F (A2) = C1kt, (6.7)
then there exists a simple relation between the two scaling powers as [53].
t = −s− 1. (6.8)
For example, for the velocity structure function 〈(∆u)2〉, s = 2/3, then the scaling exponent
t of the energy spectrum is −5/3 in the inertial range.
6.2 (Energy) Cascade and dimensional analysis
Except for special cases as Eq. (6.1) and (6.2), where the scaling exponents can be derived
theoretically, most of the scalings have been analyzed based on the cascade hypothesis and
analogy arguments.
The concept of cascade has been introduced in Chap. 1. Physically, cascade comes from
the fact that once the viscous terms vanish, turbulence will assume some similarity. Math-
ematically, after the following coordinate stretching
(x, v, t)→ (ax, ahv, a1−ht), (6.9)
the Euler equations will be invariant. For different problems, the relevant cascade implica-
tions are listed as follows:
1. Energy cascade by Kolmogorov [33][34]
For turbulence at large enough Reynolds numbers, the small scale motions will be sta-
tistically isotropic and universal, independent of the way the flow was produced. The
dimensional scaling of the inertial subrange is determined by the energy dissipation ε
as the only parameter, independent of the laminar viscosity.
2. Scalar energy cascade by Corrsin [15]
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Similar to the energy cascade, in the intermediate wave number range, where the
molecular diffusion can be neglected, the flux of scalar fluctuation energy θ′2 is con-
served as it migrates from lower wavenumbers to the higher wavenumbers without
appreciable ‘dissipation’ by molecular effects. Correspondingly, the two-point corre-
lation equation for passive scalar in spectrum space can be solved from dimensional
analysis.
3. Generalized cascade by Lumley [45]
Based on the dimensional scaling arguments for the spectral flux of energy and scalar
flux in isotropic turbulence, Lumley extended the implication of cascade in a general
sense by postulating that, if a turbulent flow is dependent on certain additional pa-
rameter, then any spectral function will depend on this parameters in a similar way
at different wavenumbers, when referred to local scales of length and time. In other
words, in the inertial wavenumber range, the cascade of a flux can be determined from
the dimensional analysis regarding the possible involved parameters. This similarity
theory reduces to the Kolmogorov theory in the absence of external parameters.
4. Cascade in 2D turbulence by Kraichnan [37]
Specially in 2D invisid flows, not only the kinetic energy but also the mean-square
of vorticity (enstrophy) ω2 are conserved. Therefore for 2D turbulence constant flux
cascades are possible for both of these variables and theoretically energy spectrum can
differently be constructed from dimensional analysis as
E(k) ∼ ε2/3k−5/3
or E(k) ∼ ζ2/3k−3,
where ε and ζ are the rate of cascade of kinetic energy per unit mass and the rate of
cascade of ω2, respectively. This shows that there exists a competitive process between
the flux of kinetic energy and ω2. For higher wavenumber ranges there is an inverse
cascade with a −3 scaling, while for smaller wavenumbers the −5/3 scaling is valid.
These cascade concepts, especially the energy cascade hypothesis by Kolmogorov, now still
remain among the most remarkable contributions to the statistical description of turbulence,
although deviations and refinements of the original formulations have been well-established
in the turbulence research community.
6.3 Auto-structure functions
Once a field variable A is chosen, its turbulent field can be decomposed into space-filling
dissipation elements, where the trajectories within each element are bounded by the maximal
and minimal points. For each dissipation element, two important characteristic parameters,
∆A and l, can be determined. If the joint PDF P (∆A, l) is known, then using Bayes’
theorem, it can be decomposed into a marginal PDF of P (l) and a conditional PDF P (∆A|l),
i.e. P (∆A, l) = P (l)P (∆A|l). From P (∆A|l), the conditional nth moment 〈(∆A)n|l〉 can
be calculated as
〈(∆A)n|l〉 = 〈(Amax −Amin)n|l〉 =
∫ ∞
0
(∆A)nP (∆A|l)d∆A, (6.10)
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which can be viewed as an analogue of the conventional structure function. This definition
focuses particularly on the extremal points and their linear connections rather on other
points.
The definition in (6.10) differs from that of the conventional structure function in two
respects:
(a) The distance l is not arbitrarily chosen, but is determined from the two extremal
points of each dissipation element. The statistical average will be done for dissipation
elements with the same lengths, instead of using arbitrary points with same separating
distances.
(b) Because the scalar A varies monotonously within each dissipation element, (Amax −
Amin)n is positive definite, while the sign of (∆A)n in conventional structure functions
is undetermined.
Similarly to Chapter 5, the field variables of the fluctuating passive scalar φ′, three velocity
components v′1, v
′
2, v
′
3, pressure p
′, and kinetic energy k will be analyzed in the following
to investigate their conditional means. The data used are from the cases (3), (4) and (6),
whose Reynolds numbers are 98.7, 125.0 and 170.0, respectively. Other parameters can be
found in table 2.1, chapter 2.
6.3.1 Results for the fluctuating passive scalar
For the fluctuating passive scalar φ′, the classical scaling in the inertial range should be 1/3,
following the relation
〈∆φ′|l〉 = Cφ〈χ〉1/2l1/3/ε1/6, (6.11)
where Cφ is a proportionality coefficient.
Fig. 6.1 shows 〈∆φ′|l〉 in a compensated form, i.e. 〈∆φ′|l〉ε1/6/(〈χ〉1/2l1/3). For different
Reynolds number cases, it can be seen that the inertial ranges with a scaling of 1/3 start
from scales at about 7η, which is much smaller than the values of 60η or higher quoted
in literature for conventional structure functions. Therefore the inertial ranges are largely
extended. Another remarkable characteristic is that, for different Reynolds numbers, Cφ
in (6.11) remains almost the same, which supports the Kolmogorov scaling where Cφ is
considered as a universal constant.
In order to explain the new features of the conditional structure function, we have studied
the conventional structure function B1/2φφ (r) = 〈(∆φ(r))2〉1/2 for case 2 by
(a) conditioning B1/2φφ (r) to regions around the middle points of dissipation elements and
varying r along the straight line connecting minimal and maximal points;
(b) conditioning B1/2φφ (r) to regions around the extremal points of dissipation elements in
all directions;
(c) using the conventional definition of B1/2φφ (r) starting from arbitrary spatial points.
Fig. 6.2 shows the remarkable difference between the conditional structure function and the
results from cases (a), (b) and (c). Compared with the arbitrary separation distance r in the
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Figure 6.1: The compensated conditional structure functions 〈∆φ′(l)〉ε1/6/(〈χ〉1/2l1/3) of
different cases.
conventional structure function, the length of a given dissipation element is defined without
any arbitrariness. Therefore we believe that the structure functions obtained from these
two different methods should be fundamentally different. As shown in Fig. 6.2, B1/2φφ (r) in
case (a) has a linear scaling in the viscous range, as it should from a Taylor expansion for
small r. Then gradually it bends over within the inertial range, which is quite short because
of the relative low Reynolds number used here. For B1/2φφ (r) in case (b), a scaling with
power 2 in the viscous range can be clearly observed, which agrees with a Taylor expansion
around extremal points where the first derivative vanishes. This also demonstrates that in
the vicinity of extremal points the scalar field is more closely correlated. The observation
that case (c) is embedded between (a) and (b) suggests that the conventional structure
function at relatively low Reynolds numbers is a mixture of different regimes in which the
correlation will be fundamentally different. Therefore the conventional structure function is
contaminated by more closely correlated regions around extremal points. The conditional
structure function, where r is defined as the linear distance between extremal points, avoids
such a ‘mixture’.
6.3.2 Results for other fluctuating field variables
The conditional structure functions for fluctuating velocity components v′1, v
′
2, and v
′
3 are
shown in Fig. 6.3-6.5. As in the configuration in Fig. (2.1), v′1, v
′
2, and v
′
3 are the velocity
component in the mean flow direction, the component along the gradient of the mean, and
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the component in the transversal direction, respectively.
Similarly to the case of a passive scalar, the inertial ranges for the three cases extend to
values of l/η ≤ 10, which is less than the conventional structure functions. In isotropic
turbulence, the velocity components follow a 1/3 scaling in the inertial range, according to
the Kolmogorov analysis as 〈|∆u|〉 ∼ (εr)1/3. However, because of the presence of strong
shear rates in the given DNS cases, the numerical results do not comply with the theoretical
prediction of the 1/3-scaling for isotropic cases, which calls for a non-isotropic extension of
Kolmogorov’s scaling laws for the case of non-negligible mean strain rates.
Moreover it is worth noting that the scaling exponent of v′1 is higher than that of v
′
2 and v
′
3.
Also experiments [64] for homogeneous shear turbulence show that the fluctuation of v′1 is
larger than that of v′2 and v
′
3, with a ratio of < v
′2
1 >:< v
′2
2 >:< v
′2
3 >∼ 1.0 : 0.4 : 0.6, which
has also been proved from DNS.
Physically the higher scaling exponent and higher fluctuation for the component of v′1 may
be intimately related, which can be schematically explained by Fig. 6.6. On average a jump
of a material point can probably lead to a larger fluctuation of v′1, such as D1 or D2, than
that of v′2 and v
′
2, such as d1 or d2, because of the presence of an mean gradient in the
direction of v′1. Therefore the fluctuation of v
′
1 will be stronger and the scaling power will
be higher. This is the case not only for dissipation element analysis, but also for conventional
structure functions. For example, DNS data of case 6 does suggest that the scaling power
of the conventional structure function of v′1 is larger than that of v
′
2 and v
′
3, as shown in
Fig. 6.7.
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Figure 6.3: The conditional structure functions of v′1, with scaling exponents differing from
the Kolmogorov scaling of 1/3.
Because k = 12 〈v′21 +v′22 +v′23 〉, from dimensional analysis, in isotropic turbulence k will have
a scaling power 2/3, as
〈∆k〉 = Ck(εr)2/3. (6.12)
The conditional structure function 〈∆k|l〉 from the DNS case 4 is shown in Fig. 6.8. The
scaling power has a little deviation from the theoretical prediction 2/3, which may also
result from the shear effect. However, k, being a scalar rather than a velocity component, is
less affected by shear acting in a particular direction. Therefore its imprint is much reduced
in the conditional structure function.
Another important field variable in turbulence is the fluctuating pressure, which is closely
linked to the velocity field. Most of the relevant work concentrated mainly on theoretical
discussions. For example, as introduced by A.S.Monin and A.M.Yaglom [51], Batchelor in-
vestigated the correlation of pressure from the Possion equation, which expresses explicitly
the two-point correlation in terms of the fourth moments of velocity components. Experi-
mentally the pressure field has not been studied as extensively as other variables, partially
due to some inherent difficulties in direct measurement, for instance the rapid propagation
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Figure 6.4: Same as Fig. 6.3 for the velocity component v′2.
over very short correlation distance. Several available results reported in the literature are
related to the properties of the pressure spectrum P (k) =
∫
Σk
FT (〈p′(0)p′(r)〉)dΣk. Miles et
al [49] checked the turbulent pressure statistics with LES, and found in the inertial subrange
a scaling of k−7/3, which corresponds to k4/3 for the structure function 〈(p′(x+r)−p′(x))2〉.
Gotoh,T and Fukayama,D. [25] investigated the pressure spectrum, as well as the energy
spectrum, in homogeneous steady turbulence using DNS with a highest Reλ = 478. In
the inertial subrange the pressure spectrum was found to be approximately proportional to
k−7/3, followed by a k−5/3 range at higher wave numbers. The experimental data in [66] sug-
gest that the scaling power will get closer to k−7/3 in the inertial range with large Reynolds
numbers.
The conditional structure function 〈∆p′|l〉 from case 4 is presented in Fig. 6.9. A scaling
power close to 2/3, or equivalently 4/3 for 〈(∆p′|l)2〉, can be observed, which suggests an
representation of k−7/3 in the spectrum function. From dimensional analysis, ∆p′ can be
scaled by v′2i . If on average velocity components 〈v′i〉 follow the 1/3 scaling, 〈∆p′〉 ∝ r2/3
can be understood.
Fig. 6.10 shows the PDF of the fluctuating pressure p′ − p′mean, which is strongly skewed
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Figure 6.5: Same as Fig. 6.3 for the velocity component v′3.
because of intermittency. It is easy to see that the maximum PDF is at a value little larger
than the mean p′mean.
The scalings of conditional structure functions discussed above show some discrepancy
from Kolmogorov’s prediction because of the large shear rates from DNS. Another cal-
culation, case 5 in table (2.1), has been performed, with a smaller mean velocity gradient
S = d〈v1〉/dx2 = 0.5 instead of 1.5. Its conditional structure functions show that the scal-
ings of 〈v′1〉, 〈v′2〉, 〈v′3〉 are 0.52, 0.48 and 0.42, respectively, which are not essential different
compared to the large shear cases.
This can be explained by the following arguments. If turbulence is entirely sustained by
shear, then, when the shear rate decreases, the kinetic energy will also decrease. A mea-
sure for the degree at which turbulence is close to being isotropic can be given by the
nondimensional parameter √
k/(Ld〈v1〉/dx2), (6.13)
which describes the ratio of the characteristic velocity from turbulent kinetic energy to that
from the mean shear, and L is a character scale. A similar criterion (ν/ε)−1/2/S has been
used by Saddoughi and Veeravalli [68] as a criterion for local isotropy in turbulent boundary
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Figure 6.6: Fluctuation of different velocity components in shear turbulence: (a) v′1 in the
direction parallel to the mean; (b) v′2,3 in the direction perpendicular to the mean.
r
10-2 10-1 100 101
10-1
100
101
v1
v2
v3<
∆
|>
(v
)2 r
1/2
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′
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Figure 6.9: The conditional structure function of pressure in homogeneous shear turbulence
for case 4.
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Figure 6.10: The PDF of pressure in homogeneous shear turbulence for case 6.
layers. It is easy to check that these two criteria are the same if L in (6.13) is set as the
Taylor scale.
Obviously, the value of criterion (6.13) will be infinite for isotropic turbulence. For cases (3),
(4) and (6) these ratios are 3.10, 4.48 and 4.57, respectively, which suggests that these DNS
cases are far from being isotropic. There are some physical similarities between homoge-
neous shear turbulent flows and turbulent boundary layers. However, locally the condition
of isotropy can be satisfied more easily for the latter cases. It also shows that changing shear
rates can not change this ratio effectively, neither the scaling exponents. Therefore the com-
monly used method to effectively generate isotropic turbulence is adding external isotropic
perturbations, rather than performing weak shear in homogeneous shear turbulence.
6.3.3 Conditional mean energy dissipation
In turbulence the energy dissipation ε and the scalar dissipation χ are two important well-
defined field variables, whose structure functions can also be investigated with dissipation
element analysis. The conditional means of these two variables, 〈ε|l〉 and 〈χ|l〉 are partic-
ularly meaningful, rather than the conditional difference 〈∆ε|l〉 and 〈∆χ|l〉, as other field
variables were analyzed. Conditional means of all the other fields which fluctuate between
positive and negative values were found to be zero as expected. Here only the results related
with ε will be presented. A detailed discussion of χ will be carried out in Chap. 9.
Setting ε as the field variable, we have calculated for the given DNS cases the conditional
mean 〈ε|l〉, which is conditioned on the all grid points within dissipation elements over dif-
ferent length classes. The results are shown in Fig. 6.11. It can be seen that the conditional
means decrease with the increase of l. The variation of the scaling exponents of these dif-
ferent cases points at a Reynolds number dependence of the scaling power at relative small
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Reynolds numbers. However, if a final saturation can be expected needs more exploration.
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Figure 6.11: Conditional mean energy dissipation within dissipation elements.
In addition for case (6), 〈ε|l〉φ′ , which is the same as 〈ε|l〉 but calculated by φ′ setting as
the field variable. The result is presented in Fig. 6.12. The scaling of 〈ε|l〉φ′ is smaller than
that of 〈ε|l〉ε, which indicates that the correlation of ε with the length of elements from the
ε field itself is stronger than that from the φ′ field. The conditional mean turbulent kinetic
energy, calculated from its own field, is found to be more weakly dependent on the lengths
of dissipation elements than ε.
Physically results in Fig. 6.11 and Fig. 6.12 can be conceptually understood as follows.
Fig. 6.13 shows the local ε, taken from case 4, along a line within the DNS box. Because of
intermittency, characterized by very high local peaks together with regions of very low ac-
tivity, dissipation elements calculated from ε-field tend to extend between a local maximum
point on a peak and a minimum in the low activity region. Dissipation elements having a
larger linear length naturally will contain a larger portion of the low activity region where
ε is very small. Therefore the mean value of ε for large elements is smaller than that for
small elements.
In Fig. 6.14 we take 〈lnε|l〉 and its variance σ2lnε(l), which are conditioned on the all grid
points within dissipation elements over different length classes, calculated from the ε fields
for case 3. It turns out that 〈lnε|l〉 decreases as the mean itself, while the variance is nearly
independent of the length scale, which represents a nearly constant fluctuation of ε for
dissipation elements of different lengths.
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Figure 6.12: Conditional mean energy dissipation within dissipation elements.
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6.3.4 Interaction of the velocity and the passive scalar
Dissipation analysis has been applied to a single turbulent field variable. Some tentative
investigation has also been made to understand the turbulent structure if more than one
variable is involved. Fig. 6.15(a) shows the representative configuration of the interaction
of the passive scalar and the velocity from DNS data. It can be founded that, in some
narrow and long compressive regions, the passive scalar isosurfaces are likely to be squeezed
and folded. Therefore trajectories, which although must locally be normal to isosurfaces,
can overall approach to extremal points parallelly. The average slim rod-like structure
of dissipation elements is the outcome of the frequent appearance of long tails, because
trajectories in tails will be stretched, as explained in Fig. 6.15(b). Along the connection
from a minimal point to a maximal point, typically there exists a positive difference of the
velocity projection, which indicates a special orientation selectivity of trajectories.
Further Fig. 6.16(a) and (b) show the mean strain rates 〈∆u′ · ~n〉|φ′/l and 〈∆u′ · ~n〉|u′/l,
where the velocity differences at two extremal points ∆u′ is projected in ~n, the orientation
of dissipation elements. The subscripts φ′ and u′ indicate that φ′ and u′ are used as the field
variables, respectively. Similarly for both strain rates, except for the quite small elements,
they are positive, although the results in Chap. 9 show that these mean strain rates are
negative if averaged on all grid points instead of on extremal points only. The reason wherein
may be ascribed to the structure in Fig. 6.15.
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7 Modeling of the joint PDF
Among the many parameters to describe the statistical properties of dissipation elements,
we have chosen the two parameters l and ∆φ′, which are defined as the straight line con-
necting the two extremal points and their scalar difference, respectively. Numerical results
of the joint PDF of these two parameters were shown already in previous chapters. We
believe that thereby the most important information to characterize the elements can be
provided. In Chapter 5 a PDF equation for l has been modeled based on a Poisson random
cutting-reconnection process and the prediction can agree well with the DNS results for the
passive scalar. With two additional terms involving the splitting and reattachment mecha-
nisms, that equation was also extended to fit results for other field variables.
Compared with the marginal PDF, Pj(l,∆φ′), the joint PDF of l and ∆φ′ contains addition-
ally the necessary information to extract scaling exponents of structure functions of different
orders. Therefore a modeling of the joint PDF would be very promising, and at the same
time, more complicated because it will involve more parameters. There are several similar
approaches in the literature. For example, Kraichnan et al [41] derived an expression of the
joint PDF of r and ∆T , the distance between two spatial points and the passive scalar dif-
ference, respectively, from the view point of the classic structure function. Then the scalings
of structure functions at different orders, are implied by this joint PDF. However, a direct
derivation from the Navier-Stokes equations did not lead to a closed formulation. Therefore
some assumptions, like the limit of infinitely rapid changing of a Gaussian random velocity
field, must be introduced. The final results showed some qualitative agreement with DNS.
Based on this work, some further investigation was performed by Yakhot [95]. Here again
the infinitely rapid random Gaussian velocity assumption limits the validity of the model.
From the classical understanding about turbulence, the scaling of structure functions of
different field variables are controlled by different mechanisms, for instance the velocity
component of u and the passive scalar θ must be analyzed separately. The joint PDF
Pj(l,∆φ′) from DNS shows that for the passive scalar, the conditional mean in the inertial
range have a 1/3 scaling, while other field variables may have different scalings. Is it pos-
sible to unify these different scalings from different structure functions with some universal
mechanisms? Some discussion about the modeling of Pj(l,∆φ′) from the interaction of tur-
bulent eddies and scalar profiles will be presented in this chapter. Based on several generic
approximations, a compensation-defect model can qualitatively agrees with DNS results in
many respects.
Both numerical and analytical solution of the model shows a singularity at the origin, which
is not consistent with the DNS results. This discrepancy needs to be further investigated.
7.1 Derivation of the equation
In the following, for convenience l and ∆φ′ will be denoted by x and φ, respectively. Then
Pj(x, φ), the joint PDF of x and φ, can be expressed as the product of P (x), the marginal
PDF of x, and Pc(φ|x), the conditional PDF of φ at x:
Pj(x, φ) = Pc(φ|x)P (x). (7.1)
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Physically the variation of x is the dominant process, which means that once an element is
cut or reconnected, the φ of the new element(s) will be forced to change. The marginal PDF
P (x) contains the following contributions due to different processes: generation by cutting
(gc), generation by reconnection (gr), removal by cutting (rc), removal by reconnection (rr),
generation by splitting (gs), removal by attachment (ra).
Differently from the derivation of P (x), in order to model the joint PDF Pj(x, φ), an explicit
expression for the variation of φ after cutting and reconnection must be given. Specifically,
the variations of φ in gc and gr terms need to be determined, while the terms rc and rr
describe the removal of the existing elements and therefore their effects on the value of φ in
the joint PDF are known.
The most simple and direct relation for cutting and reconnection can be interpreted by a
linear relation as follows. Original an element (x, φ), after being cut, becomes two elements
(y,
y
x
φ) and (x − y, x− y
x
φ); inversely two smaller elements (x1, φ1) and (x2, φ2), after re-
connection, can generate a larger element (x1 + x2, φ1 + φ2).
For geometrical simplicity and without much loss of generality, first we will exclude the
3D-effect terms gs and ra. Then the joint PDF, based on the derivation of P (x) (Eq. (5.16)
for instance), can be written as:
∂
∂t
[Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
A
+
∂
∂x
[vx(x)Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
B
+
∂
∂φ
[vφ(x, φ)Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
C
=
λ{2
∫ ∞
0
∫ ∞
x
δ(ψk − φ)Pc(ψ|y, t, t)P (y, t)dydψ︸ ︷︷ ︸
gc
− xPc(φ|x, t)P (x, t)︸ ︷︷ ︸
rc
}
+ 2µ{
∫ φ
0
∫ x
0
y
x
Pc(φ− ψ|x− y, t)Pc(ψ|y, t)P (x− y, t)P (y, t)dydψ︸ ︷︷ ︸
gr
− Pc(φ|x, t)P (x, t)︸ ︷︷ ︸
rr
},
(7.2)
where µ = 4D
∂P (x, t)
∂x
|x=0 is the rate of extremal points’ disappearance, vφ(x, φ) is the drift
velocity in φ direction, and k =
x
y
is the linear cutting factor.
The gc term can be further simplified as
gc =2
∫ ∞
0
∫ ∞
x
δ(ψk − φ)Pc(ψ|y, t)P (y, t)dydψ
= 2
∫ ∞
x
[
∫ ∞
0
δ(ψk − φ)Pc(ψ|y, t)dψ]P (y, t)dy
= 2
∫ ∞
x
P (y, t)Pc(
φ
k
, t)
1
k
dy = 2
∫ ∞
0
P (x+ z, t)Pc(
φ
k
|x+ z, t) 1
k
dz.
(7.3)
Once the drift velocity in φ, vφ(x, φ), is specified, Eq. (7.2) will be closed and it is possible
to obtain a final numerical solution.
For the passive scalar, it has been discussed that 〈φ|x〉, the conditional mean of φ on x, can
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be viewed as representing the square root of conventional two-point structure functions. It
have been verified numerically that 〈φ|x〉 ∝ x1/3 in a much broader inertial range, which
should also be reproduced by the model solution, if appropriate. However, it turns out
that the linear model (7.2) does not show the expected 13 scaling. Therefore the effects of
turbulence on the gc and gr terms need to be investigated further.
Considering the scalar structure in Fig. 7.1, we may find that after cutting, φ1 and φ2,
the scalar differences of two new elements follow the inequality φ1 + φ2 > φ (the small
subelement in between will not be considered for modeling), different from the equality
φ1 + φ2 = φ from the linear model. The physical reason is that, for a given scalar variance
in turbulence, each effective cutting will work as a source of the scalar fluctuation to balance
the continuous decay due to diffusion. This compensation condition for scalar fluctuation
can be satisfied by setting the cutting factor as
k >
x
y
. (7.4)
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φ
φCutting
Reconnection
Figure 7.1: Physical modeling for cutting and reconnection.
For the gr term, the opposite argument holds. The reconnection process, being proportional
to molecular diffusivity, must contribute to dissipation and reduce the scalar fluctuation φ.
Therefore the scalar variance after reconnection should be smaller than the total scalar
variation φ1 + φ2 before reconnection. Based on the simple relation
(cφ− ψ) + ψ > φ when c > 1, (7.5)
a new reconnection process can be constructed as follows: two elements with scalar differ-
ences of ψ and cφ− ψ(c > 1), after reconnection, will generate a new element with a scalar
difference φ. It is easy to show that under the defect condition the gr term becomes
gr = 2µ
∫ cφ
0
∫ x
0
y
x
Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)P (x− y, t)P (y, t)dy(cdψ). (7.6)
Compared with that in Eq. (7.2), the gr term now differs in:
(a) the upper integration limit goes to cφ instead of φ;
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(b) Pc(φ− ψ, t) changes to Pc(cφ− ψ, t);
(c) the integration variable is cdψ instead of dψ.
Physically the defect due to the c parameter will counteract the compensation from the
cutting factor k in (7.4) to keep the total φ in balance.
Now the integrated joint PDF equation becomes
∂
∂t
[Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
A
+
∂
∂x
[vx(x)Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
B1
+
∂
∂φ
[vφ(x, φ)Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
B2
=
λ{2
∫ ∞
0
P (x+ z, t)Pc(
φ
k
|x+ z, t) 1
k
dz︸ ︷︷ ︸
gc
− xPc(φ|x, t)P (x, t)︸ ︷︷ ︸
rc
}
+ 2µ{
∫ cφ
0
∫ x
0
y
x
Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)P (x− y, t)P (y, t)dy(cdψ)︸ ︷︷ ︸
gr
− Pc(φ|x, t)P (x, t)︸ ︷︷ ︸
rr
}.
(7.7)
Integrating this joint PDF equation over φ should reproduce the marginal PDF equation of
P (x, t). By doing this, we obtain the following from Eq. (7.7):∫ ∞
0
Adφ =
∂
∂t
[
∫ ∞
0
Pc(φ|x, t)dφP (x, t)] = ∂
∂t
[P (x, t)], (7.8)
∫ ∞
0
B1dφ =
∂
∂x
[vx(x)P (x, t)
∫ ∞
0
Pc(φ|x, t)dφ] = ∂
∂x
[vx(x)P (x, t)], (7.9)∫ ∞
0
B2dφ = vφ(x, φ)Pc(φ|x, t)P (x, t)|∞0 = 0, (7.10)∫ ∞
0
gcdφ =
∫ ∞
0
2P (x+ z)[
∫ ∞
0
Pc(
φ
k
|x+ z) 1
k
dφ]dz =
∫ ∞
0
2P (x+ z)dz, (7.11)∫ ∞
0
rcdφ =
∫ ∞
0
xPc(φ|x, t)P (x, t)dφ = xP (x, t), (7.12)
and ∫ ∞
0
rrdφ =
∫ ∞
0
Pc(φ|x, t)P (x, t)dφ = P (x, t). (7.13)
For the gr term, the integration yields∫ ∞
0
grdφ
=
∫ ∞
0
∫ cφ
0
∫ x
0
y
x
Pc(cφ− ψ|x− y, t)Pc(φ|y, t)P (x− y, t)P (y, t)dy(cdψ)dφ
=
∫ x
0
x
y
P (x− y, t)P (y, t)
∫ ∞
0
∫ cφ
0
Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)cdψdφ︸ ︷︷ ︸
C
dy.
(7.14)
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The part C can be reexpressed as
C =
∫ ∞
0
∫ ∞
ψ
c
[Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)]cdφdψ
=
∫ ∞
0
Pc(ψ|y, t)
∫ ∞
ψ
c
(Pc(cφ− ψ|x− y, t)d(cφ− ψ))dψ
=
∫ ∞
0
Pc(ψ|y, t)
∫ ∞
0
(Pc(ξ|x− y, t)dξ)dψ =
∫ ∞
0
Pc(ψ|y, t)dψ = 1.
(7.15)
Thus it proves that the joint PDF equation does contain the marginal PDF equation.
If the other two terms gs and rr are added into Eq. (7.7), an extended joint PDF equation
can be written as
∂
∂t
[Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
A
+
∂
∂x
[vx(x)Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
B1
+
∂
∂φ
[vφ(x, φ)Pc(φ|x, t)P (x, t)]︸ ︷︷ ︸
B2
=
λs
∫ ∞
x
∫ ∞
0
δ(ψks − φ)Pc(ψ|y, t)dψdy︸ ︷︷ ︸
gs
− µaxPc(φ|x, t)P (x, t)︸ ︷︷ ︸
ra
+ λ{2
∫ ∞
0
∫ ∞
x
δ(ψk − φ)Pc(ψ|y, t)dydψ︸ ︷︷ ︸
gc
− xPc(φ|x, t)P (x, t)︸ ︷︷ ︸
rc
}
+ 2µ{
∫ cφ
0
∫ x
0
y
x
Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)P (x− y, t)P (y, t)dy(cdψ)︸ ︷︷ ︸
gr
− Pc(φ|x, t)P (x, t)︸ ︷︷ ︸
rr
},
(7.16)
where in the gs term, ks is a coefficient to model the relation of φ and ψ after splitting,
which is closely related to k. The following discussion will mainly concentrate on Eq. (7.7)
with only four PDF contributions (gr, gc, rr and rc) because of the relatively simple and
clear structure.
In statistically stationary shear turbulence, the scalar variance of φ should remain constant.
From all the terms in Eq. (7.7), the balance of φ depends on the following sink and source
terms2:
(a) the sink: the drift velocity vφ(x, φ) in φ direction due to scalar diffusion and the gr
term;
(b) the source: the gc term.
7.2 Conditional moments
One of the central requirements on the model of the joint PDF equation is to reproduce the
1
3 inertial scaling of 〈φ|x〉, which should be an intrinsic outcome of the interaction among
these terms in Eq. (7.7).
2The removing terms like RC and RR are sinks of x, but not sinks of φ.
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The nth (raw) moment is defined as
φn(x) ≡< φn|x >=
∫ ∞
0
φnP (φ|x, t)dφ ∝ xξn , (7.17)
where the scaling exponent ξn is closely related to intermittency. The first moment deter-
mines the conditional mean and the second moment relates to the variance of φ, both of
which are of the most importance and will be discussed in this section.
7.2.1 The first moment
Multiplying φ on both sides of Eq. (7.7) and integrating over φ from 0 to ∞, it yields the
conditional first moment equation as
∂
∂t
[φ(x)P (x, t)] +
∂
∂x
[vx(x)φ(x)P (x, t)]−
∫ ∞
0
vφ(φ)Pc(φ|x, t)P (x, t)dφ =
λ{2
∫ ∞
0
P (x+ z, t)
∫ ∞
0
Pc(
φ
k
|x+ z, t)φ
k
dφdz − xφ(x)P (x, t)}
+ 2µ{
∫ x
0
y
x
P (x− y, t)P (y, t)E1dy − φ(x)P (x, t)},
(7.18)
where E1 is
E1 =
∫ ∞
0
∫ cφ
0
φPc(cφ− ψ|x− y, t)Pc(ψ|x, t)cdψdφ
=
∫ ∞
0
∫ ∞
ψ
c
φPc(cφ− ψ|x− y, t)Pc(ψ|y, t)cdφdψ =
∫ ∞
0
Pc(ψ|y, t)F1dψ,
(7.19)
where F1 is
F1 =
∫ ∞
ψ
c
(cφ− ψ + ψ)Pc(cφ− ψ|x− y, t)dφ
=
1
c
∫ ∞
ψ
c
(cφ− ψ)Pc(cφ− ψ|x− y, t)d(cφ− ψ) + 1
c
ψ
∫ ∞
ψ
c
Pc(cφ− ψ|x− y, t)d(cφ− ψ)
=
1
c
(
∫ ∞
0
ξPc(ξ|x− y, t)dξ + ψ
∫ ∞
0
Pc(ξ|x− y, t)dξ) = 1
c
(φ(x− y) + ψ).
(7.20)
Further simplification leads to
E1 =
1
c
∫ ∞
0
Pc(ψ|y, t)[φ(x− y) + ψ]dψ = 1
c
[φ(x− y) + φ(y)]. (7.21)
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Finally the first moment equation is
∂
∂t
[φ(x)P (x, t)] +
∂
∂x
[vx(x)φ(x)P (x, t)]−
∫ ∞
0
vφ(x, φ)Pc(φ|x, t)P (x, t)dφ =
λ{2
∫ ∞
0
P (x+ z, t)kφ(x+ z)dz − xP (x, t)φ(x)}
+ 2µ{
∫ x
0
P (x− y, t)P (y, t) [φ(x− y) + φ(y)]
c
y
x
dy − φ(x)P (x, t)},
(7.22)
which is a closed equation (depending on k and c) and the possible scaling of φ(x) becomes
relatively simple to discuss.
In the range of large x, where the inertial range scaling law is valid, the two dominant terms
gr and rc both in the zeroth and the first moment equation are approximately in balance,
i.e.
λxP (x, t) ≈ 2µ
∫ x
0
P (x− y, t)P (y, t)y
x
dy
λxP (x, t)φ(x) ≈ 2µ
∫ x
0
P (x− y, t)P (y, t) [φ(x− y) + φ(y)]
c
y
x
dy.
(7.23)
If c is unity, then the only possible solution of φ(x) is φ(x) ∝ x. If c is larger than unity, then
in certain range the solution will be φ(x) ∝ xa, a < 1, which shows that the scaling exponent
is determined by the c parameter. From the Kolmogorov scaling law, in the inertial range
a = 1/3. Putting this condition into Eq. (7.24), one obtains
λxP (x, t) ≈ 2µ
∫ x
0
P (x− y, t)P (y, t)y
x
dy
λxP (x, t)x1/3 ≈ 2µ
∫ x
0
P (x− y, t)P (y, t) [(x− y)
1/3 + y1/3]
c
y
x
dy.
(7.24)
Eq. (7.24) implies that c can be approximated by
cx ≡
∫ x
0
P (x− y, t)P (y, t)[(x− y
x
)1/3 + (
y
x
)1/3]
y
x
dy/
∫ x
0
P (x− y, t)P (y, t)y
x
dy. (7.25)
The dependance of cx on x is shown in Fig. 7.2 (the value of P (x, t) has been taken from the
solution of Eq (5.33)). On average 1.52 can work as a good choice of c for the 1/3 scaling
exponent, which has been proved by the numerical results to be shown in the following.
7.2.2 The second moment
The scalar variance δ and the second moment φ2(x) can be simply related together as
δ2(x) = φ2(x)− φ(x)2. (7.26)
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Figure 7.2: The dependance of cx on x.
Multiplying φ2 on both sides and integrating from 0 to ∞ yield
∂
∂t
[φ2(x)P (x, t)] +
∂
∂x
[vx(x)φ2(x)P (x, t)]−
∫ ∞
0
2φvφ(x, φ)Pc(φ|x, t)P (x, t)dφ =
λ{2
∫ ∞
0
P (x+ z, t)Gdz − xP (x, t)φ2(x)}+ 2µ{
∫ x
0
y
x
P (x− y, t)P (y, t)E2dy − φ2(x)P (x, t)},
(7.27)
where
G =
∫ ∞
0
φ2
k
Pc(
φ
k
|x+ z, t)dφ (7.28)
and
E2 =
∫ ∞
0
φ2
∫ cφ
0
Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)dψcdφ. (7.29)
The term E2 can be reshaped to
E2 =
∫ ∞
0
∫ cφ
0
φ2Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)cdψdφ
=
∫ ∞
0
∫ ∞
ψ
c
φ2Pc(cφ− ψ|x− y, t)Pc(ψ|y, t)cdφdψ
=
∫ ∞
0
Pc(ψ|y, t)F2dψ,
(7.30)
where
F2 =
∫ ∞
ψ
c
1
c2
[(cφ− ψ)(cφ+ ψ) + ψ2]Pc(cφ− ψ|x− y, t)cdφ
=
∫ ∞
ψ
c
1
c2
[(cφ− ψ)2 + 2ψ(cφ− ψ) + ψ2]Pc(cφ− ψ|x− y, t)d(cφ− ψ)
=
1
c2
[φ2(x− y) + 2ψφ(x− y) + ψ2].
(7.31)
Thus we have
E2 =
1
c2
[φ2(x− y) + 2φ(y)φ(x− y) + φ2(y)]. (7.32)
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The term G can be simply rewritten as
G =
∫ ∞
0
(
φ
k
)2k2Pc(
φ
k
|x+ z, t)dφ
k
= k2φ2(x+ z). (7.33)
Finally the second moment equation is
∂
∂t
[φ2(x)P (x, t)] +
∂
∂x
[vx(x)φ2(x)P (x, t)]−
∫ ∞
0
2φvφ(x, φ)Pc(φ|x, t)P (x, t)dφ =
λ{2
∫ ∞
0
P (x+ z, t)k2φ2(x+ z)dz − xP (x, t)φ2(x)}
+ 2µ{
∫ x
0
y
x
P (x− y, t)P (y, t) [φ
2(x− y) + 2φ(x− y)φ(y) + φ2(y)]
c
dy − φ2(x)P (x, t)}.
(7.34)
Because of the correlation term φ(x− y)φ(y), Eq. (7.34) is no longer closed and the variance
can not be further analyzed.
7.3 Singularity at the origin
In the joint PDF equation, the drift velocities in both x and φ directions are responsible for
the gradual change of (x, φ) during the diffusion process, while other terms show the fast
change of elements due to cutting, reconnection, splitting or reattachment, if the terms gs
and ra are also included. Because at large x the drift velocities are relatively small, their
effects on the overall behavior of the joint PDF are not remarkable. However, the local
distribution of the joint PDF can be quite different using different drift velocities. vx(x) has
been introduced in chapter 5. The derivation of vφ(x, φ) for small elements can be found in
Appendix B, which shows that
vφ(x, φ) =
φ
dt
= −12D φ
x2
. (7.35)
Eq. (7.35) Physically when two extremal points are far apart, their drift velocities will be
independent of elements’ parameters (x, φ), but be mostly determined by local conditions
of flow fields. Based on this observation, one possible analytical expression of vφ(x, φ) can
be set as
vφ(x, φ) =
dφ
dt
= −(12D φ
x2
e−ax +K), (7.36)
where K is a positive constant to be determined from the conservation of total φ, by the
observation that on average vφ(x, φ) for large elements should be negative. 1/a and K need
to be determined from the conservation of total φ.
In the marginal PDF equation of P (x, t), the drift velocity vx(x) is singular at x = 0, but
there is no singularity for P (x). In the joint PDF equation (7.7), both vx(x) and vφ(x, φ)
diverge when x→ 0. How the joint PDF in the vicinity of (x, φ) = (0, 0) behaves analytically
will be discussed in this section.
If x → 0, only the two drift velocity terms can be dominant. In phase space the moving
velocity of the trajectory of a PDF point (x, φ) close to x, φ can be determined from the
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drift velocities as
vφ(x, φ) =
dφ
dt
= −12D φ
x2
vx(x) =
dx
dt
= −4D
x
.
(7.37)
Therefore one obtains
φ = Cx3, (7.38)
which suggests all different trajectories in phase space will converge to (0, 0) as x3. Thus a
general expression of Pc(φ|x, t) is
Pc(φ|x, t) =
1
x3
f(
φ
x3
, t), (7.39)
where f can be any continuous function satisfying the following conditions
f(0) = 0∫ ∞
0
f(ξ, t)dξ = 1.
(7.40)
The scaling of Pc(φ|x, t) is shown in Fig. 7.3, according to (7.39). It is easy to verify that
x
φ
x1 x2
f( /x2 )/x2
f( /x1 )/x1
φ
φ
3 3
3 3
Figure 7.3: Scaling of Pc in the vicinity of the origin.
when x is close to 0 with P (x) = kx, the two drift terms can balance each other using (7.39).
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Therefore P (φ|x, t)P (x, t) will diverge when x is close to 0, because
Pc(φ|x, t)P (x, t)→
1
x3
f(
φ
x3
, t)kx =
k
x2
f(
φ
x3
, t). (7.41)
7.4 Numerical solution
Here only the stationary solution of Eq. (7.7) will be solved numerically. Because of the
singularities of drift velocities, some special treatments have been implemented.
The main difficulty in solving P (x, t) arises from the behavior at the x = 0 and the numerical
convergence. For the drift velocity vx(x), there exists in stationary state the condition∫ ∞
0
vx(x)P (x, t)dx = 0. (7.42)
Actually this condition is implicitly included in the first moment equation of P (x, t), i.e.
once the first moment is in balance, then Eq. (7.42) must be satisfied. Similarly the balance
of the first moment in φ direction is equivalent to the conservation of total φ, i.e. the value
of constant K in Eq. (7.36) can be determined theoretically by integrating Eq. (7.22) with
respect to x
∂
∂t
∫ ∞
0
φ(x)P (x, t)dx+ [vx(x)φ(x)P (x, t)]|∞0 +
∫ ∞
0
∫ ∞
0
(12D
φ
x
e−ax)Pc(φ|x, t)P (x, t)dφdx
+K
∫ ∞
0
∫ ∞
0
Pc(φ|x, t)P (x, t)dφdx =
∫ ∞
0
r.h.s.dx.
(7.43)
However, this procedure does not work well numerically, because of the singularity and the
numerical inaccuracy of the integrated terms close to the origin. Therefore K must be
determined in a different way.
For the equation of P (x, t), after normalization with appropriate reference variables, one
obtains an eigenvalue Λ corresponding to a unity mean. Similarly, for the joint PDF,
introducing the following normalized variables:
(x˜, y˜, z˜) = (xρ, yρ, zρ), φ˜ = φ/φ, ψ˜ = ψ/φ,
v˜x(x˜, φ˜) = vx(x, φ)/(ρD), v˜φ(x˜, φ˜) = vφ(x, φ)/(ρ2φ¯D),
P˜ (x˜, t) = P (x, t)/ρ, P˜c(φ˜|x˜, t) = Pc(φ˜|x˜, t)φ,
(7.44)
we obtain a non-dimensional joint PDF equation
∂
∂t
[P˜c(φ˜|x˜, t)P˜ (x˜, t)] + ∂
∂x˜
[v˜x˜(x˜)P˜c(φ˜|x˜, t)P˜ (x˜, t)] + ∂
∂φ˜
[v˜φ˜(φ˜)P˜c(φ˜|x˜, t)P˜ (x˜, t)] =
Λ{2
∫ ∞
0
P˜ (x˜+ z˜, t)P˜c(
φ˜
k
|x˜+ z˜, t) 1
k
dz˜ − x˜P˜c(φ˜|x˜, t)P˜ (x˜, t)}
+ 2
∂P˜
∂x˜
|x˜=0{
∫ cφ˜
0
∫ x˜
0
y˜
x˜
P˜c(cφ˜− ψ˜|x˜− y˜, t)P˜c(ψ˜|y˜, t)P˜ (x˜− y˜, t)P˜ (y˜, t)dy˜(cdψ˜)− P˜c(φ˜|x˜, t)P˜ (x˜, t)}.
(7.45)
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Then naturally the unity mean condition of φ˜ holds:
φ˜ =
∫ ∞
0
∫ ∞
0
P˜c(φ˜|x˜, t)P˜ (x˜, t)φ˜dx˜dφ˜ = 1. (7.46)
The normalized drift velocity vφ(x, φ) becomes
v˜φ(x˜, φ˜) = −(12 φ˜
x˜
e−a˜x˜ + K˜). (7.47)
With the same argument as in (7.36), K˜ also needs to be positive. In Eq. (7.45) the only free
parameter to regulate the value of φ˜ to be unity is the normalized constant K˜ = K/(φ˜2Dρ)
in (7.47). During the numerical iteration to approach the final stationary solution, it is
crucial to adjust K˜ to stabilize the equation in an appropriate way. The detailed algorithm
goes as follows.
1. The marginal PDF P (x, t) is known and serves as direct input.
2. For each fixed x, the implicit upwind scheme is used in φ direction to treat the pseudo-
temporal and two convective terms because of its excellent numerical stability, while
the r.h.s. can simply be calculated explicitly.
3. At the same x, normalize the conditional PDF in φ direction at each time step to
satisfy the unity condition ∫ ∞
0
Pc(φ|x, t)dφ = 1. (7.48)
4. As discussed before, to obtain K˜ from the balance of the first moment equation in φ
direction does not work well due to the singularity at (0, 0). If Φ denotes the expected
final stationary mean of φ, which for instance can be set as unity, then a strong
negative feedback can work successfully to adjust K˜ step by step. Specifically we set
K˜ = S(φ− Φ), (7.49)
where S is a very large positive number and φ is the mean of φ at each time step. The
expression of (7.49) is capable to stabilize the equation due to the following negative
feedback mechanism:
• Once φ becomes little larger than the expected balance value Φ, then K will increase
much because of the large value of S.
• Thus the drift velocity v˜φ(x˜, φ˜) will increase much by (7.47).
• Then φ will decrease because of a more rapid decaying by v˜φ(x˜, φ˜).
When each fixed x is scanned over one time, one iteration is done. Subsequent iterations will
be carried out in the same vein and the calculation will continue until the maximum residue
falls below certain threshold. It proves that the final residue can decrease very effectively
except for grid points close to (0, 0) because of the singularity there.
As has been discussed, 1.52 is a good approximation of the value of c in the gr term. Different
expressions of the cutting factor k in Eq. (7.45) have been tested. From the balance of the
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overall φ, it can be seen that K˜ in Eq. (7.47) is dependent on k. It is reasonable to consider
x
y
≤ k ≤ 1, where x
y
is from the linear cutting-reconnection model and k = 1 is the outcome
of ’full compensation’ (see Fig. 7.1). Two different choices of k = (
x
y
)1/3+0.1 with K˜ = 1.099
and k = 1 with K˜ = 1.747 have been tested and the results are shown in Fig. 7.4 and Fig. 7.5,
respectively. Once c is given, there is no essential difference for large x. However, the joint
PDF may differ in small x range.
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Figure 7.4: Numerical solution of the joint PDF equation (7.7) with c = 1.52 and k =
(
x
y
)1/3 + 0.1 .
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Figure 7.5: Numerical solution of the joint PDF equation (7.7) with c = 1.52 and k = 1 .
The marginal PDF P (x˜, t) from DNS with different Reynolds numbers can overlap in the x˜
coordinate system. Likewise the joint PDF from different DNS cases are similar in the x˜, φ˜
coordinate system. Because k = 1 can better fit numerical results, therefore only results
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related to k = 1 will be presented later.
This joint PDF equation is based on a simple model for the cutting and reconnection process,
which is quite generic and is not only specific to the passive scalar. We believe that it will
possess the real physical characters in many aspects. If this vision holds, then it suggests
that on the whole the joint PDF of different field variables should be qualitatively similar.
As a test, for two turbulent field variables, the passive scalar φ′ and velocity component u,
which are physically much different, their typical joint PDFs calculated from DNS are are
shown in Fig. 7.6. Obviously these two joint PDFs share some most important common
characters. First of all, they bend gradually toward the horizontal direction for very large
x. The isolines close to (0, 0) tend to tangent to x axis, which is a natural outcome from the
trajectory velocity (7.38) in phase space. Another important point is that both PDFs reach
the maximum somewhere in the middle of the phase plane, but not close to the boundary.
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Figure 7.6: the joint PDF of passive scalar and u
Comparing the results of DNS in Fig. 7.6 and the model solution in Fig. 7.5, we may conclude
that
1. To a large extent the joint PDFs from DNS can be reproduced by the model equation,
which shows the validity of the modeling and numerical stabilization treatment.
2. Compared with the single maximum in the DNS joint PDF, the model joint PDF pre-
dicts two maxima, one with a finite value and another being infinity. The latter comes
from the singularity of both drift velocities in x and φ directions. This discrepancy
might be from the inadequate resolution of DNS, or the absence of some additional
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diffusion terms in the model for the joint PDF equation. Therefore there still remains
the question, whether this local infinity peak close to (0, 0) is a physical existence or
just a modeling outcome, which will be an important topic for further investigation.
3. For the joint PDF model, except for the singularity region close to (0, 0), it peaks at
(l/lm, φ/φm) ≈ (0.5, 0.8) for k = 1 and (l/lm, φ/φm) ≈ (0.5, 0.75) for k = (
x
y
)1/3+0.1,
respectively, while the DNS result has a single peak at (l/lm, φ/φm) ≈ (0.5, 0.45),
showing certain difference in the φ direction, which may result from an inappropriate
model for the drift velocity of v˜φ(x˜, φ˜).
If the value of the constant c in Eq. (7.45) differs from 1.52, the numerical results differ as
well. Setting c = 1.0 and c = 1.2 gives the simulated joint PDFs shown in Fig. 7.7 and 7.8,
respectively. As for c = 1.52, there also exist two peak points for these two case. When the
c is smaller, the non-infinity peak decreases and moves closer to x axes.
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Figure 7.7: The simulated model joint PDF with c = 1.0, k = 1.
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Figure 7.8: The simulated model joint PDF with c = 1.2, k = 1.
Another very important result is the conditional mean 〈φ|x〉, which is shown in Fig. 7.9.
It can be seen that, when c = 1.52, the conditional mean from the model PDF has a 1/3
scaling, in accordance with the DNS and the Kolmogorov’s results. For c = 1, the scaling
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exponent is a little less than unity, but much larger than 1/3. For c = 1.2 the scaling is also
intermediate, lying between that of other two cases as expected. A conclusion here can be
drawn that the conditional structure function scaling is described by different values of c in
the gr term. Different c can lead to different loss of total φ in the reconnection process.
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Figure 7.9: Conditional mean of joint PDFs from modeling for different cases.
The results of the conditional variance of φ are also presented in Fig. 7.10, both from the
model and DNS joint PDFs. For comparison, the DNS PDF has been normalized such that
φ is unity. It can be seen that the variance of the normalized joint PDFs for c = 1.0 and
c = 1.2 increase with respect to x˜, while it is almost a constant for the case c = 1.52.
Fig. 7.11 shows the marginal PDF of φ. Overall the agreement is acceptable. However, due
to the singularity at the origin, there is an obvious discrepancy close to φ = 0.
In summary, the model joint PDF is capable of predicting various quantities with satisfactory
agreement with the DNS results. By introducing a cutting-reconnection process to simulate
the random motion of eddies, turbulence may be treated mainly as a combination of two
different parts, one is the random cutting frame, another is the inner laminar structure. The
scaling of the conditional mean can be well reproduced by fitting the c parameter in the
model equation. The value of c in Eq. (7.5) and the value of k in Eq. (7.4) of unity order
imply that the loss of φ from reconnection and the gain of φ from cutting are intrinsically
related to the overall mean φ¯. Specifically larger φ¯ may induce larger loss, as well as larger
gain, while smaller φ¯ corresponds to smaller loss and gain, which is in good consistence
with the observation that turbulent scalar profiles are devoid of strong spikes at the average
length scale of dissipation elements. If the 3D turbulence effect on certain parameters in the
1D model can be reasonably included, hopefully the final results will agree well with real
turbulence. More substantially the joint PDF model may fit to different field variables, not
necessarily to the passive scalar, because of the general validity of the cutting-reconnection
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Figure 7.10: The joint PDF variance of different model cases and DNS.
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Figure 7.11: The marginal PDF of φ both from model and DNS.
mechanism for various field variables with diffusion being dominant at small scales.
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8 The relation of joint PDFs in different dimensional
spaces
There exist a number of essential differences between 2D and 3D turbulence, such as stream
function and vortex stretching. For homogeneous turbulence with constant shear strain, the
total kinetic energy will continuously decay in 2D space, but remain around some constant
for 3D cases [69]. With regard to engineering application, turbulence in 3D space has been
being the subject of central interests.
However, both for numerical and experimental investigations, relatively results from 3D
turbulence are much harder to obtain than that from lower dimensional spaces. The upper
limit of attainable Reynolds numbers in 3D DNS simulations is far below that of practical
interest. The resolution of data-sampling in experiments in 3D space is mainly limited by
the response time of instruments. Consequently, despite some unrealistic properties, 2D
turbulence is still interesting for extensive studies [37] [28].
To investigate turbulence by dissipation element analysis, of particular importance is the
joint PDF P (l,∆φ′). The presented results in previous chapters both from 3D DNS and
from modeling thereof share much common properties, but some discrepancy needs to be
further explained. Experimental results with satisfactory accuracy would be very helpful to
serve the purpose.
Supposing that experimentally a 2D scalar image can be measured with high accuracy,
then P2D(l,∆φ′), the joint PDF of l and ∆φ′ for 2D dissipation elements, can be extracted
after image post-processing. However, it may be expected that, in different dimensional
spaces, the joint PDFs of l and ∆φ′ and derived structure functions should have different
forms. Therefore the direct verification of P3D(l,∆φ′), the joint PDF for 3D dissipation
elements, from experimentation performed in 2D space is not applicable and the linkage
between P2D(l,∆φ′) and P3D(l,∆φ′), if possible, should be considered. Theoretically, it
should be possible to understand partially the statistical properties in 3D turbulent flows
from information available in lower dimensional spaces. Depending on the complexity of the
desired properties, some relevant discussion about the connection among different dimen-
sional spaces has been performed. For example, K.A.Buch et al [9] have shown that with
an appropriate transform, the PDF of the true 3D scalar dissipation layer thickness can be
well reconstructed from the measurements of dissipation layers in 2D slices, if the spatial
distribution of the orientations of dissipation layers is known. For the most simple case of
isotropic scalar fields, the reconstruction is successful. Another well-known example is the
relation between the 1D and 3D turbulent energy spectra [15], first derived by Heisenberg,
G1(k1) =
1
2
∫ ∞
k1
[G(k)/k]dk (8.1)
and the inverse transform
G(k1) = −2k1G′(k1), (8.2)
where G1(k) and G(k) are the spectrum functions with respect to wave numbers in 1D and
3D space, respectively. Only with the help of transform (8.2), it becomes possible to verify
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theoretical predictions from 1D experimental results.
The topic to be discussed in this chapter is the relation of P3D(l,∆φ′) with the lower
dimensional counterparts. A forward and backward transform will be expressed by different
transition probabilities, from 2D to 3D and from 3D to 2D, respectively. Based on the
same idea, one can also investigate turbulent flows for even higher dimensional cases, for
example 4D turbulence, as addressed by Li and Meneveau [48].
8.1 P (l,∆φ′) in different dimensional spaces from DNS
Fig. 8.1 is a typical result of P (l,∆φ′) from a given 3D turbulent flow.
Figure 8.1: 3D joint PDF from DNS
From this 3D scalar turbulent field, different 2D planar slices can be extracted and inves-
tigated separately. For each slice, with the same trajectory tracing algorithm as that in
3D space, P2D(l,∆φ′) can be calculated. Furthermore, the 1D scalar profiles along lines
of these slices can also be post-processed to get P1D(l,∆φ′) in a similar way. Fig. 8.2, 8.3
and 8.4 show P2D(l,∆φ′) and P1D(l,∆φ′) in x, y and z directions (the 2D direction means
the normal vector of a 2D plane), respectively.
From these joint PDFs, the corresponding conditional means are presented in Fig. 8.5, 8.6
and 8.7. From 3D space to lower dimensional spaces, one may observe the following ten-
dencies:
(a) The weighting center of the joint PDF moves toward smaller ∆φ′ and smaller l.
The reason is that, after a 3D dissipation element is cut by 2D slices or 1D lines, the
fragments must posses shorter lengths and smaller scalar differences. Therefore the
mean of ∆φ′ and l decrease. As dimensionality becomes lower, the cross-cutting will
be more frequent.
(b) The scaling exponent of the conditional mean ∆φ′(l) with reference to l becomes
larger. Further investigation is needed for an adequate explanation.
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Figure 8.2: (a) 1D and (b) 2D joint PDFs in x direction.
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Figure 8.3: (a) 1D and (b) 2D joint PDFs in y direction.
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Figure 8.4: (a) 1D and (b) 2D joint PDFs in z direction.
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Figure 8.5: Conditional means in different dimensional spaces in x direction.
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Figure 8.6: Conditional means in different dimensional spaces in y direction.
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Figure 8.7: Conditional means in different dimensional spaces in z direction.
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8.2 Transform between joint PDFs in 2D and 3D spaces
The relation of the joint PDF in 2D and 3D space is of central interest here, because
it is more meaningful to rebuilt the joint PDF P3D(l,∆φ′) from P2D(l,∆φ′) than from
P1D(l,∆φ′) due to the less loss of original information. An appropriate transform between
P2D(l,∆φ′) and P3D(l,∆φ′) depends mainly on the modeling of the cutting of 3D dissi-
pation elements by slices. One possible interaction scenario can be explained in Fig. 8.8.
For the spindle shaped dissipation element E1, iso-surfaces around its extremal points are
supposed to be concentric spheres, Sa1, Sa2,.., Sb1, Sb2,...., and these adjacent dissipation
elements E2, E3, ... will also be of spindle shapes, although this simplification may differ
from the real cases, for instance the complicated interweaving configurations. If the varia-
tion of the scalar along the connecting line between maximal and minimal points is known,
then correspondingly the scalar values on the spherical surfaces are known too.
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Figure 8.8: Modeling of the interaction of cutting plane and cut dissipation elements.
In isotropic turbulence, the orientations of dissipation elements in 3D space can be treated
as being uniformly distributed, whereas there is some spatial orientation preference in ho-
mogeneous shear turbulence, as to be discussed in Chapter 10. With this simplification, if a
cutting plane P interacts with an element E1, then Ω, the relative azimuthal angle between
P and E1 will be uniformly distributed in 3D space. For a given angle, there exist two
tangential points to the iso-scalar spherical surfaces, namely A and B, which will be the
extremal points of a element in 2D space in the plane P . Obviously the scalar difference
between A and B is |Sb3 − Sa2|. Then, the dissipation element E1 in 3D space, being
cut by the plane P , will generate a 2D element with a length lAB and a scalar difference
|Sb3 − Sa2|. Correspondingly in PDF space, a value P3D(l,∆φ′)P (Ω)
1
F
will be added at
the location (lAB , |Sb3−Sa2|) in P2D(l,∆φ′), where F is a normalization factor for a unity
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integration of P2D(l,∆φ′), and P (Ω) is the PDF of Ω. After all the possible angles between
P and E1 are swept, the contribution of the point P3D(l,∆φ′) to P2D is done.
Collecting contributions from all the possible values of P3D(l,∆φ′), we can determine the
transition probability function W (((l,∆φ′),Ω)|(l2D,∆φ′2D)), which describes the probabil-
ity of a 2D element (l2D,∆φ′2D) generated from the interaction of a cutting plane P at Ω
with an existing 3D element of (l,∆φ′). Thus the transformed joint PDF in 2D space is
P2D(l2D,∆φ′2D) =
1
F
∫
P3D(l,∆φ′)W (((l,∆φ′),Ω)|(l2D,∆φ′2D))dΩdld∆φ′. (8.3)
8.3 Numerical investigation
Theoretically in Eq. (8.3), once the transition probability W is given and either the 2D
joint PDF P2D(l,∆φ′) or the 3D joint PDF P3D(l,∆φ′) is known, the other one can be
fully determined. Numerically the calculation of P2D(l,∆φ′) from P3D(l,∆φ′) is direct and
simple, while it will be much harder to solve P3D(l,∆φ′) from P2D(l,∆φ′). There is no
systemic way to express P3D(l,∆φ′) explicitly from the integral equation (8.3).
If P2D(l,∆φ′) and P3D(l,∆φ′) are discretized as P2D(i, j) and P3D(i, j), where i, j = 1, ..., n,
then Eq. (8.3) can be reshaped in a discrete form
1
F
P3D(i, j)T (i, j, i0, j0) = P2D(i0, j0), (8.4)
where T is the discretized matrix of the transition probability W in (8.3). For example, if
n = 100, then Eq. (8.4) will be a equation set with 100× 100 entries, and T will be a huge
matrix of (100× 100)× (100× 100).
If T−1, the inverse of T can accurately be solved, then a numerically exact solution of
P3D(l,∆φ′) will be available. Unfortunately the commonly used numerical algorithms can
not ensure a stable inverse for such a huge matrix. Alternatively an iteration method to
converge the solution step by step is adopted here, which is described in detail as follows.
With a given input P2D(i, j), from P1(i, j), the first approximation of the final P3D(i, j),
one can obtain the next approximation P2(i, j) to approach closer to P3D(i, j) by
P2(i, j) = CP1(i, j) + (1− C)(P1(i, j)T (i, j, i0, j0)
1
F1
− P2D(i0, j0))
P2(i, j) = max(0, P2(i, j)),
(8.5)
where C is the relaxation factor with a value in [0, 1]. At each iteration step, P2(i, j) should
be normalized. For each Pi(i, j), the normalization factor Fi needs to be renewed to let
Pn(i, j)T (i, j, i0, j0)
1
Fn
be mod-unity, from which the operation Pn(i, j)T (i, j, i0, j0)
1
Fn
−
P2D(i0, j0) becomes meaningful. The consequent iterations can be performed in a similar
way until an acceptable small cutoff error ε, which is defined as
ε = max(|Pn(i, j)T (i, j, i0, j0)
1
Fn
− P2D(i0, j0)|) 1
max(Pn(i, j))
. (8.6)
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For different given P2D(i, j), ε can differ. Specifically if P2D(i, j) is taken from a transformed
PDF of some P3D(i, j), then P3D(i, j) itself will be the exact solution of Eq. (8.4). Under this
condition, finally ε can be as small as 0.04. If P2D(i, j) is calculated from a 3D DNS joint
PDF, then ε can be as large as 0.50 at several grid points, which are usually associated with
quite small ∆φ′. This large iteration error may come from the constraint that the PDF at
each grid point must be non-negative, which may not be satisfied by the numerical solution.
Actually it is the case that, once the transition probability W (((l,∆φ′),Ω)|(l2D,∆φ′2D)) in
Eq. (8.3) is fixed, for some given P2D(l,∆φ′), the numerically exact solution can be locally
negative. In other words, if the non-negative restriction is removed, for each given P2D, the
numerical solution of P3D in Eq. (8.3) can be ’exact’ with small enough ε. In this sense,
under the non-negative condition the numerical solution is only optimal to recover the main
body of the PDF.
If the 3D DNS joint PDF in Fig. 8.1 is adopted as a given input of Eq. (8.4), the numerical
P2D(l,∆φ′) is shown in Fig. 8.9. Both Fig. 8.9 and the 2D DNS joint PDFs, for instance
Fig.8.2(b), show clearly the tendency that moving from 3D to 2D space, the PDF shifts
towards (0, 0). However, by comparison, much difference can also be observed, especially in
the vicinity of the origin. Obviously the transformed 2D joint PDF is much more clustered
at the origin than the DNS results. This discrepancy can be ascribed to some inappropriate
modeling simplification and at the same time, an inadequate DNS resolution may also be
incapable to discern very fine dissipation elements numerically.
From the trivial equality T · T−1 = 1, it is evident that if another inverse transform is
performed to the transformed 2D joint PDF in Fig. 8.9, theoretically the same 3D joint
PDF in Fig. 8.1 should be recovered, if the iteration is accurate. The numerical solution of
the inversely transformed joint PDF in Fig. 8.9 is presented in Fig. 8.10, which does reveal
a similar shape as in Fig. 8.1.
One remaining result of interest is the 3D joint PDF obtained from a given 2D DNS joint
PDF, for instance the one in Fig. 8.2(b). By iteration, the rebuilt 3D joint PDF is shown
in Fig. 8.11. As it has been discussed, moving from 2D to 3D space, the most important
tendency is that the joint PDF shifts partly away from the origin, which shows clearly in
Fig. 8.11. Even though much simplification has been made in the model, Fig. 8.11 still
shares an overall similarity with Fig. 8.1.
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Figure 8.9: Numerical solution of the transformed 2D joint PDF from a 3D DNS input.
Figure 8.10: The inversely transformed 3D joint PDF from the transformed 2D PDF.
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Figure 8.11: 3D joint PDF rebuilt from a 2D DNS PDF.
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Fig. 8.12 shows the conditional mean from the transformed PDF in Fig. 8.11. Compared
with the 1/3 scaling of Fig. 8.1, the agreement is acceptable.
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Figure 8.12: The conditional mean of Fig. 8.11, compared with that of Fig. 8.1.
Conclusively, the introduced joint PDF transform can work properly to predict the main
features of the DNS results. The transformed joint PDFs from lower dimensional cases are
helpful to provide some qualitative estimation of the original joint PDFs in 3D space.
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9 Flamelet transform for Scalar dissipation
One of the many applications of scalar mixing is in turbulent nonpremixed or diffusive
combustion. The most important quantity parameterizing the molecular mixing is the
scalar dissipation rate, which is defined as
χ = χ(Z ′) = 2D|∇Z ′|2, (9.1)
where Z ′ is the fluctuation of the passive scalar. χ appears as a negative source term of the
governing equation of Z ′2.
The PDF transport equation of χ can be systematically derived (O’Brien [8], Pope [64],
Haken [27]). However, this PDF equation can not directly be solved because an appropriate
closure of the equation is still needed. If a constant conditional scalar dissipation rate equal
to its unconditional mean is assumed, the physical problem is not well-posed, because it
is non-realizable for arbitrary initial conditions. From a fundamental point of view this
certainly is unsatisfactory.
This problem can also be attacked in a different way. The physical process of scalar mixing
in turbulence is a dynamical balance between the molecular mixing and the generation of
scalar gradients by strain and shear due to the convective transport. Eddies of different
sizes interact with each other and the break-up deformation will increase scalar gradients
at those interacting interfaces. In dissipation element analysis, scalar gradients within the
elements determines their scalar difference. The statistics of the inner structure of the pas-
sive scalar and the scalar dissipation along trajectories of dissipation elements will enable
to reconstruct the statistics of χ in the entire field. If Z ′ is preset as the field variable for
dissipation element analysis, then along individual trajectories of each dissipation element,
two different coordinates, namely s, the arclength of trajectory, and Z ′, the value of passive
scalar, can be well defined because of the monotonous variation of Z ′ along trajectory to
work as an independent variable. It is possible to transform the passive scalar equation
in physical space to Z ′ space and to reduce to an one-dimensional equation. The idea has
been applied in different contexts. One example in turbulent combustion is the flamelet
transformation.
Peters [62] first derived the flamelet equations, in which the instantaneous value of the pas-
sive scalar Z appears as the independent variable and χ appears as an additional parameter
representing the influence of the turbulent mixture fraction field on the flamelet structure.
The biggest advantage of the representation in Z space, instead the original physical space,
lies in the closer correlation of the dependent variables, like the temperature and the mass
fractions, with Z than with the spatial coordinate. Actually spatial points are artificially
defined to locate the physical quantities in space. There is no definite correlation between
these points and fluid parameters to be studied. The dependent scalar variables of species
concentration Yi and temperature T , will be functions of Z to the first order approximation
in the vicinity of flame surfaces. This is based on boundary layer arguments, where molec-
ular transport in the direction of the gradient of Z is of leading order, while that on the
isosurfaces of Z can be neglected. Therefore the transformed equation in Z space possesses
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some remarkable advantages for numerical and theoretical analysis.
The dependance of χ on Z, however, is not known. From the definition of (9.1), it can
be seen that χ is determined by the scalar gradient, but not by the scalar itself. To relate
χ in physical space with that in Z space, some additional information, such as the spatial
properties of trajectories, will work as a linkage. In this chapter the expression of χ in Z ′,
the fluctuating part of Z, will be derived, from which the effect of the mean gradient of Z
can be revealed. In the coordinate Z ′, instead of the conventional spatial coordinates, some
new properties can be observed.
9.1 Examples of trajectories
In previous chapters a number of examples of dissipation elements have been shown for
illustration. In this chapter we will mainly concentrate on the inner structure of Z ′ and χ
along trajectories of individual elements to seek some general properties.
Because of the geometrical difficulty of showing the overall interaction among dissipation
elements in 3D flow fields, alternatively a 2D illustration in Fig. 9.1 is helpful to have a
general concept of the spatial configuration.
Figure 9.1: Overall distribution of dissipation elements in 2D space.
The 2D simulation of the scalar field is performed following the algorithm by M.Holzer and
E.Siggia [28]. The topology of dissipation elements in 2D space is much simpler than that
in 3D space, for example, the 3D interweaving structure does not appear in 2D space. Nev-
ertheless there are still some analogies, for instance quite elongated elements can also be
identified in this 2D plot, as well as strings of extremal points due to splitting.
The data used to analyze dissipation elements in 3D space is taken from DNS case 3 in
table 2.1, chapter 2, because of the fine resolution. Fig. 9.2 to 9.6 show some arbitrarily
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chosen dissipation elements after post-processing, with the distributions along trajectories
of both passive scalar and scalar dissipation. High scalar dissipation regions usually tend to
be highly concentrated, which can be attributed to intermittency.
Figure 9.2: A dissipation element with the distribution of Z ′(left) and χ(right)(l =
0.74,∆Z ′ = 0.82).
Figure 9.3: A dissipation element with the distribution of Z ′(left) and χ(right)(l =
1.17,∆Z ′ = 0.417).
By definition, Z ′ is always monotonous within elements. For convenience, Z ′ can be nor-
malized as Z∗, which is
Z∗ =
Z ′ − Z ′min
∆Z ′
=
Z ′ − Z ′min
Z ′max − Z ′min
. (9.2)
Thus the trajectories’ physical arclength s is related with Z∗ as
s = (Z ′max − Z ′min)
∫ Z∗
0
(
2D
χ
)1/2dZ∗. (9.3)
The comparison of the variations of χ in Z∗ and s coordinates along some arbitrary tra-
jectories of the above dissipation elements are shown in Fig. 9.7- 9.11. In physical space,
typically there is more than one peak of χ with narrow width within each dissipation element
in Fig. 9.2 to 9.6. This peaky structure can be more clearly seen from the profiles of χ along
s in Fig. 9.7- 9.11, where χ is plotted for several trajectories within a same element. These
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Figure 9.4: A dissipation element with the distribution of Z ′(left) and χ(right)(l =
0.242,∆Z ′ = 0.119).
Figure 9.5: A dissipation element with the distribution of Z ′(left) and χ(right)(l =
0.672,∆Z ′ = 0.215).
Figure 9.6: A dissipation element with the distribution of Z ′(left) and χ(right)(l =
0.789,∆Z ′ = 0.295).
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plots suggest that these structures, in terms of large χ, are usually relative rare while the
rest of domain remains quite inactive. D.Kushnir et al. [42] had concluded that the width
of dissipation layers, which is comparable with the widths of the peaky regions mentioned
above, is of the same order of magnitude as the Batchelor scale.
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Figure 9.7: Scalar dissipation along s(left) and Z∗(right), respectively, for several trajectories
of dissipation element 1.
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Figure 9.8: Same as Fig. 9.7, but for dissipation element 2.
When plotted as a function of Z∗, the profiles of χ are much more smooth and regular,
consisting of piecewise bell-shaped curves. This sharp difference between the two represen-
tations in Z∗ and s coordinates can be explained from the influence of χ in the integation
transform (9.3). Therefore analyzing χ in Z∗ space may lead to a better understanding in-
stead of doing that in s coordinate, which will be discussed in detail in next section through
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Figure 9.9: Same as Fig. 9.7, but for dissipation element 3.
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Figure 9.10: Same as Fig. 9.7, but for dissipation element 4.
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Figure 9.11: Same as Fig. 9.7, but for dissipation element 5.
the flamelet transformation.
9.2 A flamelet equation for the scalar dissipation rate
DNS results have shown the potential advantage of representing χ as a function of Z∗.
Analytically the representation in Z∗ space can be further investigated through a flamelet
transformation.
The governing equation for the passive scalar Z in physical space is
∂Z
∂t
+ v · ∇Z = D∇ · ∇Z. (9.4)
In homogeneous shear flows, if there is a constant mean gradient K of Z in x2 direction,
then the governing equation of the fluctuating passive scalar Z ′ = Z −Kx2 will be
∂Z ′
∂t
+ v2K + v · ∇Z ′ = D∇ · ∇Z ′, (9.5)
where v2 is the total velocity component in x2 direction.
A transformation to relate equation (9.5) directly to Z ′ can be done in (τ = t, Z1 =
Z ′, Z2, Z3), a curvilinear coordinate system attached on Z ′ iso-surfaces shown in Fig. 9.12,
instead of the Cartesian system (t, x, y, z).
In this curvilinear coordinate system the operator ∇ is defined as
∇ = e1h1 ∂
∂Z1
+ e2h2
∂
∂Z2
+ e3h3
∂
∂Z3
, (9.6)
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Figure 9.12: The curvilinear coordinate system attached on iso-surfaces of constant Z ′.
in which Z1 = Z ′ and the Lame coefficients in Eq. (9.6) is
h1 =
∂Z1
∂s1
=
∂Z ′
∂s1
h2 =
∂Z2
∂s2
h3 =
∂Z3
∂s3
,
where s1, s2 and s3 are the physical dimensions in e1, e2 and e3 three spatial directions,
respectively. The selection Z1 = Z ′ ensures the curvilinear coordinate system always move
together with constant Z ′. h1 =
∂Z ′
∂s1
means the gradient of scalar Z ′ in the normal direction.
In this new curvilinear coordinate system, the fluid velocity v still remains the same as that
in the Cartesian system, but not affected by the Lame coefficients.
By choosing time-independent Z2 and Z3, but with Z ′ being a function of t, the time
derivative term in the new coordinate system becomes
∂
∂t
=
∂
∂τ
+
∂Z ′
∂t
∂
∂Z ′
. (9.7)
Multiplying on both sides of Eq. (9.5) an operator of 4D
∂Z ′
∂s1
∂
∂s1
, one obtains
4D
∂Z ′
∂s1
∂
∂s1
(
∂Z ′
∂t
)︸ ︷︷ ︸
A
+ 4D
∂Z ′
∂s1
∂
∂s1
(v2K)︸ ︷︷ ︸
B
+ 4D
∂Z ′
∂s1
∂
∂s1
(v · ∇Z ′)︸ ︷︷ ︸
C
= 4D
∂Z ′
∂s1
∂
∂s1
(D∇ · ∇Z ′)︸ ︷︷ ︸
E
.
(9.8)
These terms A, B, C and E in Eq. (9.8) can be rewritten as follows.
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1.
A = 4D
∂Z ′
∂s1
∂
∂s1
(
∂Z ′
∂t
) = 4D
∂Z ′
∂s1
∂
∂t
(
∂Z ′
∂s1
)
=
∂χ
∂t
=
∂χ
∂τ︸︷︷︸
A1
+
∂Z ′
∂t
∂χ
∂Z ′︸ ︷︷ ︸
A2
;
(9.9)
2.
B = 4D
∂Z ′
∂s1
∂
∂s1
(v2K) = 4DK
∂Z ′
∂s1
∂v2
∂s1
= 4DK
∂Z ′
∂s1
∂Z ′
∂s1
∂v2
∂Z ′
= 2Kχ
∂v2
∂Z ′
;
(9.10)
3. Since the curvilinear coordinate system is built on isosurfaces, derivatives in two tan-
gent directions will vanish. Therefore writing out the ∇-operator in terms of C and
E, one obtains
C = 4D
∂Z ′
∂s1
∂
∂s1
(v · ∇Z ′)
= 4D
∂Z ′
∂s1
∂
∂s1
(ve1
∂Z ′
∂s1
∂Z ′
∂Z ′
+ ve2
∂Z ′
∂Z2
+ ve3
∂Z
∂Z3
) = 4D
∂Z ′
∂s1
∂
∂s1
(ve1
∂Z ′
∂s1
)
= 4D
∂Z ′
∂s1
∂ve1
∂s1
∂Z ′
∂s1
+ 4D
∂Z ′
∂s1
ve1
∂
∂s1
(
∂Z ′
∂s1
)
= −2aχ+ ve1
∂χ
∂s1
= −2aχ︸ ︷︷ ︸
C1
+ ve1
∂Z ′
∂s1
∂χ
∂Z ′︸ ︷︷ ︸
C2
,
(9.11)
where vei (i = 1, 2, 3) is the velocity projection on ei and the compressive strain a is
defined as
a = −n · ∇v · n (9.12)
and n = ∇Z ′/|∇Z ′| is the normal vector to Z ′ isosurfaces.
4. From the identity of
4D∇ · ∇Z ′ = 4D∇ · (e1
∂Z ′
∂s1
∂Z ′
∂Z ′
+ e2
∂Z ′
∂Z2
+ e3
∂Z ′
∂Z3
) = 4D∇ · (e1
∂Z ′
∂s1
)
= 4D
∂Z ′
∂s1
∇ · (e1) + 4D
∂
∂s1
(
∂Z ′
∂s1
)
= −4D∂Z
′
∂s1
κ+ 4D
∂Z ′
∂s1
∂
∂Z ′
(
∂Z ′
∂s1
)
= −4D∂Z
′
∂s1
κ+
∂χ
∂Z ′
,
(9.13)
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it yields
E = D
∂Z ′
∂s1
∂
∂s1
(−4D∂Z
′
∂s1
κ+
∂χ
∂Z ′
)
= −4D2 ∂Z
′
∂s1
∂
∂s1
(
∂Z ′
∂s1
κ) +D
∂Z ′
∂s1
∂
∂s1
(
∂χ
∂Z ′
)
= −4D2κ∂Z
′
∂s1
∂
∂s1
(
∂Z ′
∂s1
)− 4D2(∂Z
′
∂s1
)2
∂
∂s1
(κ) +D
∂Z ′
∂s1
∂
∂s1
(
∂χ
∂Z ′
)
= −Dκ ∂χ
∂s1
− 2Dχ ∂κ
∂s1
+
χ
2
∂
∂Z ′
(
∂χ
∂Z ′
).
(9.14)
Actually, the original governing equation (9.5) can be rewritten as
∂Z ′
∂t
+ v2K + ve1
∂Z ′
∂s1
= D∇ · ∇Z ′, (9.15)
from which the sum of term A2 and C2 can be written as
A2 + C2 =
∂χ
∂Z ′
(
1
4
∂χ
∂Z ′
−D∂Z
′
∂s1
κ− v2K).
After collecting all of the terms above, the final transformed version of the χ-equation
becomes
∂χ
∂τ
= −2Kχ∂v2
∂Z ′
+ 2aχ+
∂χ
∂Z ′
(v2K − 14
∂χ
∂Z ′
+D
∂Z ′
∂s1
κ)
−Dκ ∂χ
∂s1
− 2Dχ ∂κ
∂s1
+
χ
2
∂
∂Z ′
(
∂χ
∂Z ′
)
= 2aχ− 1
4
(
∂χ
∂Z ′
)2 − 2Dχ ∂κ
∂s1
+
χ
2
∂2χ
∂Z ′2
+K(v2
∂χ
∂Z ′
− 2χ∂v2
∂Z ′
).
(9.16)
In this equation, the term −2Dχ ∂κ
∂s1
= −(2D)1/2χ3/2 ∂κ
∂Z ′
depends on the variation of the
curvature along the normal direction, which can be treated as a parameter related with
the geometrical properties of isosurfaces. For total Z rather than Z ′, a similar equation
without the curvature term in quasi-one-dimensional dissipation layer has been derived by
Peters [63] and the terms containing the mean scalar gradient K do not appear there. The
velocity field in Eq. (9.16) is an external input, because the linear governing equation of
scalar is closed.
Furthermore χ can be presented in the normalized Z∗ coordinate, defined in (9.2). In doing
this, a new set of independent variables (τˆ = τ, Z∗) is introduced to replace (τ, Z ′). Because
for each dissipation element ∆Z ′ is also a function of time, the corresponding Jacobian is
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given by the following relation
∂
∂τ
= (−b+ Z∗(c+ b)) ∂
∂Z∗
+
∂
∂τˆ
∂
∂Z ′
=
1
∆Z ′
∂
∂Z∗
,
(9.17)
where
b =
1
∆Z ′
∂Z ′min
∂t
, c = − 1
∆Z ′
∂Z ′max
∂t
. (9.18)
The drift velocities of ending points b and c show the effect of moving boundaries.
Thus Eq. (9.16) becomes
(∆Z ′)2
∂χ
∂τˆ
=
χ
2
∂2χ
∂(Z∗)2
+ 2a(∆Z ′)2χ− 1
4
(
∂χ
∂Z∗
)2 − (2D)1/2χ3/2(∆Z ′) ∂κ
∂Z∗
+K(∆Z ′)(v2
∂χ
∂Z∗
− 2χ ∂v2
∂Z∗
) + (∆Z ′)2(b− Z∗(c+ b)) ∂χ
∂Z∗
.
(9.19)
Now the boundary conditions for Eq. (9.19) are
χ|Z∗=0,1 = 0. (9.20)
A special solution of Eq. (9.19) (written in terms of Z rather than Z ′) has been discussed
by Peters and Trouillet [63]. If the curvature term vanishes and K = 0 in (9.19), and also
c is set equal to b, the solution with a constant compressive strain a, there exists a closed
solution
χ(Z∗) = 2beat(∆Z ′)2Z∗(1− Z∗). (9.21)
We now further non-dimensionalize Eq. (9.19). The most natural scaling for χ will be
the mean scalar dissipation rate 〈χ〉. Setting production equal to dissipation in the scalar
variance equation relates the mean dissipation with the mean scalar gradient as
〈χ〉 = 2Dt〈 ∂Z
∂x2
〉2 = 2DtK2, (9.22)
where Dt is the turbulent diffusivity. By dimensional analysis, Dt should scale as
Dt =
l2t
tref
= l2t 〈
dv1
dx2
〉, (9.23)
where tref is the inverse of the mean velocity gradient, representing the inverse of the integral
time scale.
Since ∆Z ′ scales with the mean scalar gradient K, we can also write
∆Z ′ = αltK, (9.24)
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thereby introducing an additional coefficient of α.
With the following normalization
τ∗ = 2
τˆ
tref
, a∗ = atref , b∗ = btref ,
c∗ = ctref , v∗2 = v2
tref
lt
, k∗ = klt, χ∗ =
χ
〈χ〉,
(9.25)
one obtains
α2
∂χ∗
∂τ∗
=
χ∗
2
∂2χ∗
∂Z∗2
+ 2a∗α2χ∗ − 1
4
(
∂χ∗
∂Z∗
)2 − ( 2
ScRe
)1/2χ∗3/2α
∂κ∗
∂Z∗
+ α(v∗2
∂χ∗
∂Z∗
− 2χ∗ ∂v
∗
2
∂Z∗
) + α2(b∗ − Z∗(c∗ + b∗)) ∂χ
∗
∂Z∗
,
(9.26)
where the Schmidt number Sc and Reynolds number Re are defined as
Sc =
ν
D
, Re =
l2t
ν
d〈v1〉
dx2
. (9.27)
9.3 Numerical evaluation of different terms
To obtain more detailed information about the statistical behavior of Eq. (9.26), we will
compare in the following three different groups of dissipation elements with the lengths of
group 1: 0.2 < l/lmean < 0.5
group 2: 0.7 < l/lmean < 1.0
group 3: 1.5 < l/lmean < 2.0
First the PDFs of Z∗ for the grid points in these three groups of DNS case 3 are shown
in Fig. 9.13. A clear tendency is that for larger dissipation elements, grid points close to
extremal points with Z∗ = 0 and Z∗ = 1 will be less, while more grid points will move
toward the middle with Z∗ = 0.5.
Several overall properties, including the conditional mean and conditional r.m.s. of χ on
Z∗, the conditional mean of compressive strain a and the conditional PDF of χ on Z∗ of the
same DNS case are presented in Fig. 9.14, 9.15 and 9.16 for group 1, 2 and 3, respectively.
There we can see that, approximately the mean compressive strain a is constant with a
very weak dependence on the length of elements and on Z∗. The value of a varies between
2 to 2.5, the same order of magnitude as the imposed mean velocity gradient. Also that
mean a is positive indicates that trajectories, therefore dissipation elements, on average are
preferentially aligned with the most compressive direction.
From the profiles of the mean χ and its r.m.s σ, we can see that χ and σ have a similar
bell-shaped form, with σ approximately 2 times the value of χ. At the two ending points
Z∗ = 0 and Z∗ = 1, the mean and variance go to zero because of the zero-gradient of the
scalar at extremal points. When dissipation elements are longer, χ decreases, as well as the
r.m.s. σ. The shape of the mean χ approximately fits the special solution (9.21).
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Figure 9.13: PDFs of Z∗ in the three groups from the DNS case 3.
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Figure 9.14: Group 1: (a) Conditional mean compressive strain and conditional mean χ
and r.m.s. σ with reference to Z∗. The average value of the parameters are:〈b〉 = 0.885 and
〈c〉 = 1.042 as well as 〈(∆Z ′)2b〉 = 0.174 and 〈(∆Z ′)2b〉 = 0.193; (b) PDF of lnχ compared
with the lognormal model.
143
Z*
0 0.25 0.5 0.75 1
0
0.05
0.1
0.15
0.2
0.25
0
0.5
1
1.5
2
2.5
3
<χ| >
σ
σ
<χ| > <a|Z >
<a|Z >
Z
*
*
Z* *
(a)
-15 -10 -5 0 5
10-3
10-2
10-1
group 2
lognormal
pd
f(ln
())
ln( )
χ
χ
µ=−3.9720
σ=1.7788
(b)
Figure 9.15: Group 2: (a) Conditional mean compressive strain and conditional mean χ
and r.m.s. σ with reference to Z∗. The average value of the parameters are:〈b〉 = 0.594 and
〈c〉 = 0.691 as well as 〈(∆Z ′)2b〉 = 0.180 and 〈(∆Z ′)2b〉 = 0.226; (b) PDF of lnχ compared
with the lognormal model.
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Figure 9.16: Group 3: (a) Conditional mean compressive strain and conditional mean χ
and r.m.s. σ with reference to Z∗. The average value of the parameters are:〈b〉 = 0.373 and
〈c〉 = 0.553 as well as 〈(∆Z ′)2b〉 = 0.197 and 〈(∆Z ′)2b〉 = 0.285; (b) PDF of lnχ compared
with the lognormal model.
144
The PDFs of scalar dissipation χ, as well as energy dissipation ε have been extensively
discussed. In experimental data by Jayesh & Warhaft [30] and Buch & Dahm [9], the PDF
of lnχ is close to Gaussian with a slight negative skewness. However, other observations by
Vedula et al [86] and Frisch [22] show no clear tendency of lognormality of the PDF of χ.
The plots on the r.h.s. of Fig. 9.14-9.16 also are inconsistent with the log-normal assumption
by Kolmogorov [35]. The tail in the PDF of lnχ for large positive χ deviates from Gaussian
earlier and more, while the tail for large negative χ is relatively closer to Gaussian. The
same behavior has also been reported in literature [86].
In order to estimate the magnitude of different terms in Eq. (9.26) and the Reynolds number
effect, we have plotted their conditional means from DNS case 3 and 6 for the three different
groups in Fig. 9.17- 9.19(a) and (b). For convenience, denote these terms as A to H following
the way they appear in the equation, specifically:
A: the unsteady term on the l.h.s.;
B: the diffusive term;
C: the production term proportional to a∗;
D: the dissipation term;
E: the curvature term.
F and G: two smaller source terms containing the mean scalar gradient K;
H: the propagation term containing the parameters of b∗ and c∗.
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Figure 9.17: Scalar dissipation budget in (Z∗, τ) coordinate of group 1 from Eq. (9.16) for
(a) DNS case 3 and (b) DNS case 6.
The time derivative term A is calculated by adding up the terms on the r.h.s. of Eq. (9.26)
(the normalized Eq. (9.19)). It does not vanish as usual in statistically steady processes, but
on the contrary, is one of the largest terms in these plots. Because Eq. (9.26) is considered
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Figure 9.18: Scalar dissipation budget in (Z∗, τ) coordinate of group 2 from Eq. (9.16) for
(a) DNS case 3 and (b) DNS case 6.
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Figure 9.19: Scalar dissipation budget in (Z∗, τ) coordinate of group 3 from Eq. (9.16) for
(a) DNS case 3 and (b) DNS case 6.
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in Z∗ coordinate, the boundaries of dissipation elements will change rapidly and the initial
condition becomes randomly fluctuating in the moving coordinate. As a consequence the
value of χ at constant Z∗ for each dissipation element can not be steady and its time
derivative will be non-zero, even though on spatial average χ is constant in a steady turbulent
flow.
The difference between Eq. (9.16) and Eq. (9.19) is theH term essentially, which is relatively
small. Therefore, ∂χ/∂τ can be approximated by ∂χ/∂τˆ (term A without normalization).
Some discussion about ∂χ/∂τ , the temporal variation of χ in a moving coordinate attached
with constant Z ′, will be helpful to understand the properties of the flamelet equation better.
In general
∂χ
∂τ
6= 0 (but ∂χ
∂τ
= 0). (9.28)
From the relation
∂χ
∂t
=
∂χ
∂τ
+
∂Z ′
∂t
∂χ
∂Z ′
, (9.29)
where ∂Z ′/∂t can be obtained from the scalar governing equation, furthermore the time
derivative in a fixed spatial coordinate ∂χ/∂t has been calculated, shown in Fig. 9.20(a) and
(b) for case 3 and 6, respectively. It is clear that fluctuation of ∂χ/∂t for small dissipation
elements (group 1) is larger than large elements (group 3). Specifically on average for
Z∗ < 0.5, it is positive while for Z∗ > 0.5 it is negative. But overall the negative and
positive parts have almost the same area, which suggests the integration of ∂χ/∂t for all
grid points in a steady turbulent flow should be zero.
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Figure 9.20: The variation of ∂χ/∂t with Z∗ for (a) DNS case 3 and (b) DNS case 6.
Specially the detailed numerical discussion of the time derivative term ∂χ/∂τ requires a
coordinate moving with constant Z ′ and therefore the dynamical behavior of dissipation
elements is needed, which, however, at this stage is still absent. A tentative explanation of
the process is illustrated in Fig. 9.21. Usually on average in regions around extremal points
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with Z∗ ∼ 0 or Z∗ ∼ 1, χ is of small values, while in regions around Z∗ = 0.5, χ will relatively
be larger. In the coordinates moving with constant Z∗ during the evolution of dissipation
elements, small χ in regions of Z∗ ∼ 0 or Z∗ ∼ 1 will tend to increase continuously and these
rare large χ may disappear at high−out1 and high−out2, when dissipation elements jump
by splitting, cutting, reattachment or reconnection etc. Comparatively at Z∗ ∼ 0.5 larger
χ will tend to decrease and these rare small χ will disappear at low − out when dissipation
elements jump. The jumped χ at high − out1 and high − out2 will join χ with Z∗ ∼ 0.5
at high − in, and those χ at low − out will go to low − in1 and low − in2. Therefore
in continuously evolving dissipation elements,
∂χ
∂τ
around extremal points will be positive,
while negative around middle points, as the numerical results in Fig. 9.17- 9.19.
high−out1 high−out2high−inχ
Z*~0.5 Z*~1.0Z*~0
    
         
low−in1 low−out low−in2
Figure 9.21: Illustrative explanation for the time derivative term
∂χ
∂τ
.
Other interesting points worthy of discussing are listed as follows.
1. the largest positive term is the production term C, which is proportional to a∗. In gen-
eral, the dominant physical processes for scalar mixing problems are those of nonlinear
amplification of scalar gradients by strain rate, and reduction by molecular diffusivity.
Once locally the gradient becomes so large that the diffusive destruction can balance
the construction by compressive strain, then the building-up of χ will stop.
2. The diffusive term B overall is the largest negative term to reduce strong gradients
of the scalar, i.e. regions with large χ, but in the vicinity of extremal points it can
also be positive. Differently from the original Navier-Stokes equations, the ’diffusion
coefficient’ in this term is the dependent variable χ itself instead of the constant scalar
diffusivity. Approximately B will counteract the production term C.
3. E, the term containing the curvature, is relatively larger in case 3 with a Reynolds
number 98.7 and smaller in case 6 with a Reynolds number 170.0. It is of the same
order of magnitude as the dissipation termD. Because of the presence of the molecular
diffusivity, E may be expected to be negligible for high Reynolds number turbulence,
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provided that the gradient of the curvature does not increase. In a later section,
properties of curvature will further be discussed.
4. The two terms F and G are relatively small, but will work as a secular source to
show the effect of the mean scalar gradient K, with which the scalar mixing process
is sustained to prevent χ from decaying continuously.
9.4 The scaling of conditional mean scalar dissipation
One of the central motivations to study the flamelet equation (9.26) for scalar dissipation is
to understand the dependence of 〈χ〉, the mean of scalar dissipation within each dissipation
element, on the two characteristic parameters l or ∆Z ′. Dissipation elements can differently
be identified by setting different field variables as scalar. For the problem of χ, two most
meaningful field variables can be selected as the passive scalar and χ itself. Accordingly,
the typical results of 〈χ〉 from the two different fields are shown in Fig. 9.22 (a) and (b).
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Figure 9.22: Scaling of 〈χ|l〉(l): (a) setting Z ′ as field variable; (b) setting χ as field variable.
It can be seen that for these two different field variables the scalings of 〈χ〉 are almost same,
both of which are slightly less than 2/3. It suggests that the scaling of scalar dissipation
with respect to l may be some intrinsic property of turbulence, but not related to specific
field variables.
As it has been discussed, on average the shape of dissipation elements are rod-like and
the diameter can be approximated as a constant. Therefore V , the volume of dissipation
elements, is proportional to the length of elements, i.e. V ∝ l. By definition, the mean
scalar dissipation contained in different dissipation elements, which is a natural counterpart
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of the local mean in the K62 hypotheses [35], can be calculated as
〈χ|l〉 = 1
V
∫
χdV ≈ 1
lA
∫
χdsA ≈ 1
l
∫
χ
ds
dZ ′
dZ ′
=
1
l
∫
χ
√
2D
χ
dZ ′ =
∆Z ′
l
∫ 1
0
√
2DχdZ∗
(9.30)
As shown by the examples of the variation of χ in Z∗ space, profiles of χ usually can be
approximated by one or several parabolas, which together cover almost the entire domain
[0, 1] in Z∗ space. In other words, χ is intermittent in physical space, however, not in-
termittent in Z∗ space. The dependance of χ on Z∗ is determined by Eq. (9.19), which
may be independent of l 3, the length of dissipation elements in physical space. Therefore
the integration I =
∫ 1
0
√
2DχdZ∗ should be independent of l as well. By noticing that on
average
∆Z ′
l
∝ l
1/3
l
= l−2/3, (9.31)
finally it yields from (9.30) that 〈χ|l〉 ∝ l−2/3.
9.5 Relation of scalar dissipation with strain rate fluctuations
In Eq. (9.16) the compressive strain a can be considered as an external input. J.Martina et
al [46] had a discussion of the model for the evolution of scalar gradients in turbulence. By
a linear estimation of the diffusive term in the scalar gradient evolution equation, the joint
PDF of scalar dissipation and strain rate can be modeled. The DNS and model results can
show some qualitative agreement.
From the DNS case 3 and 6 in table 2.1, the PDF of (−a), which is named as strain rate,
is given in Fig. 9.23. The distribution of −a is asymmetric with two exponential tails on
both sides. The overall average of −a is negative. A clear tendency is that the PDF is more
stretched with higher Reynolds numbers.
Fig. 9.24 shows the PDF of −aχ calculated from case 6. Due to the effect of asymmetry of
a, there is a strong asymmetry in 9.24 as well.
From the definition of the compressive strain in Eq. (9.12), a is the projection of the velocity
gradient in the direction of scalar trajectories. The typical structures of a and χ on a same
2D cross-section slice taken from 3D DNS are shown in Fig. 9.25(a) and (b), respectively.
Clearly there are some correlation between the isolines in these two plots. It is clear that
the typical thickness of dissipation layers and also the thickness of compressive strain layers
are approximately 10η.
The following scatter plot in Fig. 9.26 presents this correlation quantitatively. We can see
that between χ and a there exists a negative correlation, which states that larger χ will
occur at negative strain (compressive strain), while smaller χ usually correspond to positive
strain (extensive strain). This is consistent with the alignment between scalar gradients and
compressive strain, which has been observed previously [3].
This correlation can also be seen from the inner structure of dissipation elements. We show
3It can depend on l through ∆Z′. However, this dependence may be not very explicit.
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Figure 9.23: PDF of strain rate −a.
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Figure 9.24: PDF of −aχ.
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(a)
(b)
Figure 9.25: The 2D distribution of (a) strain rate a and (b) scalar dissipation χ at a same
slice from 3D DNS.
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Figure 9.26: Correlation of scalar dissipation χ with strain rate −a.
along several individual trajectories the variations of a and χ in the physical arclengh s
coordinate in Fig. 9.27-9.31. Along individual trajectories a general property is that large
negative a will lead to smaller dissipation, while large positive a will build intensive χ.
9.6 Properties of curvature
The curvature term κ in Eq. (9.16) is defined as κ = −∇ · n. Theoretically once the
passive scalar field is given, then normal vector n of a given isosurface will also be uniquely
determined and the curvature can be evaluated. Actually, κ can be further decomposed as
−κ = ∇ · n = ∂n1
∂Z ′1
+ (
∂n2
∂Z ′2
+
∂n3
∂Z ′3
). (9.32)
From differential geometry, the first part
∂n1
∂Z ′1
will vanish and the last two terms together
can be interpreted as the mean curvature of the local isosurface, i.e.
∇n = ∂n2
∂Z2
+
∂n3
∂Z3
= −(k1 + k2), (9.33)
where k1 and k2 are the two principle curvatures of local isosurface. The numerical results
of the variation of the conditional mean 〈κ|Z∗〉 as a function of Z∗ for the three different
groups are shown in Fig. 9.32.
We can see that the absolute value of 〈κ|Z∗〉 for smaller dissipation elements will be a little
larger, which shows that on average the isosurfaces of trajectories of larger elements will
be flatter. The curvature term H in Fig. 9.17- 9.19 will encounter a singularity problem
at critical (extremal or saddle) points, around which κ becomes infinite. Theoretically at a
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Figure 9.27: Examples of the co-distribution of stain rate and dissipation along trajectory
for element 1.
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Figure 9.28: Examples of the co-distribution of stain rate and dissipation along trajectory
for element 2.
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Figure 9.29: Examples of the co-distribution of stain rate and dissipation along trajectory
for element 3.
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Figure 9.30: Examples of the co-distribution of stain rate and dissipation along trajectory
for element 4.
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Figure 9.31: Examples of the co-distribution of stain rate and dissipation along trajectory
for element 5.
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Figure 9.32: Conditional mean 〈κ|Z∗〉 with reference to Z∗.
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short distance s from extremal or saddle points, κ can be estimated as κ ∼ 1
s
and χ there
will be of the order s2, determined from the passive scalar’s diffusion equation. Therefore
the grouping χ
κ
s
will depend only on the scalar diffusivity and tend to a constant when
approaching the extremal points. This analysis can be revealed in the numerical results of
E term in Fig. 9.17- 9.19, in which for both Reynolds numbers the values of E close to
Z∗ = 0, 1 are around some constants, but independent of the length of dissipation elements.
Interestingly enough, it has been found that statistically large dissipation χ will exclude
large curvature κ, as shown in the correlation of χ and κ in Fig. 9.33. In the next chapter,
results from DNS will show that the regions of large χ typically are sheet-like planes with
a span of integral length and a thickness of the Batchelor scale. Therefore the curvature of
these sheets will be relative small.
Also the correlation of a and κ is presented in Fig. 9.34. As expected, since large negative
strain rates will enhance χ and large χ corresponds to small κ, consequently large negative
strain rate will correlate with small κ.
Figure 9.33: The correlation of scalar dissi-
pation with curvature.
Figure 9.34: The correlation of curvature
with strain rate.
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10 Intermittency and anisotropy
In turbulent flows, intermittency was first observed by Batchelor and Townsend in 1949 [5],
but had been anticipated independently by Landau [88]. During the cascade process, the
fluctuation of energy dissipation averaged on certain scales will be successively amplified
when the scales become smaller and smaller. Therefore in turbulent flows there may exist
locally strong events and this occurrence makes the turbulence inhomogeneous, and tem-
porally and spatially complex structures are involved. Not only for energy dissipation,
intermittency can happen also for other turbulent field variables, like scalar dissipation, ve-
locity components etc. The phenomena of intermittency has been extensively studied both
by experiments and modeling [6], [70], [40], [95], [47].
Intermittency is one of the central themes of nonlinear dynamics and may be the outcome
of a large class of nonlinear systems. However, the universal properties of specific problems
remain open questions. What is the appropriate kinematic description of intermittency, and
how different is it for different nonlinear systems, different boundary and initial conditions?
In terms of these open questions, as commented by M.Kholmyansky and A.Tsinober [29],
’there is no consensus on the meaning of the term intermittency even in the community
working in the field of fluid turbulence.’
Another important character of turbulent flows is anisotropy, which indicates a orienta-
tion preference of some spatial geometrical structures. Anisotropy may be intimately con-
nected with intermittency. For example, Warhaft [88][90] pointed out that intermittency
and anisotropy result from the same cause that rare intense events at the integral scale
directly couple to the small scales, in spite of the common believe that the interaction of
eddies is a cascade process with larger sizes going down continuously to smaller ones.
In this chapter, the explanation of intermittency and anisotropy from the view point of dis-
sipation element analysis will be presented, which may shed new light on the understanding
and be helpful to indicate in which directions the research interests should develop and
focus.
10.1 The structure function and self-similarity of the conditional
PDF
Although the K41 hypotheses have been successfully used for predicting 3D energy spectra
and second-order structure functions, it was modified because of the failure to explain a
number of observations related to the inhomogeneous structures or intermittency in turbu-
lence. Therefore based on a proposal by Obukhov [57], Kolmogorov [35] refined his K41
similarity hypotheses, following the consideration that in large Reynolds number turbulent
flows, the energy dissipation rate ε will fluctuate strongly and the statistics at a scale r will
depend on the local dissipation εr rather than the average ε.
In fact, strong fluctuations, not only of energy dissipation, but also of scalar dissipation and
other variables, seem to be generic for many statistical process. There is a similar comment
by Stolovitzky and Sreenivasan from 1D Brownian motion demonstration [77]. With an
analogous definition of dissipation in 1D space, they claimed that under certain conditions,
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the refined hypothesis is a natural outcome.
Generally for a field variable A, ∆A = A(x + r) − A(x), the difference corresponding to
any two spatial points in the inertial range with a separating distance r, will fluctuate. A
self-similar conditional PDF P (∆A|r) assumes a form
P (∆A|r) = 1
σ(r)
f(
∆A
σ(r)
), (10.1)
where σ(r) is a scaling factor, which can be, for instance, the variance of a Gaussian PDF.
The pre-coefficient
1
σ(r)
is necessary for the normalization of PDF. Thus the nth moment
structure function of A, defined as the conditional mean of the nth power of ∆A (conditional
on r), is
〈∆An|r〉 =
∫ ∞
0
1
σ(r)
f(
∆A
σ(r)
)∆And∆A
=
∫ ∞
0
1
σ(r)
f(
∆A
σ(r)
)(
∆A
σ(r)
)nσ(r)nd∆A = σ(r)nK(n),
(10.2)
where K(n) =
∫∞
0
f(
∆A
σ(r)
)(
∆A
σ(r)
)nd
∆A
σ(r)
is a coefficient only related to n, but independent of
r. Therefore under the self-similarity condition, the scaling exponent of moment structure
functions is linear with the moment order n, which corresponds to the postulation in the
K41 hypotheses.
The intermittent nature of turbulence, which is evident both at the dissipative and inertial
scales, suggests that turbulence may not be a self-similar process. The stochastic process at
large scales is supposed to fluctuate in a normal manner as Gaussian, and therefore are not
intermittent [88] [78]. Intermittency is caused by extreme excursions due to strong concen-
trated events that happen more often than predicted by Gaussian statistics. If intermittency
happens, then P (∆A|r) for small r must deviate from Gaussian. In this regard generally it
is believed that intermittency can essentially be defined as the departure from a Gaussian
distribution at the small scales. Intermittency implies non-Gaussianity.
Typical DNS results for P (∆φ′|r) and P (∆u′|r), the conditional PDF of the fluctuating pas-
sive scalar difference ∆φ and the fluctuating velocity difference ∆u, respectively, are shown
in Fig. 10.1 (a) and (b). Similar results can be found in the literature [78] [89]. It is clear
that at large scales, the PDFs are nearly Gaussian, while at small scales these distributions
become more stretched and deviate strongly from Gaussian.
10.2 Relation of intermittency and joint PDF
For a turbulent field variable A, in the inertial range the scaling exponent of different moment
structure functions can be expressed as
〈(∆A)n|r〉 ∼ rp(n). (10.3)
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Figure 10.1: Conditional PDFs of (a) ∆φ′ and (b)∆u′ at different distances from DNS case
6.
From Eq. (10.2), it is known that for self-similar conditional PDFs, which are the cases
in non-intermittent turbulent flows, p(n) is linear with n. Intermittency will deviate p(n)
from being linear, or equivalently, lead to the non-selfsimilarity of P (∆A|r). Specially for
fluctuating velocity and passive scalar, the structure functions can be expressed as
〈(∆u|r)n〉 ∝ rζn
〈(∆φ|r)n〉 ∝ rξn ,
(10.4)
where the power n should be larger than 1 because of the triviality of the first order. A bet-
ter scaling may be obtained, if the absolute value |∆ · | is used instead of ∆· [75]. However,
the asymmetry of odd order moments can not be revealed then.
Much theoretical work, virtually all based on the cascade model, has been devoted for the
discussion of the function p(n) [70], [40], [95], [47]. For example, She et al., starting from a
hypothesis of self-similar structure postulation and a reasonable physical structure analysis,
modeled a universal scaling with excellent agreement with experiments [70]. Kraichnan [40]
derived an explicit expression for the scaling exponents under the infinitely rapid change
approximation of the velocity field. The result yields a square root variation of ξn with n,
which can be partially verified by numerical investigation.
Generally such intermittency models can work well within the range explored by experi-
ments, but may depart outside, which suggests they might be helpful mainly for illustrative
understanding. However, the scaling p(n) by itself is not able to provide a sufficient descrip-
tion of what is happening in the turbulent field.
Compared with the scaling exponent function p(n), the joint PDF P (∆A, r) is more general
and allows to extract other relevant properties. For example, structure functions of different
moments are implied and then their scaling exponents can be treated as a derived result.
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Kraichnan [41] and Yakhot [95] discussed P (∆A, r) based on a evolution equation of scalar
structure function [40]. Although certain postulates and mathematical simplifications are
assumed, the final result is still enlightening and non-trivial.
10.2.1 Explanation of intermittency from dissipation element analysis
The joint PDF P (∆φ′, l) in dissipation element analysis is a counterpart of P (∆A, r) and
has been modeled in chapter 7. Fig. 10.2(a) and (b) show the typical results from the model
and the DNS, respectively.
l0 1 2 3 4 5
0.0
1.0
2.0
3.0
∆φ’
a
l0 1 2 3 4 5
0
1
2
3
∆φ’
b
Figure 10.2: The joint PDF from (a) modeling and (b) DNS.
Considering the conditional PDF of P (∆φ′|l) at different scales l, one obtains the profiles
in Fig. 10.3. Both from the DNS and model results, it is clear that at a small scale l = 0.3,
the conditional PDF is strongly skewed toward large ∆φ′, while at a large scale l = 2.0,
the conditional PDF is less skewed and more symmetric with a large width, which implies
a large fluctuation. This is a natural reflection of a more frequent occurrence of strong
events when the length scale is small. For the passive scalar in turbulence, at the fronts of
strongly interacting eddies, a representative configuration of ’intense events’ (so-called the
cliff structure) is observed, characterized by a small thickness with a large scalar jump [81].
Dissipation elements around these regions correspondingly will also have small lengths and
large scalar differences, which then is represented in the conditional PDF by some samples
with large ∆φ′ at small scales.
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Figure 10.3: Conditional PDFs at different scales.
The intermittent behavior can also be described quantitatively with the skewness and flat-
ness of the conditional PDF, shown in Fig. 10.4 and 10.5, respectively. For a Gaussian field
without intermittency, the skewness and flatness are 0 and 3, respectively. Going from large
scales to small scales, the skewness and flatness of the conditional PDF differ strongly from
the values of Gaussian PDF.
For the passive scalar problem, ξn in Eq. (10.4) can be defined similarly from dissipation
element analysis as
〈(∆φ′)n|l〉 =
∫ ∞
0
(∆φ′)nP (∆φ′|l)d∆φ′ ∝ lξn , (10.5)
where P (∆φ′|l) is the conditional PDF. The difference between Eq. (10.5) and (10.4) is
that l is the length of dissipation elements rather than the separating distance between two
arbitrary spatial points.
Calculated from the joint PDF model, ξn in (10.5) also depends on l. Different l can lead
to different bending of ξn. Specifically when l is larger, ξn will be larger too. The numerical
calculation of ξn in (10.5) both from DNS and the joint PDF model (where ξn is taken at
l = 1.8), compared with several experimental data from the classic definition in Eq. (10.4),
is shown in Fig. 10.6.
Due to intermittency, the conditional PDF P (∆φ′|l) is no longer self-similar at different
scales and then ξn defined in Eq. (10.5) differs clearly from the linear dependance on n.
Because of the restriction of the continuity equation, the intense spots of velocity components
in turbulent flows is much weaker, which manifests a stronger intermittency in the passive
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Figure 10.5: Flatness with reference to l.
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Figure 10.6: The variation of ξn with respect to n, both from dissipation element analysis
of a passive scalar and the classical definition (10.4).
scalar field. It is believed that for the passive scalar, intermittency happens even at low
Reynolds numbers. The deviation of ξn for the passive scalar is larger that of ζn for the
velocity components [88].
10.3 Structure of energy dissipation and scalar dissipation
In turbulent flows, kinetic energy k and passive scalar energy φ′2 are the two most important
global parameters. For statistically steady turbulence, the general balance in the governing
equations of φ′2 and k is that the production terms should approximately be equal to the
scalar dissipation χ and the energy dissipation ε, respectively. Their definitions are given
by
χ = 2D|∇Z ′|2 (10.6)
and
ε = 2νsijsij , (10.7)
where sij = 12 (
∂ui
∂xj
+ ∂uj∂xi ). More explicitly we have
ε =2ν(
∂u1
∂x1
2
+
∂u2
∂x2
2
+
∂u3
∂x3
2
) + 2ν(
∂u1
∂x2
∂u2
∂x1
+
∂u1
∂x3
∂u3
∂x1
+
∂u3
∂x2
∂u2
∂x3
)
+ ν(
∂u1
∂x2
2
+
∂u2
∂x1
2
+
∂u1
∂x3
2
+
∂u3
∂x1
2
+
∂u3
∂x2
2
+
∂u2
∂x3
2
).
(10.8)
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With the continuity condition ∇ · u = 0, ε can further be written as [64]
ε = ε˜+ ν
∂ui
∂xj
∂uj
∂xi
= ε˜+ ν
∂2uiuj
∂xi∂xj
, (10.9)
where the pseudo-dissipation ε˜ is defined as
ε˜ = ν
∂ui
∂xj
∂ui
∂xj
= ν
∂u1
∂xj
∂u1
∂xj
+ ν
∂u2
∂xj
∂u2
∂xj
+ ν
∂u3
∂xj
∂u3
∂xj
= ε˜1 + ε˜2 + ε˜3.
(10.10)
There is a formal analogy between the definition of χ in (10.6) and ε˜i(i = 1, 2, 3). Following
the 1D equation of χ in the passive scalar space in chapter 9, the 1D equations of ε˜i in the
velocity components space can be derived in a similar way, by which ε˜i can be studied in
1D space under the action of external parameters.
ε and χ assume intermittency as well and the scaling exponent of different moments is
defined as
〈εqr〉 ∝ r−νq
〈χqr〉 ∝ r−ν
θ
q .
(10.11)
Eq. (10.11) is formally similar to Eq. (10.4). However, the mean of ε and χ on a certain
distance r, instead of the variation at two spatial points, is adopted here. The similar
consideration for the structure function has been introduced in chapter 6 and 9.
In the following some numerical results for ε and χ from DNS will be presented.
10.3.1 Spatial distribution
Typical 2D fields of χ and ε, from a same 2D slice of the 3D DNS turbulent field of case 6,
are compared in Fig. 10.7 and Fig. 10.8(a).
Both of these two fields are highly intermittent with large values being confined to localized
regions. This implies that intermittent regions are relatively rare in the solution domain.
However, comparatively the scalar dissipation has a more defined structure, with intense
values concentrated in narrow but elongated bands, which shows a stronger intermittent
behavior. From the orientations of bands with high values, it seems that these two fields
are correlated to a limited extent.
Virtually the pseudo-dissipation ε˜ contributes almost the total ε. Results from DNS case 6
shows that the mean ε = 0.9398 and ε˜ = ε˜1+ε˜2+ε˜3 = 0.3276+0.3012+0.3109 = 0.9397. The
spatial distribution of these pseudo-dissipation components at the same 2D plane are shown
in Fig. 10.8(b)-(d). It is remarkable that the distribution of ε and of the pseudo-dissipation
components are highly alike. By using the correlation coefficient ρ(s, t) ≡ 〈st〉/[〈s2〉〈t2〉]1/2,
where s and t are two field variables, the likeness can further be quantified. Table 10.1 shows
the correlation coefficients between χ, ε and ε˜i 4. Approximately due to local isotropy of
small scales, high ε may also imply high ε˜i and vice versa. Therefore the correlation between
4These coefficients between log and original forms have no much difference, for instance, ρ(ε, ε˜1) = 0.64.
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Figure 10.7: Distribution of scalar dissipation at a 2D slice in the 3D field of DNS case 6.
ε and ε˜i is pretty high, while that between ε˜i is relative low. This high correlation can be
helpful to understand ε better by studying the much simplified εi instead. Fig. 10.9 (a) and
Table 10.1: Correlation coefficients between χ, ε and ε˜i
log ε log ε˜1 ε˜2
logχ 0.139
log ε˜1 0.66
log ε˜2 0.65 0.42
log ε˜3 0.65 0.40 0.43
(b) show the representative 3D structures of isosurfaces of χ and ε, from a 1/8 domain of
DNS case 3.
It is known that the intermittent regions of vorticity are of filamentary tubes [71] (also see
the Fig. 4.2(a)). It is clear that both intense scalar gradient and intense velocity gradient
tend to reside in sheets. Therefore it appears that for different field variables, the structures
for intense events are different. The sheets of strong χ are more integrated and smooth,
while the large ε sheets are more fractured with smaller area on average, which is consistent
with the 2D representation. For the passive scalar, the large dissipation sheets can be
attributed to the so-called ’ramp-cliff’ structure [81]. Experimental results [88] show that
the asymmetry of the PDF can be observed at the third moment for the passive scalar
derivative and at the fifth moment for the velocity derivative. Because of the restriction of
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Figure 10.8: Distribution of (a) ε; (b) ε1; (c) ε2 and (d) ε3 at the same 2D slice as in
Fig. 10.7.
the continuity equation, locally the variation of velocity components can not be as sharp
as that of the passive scalar, and relatively the ramp-cliff configuration in velocity fields is
more implicit.
10.3.2 The extremal point connections
Setting ε and χ as field variables, we can readily apply the dissipation element method to
analyze these fields. Each dissipation element has only two extremal points, while each
extremal point can be shared by a number of dissipation elements. In other words, the
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ab
Figure 10.9: 3D distribution of the isosurfaces of (a) scalar dissipation(isovalue=0.3) and
(b) energy dissipation(isovalue=9.0).
168
number of connections from a single extremal point is indeterminate. From DNS, the PDF
of the distribution of the number of connections starting from extremal points for passive
scalar has been reported in chapter 4. These PDFs form the field ε and χ are shown in
Fig. 10.10 [a] and [b], respectively. For both cases, due to extremal splitting and saddle
splitting discussed in chapter 4, one extremal point can have many connections.
10.3.3 Lognormality
For theoretical analysis, the energy cascade from large eddies to small eddies can be consid-
ered as a multiple process. Kolmogorov [35] assumed that the distribution of lnε contained
in eddies of different size can be considered as normal, which means that ε itself will be log-
normal. A similar reasoning holds also for the scalar dissipation. However, this conjecture
has been extensively rechecked [51].
If a variable t follows the normal distribution .i.e.
P (t) =
1
σ
√
2pi
exp[−1
2
(t− µ)2
σ2
], (10.12)
where µ and σ are the expectation and variance, respectively. Then the distribution of
x = et will be
P (x) = P (t)
dt
dx
= P (t)
1
x
=
1
xσ
√
2pi
exp[−1
2
(lnx− µ)2
σ2
]. (10.13)
The expectation E(x) and variance var(x) of P (x) will be
E(x) = exp[µ+
σ2
2
] (10.14)
and
var(x) = (exp[σ2]− 1)exp[2µ+ σ
2
2
]. (10.15)
The typical PDFs of χ, lnχ, ε and lnε from DNS are shown in the Fig. 10.11- 10.14.
Obviously there is some remarkable discrepancy of the PDF of lnχ and lnε from Gaussian,
which suggests lnχ and lnε can not be lognormal in a strict sense.
Another interesting result worthy presenting here is the 3D distribution of the variable
2D∇Z ′ · ∇V1 · ∇Z ′ = −aχ, where a is the compressive strain introduced in the previous
chapter. Fig. 10.15 shows the result in a same
1
8
domain DNS case 3, together with the
extremal points of dissipation elements based on the passive scalar field.
It can be seen that the regions with large positive aχ are sheet-like, while for large negative
values, the isosurfaces wind up into tubes or shrink into strips. A similar result for the 2nd
invariant of velocity gradient tensor has been discussed in chapter 4. The large positive
aχ regions are quite close to those with large χ, which suggests that a and χ are closely
correlated, as shown in Fig. (9.27). In regions of large χ, for example the cliff sheets, a is
determined by the integral parameters (mean velocity gradient, for instance) and does not
fluctuate much. Therefore the variation of a will be small in these interacting fronts with
large χ.
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Figure 10.10: PDF of the numbers of connection of extremal points setting (a) scalar dissi-
pation; (b) energy dissipation as the field variable.
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Figure 10.11: The typical PDF of χ.
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Figure 10.12: The typical PDF of lnχ.
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Figure 10.13: The typical PDF of ε.
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Figure 10.14: The typical PDF of lnε.
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Figure 10.15: Distribution of −aχ (a is compressive strain) (a) isovalue=-2; (b) isovelue=0.2
from the same view direction as Fig. 10.9.
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Because at extremal points aχ = 0 due to χ = 0, thus extremal points will be detached
from either large negative or positive aχ. In other words, extremal points must always be
located in the gaps of isosurfaces, as shown in Fig.10.15.
10.4 Relation of intermittency and anisotropy
At large scales, turbulence is generally anisotropic. The large-scale anisotropy of a flow
can simply be introduced by imposing a mean gradient, which for instance can be a mean
scalar gradient or a mean velocity gradient. If at small scales local isotropy holds, then the
odd moments of structure functions should be zero for small distance r, which, however, is
not the case. For example, in homogeneous shear turbulence with nonzero mean scalar and
velocity gradients, there exists an explicit asymmetry of the scalar and velocity derivatives.
Fig. 10.16(a) and (b) presents the PDFs of the derivative of the passive scalar and velocity
component u from DNS case 6, from which the anisotropy can be clearly observed. Com-
pared with the passive scalar, the skewness of the PDF of ux is less due to the constraint of
the continuity equation. The anisotropy at the small scales is a footprint of the large scale
anisotropy.
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Figure 10.16: Unsymmetrical PDFs of the derivative of (a) passive scalar and (b) velocity
component u in x direction.
Usually intermittency and anisotropy of velocity, intermittency and anisotropy of scalar will
come together as a common turbulent phenomenon. However, Kraichnan [38] realized that
a purely Gaussian velocity field can produce scalar intermittency as well. The ramp-cliff
structure is generic for the passive scalar convected by turbulence, regardless of whether the
turbulent velocity field is synthetic or real, and whether or not a mean scalar gradient exists.
The numerical simulation of Holzer and Siggia [28] has shown the ramp-cliff structure for
the passive scalar in a strictly Gaussian velocity field with no internal intermittency at all.
Thus it can be understood that intermittency of the passive scalar is a consequence of the
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interaction of convective eddies, but independent of the intermittency of turbulent velocity.
Anisotropy and intermittency are intimately connected by the presence of the anisotropy at
large scales. Anisotropy arises from two principle conditions
(a). the anisotropy of large scales, and
(b). the cascade of large scales to small scales or the direct interaction of large eddies and
small scales [88],
while intermittency results mainly from the condition (b). Therefore intermittency can
come along with anisotropy or not, depending on the presence of condition (a) [90]. When
anisotropy exists, intermittency may be enhanced.
10.5 Representation of anisotropy in dissipation element analysis
In turbulent flows, if individual geometrical structures are considered, they are anisotropic.
Furthermore if there is an orientation preference, the statistical behavior of these structures
is still anisotropic.
One direct description of the spatial structure of dissipation elements is the orientation
vector, which directs from the maximal(minimal) to minimal(maximal) points. We have
compared the dissipation elements in two different groups
1. small scales l/lmean ∈ [0, 0.4], and
2. large scales l/lmean ≥ 1.8.
The post-processing of about 20 turbulent passive scalar fields from the DNS case 4 has been
done and the statistical results of the distribution of normalized (unit) orientation vectors
are shown in Fig. 10.17.
Obviously for large elements due to anisotropy, the orientation should not be uniformly
distributed in space, as shown in Fig. 10.17(a). The manifestation of the anisotropy for
small elements can be clearly seen in (b), where the orientation PDF is locally clustered
and not spatially uniform neither. The distribution of orientation vectors can be viewed as
another representation of anisotropy of turbulent flows.
Quantitatively
−→
R , the mean value of the unit orientation vectors ~n, is defined as
−→
R =
∫
P (−→n )−→n ds, (10.16)
where ds is integration unit of the surface expanded by −→n .
The final numerical results are
−→
R = [0.13,−0.63,−0.02] for large elements
and −→
R = [−0.051, 0.068, 0.001] for small elements.
For isotropic distribution,
−→
R should tend to zero, which is, however, not the case. The
anisotropy at large scales is much stronger than that at small scales. To verify the effect of
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(a) (b)
Figure 10.17: The Distribution of the orientation vectors for (a) large elements and (b)
small elements.
shear rate on this anisotropy, data files from DNS case 5 with a much lower shear strength
S = 0.5 is also checked and the numerical results show that
−→
R = [0.13,−0.62,−0.03] for large elements
and −→
R = [−0.018, 0.077, 0.010] for small elements.
Obviously there is no much difference of the orientation distribution between these two
cases, although the shear strengths are remarkably different. Perhaps this can be explained
from the argument in Chap. 6, that the parameter
√
k/(λd〈v1〉/dx2, which shows the degree
of turbulence close to being isotropic, differs not so much even though the shear rates are
largely different.
It is interesting that the mean orientation vectors of all cases are inclined closely to [0, 1, 0]
(or [0,−1, 0]), perpendicular to the mean streamwise (x1) direction. Physically strong shear
along x1 is responsible for extremal point streaks. The relative frequent orientation of
dissipation elements connecting extremal points in streaks at different x2 may lead to
−→
R
parallel to x2.
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Appendices
A Invariants of the velocity gradient tensor
Generally for any third-order tensor T , its characteristic equation is defined as
λ3 + Pλ2 +Qλ+R = 0, (A.1)
where λ are eigenvalues and P , Q and R are respectively named as the 1st, 2nd, and 3rd
invariant, which can be expressed as
P = −(λ1 + λ2 + λ3) = −tr(T ),
Q = λ1λ2 + λ2λ3 + λ3λ1 =
1
2
(P 2 − tr(T 2)),
R = −λ1λ2λ3 = −det(T ) = −εijkAijAjkAki.
(A.2)
It is known that the trace and determinant of a given tensor are invariant under coordinate
transformation. Therefore P , Q and R will be independent of the representations of T in
different coordinates.
The Navier-Stokes equations show that the change of velocity with respect to both time and
space can be determined only by the velocity gradient tensor A = [Aij ] = [
∂ui
∂xj
].
For incompressible flow, the first invariant of P will be zero and one obtains
(λ1 + λ2 + λ3)3 = 0
= 3(λ21λ2 + λ
2
2λ1 + λ
2
1λ3 + λ
2
3λ1 + λ
2
2λ3 + λ
2
3λ2) + (λ
3
1 + λ
3
2 + λ
3
3) + 6λ1λ2λ3
= 3λ1λ2(−λ3) + 3λ1λ3(−λ2) + 3λ2λ3(−λ1) + (λ31 + λ32 + λ33) + 6λ1λ2λ3
= (λ31 + λ
3
2 + λ
3
3)− 3λ1λ2λ3.
Consequently the third invariant R can be reshaped to
R = −1
3
(λ31 + λ
3
2 + λ
3
3) = −
1
3
tr(A3).
As a summary, the three invariants of incompressible flows are
P = −Aii = 0,
Q = λ1λ2 + λ2λ3 + λ3λ1,
R = −1
3
tr(A3) = −1
3
AijAjkAki,
(A.3)
where −εijk is an alternating symbol.
Furthermore the velocity gradient tensor A can be split into two components as the symmet-
ric rate-of-strain tensor S = Sij and the antisymmetric rate-of-rotation tensor W = Wij ,
which are Sij =
1
2
(
∂ui
∂xj
+
∂uj
∂xi
) and Wij =
1
2
(
∂ui
∂xj
− ∂uj
∂xi
), respectively.
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Similarly the invariants of S and W are defined as
Ps = −Sii = 0
Qs = −
1
2
SijSji
Rs = −
1
3
SijSjkSki
(A.4)
and 
Pw = −Wii = 0
Qw = −
1
2
WijWji
Rw = −
1
3
WijWjkWki = 0.
(A.5)
It can be shown that
Q = Qs +Qw = −
1
2
(SijSji +WijWji) =
1
2
(WijWij − SijSij). (A.6)
Q will be of particular interest, because in which the vorticity and the stretching, two
important kinematic parameters, can be closely related.
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B The drift velocity of small dissipation elements
Generally, for any scalar field z(x, t), at extremal points x0(t), the zero-gradient condition
should be satisfied:
∇z|x=x0(t) = 0. (B.1)
This condition holds for all times
d
dt
(∇z|x=x0(t)) =
d
dt
0 = 0. (B.2)
The l.h.s. of Eq. (B.2) means the time derivative of ∇z in a moving coordinate attached with
extremal points x0(t). Therefore it can be related with derivatives in a constant coordinate
as
d
dt
(∇z|x=x0(t)) = (
∂
∂t
∇z + v · ∇∇z)|x=x0(t) = 0, (B.3)
where the displacement speed of an extremal point v =
d
dt
(x0(t)) is a function only of t,
but independent of x.
v can be explicitly expressed as
v = −( ∂
∂t
∇z · (∇2z)−1)|x=x0(t), (B.4)
where ∇2z is a tensor and (∇2z)−1 is its inverse.
The biggest advantage of this formula lies in the fact that numerically we do not need to
match ending points at two consecutive time steps to calculate their drift velocities, which
probably is problematic when ending points cluster together or the counterparts do not
exist.
Because locally the convective velocity is equivalent to a translation, it has no effect on the
relative moving velocity of small elements. Therefore the passive scalar’s governing equation
without the convective velocity becomes
∂z
∂t
= D∆z. (B.5)
For the 1-D case, Eq. (B.4) and (B.5) can be simplified as
v = − ∂
2z
∂t∂x
/
∂2z
∂x2
(B.6)
and
∂z
∂t
= D
∂2z
∂x2
. (B.7)
Combining Eq. (B.7) and Eq. (B.6), one obtains
v = − ∂
∂x
(
∂z
∂t
)/
∂2z
∂x2
= − ∂
∂x
(D
∂2z
∂x2
)/
∂2z
∂x2
= −D∂
3z
∂x3
/
∂2z
∂x2
. (B.8)
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For small elements in a flow field, around their central points the scalar locally can be
expanded as a harmonic wave series
z(x, t) = kx+ C0exp(−Dt
l20
) sin(
x
l0
) + C1exp(−Dt
l21
) sin(
x
l1
)..., (B.9)
where l1 = 2l0 and l2 = 3l0 ... and these pre-exponential factors come from the diffusion
law. On the condition that sin(x0/l0) ≈ x0/l0 when x0/l0 ≈ 0, Eq. (B.8) can be simplified
with (B.9) to
v|x=x0 = −
D
x0
. (B.10)
For small elements because of symmetry, the length of elements will be two times x0, i.e.
l = 2x0. Therefore the drift velocity of a small element will be two times the extremal
point’s velocity, which leads to
v(l) = −2D
x0
= −2D
l
2
= −4D
l
. (B.11)
v∆z(l,∆z), the drift velocity in z direction, can be derived in a similar way. More gen-
erally taking the 2D case as an example, the diffusion equation for scalar z locally can be
expressed as
z = A{exp[−Dt( 1
l2x
+
1
l2y
)]sin(
x
lx
)cos(
y
ly
)− kx}, (B.12)
where k is the local mean scalar gradient.
The zero gradient condition
dz
dx
= 0 at an extremal point (x0, 0) yields
F = exp[−Dt( 1
l2x
+
1
l2y
)]
1
lx
cos(
x0
lx
)cos(
y
ly
)− k = 0. (B.13)
In the coordinate attached to extrema, the total derivative of F with reference to t will
always be 0, i.e.
dF
dt
= 0 =−D( 1
l2x
+
1
l2y
)exp[−Dt( 1
l2x
+
1
l2y
)]
1
lx
cos(
x0
lx
)cos(
y
ly
)
− exp[−Dt( 1
l2x
+
1
l2y
)]
1
l2x
sin(
x0
lx
)cos(
y
ly
)
dx0
dt
.
(B.14)
For small elements x0 ¿ lx, with Eq. (B.12) and (B.13), the scalar difference between the
two extremal points will be
∆z = 2A{exp[−Dt( 1
l2x
+
1
l2y
)]sin(
x0
lx
)cos(
y
ly
)− kx0}
= 2Aexp[−Dt( 1
l2x
+
1
l2y
)]cos(
y
ly
)[sin(
x0
lx
)− x0
lx
cos(
x0
lx
)]
≈ 2Aexp[−Dt( 1
l2x
+
1
l2y
)]cos(
y
ly
)
1
3
(
x0
lx
)3.
(B.15)
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With Eq. (B.11), it yields
v∆z(l,∆z) =
d∆z
dt
= −3D∆z
x20
= −12D∆z
l2
, (B.16)
where l = 2x0 is the length of the element. It is clear that this drift velocity is independent
of the coefficient A.
When two extremal points are far apart, diffusion will be independent of the length of
elements, but be mostly determined from the local surroundings of extremal points. There-
fore the expression (B.16) can hold only for small elements, but deviate for large elements.
Based on this observation, one possible analytical expression of v∆z(l,∆z) can be set as
v∆z(l,∆z) = −(12D∆z
l2
e−al +K), (B.17)
where the positive 1/a and K are the characteristic length and velocity of large elements to
be determined from the properties of flow fields.
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C Scalar diffusion in compressive flows
In chapter 5, the analytical solution (5.41) of the scalar diffusion equation in 1D space is
derived in a free compressed flow. More generally if there exists a compressive strain rate
of a in the background flow, then the governing equation (5.42) will be
dC
dt
−DCxx = δ(x)δ(t), (C.1)
where dC/dt = Ct − axCx.
After initialization, Eq. (C.1) is equivalent to
Ct − axCx −DCxx = 0. (C.2)
For the new transformed variables
(τ, η) = (t, xeat), (C.3)
the corresponding Jacobian is
(
∂
∂t
,
∂
∂x
) = (
∂
∂τ
+ axeat
∂
∂η
, eat
∂
∂η
). (C.4)
Therefore Eq. (C.2) becomes
Cτ −De2aτCηη = 0. (C.5)
It is easy to check that Eq. (C.5) can be written as
1
e2aτ
Cτ − D2aCηη = 0. (C.6)
With reference to (5.41), the solution of Eq. (C.6) will be
C(τ, η) =
exp(− η2
4 D2a (e
2aτ−1) )√
2pi D2a (e
2aτ − 1)
, (C.7)
where the term e2aτ − 1, instead of e2aτ , is used, due to the relation e2aτ |τ=0 = 1.
Then the final solution in the original coordinate (x, t) is
C(t, x) =
exp(− x2e2at
4 D2a (e
2at−1) )√
2pi D2a (e
2at − 1)
. (C.8)
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