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ABSTRACT 
 
 
 
 
 
Using GIS in the Development of Forecasting Models 
 
 
By 
Brian Christopher Shaw 
 
 
Using Geographic Information Systems (GIS) adds a new perspective to residential house 
price prediction.  The use of address level data for house sales locations combined with 
demographic data from the census and data describing the proximity (Euclidean 
Distance) of those houses to features viewed as cost criteria greatly enhances the 
accuracy of forecasts using parametric and nonparametric methods.  This project supports 
work completed by Dr. Mak Kaboudan (Professor of Business Statistics at the School of 
Business, University of Redlands) to develop house price forecast models for the City of 
Redlands. 
 
These models were developed to improve on previous models that estimate single family 
house prices through the use of GIS.  It differs from other models by using a Location 
Price Index (LPI) as a generalization of values of residential houses sold in a particular 
neighborhood.  LPI is a ratio of neighborhood prices relative to city home prices 
developed to capture the impact of variations in average neighborhood house attributes--
structure, location, and socioeconomic differences--on home valuations.  After the model 
results are reported, a spatial assessment was performed to investigate alternative 
methodologies that could be used in future studies. 
  
The focus of this study is not on the models’ accuracy, but on the use of GIS and spatial 
analysis as tools in the development and evaluation of forecasting models. This study is 
designed to identify how GIS and spatial analysis can be used to help models acquire 
more accurate results.  It discusses how spatial analysis prior to model development can 
help to identify problems that may arise in model development.  Spatial analysis can also 
be used to identify variables that have high correlation with the dependent variable to be 
forecasted.  
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1. Introduction 
Estimating the value of a house today or tomorrow is a very difficult task.  Housing 
markets are influenced by many factors including mortgage rates, personal preferences, 
house locations, age and many more constantly changing factors.  There are several 
methods used in forecasting the value of a house.  This study compares three different 
models to evaluate the effectiveness of using a Geographic Information System (GIS) and 
spatial analysis as tools in the development and evaluation of forecasting models. 
1.1. Problem Statement 
Geographic Information Systems allow the association of data to a geographic location.  
Data from different geographic locations can be analyzed to identify relationships 
through spatial analysis.  GIS provides many useful tools that help in decision making 
while developing forecasting models.  Examples of some of the GIS tools that were used 
in this study are geocoding addresses to assign a geographic location, using a dataset to 
calculate the distance to the nearest feature in another dataset, assigning houses attributes 
of an area that they are within, and creating new variables through use of spatial analysis.  
The aim of this project is to show how GIS can improve on previous methods used in 
forecasting residential housing prices by incorporating spatial variables and spatial 
analysis.   
Professor Mak Kaboudan of the University of Redlands, School of Business is a statistics 
professor who is familiar with spatial statistics, has researched home price forecasting, 
and has written papers on different methods of forecasting (Kaboudan 2005; Kaboudan 
and Shaw 2005).  Three models developed by Kaboudan are compared in this study.  The 
three models are the non-spatial generalized least squares model (NSGLSM), the genetic 
programming model (GPM) and the spatiotemporal hedonic price model (SHPM).  What 
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makes these models different from traditional hedonic price models is they fit an equation 
to predict the price of a neighborhood average house where other similar models fit an 
equation to predict an individual house’s price.  Fitting an equation to a neighborhood 
price represented by a Location Price Index (LPI) is used in all three models of this study.  
LPI is described in detail in Appendix A.  This study illustrates the impact of the use of 
spatial variables by comparing the results of the NSGLSM to the SHPM and the GPM to 
investigate if the use of spatial variables improves the accuracy of the forecast. 
1.2. Related Studies 
Estimating the value of a house is important to realtors, appraisers, developers, banks and 
home owners.  This is not the first study to incorporate GIS with a forecasting or 
assessment model.  To associate demographic data and calculate proximity attributes of a 
house, the use of GIS is needed to acquire these attributes accurately.  In Case (2004) 
houses were assigned latitude and longitude positions.  Basu and Thibodeau (1998) 
geocoded individual houses and used the house positions to assign them to a submarket.  
Several studies used census tracts to acquire demographic attributes for each house 
(Goodman and Thibodeau, 2003; Clapp, 2004; Case, 2004).  In Goodman (1978) the 
level of aggregation in census tracts was perceived to be unacceptable.  As a result census 
block groups were used to assign demographic attributes to houses.  These studies 
demonstrate different ways to acquire demographic attributes and how to define a 
neighborhood.  This study proposes a different way of incorporating spatial variables as 
well as variables derived from spatial analysis into models to forecast single family home 
prices.  Additionally post-regression analysis was performed to speculate on other 
approaches that could have been taken to create a more accurate model. 
1.3. Statistical Background 
An understanding of basic statistics is needed for some of the methodologies discussed.  
This section explains basic statistical concepts and problems that can arise while 
performing regression analysis such as spatial autocorrelation, temporal autocorrelation, 
and heteroskedasticity.  Each is discussed briefly explaining what it is and how it can be 
resolved. 
1.3.1. Regression Analysis 
Regression analysis was used to develop the NSGLSM and SHPM models.  Regression 
analysis is primarily used for predicting the value of a variable over time or space.  
Multiple regressions explain variations in a dependent variable by changes in one or more 
independent variables.  When performing a multiple regression there are many steps to 
complete before a final model is determined.  While trying to find the best fit equations 
for predicting the dependent variable many different model specifications are tested and 
ultimately some independent variables are eliminated.  These variables can be eliminated 
because they are collinear with another independent variable or because they do not 
explain the dependent variable enough to be considered.  To reduce multi-collinear 
problems, logical and mathematical transformations of some of the variables are 
commonly used before estimating regression models. 
 15
1.3.2. Autocorrelation 
When a high degree of association between spatial or temporal neighboring observed 
values of a variable occurs, a problem of “autocorrelation” occurs in regression analysis. 
In regression analysis, neighboring observed values are assumed independent. When this 
assumption is violated, the resulting model forecasting ability is significantly diminished.  
Spatial autocorrelation and temporal autocorrelation both deal with similarity or 
dissimilarity of a variable over a specified interval, also termed a lag.  The difference 
between spatial and temporal autocorrelation is that the interval in spatial autocorrelation 
is a measurement of distance, and in temporal autocorrelation the interval is a 
measurement of time.  Each type of autocorrelation is discussed briefly below and 
methods for identifying each type are given. 
Spatial Autocorrelation 
Spatial autocorrelation is the amount of similarity or difference between the location of 
two or more spatial objects and the attributes of each object.  Positive spatial 
autocorrelation is when features are similar in location and are also similar in attributes, 
while negative spatial autocorrelation is when features are similar in location but have 
dissimilar attributes or when features that have similar attributes are dispersed (Longley, 
2001). 
When modeling spatial data, testing for spatial autocorrelation is important.  If spatial 
autocorrelation is present it can lead to results that appear more accurate than they truly 
are.  Spatial autocorrelation in house prices is studied by Basu and Thibodeau (1998).   
There are several methods to identify spatial autocorrelation.  Moran’s Index is the most 
widely used method and was used in this study.  The Moran Index has a value of 0 when 
attribute values are arranged randomly and independently in space.  It is positive when 
there is positive spatial autocorrelation (clustered) and negative when there is negative 
spatial autocorrelation (dispersed).  The further a value gets from 0 the more severe the 
spatial autocorrelation. 
Temporal Autocorrelation 
Temporal autocorrelation is the similarity or dissimilarity of a variable over successive 
time periods.  Economists have analyzed the effects of temporal autocorrelation on linear 
multiple regression models.  Parametric methods make the assumption of a normal 
distribution and independence between variable values.  If autocorrelation is not 
accounted for in a regression it can cause increased variance and biased estimated 
coefficients (Neville, 2004).  The Durbin Watson Statistic can identify this temporal 
autocorrelation and was used in this study. 
The Durbin Watson statistic has a range from 0-4 with its midpoint at 2.  A value of 2 
means there is no autocorrelation and that the variable is independent over time.  Any 
values less than 2 mean there is positive autocorrelation and values greater than 2 mean 
there is negative autocorrelation.  Acceptable values of positive or negative 
autocorrelation are generally 1.5 to 2.5.  Any values outside this range identify that there 
is an autocorrelation problem and that the regression results cannot be trusted. 
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1.3.3. Heteroskedasticity 
Regression models are built on the assumption that its residuals (or error values) are 
normally distributed with a mean = 0 and constant variance σ2, or ε ~ N(0, σ2).  
Heteroskedasticity describes the situation when the residuals’ variance is not constant.  
There have been studies on the effects of heteroskedasticity due to different variables. 
Goodman & Thibodeau (1995) identified housing age as cause of the problem in hedonic 
house price equations.  The White test (White, 1980) is used in this study to identify the 
cause of heteroskedasticity in the data.    
1.4. Model and Method Background 
Forecasting models can be developed using one of three techniques: parametric,  
nonparametric, or semi-parametric.  Two models in this study are obtained using 
parametric methods and one using a nonparametric technique. 
1.4.1. Parametric Methods 
Parametric methods are founded in statistical theory. Model construction is based on 
calculations of the means of the dependent and independent variables.  Because such 
models are based on mean calculations, deviations from the mean are assumed normal 
with an average equal to zero, and model residuals are assumed normal.  The parametric 
methodology to be implemented depends on the type of statistical problems encountered 
during the model construction process. Hedonic Price Models are the foundation. The 
simplest method to use is Ordinary Least Squares. When autocorrelation and 
heteroskedasticity problems are known to exist, the generalized least squares (GLS- a 
special case of OLS) methodology is used. 
Hedonic Price Models 
Traditional hedonic price models estimate a house’s value using a function of housing 
characteristics.  These characteristics can be grouped into five basic categories: Land/lot 
characteristics, L (lot size, slope); structural characteristics, S (number of bedrooms, 
structure size); neighborhood characteristics, N (total population, median household 
income); proximity characteristics, P (distance to school, distance to solid waste site); 
and the time period of sale, t (Goodman and Thibodeau, 1995).     
The equation for the hedonic price model used in this study is 
LPI = f(S, N, P, t) 
with LPI representing the location price index, the dependent variable to be predicted.  
This study uses only four groups of characteristics by designating the lot size as a 
structure attribute.  LPI is then used later in the estimation of the sale value of a house. 
Ordinary Least Squares Models 
Ordinary Least Squares (OLS) models assume linear relationships between the 
independent variables (X*) and the dependent variable (Y).  The weight vector of β for 
each X is often estimated using the Best Linear Unbiased Estimator (BLUE).  Several 
assumptions are made when using an OLS model including a linear relationship between 
X and Y, no autocorrelation and a normal distribution.   
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When autocorrelation and heteroskedasticity is present, a special case of Generalized 
Least Squares (GLS) can be used to estimate the coefficients (Neville, 2004).  A GLS 
generalizes the observations by dividing them into groups to be averaged.  GLS was used 
in this study because houses generally exhibit spatial autocorrelation to their neighbors 
and because land acreage was identified to be the cause of heteroskedasticity using the 
White test. (This test was completed by the client, Prof. Kaboudan).  Neighborhoods 
were used to define the groups for the generalization of house attributes. 
1.4.2. Nonparametric Methods 
Nonparametric methods are used when there is an assumption that the variable to be 
estimated does not have a normal distribution.  Statsoft (2003) states “nonparametric 
methods were developed to be used in cases when the researcher knows nothing about the 
parameters of the variable of interest in the population.”  There are many different 
nonparametric methods but only kriging and genetic programming are considered here. 
Kriging 
Kriging is a geostatistical method of interpolation originally developed for mining.  There 
are many different methods of kriging but all of them minimize the variance among all 
possible linear, unbiased estimates.  It is a two step process of fitting a semivariogram 
model function of distance and then a set of matrix equations that relate each point with 
all other points through the semivariogram model (Funk, 1997).  The client decided to not 
use kriging due to its complexity and because it was an interpolation.  The client believed 
interpolations should be used after the regression is performed but should not be used to 
predict the house sale value.  
Genetic Programming 
Genetic Programming (GP) is a relatively new field of study.  A GP is an algorithm that 
obtains a model using a Darwinian random search technique to find the best fit equation.  
It is then used to forecast any number of observations much like a multiple regression.  It 
is different because it creates several generations of equations using mutation, crossover, 
and self reproduction.  Kaboudan (2005) uses GP in forecasting housing prices and it is 
applied in this project.  
1.5. User Needs 
The client wished to acquire spatial variables for use in his forecasting of house prices.  
Several tasks were needed to acquire the spatial data for this study and for future studies.  
These were: 
• Associating house sales to a geographic location 
• Associating spatial variables to each house sale 
• Providing spatial data in a usable format 
• Calculation of neighborhood averages for each calendar quarter 
• Development of tools for future data preparation 
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1.6. Scope of Work 
Figure 1-8 is a flow chart of all steps performed to complete this study.  The model 
development was performed by the client and he then provided the results. 
 
Figure 1-1 - Flow Chart 
1.6.1. Task 1 – Geographic locations of houses 
To complete all required tasks, the geographic location of each house must be defined 
first.  Geocoding was used to acquire the geographic locations and is discussed in 
Chapter 2. 
1.6.2. Task 2 – Assign spatial attributes to houses 
To complete regression analysis, spatial attributes of every house sold must be clearly 
identified and assigned.   This study needed both proximity variables based on the exact 
location of a house and neighborhood variables based on demographics of zones in which 
a group of houses fall.  Spatial joins were used to acquire these variables and this is 
discussed in Chapter 2. 
1.6.3. Task 3 – Neighborhood calculations using Geoprocessing 
Because models developed are based on averages rather than levels, all variables must be 
converted into neighborhood averages.  Calculating averages for each neighborhood was 
required for each quarter from 2000 to 2004.  Twelve neighborhoods were used in this 
study.  A total of 240 quarters were calculated.  A geoprocessing script was developed to 
calculate these averages and is discussed in Chapter 2. 
1.6.4. Task 4 – Tool development 
The client requested tools to automate the processes in the previous tasks for future 
analysis and forecast completions.  
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Tool 1 – Geocoding and assigning spatial attributes 
Automation of Tasks 1 and 2 allow the user to acquire spatial locations and variables 
easily and are the goal of this tool.  Allowing the client to input a dBASE file of houses 
sold and their addresses for geocoding and spatial attribute calculation is the purpose of 
this tool.  Due to model builder and geoprocessing limitations in ArcMap 9.1, this tool is 
presented in concept only because no spatial join tool currently exists.  The spatial join is 
planned for the ArcMap 9.2 release and will allow all of the operations performed in 
Tasks 1 and 2 to be completed efficiently.  This tool is discussed in more detail in 
Chapter 5. 
Tool 2 – Neighborhood calculations 
Automating the neighborhood calculations of Task 3 and saving them to a geodatabase 
table are the goals of this tool.  Because the number of sales per neighborhood varies for 
each quarter and among neighborhoods, calculating 240 quarters of averages in Excel can 
take hours and the possibilities of error are high.  This tool was developed to use the 
feature class with all of the spatial attributes from Tool 1 to calculate the averages of each 
neighborhood for all 20 quarters.  This tool is discussed in more detail in Chapter 5. 
1.6.5. Task 5 – Converting data to useable format  
Although there are many statistical software that deliver regression models available, the 
client prefers RATS (or Regression Analysis of Time Series) software. RATS accepts 
several formats of data. However, the client also prefers to use data format that makes 
further computations possible using Excel. It was therefore necessary to provide the 
client with worksheets stored as .wks format.  Exporting the neighborhood averages and 
the 2004 sales to dBASE or Excel spreadsheets was necessary for the regression 
software.  The final worksheets need to be stored as .wks files for the two GLS 
regressions and the GP model. 
1.6.6. Task 6 – Reporting Model Results 
After the models were developed by the client they needed to be reported spatially.  
Interpolations based on the percent error of the forecasted values were created for 
analysis.  From these interpolations outliers were identified and investigated individually.  
These reports on the model results are discussed in Chapter 3. 
1.6.7. Task 7 – Spatial Assessment 
Spatial analysis was used to investigate other ways that GIS could be used to improve the 
accuracy of the forecast.  Some things that could have been done differently include 
creating new variables or using parcel APNs to acquire a house’s position instead of 
geocoding.  These alternative possibilities are discussed in Chapter 4. 
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1.7. Study Area 
 
 
Figure 1-2 – City of Redlands 
 
The City of Redlands is located in Southern California approximately 70 miles east of 
Los Angeles as seen in Figure 1-2.  Redlands is considered part of the “Inland Empire”, 
which is composed of San Bernardino and Riverside Counties and shown in Figure 1-3.  
As the greater Los Angeles area has expanded, so has the Inland Empire. 
 
 
Figure 1-3 - Inland Empire 
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Housing costs in the Inland Empire are significantly less than those found in neighboring 
Los Angeles and Orange Counties.  As a result of this inequity in costs, the Inland 
Empire has seen extensive growth of house sales in recent years.  This increase in house 
sales has caused the median house value to skyrocket recently.  According to an article by 
Josh Steinberg (2005) the median price for a house in San Bernardino County rose from 
$246,000 in June of 2004 to $322,000 in June of 2005, a 30.9% gain.  The median price 
for a house was $160,000 in 2002, meaning the median value of a house has doubled in 
San Bernardino County since 2002.  From June 2004 to June 2005 the average median 
house value increase for Southern California was 14.5%, which is less than half the San 
Bernardino average of 30.9%.  It is predicted that this increase in value will decrease in 
the coming years, but it will take time for the Inland Empire’s abnormal rates to slow 
down to the Southern California average.   
Table 1-1 lists the median house value and the percentage increase from June 2004 to 
June 2005 for the San Bernardino, Riverside, Los Angeles and Orange Counties. Figure 
1-4 and Figure 1-5 are 3D extrusions of the 2005 median house value and percent change 
from Table 1-1 for the four counties.  The median house value in Los Angeles and 
Orange Counties are significantly more expensive than San Bernardino and Riverside 
Counties.  On the other hand the percent change over the last year in San Bernardino 
County is double the rate for Los Angeles County and triple the rate for Orange County.  
The high housing prices in Los Angeles and Orange Counties are most likely fueling the 
rapid increase in median sale value because people can get a larger house for less money 
in the Inland Empire. 
Table 1-1 - Median House Value 
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Figure 1-4 - Percent Change 04-05 
 
 
Figure 1-5 - Median House Value 05 
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1.7.1. Spatial Resolution 
Three different spatial resolutions are used in this study.  The housing attributes and 
location data are at the address level. The demographic data is at the census block group 
level.  A neighborhood defined by the first 4 digits of the Assigned Parcel Number (APN) 
is the third resolution used and is the scale of analysis.  The use of APN to define 
neighborhoods is outlined in Chapter 3.  Figure 1-6 shows all the address level house 
sales over the 5 year period.  Figure 1-7 shows the census block groups used in the City 
of Redlands.  Figure 1-8 shows the derived neighborhood boundaries used.  Analysis is 
performed at the neighborhood level. 
 
Figure 1-6 - Address Level Sales 
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Figure 1-7 - Census Block Groups 
 
 
Figure 1-8 - Parcel Number Neighborhoods 
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1.8. Structure of this Report 
This study is designed to identify how GIS can be used to help models acquire more 
accurate results. The focus of this study is not on the models’ accuracy, but on the use of 
GIS and spatial analysis as tools in the development and evaluation of forecasting 
models. Spatial analysis can identify variables that have high correlation with the 
dependent variable to be forecasted. Spatial analysis performed after the models are 
developed can help to identify problems in the data or methodologies used.   
This report discusses the development, results, and analysis for the three models 
developed in this study.  Chapter 2 covers the data preparation, the data and variables 
used in the modeling effort. Chapter 3 reports on the results of the three models provided 
by the client. Full model results are given in Appendix B since the focus here is not on 
the models, but instead is on how GIS can improve such modeling efforts.  Chapter 4 
describes a spatial assessment that was undertaken to consider how the results of the 
models might be improved.  The geodatabase system and tools developed for the client 
are discussed in Chapter 5 and the conclusion of the study is provided in Chapter 6.   
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2. Data Preparation 
The ideal dataset would all have a source scale of 1:2500.  All of the housing attributes 
would be accurate to the square inch for square feet attributes, every attribute would be 
correct with no entry error, and would have a latitude and longitude for the exact location 
of the house.  All of the demographic data would have been recorded at monthly or 
quarterly intervals instead of a ten year interval.  Unfortunately this type of data was not 
available for this study.  This chapter discusses the data sources, the attributes used, and 
how some of the attributes were derived from other datasets.  All of the data manipulation 
and quality assurance methods were directed by Kaboudan. 
2.1. Data Sources 
The SHPM Geodatabase contains 3659 house sales for Redlands, California between 
2000 quarter 1 and 2004 quarter 4.  These transactions were acquired from DataQuick 
Information Systems, Inc. of San Diego, California.  Spatial datasets of streets, solid 
waste sites, schools, airport, parks, emergency facilities, hospitals, and city limits all for 
the City of Redlands were used.  These spatial datasets were acquired from the Redlands 
Institute of Redlands, California.  Census block group data for the year 2000 were 
acquired from Environmental Systems Research Institute (ESRI) of Redlands, California.  
All the datasets used are listed in Section 5.1. 
2.2. Attributes 
Accurately representing the geographic locations of house sales and their relationships to 
other spatial locations was a requirement.   To accomplish that requirement all spatial 
datasets were projected in the California State Plane Zone V FIPS 0405 Feet coordinate 
system.  These datasets were stored as Feature Classes inside the SHPM Geodatabase to 
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be used with ArcGIS for spatial analysis.  This section describes how the data was 
manipulated to generate a table of attribute values for use in the modeling software. 
2.2.1. House Sales 
DataQuick Information Systems collects and distributes house sale data for the US.  The 
original sales data had many attributes that were not needed for this study.  Adopting 
hedonic price model attributes used in similar studies allowed many to be eliminated 
(Goodman, 1978; Goodman and Thibodeau, 1995; Basu and Thibodeau, 1998; Goodman 
and Thibodeau, 2003).  Table 2-1 lists the attributes from the house sale data used in this 
study.  Home prices used in this study are real. Nominal prices were adjusted for inflation 
using the Consumer Price Index (CPI) for LA and Riverside published by the Bureau of 
Labor and Statistics (BLS). 
Table 2-1 - Housing Attributes 
 
The original house sales data was cleaned and documented as described in Appendix C.  
Following direction from the client, neighborhoods were defined by the first 4 digits of 
the APN and a field named PNUM was created for these 4 digits.  Twelve neighborhoods 
were defined, each with at least 40 sales from 2000-2004.  This is discussed in Section 
4.2. 
Geocoding 
The data was geocoded in ArcGIS using the Site Address field of each house sale to 
acquire its geographic location (Appendix D provides the geocoding instructions).  No 
offset was used when geocoding which placed the house locations on the street 
centerline.  Only the sales that acquired a spatial location as a result of geocoding were 
used in this study.  Deleting all sales with a match score of 0 was necessary to eliminate 
all records without a spatial location. Multi-part names were identified to be a problem 
for geocoding.  Spanish names in particular were often missed by the geocoding 
operation.  However, due to the number of sales (4289) and because 90% of the sales 
were matched using geocoding, it was decided to leave all unmatched sales out.  Any 
sales that were outside the City of Redlands city limits were also removed. 
While geocoding produced sufficient results for the initial model development, as will be 
seen later in Chapter 4, the use of parcels to locate a house’s position is an important 
alternative to geocoding.   The impact of not using an offset is also explored in that 
Chapter. 
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2.2.2. Location Attributes 
Location attributes can be used to describe the distances to each house sale.  Many times 
the distance to features such as freeways, landfills or other locations can influence the 
value of a house.  Table 2-2 lists the location attributes used in this study and the data 
sources that were used to create them. 
Table 2-2 - Location Attributes 
 
All of the attributes in Table 2-2 were generated from datasets provided by the Redlands 
Institute.  The following explains how the source data was manipulated to prepare it for 
the distance operations. 
• Health facilities were created by merging the hospitals and emergency facilities 
files.   
• The North and South city limits files were created by onscreen digitizing using 
the North and South city limits boundaries from the City Limits file.   
• The central business district was also created by onscreen digitizing using the 
streets file and personal knowledge of the downtown Redlands area.   
• The freeway and ramp distances were calculated by selecting the ramps and 
freeways from the streets files and exporting them to a separate feature class. 
The parks, solid waste sites and schools files did not need to be altered to acquire the 
distances from each house.   
All of the distances were calculated using the spatial join operation for distance in 
ArcGIS.  When running a spatial join between a point dataset and another dataset (points, 
lines or polygons) the point dataset acquires all attributes of and the distance to the 
nearest feature in the second dataset.  Only the distance was retained for this study and 
each set of distances was renamed in accordance with the dataset that it was joined to as 
shown in Table 2-2.  
2.2.3. Neighborhood Attributes 
Neighborhood attributes are demographic attributes assigned to each house sale.  It was 
assumed that home prices are affected by neighborhood ethnic groups and the median 
household income that are significant factors related to the value of a house.  Due to the 
study area being a relatively small region, census blocks were used as opposed to census 
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tracts.  The client wanted to capture the neighborhood effects on as large a scale as 
possible and eliminate the aggregation that occurs in census tracts.  The census block 
groups dataset provided by ESRI was used to acquire these demographic attributes.  The 
attributes acquired from the block groups are termed neighborhood attributes.  The 
neighborhood attributes used in this study are listed in Table 2-3.  The values used are all 
from the 2000 census. 
Table 2-3 - Neighborhood Attributes 
 
Spatial joins were performed between the census block groups and house sales to assign 
the block group attributes to each point inside each block group boundary.  The census 
block groups provided by ESRI had attributes that were not necessary for this study.  
Table 2-3 lists all the attributes used in this study and all others were eliminated.   
It is known that all census surveys depend on the number of people that reply to them and 
that it is very rare that every person in these block groups returned the survey.  While 
these block groups are not an exact representation of the characteristics of the area, it is 
the best estimation available.  Also since only 2000 census data was available, 
considerable error exists in assigning these values to sales in later years.  Again, it is the 
best option available. 
2.2.4. Mortgage Rates 
The mortgage rate attributes were created by the client to see if the different quarters 
affected the sale value more.  When people are buying a house they acquire the loans 
prior to the purchase.  For each sale, the average mortgage rate for each of the previous 
eight quarters was included in the set of possible attributes.  The selection of the eight 
quarters prior to the sale date allowed the different intervals to be tested to see which 
lagged quarterly mortgage rate best represented sale value. 
2.3. Data, Attributes and Normalization 
Before undertaking the regression analysis, preprocessing was necessary.  This 
preprocessing included several averages and normalization of attributes.  A python 
geoprocessing script was created to perform this processing.  This script calculates house 
attribute averages for every neighborhood in each quarter from 2000:1 to 2004:4.  It also 
calculates a city average price for each quarter to be used for LPI calculation.  This script 
creates 2 output files, one for all the quarterly averages of each neighborhood 2000:1 to 
2004:4, and one file for all of the 2004 sales.   
Before calculating the averages this script also normalizes some of the attributes.  
Normalization is completed at the request of the client. While normalization does not 
affect the outcome or models obtained using parametric methods, it improves the efficacy 
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of models generated by GP. Table 2-4 lists the values by which the specified attributes 
are divided.  It normalizes some attributes by dividing the values by the average for that 
attribute to acquire a ratio that is proportional to the mean.  Other attributes are 
normalized by converting them to values closer to 1.  Additionally it converts the 
distances from feet to miles and the lot square feet to lot acres.  Following the client’s 
instructions, these adjustments brought the values of the attributes close to 1 for the 
regressions making it easier to determine coefficients for the variables used in the 
regression.  Note that once incorporated into the modeling process, “attributes” become 
“variables” for use in the forecasting models.  Conceptually, these terms are 
interchangeable, however “attributes” is used when examining the house sales records 
and “variables” is used when discussing their use in the models and model results. 
Table 2-4 - Variable Adjustment 
 
This geoprocessing routine was created to avoid hours of manual and possibly error 
prone calculation.  To manually sort each neighborhood by quarters, calculate averages 
for each variable and calculate quarterly city averages is a very time intensive process.  
To perform it all in a geoprocessing script takes a matter of minutes and the script can be 
adjusted easily.  The results of the geoprocessing script were verified by comparing them 
to previous manually calculated values.  The geoprocessing script identified mistakes in 
the previously manually calculated averages.  The following pseudocode describes the 
flow of the geoprocessing script: 
Start loop for the 20 quarters 
 Initialize all quarterly variables 
 Start loop for the 12 neighborhoods 
  Initialize all neighborhood variables 
  Create selection cursor for sales in this neighborhood during this quarter 
  Start loop for selection cursor 
   Sum all neighborhood attributes for this neighborhood 
   If this sale is 2004 insert into 2004 sales file 
  Exit loop 
  Calculate the averages and insert them in neighborhood average file 
 Exit loop 
 Calculate city average for this quarter and update all records for this quarter 
Exit loop 
The script is documented in detail in Appendix E. 
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2.4. Variable Evaluations 
Before a multiple regression is run, each independent variable must be evaluated to 
estimate if there will be a positive or negative correlation with the dependent variable.  
Thirty-nine variables were evaluated at the beginning of this study to determine which 
combination of variables could estimate a house’s sale value best.  The dependent 
variable is a ratio, LPI, calculated by dividing the real sale value of a neighborhood (and 
houses for the 2004 sales) by the city’s average sale value during the same quarter.  Each 
variable was evaluated both logically and spatially to determine the expected correlation 
to sale value.  Appendix F contains the full logical and spatial evaluations along with 
maps to compare real sale value with each independent variable.  Table 2-5 lists the 
logical and spatial evaluations of each variable with the structure variables in orange, the 
proximity variables in yellow, and the neighborhood variables in green.  All mortgage 
rates had the same expectations and are all represented in grey.  An evaluation of Positive 
means that there is a positive correlation with sale value and will increase as sale value 
increases.  An evaluation of Negative means that there is a negative correlation with sale 
value and will decrease as sale value increases.  An evaluation of Positive/Negative 
means that there may be a positive or negative correlation with sale value. 
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Table 2-5 - Variable Evaluations 
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3. Forecast Models Development and Results 
The SHPM and NSGLSM were estimated using GLS to estimate the coefficients for 
forecasting and the GPM used GP to estimate an equation.  All three of these models 
used variables from the same datasets, but the NSGLSM was not to use any GIS derived 
variables.  All three models were developed by the client who performed the regression 
analysis and ran the GP program providing reports of the results.  This chapter outlines 
the justification for the use of APN neighborhoods, the concept of Location Price Index, 
the evaluation of the Mean Absolute Percent Error (MAPE) for the three models and 
briefly reviews the performance of their forecasting abilities.  Details of the statistical 
results are given in Appendix B since they are not directly relevant to the topic of this 
report. 
All of the models used neighborhood quarterly average for all attributes and prices during 
2000 to 2003 to determine the best fit equations.  Then the best fit equations for each 
model were applied to the 2004 individual house sale attributes to calculate the forecasted 
LPI values.  The LPI was multiplied by the city average sale value to calculate the 
forecasted sale value.  The concept of LPI is discussed in detail by Kaboudan in 
Appendix A.  Model forecast values are then compared to the actual 2004 house sale 
values to determine the accuracy of the models. 
Table 3-1 lists all the variables and their corresponding acronyms.  There are several uses 
of log, square root, and the square of variables.  When one of these operators is used there 
are prefixes of L* for the log (excluding LSF), and SR* for the square root.  When the 
square of a variable is used a 2 is attached to the end (excluding MR2).  Mortgage rates 
are labeled MR1-MR8 with MR1 being the mortgage rate lagged one quarter and MR8 
lagged eight quarters. 
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Table 3-1 - Variable Acronyms 
 
3.1. APN Neighborhoods 
When developing these models a neighborhood had to be defined to establish a scale of 
analysis and generalization.  Many different studies define submarkets to divide the 
whole study area into smaller regions (Goodman, 1978; Goodman and Thibodeau, 2003; 
Basu and Thibodeau, 1998).  Submarkets have been defined by census tracts, zip codes, 
school districts, and other different boundaries.  No study found used the APN of parcels 
to define neighborhoods.  Due to the common division of one piece of land into many in 
the western US, the use of the APN to define neighborhoods made sense and was thus 
used in this study.   
Figure 3-1 is an illustration of how one piece of land can be subdivided into many 
different sized pieces of land.  This figure shows an arbitrary piece of land 0300-000-01 
subdivided.  While subdivision of land rarely follows such an equal area division it is 
meant to demonstrate how one piece of land can be divided into many. 
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Figure 3-1 - APN Subdivision 
This equal area subdivision is not common throughout the US, but areas west of the 
Mississippi River generally do follow this pattern (USDOI, 2005).  This subdivision of 
land is mostly due to the land rush west when the government divided pieces of land into 
large groups of acres and sold these to investors.  When Thomas Jefferson acquired the 
Louisiana Purchase from Napoleon, the US almost doubled its land area and many people 
began to migrate west.  As cities developed and populations expanded these larger pieces 
of land eventually would get subdivided into smaller lots and houses would be developed 
on them.  Many of these neighborhoods were subdivided by developers that typically 
built all of the houses with the same attributes at around the same time.  Due to these 
factors severe spatial autocorrelation is present because the houses have the same 
attributes except for any special features the house owners requested before the house 
was built or improvements done to the house later. 
Defining a neighborhood by the first 4 digits of the APN used this land division to its 
advantage since all parcels with the same first 4 digits were originally part of a larger 
piece of land.  The neighborhoods used are shown in Figure 3-2 with the block group 
boundaries in white.   
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Figure 3-2 - APN Neighborhoods 
These neighborhoods were used for generalization in this study.  Since houses and their 
attributes in the same area generally experience spatial autocorrelation, this 
generalization made sense and is assumed to have eliminated the autocorrelation problem 
in the regression.  This solution defines twelve neighborhoods which are used to 
determine a best fit equation instead of using individual house sales.  The total number of 
sales for each neighborhood is listed in Table 3-2. 
Table 3-2 - Neighborhood Sales 
 
 
These neighborhoods were used to calculate the average house characteristics for each 
sale quarter from 2000-2004.  Every attribute for all of the houses in a neighborhood sold 
in the same quarter were averaged using the mean.  If there were less than 5 sales in a 
neighborhood in a quarter it was excluded for statistical reasons.  There was a possibility 
for a total of 240 quarters but some neighborhoods were eliminated for certain quarters.  
The 16 quarters for 2000-2003 were used to generate the best fit equation that was used 
to forecast the LPI that determines the 2004 house sales.   
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3.2. Location Price Index (LPI) 
LPI was the dependent variable calculated in the regressions and is the mean sale value of 
a neighborhood during a quarter divided by the city average sale value of the same 
quarter.  LPI is also calculated with the individual houses sold in 2004 by dividing the 
house’s sale value by the city average sale value for the quarter in which it was sold in 
order to compare model forecasts with real values. 
Previous studies that perform assessments and forecasts generally use a house’s attributes 
to estimate the value of a house.  Trying to pick the variables that best describe a house’s 
sale value can be very difficult.  According to the client, the LPI for a neighborhood 
shows how each neighborhood compares to the average sale value for the city and 
provides a price index for the neighborhoods.  It captures many of the factors that cannot 
be given values easily like crime, the current demand in a neighborhood, and proximity 
variables that are important but otherwise unnoticed.  These factors are captured using the 
average price of the neighborhood in relation to the average price of the city at the same 
time interval.  Since this ratio is the dependent variable to be predicted by the regression, 
variables must be selected to find the combination that best represents LPI.  The LPI is 
calculated for each of the 2004 sales using each house’s attributes multiplied times the 
coefficients from the regression.  The LPI for each house is then multiplied by the city 
average sale value for the quarter of sale to acquire the forecasted sale value. 
Figure 3-3 shows the mean values of the LPI for each neighborhood.  The red point is the 
mean of LPI for all 5 years and the lines go to the highest and lowest values of the LPI 
over the 5 years.  A value of 1 means that the neighborhood was equal to the city average 
while a value of 0.5 is half the city average and 2 is twice the city average.  As the houses 
get more expensive, the high and low values get further from the mean--this apparent 
relationship is enhanced by the exponential growth in the LPI scale.  This makes it harder 
to forecast the more expensive houses due to their relatively high variation from the 
mean.  Also note that as the neighborhood number increases, the mean LPI value also 
increases.  This reflects the locations of the neighborhoods with APNs and LPIs 
increasing to the southeast as shown in Figure 3-4.   
LPI is a very powerful ratio and can be used to determine which neighborhoods have 
higher or lower sale values when compared to the city as a whole.  However, the ratio 
does not have to be a comparison of the average sale value of a neighborhood to a city, 
which is how it is used in this study.  A different application may be developed to find 
differences in the average salary of people for all cities in a state compared to the average 
salary of the state as a whole.  It could be extended to comparing the average Gross 
Domestic Product (GDP) of a country in Europe relative to the average GDP of all of 
Europe.  All of the these examples used monetary comparisons but even that is not a 
limitation.  This ratio could be used to compare the average crime rates of neighborhoods 
relative to the city as a whole and so on. 
The concept of this ratio was created by the client and is currently being explored in 
many different areas.  The essence of the whole idea is that it is a ratio between local 
averages compared to a global average.  How the local “neighborhood” is defined and 
what the bounding global “city” is will be determined by what the study is on and at what 
scale it is to be studied. 
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Figure 3-3 - APN Neighborhood LPI 
 
 
Figure 3-4- Mean Neighborhood LPI 
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3.2.1. Mean Absolute Percent Error (MAPE) 
In the following sections, the Mean Absolute Percent Error (MAPE) is used to evaluate 
the outcomes. MAPE is a very effective way to evaluate the accuracy of models.  It 
provides an average percent error of all samples forecasted and is calculated as follows: 
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Where ip  are the observed values, ipˆ  are the forecasted values and n is the number of 
observations. In the following sections, the effect of outliers on model results is examined 
by recalculating, MAPE after eliminating the 5 and 10 percent of the 2004 sales with the 
highest absolute errors. Maps displaying the spatial distribution of the MAPE are used to 
further evaluate the models.  The effect of outliers is explored in Section 3.7.  
3.3. Non Spatial Generalized Least Squares Model 
The Non Spatial Generalized Least Squares Model (NSGLSM) is intended to 
demonstrate the traditional approach to house price forecasting which depends solely on 
structure attributes, using no spatial variables. Table G-1 in Appendix G lists all the 
variables used in this model’s development.  
Using standard modeling methods, the client eliminated potential structure variables due 
to multi-collinear effects or because they did not explain sale value enough to be 
considered. Unfortunately, during model development, one spatial attribute (median 
household income, MHHI) was unexpectedly incorporated into two of the ratio variables 
used in the regression. Table 3-3 lists all the variables retained for the NSGLSM. Green 
indicates they were obtained from spatial data and magenta if they were not. The 
NSGLSM results for the coefficients, p-values, Durbin-Watson statistic, and centered R 
squared are listed in Table B-1 located in Appendix B. 
Table 3-3 - NSGLSM Variables 
 
Table 3-4 lists the MAPE of the NSGLSM results. Three MAPE values are used to 
evaluate how well this and the following two models perform. One takes all 2004 sales 
into consideration (100% of sample).  The other two are computed after individual sales 
records with the most extreme error are eliminated.  These outliers could possibly be due 
to errors in the data or they may just be anomalies in the data.  Eliminating the 5 and 10 
percent of the house sales with the highest percent error helps determine the effectiveness 
of the model.  For the NSGLSM, these are not good results even at 100%, but it can be 
seen that the worst outliers cause the accuracy to appear much worse.  
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Table 3-4 - MAPE NSGLSM 
 
The NSGLSM did not have accurate forecasting results.  Using mostly a house’s 
structure attributes makes it difficult to forecast its sale value accurately.  The location of 
a house plays a large role on the value of the house so it would be expected that without 
location variables a forecast would be less accurate.  A house built on the beach in 
Malibu will surely be worth more than the same house built on a farm in Iowa.  To 
forecast a house’s value based on the structural attributes only cannot be expected to 
produce good results. 
The percent error for the 2004 sales showed less variance as the sales records with the 
highest error were eliminated.  To show this smoothing of values, surfaces representing 
the distribution of the three different sets of MAPE values were interpolated.  All 
interpolations are at the extent in Figure 3-5 and are all classified with 5 classes.  Note 
that the same set of classes is used for all of the MAPE maps in this section. 
 
Figure 3-5 - Interpolation Extent 
Figure 3-6 contains maps of percent error for 100%, 95% and 90% of the sample.  All 
maps show the percent error of the NSGLSM for the 2004 sales forecasted against the 
actual sales values.  As the samples with the highest percent error are eliminated it is 
evident that the spatial distribution of error goes down.  With 100% of the sample there 
are areas of extreme error next to areas of low error.  As the samples with the highest 
10% error are removed the spatial distribution of error becomes smoother.  The areas that 
have the highest error in each of the maps are in the northeast corner and just northeast of 
the freeway junction.  The southeast is consistently the most accurate region through the 
progression.   
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Figure 3-6 - NSGLSM Error Surfaces 
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3.4. Spatiotemporal Hedonic Price Model 
Development of the SHPM accessed 39 variables to determine which combination of 
variables would describe sales value best.  Variables were eliminated based on multi-
collinear effects or because the variable did not explain sales value enough to be 
considered.  Table G-2 in Appendix G lists all the variables used in the development of 
this model.  Table 3-5 is a list of all of the variables used by the SHPM.  Green indicates 
they were obtained from spatial data and magenta if they were not.  The SHPM results 
for the coefficients, p-values, Durbin-Watson statistic, and centered R squared are listed 
in Table B-2 located in Appendix B. 
Table 3-5 - SHPM Variables 
 
Table 3-6 lists the MAPE for the SHPM for 100%, 95%, and 90% of the sample.  It also 
lists the percent improvement over 100% of the sample.  Clearly from Table 3-6, the 
SHPM produces a significant improvement over the NSGLSM with the addition of 
spatial variables. 
Table 3-6 - MAPE SHPM 
 
Figure 3-7 contains maps of percent error for 100%, 95% and 90% of the sample.  All 
maps show the percent error of the SHPM for the 2004 forecasted sale values against the 
actual sale values.  At 90% of the sample the SHPM eliminates the major regions of 
error.  There is only one area that crosses the 30% error threshold and it is located in the 
northeast corner.  While this is a significant improvement of error compared to the 
NSGLSM results it does follow a similar pattern.  This suggests that the same regions are 
having higher error in each of the models and that other spatial factors may be involved. 
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Figure 3-7 - SHPM Error Surfaces 
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3.5. Genetic Programming Model 
The Genetic Programming Model (GPM) was developed to explore its forecasting 
potential and compare it with the NSGLSM and SHPM.  The GPM used 36 variables also 
used by the SHPM to find the best equation to forecast a house’s sale value.   All of the 
variables in Table G-2 (Appendix G) were used as input in this model except the three 
ratios AF, AMR and LBBE. Unlike the NSGLS and the SHPM this model used genetic 
programming software developed by the client.  Due to the methodology of the GP there 
was no need to account for autocorrelation or heteroskedasticity.  GP traverses through 
the available variables to determine the combination of variables to find the best fit 
equation.  The use of GP for forecasting is explained in Kaboudan (2005).  Table 3-7 lists 
the final variables used by the GP Model and their definitions.  Green indicates they were 
obtained from spatial data and magenta if they were not.   
Table 3-7 - GPM Variables 
 
The MAPE for the GPM is listed in Table 3-8 for 100%, 95% and 90% of the sample.  It 
also lists the percent improvement from 100% of the sample. 
Table 3-8 - MAPE GPM 
 
The results listed in Table 3-8 are very good.  When the worst 10% of the samples are 
eliminated, the GPM is capable of predicting a house’s price with an average less than 
11% error.  The GPM is considerably more accurate than the NSGLSM and is a 
significant improvement over the SHPM.   
Figure 3-8 contains maps of percent error for 100%, 95% and 90% of the sample.  All 
maps show the percent error of the GPM for the 2004 forecasted sale values against the 
actual sales values.  Moving from 100% to 90% of the sample smoothes the surface 
significantly.  With 100% of the sample there are a few spots of very high error but it is 
generally isolated spots caused by just a few very inaccurate forecasts.  Once the surface 
is reduced to 90% of the sample there are no samples that have 20% error.  The area 
around the freeway junctions tends to be the area with the most error but is not a 
significant increase in error over the other regions. 
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Figure 3-8 - GPM Error Surfaces 
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The equations that GP outputs can be very complicated.  The final equation of the GP 
Model for this study is listed as follows: 
LPI = SIN(((SIN(SIN(SIN(SIN(SIN(SQRT((MR1 - (SIN(SQRT((MR1 - ((MR1 - 
(SIN(SIN(BE)) - (SS - SIN(SIN(SIN(SIN(SIN((SS - SIN(BE)))))))))) - 
SIN(BE))))) - (SS - SIN((SS - SIN(BE)))))))))))) / (SCLD * ST)) + 
SIN((SIN(SIN(SIN(SIN(SIN((SS - SIN(BE))))))) + (MR1 - HP))))) 
This equation is hard to make sense of and it is even harder to understand how so many 
sin (the sine trigonometric function) calculations can be logical.    However the results for 
this equation suggest that even though it is very complicated to read, it produces the most 
accurate forecast.  Unfortunately GP equations are coincidental equations that should 
only be used as a planning tool and not a final solution (Kaboudan and Shaw, 2005). 
3.6. Impact of Outliers 
To further investigate the impact of outliers in the house sale values, Figures 3-9 and 3-10 
show 3D extrusions for 100% and 90% of the sample for the NSGLSM and SHPM.  All 
of the extrusions are at the same scale and extruded using the same vertical exaggeration. 
 
 
Figure 3-9 - NSGLSM Percent Error 
 
Figure 3-10 - SHPM Percent Error 
In both graphics there are similarities in the peaks of the 100% sample errors.  These 
houses are outliers that have attributes or sale values that do not follow the normal trends 
in Redlands.  Most likely these house sales were errors in the data input or a house that 
was sold far under market value to a relative or a bank foreclosure.  It is impossible to 
determine the cause of this error but it is evident that both models made forecasts far off 
from the actual sale value recorded for these outliers.   
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To investigate further, the 3 house sales with the highest error were selected from the 
sales data table.  These are the 3 highest peaks in the 3D extrusions for 100% of the 
sample.  The 3 houses are listed with their actual sale values and the forecasted values for 
both the SHPM and the NSGLSM in Table 3-9.  The nearest neighbors of the three 
houses were also selected and the corresponding sale values and forecasted values are 
shown.  
Table 3-9- Error Comparison Table 
 
From Table 3-9 it is obvious that these individual high error houses are outliers when 
compared to the low percent error of the nearest neighbors.  There is nothing that can be 
done to correct these values of error, but it does justify eliminating a portion of the 
samples with the highest percent error--when the 10% of the sample with the highest 
error is eliminated, there are no major peaks in the graphic.  There are still areas that 
differ in the percent error but the surfaces do not fluctuate as much as they did when 
plotted with the 10% of the sample with the highest error. 
3.7. Model Comparison 
Figure 3-11 shows the maps for all of the models for 100%, 95% and 90% of the sample.  
It can be seen that each model is significantly improved as the sample gets reduced to 
90%.  It is also evident that the GPM is more accurate than the other two models.  While 
both the NSGLSM and SHPM struggle with the northeast corner, the GPM does not have 
much difficulty.  All three models have the worst error in the same areas but once the 
highest error samples are removed there is significant improvement in all three models. 
The SHPM and the NSGLSM were both developed using the same methodology.  The 
only difference between the two models was the variables available and it is evident that 
the use of spatial variables can improve the forecasting accuracy of GLS models.  The 
SHPM improved on the NSGLSM by 9% error.  Out of 12 variables the SHPM used, six 
were spatial variables, two as ratios using a spatial variable.  Although one spatial 
variable was used (Median Household Income) in two ratios in the NSGLSM it did not 
appear to help the accuracy of the model.  In the future it would be interesting to see how 
a truly non-spatial model would perform when compared to a spatial one.  The next 
chapter suggests some additional ways the use of spatial characteristics might improve 
house sale price forecasts. 
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Figure 3-11 - Model Comparison 
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4. Spatial Assessment 
The SHPM results were good but could they have been better?  After the models were 
developed and the results were reported, many questions arose.  These questions asked if 
there were possibilities to improve the forecast by using spatial analysis and different 
methodologies to determine a house’s attributes.  Two questions investigated are: 
• Could parcel APNs be used to locate a house instead of geocoding? 
• Could more variables be generated using spatial analysis with a stronger 
correlation with sale value?   
4.1. Use of Parcels 
All three of the models developed for this study used geocoded houses and the attributes 
acquired for them as input.  The client had originally requested joining the house sales 
data to the parcels data by APN number and then using the parcel’s centroid as the 
locations.  Unfortunately there was trouble performing this operation and geocoding was 
used as an alternative.  Later it was discovered that the parcels data APN field was a text 
data type and not an integer data type.  Once this was discovered, a new field was created 
and calculated by converting the APN text field to an APN integer field.  This allowed 
the two datasets to be successfully joined via APN.   
After all of the original house sales were cleaned there were a total of 4289 records to be 
used in the models.  After eliminating records that fell outside the city limits and not in 
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the twelve neighborhoods used there were 3709 useable records from geocoding and 
4088 useable records from joining via APN.  Thus there were 379 additional houses 
matched when joined.  It is worthwhile investigating where these additional houses are to 
determine if these missed records may have influenced model results.   
4.1.1. Location of Unmatched Sales 
The table in Figure 4-1 shows the difference between the number of sales missed by 
geocoding and the number missed by joining the parcels. In all cases, more were missed 
by geocoding and so this table indicates how many more sales records could have been 
included in the model estimation by using the APN to georeference the sales. Note that 
the houses that were not included in the models are distributed throughout the 12 
neighborhoods though some did have substantially more unmatched sales. 
               
Figure 4-1 – Missed Houses 
An examination of the distribution of matched and unmatched sales by neighborhoods 
gives more detail.  Figures 4-2 and 4-3 show the results for each neighborhood.  In each 
of these maps:   
• The geocoded points are the black points on the roads 
• The matched parcels for the geocoded houses are green parcels 
• The matched parcels not used in the SHPM study are the red parcels 
• All other parcels for each neighborhood are hollow. 
One interesting cluster of matched houses in neighborhood 168 (indicated by the green 
circle) appears to have a whole area of house sales developed during the time period of 
this study.  This cluster of houses is most likely all similar houses with similar attributes.  
These types of clusters can cause severe spatial autocorrelation if not compensated for.  
The use of generalizing by neighborhoods eliminated such autocorrelation effects in our 
study. 
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Figure 4-2 – Neighborhoods 167 through 172 
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Figure 4-3 - Neighborhoods 173 through 300 
By examining the distribution of the missed parcels, it is evident that there are several 
clusters of parcels that were missed by the geocoding of house sales (indicated by the red 
circles).  These clusters could have possibly impacted the neighborhoods average value 
but it would take redoing all of the attribute calculations and neighborhood averaging to 
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determine the full impact of the missed sales.  There are no clusters completely isolated 
from other sales so most likely these missed sales had similar attributes to the houses in 
the same vicinity.   
4.1.2. Geocoding Positional Errors 
While investigating the neighborhoods with the matched parcels, it was determined that 
several of the geocoded positions were significantly different than the matched parcels 
with the same APN.  When geocoding, each street segment has an address range for both 
the left and right side of the street and assumes equal distances between the addresses 
along the line segment.  This assumption is not always true, as in the southern 
neighborhoods where houses are spread out and long roads have only a few addresses on 
them.  Figure 4-4 shows a geocoded house that was misplaced from the parcel by 1437 
feet (as measured from a point in the center of the parcel). 
 
Figure 4-4 - Geocoding Error 1 
This positional error is not common for all of the houses locations but there a few houses 
in the southern neighborhoods that were assigned positions significantly different than 
the parcels position.  This displacement surely influenced the location variables of the 
houses, but could this also affect the demographic attributes that were assigned to the 
houses?  When it was identified that at least one house was misplaced by 1437 feet, the 
block group boundaries for the southern neighborhoods were inspected.   
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Figure 4-5 shows the neighborhoods overlaid on top of the block groups.  The 
neighborhood boundaries are in blue and the block groups are all colored independently.  
It can be seen that many block groups cut across neighborhood boundaries. 
 
Figure 4-5 - APN Neighborhoods and Block Groups 
Visually inspecting the boundaries of the block groups it was discovered that at least one 
geocoded house location fell on the wrong side of a block group boundary.  Figure 4-6 
shows this misplaced house labeled with the APN 17617403.  The red line is the block 
group boundary and the two block groups are labeled in red.  The black line shows the 
street file with geocoded points placed on it and the grey lines are parcel boundaries.  It 
can be seen that this house is not misplaced by a large distance but it still was placed on 
the wrong side of the block group boundary.  This misplacement of the house location 
caused the wrong demographic attributes to be assigned to this house and could have 
influenced the neighborhood average.  Most likely this is not the only house that was 
misplaced and given the wrong demographic attributes. 
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Figure 4-6 - Geocoding Error 2 
Figure 4-6 indicates yet another problem with the placement of the geocoded sales.  
Block group boundaries generally follow the centerline of roads.  However the street file 
used for the geocoding does not always follow the street centerline in the parcel layer and 
the block group boundary does not always correspond with either of these.  Since 
geocoded points occur on the street line there are most likely several cases of the 
geocoded sales placed on the wrong side of the block group boundary.   
Figure 4-7 shows an example of a problem that arises when the block group boundary 
and street coincide.  Here the block group boundary falls along several of the street lines.  
This complicates assigning the geocoded houses to one of these block groups to acquire 
its attributes.  As it turns out, the parcels 16933114, 16933212 and 16933129 (depicted 
with black points and arrows) were assigned to the wrong block groups because of this 
coincidence.  The use of an offset when geocoding places the geocoded points on the left 
or right side of the street and could resolve this problem.   
In conclusion, it is recommended that future studies using census tracts or block groups 
as sources of demographic attributes not use geocoded locations if an alternative exists, 
but if they must, to use an offset to avoid these street coincidence problems.   
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Figure 4-7 - Block Group Misassignment 
 
4.2. New Spatial Variables 
When attempting to forecast a house’s value, the ideal variables to use are the ones that 
have a strong correlation with sale value.  In the past, demographic variables or proximity 
variables have been used.  This is the first study found to attempt to use variables derived 
from spatial analysis in a regression model.  Distance to South City Limits (SCLD) 
helped the GPM to be the most accurate forecast in this study and was selected by the 
genetic program and not the client.  This variable had a strong negative correlation to sale 
value and is shown with the sales value surface in Figure 4-8.  Trying to identify other 
spatial variables that would have a stronger correlation to sale value than SCLD was 
investigated. 
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Figure 4-8 - Sale Value and SCLD Comparison 
Knowledge of the city suggested that distance to the I-10/SH-30 junction and elevation 
are positively correlated with sale value.  A 10 meter Digital Elevation Model (DEM) 
was used to display elevation across the city.  Since a DEM is already a raster surface it 
only needed to be classified and is shown in Figure 4-9 along with the I-10/SH30 
intersection surface.  While the intersection surface could have been created simply by 
calculating a distance raster, creating a surface similar to others used in this study was 
created by interpolating the distance values calculated at each of the sale points. 
The process to create the intersection variable is as follows: 
• A new shape file “Intersection” was created in ArcCatalog with the coordinate 
system used in this study. 
• The streets file was used to locate the intersection of I-10 and SH-30. 
• Onscreen digitizing was used to create the intersection polygon. 
• The digitizing was saved and the 2004 sales points were added to the map. 
• A spatial join was performed between the sales and the intersection to acquire the 
distances from the houses to the intersection. 
It is evident that the Intersection surface and Elevation surface are even more correlated 
to sale value then SCLD surface.  While these variables are not exact matches for sale 
value they do show how variables can be created to be very similar to the sale value 
trend.  The discovery of variables visually correlated to sale value can be used to help 
make a forecast more accurate. 
This study focused primarily on linear distance relationships to individual house sale 
values. There are some attributes that exhibit behaviors of a spatially non-linear nature. 
For example, a quadratic relationship may be appropriate for the impact of distance from 
freeway ramps—values of houses close and far away may be negatively correlated, while 
those in the middle range may be positively correlated. Other attributes may be 
homogeneous in zones other than neighborhoods. An example of this is the designation 
of historic districts which impact house value significantly. . 
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Figure 4-9 – New Spatial Variable Comparisons 
4.3. Creating New Parcel Dataset 
To provide the client with the most accurate dataset, a new worksheet derived using the 
parcels dataset was created since the spatial assessment demonstrated clearly that the use 
of geocoding did not provide as accurate results as initially believed.  By using the APN, 
the house sales were joined to the parcels dataset and the attributes recalculated using the 
geoprocessing script.  The parcels’ centroids were used to calculate the distances. 
Additionally, after the three highest outliers were all identified to be less than $100,000, 
it was decided to eliminate any sales under one-hundred thousand dollars hoping to 
improve any future models.  A total of 233 sales were eliminated because they were less 
than $100,000 resulting in 3898 usable sales.  A new, more accurate worksheet 
containing the data resulting from these changes was provided to the client for use in 
future model development. 
4.4. Spatial Analysis Conclusions 
The use of geocoding provided a means to complete this study, but also resulted in 
misplaced housing locations.  Since every geocoded house is located on the street there 
are no houses placed where the actual houses are.  This placement along the streets was 
identified to be a problem when assigning the block group attributes to the houses since 
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they may fall on the wrong side of the block group boundary.  This could have influenced 
the demographic averages significantly if several houses in the same quarter exhibited 
this misplacement. 
Using a parcel as the way to acquire a house’s location resulted in a higher percentage of 
matched sales.  It should also allow for proper placement inside the correct block group.  
A study could be performed to investigate how many houses were assigned the wrong 
demographic attributes but the identification of several suggests that this may be a 
common occurrence.   
This study demonstrates how variables can be created to have a strong visual correlation 
with the dependent variable.  Two new variables were developed that exhibit a positive 
correlation with sale value.  Through analysis of the geographic characteristics of a 
region and its distribution of house sales, variables can be selected or created that are 
known to be positively or negatively correlated to sale value. 
A new worksheet using the parcel’s centroids was created for the client to provide a more 
accurate worksheet to be used in future studies.  It will be interesting to see if this new 
worksheet will help to improve that accuracy of future models.  
Having shown several ways in which this investigation could be enhanced by the use of 
spatial analysis, it is recommended to use more spatial analysis when developing similar 
models.  If this analysis had been performed prior to model development, more accurate 
attributes for each house sale sample would have been assigned and all model results 
most likely would have lower percent errors. 
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5. The System 
For future related studies in Redlands the client requested a geodatabase with all of the 
necessary datasets used to calculate the attributes used in this study.  The client also 
requested tools to calculate all of the attributes and averages used in the models.  Three 
items were needed to fulfill the request: a geodatabase to contain all of the spatial 
datasets and the toolbox; the toolbox containing the model or geoprocessing script that 
acquired all of the spatial variables; and the geoprocessing script that calculates all of the 
neighborhood averages.  These are each described in this chapter. 
5.1. Redlands Forecasting Geodatabase 
The Redlands Forecasting geodatabase (RFGDB) is the container for all of the datasets 
and the toolbox for the tools developed.  There was no need for topology rules or for 
feature datasets so the geodatabase is primarily just a container for the feature classes 
used in this study.  All of the spatial datasets are in the same projection and coordinate 
system to assure accuracy when making proximity calculations and assigning attributes 
based on location.  The projection used was the California State Plane Zone 5.  Figure 5-1 
is an image of the final geodatabase. 
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Figure 5-1 - RFGDB 
5.2. Spatial Attribute Calculator 
Due to current limitations of model builder and the geoprocessing environment, the 
spatial attribute tool is just a concept.  However, current implementation of the model is 
only missing the spatial join operators.  The methodology is relatively simple and after 
ArcMap 9.2 is released it will be a quick fix to implement.  The process methodology is 
shown in Figure 5-2. 
 
Figure 5-2 - Spatial Attribute Calculator Methodology 
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5.3. Neighborhood Average Calculator 
The neighborhood average calculator was developed to automate and calculate 
neighborhood averages that can take hours to calculate manually in Excel.  It is a 
geoprocessing script that loops through the each quarter from 2000-2004 and calculates 
averages for every neighborhood used in this study.  It not only calculates all of the 
averages for every attribute, but normalizes some attributes, and converts distances from 
feet to miles and lot square feet to lot acres.  The general flow of the script is best 
described by the following pseudocode described previously in Section 2.3: 
Start loop for the 20 quarters 
 Initialize all quarterly variables 
 Start loop for the 12 neighborhoods 
  Initialize all neighborhood variables 
  Create selection cursor for this neighborhood during this quarter 
  Start loop for selection cursor 
   Sum all neighborhood attributes for this neighborhood 
   If this sale is 2004 insert into 2004 sales file 
  Exit loop 
  Calculate the averages and insert them in neighborhood average file 
 Exit loop 
 Calculate city average for this quarter and update all records for this quarter 
Exit loop 
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6. Conclusion 
This study focused on using GIS and spatial analysis to improve the forecasting abilities 
of house price models and to investigate their results following model development. A 
number of observations and suggestions for future improvements can be made. 
Including spatial attributes in forecast models is clearly of value. LPI can be used to 
associate neighborhood values to the city average value and help to eliminate spatial 
autocorrelation problems.  LPI could also be used for much larger studies at the state or 
country level. Adding spatial variables in the SHPM improved on the forecasting 
accuracy of the NSGLSM by a significant amount.  It is apparent that not only the 
attributes of a house, but the location of a house relative to other places and the 
demographics of the neighborhood highly influence the sale value of a house. Future 
studies may consider alternative neighborhood definitions and sensitivity analyses could 
be used to investigate how sensitive model results are to different neighborhood 
boundaries.  
Acquiring demographic data on a smaller time scale than every ten years could greatly 
enhance the impact of the neighborhood attributes.  It could also provide a means to study 
if the fluctuations of the ethnic composition of the neighborhoods influences the sale 
value.  Unfortunately the ten year census survey is currently the best means to acquire 
these demographic variables though the American Community Survey may eventually be 
an alternative. 
Defining the location attributes that influence a house’s value most directly can be a 
study itself.  The SHPM used distance to parks, airports and central business district.  
There are surely other proximity attributes that would perform just as well or better. 
Spatial analysis was used to visualize additional variables that have a strong correlation 
with sale value.  It was demonstrated how variables can be created to follow trends of a 
variable.  Identifying these general trends visually and capturing them with a variable 
known to have a strong positive or negative correlation may help with forecasting in 
areas with high variance in values.   
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GIS and spatial analysis were used to develop and analyze forecasting models in this 
study.  While these model results were good, they can surely be improved on.  It was 
discovered that the use of geocoding caused several errors including houses assigned the 
wrong block group attributes.  Future studies should join house data to parcels by APN 
when available. The use of spatial analysis prior to model development is also 
recommended to help in decision making during model development.   
Clearly, there are many different ways similar studies in the future can be improved 
through the use of GIS and spatial analysis. It is hoped that this analysis encourages 
further explorations of this nature.  
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Appendix A: Location Price Index Definition 
The following is from Kaboudan (2005b). 
… This paper proposes a new strategy to model and forecast home prices. Instead of 
modeling the real price of a home, a spatial housing price index (IL) model produces  
forecasts of single family residential property values. Representing each neighborhood in 
a city, the index (or dependent variable to model) is a simple ratio of average real price of 
a home in a neighborhood to average real price of a home in the same city. This proposal 
is because obtaining accurate forecasts of residential home prices remains a challenge. Its 
importance was iterated by many (Shiller 1993; Dubin, Pace, and Thibodeau 1999; 
Limsombunchai, Gan, and Lee 2004; to mention a few). Examining the proposed strategy 
helps determine whether it is possible to obtain reasonable forecasts of prices of homes 
sold at a “future” period rather than forecasts of out-of-sample prices of homes sold in the 
same period. Modeling an index shifts focus from specifying individual property price 
functions to specifying neighborhood average price functions. The main objective is to 
construct a model that “generalizes” well. The average house would have an average 
number of bedrooms, average number of bathrooms, average square footage, average 
distance to parks, average distance to shopping centers, etc. Selecting average price as 
the dependent variable rather than the individual or median neighborhood home price is 
with reason. If hedonic models explain variations in price levels “on average” in terms of 
differences in property characteristics, then perhaps average prices should be explained 
instead of price levels. Further, estimating individual property price functions faces 
statistical problems because of spatial correlation. If spatial dependency between 
contiguous homes exists, it is quite reasonable to specify and estimate a function of 
average price of homes with similar attributes. Basu and Thibodeau (1998) explain that 
nearby properties were probably developed about the same time, they share location 
attributes, and they typically have similar structural features. Modeling the average price 
is also more appropriate than modeling the median since a median-priced home may fail 
to represent homes in its neighborhood accurately. Averaging prices and attributes may 
be viewed as a process of smoothing out effects unusual homes may have on determining 
general price levels in neighborhoods.  
 
Almost all home-price estimation techniques (including parametric, semi-parametric, and 
non-parametric ones) model the real price of a house (P) or its log transformation. This 
study models the location index IL.  
__ __
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where P = real price, i = 1, …, n houses sold in each j = 1, …, k neighborhoods during 
time period t = 1, …, T. … 
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Appendix B: Model Results 
This appendix is a listing of the results from the development of the NSGLSM and 
SHPM.  For each of the models, the coefficients and p-values for each variable, the 
Durbin-Watson statistic of the regression, and the centered R of the regression are given.  
The coefficients are the slope of the independent variable in relation to the dependent 
variable when all other independent variables are held constant and show how strong the 
variable is in the regression.  A p-value is typically used in hypothesis testing and is often 
termed the observed level of significance (Berenson, 2004).  The closer a p-value is to 0 
the more significant the variable is in the resulting model and the p-value generally 
should not be greater than 0.1.  A Durbin-Watson statistic around 2 means there is no 
spatial autocorrelation problem.  R is the percentage of sales that the regression explains 
for the entire sample.   
Due to the presence of heteroskedasticity identified by the White test, all variables were 
normalized by the square root of lot square feet (SRLSF).  The client tested all of the 
variables to identify the one that was causing heteroskedasticity and identified the SRLSF 
to be the culprit.  Dividing each variable by the variable causing the heteroskedastic 
effects eliminates these effects according to the client. 
Non Spatial Generalized Least Squares Model 
It was identified that a house’s age is best represented by a quadratic specification.  This 
is because a house generally loses value as it gets older but at a certain age it begins to 
appreciate due to antiquity effects.  To best represent this shift in the effects of age both 
the house age (HA) and house age squared (HA2) were used in the regressions.  Even 
though one spatial variable was used in the NSGLSM the results of the regression were 
not good.  Table B-1 lists the variables coefficients, p-values, the Durbin Watson 
Statistic, and the centered R2. 
Table B - 1 - NSGLSM Results 
 
All of the variables have low p-values meaning that they are all different from zero at the 
5% level of significance.  The Durbin-Watson statistic suggests there is no 
autocorrelation problem and the R value means this model explains 70.8 percent of the 
house sales in 2004. 
 
 74
Spatiotemporal Hedonic Price Model  
As noted above due to heteroskedasticity, all variables were divided by the variable 
SRLSF.  Six of the final twelve variables were acquired spatially.  This model performed 
significantly better than the NSGLSM model with the added spatial variables and the 
results are listed in Table B-2. 
Table B - 2 - SHPM Results 
 
All variables were significantly different from zero at the 5% level of significance except 
for 2, but they are significantly different from zero at the 10% level of significance.  The 
Durbin-Watson Statistic suggests there is some negative autocorrelation but is not 
significant enough to be a problem.  The R value states this model explains 79.5 percent 
of the house sales in 2004. 
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Appendix C: Data Cleaning 
For this project there were many records deleted from the original data set provided by 
DataQuick.  Dataquick provided 87 attributes for each sale, but a lot of them were 
incomplete or not necessary for this study.  This is a list of all the steps taken to clean the 
data before geocoding the sales. 
• Eliminate all sales prior to 2000 
• Eliminate the attributes in the Table C-1 
Table C - 1 - Deleted Attributes 
 
• Eliminate all records with a Sale Value less than $50,000 
• Eliminate all records with a Sale Value more than $1 million. 
• Eliminate all records with 0 Bathrooms. 
• Eliminate all records with 0 Bedrooms. 
• Eliminate all records that do not have a Parcel Number starting with 0167, 0168, 
0169, 0170, 0171, 0172, 0173, 0174, 0175, 0176, 0294, 0300.   
• Eliminate all records with more than 20 Rooms. 
• Eliminate all records with a SQ FT Structure value more than 10,000. 
• Eliminate all records with no value for Year Built. 
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• Convert all Fireplace values from “Y” to 1, and no value to 0. 
• Convert all Garages values from no value to 0. 
• Convert all Heating/Cooling values from B and C to 1 and all H or no value to 0.  
• Convert all Owner Absent/Occupied values from “O” to 0 and “A” to 1.   
• Convert all Pool values from “Y” to 1 and no value to 0.  
• Convert all Spa/Hot Tub values from “Y” to 1 and no value to 0.   
• Change all the names in Table C-2 from Original to New values. 
Table C - 2 - New Attribute Names 
 
• Create new attributes as shown in Table C-3 and described below. 
Table C - 3 - New Attributes 
 
• Calculate the RSV (Real Sale Value) and RLV (Real Land Value) from the SV 
and LV attributes multiplied by the CPI for the specific month of each year.  CPI 
values were acquired for LA and Riverside areas published by the Bureau of 
Labor and Statistics (BLS) and are listed in Table C-4.  
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Table C - 4 - House CPI 
 
• Convert the PN to one number by using the replace function to replace all the 
dashes “-” with no value. 
• Create the PNUM by using the first 4 digits of the PN. 
• Calculate the SQ (Sale Quarter) from the SD.  Following the format YEAR.1 for 
sales in January-March, YEAR.2 for sales in April-June, YEAR.3 for sales in 
July-September, and YEAR.4 for sales October-December.  For Example the year 
2000 would have quarters 2000.1, 2000.2, 2000.3, and 2000.4. 
• Create the HA by subtracting the YB from the SQ. 
• Insert all Mortgage Rates (MR1-8) for each sale rates shown in Table C-5 
corresponding to the year in which the house was sold.  The MR table was created 
by subtracting the quarterly percentage change in CPI from each quarter’s rate. 
• Save the table as a dBASE IV file and it should be ready to geocode. 
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Table C - 5 - House Mortgage Rates by Month 
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Appendix D: Geocoding Instructions 
1. If you do not have a Redlands Address Locator file follow steps 3-5.  If you have 
a Redlands Address Locator skip to step 6. 
2. Create a Redlands Address Locator file by opening Arc Catalog.  Once Arc 
Catalog is open close and local drives in the menu and scroll down to the Address 
Locators menu and click Create New Address Locator as shown in Figure D-1. 
 
Figure D - 1 - Create Address Locator Menu 
 
3. You will be prompted to select an Address Locator Style.  If the streets file you 
have is a shapefile select the US Streets (File).  If your streets file is in a 
GeoDatabase (GDB) then select the US Streets (GDB) as shown in Figure D -2. 
 
Figure D - 2 - Create Address Locator 
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4. Setup your Address Locator with the settings you prefer.  Make sure to select 
your streets file on the left and name your Address Locator.  Figure D -3 shows 
the settings used in this study. 
 
Figure D - 3 - Address Locator Settings 
5. Hit OK and it should create the Address Locator.  Close Arc Catalog 
6. Start Arc Map and add the dBASE IV (or any .dbf) file. 
7. Right click the file to bring up the menu in Figure D-4. 
 
Figure D - 4 - Geocode Addresses Select 
8. Select the Geocode Addresses… option and be will prompted for an Address 
Locator file as shown in Figure D-4.  Select your Address Locator and hit OK.  If 
you do not have an Address Locator shown click the Add… and browse to select 
the Address Locator. 
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Figure D - 5 - Address Locator Select 
9. After selecting your Address Locator you will have a menu similar to Figure D-6.  
Change the settings to how you prefer them and hit OK. 
 
Figure D - 6 - Geocode Settings 
10. The geocoding will run and then you will be given the results of your geocode.  
Figure D-7 shows the results from a geocoding session.  If desired you can 
interactively match the unmatched addresses to their location. 
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Figure D - 7 - Geocode Results 
11. This ends the geocoding process. 
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Appendix E: Geoprocessing Scripts 
 
Neighborhood Average Calculator 
 
###################################################################### 
## Author: Brian Shaw 
## Date: 01 November 2005 
## Purpose: To Calculate and add all Neighborhood 
##          Averages to a Neighborhood File for Processing 
###################################################################### 
 
# import the win32 module and create a variable to access Geoprocessor 
import win32com.client 
gp = win32com.client.Dispatch("esriGeoprocessing.GPDispatch.1") 
 
# Set my workspace 
gp.workspace = "c:\\Classes\\MIP\\ANewData\\Databases\\NeighborhoodAverages.mdb" 
 
# Make a list of all polygon featureclasses  
pnumList = gp.ListFeatureClasses("PNUM*", "Polygon") 
 
# set pnum equal to first in the list 
pnum = pnumList.Next() 
 
# set variables for the two tables to insert or update 
avgFile = "AvgWorkSheet" 
salesFile = "WorkSheet2004" 
 
# set conversion factors for sq ft to acres and feet to miles 
acre = 43560.0 
mile = 5280.0 
 
# list of the quarters 
qlist = [20001, 20002, 20003, 20004, # 2000 quarters 
         20011, 20012, 20013, 20014, # 2001 quarters 
         20021, 20022, 20023, 20024, # 2002 quarters 
         20031, 20032, 20033, 20034, # 2003 quarters 
         20041, 20042, 20043, 20044] # 2004 quarters 
 
# list of the neighborhoods 
plist = [167, 168, 169, 170, 171, 172, 
         173, 174, 175, 176, 294, 300] # 12 neighborhoods 
 
 
# loop counters 
i = 0 
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j = 0 
 
pc = 0 # pnum counter 
cc = 0 # cityavg counter 
 
# The while loop for the 20 quarters 
while i < 20: 
     
    # initialize all quarterly variables     
    j = 0; cc = 0 
 
    # initialize city variables for sales value   
    sumCRSV = 0.0; avgCRSV = 0.0; LPI = 0.0; PNUM = 0 
 
    # The loop for the 12 neighborhoods, iterated each quarter     
    while j < 12: 
         
        wherestr = "[SQ] = " + str(qlist[i]) + " AND [PNUM] = " + str(plist[j]) 
        qcur = gp.SearchCursor("AllAttribute", wherestr)     
        qrow = qcur.Next() 
 
        # initialize all the variables assiGNUMed in the neighborhood process     
        pc = 0 
         
        # all the structure variable declarations 
        avgHA  = 0.0; avgRSV  = 0.0;  avgRLV  = 0.0; 
        avgBA  = 0.0; avgBE  = 0.0; avgFR  = 0.0; avgGNUM  = 0.0; avgAC  = 0.0; 
        avgLSF  = 0.0; avgOAO  = 0.0; avgPL  = 0.0; avgRM  = 0.0; avgHT  = 0.0; 
        avgSS  = 0.0; avgST  = 0.0; avgMR8  = 0.0; avgMR7  = 0.0; avgMR6  = 0.0; 
        avgMR5  = 0.0; avgMR4  = 0.0; avgMR3  = 0.0; avgMR2  = 0.0; avgMR1  = 0.0; 
        sumHA  = 0.0; sumRSV  = 0.0;  sumRLV  = 0.0; sumLPI  = 0.0; sumLA = 0.0; 
        sumBA  = 0.0; sumBE  = 0.0; sumFR  = 0.0; sumGNUM  = 0.0; sumAC  = 0.0; 
        sumLSF  = 0.0; sumOAO  = 0.0; sumPL  = 0.0; sumRM  = 0.0; sumHT  = 0.0; 
        sumSS  = 0.0; sumST  = 0.0; sumMR8  = 0.0; sumMR7  = 0.0; sumMR6  = 0.0; 
        sumMR5  = 0.0; sumMR4  = 0.0; sumMR3  = 0.0; sumMR2  = 0.0; sumMR1  = 0.0; 
 
        # all the avg socio-economic variable declarations 
        avgTP  = 0.0; avgWP  = 0.0; avgBP  = 0.0; avgAP  = 0.0; 
        avgHP  = 0.0; avgMEDHHI  = 0.0; sumTP  = 0.0; sumWP  = 0.0; 
        sumBP  = 0.0; sumAP  = 0.0; sumHP  = 0.0; sumMEDHHI  = 0.0; 
 
        # all the location distance variable declarations 
        avgHD  = 0.0; avgSD  = 0.0; avgWD  = 0.0; avgFD  = 0.0; avgRD  = 0.0; 
        avgAD  = 0.0; avgPD  = 0.0; avgCBD  = 0.0; avGNUMCLD  = 0.0;  
        avgSCLD  = 0.0; sumHD  = 0.0; sumSD  = 0.0; 
        sumWD  = 0.0; sumFD  = 0.0; sumRD  = 0.0; 
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        sumAD  = 0.0; sumPD  = 0.0; sumCBD  = 0.0; sumNCLD  = 0.0; sumSCLD  = 0.0; 
 
        # while loop to calculate the sums         
        while qrow: 
 
            #all the sum structure variable sum 
 
            sumHA  = sumHA + qrow.HA; sumRSV  = sumRSV + qrow.RSV; 
            sumRLV  = sumRLV + qrow.RLV; sumBA  = sumBA + qrow.BA; 
            sumBE  = sumBE + qrow.BE; sumFR  = sumFR + qrow.FR; 
            sumGNUM  = sumGNUM + qrow.GNUM; sumAC  = sumAC + qrow.AC; 
            sumLSF  = sumLSF + qrow.LSF; sumOAO  = sumOAO + qrow.OAO; 
            sumPL  = sumPL + qrow.PL; sumRM  = sumRM + qrow.RM; 
            sumHT  = sumHT + qrow.HT; sumSS  = sumSS + qrow.SS; 
            sumST  = sumST + qrow.ST; sumMR8  = sumMR8 + qrow.MR8; 
            sumMR7  = sumMR7 + qrow.MR7; sumMR6  = sumMR6 + qrow.MR6; 
            sumMR5  = sumMR5 + qrow.MR5; sumMR4  = sumMR4 + qrow.MR4; 
            sumMR3  = sumMR3 + qrow.MR3; sumMR2  = sumMR2 + qrow.MR2; 
            sumMR1  = sumMR1 + qrow.MR1; 
 
            # all the sum socio-economic variable sum 
 
            sumTP  = sumTP + qrow.TP; sumWP  = sumWP + qrow.WP; 
            sumBP  = sumBP + qrow.BP; sumAP  = sumAP + qrow.AP 
            sumHP  = sumHP + qrow.HP; sumMEDHHI  = sumMEDHHI + qrow.MEDHHI 
 
            # all the sum location distance variable sum 
 
            sumHD  = sumHD + qrow.HD; sumSD  = sumSD + qrow.SD_1; 
            sumWD  = sumWD + qrow.WD; sumFD  = sumFD + qrow.FD; 
            sumRD  = sumRD + qrow.RD; sumAD  = sumAD + qrow.AD; 
            sumPD  = sumPD + qrow.PD; sumCBD  = sumCBD + qrow.CBD; 
            sumNCLD  = sumNCLD + qrow.NCLD; sumSCLD  = sumSCLD + qrow.SCLD; 
 
            # if the sales quarters are in 2004 insert 2004 sales into the file 
            if qlist[i] > 20034: 
                pcur = gp.UpdateCursor(salesFile) 
                prow = pcur.Next() 
 
                while prow: 
                    if prow.MYID == qrow.MYID:         
                        # variables for just this sale 
                        prow.SDATE = qrow.SD; prow.MYID = qrow.MYID; 
                                 
                        # all the structure variable inserts 
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                        prow.HA  = qrow.HA/50.0; prow.RSV  = qrow.RSV; 
                        prow.RLV  = qrow.RLV; prow.BA  = qrow.BA/2.0; 
                        prow.BE  = qrow.BE/3.0; prow.FR  = qrow.FR; 
                        prow.GNUM  = qrow.GNUM/2.0; prow.AC  = qrow.AC; 
                        prow.LSF  = qrow.LSF/13669.0; prow.OAO  = qrow.OAO; 
                        prow.PL  = qrow.PL; prow.RM  = qrow.RM/7.0; 
                        prow.HT  = qrow.HT; prow.SS  = qrow.SS/2000.0; 
                        prow.ST  = qrow.ST; prow.MR8  = qrow.MR8/100.0; 
                        prow.MR7  = qrow.MR7/100.0; prow.MR6  = qrow.MR6/100.0; 
                        prow.MR5  = qrow.MR5/100.0; prow.MR4  = qrow.MR4/100.0; 
                        prow.MR3  = qrow.MR3/100.0; prow.MR2  = qrow.MR2/100.0; 
                        prow.MR1  = qrow.MR1/100.0; 
 
                        # all the socio-economic variable inserts 
 
                        prow.TP = qrow.TP/1466.0; prow.WP  = qrow.WP/qrow.TP; 
                        prow.BP  = qrow.BP/qrow.TP; prow.AP  = qrow.AP/qrow.TP 
                        prow.HP  = qrow.HP/qrow.TP; 
                        prow.MEDHHI  = qrow.MEDHHI/60000.0 
 
                        # all the location distance variable inserts 
 
                        prow.HD  = qrow.HD/mile; prow.SD  = qrow.SD_1/mile; 
                        prow.WD  = qrow.WD/mile; prow.FD  = qrow.FD/mile; 
                        prow.RD  = qrow.RD/mile; prow.AD  = qrow.AD/mile; 
                        prow.PD  = qrow.PD/mile; prow.CBD  = qrow.CBD/mile; 
                        prow.NCLD  = qrow.NCLD/mile; prow.SCLD  = qrow.SCLD/mile; 
 
 
                        # the neighborhood variable inserts 
 
                        prow.LA = qrow.LSF/acre; 
                        prow.PNUM = plist[j] 
                        prow.SQ = qlist[i] 
                        prow.CRSV = 0.0; prow.LPI = 0.0 
         
                        # insert the row with averages 
                        pcur.UpdateRow(prow) 
 
                    prow = pcur.Next() 
                     
                # delete the cursors and row for next iteration 
                del prow 
                del pcur                 
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            pc = pc + 1 
            qrow = qcur.Next() 
 
        # in case there are no values for that quarter check for 0 
        if pc == 0: 
            # dont do anything leave all avg values at 0.0 
            pc = 0 
        else:    
            #### all the avg structure variable declarations 
 
            avgHA  = sumHA/pc; avgRSV  = sumRSV/pc; avgRLV  = sumRLV/pc; 
            avgBA  = sumBA/pc; avgBE  = sumBE/pc; avgFR  = sumFR/pc; 
            avgGNUM  = sumGNUM/pc; avgAC  = sumAC/pc;avgLSF  = sumLSF/pc; 
            avgOAO  = sumOAO/pc; avgPL  = sumPL/pc; avgRM  = sumRM/pc; 
            avgHT  = sumHT/pc; avgSS  = sumSS/pc; avgST  = sumST/pc; 
            avgMR8  = sumMR8/pc; avgMR7  = sumMR7/pc; avgMR6  = sumMR6/pc; 
            avgMR5  = sumMR5/pc; avgMR4  = sumMR4/pc; avgMR3  = sumMR3/pc; 
            avgMR2  = sumMR2/pc; avgMR1  = sumMR1/pc; 
 
            # all the avg socio-economic variable declarations 
 
            avgTP  = sumTP/pc; avgWP  = sumWP/pc; avgBP  = sumBP/pc; 
            avgAP  = sumAP/pc; avgHP  = sumHP/pc; avgMEDHHI  = sumMEDHHI/pc; 
 
            # all the avg location distance variable declarations 
 
            avgHD  = sumHD/pc; avgSD  = sumSD/pc; avgWD  = sumWD/pc; 
            avgFD  = sumFD/pc; avgRD  = sumRD/pc; avgAD  = sumAD/pc; 
            avgPD  = sumPD/pc; avgCBD  = sumCBD/pc; 
            avGNUMCLD  = sumNCLD/pc; avgSCLD  = sumSCLD/pc; 
             
            #calculate sum Lot Acreage and then calculate the average 
            sumLA = sumLSF/acre; avgLA = sumLA/pc; 
         
        # add the counter for all city sales this quarter 
        cc = cc + pc 
        sumCRSV = sumCRSV + sumRSV 
 
        pcur = gp.UpdateCursor(avgFile) 
        prow = pcur.Next() 
 
        #loop through the avg file and update this quarters averages for this neighborhood 
        while prow:         
 
            if ((prow.PNUM == plist[j]) and (prow.SQ == qlist[i])): 
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                # if the neighborhood had no values set all to 0 
                if pc < 0: 
                    # all the structure variable updates 
                    prow.HA  = avgHA; prow.RSV  = avgRSV; prow.RLV  = avgRLV; 
                    prow.BA  = avgBA; prow.BE  = avgBE; prow.FR  = avgFR; 
                    prow.GNUM  = avgGNUM; prow.AC  = avgAC; prow.LSF  = avgLSF; 
                    prow.OAO  = avgOAO; prow.PL  = avgPL; prow.RM  = avgRM; 
                    prow.HT  = avgHT; prow.SS  = avgSS; prow.ST  = avgST; 
                    prow.MR8  = avgMR8; prow.MR7  = avgMR7; prow.MR6  = avgMR6; 
                    prow.MR5  = avgMR5; prow.MR4  = avgMR4; prow.MR3  = avgMR3; 
                    prow.MR2  = avgMR2; prow.MR1  = avgMR1; 
 
                    # all the socio-economic variable updates 
                 
                    prow.TP = avgTP; prow.WP  = avgWP; prow.BP  = avgBP; 
                    prow.AP  = avgAP; prow.HP  = avgHP; prow.MEDHHI  = avgMEDHHI; 
 
                    # all the location distance variable updates 
 
                    prow.HD  = avgHD; prow.SD  = avgSD; prow.WD  = avgWD; 
                    prow.FD  = avgFD; prow.RD  = avgRD; prow.AD  = avgAD; 
                    prow.PD  = avgPD; prow.CBD  = avgCBD; prow.NCLD  = avGNUMCLD; 
                    prow.SCLD  = avgSCLD; 
 
 
                    # the neighborhood variable updates 
 
                    prow.LA = avgLA; 
                    prow.PNUM = plist[j] 
                    prow.SQ = qlist[i] 
                    prow.CRSV = 0.0; prow.LPI = 0.0 
                else: 
                    # all structure variables 
                    prow.HA  = avgHA/50.0; prow.RSV  = avgRSV; prow.RLV  = avgRLV; 
                    prow.BA  = avgBA/2.0; prow.BE  = avgBE/3.0; prow.FR  = avgFR; 
                    prow.GNUM  = avgGNUM/2.0; prow.AC  = avgAC; 
                    prow.LSF  = avgLSF/13669.0; prow.OAO  = avgOAO; prow.PL  = avgPL; 
                    prow.RM  = avgRM/7.0; prow.HT  = avgHT; prow.SS  = avgSS/2000.0; 
                    prow.ST  = avgST; 
                    # all mortgage rates 
                    prow.MR8  = avgMR8/100.0; prow.MR7  = avgMR7/100.0; 
                    prow.MR6  = avgMR6/100.0; prow.MR5  = avgMR5/100.0; 
                    prow.MR4  = avgMR4/100.0; prow.MR3  = avgMR3/100.0; 
                    prow.MR2  = avgMR2/100.0; prow.MR1  = avgMR1/100.0; 
 
                    # all the socio-economic variable updates 
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                    prow.TP = avgTP/1466.0; prow.WP  = avgWP/avgTP; 
                    prow.BP  = avgBP/avgTP; prow.AP  = avgAP/avgTP; 
                    prow.HP  = avgHP/avgTP; prow.MEDHHI  = avgMEDHHI/60000.0; 
 
                    # all the location distance variable updates 
 
                    prow.HD  = avgHD/mile; prow.SD  = avgSD/mile;  
        prow.WD  = avgWD/mile; prow.AD  = avgAD/mile; 
                    prow.FD  = avgFD/mile; prow.RD  = avgRD/mile;  
                    prow.PD  = avgPD/mile; prow.CBD  = avgCBD/mile; 
                    prow.NCLD  = avGNUMCLD/mile; prow.SCLD  = avgSCLD/mile; 
 
 
                    # the neighborhood variable updates 
 
                    prow.LA = avgLA; 
                    prow.PNUM = plist[j] 
                    prow.SQ = qlist[i] 
                    prow.CRSV = 0.0; prow.LPI = 0.0 
         
                # update the row with averages 
                pcur.UpdateRow(prow) 
 
            prow = pcur.Next()                 
            
        # delete the cursors and row for next iteration 
        del prow 
        del pcur 
        del qcur 
            
        #increment j for next neighborhood         
        j = j + 1 
 
    # after all neighborhoods are calculated update city average 
    pcur = gp.UpdateCursor(avgFile) 
    prow = pcur.Next() 
    avgCRSV  = sumCRSV/cc 
     
 
    # update all neighborhoods city average value 
    while prow: 
        if prow.SQ == qlist[i]: 
            prow.CRSV = avgCRSV 
            prow.LPI = prow.RSV/prow.CRSV 
            pcur.UpdateRow(prow) 
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        prow = pcur.Next() 
 
    # delete the cursor 
    del pcur 
    del prow 
 
    # if its in 2004 update the city averages and calc LPI 
    if qlist[i] > 20034: 
 
        # after all neighborhoods are calculated update city average 
        pcur = gp.UpdateCursor(salesFile) 
        prow = pcur.Next() 
     
        # update all neighborhoods city averages for the quarters in 2004 
        while prow: 
            if prow.SQ == qlist[i]: 
                prow.CRSV = avgCRSV 
                prow.LPI = prow.RSV/prow.CRSV 
                pcur.UpdateRow(prow) 
             
            prow = pcur.Next() 
 
        #print "2004 city avg updated" 
        # delete the cursor 
        del pcur 
        del prow 
        
    # increment i for next quarter     
    i = i + 1 
 
# end the quarter while loop 
# end of program 
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Attribute IDW Loop 
 
*****  Warning doing this many IDW surface interpolations takes several hours and can 
cause your machine to crash if there are null values in the field to be interpolated. 
 
###################################################################### 
## Author: Brian Shaw 
## Date: 05 November 2005 
## Purpose: To loop through all the attributes in a FC and to create  
##                 an IDW raster from attribute values for each attribute 
###################################################################### 
 
import win32com.client 
gp = win32com.client.Dispatch("esriGeoprocessing.GPDispatch.1") 
 
 
# Import system modules 
import sys, string, os, win32com.client 
 
# Create the Geoprocessor object 
gp = win32com.client.Dispatch("esriGeoprocessing.GpDispatch.1") 
 
# Check out Spatial Analyst Extension 
gp.CheckOutExtension("spatial") 
 
# want this to be input by user eventually 
Sales04 = "C:\\Classes\\MIP\\ANewData\\Databases\\Interpolations.mdb\\Sales2004" 
 
# Set workspace string so dont need to list full path 
workspace = "C:\\Classes\\MIP\\ANewData\\Databases\\Interpolations.mdb\\" 
 
# grab a list of all attributes 
AttrList = gp.ListFields(Sales04, "*", "all") 
 
# variables not to run IDW on 
# OBJECTID, Shape 
 
Attr = AttrList.Next() 
 
# loop through all of the atributes that are not FID or SHAPE 
while Attr: 
    if ((Attr.Name == "FID") | (Attr.Name == "SHAPE")): 
        Attr = AttrList.Next() 
    else: 
        while Attr: 
            print "Creating IDW Surface for " + Attr.Name 
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            outfile = workspace + Attr.Name + "_04" 
            gp.Idw_sa(Sales04, Attr.Name, outfile, "10", "1.1224", "VARIABLE 20", "") 
            Attr = AttrList.Next() 
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Appendix F: Variable Evaluations 
This Appendix lists the logical and spatial evaluations of the variables used in this study.  
Each variable (independent variable) is evaluated logically to estimate if it is positively or 
negatively correlated with Sale Value (dependent variable).  When an independent 
variable is positively correlated to the dependent variable, as the dependent variable 
increases, the independent variable increases also.  When an independent variable is 
negatively correlated to the dependent variable, as the dependent variable increases, the 
independent variable decreases.  These evaluations are important when performing a 
multiple regression because the coefficients of the regression should have the same sign 
as the evaluation.  When evaluating if an independent variable is positively or negatively 
correlated, the evaluator must make a judgment if they are certain of the correlation, or if 
there is uncertainty in the correlation evaluation.  When there is certainty that an 
independent variable is positively correlated to the dependent variable the word “should” 
is used in the evaluation.  If there is uncertainty in the independent variables correlation 
the word “may” is used.   
To clarify these cases here is an example of each evaluation.  It is known that X1 is 
negatively correlated to Y, that X2 may be positively correlated to Y, and that X3 may be 
positively or negatively correlated to Y. 
Yi = Number of sales at location i (i= 1,…,n) 
X1 = Price/unit (dollars) 
Evaluation:  β1 < 0:  If X1 increases, Yi should decrease. 
X2 = Household Median Income (annual) 
Evaluation:  β2 > 0:  If X2 increases, Yi may increase. 
X3 = # Number of Children 
Evaluation: β3 >/< 0: If X3 increases, Y may increase, remain the same, or decrease. 
Thus, a possible equation for these evaluations would be 
Yi = β0 – β1X1i + β2X2i + β3X3i + εi 
Where the β* values are the y slopes with variable X* when all other independent 
variables are held constant. β0 is the y intercept and εi is the random error in Y for 
observation i. 
In addition to the logical evaluations, spatial evaluations are also included for each 
variable.  These spatial evaluations are visual comparisons examining the relationship 
between the Real Sales Value and all the independent variables.  These evaluations are all 
based on Inverse Distance Weighting (IDW) Surface Interpolations of the 2004 sales 
used in this study.  All interpolations used the same parameters listed in Table F-1. 
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Table F - 1 - IDW Parameters 
 
These spatial evaluations are only used to estimate the relationships between the 
dependent and independent variables.  They do not play any role in the regression but 
could possibly be used to estimate some of the uncertain variables in the study.  All 
interpolations used the same sales locations and have a fixed extent shown in Figure F -1. 
 
 
Figure F - 1 - Interpolation Extent 
 
All of the interpolations are clipped to the City of Redlands boundary.  The interpolations 
are displayed using a stretched symbology with a standard deviation of 2.  The scale of 
each variable is from low to high and shown to the left of each map.  Each independent 
variable is displayed next to the dependent variable, Real Sale Value, for comparison.  
The City of Redlands Streets and Freeways are displayed for reference purposes.  The 
Freeways used include Interstate I-10 going from east to west, and State Highway 330 
branching north from I-10. 
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Real Land Value 
Logical Evaluation: β > 0: As Land Value increases, Sale Value should increase. 
Spatial Evaluation: Land Value visibly follows the same trend as Sale Value which 
should be expected because the house is built on the land.  There is a positive correlation 
between Land Value and Sale Value.  In this case, land value is part of the sale value and 
therefore cannot be used to explain it. 
 
Figure F - 2 - Land Value Evaluation 
 
House Age 
Logical Evaluation: β < 0: As House Age increases, Sale Value should decrease but 
increase if age increases beyond a certain point resulting in the use of the quadratic 
functional relationship. 
Spatial Evaluation: House Age visibly has a different trend then Sale Value.   There are 
areas of similar growth but overall should be negatively correlated. 
 
Figure F - 3 - House Age Evaluation 
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Lot Acreage 
Logical Evaluation:  β > 0: As Lot Acreage increases, Sales Value should increase. 
Spatial Evaluation:  Without the two areas of high acreage values in the north, Land 
Acreage follows the same trend as Sales Value and is positively correlated. 
 
Figure F - 4 - Lot Acreage Evaluation 
 
Structure Square Feet 
Logical Evaluation: β > 0: As Structure Square Feet increase, Sales Value increases. 
Spatial Evaluation:  Structure Square Feet follows the Sale Value trend and is positively 
correlated with Sale Value.  This might be multi-collinear with some of the other 
variables, mainly bedrooms and bathrooms because as a house gets larger there is a high 
probability there will be more bedrooms and bathrooms. 
 
Figure F - 5 - Structure Square Feet Evaluation 
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Number of Bathrooms 
Logical Evaluation: β > 0: As the number of Bathrooms increases, Sales Value should 
increase. 
Spatial Evaluation:  The number of Bathrooms follows the same trend as Sales Value and 
is positively correlated. 
 
Figure F - 6 - Bathroom Evaluation 
 
Number of Bedrooms 
Logical Evaluation: β > 0: As the number of Bedrooms increases, Sales Value should 
increase. 
Spatial Evaluation:  The number of Bedrooms follows the same general trend as Sales 
Value, but it does have areas of different values.  There is positive correlation so as the 
number of Bedrooms increase, Sales Value may increase. 
 
Figure F - 7 - Bedroom Evaluation 
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Fireplace 
Logical Evaluation: β > 0: If a house has a fireplace, Sale Value may increase. 
Spatial Evaluation:  Fireplace follows the same general trend as Sales Value and is 
positively correlated.  Because it is a Boolean variable and having a fireplace is more of a 
personal preference it is does not have a strong correlation to Sales Value. 
 
Figure F - 8 - Fireplace Evaluation 
 
Number of Garages 
Logical Evaluation: β > 0: As the number of Garages increases, Sales Value should 
increase. 
Spatial Evaluation: Number of Garages follows the same trend as Sale Value and would 
be expected to be positively correlated.  As a house gets larger in size and has more 
garages it usually is a higher value. 
 
Figure F - 9 - Garage Evaluation 
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Air Conditioned 
Logical Evaluation: β > 0: If a house is Air Conditioned, Sales Value may increase. 
Spatial Evaluation:  Air Conditioning follows the same trend as Sales Value, but there are 
low valued houses with AC and high valued houses without AC.  Air Conditioning is 
another Boolean variable and is a personal preference that is hard to estimate.  There is a 
positive correlation with Sales Value but is not a strong correlation. 
 
Figure F - 10 - AC Evaluation 
 
Owner Absent/Occupied 
Logical Evaluation: β < 0:  If the Owner is Absent, Sales Value should decrease. 
Spatial Evaluation:  A value of 1 means the owner is absent and can be positively or 
negatively correlated to Sale Value.  This Boolean variable does not seem to follow any 
particular trend and most likely will not be used. 
 
Figure F - 11 - Owner Evaluation 
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Pool 
Logical Evaluation: β > 0:  If a house has a pool, Sale Value should increase. 
Spatial Evaluation:  having a Pool follows the same trend as Sale Value.  It is a Boolean 
variable that unlike some of the other personal preference variables follows the Sale 
Value trend closely.  With the study area located in Southern California this variable is 
more important than it would be in say Iowa. 
 
 
Figure F - 12 - Pool Evaluation 
 
Number of Rooms 
Logical Evaluation: β > 0: As the number of Rooms increase, Sales Value should 
increase. 
Spatial Evaluation:  The number of Rooms follows the same trend as Sales Value and is 
positively correlated with Sales Value.  This variable most likely will be eliminated due 
to being multi-collinear with structure square feet, bedrooms, or bathrooms.   
 
Figure F - 13 - Room Evaluation 
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Hot Tub/Spa 
Logical Evaluation: β > 0:  If the house has a Hot Tub, Sales Value may increase. 
Spatial Evaluation:  A house having a Hot Tub follows the same trend as Sale Value but 
not very strongly.  Because this variable is a Boolean and is based on personal preference 
it does not appear to have a strong correlation with Sale Value.  This variable would play 
a larger role in colder regions where many people like to have hot tubs for a cold winter. 
 
 
Figure F - 14 - Hot Tub Evaluation 
 
Number of Stories 
Logical Evaluation: β > 0: As the number of Stories increase, Sale Value may increase. 
Spatial Evaluation:  The number of stories does not seem to follow the same trend as Sale 
Value.  With the study area being located in a highly active earthquake region people 
might prefer to live in a house with only 1 story. 
 
Figure F - 15 - Story Evaluation 
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Distance to Solid Waste Site 
Logical Evaluation: β > 0:  As the distance from a Solid Waste Site increases, Sale Value 
should increase. 
Spatial Evaluation:  Distance to Solid Waste Site follows the same trend as Sale Value 
with a few exceptions.  This variable seems to have a positive correlation with Sale 
Value. 
 
Figure F - 16 - Waste Evaluation 
 
 
Distance to Schools 
Logical Evaluation: β < 0:  As distance to Schools increases, Sale Value may increase. 
Spatial Evaluation:  Distance to Schools does not appear to follow the same trend ass 
Sale Value.  There seems to be no relationship to Sale Value and the distance to Schools 
and the variable will most likely be eliminated. 
 
Figure F - 17 - School Evaluation 
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Distance to Health Facilities 
Logical Evaluation: β >/< 0:  As the distance to Health Facilities increases, Sale Value 
may increase, stay the same, or decrease. 
Spatial Evaluation:  Distance to Health Facilities does not follow the same trend as Sale 
Value.  It does not appear to have any relationship to Sale Value and will most likely be 
eliminated. 
 
Figure F - 18 - Health Evaluation 
 
 
Distance to Freeway Ramp 
Logical Evaluation: β > 0:  As the distance to a Freeway increases, Sale Value may 
increase. 
Spatial Evaluation:  With the freeway going through both areas of high and low Sales 
Value, this variable does not follow the same trend as Sale Value.  This variable will 
most likely be eliminated because the freeway cuts through an area of high sales value. 
 
Figure F - 19 - Freeway Evaluation 
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Distance to Central Business District 
Logical Evaluation: β < 0: As the distance to Central Business District increases, Sales 
Value should decrease.  People generally want to live at the center of the city and the land 
is typically more expensive. 
Spatial Evaluation:  Distance to Central Business District follows the same trend as Sales 
Value.  Distance to Central Business District is positively correlated to Sales Value.  
Since larger homes tend to be outside the city this variable has a high correlation. 
 
Figure F - 20 - CBD Evaluation 
 
Distance to Airport  
Logical Evaluation: β > 0:  As the distance to Airport increases, Sales Value should 
increase. 
Spatial Evaluation:  Distance to Airport has a similar trend as Sale Value.  It does not 
have the same trend but it is close enough to still be positively correlated.  If the airport 
were in the North West corner of the city this variable would be very strong. 
 
 
Figure F - 21 - Airport Evaluation 
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Distance to Southern City Limits 
Logical Evaluation: β < 0:  As the distance to Southern City Limits increases, Sales 
Value should decrease.  This is because the through spatial analysis it was identified that 
the more expensive houses were primarily located in the south part of town. 
Spatial Evaluation:  This variable was created based on spatial analysis and has a strong 
negative correlation.  Because majority of the high sales values occur in the southern 
regions of the city this variable could possibly be used. 
 
Figure F - 22 - SCLD Evaluation 
 
Distance to Northern City Limits 
Logical Evaluation: β > 0:  As the distance to Northern City Limits increases, Sales 
Value should increase.  This is because the same reason as SCLD. 
Spatial Evaluation:  This variable was created based on spatial analysis and has a strong 
positive correlation with Sales Value.  With the Sales Value trend following a South East 
trend this variable could possibly be used. 
 
Figure F - 23 - NCLD Evaluation 
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Distance to Park 
Logical Evaluation: β < 0:  As the distance to Parks increases, Sales Value decrease.  
This is because living next to a park would seem to be desirable for families to take their 
kids or go for a walk. 
Spatial Evaluation:  Distance to Parks does not follow the same trend as Sales Value.  
There appears to be no relationship with Sales Value and this variable will most likely be 
eliminated. 
 
Figure F - 24 - Park Distance 
 
Total Population 
Logical Evaluation: β > 0: As Total Population increases, Sales Value may increase.  
This is because the areas with high population densities generally tend to be inside the 
city where it is more expensive housing. 
Spatial Evaluation:  Total Population appears to follow the inverse trend of Sales Value.  
It looks as though the lower value houses occur in the higher population areas.  This 
appears to be a negative correlation but not a very strong one. 
 
 
Figure F - 25 – Total Population Evaluation 
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White Population 
Logical Evaluation: β > 0:  As the White Population increases, Sales Value should 
increase. 
Spatial Evaluation:  White Population appears to have the higher values in the high Sales 
Value areas.  There are areas of high White Populations in some of the low value houses 
as well.  This variable is positively correlated but is not strongly correlated. 
 
 
Figure F - 26 - White Population Evaluation 
 
 
Black Population 
Logical Evaluation: β < 0:  As the Black Population increases, Sales Value should 
decrease. 
Spatial Evaluation:  Black Population appears to follow the inverse of Sales Value.  This 
variable has a strong negative correlation to Sales Value and might be used. 
 
 
Figure F - 27 - Black Population Evaluation 
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Asian Population 
Logical Evaluation: β < 0:  As Asian Population increases, Sales Value should decrease. 
Spatial Evaluation:  Asian Population follows the inverse trend of Sales Value.  This 
variable has a negative correlation and could possibly be used. 
 
Figure F - 28 - Asian Population Evaluation 
 
 
 
Hispanic Population 
Logical Evaluation: β < 0:  As Hispanic Population increases, Sale Value should 
decrease. 
Spatial Evaluation:  Hispanic population follows the inverse of Sale Value.  This variable 
has a strong negative correlation to Sale Value.  Due to the Hispanic population primarily 
residing in the low value houses this variable will most likely be used. 
 
 
Figure F - 29 - Hispanic Population Evaluation 
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Median Household Income 
Logical Evaluation: β > 0:  As the Median Household Income increases, Sales Value 
should increase. 
Spatial Evaluation:  Median Household Income follows the same trend as Sale Value.  It 
would be expected that the amount of money a family makes would be positively 
correlated to the Sale Value of the house they live in.  
 
 
Figure F - 30 - MHI Evaluation 
 
Mortgage Rates 
Logical Evaluation: β < 0:  As the Mortgage Rate increases, Sale Value should decrease. 
Spatial Evaluation:  Mortgage Rates appear to have no trend but it is known to have a 
strong negative correlation with Sale Value.  Mortgage rate is lagged by quarters and this 
interpolation has four quarters because it is all the 2004 sales.  This interpolation shows 
the differences between quarterly sales more than a trend of mortgage rate. 
 
Figure F - 31 - Mortgage Rate Evaluation 
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Overall Results 
 
It appears there are several variables with strong positive and negative correlations to 
Sale Value.  Most likely these variables will be the ones used in the final models.  Several 
of the variables appear to have high correlations with other variables.  All of the minority 
populations generally exhibit similar trends and most likely only one of them will be 
selected for use.  Several of the variables seem to have very random patterns and do not 
follow a specific trend.  Most likely these variables will not prove to represent sale value 
enough to be considered.  Table F-2 lists the results of all of the logical and spatial 
evaluations.  It also lists the results of the modeling process stating if it is used or 
eliminated and if it used which model(s) use it. 
 
Table F - 2 - Final Results 
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Appendix G: Model Variables 
This appendix lists the variables available to each model.  Some of the variables are ratios 
derived from other variables and are listed at the end with the variables they were derived 
from in parentheses.  Any variable only used in a ratio has a Used (ratio) value for the 
result.  The variables available to the NSGLSM are listed in Table G-1.  The SHPM and 
GPM have all the variables in Table G-2 available for use.  
Table G - 1 - NSGLS Variables 
 
Table G - 2 - SHPM and GPM Variables 
 
 
