We consider how to interpret, filter, and cross-correlate complex-value color (hue and saturation) images by using a single discrete Fourier transform: the spatiochromatic discrete Fourier transform. The model defines new types of spatiochromatic oriented sinusoidal gratings, termed rainbow gratings, which encode the variation of color over space. We demonstrate how color-opponent detectors observed within the vertebrate visual system can be easily defined by linear filters within this representation. This model also allows us to filter and detect both spatial and chromatic patterns in images by using a single cross-correlation procedure. In doing so, we explore a new form of the Cauchy-Schwartz inequality applied to complex-valued scalar products. Results demonstrate the power of this form of spatiochromatic matched filtering in detecting signals embedded in such a significant amount of noise that they are not visible to the unaided human eye.
INTRODUCTION
The ability to construct useful descriptions of what is sensed from images in ways that reflect human perception is fundamental to vision science. Color plays a key role because it provides important evidence about our perceptions of surfaces and materials as well as being an integral part of the foveal visual system of higher vertebrates.
Traditional methods for dealing with color image processing separate color bands into separate channels. This separation does not mimic the operation of the human visual system, which, beyond the basic foveal receptors, apparently encodes color via two chromatic channels and one intensity channel. 1 Past computer vision approaches to color encoding have focused on first-order, or pixel-based, analysis which cannot directly encode spatial structures created by color contrast. To overcome this limitation, in recent years a number of authors have proposed models for the extraction of features that encode specific types of spatial distributions and correlations of colors over space 2 as well as models for the extraction of color that is invariant to the illuminant. 3 Of particular relevance to this paper is the recent use of principalcomponents (Karhunen-Loève decomposition) analysis of color images to form basic eigenimages corresponding to the predominant spatiochromatic features. 4 It is possible to encode specific spatial distributions of individual colors over image regions by standard wavelet, Gabor, and related filters as an extension of current techniques in texture processing [5] [6] [7] and then compare and correlate their outputs to extract features such as chromatic borders and textures. In recent years this type of analysis has also been extended to multiscaled opponentcolor features. 8, 9 However, we will show how aspects of such models can be reformulated via one complex representation and transform method.
SPATIOCHROMATIC FOURIER TRANSFORM
Before considering the spatiochromatic version of the well-known discrete orthogonal Fourier transform, it is important to understand how complex numbers and negative frequencies are utilized in the normal real-input complex Fourier transform. For such images the Fourier transform is defined by 
which refers to a square (N ϫ N) input signal (image). Although f( • ) is typically real, there have been cases in computer vision where f( • ) is complex valued. For example, Fourier descriptors have been used to describe features on the boundary of a shape encoded as p(t) ϩ jq(t), where t is a measure of distance around the boundary and ( p, q) are image spatial coordinates. 10 Bonmasser and Schwartz 11 used a complex log-polar transform for size-and rotation-invariant pattern recog-nition. Thornton and Sangwine 12 encoded hue and saturation in the complex domain. They then argue for color image processing within this domain, requiring only two Fourier transforms to be performed (one for intensity and one for hue and saturation), suggesting that this approach is superior to those used with the more traditional color image spaces. They detect color objects by using phase correlation and the inverse transforms of logarithmic spectrum (cepstrum). The model proposed here is quite different. It uses a fully orthogonal complex-input color domain, which has the benefit of capturing all the spatiochromatic information by using one Fourier transform, associated filtering, and cross-correlation models.
The interpretation of the Fourier transform domain of complex-input discrete Fourier transforms (DFT's) is a generalization of the real-input DFT. Real inputs, without symmetry, produce Hermitian outputs: The realoutput components will be even, and the imaginaryoutput components will be odd. Further symmetry properties are shown in Table 1 . Such relationships between input and transform domains can be modeled in terms of elliptical or simple harmonic-motion models with use of phasors. A phasor is simply a rotating vector in the complex plane centered at the origin and described by a magnitude and angle (phase); see Ref. 13 .
Consider the one-dimensional case where f(x) ⇔ F(k). The frequency coefficients of the DFT for input data comprise positive and negative complex-valued frequency pairs, F(k) ϭ (Re͕k͖ ϩ j Im͖k͖) and F(Ϫk) ϭ (Re͕Ϫk͖ ϩ j Im͕Ϫk͖). Each component can be considered to describe a rotation: positive ͓F(k)͔ in the clockwise direction and negative ͓F(Ϫk)͔ in the counterclockwise direction-our interpretation of the negative frequency components. Consider the fundamental frequency (k ϭ 1): The positive frequency component describes a clockwise rotation about the origin, starting at a position given by ϩ ϭ tan Ϫ1 (Im͕k͖/Re͕k͖); it performs one rotation about the origin for one pass along the original data from x ϭ 0 to x ϭ N Ϫ 1. Starting at ϩ , each /N increment in angle produces a value for the xth position along the data. The same situation occurs for the negative frequency component except that the path is counterclockwise and the starting angle is Ϫ ϭ tan Ϫ1 (Im͕Ϫk͖/Re͕Ϫk͖). . The vector sum of these two components for discrete increments of ϩ and decrements of Ϫ results in a path around the origin. The phase of the frequency components determines the starting angle ( ), and the sum of the frequency components provides the magnitude of each vector. For increasing frequency values, k ϭ 2, 3 ,... , the number of revolutions about the origin increases: For example, for k ϭ 2, two revolutions take place. When the input data are real, the phase values for each vector will be equal but opposite; the final path is the result of the combination of both vectors into the resultant vector. This demonstrates the symmetry properties discussed above.
As Fig. 1(a) illustrates, the combination of the positive and negative frequency phasors results in motion along the real axis. In fact, in analyzing the DFT coefficients of a real-only input, only straight-line harmonic motion is possible. Figures 1(a)-1(c) demonstrate that understanding of the resultant frequency components is possible only if the frequency pairs are treated in combination and not individually.
The DFT of a complex input is also complex and, in general, without symmetry. The values of the real and imaginary components in the frequency domain need not have any symmetry relationships at all. It follows that both the magnitude and the phase values at each frequency can be different, and therefore no relationship between the positive and the negative frequency components exists. However, the phasor representation is still valid and can provide the resultant path traveled through the complex plane, as will be seen.
In the case where the input is complex and without symmetry, the two phasors can have different magnitudes and phase values. In the case where only phase values differ, the resultant path will be a straight line and therefore will describe straight-line motion, but the angle of the motion will be a combination of the two component phases. Figure 1 (b) shows this case. The resultant path is a vector combination of the clockwise and counterclockwise phasors. The phase of the resultant path is ϩ ϩ Ϫ . In cases where both the magnitude and phase values differ, the resultant path may take the shape of a circle, an ellipse, or a straight line. The elliptical case is shown in Fig. 1(c) , where the clockwise phasor has a small magnitude when compared with the counterclockwise phasor. The resulting path through the complex plane is elliptical, with the major axis magnitude equaling m ϩ ϩ m Ϫ and having an angle of ϩ ϩ Ϫ . We interpret these harmonic motions in terms of the locus of color changes with respect to the angle position along the spatialfrequency modulation. That is, our interpretation of the complex Fourier transform involves interpreting the resultant phasor paths as a locus of hue and saturation changes over color space. Consequently, the spatiochromatic discrete Fourier transform (SCDFT) requires a chromaticity model-for example, the CIE 1976 uЈvЈ chromaticity space. 14 Although the exact chromaticity model used is not critical to the theory, it should be chosen to suit the application and equipment (display) available. Again, the important aspect of this process is that chromaticity should be a two-dimensional quantity defined in a complex plane. A transformation into the CIE 1976 chromaticity uЈvЈ space is performed from the tristimulus values XYZ. These, in turn, are produced with a transformation matrix suitable for high-definition television and the D 65 white point. The uЈvЈ values are then rotated by /30 rad to align the uЈ axis with the redgreen orientation and the vЈ axis with the yellow-blue orientation in color space.
A two-dimensional complex Fourier transform is then performed by use of the uЈ and vЈ components:
Here ( p, q) corresponds to the spatial coordinates of a square (N ϫ N) image, and ͓uЈ( p, q), vЈ( p, q)͔ represent the complex chromaticity coordinates at point ( p, q) in the image. (P, Q) correspond to the Fourier transform (frequency) coordinates measured in picture cycles or cycles per pixel, and the relative values of (P, Q) determine the spatial orientation of the frequency. The values of (U, V) correspond to the real and imaginary values occurring at the spatial frequency (P, Q), which, in this case, determines how the color in the image changes spatially. Each pair of frequency values results in rainbow gratings of different frequency and orientation in the image, which are combined to form the color image. The corresponding inverse Fourier transform is defined by
The resultant image must be converted back from uЈvЈ space to XYZ and from XYZ to RGB using the inverse of the procedure described earlier. This representation allows us to generate spatial frequencies with modulations operating in either the redgreen or the yellow-blue color opponency paths (channels) in color space:
• For variation along red-green (uЈ axis):
where k is some chosen value dependent on the saturation of red and green; or
• For variation along yellow-blue (vЈ axis):
where k is some chosen value dependent on the saturation of yellow and blue.
That is, as the spatial-frequency grating is generated over increments in angle, the color positions generated by the vector sum of the motions in clockwise and counterclockwise directions result in harmonic motion between opponent colors in uЈvЈ color.
• Figures 2(d)-2(g) show four different opponent-color paths that are straight-line transitions at 0, /4, /2, and 3/4 to the uЈ axes, of which two are red-green and blueyellow paths.
• It must be emphasized that the above discussion is focused solely on how to modulate the spatial-frequency components with complex hue and saturation values. These amplitude (saturation) and phase (hue) values are independent of the underlying spatial-frequency amplitude and phase values.
• In all, then, the complete (hue, saturation) image is synthesized by sets of spatial-frequency gratings, each of which is determined spatially by frequency, orientation, and phase; and chromaticity by the four components of the two complex numbers corresponding to the positive and negative frequency values and resulting in the rainbow-grating basis functions as shown in Figs. 2(a)-2(g).
• It may be helpful to imagine these basis functions (images) as a stack of ''corrugated iron'' sheets each with different frequency and phase characteristics, oriented in different directions and, most important, colored in different ways over the undulations. All these propertiesundulations (frequencies), orientations, and coloring-are determined by means of one complex Fourier transform. These basis functions encode the distribution of color over an image that, in turn, encodes shapes and textures by the attributes of the image color contrasts.
SPATIOCHROMATIC FILTER THEORY
In this section we consider only Gaussian filters, although all classes and filter profiles may be applied as in the realvalued case. These filters were selected for two reasons: one, the current practice of using Gabor's elementary signals as rough approximations to receptive field profiles, 15, 16 and two, the Fourier transform of a Gaussian is a Gaussian, thus satisfying the minimum-joint-entropy condition and making correspondences between occurrences in the image domain and the spectrum more easily understood. 17 Since the issue of detailed relationships between receptive field profiles and color filtering is not critical to this paper, particular details of these point-spread functions (PSF's) are not provided, except to note that they readily incorporate, as linear filters, the observed opponent-color center-surround selectivity.
The same filters can also be used in the spatiochromatic frequency domain as desaturation filters and, with the appropriate chromatic loci, can result in PSF's that exhibit double opponency, as shown in Figs. 2(h) and 2(i) for isotropic and anisotropic cases, respectively. It is interesting to note the sensitivity of these profiles in comparison with those discussed by Livingston and Hubel 18 in V4 of the visual cortex. Notice that these PSF's do not involve complex spatiochromatic filters, as they use one opponency channel. Use of two channels could result in ''red center, yellow surround'' and would require complex filtering.
In considering filter techniques it is useful to divide filter types into three categories: amplitude filters, phase filters, and combined amplitude-phase filters. Separating the filter model components into their amplitude and phase values shows how this is possible. Consider convolution defined as G(P, Q) ϭ F(P, Q)H(P, Q) and the complex exponential form of the filter:
It is clear that a filter in which either of the two components of H(P, Q) are at unity creates the alternative 
In terms of the chromaticity model, an amplitude filter operates on color saturation levels, whereas a phase filter effects the starting color and subsequent transitions.
A. Real Filtering
When the transfer function H(P, Q) is purely real valued, the filtering effect will alter only the amplitude (saturation). One can see this during the convolution operation, using the expressions derived previously. If the transfer function is represented by purely real values, then its phase value will be zero ͕ H(P, Q) ϭ tan Ϫ1 ͓0/Re H(P, Q) ͔ ϭ 0͖ over the entire transferfunction domain. When combined with the input function: G(P, Q) ϭ F(P, Q) ϩ 0. The processed output signal is represented by Eq. (5). An example below will illustrate this operation.
B. Imaginary Filtering
If the transfer function H(P, Q) contains only imaginary values, then the filter introduces the imaginary factor, j, to the output. When the convolution operation is performed, the result is the product of a complex input with an imaginary filter. This results in the filter profile being applied to both the real and the imaginary input values, resulting in a rotation of the complex plane by /2 or Ϫ/2. The output function is described by Eqs. (8) . In chromatic terms, the red-green plane is rotated to lie in the yellow-blue plane, and the yellow-blue plane now lies in the red-green plane:
A low-pass and a high-pass imaginary filter example of this will be provided below.
C. Complex Color Filtering Complex image filtering incorporates both real and imaginary values in the transfer function H(P, Q)
. Such a filter can have many types of outputs that range from purely real to purely imaginary, resulting in chromatic rotations (phase alterations) from /2 to Ϫ/2 through to chromatic desaturation (amplitude scaling). Equation (7) defines the output function that incorporates all components of both the input and the transfer functions.
The ratio of the real to the imaginary value is the critical measure with this type of filter. When the filter incorporates equal real and imaginary values ͓Re H(P, Q) ϭ Im H(P, Q) ͔, then the filter applies a /4 phase change to the output. To perceive the differences between real and imaginary spatiochromatic filtering, consider Fig. 3 . Here we show an input image [ Fig. 3(a) ] and both low-and high-pass filtering with use of real and imaginary filters. Figure 3(b) shows real low-pass filtering where the cutoff frequency operates at approximately 15 cycles/image. Real highpass filtering is shown in Fig. 3(c) with the same cutoff value. Imaginary filtering is shown in Figs. 3(e) and 3(f ) , again with the same cutoff frequency. Notice the changes in sensitivity to dual (conjugate) opponent colors (red-green to blue-yellow).
As mentioned above, past filter-based techniques for the encoding of spatiochromatic features involve the development of spatial filters over different color spaces and the combination of their outputs. Equally, those techniques that directly encode spatiochromatic information by (windowed) orthogonal description models such as Karhunen-Loève are based on real-valued intensity equivalents for color. 4 The proposed model is different from these insofar as the very notion of filtering by means of the SCDFT is not based on intensity as a real-valued quantity but rather only on chromatic modulations over space. These modulations can be considered in terms of traditional representations for color: namely, hue and saturation. The end result is a technique that permits pure spatiochromatic feature extraction.
As illustrated in Figs. 3(a)-3(f ), an interesting property of these complex spatiochromatic filters is that their PSF's apply to both opponent-color dimensions, in this case the red-green and blue-yellow axes of color space. This is further illustrated in Figs. 3(g)-3 (n). Here we have used red-green Gaussian bandpass filters at two differing orientations that have the PSF's shown in Figs. 
SPATIOCHROMATIC CORRELATION FUNCTIONS
In this section we consider one of the more important roles of the SCDFT in a new form of matched filtering. We show how this single transform allows us to detect structures in images defined by both their shape and their color characteristics. We will also show how this new form of complex cross-correlation produces a measure of match or similarity with respect to the exact matching colors and their conjugate (dual) color distribution. Since the matching occurs by means of one inverse Fourier transform, it can be efficiently implemented in standard parallel fast Fourier transform hardware.
Cross-correlation is typically used for template matching. 17, 19 The SCDFT enables us to use one single cross-correlation operation to define and detect structures defined by shape and color by employing a complex crosscorrelation operation. In this case, shape simply means any specified distribution of color over space that appears to be not random; this includes characteristics of ''shapes'' such as boundary properties and region textural features. Again, it should be noted that in this context, color refers to properties of the spatial distribution of color over the image and not just the properties of individual pixels.
Cross-correlation with Fourier methods involves the multiplication of the image by the complex conjugate of the template and then computing the inverse Fourier transform of this product to result in the cross-correlation (complex, in this case) image. Existing models and processes typically do not interpret or utilize the imaginary component of this output. We show that this imaginary output component from the cross-correlation can be interpreted as a (dual-color) conjugacy measure: the degree to which a given spatial distribution of colors in an image region is of dual opponent-color contrasts to a template. Two regions would be positively or negatively conjugate to a template if, for example, every occurrence of a given spatial distribution of red-green in the template had a corresponding blue-yellow or yellow-blue distribution in the image. The above process results in four types of matches: (1) correlated [same shape and colors (ϩ similarity)], (2) negatively correlated [same shape and opposite colors (for example, red-green to green-red (Ϫ similarity)], (3) positive conjugacy [same spatial distributions as the template but with dual-opponent-color contrasts [for example, redgreen to yellow-blue (ϩ conjugacy)], and (4) negative conjugacy [same spatial distributions as the template but with dual opposite opponent-color contrasts [for example, red-green to blue-yellow (Ϫ conjugacy)]. Zero matching values on both direct or conjugate color dimensions indicate the lack of correlation between a template and an image region: the absence of any systematic relation with respect to shape, texture, or color between the template and image region. These relationships are illustrated in Fig. 4 .
This complex form of cross-correlation is understood in terms of the multiplication of two complex (one conjugate) vectors which results in both a scalar and a vector product. That is, the multiplication of two complex vectors, A ϭ (a ϩ jb) and B ϭ (c ϩ jd), is defined by
where B* corresponds to the complex conjugate of B. It can then be shown that
for ϭ tan Ϫ1 ͑ AB* cos AB* /AB* sin AB* ͒,
where indexes the type of similarity (direct or conjugate) and the magnitude determines the degree of similarity between the two vectors. We than obtain the following two measures: similarity (real component): AB* sin AB* , (14) conjugate similarity (imaginary component):
When summed over a large set of vector pairs, as occurs in the cross-correlation operation, these measures determine the degree to which the spatiochromatic template is parallel (similar) and orthogonal (dual color conjugates) to each region of the image that is being matched. This means that both measures can be somewhat reciprocal, since the degree of color densities lies on one of the two opponent-color axes. However, as the spatiochromatic relationship between template and image region becomes less correlated in shape or color (with respect to either opponent-color axis) these similarity measures converge to zero. As with the real-only case, these properties are derived from an extension of the Cauchy-Schwarz inequality [Eq. (16) ] to both real and imaginary terms as
with equality iff A ϭ B. This is extended to the conjugate-matching measure:
again, with equality iff A ϭ B*. These complex similarity measures are illustrated in Fig. 4 , where the four types of correlations discussed above are illustrated in phasor diagram form. We now demonstrate how these measures apply to crosscorrelation in a colored image.
A. Examples
The Mondrian test image (Fig. 5) used to portray the results of such measures on the outputs of the cross-correlator. As can be seen, there are no cases where there is a reversal of color over the edge (green-orange as opposed to orange-green), and so there is no ''green'' in the pseudocolored output. However, there are many regions that have conjugate similarities to the template; Fig. 6 shows the similarity and the conjugate similarity results separately to illustrate this finding. Regions with high conjugate similarity to the template evidence differences in shape and/or in color, by definition. When the regions are defined by sets of opponent colors opposite to those of the given colors differences, such as the vertical yellow-purple edge shown in the lower left-hand corner, the result is a high dissimilar value. On the other hand, horizontal or vertical orangegray, and so on, give low responses on both similarity measures. A cross-section plot through the center of the image [ Fig. 6(c) ] shows a degree of reciprocity between similarity and conjugate similarity measures. Again, it should be noted that this reciprocity is a function of the degree of similarity.
Again, in this model the distribution of color over space defines ''shape.'' This fact does not imply that this is the only way to encode or generate shape or texture. For example, an edge map of the Mondrian shown in Fig. 5(a) could be extracted and, once done, could define shape independent of color, a level of representation beyond this application. In this case we focus on the detection of edges, shapes, and textures defined only by the spatial distribution of color contrasts.
The next sequence of images has been produced as a practical example of spatiochromatic pattern recognition. Four bank notes have been combined into one image as shown in Fig. 7(a) . As in the previous example, a template is selected by cutting out a region of this image [Fig. 7(b) ] and using it as a template in a matching operation. The resultant pseudocolored cross-correlation image is shown in Fig. 7(c) . Here it is clear that the removed template regions results in the highest similarity match (''red'') and that other regions produce quite high conjugate similarity measures. This result is further delineated in Fig. 8 , where a peak is also registered in the cross-sectional plot through the lower region of the similarity (real) and the conjugate similarity (imaginary) output images.
The second bank-note example [ Fig. 7(d) ] uses uncorrelated (across color channels) additive Gaussian noise to totally obscure the shapes embedded in the noise from human detection. That is, the Gaussian noise was independently generated and applied to each band of the original RGB image. The for each color channel was set at 32 out of a total range of Ϯ128 gray-level values out of a dynamic range of 256 (8-bit) values. The success of this matched filtering (cross-correlation) operation can be seen in Fig. 7(f ) , where the template is detected (see also Fig. 9 for cross-sectional plots of the similarity and conjugate similarity measures). The additive noise tends to neutralize the conjugate responses, as would be expected, since it minimizes opponent-color distributions and shape and texture similarities to those of the template. 
SUMMARY AND CONCLUSION
We have shown how it is possible to place spatiochromatic image information into one singular orthogonal form suitable for complex processing, using the discrete Fourier transform. The existing chromaticity diagrams, which reflect human color matching characteristics, and the model of opponent-color vision developed through physiological research have been merged into one representation. The difference between conceptualizing and analyzing real-input and complex-input discrete Fourier transforms has been discussed, together with an interpretation suitable for the SCDFT.
Spatiochromatic spatial-frequency gratings were shown in which a single conjugate pair of points in the frequency domain produced oriented rainbow gratings, which can include many different color modulations over space as a function of their spatial frequencies and phase. Pairs of points were shown to produce orientation-specific modulations between opponent colors that demonstrated the relationship between real and imaginary components.
Application of convolution and filtering demonstrated the opponency inherent in the theory when low-pass and high-pass filtering produced opponent colors. A new type of filtering was demonstrated with use of purely imaginary and complex filters as well as traditional, purely real filters.
A new type of complex correlation was considered where matching operations produce a similarity measure in the real variable and a conjugate similarity measure in the imaginary variable. These measures were shown to be produced from scalar and vector products of the com- ponents within the frequency domain. Examples of matching operations involving these new measures were shown, and both similar and dissimilar matches were highlighted. A number of examples using chromatically oriented matches were also demonstrated successfully. The robustness of the matching techniques was demonstrated with surprising success when the techniques were applied to noisy images where the signal was not detectable under normal human observation conditions but was easily found by means of the spatiochromatic crosscorrelation operation. Such operations can be easily implemented in standard fast-Fourier-transform hardware.
Although not investigated in the context of this work, it is possible to utilize any value represented by polar coordinates in the form of the SCDFT. Of course, the spatiochromatic aspect would be different, but the principles behind the operations would be the same. The only requirement is that the two quantities be orthogonally representable. One example that may prove interesting is the representation of geometric line properties such as length and angle. Matching operations involving geometric properties could then be performed in a geometric frequency domain based on line relationships. Other examples include radar signals involving, again, amplitude and phase values recorded at every pixel. However, more research is still required in this color domain, and it is the hope of the authors to continue exploring just how well the SCDFT can be used in pattern recognition and in representing how humans perceive colored images.
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