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1. Introduction
Let 0 < λ 2, and λ be the λ-fractional differential operator, which is deﬁned via Fourier transform  by
(λu)(ξ) = −|ξ |λ(u)(ξ), u ∈ D(λ), ξ ∈ R.
In this article, we consider a stochastic partial differential equation (abbr. SPDE) with Lévy space-time white noise, which is
induced by the λ-fractional differential operator. Formally, we write the SPDE as follows:⎧⎨
⎩
∂u(t, x)
∂t
= λu(t, x) + f
(
t, x,u(t, x)
)+ σ (t, x,u(t, x))L˙(x, t),
u(0, x) = u0(x),
(1.1)
where (t, x) ∈ [0,∞) × R, and L˙(x, t) is a Lévy space-time white noise, which consists of a Brownian sheet and a Poisson
space-time white noise on some probability space (Ω,F ,P) (see Section 2 for precise deﬁnition). Actually, we understand
this equation in Walsh [23] sense, and so we can rewrite Eq. (1.1) as follows:
u(t, x) =
∫
R
G(t, x− y)u0(y)dy +
t∫
0
∫
R
Gλ(t − s, x− y) f
(
s, y,u(s, y)
)
dy ds
+
t∫
0
∫
R
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
L˙(y, s)dy ds. (1.2)
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ena in image analysis, risk management and statistical mechanics (see e.g. [4,5,7,11,17–19,24,25]). It seems more signiﬁcant
to investigate fractional equation with some random force, for example, (Gaussian) white noise as the random force per-
turbation or with random initial data. There have been some works involving this subject (see e.g. [2,3,6,9,10,19,15,22]). In
Azerad and Mellouk [3] and Debbi and Dozzi [9], the authors discussed the solutions to a 1-dimensional stochastic fractional
differential equation driven by space-time white noise. In this paper, we use a Lévy space-time white noise to model the
random force. This is a natural generalization from continuous paths to right-continuous with left limit paths for stochastic
dynamics. In Albeverio et al. [1] and Truman and Wu [21], the authors established the existence and uniqueness of the
solutions for a class of stochastic heat equations driven by compensated Poisson random measures and Lévy space-time
white noises in L2-sense, respectively. In [20], Mueller obtained a minimal short-time solution for a stochastic heat equa-
tion with an α ∈ ]0,1[-stable noise, which is a different approach from [1,21]. We notice that ﬁxed point principle and
Picard iteration scheme work in [1,21], since Burkhölder–Davis–Gundy (abbr. B-D-G) inequality can be applied to estimate
stochastic integration w.r.t. compensated Poisson random measures in L2-sense. Unfortunately, the usual B-D-G inequality
cannot work for estimating stochastic integration w.r.t. compensated Poisson random measures in Lp (p > 2) sense. Hence
a new version of B-D-G inequality (see, e.g. [8,14,16]) will be adopted for the Lp (p  2)-estimates on the solution to
Eq. (1.1).
The rest of the paper is organized as follows: In Section 2, we give the deﬁnition of Lévy space-time white noise, some
properties of fractional Green kernel and a generalized B-D-G inequality. Section 3 is devoted to proving the existence and
uniqueness of the mild solution to Eq. (1.1) in Lp (p  2) sense under some appropriate conditions. Finally, a ﬂow property
of the solution will be considered in Section 4.
Throughout the paper, the generic positive constants C may be different from line to line. If it is essential, the depen-
dence of a constant C on some parameters, say p, will be written by Cp .
2. Preliminaries
In this section, we state the deﬁnition of Lévy space-time white noise, a generalized B-D-G inequality and some proper-
ties of fractional Green kernel.
Let (Ω,F , (Ft)t0,P) be a probability space with ﬁltration (Ft)t0 admitting the usual condition and (Ei,Ei,μi)
(i = 1,2) be two σ -ﬁnite measurable spaces. We call N : (E1,E1,μ1) × (E2,E2,μ2) × (Ω,F ,P) → N ∪ {0} ∪ {∞} a Pois-
son noise on (E1,E1,μ1), if for all A ∈ E1, B ∈ E2 and n ∈ N ∪ {0} ∪ {∞},
P
(
N(A, B) = n)= e−μ1(A)μ2(B)[μ1(A)μ2(B)]n
n! . (2.1)
In particular, if (E1,E1,μ1) = ([0,∞[ × R,B([0,∞[ × R),dt × dx), then deﬁne a compensated random martingale measure
by
M(B, A, t) = N([0, t] × A, B)− μ1([0, t] × A)μ2(B), (2.2)
by assuming that μ1([0, t] × A)μ2(B) < ∞ for all (t, A, B) ∈ [0,∞) × B(R) × E2. Further, let φ : E1 × E2 × Ω → R be a
(Ft)t0-predictable function satisfying
E
[ t∫
0
∫
A
∫
B
∣∣φ(s, x, y)∣∣2 μ2(dy)dxds
]
< ∞, (2.3)
for all t > 0 and (A, B) ∈ E1 × E2. We can deﬁne a stochastic integral process
Rt =
t+∫
0
∫
A
∫
B
φ(s, x, y)M(dy,dx,ds)
which is a square integrable (P, (Ft)t0)-martingale. It is well known that, a (pure jump) Lévy space-time white noise
possesses the following structure:
L˙(x, t) = W˙ (t, x) +
∫
U0
h1(t, x, y) M˙(dy, x, t) +
∫
E2\U0
h2(t, x, y ) N˙(dy, x, t), (2.4)
for some U0 ∈ E2 such that μ2(E2 \ U0) < ∞ and
∫
U0
z2 μ2(dz) < +∞. Here h1,h2 : [0,∞[ × D × E2 → R are some measur-
able functions, and W˙ (t, x) is a Gaussian space-time white noise on [0, T ] × R, M˙, N˙ are the Radon–Nikodym derivatives
deﬁned by
M˙(dy, x, t) = M(dy,dx,dt)
dt × dx , N˙(dy, x, t) :=
N(dt × dx,dy)
dt × dx , (2.5)
with (t, x, y) ∈ [0,∞[ × R × E2. Next we quote the following B-D-G inequality (see e.g. [8] or [16]):
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{
Xt =
t+∫
0
∫
R
∫
E2
φ(s, y, z)M(dz,dy,ds), t  0
}
.
Then for any T > 0 and p > 1, there exists a constant Cp,T > 0 such that
sup
0tT
E
[|Xt |p] Cp,T
[ T∫
0
∫
R
∫
E2
(
E
[∣∣φ(s, y, z)∣∣p]) 2p μ2(dz)dy ds
]p/2
. (2.6)
Let the Green kennel Gλ(t, x) be the fundamental solution of the Cauchy problem:⎧⎨
⎩
∂
∂t
Gλ(t, x) = λGλ(t, x), for (t, x) ∈ [0,∞[ × R,
Gλ(0, x) = δ0(x),
where δ0 denotes the Dirac function. By Fourier transform,
Gλ(t, x) = −1
(
e−t|·|λ
)
(x) =
∫
R
e2iπxξe−t|ξ |λ dξ = (e−t|·|λ)(x). (2.7)
Let’s us recall some well-known properties about Gλ(t, x) (see, e.g. [3,9,10,15]):
Lemma 2.1. Let λ ∈ ]0,2]. Then function Gλ(t, x) is the transition density of a Lévy stable processes and satisﬁes:
(a) For all (t, x) ∈ ]0,∞[ × R,
Gλ(t, x) 0, and
∫
R
Gλ(t, x)dx = 1.
(b) For all (t, x) ∈ ]0,∞[ × R,
Gλ(t, x) = t−1/λGλ
(
1, t−1/λx
)
.
(c) Let m ∈ N ∪ {0}. Then there exists Cm > 0 such that for all (t, x) ∈ ]0,∞[ × R,
∣∣∂mx Gλ(t, x)∣∣ t− 1+mλ Cm1+ t−2/λ|x|2 .
(d) For all s, t ∈ ]0,∞[,
Gλ(s, ·) ∗ Gλ(t, ·) = Gλ(s + t, ·).
(e) It holds that
T∫
0
∫
R
Gαλ (t, x)dxdt < ∞ ⇔ 1/2 < α < 1+ λ.
Remark 2.1. Throughout the paper, we restrict λ ∈ ]1,2].
3. Existence and uniqueness
In this section, we shall prove the existence and uniqueness of the global mild solution to Eq. (1.1). Recall (1.2) and (2.4).
Then for all (t, x) ∈ [0, T ] × R,
u(t, x) =
∫
G(t, x− y)u0(y)dy +
t∫ ∫
Gλ(t − s, x− y) f
(
s, y,u(s, y)
)
dy dsR 0 R
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t∫
0
∫
R
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
W (dy,ds)
+
t∫
0
∫
R
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
ψ(s, y)dy ds
+
t+∫
0
∫
R
∫
E2
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
h(s, y, z)M(dz,dy,ds), (3.1)
with the mappings
ψ(t, y) =
∫
E2\U0
h2(t, y, z)μ2(dz),
h(t, y, z) = h1(t, y, z)1U0(z) + h2(t, y, z)1E2/U0(z).
In what follows, we will show that such a mild solution indeed exists and is unique. First, we state the main result of
this section.
Theorem 3.1. Assume that the following conditions are satisﬁed:
(i) f , σ are uniformly Lipschitzian, i.e. there exists a constant C > 0 such that for (t, x) ∈ [0, T ] × R and u, v ∈ R,∣∣ f (t, x,u) − f (t, x, v)∣∣+ ∣∣σ(t, x,u) − σ(t, x, v)∣∣ C |u − v|.
(ii) For p ∈ ] 2(λ+1)
λ−1 ,∞[ with λ ∈ ]1,2],
sup
0tT
∥∥ψ(t, ·)∥∥pp < ∞, (3.2)
sup
0tT
∥∥∥∥
∫
E2
∣∣h(t, ·, z)∣∣2 μ2(dz)
∥∥∥∥
p
2
p
2
< ∞. (3.3)
Then for allF0-measurable u0 : R×Ω → R satisfying E[‖u0(·)‖pp] < ∞, there exists a unique mild solution (u(t, x))(t,x)∈[0,T ]×R
to Eq. (1.1) and for all p ∈ ] 2(λ+1)
λ−1 ,∞[,
sup
0tT
E
[∥∥u(t, ·)∥∥pp]< ∞.
To prove the theorem, we need the following lemma:
Lemma 3.1. Let p ∈ [1,∞[, ρ ∈ [1, p] and r ∈ [1,∞[ such that
1
r
= 1
p
− 1
ρ
+ 1 ∈ ]0,1].
Let Gλ = Gλ(t, x− y) be the Green kernel, H = Gλ or G2λ with (t, x, y) ∈ [0, T ] × R2 . Deﬁne an operatorL by
L (v)(t, x) =
t∫
0
∫
R
H(t − s, x− y)v(s, y)dy ds,
with v ∈ L1([0, T ]; Lρ(R)). ThenL : L1([0, T ], Lρ(R)) → L∞([0, T ]; Lp(R)) is a bounded linear operator and satisﬁes that
(a) If H = Gλ , then there exists a constant C > 0 such that for all r ∈ [1,1+ λ[,
∥∥L (v)(t, ·)∥∥p  C
t∫
0
(t − s)− 1λ (1−r)∥∥v(s, ·)∥∥
ρ
ds, ∀t ∈ [0, T ].
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∥∥L (v)(t, ·)∥∥p  C
t∫
0
(t − s)− 1λ (2−r)∥∥v(s, ·)∥∥
ρ
ds, ∀t ∈ [0, T ].
Proof. We only prove the case (a), since the proof of (b) is similar. From Minkowski’s inequality, (b) of Lemma 2.1 and
Young’s inequality, it follows that
∥∥L (v)(t, ·)∥∥p =
∥∥∥∥∥
t∫
0
∫
R
Gλ(t − s, · − y)v(s, y)dy ds
∥∥∥∥∥
p

t∫
0
∥∥∥∥
∫
R
Gλ(t − s, · − y)v(s, y)dy
∥∥∥∥
p
ds
 C
t∫
0
(t − s)− 1λ
∥∥∥∥
∫
R
Gλ
(
1, (t − s)− 1λ (· − y))∣∣v(s, y)∣∣dy∥∥∥∥
p
ds
= C
t∫
0
(t − s)− 1λ ∥∥[Gλ(1, (t − s)− 1λ ·) ∗ ∣∣v(s, ·)∣∣](·)∥∥p ds
 C
t∫
0
(t − s)− 1λ ∥∥Gλ(1, (t − s)− 1λ ·)∥∥r∥∥v(s, ·)∥∥ρ ds
 C
t∫
0
(t − s)− 1λ (1−r)∥∥v(s, ·)∥∥
ρ
ds, (3.4)
where we used the fact that for r ∈ [1,3[,
∥∥Gλ(1, (t − s)− 1λ ·)∥∥r =
[ ∫
R
Grλ
(
1, (t − s)− 1λ y)dy]r
 (t − s) rλ
[ ∫
R
Grλ(1, y)dy
]r
 C(t − s) rλ . (3.5)
Thus we complete the proof of the lemma. 
We mainly adopt ﬁxed point principle to prove Theorem 3.1. Let H be the space of all Lp(R)-valued RCLL processes
(u(t, ·))0tT with the norm
‖u‖H :=
{
sup
0tT
e−ηtE
[∥∥u(t, ·)∥∥pp]}
1
p
, η > 0.
Then under this norm, H is a Banach space. Further for u ∈ H, let’s deﬁne an operator S by
S(u)(t, x) =
4∑
i=0
J iλ(u)(t, x), (3.6)
where
J0λ(t, x) :=
∫
G(t, x− y)u0(y)dy,
R
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t∫
0
∫
R
Gλ(t − s, x− y) f
(
s, y,u(s, y)
)
dy ds,
J3λ(t, x) :=
t∫
0
∫
R
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
W (dy,ds),
J4λ(t, x) :=
t∫
0
∫
R
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
ψ(s, y)dy ds,
J5λ(t, x) :=
t+∫
0
∫
R
∫
E2
Gλ(t − s, x− y)σ
(
s, y,u(s, y)
)
h(s, y, z)M(dz,dy,ds).
In the following, we will prove Theorem 3.1.
Proof of Theorem 3.1. We now check that S(u) ∈ H, if u ∈ H. Applying (b) and (e) of Lemma 2.1 and Young’s inequality to
conclude that
∥∥ J0λ(u)(t, ·)∥∥p =
∥∥∥∥
∫
R
Gλ(t, · − y)u0(y)dy
∥∥∥∥
p
 t− 1λ
∥∥∥∥
∫
R
Gλ
(
1, t−
1
λ (· − y))u0(y)dy
∥∥∥∥
p
 t− 1λ
∥∥[Gλ(1, t− 1λ ·) ∗ u0(·)](·)∥∥p
 t− 1λ
∥∥Gλ(1, t− 1λ ·)∥∥1∥∥u0(·)∥∥p
 C
∥∥u0(·)∥∥p
< ∞, (3.7)
which is due to the fact E[‖u0(·)‖pp] < ∞. We turn to J1λ(u). From (a) of Lemma 3.1 with 1/r = 1/p − 1/p + 1 = 1 and the
condition (i), it follows that
E
[∥∥ J1λ(u)(t, ·)∥∥pp] CE
[ t∫
0
(t − s)− 1λ (1− 1r )∥∥ f (s, ·,u(s, ·))∥∥p ds
]p
 CE
[ t∫
0
1+ ∥∥u(s, ·)∥∥p ds
]p
 Cp,T
[
1+ sup
0tT
E
[∥∥u(t, ·)∥∥pp]]
= Cp,T
[
1+ ∥∥u(·)∥∥pH]
< ∞, (3.8)
since u ∈ H. By (b) of Lemma 3.1 with 1/r = 2/p − 2/p + 1 = 1 and ρ = p, together with Burkhölder inequality and the
condition (i), one gets for p ∈ [2,∞[,
E
[∥∥ J2λ(u)(t, ·)∥∥pp]=
∫
R
E
[∣∣ J2λ(u)(t, x)∣∣p]dx
 C
∫
E
[ t∫ ∫
G2λ(t − s, x− y)σ 2
(
s, y,u(s, y)
)
dy ds
] p
2
dxR 0 R
K. Shi, Y. Wang / J. Math. Anal. Appl. 364 (2010) 119–129 125= CE
[∥∥∥∥∥
t∫
0
∫
R
G2λ(t − s, x− y)σ 2
(
s, y,u(s, y)
)
dy ds
∥∥∥∥∥
p
2
p
2
]
 CE
[ t∫
0
(t − s)− 1λ (1−r)∥∥σ 2(s, ·,u(s, ·))∥∥ p
2
ds
] p
2
 CE
[ t∫
0
(t − s)− 1λ (1−r)
(
1+ ∥∥∣∣u(s, ·)∣∣2∥∥ p
2
)
ds
] p
2
 Cp,T
[
1+ sup
0tT
E
[∥∥u(t, ·)∥∥pp]]
= Cp,T
[
1+ ∥∥u(·)∥∥pH]
< ∞. (3.9)
Similarly, from (a) of Lemma 3.1 with 1/r = 1/p − 2/p + 1 = 1 − 1/p ∈ ]0,1] and assumption (3.2), it follows that for
p ∈ [2,∞[,
E
[∥∥ J3λ(u)(t, ·)∥∥pp] CE
[ t∫
0
(t − s)− 1λ (1− 1r )∥∥1+ ∣∣u(s, ·)∣∣∥∥p∥∥ψ(s, ·)∥∥p ds
]p
 Cp
[
1+ ∥∥u(·)∥∥pH] sup
0tT
∥∥ψ(t, ·)∥∥pp
[ T∫
0
(t − s)− 1λ (1− 1r )( pp−1 ) ds
]p−1
= Cp,T sup
0tT
∥∥ψ(t, ·)∥∥pp(1+ ∥∥u(·)∥∥pH)
< ∞. (3.10)
Finally, we estimate J4λ(u). This is a key step in the proof of Theorem 3.1. From the condition (3.3), (b) of Lemma 3.1 with
1/r = 2/p − 4/p + 1 = 1− 2/p ∈ ]0,1] and Proposition 2.1, it follows that for p ∈ ] 2(1+λ)
λ−1 ,∞[,
E
[∥∥ J4λ(u)(t, ·)∥∥pp]= E
[∥∥∥∥∥
t+∫
0
∫
R
∫
E2
Gλ(t − s, · − y)σ
(
s, y,u(s, y)
)
h(s, y, z)M(dy,dz,ds)
∥∥∥∥∥
p
p
]
 Cp
∫
R
[ t∫
0
∫
R
∫
E2
∣∣Gλ(t − s, x− y)h(s, y, z)∣∣2(E[1+ ∣∣u(s, y)∣∣]p) 2p μ2(dz)dy ds
] p
2
dx
= Cp
∥∥∥∥∥
t∫
0
∫
R
G2λ(t − s, · − y)
[ ∫
E2
∣∣h(s, y, z)∣∣2 μ2(dz)
](
1+ E[∣∣u(s, y)∣∣p]) 2p dy ds
∥∥∥∥∥
p
2
p
2
 Cp
[ t∫
0
(t − s)− 1λ (2−r)
∥∥∥∥
[ ∫
E2
∣∣h(s, ·, z)∣∣2 μ2(dz)
](
1+ E[∣∣u(s, ·)∣∣p]) 2p ∥∥∥∥ p
4
ds
] p
2
 Cp
[ t∫
0
(t − s)− p+2λp
∥∥∥∥
∫
E2
∣∣h(s, ·, z)∣∣2 μ2(dz)
∥∥∥∥ p
2
∥∥(1+ E[∣∣u(s, ·)∣∣p]) 2p ∥∥ p
2
ds
] p
2
 Cp
[
sup
0tT
∥∥∥∥
∫
E2
∣∣h(t, ·, z)∣∣2 μ2(dz)
∥∥∥∥
p
2
p
2
][
sup
0tT
∥∥(1+ E[∣∣u(t, ·)∣∣p]) 2p ∥∥ p2p
2
]
×
[ t∫
(t − s)− p+2λ(p−2) ds
] p−2
20
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[
sup
0tT
∥∥∥∥
∫
E2
∣∣h(t, ·, z)∣∣2 μ2(dz)
∥∥∥∥
p
2
p
2
](
1+ ∥∥u(·)∥∥pH)
< ∞. (3.11)
Thus we prove that S deﬁned by (3.6) is an operator from H to itself. On the other hand, from the similar argument as in
(3.8)–(3.11), let η > 0 suﬃciently large, it’s not diﬃcult to check that there exists a constant κ ∈ ]0,1[ such that∥∥S(u) − S(v)∥∥H = κ‖u − v‖H, (3.12)
with u = (u(t, ·))0tT , v = (v(t, ·))0tT ∈ H and u0 = v0, which implies that the operator S is a contraction on H.
Therefore, there exists a u ∈ H to solve Eq. (1.1). 
Remark 3.1. Here we restrict p > 2(λ+1)
λ−1 , which depends on the value of λ ∈ (1,2]. The case when p = 2, all the results
are also right and similar as results in [22]. But it is not true for the case when p ∈ (2, 2(λ+1)
λ−1 ], because we will use a new
B-D-G inequality in Proposition 2.1 to estimate J4λ(u), there two places that need p >
2(λ+1)
λ−1 with λ ∈ (1,2]. One is the use
(b) of Lemma 3.1, and the other is to guarantee the integrability of
∫ t
0 (t − s)−
p+2
λ(p−2) ds.
4. Flow property of the solution
Based on Theorem 3.1, this section is devoted to studying the ﬂow property of the global mild solution to Eq. (1.1). Let
φ ∈ Lp(R), for p ∈ ] 2(1+λ)
λ−1 ,∞[ with λ ∈ ]1,2]. For (s, t, x) ∈ [0, T ] × [0, T ] × R, deﬁne
Ψs,t(φ)(x) =
∫
R
Gλ(t, x− y)φ(y)dy +
t∫
s
∫
R
Gλ(t − r, x− y) f
(
r, y,u(r, y)
)
dy dr
+
t∫
s
∫
R
Gλ(t − r, x− y)σ
(
r, y,u(r, y)
)
W (dy,dr)
+
t∫
s
∫
R
Gλ(t − r, x− y)σ
(
r, y,u(r, y)
)
ψ(r, y)dy dr
+
t+∫
s
∫
R
∫
E2
Gλ(t − s, x− y)σ
(
r, y,u(r, y)
)
h(r, y, z)M(dz,dy,dr). (4.1)
Suppose that the assumptions of Theorem 3.1 hold, then Theorem 3.1 yields that for any initial state (s, x), there exists a
unique solution Ψs,t(φ(x)) starting from x at time s, and for each pair (s, t) ∈ [0, T ] × [0, T ] and p ∈ ] 2(1+λ)λ−1 ,∞[,
Ψs,t : Lp(R) → Lp(R), P-a.s.
Thus like the case of the solution of an ordinary differential equation, it is reasonable to ask whether the solution Ψs,t(φ(x))
satisﬁes some ﬂow property (see, e.g. Fujiwara and Kunita [12,13]). Fortunately, we have the following ﬂow property of the
global mild solution to Eq. (1.1).
Theorem 4.1. Under the assumptions of Theorem 3.1:
(i) For each T > 0,
Ψt,t = I, ∀0 t  T , P-a.s.
(ii) For each T > 0,
Ψs′,t ◦ Ψs,s′ = Ψs,t, ∀0 s s′  t  T , P-a.s.
Proof. We ﬁrst prove (i). Note that Gλ(0, x) = δ(x) for x ∈ R. By (4.1), the operator Ψs,t is clearly an identity I , if the last
term of right-hand side of (4.1) equals zero with s = t almost surely under P. Indeed,
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[∣∣∣∣∣
t+∫
t
∫
R
∫
E2
δ0(x− y)σ
(
r, y,u(r−, y))h(r, y, z)M(dz,dy,dr)
∣∣∣∣∣
2]
=
t+∫
t
∫
R
∫
E2
δ0(x− y)E
[
σ 2
(
r, y,u(r−, y))h2(r, y, z)]μ2(dz)dy dr
=
t+∫
t
[ ∫
E2
E
[
σ 2
(
r, x,u(r, x)
)
h2(r, x, z)
]
μ2(dz)
]
dr
= 0. (4.2)
Next we prove (ii). Note that for φ ∈ Lp(Ω) with p ∈ ] 2(1+λ)
λ−1 ,∞[,∫
R
Gλ
(
t − s′, x− y)[Ψs,s′(φ)](y)dy
=
∫
R
Gλ
(
t − s′, x− y)[ ∫
R
Gλ
(
s′ − r, y − ξ)φ(ξ)dξ]dx
+
∫
R
Gλ
(
t − s′, x− y)
[ s′∫
s
∫
R
Gλ
(
s′ − r, y − ξ) f (r, ξ,u(r, ξ))dξ dr
]
dy
+
∫
R
Gλ
(
t − s′, x− y)
[ s′∫
s
∫
R
Gλ
(
s′ − r, y − ξ)σ (r, ξ,u(r, ξ))W (dξ,dr)
]
dy
+
∫
R
Gλ
(
t − s′, x− y)
[ s′∫
s
∫
R
Gλ
(
s′ − r, y − ξ)σ (r, ξ,u(r, ξ))ψ(r, ξ)dξ dr
]
dy +
∫
R
Gλ
(
t − s′, x− y)
×
[ s′+∫
s
∫
R
Gλ
(
s′ − r, y − ξ)σ (r, ξ,u(r, ξ))h(r, ξ, z)M(dz,dξ,dr)
]
dy.
Thus by a generalized Fubini theorem (see e.g. Proposition 2.2 in [21]) and (d) of Lemma 2.1,∫
R
Gλ
(
t − s′, x, y)[Ψs,s′(φ)](y)dy =
∫
R
Gλ(t − r, x− ξ)φ(ξ)dξ
+
s′∫
s
∫
R
Gλ(t − r, x− ξ) f
(
r, ξ,u(r, ξ)
)
dξ dr
+
s′∫
s
∫
R
Gλ(t − r, x− ξ)σ
(
r, ξ,u(r, ξ)
)
W (dξ,dr)
+
s′∫
s
∫
R
Gλ(t − r, x− ξ)σ
(
r, ξ,u(r, ξ)
)
ψ(r, ξ)dξ dr
+
s′+∫
s
∫
R
Gλ(t − r, x− ξ)σ
(
r, ξ,u(r, ξ)
)
h(r, ξ, z)M(dz,dξ,dr). (4.3)
Then by (4.2), for all φ ∈ Lp(Ω) with p ∈ ] 2(1+λ) ,∞[,
λ−1
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∫
R
Gλ
(
t − s′, x− y)[Ψs,s′(φ)](y)dy +
t∫
s′
∫
R
Gλ(t − r, x− ξ) f
(
r, ξ,u(r, ξ)
)
dξ dr
+
t∫
s′
∫
R
Gλ(t − r, x− ξ)σ
(
r, ξ,u(r, ξ)
)
W (dξ,dr)
+
t∫
s′
∫
R
Gλ(t − r, x− ξ)σ
(
r, ξ,u(r, ξ)
)
ψ(r, ξ)dξ dr
+
t+∫
s′
∫
R
Gλ(t − r, x− ξ)σ
(
r, ξ,u(r, ξ)
)
h(r, ξ, z)M(dz,dξ,dr)
= Ψs,t(φ)(x). (4.4)
This completes the proof of the theorem. 
5. Examples
In this section, we shall give two examples to illustrate our results derived above.
Example 5.1. Recall W˙ , M˙ , N˙ deﬁned in (2.4). We consider the following fractional equation:⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∂u(t, x)
∂t
= λu(t, x) + u(t, x) + u(t, x)W˙ (t, x) +
∫
U0
u(t, x)
(
1
1+ x2
)p
z M˙(dz, x, t)
+
∫
E2/U0
u(t, x)
(
1
1+ x2
)p
N˙(dz, x, t),
u(0, x) = u0(x).
(5.1)
Recall Eq. (3.1). Here let f (t, x,u(t, x)) = u(t, x), σ(t, x,u(t, x)) = u(t, x), h1(t, x, z) = 1(1+x2)p z and h2(t, x, z) = 1(1+x2)p , for
p ∈ ] 2(λ+1)
λ−1 ,+∞[ with λ ∈ ]1,2]. Then
∥∥Ψ (t, ·)∥∥pp =
( ∫
R
∣∣∣∣
∫
E2/U0
h2(t, x, z)μ2(dz)
∣∣∣∣
p
dx
) 1
p
= Cpπ
1
p μ2(E2/U0)
< +∞ (5.2)
and
∥∥∥∥
∫
E2
∣∣h(t, ·, z)∣∣2 μ2(dz)
∥∥∥∥
p
2
p
2
=
∥∥∥∥
∫
E2
[
h1(t, ·, z)1U0(z) + h2(t, ·, z)1E2/U0(z)
]2
μ2(dz)
∥∥∥∥
p
2
p
2

( ∫
R
( ∫
U0
h21(t, x, z)μ2(dz) +
∫
E2/U0
h22(t, x, z)μ2(dz)
) p
2
dx
) 2
p
 Cpπ
2
p
(
μ2(E2/U0) +
∫
U0
z2 μ2(dz)
)
< +∞. (5.3)
So the assumptions (i) and (ii) of Theorem 3.1 and Theorem 4.1 hold, we obtain the main results of Theorem 3.1 and
Theorem 4.1.
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⎪⎩
∂u(t, x)
∂t
= λu(t, x) +
∫
Z
u(t, x)e−
z2
2 M˙(dz, x, t),
u(0, x) = u0(x).
(5.4)
Here σ(t, x,u(t, x)) = u(t, x) and h1(t, x, z) = h2(t, x, z) = e− z
2
2 . Let Π(Z) < +∞, then it is easy to check that (i) and (ii) of
Theorem 3.1 and Theorem 4.1 holds. When λ = 2, similar results as Theorem 3.1 are proved in [1,5,16]. In this paper we
could improve those results in [1,5,16] and prove ﬂow property of the solution of Eq. (5.4).
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