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Strojno učenje se vedno bolj uporablja v vseh vedah, tudi v strojništvu V nalogi je 
predstavljen algoritem strojnega učenja za klasificiranje znanstvenih in strokovnih besedil. 
Razložena je tudi priprava besedila pred klasificiranjem, kar je zelo pomembno za končno 
uspešnost algoritma. Besedila, ki smo jih dobili na spletišču COBISS so uporabljena v 
nalogi so znanstveni članki, katerih soavtorji so zaposleni na Fakulteti za strojništvo, 
Univerze v Ljubljani. Članke smo klasificirali v deset kategorij iz akademije za 
proizvodnjo inženirstvo – CIRP. Predstavljene so bile najbolj pogoste izbire kategorij, v 
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Machine learning is getting more and more used nowadays, also in mechanical 
engineering. This thesis presents algorithm of research publications text classification 
using machine learning. It is shown the preparation of text step by step, which is very 
important before the actual classification because of the later performance of the algorithm. 
Texts used in this algorithm are research publications, which co-authors are employees in 
Faculty of mechanical engineering, University of Ljubljana. We classified the publications 
into ten different classes from the international academy for production engineering – 
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Seznam uporabljenih simbolov 
Oznaka Enota Pomen 
   
c / hipoteza/kategorija 
N  število pojavitev besede 
P  dogodek 
t  besedilo / beseda 
v  elementov v matriki 
 xiv 
Seznam uporabljenih okrajšav 
Okrajšava Pomen 
  
AI umetna inteligenca (angl. Artificial Intelligence) 
CIRP akademija za proizvodnjo strojništvo (fr. College International pour 
la Recherche en Productique) 
CSS Kaskadne stilske podloge (angl. Cascading Style Sheets) 
CSV Vrednosti ločene z vejico (angl. Comma separated values) 
FS Fakulteta za strojništvo 
HTML Jezik za označevanje nadbesedila (angl. Hypertext Markup 
Language) 
ML strojno učenje (angl. Machine Learning) 




1.1 Ozadje problema 
V sedanjem času sta strojno učenje (angl. Machine Learning - ML) in umetna inteligenca 
(angl. Artificial Intelligence – AI) vedno večji del naših vsakodnevnih dejavnosti. 
Uporablja se praktično v vsakem pametnem telefonu, ali pa vsakič ko kaj poiščemo v 
Google iskalniku. Prav tako sta obe tematiki močno razširjeni tudi v strojništvu. Podjetja 
potrebujejo ML pri obdelavi velike količine podatkov (angl. Big data), za določanje 
vzrokov napak pri določenih izdelkih. Ena veja ML je tudi inteligentno oz. adaptivno 
vodenje (angl. Adaptive control) za bolj natančno, prilegajoče krmiljenje. Primer je lahko 
letalo, ki z letenjem izgublja maso, zaradi izgorevanja goriva; prilagajajo se v tem primeru 
parametri, da ni potrebno stalnega nadzora in popravljanja pilota.  
 
V tej nalogi smo želeli narediti algoritem za klasifikacijo člankov, katerih (so)avtorji so 
zaposleni na Fakulteti za Strojništvo, Univerze v Ljubljani. To je besedilna klasifikacija, ki 
preko povzetka in ključnih besed določi kategorijo članka. Za členitev besedila smo 
uporabili kategorije, določene s strani akademije za proizvodnjo strojništvo (fr. College 
International pour la Recherche en Productique – CIRP). Proizvodnjo strojništvo so delili 
na deset različnih vej in prav tako vse članke, ki so dostopni na njihovi strani. 
 
Za naš algoritem smo uporabili že razdeljene članke iz akademije za proizvodnjo 
strojništvo za učenje in kategorizacijo samega besedila. Najprej algoritem uporabi že 
kategorizirane članke za prepoznavanje vzorcev v besedilih in ob poznejšem dodanem 
neznanem besedilu, klasificira le-tega v predhodno določene kategorije. 
 
1.2 Cilji 
Glavni cilj te naloge je napisati algoritem strojnega učenja in klasificiranja v programskem 
jeziku Python. Najprej je cilj dobiti zadostno število ustreznih besedil za samoučenje iz 
spletne strani akademije CIRP [1]. Naslednji cilji so prečistiti dobljene povzetke člankov in 
jih pripraviti za samoučenje in nato kasnejše iskanje povzetkov, ključnih besed ipd. za 
klasificiranje člankov, katerih avtorji so zaposleni na Fakulteti za Strojništvo v Ljubljani. 
Omenjene podatke o člankih pridobimo na javno dostopnem seznamu, spletnega mesta 
SICRIS [2] in pa COBISS [3]. 
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Pričakujemo, da bo porazdelitev člankov po kategorijah sorazmerna oziroma ne bo velikih 
odstopanj, saj so v raziskavo zavzeti vsi laboratorij. Odstopanja se lahko pojavijo zaradi 
manjše intenzitete pisanja znanstvenih člankov v katerem izmed laboratorijev Fakultete za 
strojništvo, Univerze v Ljubljani. 
 
V drugem poglavju je razloženih nekaj osnovnih pojmov za lažje razumevanje, kaj strojno 
učenje in podobni pojmi, sploh pomenijo. Po korakih je razložena tudi priprava besedila in 
kakšne podatke klasifikator potrebuje za razločevanje teksta med razredi. Opisan, s 
psevdokodo, bo tudi algoritem, napisan v programskem jeziku Python, za klasifikacijo 
člankov. Nazadnje bomo predstavili tudi rezultate klasifikatorja vseh člankov in 
procentualne vrednosti vsake kategorije. Prav tako bomo prikazali tudi vse uporabljene 
besed in prikaz celotne mreže Fakultete za strojništvo, Univerza v Ljubljani, ki prikazuje 
vse zaposlene, vse kategorije in njihove povezave. 
1.3 Omejitve 
V nalogi smo se omejili na članke zaposlenih FS, starih največ 5 let. Saj bi bila drugače 
naloga preobsežna. Pri klasifikaciji smo se omejili tudi samo na naslove, ključne besede in 
povzetke. S tem menimo, da smo zavzeli reprezentativnost vsakega članka in ni potrebno 
jemati celotnega besedila, hkrati pa celotno besedilo lahko še poslabša samo klasifikacijo 





2 Teoretične osnove in pregled literature 
2.1 Strojno učenje – Machine Learning (ML) 
Avtor P. Domingos [4] navaja, da je strojno učenje način avtomatskega učenja programov 
iz množic podatkov. Strojno učenje je veda delovanja računalnikov brez eksplicitnega 
programiranja. Poudarja tudi, da je to najboljši način približevanja strojev človeški ravni. 
V zadnjem desetletju se je uporaba strojnega učenja močno povečala, tudi zaradi vse 
večjega števila podatkov in informacij. Najverjetneje nevede vsak dan uporabljamo 
programe, ki temeljijo na strojnem učenju. Uporablja se recimo v spletnem marketingu, 
čiščenju neželene pošte, zaznavanje goljufij, ipd.. 
Avtor v svojem delu [4]  poudarja tri pomembne lastnosti učenja: 
 
- optimizacija, 
- vrednotenje in 
- reprezentacija. 
 
Govori tudi o tem, da je potrebno obdelovanje podatkov. Sami podatki nam ne povedo kaj 
veliko. Uporabnost dobijo, šele ko jih spremenimo v kaj uporabnega. 
 
 
2.2 Znanost masovnih podatkov in podatkovno 
rudarjenje 
V delu M. Bramer. [5] je opisana znanost masovnih podatkov (angl. Big Data) kot količina 
velikih podatkov, kjer je za obdelavo potrebno izbrati kompleksnejše metode kot pri 
navadnih statističnih obdelavah. V svojem delu avtorji opišejo, kaj definira omenjeno 
znanost: 
 
- Velikost, hitrost in najrazličnejše vrste podatkov, opisujejo karakteristiko 
informacije 
- Tehnologija in analitične metode, za opis potreb za pridobitev informacij 
- Pomen pa nam poda transformacija informacije, v obliko uporabno za potrebe 
podjetij oziroma inštitucij 
Teoretične osnove in pregled literature 
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Avtorji so zgornje alineje povzeli in zapisali, da je znanost informacijsko sredstvo, za 
katerega je značilen velik obseg, hitrost spreminjanja in raznolikost, da so potrebne 
posebne analitične metode za njihovo obdelavo in pridobitev uporabnih informacij. 
 
V delu avtorja Bramer [5] je podatkovno rudarjenje (angl. Data mining) razloženo kot 
proces za ugotavljanje in odkrivanje vzorcev oziroma modelov v veliki količini podatkov. 
V začetku opisuje, zakaj sploh potrebujemo podatkovno rudarjenje oziroma, zakaj se je 
razvilo in navaja, da je za to kriv eden zelo pomemben razlog. In sicer je to eksponentno 
povečevanje količine vseh podatkov in informacij. Količina podatkov se veča, ljudje pa vse 




Slika 2.1: Prikaz procesa odkrivanja znanja [5]. 
 
V zgornji sliki lahko vidimo proces, ki ga je opisal avtor, za pridobivanje znanja iz 
neobdelanih podatkov. Vidimo lahko, da je podatkovno rudarjenje le en del pridobivanja 
znanja. Avtor še dodaja, kje vse lahko praktično vidimo uporabnost omenjenega. Uporabo 
tega vidi v: 
 
- sodobnem oglaševanju, 
- prikazovanju oglasov posamezniku, glede na njegovo iskanje po spletu, 
- iskanju spletnih goljufij, 
- napovedovanju vremena, … 
 
Avtorji J. C. – X. Feng et al [6] pa navajajo uporabnost podatkovnega rudarjenja v 
strojništvu. Le ta se kaže v proizvodnji, kot merjenje tresljajev in motnje obdelovalnih 
strojev. Uporabnost omenjajo tudi v merjenju površin, kjer smo soočeni z velikim številom 
podatkov. Pišejo tudi o iskanju najbolj ustreznih dobaviteljev z podatkovnim rudarjenjem 
in povezav dobaviteljev z različnimi podjetji. Prihodnost vidijo tudi v iskanju delojemalcev 
namesto razpisovanju različnih razpisov za zaposlovanje. 
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2.3 Spletno strganje podatkov 
Kot je zapisano v knjigi Web Scraping with Python [7] je na začetku potrebno definirati še 
spletno plazenje (angl. Web Crawling), ki pomeni plazenje po celotnem spletnem mestu po 
HTML ukazih (<p>, <a>, <u>, …). Prav tako, se lahko pomikamo tudi po CSS ukazih. Ko 
smo se »priplazili« do ustreznega ukaza, ki ga želimo pridobiti iz strani, pa izvedemo 
strganje (angl. Web Scraping), ki pomeni pridobivanje podatkov oziroma teksta iz same 
spletne strani. Avtorji v delu E. Vargiu et al. [8] poudarijo, da je spletno strganje tehnika 
avtomatskega pridobivanja podatkov namesto ročnega kopiranja. Cilj je, da pridobimo 
večjo količino podatkov, ki se oblikovno ponavljajo na spletni strani. 
 
 
2.4 Klasifikacija besedila 
Delitev besedila na kategorije poteka na podlagi ponavljajočih se besed v besedilu. Večkrat 
kot se beseda pojavi, bolj je značilna za neko kategorijo. Vsak tekst, ki ga želimo 
klasificirati pa je potrebno predhodno obdelati oziroma očistiti. 
 
Avtor Bramer [5] opisuje prečiščevanje podatkov predno so pripravljeni za klasifikacijo. 
Potrebno je pretvoriti vse velike črke v male črke, prav tako je treba odstraniti vsa ločila. 
Vse besede je treba ločiti (angl. Tokenization), potrebno je tudi korenjenje (angl. 
Stemming) in pa odstranitev praznih besed (angl. stop words). Nato je za klasifikacijo 
nujno ustvariti vektorski prostor, kjer se besede pretvorijo v številke. Po sami klasifikaciji, 
uporabimo za učenje navzkrižno validacijo (angl. Cross-validation), kjer dobimo tudi 
natančnost našega klasifikatorja. 
 
 
2.4.1 Predpriprava besedila 
Vse spodaj naštete postopke naredi ukaz CountVectorizer, ki je podmodul knjižnice scikit-
learn, katero smo večinsko uporabljali v tej zaključni nalogi. To je zgolj razlaga, kaj vse 
naredi ta knjižnica, pred uporabo besedila v klasifikatorju. 
 
Primeri: 
1 Strojna fakulteta v Mariboru ima letos poletno šolo strojništva. 
2 Strojno učenje je vedno bolj uporabljeno tudi v strojništvu. 




Besedilo, ki ga želimo kategorizirati je potrebno razdeliti na posamezne besede – 
tokenizacija (angl. Tokenization). Prav tako se pri tem koraku ponavadi izvede še 
izločevanje ločil. Poleg tega se tudi vse velike črke pretvori v male črke. 
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Primeri: 
1 strojna, fakulteta, v, mariboru, ima, letos, poletno, šolo, strojništva 
2 strojno, učenje, je, vedno, bolj, uporabljeno, tudi, v, strojništvu 
3 v, mariboru, imajo, tudi, strojno, fakulteto 
 
2.4.1.2 Odstranitev praznih besed 
Tekst, ki že imamo deljen na posamezne besede, vsebuje veliko besed, ki nimajo pomena 
in so samo moteč faktor pri poznejši klasifikaciji.  
Primeri: 
1 strojna, fakulteta, mariboru, letos, poletno, šolo, strojništva 
2 strojno, učenje, vedno, bolj, uporabljeno, strojništvu 




Nenazadnje se opravi še korenjenje, ki je proces odstranjevanja vseh korenov besed. Kar 
pomeni da iz besed strojništvo, strojnik, strojevodja, strojnica dobimo le besedo stroj, ki je 
hkrati reprezentativna beseda za vse prej naštete besede. Tako veliko lažje dobimo besede, 
ki predstavljajo neko področje. 
 
Primeri: 
1 stroj, fakulteta, maribor, letos, poletna, šola, stroj 
2 stroj, učenje, uporabljen, stroj 
3 maribor, stroj, fakulteta 
 
 
2.4.1.4 Model vektorskega prostora 
Algoritem za klasifikacijo ne zaznava oziroma ni zmožen primerjati besed, zato je nujno 
potrebno vse besede pretvoriti v številke. Zato vsaka beseda dobi svoj prostor v 
vektorskem prostoru in številka nam predstavlja, kolikokrat se le-ta ponovi v tem stavku. 
Zato, ko že enkrat imamo vektorski prostor, ne moremo več sestaviti povedi oziroma 
besedila. Vemo le, katere vse besede so bile uporabljene, ne moremo pa več sestaviti 
stavka v prvotno obliko. 
 
1 fakulteta, maribor, letos, poletna, šola: 1; stroj: 2 
2 učenje, uporabljen: 1; stroj: 2 
3 maribor, stroj, fakulteta: 1 
 
Besede organiziramo po abecedi in jih zamenjamo z številom besed v vsakem stavku: 
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2.4.1.5 Normalizacija 
Ko imamo vektorski prostor potrebujemo vse številke normalizirati, kar tudi zahtevajo 
večina algoritmov za besedilno klasifikacijo.  
















Normaliziranje je izvedeno po formuli: 
 








Kjer 𝑣𝑖 predstavlja element, ki ga normaliziramo,𝑣𝑗  pa nam predstavlja vse ostale 
elemente, ki jih kvadriramo, seštejemo in korenimo. Tako dobimo normaliziran vektorski 
prostor uporaben za klasifikator. 
 
 
2.4.2 Navzkrižna validacija 
Ko imamo izdelan klasifikator in zbrane vse besede in normalizirane, uporabimo 
navzkrižno validacijo za učenje algoritma. Avtor Bramer [5] razlaga postopek navzkrižne 
validacije in začenja z deljenjem besedila na dva dela. Prvi predstavlja učni del (90 %), 
drugi pa testni del (10 %). To ponovimo n-krat, s to razliko, da je testni set vedno menjava 
in ni nikoli isti. Za lažjo predstavo, spodnja slika ponazarja celoten postopek. 
 
 
Slika 2.2: Prikaz navzkrižne validacije [9]. 
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2.5 Multinomski naivni Bayes 
Avtomatska klasifikacija besedil je ena od tematik v sklopu strojnega učenja. Naivni Bayes 
je algoritem, ki ima odgovore na vsak problem, ki se pokaže v besedilni klasifikaciji. 
Zasnovan je na Baysovem teoremu in iz njega izhaja tudi Multinomski naivni Bayes (angl. 
Multinominal Naive Bayes) [10], ki se ga uporablja v strojnem učenju, za potrebe 
klasifikacije. 
 
Vse omenjeno se prične z Bayesovim teoremom, ki je ponazorjen z enačbo: 
 





kjer nam c predstavlja neko hipotezo (kategorija), ti pa predstavlja naš tekst pripravljen za 
strojno učenje. 𝑃𝑟(𝑐|𝑡𝑖) torej pomeni, kakšna je verjetnost, da bo tekst ti v naši hipotezi 
oziroma kategoriji. Za izračun enačbe (2.2) Naivni Bayes predpostavlja, da so značilke 
pogojno neodvisne. Torej, če se v nekem besedilu pojavijo določene besede, jih omenjeni 
algoritem takoj klasificira v določeno kategorijo, ne glede na število besed. 
Multinomski Naivni Bayes pa upošteva tudi število pojavitev neke besede v dokumentu, 
kar ga umešča v enega med najprimernejših in uporabljenih algoritmov v tekstovni 
klasifikaciji. 
 
Enačbo (2.2) lahko poenostavimo za lažje razumevanje, kako algoritem upošteva 
večkratno pojavljanje besed z novo enačbo: 








  (2.3) 
Kjer predstavlja 𝑁𝑖𝑐 število pojavitev besede 𝑡𝑖v našem dokumentu, kategorije 𝑐. Tako 
predstavlja 𝑁𝑐 število celotnih pojavitev vseh besed v dokumentu. 
 
 
2.6 Analiza socialnih mrež 
Avtor K. Cherven [11] predstavi socialne mreže kot mreža podatkov, ki je sestavljena iz 
seznama avtorjev oz. vozlišča in povezav (angl. Degree) med njimi. Dva značilnosti sta 
med seboj povezani v vozlišče in imajo svoje poimenovanje. Pri nas so to vsi avtorji, ki so 
zaposleni na Fakulteti za Strojništvo v Ljubljani. 
Na Slika 2.3 lahko vidimo primer neke socialne mreže, ki je v tem primeru centralizirana 
glede na število povezav. To pomeni, vozlišča, ki imajo več povezav so bolj skupaj, kot 
tisa z manj vezmi. 
Teoretične osnove in pregled literature 
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Slika 2.3: Prikaz socialne mreže [11] 
 
Centralnost stopnje (angl. Degree centrality) je zgolj število povezav do različnih 
kategorij. Ta številka nam ne pove, kako močne so te povezave, niti pomembnost povezav 
ampak samo število avtorjev, ki je pisalo v različnih kategoriji. 
 
Pri analizi takih mrež, je pomembna centralnost bližine (angl. Closeness centrality), ki je 
definirana kot količina napora potrebnega za doseg vseh ostalih vozlišč (avtorjev) v naši 
mreži. Meri se z dolžino vseh povezav oziroma poti med njimi. 
 
Centralnost vmesnosti (angl. Betweenness centrality) pa avtor opisuje kot vsak podatek 
oziroma informacija potuje čez celotno mrežo. Parameter govori o tem, kako pomemben je 
avtor za povezovanje celotne mreže. Pove nam, kako pogosto je neko vozlišče na najkrajši 
poti med drugima dvema vozliščema.  
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3 Metodologija raziskave 
 
Cilj naloge je bil izdelati algoritem klasifikacije teksta. In kasnejša primerjava pisanja 
člankov zaposlenih na UL - FS. Zaradi omejenega predhodnega znanja, smo se odločili 
programirati v programskem jeziku Python, z večinsko uporabo knjižnice scikit-learn.  
 
 
3.1 Programski jezik Python in PyCharm 
V tem zaključnem delu smo za izdelavo algoritmov in klasifikacije uporabljali programsko 
okolje PyCharm [12], ki omogoča programiranje v Pythonu. Ponuja nam avtomatsko 
dopolnjevanje kode, opozarjanje napak, razhroščevalnik, ipd.. 
 
Uporabljali smo programski jezik Python, ki je izredno razširjen in enostaven za uporabo. 
Še posebej se ga uporablja v strojniških področjih (CNC, ML, …). Je objektno orientiran 
programski jezik in je priljubljen ravno zaradi njegove razširjenosti in hkrati velike zbirke 
knjižnic, razširitev in ostalih funkcij.  
Preglednica 3.1: Seznam vseh uporabljenih paketov 
Paket oziroma Knjižnica Opis 
BeautifulSoup 
Knjižnica za pridobivanje in iskanje podatkov iz 
HTML in XML datotek. 
selenium 
Podobna knjižnica kot BeautifulSoup, le da 
omogoča še izvajanje JavaScript ukazov. 
time Modul, ki omogoča štetje časa v programu 
sklearn 




Pod modul, ki omogoča obdelavo teksta 
(tokenizacija, odstranitev praznih besed, …). 
.cross_validation 
train_test_split 
Ukaz za delitev na podatkovno bazo za učenje 





Najbolj uporabljen modul za klasifikacijo 
teksta: Multinomski Naivni Bayes 
metrics 
Modul, ki nam omogoča vrednostenje našega 
klasifikatorja 
. model selection 
cross_val_score Ukaz za navzkrižno validacijo 
numpy 
Modul, ki omogoča delo s več-dimenzionalnimi 
objekti 
string 
Knjižnica za delo z nizi (angl. String) 
spremenljivkami 
pandas Modul, ki omogoča lažje urejanje podatkov 
matplotlib Knjižnica za prikazovanje in urejanje grafov. 
wordcloud  Knjižnica za sestavljanje besednih lepljenk 
 
 
3.2 Potek celotnega programa 
Na začetku smo pridobili dva seta podatkov iz spletnih mest CIRP in COBISS. Iz 
spletnega mesta CIRP smo vzeli tudi proizvodnje strojniške kategorije, ki so omenjene v 
spodnji tabeli. Iz obeh spletišč smo postrgali (angl. Data scraping) imena avtorjev, 
povzetke, ključne besede in naslove. Iz spletnega naslova COBISS smo jemali podatke o 
člankih, pri katerih so sodelovali tudi zaposleni Fakultete za Strojništvo, Univerza v 
Ljubljani. 
 
Nato smo uredili besedilo za kasnejšo kategorizacijo in razdelili članke iz CIRP spletnega 
mesta na dva dela in izvedli navzkrižno validacijo. Z obstoječo kategorizacijo in naučenim 
deliteljem po vseh 10ih kategorijah, smo klasificirali vse članke, ki smo jih predhodno 
pridobili iz spletnega mesta COBISS. 
 
Preglednica 3.2: Seznam vseh kategorij iz spletišča CIRP 
Kategorija Opis v angleščini Opis v slovenščini 
STC A Life Cycle Engineering and Assembly Življenjski cikel izdelka in sestavi 
STC C Cutting Obdelava materiala z rezanjem 
STC Dn Design Konstruiranje 
STC E Electro-Physical and Chemical Processes Elektro-fizikalni in kemični procesi 
STC F Forming Preoblikovanje 
STC G Abrasive Process Brusni procesi 
STC M Machines Stroji 
STC O Production Systems and Organizations Proizvodnji sistemi in organizacije 
STC P Precision Engineering and Metrology Natančno inženirstvo in meroslovje 




3.2.1 Pridobivanje podatkov 
Na začetku, za pridobivanje podatkov smo uporabili spletno strganje podatkov (angl. Web 
scraping). Za ta namen smo uporabili modul bs4 oziroma BeautifulSoup. Omenjena 
knjižnica nam omogoča pridobivanje podatkov iz spletnih strani, ne omogoča pa nam 
premikanje po spletnih straneh in/ali pritiskanje gumbov. Za ta namen smo uporabili 
modul selenium, ki nam omogoča izvrševanje JavaScript ukazov. 
 
Knjižnico selenium smo uporabili na spletnem mestu COBISS, kjer smo potrebovali 
pritisniti gumb za dostop do avtorjev, povzetka in ključnih besed. 
 
Podatke smo pridobivali iz treh različnih spletnih mest: SICRIS; COBISS in CIRP. Iz 
spletišča SICRIS smo pridobili vse COBISS-ID in avtorje člankov, pri katerih so 
sodelovali zaposleni FS, UL. Nato smo se sprehodili čez vse identifikacijske strani na 
COBISS-u in nazadnje smo vzeli podatke iz spletne strani CIRP. 
 
 
Algoritem 1: Pridobivanje podatkov iz spletišča SICRIS 
1 cobiss_id, fs_avtorji ← [],[] 
2 za vsak članek: 
3 kljucne_besede ← Najdi_cobiss_id 
4 fs_avtorji ← Najdi_Fs_Avtorje 
 
 
Algoritem 2: Pridobivanje podatkov iz spletnega mesta COBISS 
1 povzetek, kljucne_besede, avtorji, naslov ← [],[],[],[], 
2 za vsak id iz cobiss_id: 
3 Odpri_Spletisce(id) 
4 Pritisni_Gumb ← Najdi_Gumb 
5 zacasni_avtorji ← Najdi_Avtor 
6 če avtorji je v fs_avtorji: 
7 avtorji ← zacasni_avtorji 
8 povzetek ← Najdi_Povzetek 
9 kljucne_besede ← Najdi_KljucneBesede 
10 naslov ← Najdi_Naslov 
11 podatki_cobiss.txt ← Zapisi_Podatke(povzetek, kljucne_besede, naslov) 
12 avtorji.txt ← Zapisi_Podatke(avtorji) 
 
V Algoritmu 2 smo primerjali avtorje, katere smo pridobili iz spletišča SICRIS, ali sodijo v 
zaposlene FS, UL. Prav tako je pred tem algoritem pritisnil gumb za dostop do željenih 





Algoritem 3: Pridobivanje iz spletnega mesta CIRP 
1 povzetek, kljucne_besede, naslov, kategorija← [],[],[],[], 
2 Odpri_Spletisce( ) 
3 avtorji ← Najdi_Avtor 
4 povzetek ← Najdi_Povzetek 
5 kljucne_besede ← Najdi_KljucneBesede 
6 naslov ← Najdi_Naslov 
7 kategorija ← Najdi_Kategorija 
8 podatki_cirp.txt ← Zapiši_podatke 
 
Algoritem za pridobivanje podatkov iz spletnega mesta CIRP je zelo podoben. Ni nam bilo 
treba pritiskati nobenega gumba in zbirati imena avtorjev, zato je bil algoritem še nekoliko 
lažji, smo pa morali iskati in zbirati še kategorije, omenjene v Preglednica 3.2. 
 
 
3.2.2 Ureditev podatkov 
Kasneje smo se lotili urejanje vseh podatkov. Ko smo prebrali podatke iz datoteke, smo jih 
zapisali v dvo-dimenzijsko tabelo (angl. DataFrame). Tabelo smo naredili s pomočjo 
modula imenovanega pandas. Nato smo s pomočjo knjižnice scikit-learn razdelili 
podatkovni set na dva dela. Prvi del je za treniranje algoritma, drugi pa za testiranje le-
tega. Prav tako smo ta dva dela še razdelili na kategorije (y) in tekst (X). Nato smo 
uporabili ukaz CountVectorizer( ), ki nam je uredil vse podatke. 
 
Algoritem 4: Branje iz datoteke in urejanje podatkov 
1 povzetek, kljucne_besede, naslov, kategorije ← Branje(podatki_cirp.txt) 
2 P ← povzetek, kljucne_besede, naslov, 
3 k ←  kategorije 
4 P ← Odstrani_stevilke(P) 
5 P_train, X_test, y_train, y_test ← Razdelji_podatke(P) 
6 P_train_vp ← Vektorski_Prostor (P_train) 
7 P_test_vp ← Vektorski_Prostor(P_test) 
 
  
V omenjenem ukazu za ureditev besedila, smo uporabili izključevanje angleških praznih 
besed, izločanje velikih začetnic in omejili število besed na 50000. 
 
Ko smo imeli vse potrebne in urejene podatke, smo vektorski prostor prilagodili X_train 
tabeli (.fit_transform()) in nato X_test tabelo spremenili v vektorski prostor po vzorcu že 




3.2.3 Navzkrižna validacija in sortiranje 
Zgoraj opisan postopek smo ponovili desetkrat, vedno z različnim testnim setom in dobili 
procente uspešnosti našega klasifikatorja. Navzkrižno validacijo smo izvedli s knjižnico 
scikit-learn in sicer z .cross_val_score() ukazom. 
 
Algoritem 5: Navzkrižna validacija 
1 rezultat_validacije ← [] 
2 besedilo, razred← Branje(podatki_cirp.txt) 
3 P ← besedilo 
4 k ← razred 
5 ponovitev ← 10 
6 rezultat_validacije ← Navzkrizna_Validacija(P, k, ponovitev) 
 
Nato poženemo naučeni algoritem in sortiramo vse članke v kategorije in jih zapišemo v 
eno tabelo, z istim vrstnim redom kot avtorje. 
 
Algoritem 6: Klasifikacija člankov 
1 sortirani_clanki ← [] 
2 cobiss_clanki← Branje(podatki_cobiss.txt) 
3 cobis_clanki_vp ← Vektorski_Prostor(cobiss_clanki) 
4 sortirani_clanki ← Predict_MNB(cobis_clanki_vp) 
 
 
3.2.4 Določitev uporabljenih besed 
Za poznejši izris besedne sestavljanke in za ugotavljanje uporabljenih besed, smo ponovno 
uporabili scikit-learn knjižnico in sicer s pod modulom CountVectorizer() in ukazom 
.get_future_names(). Kot rezultat smo dobili tekstovno datoteko z besedami in kolikorat so 
se pojavile v besedilih. 
 
Algoritem 7: Določitev vseh uporabljenih besed 
1 povzetek, kljucne_besede, naslov, kategorije ← Branje(podatki_cirp.txt) 
2 P ← povzetek, kljucne_besede, naslov, kategorije 
3 P ← Odstrani_stevilke(P) 
4 P_vp ← Vektorski_Prostor(P) 
5 pogostost_besed.txt ← Uporabljene_Besede(P_vp) 
 
Za prikaz besednih sestavljank za posamezne kategorije, smo za vsak razred posebej 
pridobili uporabljene besede in kolikokrat so se pojavile. Za vsako kategorijo smo dobili 





Algoritem 8: Določitev uporabljenih besed za vsak razred posebej 
1 povzetek, kljucne_besede, naslov, kategorije ← Branje(podatki_cirp.txt) 
2 P ← povzetek, kljucne_besede, naslov, kategorije 
3 k ← kategorije 
4 P ← Odstrani_stevilke(P) 
5 P_kategorija_vp ← Vektorski_Prostor(P_kategorija) 




Rezultate smo zapisovali v dva različna slovarja. Prvi slovar je bil namenjen zgolj številu 
člankov v posamezni kategoriji, kar nam je prišlo prav tudi pozneje za izris tortnega 
diagrama. Drugi slovar pa je bil sestavljen iz imena avtorja, zaposlenega na FS, UL, in 
vseh kategorij, v katerih je napisal članke. 
 
Algoritem 9: Slovar rezultatov 
1 kategorije, rezultati ← {},{} 
2 razred ← [STCA,STCC,STCDn,STCE,STCF,STCG,STCM,STCO,STCP,STCS] 
3 za vsak clanek v sortirani_clanki: 
4 kategorije[razred] ← Pristej_Clanek(clanek) 
5 rezultati[fs_avtor] ← Dodaj_Kategorijo(kategorija) 
 
 
3.2.6 Priprava CSV datotek za izris socialne mreže 
Za pripravo socialnih mrež smo potrebovali dve CSV datoteki. V eno datoteko 
(vozlisca.csv) smo zapisali id_avtorja in kategorijo članka. V drugo datoteko pa smo 
zapisali id_avtorja in pa njegovo ime. Tako smo lahko pozneje v programskem okolju 
Gephi izrisali socialno mrežo. 
 
Algoritem 10: Priprava CSV datotek 
1 za vsak rezultat v rezultati: 
2 vozlisca ← [id_avtorja, kategorija] 
3 za vsak rezultat v rezultati: 
4 povezave ← [id_avtorja, fs_avtor] 
5 vozlisca.csv ← Zapisi_datoteko(vozlisca) 




3.2.7 Izris besedne sestavljanke 
Za izris lepljenke smo potrebovali vse uporabljene besede, ki smo jih predhodno pripravili 
in kolikokrat se le-te pojavijo v člankih. Ko smo to imeli, smo uporabili knjižnico 
wordcloud, da smo ustvarili besedno sestavljenko in jo kasneje izrisali s pomočjo 
matplotlib knjižnice. 
 
Algoritem 11: Besedna sestavljenka 
1 besedilo ← Beri(pogostost_besed_kategorija.txt) 
2 sestavljanka ← Ustvari_Sestavljenko(besedilo) 
3 izris ← Izrisi_Graf(sestavljanka) 
 
 
3.2.8 Izris tortnega diagrama 
Za izris tortnega diagrama smo uporabili knjižnico matplotlib in sicer ukaz .pie(). 
Iz predhodno shranjenih rezultatov smo izračunali procentualni del za vsak razred in 
kategorije, ki imajo nad 10 % odmaknili iz kroga za boljšo preglednost. 
 
Algoritem 12: Izris diagrama 
1 za vsak kategorija v kategorije.values: 
2 procenti ← Pridobi_Procente(kategorija) 
3 odmik ← Pipravi_Odmik(procenti) 
4 Izrisi_Diagram(procenti, odmik, razred) 
 
 
3.3 Programsko okolje Gephi 
Za programsko okolje Gephi smo potrebovali dve CSV datoteki, ki smo jih naredili v 
programskem jeziku Python. Prikaz postopka je v Algoritem 10. Čez celotne podatke smo 
nato pognali nekaj statističnih vzorcev. 
Na spodnji sliki lahko vidimo primer socialne mreže narejene s programom Gephi. 
 
Slika 3.1:Prikaz socialne mreže 
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4 Rezultati 
Dobljene rezultate smo obdelali na več načinov in jih tako tudi grafično predstavili. S tem 
si lažje predstavljamo in tudi lažje uporabimo. 
Preglednica 4.1: Prikaz rezultatov navzkrižne validacije 
0,78 0,67 0,78 0,81 0,79 ∑ 𝑛⁄  
0,81 0,7 0,8 0,9 0,75 0,78 
 
 
V preglednici lahko vidimo rezultate navzkrižne validacije, ki smo jo izvedli po 
klasifikaciji besedil. Povprečje natančnosti klasifikatorja je 78%. Uspešnost klasifikatorjev 
se po navadi giblje med 75 in 90 %.  
 
Na spodnjem grafu lahko vidimo prvotno delitev vseh kategorij in razdelitev deležev 
člankov po kategorijah. 
 




Vidimo lahko, da je največ člankov kategoriziranih v STC C, kar pomeni, da je največ 
člankov oziroma njihovih povzetkov omenja obdelavo materiala z odvzemanjem. 
Omenjeni kategoriji sledijo STC E (kemično dodajanje/odstranjevanje materiala) STC F 
(obdelovanje materiala s plastično deformacijo), STC O (simulacija, organiziranost in 
splošno o proizvodnji sistemi), STC S (delo s površinami), najmanjši procent člankov pa 
ima STC Dn (konstruiranje). 
 
 
Slika 4.2: Socialna mreža naših rezultatov 
 
Procentualen prikaz v tortnem diagramu, je tukaj ponazorjen v socialni mreži. V mreži je 
velikost vozlišča odvisna od števila vseh napisanih člankov v tej kategoriji. Kot smo videli 
v tortnem diagramu, vsebuje kategorija STC C največ besedil in je zato tudi največja. 
Najmanjša vozlišča nam predstavljajo avtorje, povezave pa pomenijo, da je izbrani avtor 
pisal članek, ki spada v neko kategorijo. 
 
Tudi tukaj lahko vidimo zelo majhen procent člankov v razredu STC Dn, saj je vozlišče 
skoraj tako veliko kot vozlišče avtorjev. Najmanjši procent pisanja avtorjev je v kategorijo 
konstruiranja, kar je odstopanje od pričakovanega, saj je ena glavnih tematik na fakulteti. 
Rezultati 
19 
Ko smo pogledali besedno sestavljanko, lahko opazimo, da se besede iz te kategorije 
množično pojavljajo tudi v preostalih. Kar pomeni, da ima kategorija zelo malo svojim 
reprezentativnih besed in je besedila težko vključiti v to kategorijo. Prav tako je 
konstruiranje nekako nadpomenka večini kategorij in lahko predvidevamo, da tudi zaradi 
tega ni tako procentualno polna.  
 
 
Slika 4.3: Izsek socialne mreže 
 
Na približani sliki dobro vidimo, kako so nekatere povezave močnejše od preostalih (svetlo 
– temno modre), kar pomeni, da je avtor napisal več člankov z isto tematiko.  
 
Zgoraj dobro vidimo, kako nekateri avtorji pišejo zelo raznoliko, veliko pa jih je takih z 
močnimi povezavami, kar pomeni veliko člankov istega avtorja v isti kategoriji. Opazimo 
lahko tudi, da zaposleni iz istih laboratorijev po večini pišejo v istih kategorija. 
Za primer lahko vzamemo raziskovalno skupino LAKOS, v katerem so zaposleni:  
prof. dr. Butala Peter, doc. dr. Vrabič Rok, asist. Kozjek Dominik, asist. dr. Selak Luka in 
asist. dr. Škulj Gašper. Laboratorij se ukvarja z mehatronskimi sistemi, avtomatizacijo, 





Preglednica 4.2: Prikaz podatkov, iz programa Gephi, urejenih po abecedi 
Kategorija Povezave »Closeness centrality« »Betweeness centrality« 
STC A 57 0,41 0,13 
STC C 105 0,51 0,35 
STC Dn 25 0,37 0,05 
STC E 77 0,45 0,23 
STC F 76 0,44 0,2 
STC G 43 0,39 0,06 
STC M 34 0,38 0,06 
STC O 55 0,41 0,14 
STC P 33 0,38 0,06 
STC S 49 0,4 0,11 
∑
𝑛⁄  50 0,41 0,14 
 
 
V zgornji preglednici lahko opazimo v stolpcu povezave, enake ugotovitve kot v Slika 4.1. 
Iz zadnjega stolpca lahko razvidimo, da je iz vidika povezanosti vseh kategorij najbolj 
zaslužna kategorija STC C. 
Preglednica 4.3: Tabela rezultatov prvih desetih avtorjev, urejenih po številu povezav 
Avtor Povezave »Closeness centrality« »Betweeness centrality« 
Širok Brane 9 0,5 0,020 
Katrašnik Tomaž 8 0,5 0,019 
Kopač Janez 8 0,49 0,018 
Boltežar Miha 8 0,47 0,016 
Slavič Janko 7 0,46 0,011 
Bizjan Benjamin 7 0,46 0,010 
Duhovnik Jože 7 0,46 0,012 
Bergant Anton 6 0,46 0,01 
Govekar Edvard 6 0,46 0,01 
Golobič Iztok 6 0,45 0,008 
Vihar Rok 6 0,45 0,01 
…
 
   
∑
𝑛⁄  (𝑛 = 205) 2,7 0,36 0,002 
 
 
Vidimo lahko, da imajo največje število povezav po večini profesorji, ki so tudi 
predstojniki kateder in zaradi pomoči so velikokrat navedeni kot soavtorji. Povezave nam 
povedo, v koliko različnih kategorijah je prehodnja leta pisal avtor. Večja kot je številka, 
več kategorij je uporabljal. Tako lahko vidimo raznolikost avtorjev. Z nižanjem 
raznolikosti pa seveda tudi padata zadnji dve vrednosti, ki nam povesta koliko je avtor 
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pomemben za povezljivost celotne mreže oziroma dolžino poti do vseh ostalih avtorjev v 
mreži. 
Povprečje raznoliksoti pisanja avtorjev je 2,7 kar pomeni, da avtorji večinoma pišejo samo 
v eni/dveh kategorija.  
Preglednica 4.4: Seznam najbolj uporabljenih besed v posamezni kategoriji 
STC A 
assembly manufacturing energy process paper 
product method robot design environmental 
STC C 
cutting tool surface machining milling 
process micro drilling model using 
STC Dn 
design product process paper model 
based method new engineering manufacturing 
STC E 
laser machining surface micro material 
discharge edm process using high 
STC F 
forming process sheet metal high 
material new using hot bending 
STC G 
grinding process surface tool finishing 
abrasive wheel paper cutting diamond 
STC M 
tool machine control machining paper 
vibration method milling chatter damping 
STC O 
production manufacturing planning systems process 
paper based design model approach 
STC P 
measurement machine method tool based 
paper micro metrology uncertainty measuring 
STC S 
surface micro process using machining 
high wear polishing material plasma 
 
 
V zgornji preglednici lahko vidimo deset najbolj pogostih besed v vsaki kategoriji. Rdeče 
obarvane besede so besede, ki ne sodijo v kategorije. Primer lahko vidimo v koncu tega 






Slika 4.4: Besedna sestavljenka, ki zajema uporabljene besede iz vseh področji 
 
Na zgornji sliki lahko vidimo vse besede, ki jih je klasifikator uporabil za določanje 
kategorije posameznega besedila. Vseh besed je 50000, tukaj pa je prikazanih samo najbolj 
uporabljenih 500. Vse ostale besedne sestavljanke za vsako posamezno kategorijo, so na 
koncu dela v prilogi.  
 
Članek, ki sodi v kategorijo STC O, pri katerem je sodeloval doc. dr. Rok Vrabič: 
 
A Foundational ontology for the modelling of manufacturing systems 
Models of distributed manufacturing systems cannot be consistent without a formal 
ontology. In this paper, the ontology formulation and maintenance are addressed in the 
scope of a collaborative modelling environment - in which concurrency, consistency, and 
model life cycle management should be supported. Thus, an extensible foundational 
ontology for manufacturing - system modelling is proposed in which the formal definitions 
of the modelling environment itself enable the definition of the manufacturing system's 
elements. The presented approach ensures the consistency of ever-changing models. The 
ontology is integrated into a modelling framework through the concept of description 
layers that assist in the management of the model description's complexity. The feasibility 
of the approaches is illustrated in an industrial case study that models of a manufacturing 
system for material processing. 
 
Preglednica 4.5: Seznam uporabljenih besed v članku soavtorja doc. dr. Vrabiča 




Če zgornje besede primerjamo z besedami, značilnimi za ta razred, lahko vidimo da se 
ujema z nekaterimi besedami iz Preglednica 4.4, moramo pa vedeti da je tam le 10 besed. 
Možno je opaziti tudi napako, ki se pojavlja. To so besede, ki niso prazne, ampak se 
pogosto pojavljajo v povzetkih zaradi narave pisanja. V tem primeru je beseda 'paper', ki 




Slika 4.5: Besedna sestavljenka kategorije, v kateri je napisan članek soavtorja doc. dr. Vrabiča 
 
V zgornji sliki lahko vidimo vse besede uporabljene v kategoriji STC O. Tako lahko vidimo, da 





S pomočjo literature smo izdelali uporaben algoritem za kategorizacijo besedila. Predstavil 
sem tudi postopek našega programa in priprave besedila. Razporedili smo vse članke 
avtorjev FS, UL in prišli do zanimivih ugotovitev. 
 
1) Algoritem za klasifikacijo teksta z uporabo strojnega učenja vsebuje: 
- spletno strganje podatkov, 
- pripravo podatkov, 
- klasifikacijo, 
- zapisovanje v različne datoteke in 
- izris grafov. 
2) Največ zaposlenih (20,7 %) Fakultete za strojništvo piše članke v kategoriji 
odvzemanja materiala  
3) Najmanjši procent pisanja avtorjev (4,1 %) je v kategoriji konstruiranja zaradi 
obsežnosti te tematike in težke razločitve reprezentativnih besed 
4) Povprečna uspešnost klasifikatorja, po izvedeni navzkrižni validacija je 78 %. 
 
5) Z uporabo razmeroma enostavnih knjižnic za programsko okolje Python, hitro 
pridemo do algoritma za klasifikacijo besedil 
 
6) Ugotovili smo, da se strojno učenje vse bolj uporablja tudi v strojništvu zaradi 
vedno večjega števila podatkov in uporabo podatkovnega rudarjenja, saj normalne 
statistične metode ne zadostujejo taki količini podatkov. 
 
Predlogi za nadaljnje delo 
 
Nadaljevanje bi lahko bila podrobnejša statistika dobljenih podatkov. Nalogo bi lahko 
razširili na primerjavo več različnih načinov obdelave teksta in algoritmov klasifikacije. 
Potrebno bi bilo tudi razširiti začetni set podatkov, da bi dobili še bolj ključne besede za 
vsako kategorijo in s tem izboljšali tudi natančnost. 
Strojno učenje oziroma klasifikacija teksta pa je danes uporabljena skoraj povsod, zato je 
nadaljevanje te naloge z vidika algoritma in klasifikatorja zelo odprta. Možno bi bilo 
recimo pogledati, kakšna vsa strojniška podjetja imamo v Sloveniji in s čim se ukvarjajo. 
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7 Priloga A 
 
 
Slika 7.1: Besedna sestavljenka za kategorijo STC A (Life Cycle Engineering and Assembly) 
  
 
Slika 7.2: Besedna sestavljenka za kategorijo STC C (Cutting) 
 
Slika 7.3: Besedna sestavljenka za kategorijo STC Dn (Design) 
  
 
Slika 7.4: Besedna sestavljenka za kategorijo STC E (Electro-Physical and Chemical Processes) 
 
Slika 7.5: Besedna sestavljenka za kategorijo STC F (Forming) 
  
 
Slika 7.6: Besedna sestavljenka za kategorijo STC G (Abrasive Process) 
 
Slika 7.7: Besedna sestavljenka za kategorijo STC M (Machines) 
  
 
Slika 7.8: Besedna sestavljenka za kategorijo STC O (Production Systems and Organizations)d 
 




Slika 7.10: Besedna sestavljenka za kategorijo STC S (Surfaces) 
 
 
