Excitonic effects in two-dimensional vibrational spectra of liquid formamide by Paarmann, A. et al.
This journal is c the Owner Societies 2011 Phys. Chem. Chem. Phys., 2011, 13, 11351–11358 11351
Cite this: Phys. Chem. Chem. Phys., 2011, 13, 11351–11358
Excitonic eﬀects in two-dimensional vibrational spectra of liquid
formamidew
Alexander Paarmann,ab Manuela Lima,c Riccardo Chelli,cd Victor V. Volkov,c
Roberto Righinicd and R. J. Dwayne Miller*ae
Received 23rd December 2010, Accepted 19th April 2011
DOI: 10.1039/c0cp02961k
The linear and two-dimensional infrared (2DIR) responses of the amide I vibrational mode in
liquid formamide are investigated experimentally and theoretically using molecular dynamics
simulations. The recent method based on the numerical integration of the Schro¨dinger equation
is employed to calculate the 2DIR spectra. Special attention is devoted to the interplay of the
structural dynamics and the excitonic nature of the amide I modes in determining the optical
response of the studied system. In particular, combining experimental data, simulated spectra
and analysis of the simulated atomic trajectory in terms of a transition dipole coupling model,
we provide a convincing explanation of the peculiar features of the 2DIR spectra, which show a
substantial increase of the antidiagonal bandwidth with increasing frequency. We point out that,
at variance with liquid water, the 2DIR spectral proﬁle of formamide is determined more by the
excitonic nature of the vibrational states than by the fast structural dynamics responsible for the
frequency ﬂuctuations.
1. Introduction
Coherent multidimensional spectroscopies1–3 have emerged as
a powerful tool for studying structural and dynamical aspects
of the matter. Among these methodologies, two-dimensional
infrared (2DIR) spectroscopy allows investigation of structural
dynamics, intermolecular coupling, dephasing and relaxation
mechanisms in a wide class of molecular systems. Important
applications pertain to the study of polypeptides,4–19 proteins,20–25
DNA26–28 and liquids.29–39 In polypeptides and proteins,
structural changes are slow and the infrared (IR) lineshapes
are often dominated by excitonic eﬀects indicative of secondary
or higher order structure.8,12–14,20,27 The evolution of the 2DIR
spectra can then be used to track conformational changes
on time scales of tens and hundreds of picoseconds.4,8 For
more site speciﬁc information, isotopic substitution is used25
to eliminate any resonant interaction.34–39 In this case, the
2DIR spectra are sensitive to the most immediate structural
environment and the evolution of the 2DIR cross peaks can
reveal the structural dynamics of labelled sites in close analogy
with the two-dimensional NMR technique. In liquids, the 2DIR
lineshapes and their evolution are dictated by the sub-picosecond
dynamics of the local structure. In other words, the structural
information gained from most 2DIR studies can be roughly
separated into two major regimes: slow structural evolution on
large length scales and fast structural dynamics on short length
scales. For systems with extended H-bond networks, it would
be interesting to also gain access to the dynamics on intermediate
length scales, because the characteristics of the network become
important in these regimes. Only most recently, it was shown
that the 2DIR spectrum of liquid water can be sensitive to
intermediate length scales30 through the delicate balance of
local frequency ﬂuctuations and intermolecular couplings.40
At room temperature, the spectra are still dominated by local
structural dynamics, whereas at lower temperature delocalization
of the vibrational excitations becomes important and the
2DIR spectra report on the dynamics of structural correlations
between 15–20 molecules.30
In this respect, liquid formamide (FA) is an ideal model
system. It can be considered as the simplest monomer unit that
bridges liquid behavior to that of highly structured biomolecules.
The amide I vibrational mode is relatively insensitive to the
local environment (electric ﬁeld ﬂuctuations and H-bonding)
as shown by the rather narrow IR linewidth of the 12C FA
impurity in 13C FA solvent reported in ref. 33 (FWHMB20 cm1).
On the other hand, the resonant intermolecular coupling is
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comparable to that occurring in liquid water due to the large
transition dipole moment. This results in largely delocalized
excitons at ambient conditions,33,41 whose dynamics are regulated
by the time evolution of the spatial correlations of the
molecules. These correlations are ultimately modulated by
H-bond networking. In fact, the emerging picture33,41–48 for
liquid FA is that of an extended H-bond network, mostly
consisting of highly branched H-bonded chains, with a minor
appearance of ring-shaped oligomers and cyclic dimers.44,45
For this reason it is considered a well-structured liquid33,47 and
often used as a model system for other H-bonded liquids.
The importance of intermolecular vibrational coupling of
the amide I mode in liquid FA was ﬁrst discovered in polarized
Raman experiments.42,49 In these measurements, the diﬀerence
in peak position between IR, isotropic and anisotropic Raman
signals, the so-called Raman noncoincidence eﬀect,41,49–53 is
indicative of the resonant vibrational interactions and formation
of vibrational excitons.53 Even though some understanding
about prominent structural domains can be extracted, all these
studies are limited to time-averaged properties of the FA
liquid structure.
Here, by using 2DIR spectroscopy and computational
modeling, we investigate the interplay of the structural dynamics
and the excitonic nature of amide I modes in the optical
response of liquid FA. The analysis is based on previous
work33 where 2DIR pump–probe spectroscopy of neat FA
and of a 1 : 10 12C : 13C FA isotopic mixture, along with
molecular dynamics (MD) simulations, were used to charac-
terize the spectroscopic parameters of the amide I mode. The
isotopic substitution allowed to distinguish between the local
frequency ﬂuctuations and the excitonic contributions to the
linear and 2DIR lineshapes. The local structural dynamics
were characterized in ref. 33 through appropriate modeling of
the 12C FA impurity spectra. We now extend the modeling to
study and interpret the dynamics of the vibrational excitons in
neat FA using the simulation procedure based on numerical
integration of the Schro¨dinger equation (NISE) developed
for the study of liquid water.31,32 In particular, combining
experimental data, simulated spectra obtained from NISE
approach and analysis of the MD atomic trajectories, we
correlate the delocalized character of the vibrational excitations
to the peculiar proﬁle of the 2DIR spectra.
The article is organized as follows. In section 2, we describe
the procedures adopted in the experiments and in theoretical
modeling. In section 3, we report the basic results and compare
the experimental outcomes to the calculations. A thorough
discussion of the data, supported by further calculations in
terms of excitonic features of the system, is given in section 4.
Concluding remarks can be found in section 5.
2. Materials and methods
2.1 Experimental setup
In the following we will report on 2DIR spectra of neat FA
measured at 25 and 2 1C in the frequency range of the amide I
mode. Measurements have been done at zero pump–probe
delay time for parallel (XXXX) and perpendicular (XXYY)
polarizations of pump and probe pulses. The XXXX polarized
spectrum at room temperature has been published elsewhere.33
The 2DIR spectra were recorded in a spectral hole-burning
pump–probe setup. A Ti : Sapphire ampliﬁed laser system
pumps two optical parametric ampliﬁers (OPAs) followed by
diﬀerence frequency generation (DFG) in a Ag2GaS crystal to
generate broadband pump and probe pulses at l = 6 mm
with a bandwidth of B200 cm1. The pump pulse passes a
Fabry-Perot ﬁlter reducing the pump bandwidth to 15 cm1.
In the hole burning experiment, the center wavelength of the
pump pulse is scanned by adjusting the separation between
the etalon mirrors. A wave plate in the pump beam allows
switching between all parallel and perpendicular polarization
of pump and probe pulses. The scanning-pump broadband-probe
signal as a function of pump–probe delay time and pump
wavelength is recorded spectrally dispersed using an imaging
monochromator and aMCT detector array. The 2DIR spectra
are generated by plotting the pump–probe signal as a function
of the pump (etalon) and probe (spectrometer) frequencies.
The time and spectral resolutions of these hole burning
experiments are inherently limited through the use of an etalon.
In the given experiments, the spectral resolution is 15 cm1 and
the temporal resolution is B0.7 ps. More details on the
experimental procedure can be found in ref. 33.
2.2 Computational techniques and modeling
The nonlinear vibrational response of the amide I mode in FA
is calculated using the NISE method presented in ref. 32.
The overall steps of the algorithm are identical to those
employed to calculate the 2DIR response of the OH stretching
vibration in liquid water.32 First we determine the parameters
entering in the vibrational Hamiltonian (electrostatic map,
anharmonicity, etc.), then we calculate the time-dependent
vibrational Hamiltonian using the MD simulation trajectory
and, ﬁnally, we calculate the optical response from the vibrational
Hamiltonian. While the ﬁnal step is generic and identical
for diﬀerent systems, the ﬁrst two steps are speciﬁc to the
molecular system under study, to the speciﬁc vibrational
mode and to the model employed for exciton coupling54 as
well. The system dynamics provided by the MD simulation
allow us to employ an eﬀective time-dependent vibrational
Hamiltonian in the local molecular basis32 (in our case the




















where om(t) is the fundamental transition frequency of the
mth amide I mode at time t, Bˆwm and Bˆm are the creation and
annihilation operators of the mode, respectively, Jmn(t) is the
resonant vibrational coupling between amide I modesm and n,
and D is a constant anharmonicity shift. We note that the
diagonal character of the anharmonic term allows for exact
solution of the anharmonic propagation55 in the split-operator
procedure.32 Clearly, the sums in eqn (1) run over theN amide I
modes of the simulated sample. Typically, the vibrational
Hamiltonian parameters such as the transition dipole moments
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from quantummechanical calculations.32,56–59 Here, we follow
a much simpler approach. The estimate of om(t) is based on an
empirical electrostatic map,33,60 assuming a linear dependence
of the Stark frequency shift61 by the component of the electric
ﬁeld along the direction of the transition dipole moment,33 i.e.,
om(t) = o0 – k Em(t)em(t), (2)
where o0 is a constant, k is the Stark coeﬃcient, and Em(t) is
the electric ﬁeld acting on the transition dipole moment of the
mth amide I mode62 whose direction and orientation is
represented by the unit vector em(t). Following Torii and
Tasumi,63 the transition dipole moment is assumed to be
ﬁxed with respect to the molecular frame. Thus, the full map
depends only on two independent parameters to be deter-
mined empirically: the Stark coeﬃcient k and the reference
frequency o0. In order to acquire these parameters, the linear
IR response of the 12C amide I mode measured for a 1 : 10
12C : 13C FA isotopic mixture (from ref. 33) is ﬁtted using the
NISE formalism.32 The 12C-labeled molecules, because of their
low concentration in the isotopic mixture, can be considered
isolated species in a solvent made of 13C-labeled molecules.
For this reason, the amide I mode of these molecules will be
excitonically uncoupled from the vibrational modes of the
solvent, thus allowing a ﬁt to k and o0 by neglecting the
solute–solvent resonant coupling [Jmn(t) = 0 in eqn (1)]. These
linear response calculations explicitly treat the non-adiabatic
dynamics of the vibrational excitonic system. The eﬀect of
the lifetime of the ﬁrst excited vibrational state was also con-
sidered introducing a homogeneous broadening corresponding
to a lifetime T1 of 1.4 ps, as recovered from broadband pump–
probe data.33 The value of o0 is 1738 cm
1, while the value of
k is very close to that found from a ﬁt64 of the measured 2DIR
spectra of the FA isotopic mixture33 (k= 3168 cm1 e a0 Eh
1).
The calculated linear IR spectrum of the 12C amide I mode
in the FA isotopic mixture65 is shown in Fig. 1 along with the
experimental counterpart. We notice that the ﬁtted Stark
coeﬃcient directly leads to an amplitude of the frequency
ﬂuctuations of about33 12.4 cm1 (FWHM of the frequency
distribution equal to 24.8 cm1). With a FWHM of 18 cm1
for the linear IR spectrum, the eﬀect of motional narrowing
is evident. However, approximately 20% of the motional
narrowing is compensated by homogeneous broadening due
to the ﬁnite lifetime of the transition (T1 = 1.4 ps).
The next parameter to be determined in the vibrational
Hamiltonian is the coupling factor Jmn(t). This parameter is
conﬁguration dependent and, according to previous modeling,33,60
is calculated using the transition dipole coupling model.32,66–68
In spite of the underlying approximations, the transition
dipole coupling model has been revealed to be a reliable
approach for reproducing the basic spectral features (including
the Raman noncoincidence eﬀect) of strongly excitonic systems,
such as liquid FA,41 methanol and acetone.53 In the transition
dipole coupling model, the exciton coupling between two
normal modes occurs through the electric interaction of their
transition dipole moments, which depends on their mutual
arrangement and on their amplitude m. In the present model,
amplitude ﬂuctuations and anharmonicity of the transition
dipole moment are neglected. On the basis of this assumption,
the time dependence of the transition dipole moment arises
only from the orientational dynamics of the FA molecules,
which was shown to reproduce correctly the spectral properties
of liquid FA.41 The amplitude m is determined by ﬁtting
the experimental linear IR spectrum of neat FA with that
calculated using NISE approach [including intermolecular
couplings, i.e. Jmn(t)a0]. In this calculation, we have used
the value of k obtained by the procedure described above.
Good agreement between experiment and calculation is found
for m = 3.46 D A˚1 amu1/2 which is slightly larger than the
value of 3.3 D A˚1 amu1/2 extracted from a static exciton
basis analysis.33 Both values are in good agreement with
ab initio calculations.15 According to results of a ﬁt of
2DIR spectra of the FA isotopic mixture,33 the vibrational
anharmonicity (D in eqn (1)) has been assumed to be 18 cm1.
Careful inspection of the 2DIR spectrum of the FA isotopic
mixture33 also shows no detectable change of this value across
the spectrum, well justifying our assumption of a constant
value for D.
The experimental and calculated linear IR spectra of neat
FA are reported in Fig. 1. As for the isotopic mixture case,
motional narrowing and T1 lifetime aﬀect the lineshape signiﬁ-
cantly. However, it is noteworthy that in this case motional
narrowing contributes to the bandwidth by only 10%, i.e.,
signiﬁcantly less than in the IR spectrum of the isotopic
mixture. This is due to the large line broadening arising from
excitonic coupling occurring in neat FA. The pronounced
asymmetry of the lineshape with a tail into the high frequency
region is natively reproduced in our calculations. The micro-
scopic origin of the asymmetry is not entirely clear, but it is
certainly related to the coherence size and IR activity of the
excitonic modes.41
The MD simulation has been performed with the ORAC
program69 on a sample of 98 FA molecules using the same
potential model and procedures described in ref. 33. In short,
after equilibrating the system at the temperature of 25 1C in
the microcanonical ensemble (ﬁxing the density at the value of
a previous simulation33), a production run of 50 ps has been
carried out recording the atomic Cartesian coordinates every
2 fs. In section 4 we will also report data obtained from an
Fig. 1 Linear IR spectra of the 12C amide I mode in neat FA and in
1 : 10 12C : 13C FA isotopic mixture. Black line: experimental spectrum
in neat FA; blue line: experimental spectrum in FA isotopic mixture;
red line: calculated spectrum in neat FA; green line: calculated
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earlier MD simulation of a sample of 320 molecules.33 This
diﬀerence will be noted below to alert the reader.
The vibrational Hamiltonian of eqn (1) has been constructed
in steps of 4 fs for the whole MD trajectory. A total of
900 nonlinear signal trajectories (300 and 600 for parallel
and perpendicular polarizations, respectively) for coherence
times t1 and t3
32 up to 1 ps per population time t2 have been
calculated and averaged appropriately.
3. Results
The experimental and calculated 2DIR spectra of neat FA
recorded with XXXX polarization and zero pump–probe
delay time are shown in Fig. 2. As expected, the spectra exhibit
two peaks, the fundamental 0-1 transition on the diagonal
and the red shifted 1-2 excited state absorption peak. Both
peaks are tilted and stretched along the diagonal, even though
to a diﬀerent degree, indicating initial inhomogeneity of the
vibrational excitations. This feature is less pronounced in
the experimental spectrum, pointing to a possible excess of
inhomogeneity in the simulated sample. However, we must
consider that no corrections are introduced in the calculated
spectrum to account for the limited spectral and temporal
resolution of the 2DIR pump–probe experiments. In fact, the
reduced initial inhomogeneity observed in the experiment is, in
part, caused by the 0.7 ps time resolution resulting in temporal
integration over parts of the spectral diﬀusion dynamics. Such
an eﬀect is expected to be signiﬁcant because the dynamics
of FA are comparable to this time resolution, as revealed by
the correlation time (of about 0.9 ps) extracted from the
frequency ﬂuctuation correlation function of liquid FA.33
Consistently, the spectral diﬀusion of the simulated 2DIR
spectra (see supplementary material) indicates an almost
complete loss of inhomogeneity before 1 ps. Speciﬁcally, the
overall spectral diﬀusion time scale is 200–400 fs, whereas a
somewhat faster loss of correlation is observed on the blue side
of the spectrum (200 fs) compared to the red side of the
spectrum (300–400 fs). These spectral diﬀerences are mostly
washed out by 600 fs when most frequency correlation has
decayed. The basic features of the experimental spectrum are
reproduced satisfactorily in the calculation, in particular
the diﬀerent tilt of the 0-1 and 1-2 transition peaks and
the larger antidiagonal width on the blue side of the 0-1
transition peak. This latter feature is consistently observed in
these experiments.33
Insightful information on the origin of the 2DIR band
proﬁles and their evolution can be gained by the comparison
of the 2DIR spectra at diﬀerent polarization conditions. The
2DIR spectra calculated with XXXX and XXYY polarization
conditions are shown in Fig. 3. A pronounced noncoincidence
of the lineshapes is observed. The XXYY polarized spectrum
exhibits an overall reduced inhomogeneity with respect to the
XXXX polarized one. Moreover the antidiagonal width on
the blue side of the spectrum appears signiﬁcantly enhanced in
the XXYY polarization. This 2DIR noncoincidence eﬀect is
likely related to the Raman noncoincidence eﬀect observed in
liquid FA.41,49 The same trends for the change in 2DIR
lineshape are also observed in the experiment. In Fig. 4, we
show the 2DIR spectra measured in both XXXX and XXYY
polarization conditions for temperatures of 25 and 2 1C. At
room temperature the diﬀerence between the two polarization
conditions is rather subtle. This is likely caused by the
combination of fast spectral diﬀusion and limited time resolution
of the experiment. Since most initial inhomogeneity is lost in
the XXXX polarized spectrum, the further reduction of the
inhomogeneity in the XXYY polarized spectrum is necessarily
not very pronounced though still detectable. However, in the
2DIR spectra at lower temperature the eﬀect is very clear.
At 2 1C, the initial inhomogeneity in the XXXX polarized
spectrum is stronger and, therefore, the diﬀerence with the XXYY
polarized spectrum is more evident. These data will be employed
below (section 4) to discuss the origin of the 2DIR band proﬁle.
4. Discussion
It is known that the linear IR lineshape of the amide I mode of
neat FA is strictly related to the excitonic nature of the
vibrational states33,41 (see also Fig. 1). However, correlating
the structural features of liquid FA to its IR spectrum is not an
easy task, especially because the linewidth is broadened by
disorder eﬀects of both static and dynamic origin that produce
large spectral overlaps between the diﬀerent components. In
this respect, the 2DIR spectroscopy may provide useful insights
since it can disentangle the various spectral contributions. In
principle, the antidiagonal width of the 2DIR fundamental
peaks at zero pump–probe delay time and the evolution
Fig. 2 Panel A: experimental 2DIR spectrum of neat FA recorded in
XXXX polarization condition. Panel B: 2DIR spectrum calculated at
the same polarization condition. o1 and o3 refer to the excitation
(pump) and detection (probe) frequencies, respectively. The experimental
spectrum is taken from ref. 33.
Fig. 3 2DIR spectra of neat FA calculated in XXXX and XXYY
polarization conditions (panels A and B, respectively). o1 and o3 refer
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of the lineshapes with pump–probe delay time (see supplementary
material) can have two origins in excitonic systems: the rapid
ﬂuctuations of the transition frequencies and the energy
transfer between diﬀerent excitonic modes. The former case
is related to the standard spectral diﬀusion picture.54 The fast
components of the frequency ﬂuctuation correlation function
broaden the antidiagonal linewidth at the initial time (motional
narrowing limit), whereas the slower components can be
observed as the evolution of the 2DIR lineshape with pump–probe
delay time. The second case (energy transfer among excitons)
is instead related to coupling strength which mostly depends
on the arrangement of the transition dipole moments. The 2DIR
lineshape and its evolution is caused by the emergence of
coupling-induced oﬀ-diagonal cross peaks between the diﬀerent
vibrational modes. This eﬀect is well-known for spectrally
separated modes.70 The initial magnitude of the cross peaks
is related to the spatial overlap of the excitonic wave functions
(common ground state) and the time evolution reports on the
vibrational coupling strength. The larger the coupling the
faster the cross peaks grow in.
In the case of liquid FA, individual cross peaks cannot be
resolved due to the continuous spectral distribution of inter-
acting states. Statistically, distributed cross peaks would rather
lead to an antidiagonal broadening of the lineshape, much like
the shape produced by fast spectral diﬀusion. In principle, the
initial cross peak structure as well as the evolution of the cross
peaks can produce 2DIR lineshapes very similar to the situation
of spectral diﬀusion of uncoupled chromophores.
On the basis of the previous discussion, two possible
hypothesis can be formulated to explain the important spectral
feature related to the increased antidiagonal linewidth on the
blue side of the 2DIR spectrum of neat FA: the excitonic
modes on the blue side of the spectrum (i) ﬂuctuate in frequency
more rapidly or (ii) show increased coupling-induced cross-
peak intensity, compared to the modes of the red side of the
spectrum. Case (i) reports on structural dynamics leading to a
picture of more rapidly ﬂuctuating structures. This interpretation
would be strengthened if one could admit that the high
frequency excitons involve prevalently molecules characterized
by weaker intermolecular interactions, that allow for the formation
of short living structural motifs. Case (ii), on the other hand,
would be supported by the increased excitonic delocalization
and the consequent enhanced overlap of the excitons in the
blue side of the spectrum.
The 2DIR spectra for diﬀerent polarization conditions,
reported in Fig. 3 and 4, provide a support to the arguments
of case (ii). It is well-known that the oﬀ-diagonal cross-peak
amplitudes can be ampliﬁed using the XXYY polarization
condition, because such condition reduces the intensities of the
diagonal peaks.71 In fact, this eﬀect is often used to enhance
cross-peak features.18,26,27 To highlight the 2DIR lineshape
diﬀerences between the two polarization conditions, we
have analyzed the diﬀerence between the XXYY and XXXX
polarized spectra. Such a diﬀerence spectrum (not shown) is
too convoluted to be interpreted directly. Instead, we aim to
evaluate if there is a spectral dependence in these diﬀerences,
i.e., if they are stronger or weaker for certain parts of the
spectrum. This aspect is well captured by integrating the 2DIR
diﬀerence spectrum72 along the detection axis o3 and plotting
the integral value as a function of the excitation frequency o1.
To prevent cancellation between the positive and negative
signal parts, the squared values of the diﬀerence spectrum
are integrated. The resulting traces for the calculated and
experimental data at room temperature are shown in Fig. 5.
To compare the integrated diﬀerences to the spectral proﬁles,
the equivalent quantity (o3 integration over the squared
value of the 2DIR spectrum) for the XXXX polarized
spectrum is also shown. From Fig. 5 it is clear that the most
important diﬀerences between the 2DIR spectra in the
two polarization conditions occur on the blue side of the
spectrum, thus highlighting the existence of a direct spectral
correlation between the initial antidiagonal linewidth and the
XXXX-XXYY 2DIR diﬀerence spectrum. Such a correlation
suggests that the 2DIR lineshapes are dominated by coupling
induced cross peaks. In this case, the dynamics of the 2DIR
lineshape would only be related to the excitonic interactions
(cross-peak growing) rather than to the structural dynamics in
the liquid. This interpretation is further supported by the
Fig. 4 2DIR spectra of neat FA measured in XXXX and XXYY
polarization conditions for diﬀerent temperatures (see panels). o1 and o3
refer to the excitation and detection frequencies, respectively.
Fig. 5 Integrated 2DIR diﬀerence spectra of neat FA (black lines).
The squared values of the 2DIR XXXX-XXYY diﬀerence spectra are
integrated along o3 (detection frequency) and plotted as a function of
o1 (excitation frequency). The equivalent integration for the XXXX
2DIR spectra is also shown (red lines). Panel A: experiment at room
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time scales of 2DIR lineshape evolution (see supplementary
material). The energy transfer time, measured by pump–
probe polarization anisotropy (not shown), is about 200 fs
(300 fs in the case of the simulated sample), which is in good
agreement with the overall dynamics of the 2DIR lineshape
evolution, thus suggesting that indeed the 2DIR lineshapes
are dominated by vibrational coupling eﬀects. Even though
the similarity of the time scales is intriguing, such direct
correlation between spectral diﬀusion and energy transfer
is not necessarily justiﬁed. In fact, in liquid water several
diﬀerent regimes of spectral diﬀusion-energy transfer time
ratios have been observed.30 In particular, at low tempera-
tures 2DIR correlations decay slower than energy transfer
processes.
Furthermore, in the scenario (ii), a larger contribution of
cross peaks on the blue side of the 2DIR spectra would
point to a stronger coupling between those excitonic states.
We notice that two excitons are strongly coupled when the
number of common local oscillators is large or, in other words,
when their spatial overlap is relevant. Therefore, a stronger
coupling of the excitonic modes in the blue frequency region
should be correlated to a larger delocalization of those modes
with respect to the modes in the red spectral range. This
would in turn be reﬂected on the exciton size as probed by
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where om is the frequency of the mth exciton, Fim is the
eigenvector representing the contribution of the ith local
oscillator to the mth exciton and the angular brackets
indicate an average over the conﬁgurations. Eigenvectors
and eigenvalues (frequencies) are obtained by diagonalizing
the vibrational Hamiltonian matrix calculated from the
simulated trajectory. The average value of the participation
number73 is 65, about 8% greater than that obtained in ref. 33.
This is due to the slightly larger transition dipole moment
obtained in the present study (3.46 vs. 3.3 D A˚1 amu1/2).
In Fig. 6 we report Z(o). More precisely, in order to better
compare the diﬀerences between blue and red frequency
regions, we report the functions Zblue(o) = Z(o+omax)
and Zred(o) = Z(omaxo), both deﬁned for oZ 0, where
omax corresponds to the frequency of the maximum
IR intensity of neat FA74 (omax = 1684 cm
1). The large
delocalization observed for blue excitons is clearly consistent
with the above case (ii).
It is however important to remark that the excitonic delocali-
zation revealed by the frequency-dependent participation
number, albeit necessary, is not suﬃcient alone for observing
excitonic coupling, that, on the other side, is involved more
directly in the 2DIR signal. From the computational point of
view we can probe excitonic coupling (necessary for observing
a cross-peak signal) by using suitable functions aimed at
quantifying spatial overlap between pairs of excitons. A quite
natural quantity is the dot product between exciton eigen-
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where the notation introduced for eqn (3) has been used. In
eqn (4), the absolute value is taken to ensure that s(oa,ob) is
independent on the phase of the excitons. Since s(oa,ob) is
deﬁned in the context of a static picture of excitonic coupling,
it quantiﬁes directly the coupling contributing to the 2DIR
spectrum at zero pump–probe delay time, with only an indirect
eﬀect on the spectra at later times. The plot of s(oa,ob) is shown
in Fig. 7. The black lines in the ﬁgure mark the frequency
corresponding to the maximum intensity of the linear IR
spectrum, omax, and hence separate the red frequency region
Fig. 6 Frequency-dependent participation number, Z(o), of neat FA
calculated from eqn (3). For reasons explained in the text, we have
drawn the functions Zblue(o) = Z(o+omax) and Zred(o) = Z(omax o),
with omax = 1684 cm
1.
Fig. 7 Pair exciton coupling function, s(oa,ob), as a function of
the exciton frequencies for neat FA. The black lines correspond
to the maximum intensity of the linear IR spectrum (oa = omax and
ob = omax, where omax = 1684 cm
1). The chromatic scale reported
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from the blue one. By construction, s(oa,ob) is symmetric with
respect to frequency exchange. An important feature of
s(oa,ob) is the asymmetry in the distribution of the anti-
diagonal width across the two-dimensional plot, as highlighted
by the two black lines in Fig. 7. It is evident that the coupling
of the exciton states on the blue side covers a frequency range
signiﬁcantly greater than that involving the red side excitons.
These outcomes are insightful for the interpretation of spectral
features and, more strongly than the frequency-dependent
participation number, support the interpretation of case (ii).
In order to assess the contribution of the structural dynamics
to the 2DIR response, i.e. case (i) above, a simple test has been
performed. We have artiﬁcially sped up and slowed down
the structural dynamics by changing the time scale of the
MD simulated trajectory used to construct the vibrational
Hamiltonian. The same simulation trajectory has been used,
but instead of extracting snapshots every 4 fs, they have been
extracted every 2 fs (slow dynamics) and every 8 fs (fast dynamics).
In either case, the propagation step in the nonlinear signal
calculation is taken to be 4 fs. In such a way we only mani-
pulate the structural dynamics, leaving all other parameters
unchanged. The resulting 2DIR spectra, calculated for XXXX
and XXYY polarization conditions, are shown in Fig. 8.
Overall, the diﬀerences between the spectra calculated at
diﬀerent dynamical regimes are not very large. This strengthens
the previous arguments that the 2DIR spectra are mostly
sensitive to the time-averaged structure rather than to the
dynamics. However, few small systematic changes are observable.
The overall spectral linewidth gets narrower on going from
slow to fast dynamical systems because of the increased
motional narrowing contribution. Note, however, that this
eﬀect is not very strong, thus supporting the view that the
2DIR lineshape is dominated by excitonic coupling eﬀects.
Secondly, the special feature on the blue side of the spectra
gets weaker with faster molecular dynamics. In the XXXX
polarization condition, the intensity decrease is slightly
more evident, while for the XXYY polarization condition
the spectra simply get more symmetric with faster dynamics.
This observation indicates that the asymmetry of the 2DIR
lineshapes is dominated by the excitonic mode structure, while
the structural dynamics acts to average out these asymmetries.
5. Concluding remarks
Experimental and theoretical studies of the linear and two-
dimensional IR spectra of the amide I vibrational mode in neat
liquid formamide are presented. The strong resonant vibrational
interactions between neighboring amide I modes lead to
delocalization and formation of largely extended vibrational
excitons. The nonlinear vibrational signals are simulated with
a recently developed method based on the numerical integration
of the Schro¨dinger equation with the split operator technique for
eﬃcient calculation of the nonlinear response functions of
ﬂuctuating exciton systems. Both the linear and two-dimensional
IR spectra are dominated by the intermolecular vibrational
coupling, due to the insensitivity of the amide I mode to local
structure and to the large interaction between the transition
dipole moments. The excitonic character of the vibrational
excitations results in the strong asymmetry observed in the linear
and two-dimensional IR spectra. In the two-dimensional spectra
and in their time evolution, a clear trend is visible, with the blue
side of the spectrum showing larger antidiagonal broadening
and faster loss of correlations. This eﬀect is even more evident
comparing diﬀerent polarization conditions.
Two possible sources for the observed 2DIR lineshapes
are discussed: diﬀerent structural dynamics and cross-peak
appearance featured by diﬀerent coupling conditions of the
excitonic modes on the red and blue sides of the spectrum.
Even though both mechanisms contribute to the 2DIR signal,
our analysis reveals the cross-peak formation as the major
component contributing to the lineshape. Structural dynamics
play a smaller role. Molecular dynamics simulation supports
this interpretation, showing that the stronger coupling charac-
terizing the high frequency part of the spectrum corresponds
to excitonic states with larger size and signiﬁcant overlap.
Fig. 8 2DIR spectra calculated for slow, normal and fast molecular dynamics in XXXX and XXYY polarization conditions (see panels). o1 and o3
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