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Abstract
We investigate the maximal degree in a Poisson-Delaunay graph in Rd, d ≥ 2, over all nodes in
the window Wρ := ρ1/d[0, 1]d as ρ goes to infinity. The exact order of this maximum is provided in
any dimension. In the particular setting d = 2, we show that this quantity is concentrated on two
consecutive integers with high probability. An extension of this result is discussed when d ≥ 3.
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1 Introduction
Delaunay graphs are a very popular structure in computational geometry [2] and are extensively used
in many areas such as surface reconstruction, mesh generation, molecular modeling, and medical image
segmentation, see e.g. [10, 14]. The book by Okabe et al. [25] gives a taste of the richness of the theory
of these graphs and of the variety of their applications. In this paper, we consider a Poisson-Delaunay
graph that is a random Delaunay graph based on a stationary Poisson point process in Rd, d ≥ 2.
Recently, extremes of various quantities associated with Poisson-Delaunay graphs have been investi-
gated by Chenavier, Devillers and Robert. In [12] the length of the shortest path between two distant
vertices is considered. In [11, 13], the extremes studied are the largest or smallest values of a given geo-
metric characteristic, such as the volume or the circumradius, over all simplices in the Poisson-Delaunay
graph with incenter in a large window. For a broad panorama of extreme values arising from construction
based on a Poisson point process, we refer the reader to [27].
However, all the distributions of the random variables which are considered in the literature have a
probability density function. In this paper, we deal with the case of a discrete random variable, namely the
maximal degree. More precisely, let η be a stationary Poisson point process in Rd. Without restriction,
we assume that the intensity of η equals 1. Let Wρ = ρ1/d[0, 1]d, where ρ is a positive real number. We
investigate the asymptotic behaviour, as ρ goes to infinity, of the following random variable:
∆ρ := max
x∈η∩Wρ
dη(x),
where dη(x) denotes the degree of any node x ∈ η in the Poisson-Delaunay graph associated with η, i.e.
the number of (non-oriented) edges passing through x (see Figure 1). The maximal degree of random
combinatorial graphs has been extensively investigated, see e.g. [5, 9, 15, 16, 17, 23, 24]. Much less has
been done when the vertices are given by a point process and the edges built according to geometric
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Figure 1: A node (blue) with its neighbors
(red) which maximizes the degree in a pla-
nar Delaunay graph observed in a window.
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Figure 2: Empirical distribution of ∆ρ, based on
75000 simulations, of the maximal degree in a pla-
nar Poisson-Delaunay graph observed in the window
W106 = 103[0, 1]2.
constraints. To the best of the author’s knowledge, one of the first results on the maximal degree in a
Poisson-Delaunay graph was due to Bern et al. (see Theorem 7 in [4]) who showed that
E [ ∆ρ ] = Θ
(
log ρ
log log ρ
)
(1)
in any dimension d ≥ 2. Broutin et al. [8] went on to provide a new bound for ∆ρ in the following sense:
when d = 2, with probability tending to 1, the maximal degree ∆ρ is less than (log ρ)2+ξ, with ξ > 0. Our
main theorem significantly improves these two results in dimension two.
Theorem 1. Let ∆ρ be the maximal degree in a planar Poisson-Delaunay graph over all nodes in Wρ =
ρ1/2[0, 1]2. Then there exists a deterministic function ρ 7→ Iρ, ρ > 0, with values in N, such that
(i) P ( ∆ρ ∈ {Iρ, Iρ + 1} ) −→
ρ→∞ 1;
(ii) Iρ ∼
ρ→∞
1
2 · log ρlog log ρ .
In particular, our result provides the exact order of the maximal degree and claims that, with high
probability, the maximal degree is concentrated on two consecutive values. As observed in Figure 2, the
concentration is already visible for ρ = 106. On the other hand, the estimate of Iρ is good only for much
larger values of ρ because of the extremely slow growth of the logarithm. This will be discussed further
at the end of Section 2.2.
Our theorem is rather classical in the sense that similar results have already been established in the
context of random combinatorial graphs [5, 9, 15, 16, 17, 23, 24] and Gilbert graph [26, Th 6.6]. Besides,
Anderson [1] proved that the maximum of n independent and identically distributed random variables
is concentrated, with high probability as n goes to infinity, on two consecutive integers for a wide class
of discrete random variables. Kimber [20] provided rates of convergence in the particular case where the
random variables are Poisson distributed. However, two difficulties are added in the context of Poisson-
Delaunay graphs. The first one is that the distribution of the typical degree cannot be made explicit. The
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second one, which constitutes the main difficulty, comes from the dependence between the degrees of the
nodes and the geometric constraints in the Poisson-Delaunay graph.
As a corollary of Theorem 1, we can find arbitrary large windows for which the maximal degree is
concentrated on only one integer with high probability.
Corollary 2. Let ∆ρ be the maximal degree in a planar Poisson-Delaunay graph over all nodes in Wρ =
ρ1/2[0, 1]2. Then there exists an increasing sequence (ρi) converging to infinity such that
P ( ∆ρi = i ) −→
i→∞
1.
A weaker version of Theorem 1, which deals with the general case d ≥ 2, is stated below.
Theorem 3. Let ∆ρ be the maximal degree in a Poisson-Delaunay graph over all nodes in Wρ =
ρ1/d[0, 1]d, d ≥ 2. Then there exists a deterministic function ρ 7→ Jρ, ρ > 0, with values in N, such
that
(i) P ( ∆ρ ∈ {Jρ, Jρ + 1, . . . , Jρ + ld} ) −→
ρ→∞ 1, where ld =
⌊
d+3
2
⌋
;
(ii) Jρ ∼
ρ→∞
d−1
2 · log ρlog log ρ .
In particular, when d = 2, the above result claims that the maximal degree is concentrated on three
consecutive values, which is less accurate than Theorem 1. When d = 3 and d = 4, this also shows that
the maximal degree is concentrated on four consecutive values.
Although Theorem 1 only deals with the two dimensional case, its proof is significantly more difficult
than the one of Theorem 3. Indeed, as opposed to Theorem 1, we think that Theorem 3 is not optimal
in the sense that the maximal degree should also be concentrated on two consecutive integers, and not
only on ld + 1 integers. The proof of Theorem 1 extensively uses the fact that the graph is planar. In
particular, as an intermediate result to derive Theorem 1, we prove that there is no family of five nodes
in the Poisson-Delaunay graph which are close to each others and such that their degrees simultaneously
exceed Iρ with high probability. Such a result is essential in our proof and is specific to the two dimensional
case.
As a consequence of Theorem 3, the following corollary improves the estimate (1).
Corollary 4. Let ∆ρ be the maximal degree in a Poisson-Delaunay graph over all nodes in Wρ =
ρ1/d[0, 1]d, d ≥ 2. Then E [ ∆ρ ] ∼
ρ→∞
d−1
2 · log ρlog log ρ .
The paper is organized as follows. In Section 2, we give several preliminaries by introducing some
notation and by recalling a few known results. In Section 3, we present technical lemmas which will be
used to derive Theorems 1 and 3. In Section 4, we prove our main theorems and their corollaries. The
proofs of the technical lemmas are given in Section 5.
2 Preliminaries
2.1 Notation
We summarize here the notation used throughout the text.
General notation We denote by N = {1, 2, . . .} and R+ = [0,∞) the sets of positive integers and non-
negative numbers, respectively. The d-dimensional Euclidean space Rd is endowed with the Euclidean
norm ‖ · ‖ and with its d-dimensional Lebesgue measure Vd (·). We denote by Bd+ the set of Borel sets
B ⊂ Rd such that 0 < Vd (B) <∞. The unit sphere with dimension d− 1 is denoted by Sd−1.
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Now, let k ∈ N be fixed. We use the short notation x1:k = (x1, . . . , xk) ∈ (Rd)k, and for such a
k-tuple of points we write sx1:k + t = (sx1 + t, . . . , sxk + t) for any s ∈ R and t ∈ Rd. We also consider
concatenation of such vectors, for example we write (x1:k, y1:l) = (x1, . . . , xk, y1, . . . , yl). For any set S,
we denote by Sk6= the family of vectors (s1, . . . , sk) ∈ Sk such that si 6= sj for any i 6= j. If χ is a finite
set, we also denote by #χ its cardinality
Given two functions f, g : R → R, we write g(x) ∼
x→∞ f(x) if and only if f and g are asymptotically
equivalent, i.e. g(x)f(x) −→x→∞ 1. Moreover, we write g(x) = O(f(x)) if and only if there exists a positive
number M and a real number x0 such that |g(x)| ≤M |f(x)| for any x ≥ x0. When g(x)f(x) −→x→∞ 0 we write
g(x) = o(f(x)).
The quantity c denotes a generic constant which depends only on the dimension d. We occasionally
index the constants when the distinction between several of them need to be made explicit, e.g. when two
or more constants appear in a single equation.
Delaunay graph We recall that a (undirected) graph G = (V,E) is a set V of vertices together with
a set E of edges with no orientation. Given a graph G, we denote the set of neighbors of a vertex v by
NG(v), that is the set of vertices w ∈ V such that {v, w} ∈ E.
Let χ be a locally finite subset of Rd in generic position, i.e. such that each subset of size n ≤ d is
affinely independent and no d + 2 points lie on a sphere. For a (d + 1)-tuple of points x1, . . . , xd+1 ∈ χ,
we denote by B(x1:d+1) the open circumball associated with these points. We define a Delaunay edge
between xi and xj for each 1 ≤ i, j ≤ d+ 1, i 6= j, when χ∩B(x1:d+1) = ∅, and denote by Del(χ) the set
of these edges.
Let x0 ∈ χ. With a slight abuse of notation, we denote by Nχ(x0) = N(χ,Del(χ))(x0) the set of neighbors
of x0 in the Delaunay graph associated with χ. In particular, the degree of x0 is dχ(x0) = #Nχ(x0). We
also denote by Fχ(x0) the Voronoi flower at x0, defined as the union of all open balls which do not contain
any point of χ and which are circumscribed to x0 and d other points of χ, i.e.
Fχ(x0) =
⋃
x1:d∈χd6=
B(x0:d)∩χ=∅
B(x0:d).
The Voronoi flower at x0 only depends on its neighbors in the corresponding Delaunay graph. Reciprocally
the Voronoi flower at x0 determines its set of neighbors. We call Φ-content of x0 the volume of its Voronoi
flower and denote it by
Φχ(x0) = Vd (Fχ(x0)) .
If χ is a finite subset {x0, x1, . . . , xk} of Rd, with k ≥ d, we use the shorter notation:
Fx1:k(x0) = F{x0,...,xk}(x0) and Φx1:k(x0) = Vd (Fx1:k(x0)) .
Finally, for each B ∈ Bd+ and k ∈ N, we let
MBχ = max
x∈χ∩B
dχ(x) and NBχ [k] =
∑
x∈χ∩B
1{dχ(x)≥k} (2)
If χ ∩B = ∅, we take MBχ = −∞.
2.2 The typical degree
Recall that η denotes a stationary Poisson point process of intensity 1 in Rd. To describe the mean
behaviour of the Poisson-Delaunay graph, the notion of typical degree is introduced as follows. Let
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B ∈ Bd+ be fixed. The typical degree is defined as the discrete random variable D0 with distribution given
by
P
(D0 = k ) = 1Vd (B) E
 ∑
x∈η∩B
1{dη(x)=k}
 , (3)
for any integer k. It is clear that P
(D0 = k ) = 0 for any k ≤ d. Due to the stationarity of η, it can
be shown that the right-hand side does not depend on B. Thanks to the Mecke-Slivnyak theorem (e.g.
Theorem 9.4 in [22]), it is well-known that
D0 d= dη∪{0}(0), (4)
where d= denotes the equality in distribution.
Integral representation for the distribution of the typical degree Let x1:k ∈ (Rd)k6= be a k-tuple
of distinct points, with k ≥ d. We say that x1:k is in convex position if 0 is connected to all the xi,
i = 1, . . . , k, in the Delaunay graph associated with {0, x1, . . . , xk} and that 0 is in the interior of the
Voronoi flower F{0,x1,...,xk}(0). We denote by Ck the set of all k-tuples of points in Rd which are in convex
position. This set is stable under permutations, meaning that for any x1:k ∈ Ck and any permutation σ of
the set {1, . . . , k}, we have xσ(1:k) = (xσ(1), . . . , xσ(k)) ∈ Ck. We shall now derive an integral representation
of the distribution of the typical degree D0.
Lemma 5. For each k ≥ 1, we have
P
(D0 = k ) = ∫
Ck
1{Φy1:k (0)≤1} dy1:k.
Proof. Using the above notation and Equation (4), we write
P
(D0 = k ) = 1
k! E
 ∑
x1:k∈ηk6=
1{x1:k∈Ck} 1{Fx1:k (x0)∩η=∅}
 .
The multivariate Mecke equation (e.g. Theorem 4.4 in [22]) allows us to rewrite the expectation of a sum
over k-tuples of points in a Poisson point process as an integral over k-tuples of points in Rd. Thanks to
this formula, this gives
P
(D0 = k ) = 1
k!
∫
Ck
P (Fx1:k(x0) ∩ (η ∪ {x1, . . . , xk}) = ∅ ) dx1:k
= 1
k!
∫
Ck
e−Φx1:k (0)dx1:k,
where the second line is also a consequence of the fact that η is a Poisson point process. Using the fact
that e−t =
∫∞
t
e−sds, we get
P
(D0 = k ) = 1
k!
∫
Ck
∫ ∞
0
1{Φx1:k (0)≤s} e
−sdsdx1:k.
Now since being in convex position is invariant under rescaling and since Φs1/dy1:k(0) = sΦy1:k(0), the
change of variables x1:k = s1/dy1:k gives
P
(D0 = k ) = 1
k!
∫ ∞
0
e−s
∫
Ck
1{Φy1:k (0)≤1} s
kdy1:k ds =
∫
Ck
1{Φy1:k(0)≤1} dy1:k.
This concludes the proof of Lemma 5.
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Estimates for the distribution of the typical degree The following result provides bounds for the
distribution of the typical degree in Rd, d ≥ 2.
Proposition 6. There exist two constants c1, c2 > 0 depending on d such that, for k large enough, we
have
(i) P
(D0 = k ) ≤ c2 k− 2d−1 P (D0 = k − 1 ),
(ii) P
(D0 = k ) ≥ ck1 k −2d−1k.
In particular, for some constant c3, we have
ck1 k
−2
d−1k ≤ P (D0 = k ) ≤ ck3 k− 2d−1k
and
P
(D0 ≥ k ) ∼
k→∞
P
(D0 = k ) . (5)
Proposition 6 is very similar to two results in [7] (Theorem 1.1 and Theorem 1.2) in which estimates
for the distribution of the typical number of facets in a Poisson hyperplane tessellation are given. We
do not give its proof because it relies on a simple adaptation of several arguments included in [7] to our
setting. However, for a complete proof of Proposition 6, we refer the reader to Chapter 5 in [6] (Theorems
5.1.7 and 5.5.1). Besides, according to Proposition 6, the distribution of the typical degree belongs to
the class of discrete distributions considered by Anderson [1]. Roughly speaking, this explains why the
maximal degree belongs to two consecutive integers when the size of the window goes to infinity.
In the particular setting d = 2, a more precise estimate of the distribution of the typical degree is
established by Hilhorst (see Equation (1.2) in [18]):
P
(D0 = k ) = C4pi2 · (8pi2)k(2k)! (1 +O (k− 12)) , (6)
where C ' 0.34. The above result is extended by Calka and Hilhorst for a larger class of random polygons
inR2 (see Equation (1.5) in [19]). However, as opposed to Proposition 6, their result is not enough to derive
Theorem 1 because it does not provide a recurrence relation between P
(D0 = k ) and P (D0 = k − 1 ).
The following remark presents a heuristic argument suggesting that, in the case d = 2, a careful study
based on (6) should refine the estimate E [ ∆ρ ].
Remark. The estimate E [ ∆ρ ] ' d−12 · log ρlog log ρ seems to be accurate only for extremely high values of ρ.
Indeed, for d = 2, Figure 2 illustrates that the empirical distribution of ∆106 concentrates on 15 and 16
rather than around 12 · log 10
6
log log 106 ' 2.6. This is not surprising because of the extremely slow growth of the
logarithm.
Nevertheless, the following heuristic argument provides a much closer estimate of ∆106 . Thanks to (6)
and because of the extremely fast decay of this expression as k grows, we have
P
(D0 ≤ 13 ) ' 1−P (D0 = 14 ) ' 1−10−5 and P (D0 ≤ 15 ) ' 1−P (D0 = 16 ) ' 1−7.6 ·10−8.
Assuming that the maximal degree has the same behaviour as the maximum of 106 independent random
variables with the same distribution as the typical degree,
P ( ∆106 ≤ 13 ) ' 4 · 10−5 and P ( ∆106 ≤ 15 ) ' 0.93.
This suggests that ∆106 ∈ {14, 15} with high probability, which is almost what we observe in Figure 2. In
the setting d = 2, a careful study based on (6) should provide an estimate of E [ ∆ρ ] which fits the correct
value faster than ours.
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2.3 The function ρ 7→ Iρ
In this section, we define a function ρ 7→ Iρ, ρ > 0, with values in N, and which depends on the dimension
d. When d = 2, this is the function appearing in Theorem 1. To define Iρ for any d ≥ 2, our approach
is mainly inspired from [1]. For any k ≥ d+ 1, let G(k) = P (D0 > k ), where D0 is the typical degree in
Rd. We extend G as a continuous function as follows. For any k ≥ d + 1, we let h(k) = − logG(k). We
consider an auxiliary function hc defined as the extension of h obtained by linear interpolation, i.e. for
any x ≥ d+ 1,
hc(x) = h(bxc) + (x− bxc)(h(bx+ 1c)− h(bxc)).
The function hc is continuous, strictly increasing and limx→∞ hc(x) = ∞. Then we extend G as the
continuous function Gc(x) = e−hc(x) for each x ≥ d + 1. In particular, Gc is a continuous strictly
decreasing function. Now, we define the function ρ 7→ Iρ, ρ > 0, by
Iρ =
⌊
G−1c
(
1
ρ
)
+ 12
⌋
. (7)
3 Intermediate results
In this section, we establish intermediate results which will be used in the proofs of Theorems 1 and 3.
3.1 Technical results
The following lemma provides the exact order of Iρ.
Lemma 7. Let d ≥ 2 and let Iρ be as in (7). Then
Iρ ∼
ρ→∞
d− 1
2 ·
log ρ
log log ρ .
The following lemma deals with the probability that the typical degree is larger than Iρ up to an
additive constant.
Lemma 8. Let d ≥ 2 and let Iρ be as in (7). Then
(i) ρP
(D0 ≥ Iρ + 2 ) −→
ρ→∞ 0;
(ii)
(
log log ρ
log ρ
) 2l
d−1
ρP
(D0 ≥ Iρ − l ) −→
ρ→∞∞ for each l ≥ 0.
In particular, when l = 0, Lemma 8 (ii) means that ρP
(D0 ≥ Iρ ) converges to infinity. By adapting
the proof of Lemma 8, it can also be shown that ρP
(D0 ≥ Iρ + 1 ) does not converge as ρ goes to infinity
because its infimum and supremum limits equal 0 and ∞ respectively.
As a consequence of Lemma 8, we could show that if X1, . . . , Xn is a sequence of n independent
and identically distributed random variables, with the same distribution as the typical degree, then the
maximum of X1, . . . , Xn belongs to {In, In+1} with probability tending to 1 as n goes to infinity. Even if
the independency is lost, as it is the case with the vertices’ degrees, the maximum remains upper bounded
with high probability by In + 1. On the other hand, if the dependency is too strong it is impossible to
give a non-trivial lower bound. Therefore the proofs of Theorems 1 and 3 rely on a quantification of the
dependencies between the vertices’ degrees. In Section 3.2 we show that vertices which are far enough
have almost independent degrees. This is sufficient to derive Theorem 3. In Section 3.3, at the cost of
reducing the setting to d = 2, we deal with a more local scale by showing that there is no 5-tuple of nodes
which are close to each others and such that their degrees are simultaneously larger than Iρ. This is one
of the greatest difficulties treated in this paper and one of the key arguments to prove Theorem 1.
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3.2 A subdivision of the window Wρ
It is well-known that a Poisson-Delaunay graph in Rd has good mixing properties. To capture this
property, we proceed as follows. We partition Wρ = ρ1/d[0, 1]d into a set Vρ of Ndρ closed sub-cubes of
equal size, where
Nρ :=
⌊(
ρ
α log ρ
)1/d⌋
, (8)
for some α > 2. The volume of each sub-cube is approximately α log ρ as ρ goes to infinity. The sub-cubes
are indexed by the set of i := (i1, . . . , id) ∈ {1, . . . , Nρ}d. With a slight abuse of notation, we identify
a cube with its index. We denote by i0 the unique sub-cube in Vρ which contains the origin. We now
introduce a distance between sub-cubes i and j as d(i, j) := max1≤s≤d |is − js|. If I and J are two sets of
sub-cubes, we let
d(I,J ) := min
i∈I,j∈J
d(i, j).
For any A ⊂ Rd, we define
I(A) := {i ∈ Vρ : int(i ∩A) 6= ∅}.
Finally, to ensure several independence properties, we introduce the event
Eρ := ∩i∈Vρ{η ∩ i 6= ∅}.
The event Eρ is extensively used in stochastic geometry to derive central limit theorems or limit theorems
in Extreme Value Theory (see e.g. [3, 11]). It will play a crucial role in the rest of the paper. The following
lemma captures the idea of “local dependence”.
Lemma 9. Let A,B ⊂Wρ and let Nρ as in (8), with α > 2. Then
(i) conditional on the event Eρ, the random variablesMAη andMBη are independent when d(I(A), I(B)) >
D, where D := 4(b√dc+ 1);
(ii) P
(
E cρ
)
= O
(
ρ−(α−1)
)
.
The above lemma has been used in various papers (e.g. Lemma 5 in [11] and Lemma 1 in [13]). We
refer the reader to these papers for a proof.
3.3 Family of five nodes with large degrees when d = 2
In this section, we only deal with the case d = 2. Recall that i0 is defined as the unique square in Vρ
which contains the origin (see Section 3.2). When ρ goes to infinity, the order of the area of such a square
is α log ρ, with α > 2.
The following result shows that, with high probability, there is no 5-tuple of nodes which are close to
each others and such that their degrees are simultaneously larger than Iρ. Recall that the random variable
NBη [k] =
∑
x∈η∩B 1{dη(x)≥k} , as introduced in (2), denotes the number of exceedances in B.
Proposition 10. Let B ∈ B2+ be a convex and symmetric Borel subset in R2. Then there exist two
positive constants c4, c5 (independent of B) such, that for any k ≥ 1, we have
P
(
NBη [k] ≥ 5
) ≤ (c4 V2 (B) k−2 + ck5 V2 (B)2 k−2k/23)P (D0 = k ) .
The above result is the key ingredient to derive Theorem 1 and contains the main difficulty of our
problem. It extensively uses the fact that the Delaunay graph is planar.
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3.4 A lower bound for the distribution’s tail of the maximal degree in a block
According to (3), it is clear that P
(
MBη ≥ k
) ≤ Vd (B)P (D0 ≥ k ) for each k ∈ N and any Borel set
B ⊂ Rd. The following results deal with the reciprocal of this inequality. The first one only concerns the
case d = 2 and will be used to prove Theorem 1.
Proposition 11. Let B ∈ B2+ be a convex and symmetric Borel subset in R2. Then there exists an integer
k0 depending on B such that
P
(
MBη ≥ k
) ≥ V2 (B)5 P (D0 ≥ k ) ,
for any k ≥ k0.
The following result provides a lower bound which is less accurate than the one of Proposition 11, but
deals with the general case d ≥ 2. It will be used to prove Theorem 3.
Proposition 12. Let B ∈ Bd+, d ≥ 2. Then, for any k ∈ N and h ≥ 1, we have
P
(
MBη ≥ k
) ≥ Vd (B)
h+ 1
(
P
(D0 ≥ k )− exp(−Vd (B)(1− e+ hVd (B)
)))
.
3.5 A bound for the probability of a finite union of events
Lemma 13. Let (Ω,F ,P) be a probability space and let B(1), . . . , B(K), K ≥ 1, be a collection of events
such that P
(⋂
j≤k+1B
(ij)
)
= 0, for any 1 ≤ i1 < . . . < ik+1 ≤ K. Then
P
(
K⋃
i=1
B(i)
)
≥ 1
k
K∑
i=1
P
(
B(i)
)
.
Notice that when k = 1, the inequality is actually an equality.
4 Proofs of Theorems and Corollaries
4.1 Proof of Theorem 1
Let Iρ be as in (7). According to Lemma 7, we have Iρ ∼
ρ→∞
1
2 · log ρlog log ρ . Now, we have to show that
P ( ∆ρ ∈ {Iρ, Iρ + 1} ) −→
ρ→∞ 1.
To do it, we first notice that
P ( ∆ρ ≥ Iρ + 2 ) = P
 ⋃
x∈η∩Wρ
{dη(x) ≥ Iρ + 2}

≤ E
 ∑
x∈η∩Wρ
1{dη(x)≥Iρ+2}

= ρP
(D0 ≥ Iρ + 2 ) ,
where the last equality comes from (3). According to Lemma 8, the probability P ( ∆ρ ≥ Iρ + 2 ) converges
to 0.
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Secondly, we show that P ( ∆ρ ≤ Iρ − 1 ) converges to 0, which will prove Theorem 1. This second step
is much more delicate than the first one and uses all the intermediate results presented in the previous
section. We subdivide the windowWρ into N2ρ sub-squares of equal size as described in Section 3.2, where
Nρ is defined in (8) with d = 2, α > 2. This gives
P ( ∆ρ ≤ Iρ − 1 ) ≤ P ( ∆ρ ≤ Iρ − 1|Eρ ) + P
(
E cρ
)
= P
 ⋂
i∈Vρ
{
M iη ≤ Iρ − 1
}∣∣∣∣∣∣Eρ
+ P (E cρ ) , (9)
where M iη is defined in Section 2.1 and where Eρ and Vρ are defined in Section 3.2 respectively. Let
V ′ρ be the family of sub-cubes i for which each coordinate of its index (i1, i2) is a multiple of 9. The
cardinality of V ′ρ is larger than bNρ/9c2. Note that for any pair of distinct sub-cubes i, j ∈ V ′ρ, we have
d(i, j) > D, with D = 4(b√2c + 1) = 8. According to Lemma 9 (i), conditional on Eρ, we know that
the events {M iη ≤ Iρ − 1} and {M jη ≤ Iρ − 1} are independent for each i 6= j ∈ V ′ρ. Using the fact that
P
(
M iη ≤ Iρ − 1
∣∣Eρ ) ≤ P (M i0η ≤ Iρ − 1 ) /P (Eρ ) for each i, we get
P
 ⋂
i∈Vρ
{
M iη ≤ Iρ − 1
}∣∣∣∣∣∣Eρ
 ≤ ∏
i∈V′ρ
P
(
M iη ≤ Iρ − 1
∣∣Eρ ) ≤ (P (M i0η ≤ Iρ − 1 )P (Eρ )
)bNρ/9c2
.
Besides, according to Lemma 9 (ii), we know that P (Eρ ) = 1 − O(ρ−(α−1)) with α > 2. This together
with the above equation and Equation (9) gives, for ρ large enough,
P ( ∆ρ ≤ Iρ − 1 ) ≤ exp
(
−N
2
ρ
82
(
P
(
M i0η ≥ Iρ
)− log(P (Eρ ))))+O (ρ−(α−1)) .
Since α > 2, we have N2ρ log(P (Eρ )) −→
ρ→∞ 0. Thus
P ( ∆ρ ≤ Iρ − 1 ) ≤ exp
(
−N
2
ρ
82 P
(
M i0η ≥ Iρ
)
+ o(1)
)
+O
(
ρ−(α−1)
)
. (10)
To prove that the right-hand side of the above equation converges to 0, we have to show that
N2ρ P
(
M i0η ≥ Iρ
)
converges to infinity. Notice that we cannot directly apply Proposition 11 to the block
B = i0 and to the integer k = Iρ because both quantities depend on ρ. To deal with P
(
M i0η ≥ Iρ
)
, we
sub-divide the square i0 into K2ρ sub-squares of equal size, say S1, . . . , SK2ρ , with Kρ = b(log ρ)1/2c. The
area of each sub-square Si is larger than α, and converges to α as ρ goes to infinity.
Now, we define a finite collection of events B(1)ρ , . . . , B
(K2ρ)
ρ as follows. For each 1 ≤ i ≤ K2ρ , we let
B(i)ρ = {MSiη ≥ Iρ} \ {N i0η [Iρ] ≥ 5},
where we recall that N i0η [Iρ], as defined in (2), denotes the number of nodes with degree larger than Iρ.
In particular, we have
P
(
M i0η ≥ Iρ
) ≥ P
 K2ρ⋃
i=1
B(i)ρ
 .
Moreover, we know that P
(⋂
j≤5B
(ij)
ρ
)
= 0, for any 1 ≤ i1 < . . . < i5 ≤ K2ρ . It follows from Lemma 13
that
P
(
M i0η ≥ Iρ
) ≥ 14
K2ρ∑
i=1
P
(
B(i)ρ
)
≥ 14
K2ρ∑
i=1
P
(
MSiη ≥ Iρ
)− K2ρ4 P (N i0η [Iρ] ≥ 5 ) .
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According to Proposition 10 and the facts that V2 (i0) = O (log ρ) and Iρ ∼
ρ→∞
1
2 · log ρlog log ρ , we have
P
(
N i0η [Iρ] ≥ 5
)
= o
(
P
(D0 = Iρ )) .
To deal with P
(
MSiη ≥ Iρ
)
, recall that the area of Si is larger than α so that, up to a translation, the
square Si contains the square S′ =
[−√α2 ,√α2 ]2. Due to the stationarity of η, we have P (MSiη ≥ Iρ ) ≥
P
(
MS
′
η ≥ Iρ
)
. According to Proposition 11 applied to B = S′, with V2 (S′) = α, we obtain for ρ large
enough and for each 1 ≤ i ≤ K2ρ ,
P
(
MSiη ≥ Iρ
) ≥ α5 P (D0 ≥ Iρ ) .
Summing over i = 1, . . . ,K2ρ , we deduce for ρ large enough that
P
(
M i0η ≥ Iρ
) ≥ K2ρα21 P (D0 ≥ Iρ ) .
Now, we can conclude the proof of Theorem 1. Indeed, it follows from the above inequality and
Equation (10) that
P ( ∆ρ ≤ Iρ − 1 ) ≤ exp
(−cN2ρ K2ρ P (D0 ≥ Iρ )+ o(1))+O (ρ−(α−1)) ,
for some positive constant c. This proves Theorem 1 thanks to Lemma 8 (ii) and the fact that N2ρ ∼
ρ→∞
ρ
α log ρ and K2ρ ∼ρ→∞ log ρ.
4.2 Proof of Corollary 2
To define the sequence (ρi), we first introduce for each i ≥ 1 the set Di = {ρ ∈ R+ : Iρ = i}, where Iρ is
as in (7). Let i ≥ 1 be fixed. The set Di is non-empty since it contains the number mi =
(
Gc
(
i− 12
))−1.
Because ρ 7→ Iρ is increasing, Di is an interval. Moreover, this interval is bounded since Dj is non-empty
for each j ≥ 1. Thus the family (Di) is a partition of R+ into bounded intervals. We can easily show that
these intervals are left-closed and right-open respectively.
Now, we define the sequence (ρi) as follows. For each i ≥ 2, we let ρi = supDi−1 = minDi. In
particular, we have Iρi−1 ≤ Iρi − 1 = i − 1. The sequence (ρi) is increasing and converges to infinity.
According to Theorem 1, we have
P ( ∆ρi ∈ {Iρi , Iρi + 1} ) −→
i→∞
1. (11)
Moreover, according to Lemma 8 (i), we know that (ρi − 1)P
(D0 ≥ Iρi−1 + 2 ) converges to 0 as i goes
to infinity. Since Iρi−1 ≤ Iρi − 1, this implies that
ρi P
(D0 ≥ Iρi + 1 ) −→
i→∞
0.
Bounding P ( ∆ρi ≥ Iρi + 1 ) by ρi P
(D0 ≥ Iρi + 1 ), we deduce that P ( ∆ρi ≥ Iρi + 1 ) converges to 0.
This together with (11) and the fact that Iρi = i concludes the proof of Corollary 2.
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4.3 Proof of Theorem 3
Let Jρ = Iρ+1− ld, where Iρ is defined in (7). According to Lemma 7, we know that Jρ ∼
ρ→∞
d−1
2 · log ρlog log ρ .
Now, we have to show that P ( ∆ρ ∈ {Jρ, Jρ + 1, . . . , Jρ + ld} ) −→
ρ→∞ 1.
As in the proof of Theorem 1 we easily show that P ( ∆ρ ≥ Iρ + 2 ) converges to 0 as ρ goes to infinity.
It remains to prove that P ( ∆ρ ≤ Iρ − ld ) also converges to 0. To do it, we proceed at this step in the
same spirit as in the case d = 2. We divide Wρ into Ndρ sub-cubes of equal size, where Nρ is given in (8),
for some α > 2. For some positive constant c this gives (see Equation (10))
P ( ∆ρ ≤ Iρ − ld ) ≤ exp
(−cNdρ P (M i0η ≥ Iρ − ld + 1 )+ o(1))+O (ρ−(1−α)) . (12)
Now we have to show that Ndρ P
(
M i0η ≥ Iρ − ld + 1
)
converges to infinity. This time we apply Proposition
12 by taking B = i0, k = Iρ − ld + 1, and h = βVd (i0) for some β > 0. This gives
P
(
M i0η ≥ Iρ − ld + 1
) ≥ Vd (i0)
βVd (i0) + 1
(
P
(D0 ≥ Iρ − ld + 1 )− exp (−(1− e+ β)Vd (i0))) .
To deal with the right-hand side, we recall that Ndρ ∼
ρ→∞
ρ
α log ρ and that Vd (i0) ∼ρ→∞ α log ρ, with α > 2.
This gives
Ndρ exp (−(1− e+ β)Vd (i0)) = o
(
ρ−(α(1−e+β)−1)
)
.
Taking β in such a way that α(1− e+ β) > 1, we obtain that Ndρ exp (−(1− e+ β)Vd (i0)) converges to
0. Moreover, it follows from Lemma 8 (ii) that
(
log log ρ
log ρ
) 2(ld−1)
d−1
log(ρ)Ndρ P
(D0 ≥ Iρ − ld + 1 ) −→
ρ→∞∞.
Thus (
log log ρ
log ρ
) 2(ld−1)
d−1
log(ρ)Ndρ P
(
M i0η ≥ Iρ − ld + 1
) −→
ρ→∞∞. (13)
Since 2(ld−1)d−1 > 1, we deduce that Ndρ P
(
M i0η ≥ Iρ − ld + 1
)
converges to infinity. This concludes the
proof of Theorem 3.
4.4 Proof of Corollary 4
First, we write the expectation of the maximal degree as follows:
E [ ∆ρ ] =
Iρ−ld∑
k=1
k P ( ∆ρ = k ) +
Iρ+d∑
k=Iρ+1−ld
k P ( ∆ρ = k ) +
∞∑
k=Iρ+d+1
k P ( ∆ρ = k ) .
For the first term, we notice that
Iρ−ld∑
k=1
k P ( ∆ρ = k ) ≤
Iρ−ld∑
k=1
k P ( ∆ρ ≤ Iρ − ld ) ∼
ρ→∞
I2ρ
2 P ( ∆ρ ≤ Iρ − ld ) .
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According to (12) and (13) and the fact that Iρ ∼
ρ→∞
d−1
2 · log ρlog log ρ , the term
∑Iρ−ld
k=1 k P ( ∆ρ = k ) converges
to 0. Moreover, as a consequence of Theorem 3, we know that
∑Iρ+d
k=Iρ+1−ld k P ( ∆ρ = k ) is asymptotically
equivalent to d−12 · log ρlog log ρ . For the third term, we have
∞∑
k=Iρ+d+1
k P ( ∆ρ = k ) = (Iρ + d)P ( ∆ρ ≥ Iρ + d+ 1 ) +
∞∑
k=Iρ+d+1
P ( ∆ρ ≥ k ) .
The first term of the right-hand side can be bounded as follows:
(Iρ + d)P ( ∆ρ ≥ Iρ + d+ 1 ) ≤ (Iρ + d)ρP
(D0 ≥ Iρ + d+ 1 ) .
According to Proposition 6,there exists a positive constant c such that
(Iρ + d)P ( ∆ρ ≥ Iρ + d+ 1 ) ≤ c I−1ρ ρP
(D0 = Iρ + 2 ) .
The last term converges to 0 according to Lemma 8 (i). Moreover, thanks again to Proposition 6, we can
also show that the series
∑∞
k=Iρ+d+1 P ( ∆ρ ≥ k ) is asymptotically equivalent to ρP
(D0 ≥ Iρ + d+ 1 ).
Since this quantity converges to 0, this shows that
∑∞
k=Iρ+d+1 k P ( ∆ρ = k ) −→ρ→∞ 0. Consequently, we
have E [ ∆ρ ] ∼
ρ→∞
d−1
2 · log ρlog log ρ .
5 Proofs of technical results
5.1 Proof of Lemma 7
Let
Aρ = G−1c
(
1
ρ
)
, (14)
so that Iρ = bAρ + 12c. Since Gc is a continuous strictly decreasing function, the term Aρ can be written
as
Aρ = inf
{
x ∈ R+ : Gc(x) ≤ 1
ρ
}
= sup
{
x ∈ R+ : Gc(x) ≥ 1
ρ
}
.
It is enough to prove that xρ − 2 ≤ Aρ ≤ yρ, where
xρ :=
d− 1
2 ·
log ρ
log log ρ and yρ :=
d− 1
2
(
log ρ
log log ρ + 2
log ρ
(log log ρ)2 log log log ρ
)
.
To prove that Aρ ≥ xρ − 2, we notice that
Aρ ≥ inf
{
k ∈ N : G(k − 1) ≤ 1
ρ
}
− 2.
Besides, according to Proposition 6 and the fact that G(k − 1) = P (D0 ≥ k ) is larger than P (D0 = k ),
we have G(k − 1) ≥ ck1 k−
2
d−1k. Thus
Aρ ≥ inf
{
k ∈ N : ck1k
−2
d−1k ≤ 1
ρ
}
− 2 ≥ inf
{
x ∈ R+ : cx1x
−2
d−1x ≤ 1
ρ
}
− 2.
13
Moreover, for ρ large enough, we have
c
xρ
1 x
−2
d−1xρ
ρ = exp
(
− log ρ+ log ρlog log ρ (log log log ρ+O(1))
)
>
1
ρ
.
In particular, we have xρ ≤ inf
{
x ∈ R+ : c−x1 x
−2
d−1x ≤ 1ρ
}
, which proves that Aρ ≥ xρ − 2.
To prove that Aρ ≤ yρ, we proceed along the same lines as above. Indeed,
Aρ ≤ sup
{
k ∈ N : G(k − 1) ≥ 1
ρ
}
.
Besides, because of Proposition 6, there exists a constant c6 > 0 such that, for each k ∈ N, we have
G(k − 1) ≤ ck6 k−
2
d−1k. Thus
Aρ ≤ sup
{
k ∈ N : ck6k
−2
d−1k ≥ 1
ρ
}
≤ sup
{
y ∈ R+ : cy6y
−2
d−1y ≥ 1
ρ
}
.
Moreover, with standard computations, we can easily show that
c
yρ
6 yρ
−2
d−1yρ = exp
(
− log ρ− log ρlog log ρ (log log log ρ+O(1))
)
<
1
ρ
.
In particular, we have yρ ≥ sup
{
y ∈ R+ : cy6y
−2
d−1y ≥ 1ρ
}
, which proves that Aρ ≤ yρ.
5.2 Proof of Lemma 8
Proof of (i). First, we notice that for each k ∈ N, we have G(k+1)G(k) −→k→∞ 0. With standard computations
(see e.g. the proof of Theorem 1 in [1]), we easily show that
Gc(x+ y)
Gc(x)
−→
x→∞ 0, (15)
for each x, y ∈ R+. In particular, we get
ρP
(D0 ≥ Iρ + 2 ) = ρGc(Iρ + 1) ≤ ρGc(Aρ + 12
)
= o(ρGc(Aρ)),
where Aρ is defined in (14). Since Gc(Aρ) = 1ρ , we have ρP
(D0 ≥ Iρ + 2 ) = o(1).
Proof of (ii). First, we deal with the case l = 0. Proceeding in the same spirit as above, Equation (15)
gives
ρP
(D0 ≥ Iρ ) = ρGc(Iρ − 1) ≥ ρGc(Aρ − 12
)
=
Gc
(
Aρ − 12
)
Gc (Aρ)
−→
ρ→∞∞.
The general case follows from an induction on l and from the following lines:
ρ P
(D0 ≥ Iρ − l ) ≥ ρP (D0 = Iρ − l )
≥ ρ c−12 (Iρ − l + 1)
2
d−1 P
(D0 = Iρ − l + 1 )
∼
ρ→∞ c ρ
(
log ρ
log log ρ
) 2
d−1
P
(D0 ≥ Iρ − l + 1 ) ,
where the second inequality is a consequence of Proposition 6 and where the third line comes from (5)
and the fact that Iρ ∼
ρ→∞
d−1
2 · log ρlog log ρ .
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5.3 Proof of Proposition 10
First, we show that if NBη [k] ≥ 5, then almost surely there exists at least one pair of nodes in B, with
degree larger than k but with few vertices in common. Then we show that such an event cannot occur
with high probability. To do it, we begin with a result on deterministic geometric graphs, established in
the following paragraph.
A bound for the number of common vertices in a deterministic geometric graph
Proposition 14. Let G = (V,E) be a simple planar graph in R2 and let S = {s1, s2, s3, s4, s5} ⊂ V be a
set of five distinct vertices. Then there exist two vertices si, sj ∈ S such that # (NG(si) ∩NG(sj) \ S) ≤ 20.
To prove Proposition 14, we will use the following lemma.
Lemma 15. Let G = (V,E) be a simple planar graph in R2 and let S′ = {s1, s2, s3} ⊂ V be a set of three
distinct vertices in G. Then # (∩i≤3NG(si) \ S′) ≤ 2.
Proof. Assume, on the opposite, that there exists a set of three vertices, say V ′ = {v1, v2, v3} ⊂ V , such
that vj ∈ ∩i≤3NG(si) \ S′ for each 1 ≤ j ≤ 3. The graph G induces a complete bipartite graph with
vertices S′ unionsq V ′, which is the bipartite graph with partitions of size (#S′,#V ′) = (3, 3), namely K3,3.
Since K3,3 is not planar, this contradicts the fact that G is planar. This concludes the proof of Lemma
15.
Proof of Proposition 14. Assume on the opposite that # (NG(si) ∩NG(sj) \ S) ≥ 21 for each 1 ≤ i < j ≤
5. Let T ⊂ V \ S be the set of all vertices (not in S) which are neighbors of at least three vertices in S.
According to Lemma 15, we know that #T ≤ 2(53) = 20. In particular, for each 1 ≤ i < j ≤ 5, we have:
# ((NG(si) ∩NG(sj) \ S) ∩ (V \ T )) ≥ 1.
Thus there exists a family of vertices {vij : 1 ≤ i < j ≤ 5} such that, for each 1 ≤ i < j ≤ 5, the vertex
vij belongs to NG(si) ∩ NG(sj) and vij does not belong to NG(sk) for k 6= i, j. Notice that the vertices
vij are distinct and that all the edges (si, vij), (sj , vij) are disjoint since G is planar.
Now we construct a graph G′ = (V ′, E′) as follows. The set of vertices is V ′ = S. Any pair of vertices,
say {si, sj}, is connected by an edge: this edge is defined as the union of (si, vij) and (vij , sj). On a one
hand, the graph G′ is planar since G is planar. But, on the other hand, G′ is the complete graph with
five vertices, namely K5, which is not planar. This gives a contradiction, which concludes the proof of
Proposition 14.
Proof of Proposition 10 Let Ek be the following event:
Ek =
 ∑
x∈η∩B
1{dη(x)=k} ≥ 5
 .
Then
P
(
NBη [k] ≥ 5
) ≤ P (Ek ) + P
 ⋃
x∈η∩B
{dη(x) ≥ k + 1}

≤ P (Ek ) + E
 ∑
x∈η∩B
1{dη(x)≥k+1}

= P (Ek ) + V2 (B)P
(D0 ≥ k + 1 ) .
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Figure 3: Part of the Delaunay graph Del(η ∪ {0, x}) around the points 0 and x.
Black thick curve: contour of the Voronoi flower centered at x.
Gray region: union of the circumscribed disks of {x, q1, q2} and {x, q2, q3}.
According to Proposition 6, we know that
P
(D0 ≥ k + 1 ) ∼
ρ→∞ P
(D0 = k + 1 ) ≤ c k−2 P (D0 = k ) .
Now, we have to show that P (Ek ) ≤ ck V2 (B)2 k−2k/23 P
(D0 = k ), which constitutes the main
difficulty of the proof of Proposition 10. To do it, we apply Proposition 14: if the event Ek oc-
curs then there exist five nodes x1, . . . , x5 in η ∩ B with degree k such that # (Nη(x1) ∩Nη(x2)) ≤
# (Nη(x1) ∩Nη(x2) \ {x1, . . . , x5}) + 3 ≤ 23. Thus
P (Ek ) ≤ P
 ⋃
(x1,x2)∈η∩B
{dη(x1) = dη(x2) = k} ∩ {#(Nη(x1) ∩Nη(x2)) ≤ 23}
 .
It follows from the multivariate Mecke equation and the fact that η is stationary that
P (Ek ) ≤ V2 (B)
∫
2B
P
( {
dη∪{0,x}(0) = dη∪{0,x}(x) = k
} ∩ {#(Nη∪{0,x}(0) ∩Nη∪{0,x}(x)) ≤ 23} )dx.
Note that the integration domain is 2B since, because of the symmetry of B, this is precisely the set of
all differences x2 − x1 for x1, x2 ∈ B. We bound below the right-hand side. To do it, we introduce for
any l ∈ N, x ∈ R2, s ∈ [0,∞] the set Dl,x,s ⊂ R2l which consists of the family of l-tuples of points
q1:l = (q1, . . . , ql) in R2 such that the following properties hold simultaneously:
16
P :

q1, . . . , ql are clockwise ordered around x ;
qj 6∈ B(x, qi, qi+1) for any i < l and j ≤ l;
V2
(⋃
i<l
B(x, qi, qi+1)
)
≤ s.
Here “clockwise ordered around x” means that the points appear in order when viewed from x and
turning clockwise. These properties are illustrated by Figure 3. In this figure the points q1, q2 and q3 are
three consecutive neighbors of x (clockwise ordered around x). The circumscribed disks of {x, q1, q2} and
{x, q2, q3} are petals of the Voronoi flower centered at x, and therefore the area of their union is less then
Φη(x). These facts imply that q1:3 is an element of Dx,3,Φη(x).
Note that, contrary to the set Ck introduced just before Lemma 5, the set Dl,x,s is not stable under
coordinates permutation. This is due to the clockwise orientation restriction. We will also use several
times the following homogeneity properties which hold for any l ∈ N, x ∈ R2 and 0 < s < t,
Dl,x,s = x+Dl,0,s, Dl,x,s ⊂ Dl,x,t, V2l(Dl,x,s) = slV2l(Dl,x,1). (16)
Now, let x ∈ B be fixed. Assume that the following events {dη∪{0,x}(0) = dη∪{0,x}(x) = k},{
#(Nη∪{0,x}(0) ∩Nη∪{0,x}(x)) ≤ 23
}
and {V2
(
Fη∪{0,x}(x)
) ≤ V2 (Fη∪{0,x}(0))} hold simultaneously. In
particular, there exist at least k−23 neighbors of x which do not belong to the Voronoi flower Fη∪{0,x}(0).
Thus there exists at least k′ =
⌊
k−23
23
⌋
consecutive (clockwise ordered around x) neighbors of x, which are
not neighbors of 0. Thus there exists a k′-tuple of points p1:k′ ∈ ηk′ such that the family of properties P
holds, with l = k′ and s = V2
(
Fη∪{0,x}(0)
)
. Therefore
P (Ek ) ≤ 2V2(B)
∫
2B
P
(
{dη∪{0,x}(0) = k} ∩ {(η \ Nη∪{0,x}(0))k
′
6= ∩Dk′,x,V2(Fη∪{0,x}(0)) 6= ∅}
)
dx.
The factor 2 comes from the fact that V2
(
Fη∪{0,x}(x)
)
was assumed to be less than V2
(
Fη∪{0,x}(0)
)
.
Now, we discuss two cases: the first one is when x and 0 are not neighbors and the second one deals with
the complement event.
Case 1. The nodes x and 0 are not neighbors In this case, we bound for any x ∈ 2B, the following
probability:
P1(x) = P
(
{dη∪{0,x}(0) = k} ∩ {(η \ Nη∪{0,x}(0))k
′
6= ∩Dk′,x,V2(Fη∪{0,x}(0)) 6= ∅} ∩ {x 6∈ Nη∪{0,x}(0)}
)
.
To do it, we write
P1(x) ≤ 1
k! E
 ∑
(p1:k,q1:k′ )∈ηk+k
′
6=
1{Fp1:k (0)∩η=∅} 1{p1:k∈Ck} 1{q1:k′∈Dk′,x,Φp1:k (0)}
 ,
where we recall that Fp1:k(0) is the Voronoi flower with nucleus 0 induced by the set of points {0, p1, . . . , pk}.
Notice that we have divided by k! because Ck is stable under permutations which is not the case for Dl,x,s.
It follows from the multivariate Mecke equation that
P1(x) ≤ 1
k!
∫
R2k
∫
R2k′
P (Fp1:k(0) ∩ η = ∅ )1{p1:k∈Ck} 1{q1:k′∈Dk′,x,Φp1:k (0)} dq1:k′dp1:k. (17)
Integrating over q1:k′ , it follows from Fubini’s theorem and the fact that η is a Poisson point process, that
P1(x) ≤ 1
k!
∫
Ck
e−Φp1:k (0) V2k′
(
Dk′,x,Φp1:k(0)
)
dp1:k.
17
As in the proof of Lemma 5, we use the fact that e−Φp1:k (0) =
∫∞
0 e
−s1{Φp1:k (0)≤s} ds. The change of
variables p1:k = s1/2y1:k and the properties (16) give
P1(x) ≤ 1
k!
∫ ∞
0
e−s
∫
Ck
1{Φy1:k (0)≤1} s
k+k′ V2k′ (Dk′,x,1) dy1:kds.
Integrating over s, we deduce from Lemma 5 that
P1(x) ≤ (k + k
′)!
k! P
(D0 = k ) V2k′ (Dk′,x,1) .
The next lemma provides an upper bound for V2k′ (Dk′,x,1).
Lemma 16. There exists a constant c > 0 such that, for any j ∈ N and x ∈ R2,
V2j (Dj,x,1) ≤ c(j − 1)! P
(D0 = j ) .
Proof. First, we notice that this term actually does not depend on x since Dj,x,s = x + Dj,0,s for any
j, x, s. In the proof of this lemma we will use the notation Φ˜p1:j (x) := V2 (∪i≤j−1B(x, pi, pi+1)) for any
p1:j ∈ Dj,x,∞. Similarly as above, we combine the substitution p1:j = s1/2y1:j with the observation that∫∞
0 e
−s1{Φ˜p1:j (0)≤s} ds = e
−Φ˜p1:j (0). This gives
V2j (Dj,0,1) =
1
j!
∫ ∞
0
e−s
∫
Dj,0,∞
1{Φ˜y1:j (0)≤1} s
j dy ds = 1
j!
∫
Dj,0,∞
e−Φ˜p1:j (0) dp.
Using the fact that e−Φ˜p1:j (0) = E
[
1{η∩∪i≤j−1B(0,pi,pi+1)=∅}
]
, the multivariate Mecke equation implies
that
V2j (Dj,0,1) =
1
j! E
 ∑
p1:j∈ηj6=
1{p1:j∈Dj,0,∞} 1{η∩∪i≤j−1B(0,pi,pi+1)=∅}
 .
Note that a.s. the random variable dη∪{0}(0) is larger than j whenever the indicator functions above are
equal to one. Moreover if dη∪{0}(0) = l ≥ j, then there exist exactly l tuples of points p1:l in η such that
the corresponding events hold. In fact p1 must be a neighbor of 0 in Del(η), and picking it arbitrarily
implies that p2, p3, . . . are the (clockwise oredered around 0) neighbors of 0. Thus, according to (4), we
can write
V2j (Dj,0,1) =
1
j! E
∑
l≥j
l 1{D0=l}
 = 1
j!
∑
l≥j
lP
(D0 = l ) .
We conclude the proof by using the estimates of Proposition 6.
According to Lemma 16, for any x ∈ R2, we have
P1(x) ≤ c (k + k
′)!
k!(k′ − 1)! P
(D0 = k )P (D0 = k′ ) ≤ ck k−2k/23 P (D0 = k ) ,
where the second inequality is a consequence of Proposition 6 and the fact that k′ =
⌊
k−23
23
⌋
. Integrating
over x ∈ 2B, we deduce that ∫2B P1(x)dx ≤ ck V2 (B) k−2k/23 P (D0 = k ).
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Case 2. The nodes x and 0 are neighbors In this case, for any x ∈ B, we deal with the following
probability:
P2(x) = P
(
{dη∪{0,x}(0) = k} ∩ (η \ Nη∪{0,x}(0))k
′
6= ∩Dk′,x,V2(Fη∪{0,x}(0)) 6= ∅} ∩ {x ∈ Nη∪{0,x}(0)}
)
.
Since we now consider situations where x is one of the k neighbors of 0, it will be practical in the following
lines to set pk = x in order to keep relatively short notation. This time we write
P2(x) = P2(pk) ≤ 1(k − 1)! E
 ∑
(p1:k−1,q1:k′ )∈ηk−1+k
′
6=
1{Fp1:k (0)∩η=∅} 1{p1:k∈Ck} 1{q1:k′∈Dk′,pk,Φp1:k (0)}
 .
Integrating over x ∈ B and applying the multivariate Mecke equation as in the first case, we have∫
B
P2(x)dx ≤ 1(k − 1)!
∫
R2(k−1)×B
∫
R2k′
P (Fp1:k(0) ∩ η = ∅ )1{p1:k∈Ck} 1{q1:k′∈Dk′,pk,Φp1:k (0)} dq1:k′dp1:k.
The right-hand side is very similar to the upper bound in (17). There are only two differences between
these upper bounds. The first one is that we integrate over R2(k−1) ×B instead of R2k. The second one
is that we consider the ratio 1(k−1)! instead of
1
k! . However, proceeding exactly along the same lines as in
the first case, we obtain that
∫
2B P2(x)dx ≤ ck k−2k/23 P
(D0 = k ).
Since P (Ek ) ≤ 2V2 (B)
∫
2B(P1(x) + P2(x))dx, it follows from the two cases discussed above that
P (Ek ) ≤ ck V2 (B)2 k−2k/23 P
(D0 = k ). This concludes the proof of Proposition 10.
5.4 Proof of Proposition 11
Recall that MBη = maxx∈η∩B dη(x) and NBη [k] =
∑
x∈η∩B 1{dη(x)≥k} denote the maximum degree and
the number of exceedances in the set B respectively. This gives
P
(D0 ≥ k ) = 1V2 (B) E
 ∑
x∈η∩B
1{dη(x)≥k}

= 1V2 (B)
E
[
NBη [k]1{NBη [k]≤4} 1{MBη ≥k}
]
+ 1V2 (B)
E
[
NBη [k]1{NBη [k]≥5}
]
.
We bound NBη [k]1{NBη [k]≤4} by 4 in the first expectation and N
B
η [k] by #(η ∩B) in the second one. We
get
P
(D0 ≥ k ) ≤ 4V2 (B) P (MBη ≥ k )+ 1V2 (B) E
[
#(η ∩B)1{NBη [k]≥5}
]
(18)
We show below that the second term of the right-hand side equals o
(
P
(D0 = k )). To do it, we write
E
[
#(η ∩B)1{NBη [k]≥5}
]
≤ k1+V2 (B)P
(
NBη [k] ≥ 5
)
+ E
[
#(η ∩B)1{#(η∩B)≥k1+V2(B)}
]
,
for some  ∈ (0, 1). According to Proposition 10, since  < 1, we have
k1+V2 (B)P (NηB [k] ≥ 5 ) = o
(
P
(D0 = k ))
as k goes to infinity. Moreover, since # η ∩ B is a Poisson random variable with parameter V2 (B), it
follows from standard computations that
E
[
#(η ∩B)1{#(η∩B)≥k1+V2(B)}
] ∼
k→∞
k1+V2 (B)P
(
# η ∩B ≥ k1+V2 (B)
)
≤ k1+V2 (B) exp
(−k1+V2 (B))E [ e#η∩B ] ,
19
where the second line is a consequence of the Markov’s inequality. Besides, according to Proposition 6,
we have k1+ exp
(−k1+V2 (B)) = o (P (D0 = k )). This implies that
E
[
#(η ∩B)1{NBη [k]≥5}
]
= o
(
P
(D0 = k )) .
This together with (18) concludes the proof of Proposition 11.
5.5 Proof of Proposition 12
Proceeding along the same lines as in the proof of Proposition 11 (see Equation (18)), we obtain for any
k ∈ N, h ≥ 1 that
P
(D0 ≥ k ) ≤ h+ 1Vd (B) P (MBη ≥ k )+ 1Vd (B) E
[
NBη [k]1{NBη [k]≥h+1}
]
.
To deal with the second term of the right-hand side, we apply the multivariate Mecke equation. This gives
E
[
NBη [k]1{NBη [k]≥h+1}
]
= E
 ∑
x∈η∩B
1{dη(x)≥k} 1{NBη [k]≥h+1}

=
∫
B
P
(
dη∪{x}(x) ≥ k,NBη∪{x}[k] ≥ h+ 1
)
dx.
Bounding the integrand by the probability of the event {#((η ∪ {x}) ∩ B) ≥ h + 1}, which equals
{# η ∩B ≥ h} for almost all x ∈ B, we obtain
E
[
NBη [k]1{NBη [k]≥h+1}
]
≤ Vd (B)P ( # η ∩B ≥ h ) .
Thus
P
(D0 ≥ k ) ≤ hVd (B) P (MBη ≥ k )+ P ( # η ∩B ≥ h ) . (19)
Since the random variable # η ∩ B is Poisson distributed with parameter Vd (B), it follows from the
Markov’s inequality that
P ( # η ∩B ≥ h ) ≤ e−h E [ e# η∩B ] = exp(−Vd (B)(1− e+ hVd (B)
))
.
This together with (19) concludes the proof of Proposition 12.
5.6 Proof of Lemma 13
For any ω ∈ Ω, let d(ω) be the number of B(i)’s which contain ω. Let also ai(l) = P
( {ω ∈ B(i) : d(ω) = l} )
for any 1 ≤ i, l ≤ K. According to Lemma 1 in [21], we know that
P
(
K⋃
i=1
B(i)
)
=
K∑
i=1
K∑
l=1
ai(l)
l
.
Moreover, according to the assumption, we have ai(l) = 0 for any i ≤ K and l > k. Thus
P
(
K⋃
i=1
B(i)
)
≥ 1
k
K∑
i=1
k∑
l=1
ai(l) =
1
k
K∑
i=1
P
(
B(i)
)
.
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