Movement-efficient Sensor Deployment in Wireless Sensor Networks by Guo, Jun & Jafarkhani, Hamid
ar
X
iv
:1
71
0.
04
74
6v
2 
 [c
s.I
T]
  2
4 O
ct 
20
17
Movement-efficient Sensor Deployment
in Wireless Sensor Networks
Jun Guo and Hamid Jafarkhani
Center for Pervasive Communications & Computing, University of California, Irvine
Abstract
We study a mobile wireless sensor network (MWSN) consisting of multiple mobile sensors or robots. Two key issues in
MWSNs energy consumption, which is dominated by sensor movement, and sensing coverage have attracted plenty of attention,
but the interaction of these issues is not well studied. To take both sensing coverage and movement energy consumption into
consideration, we model the sensor deployment problem as a constrained source coding problem. Our goal is to find an optimal
sensor deployment to maximize the sensing coverage with specific energy constraints. We derive necessary conditions to the
optimal sensor deployment with (i) total energy constraint and (ii) network lifetime constraint. Using these necessary conditions,
we design Lloyd-like algorithms to provide a trade-off between sensing coverage and energy consumption. Simulation results
show that our algorithms outperform the existing relocation algorithms.
I. INTRODUCTION
Deploying multiple nodes, sensors or robots, to monitor the target environment is the primary objective of the mobile wireless
sensor networks (MWSNs). To evaluate the sensing quality, the binary disk coverage model, in which each sensor can only
cover a disk with the radius Rs, is widely used in MWSNs. Due to different sensing tasks in the real world, multiple coverage
measurement and deployment algorithms are well studied in recent decades, look at [1] and the references therein.
Four popular coverage categories are (i) area coverage, (ii) target coverage, (iii) barrier coverage, and (iv) evenly deploying
the sensors. A natural sensing task is to maximize the area coverage, which is formulated by the total area covered by sensors.
In another popular coverage task, target coverage, the specific target locations are detected and reported by static sensors.
In this case, sensors or robots are required to collect detailed information from the discrete targets. A full-target coverage is
achieved if and only if every discrete target in the 2-dimensional region is covered by at least one sensor. In another popular
coverage task, barrier coverage, sensors are moving along the boundary to detect intruders as they cross the border of a region
or domain. To obtain full-barrier coverage, one should place sensors to cover the whole barrier or boundary. Finally, an even
deployment of the sensors requires them to form a Centroidal Voronoi Tessellation (CVT). It is mainly used when there is no
specific target. The widely used CVT model (see more details in Section II) is a quantizer where its distortion is the sensing
uncertainty [1]–[4].
Energy efficiency is another key issue in MWSNs as most sensors have limited battery energy, and it is inconvenient or even
unfeasible to replenish the batteries of numerous densely deployed sensors. In general, the energy consumption of a device
includes communication energy, data processing energy, sensing energy, and movement energy. In fact, sensor movement has
a much higher energy consumption compared to other types of energy [5], [6], and then dominates the energy consumption.
Guiling et al. [7] study the optimal angular velocity and the optimal acceleration to minimize the energy consumption for
motion. Simulation results in [7] show that , the energy consumption for motion with the optimal angular velocity setting is
approximately linear to the movement distance. In fact, the linear movement energy consumption is a popular assumption and
widely adopted in the literature [8]–[27]. Particularly, the movement energy consumption in some specific sensors is 5.976J/m
[8].
A huge body of literature exists on reducing movement energy consumption with coverage guarantee. First, the minimization
of energy consumption or movement distance with the full-area coverage guarantee is well studied by [9]–[15]. In [9], the
author applies Hungarian Algorithm to minimize the total energy consumption after the full-area coverage is achieved by
Genetic Algorithm. Similarly, the grid-based algorithms are proposed in [10] to reduce the total moving distance while keeping
the full-area coverage and full-connectivity. Kuei-Ping et al. [11] propose a distributed partition avoidance lazy movement
(PALM) protocol, which avoids unnecessary movement, to ensure both area coverage and connectivity. Shuhui et al. [12]
provide a scan-based relocation algorithm, SAMRT, which is supposed to be energy-effective with densely deployed sensors.
Three virtual force based algorithms, VFA [13], DSSA [14], and HEAL [15] are proposed to maximize the area coverage
while saving energy. In [13], the authors attempt to prolong the network lifetime by (a) disabling any virtual forces on a sensor
whenever the current distance reaches the distance limit and (b) keeping track of the maximum coverage. In [14], the authors
put the local sensor density into the virtual force calculation, and thus avoid unnecessary movements in the region with densely
deployed sensors. In [15], HEAL is designed to mend area coverage holes while minimizing the moving distance. However,
its prerequisite, that there are enough sensors to achieve full-coverage, limits HEAL’s usage.
Furthermore, the energy-efficient mobile sensor relocation with CVT guarantee has been studied in recent years. A natural
approach is to add a penalty term, which is related to the moving distance, into the objective function. In [3], the authors
propose two algorithms, Lloyd-α and DEED, to implement CVT with a movement related penalty function. For Lloyd-α, the
movement in each iteration is scaled by a parameter α ∈ [0, 1]. In DEED, the penalty function is properly selected with a
positive definite matrix, and then the movement is optimized with the help of gradient and Hessian matrix of the distortion.
Note that the existing energy minimization and network lifetime maximization methods are based on the premise of full-
coverage or CVT. However, full-coverage or CVT is unnecessary and even infeasible in some applications, especially when
sensors are not abundant enough to cover the target regions. For example, to estimate the total amount of a rainfall with energy
limited sensors, full-area coverage and CVT are unnecessary and one should pay more attention to the energy consumption
to prolong the network lifetime. Furthermore, the existing solutions cannot maximize the coverage or CVT with the specific
total energy or network lifetime constraints. While there has been extensive work on total energy minimization or network
lifetime maximization with full-coverage, to the best of our knowledge, the real trade-off between (generalized) coverage and
movement energy consumption in MWSNs has not been considered in the literature.
In this paper, we study the sensor deployment problem in MWSNs and make the following contributions: (1) Taking the
total energy consumption and network lifetime as two separate constraints, we consider two constrained optimization problems
for optimal sensor deployment. (2) We provide the necessary conditions for the above constrained optimization problems. (3)
We also design centralized Lloyd-like algorithms to optimize the sensor deployment with the total energy and network lifetime
constraints.
The rest of this paper is organized as follows: In Section II, we introduce the sensing performance model, and show that
coverage problems can be converted to a CVT problem with the properly selected density function. In Section III, we study
sensor deployments for the MWSNs in which the total energy consumption is constrained. In Section IV, we discuss sensor
deployments for the MWSNs in which the individual energy consumptions are constrained (or a network lifetime is constrained).
In Section V, we present numerical simulations. In Section VI, we draw our main conclusions, and discuss the extensions of
our approachs to the target coverage and barrier coverage tasks.
II. SENSING PERFORMANCE WITHOUT ENERGY CONSTRAINT
Let Ω be a simple convex polygon in ℜ2 including its interior. Given N sensors in the target area Ω, sensor deployment
before and after the relocation are, respectively, defined by P˜ = (p˜1, . . . , p˜N) ⊂ Ω
N and P = (p1, . . . , pN) ⊂ Ω
N , where
p˜n is Sensor n’s initial location and pn is Sensor n’s final location. Let IΩ = {1, . . . , N} be the whole set of sensors in the
WSN. For any point w ∈ Ω, the density function f(w) reflects the importance of an event at point w. A cell partition R(P)
of Ω is a collection of disjoint subsets of {Rn(P)}n∈IΩ whose union is Ω. We assume that Sensor n only monitors the events
that occurred in its cell partition Rn(P), ∀n ∈ IΩ. Let ‖ · ‖ denote the Euclidean distance, and B(c, r) = {w| ‖w − c‖ ≤ r}
be a disk centered at c with radius r.
To evaluate the sensing uncertainty in heterogeneous WSNs, we consider the Centroidal Vonoroi Tessellation function [1]–[4]
defined as
D(P) =
N∑
n=1
∫
Rn(P)
ηn‖pn −w‖
2
f(w)dw, (1)
where the sensing cost parameters ηn ∈ (0, 1] is a constant that depends on Sensor n’s characteristics and f(w) is a density
function that reflects the target importance. In homogeneous MWSNs, sensors have identical parameters, i.e., ηn=1, ∀n∈IΩ.
The optimal partition for the performance function (1) is Multiplicatively Weighted Voronoi Diagram (MWVD) [4], which
can be applied to both homogeneous and heterogeneous WSNs. The MWVD of Ω generated by P is the collection of sets
{Vn(P)}n∈IΩ defined by
Vn(P)={w∈Ω|ηn‖w−pn‖
2≤ηm‖w−pm‖
2, ∀m∈IΩ}. (2)
In particular, the MWVD for homogeneous WSNs degenerates to the Voronoi Diagram [2]. From now on, we use V(P) =
{Vn(P)}n∈IΩ to replace partition R(P) = {Rn(P)}n∈IΩ .
III. THE SENSOR DEPLOYMENT WITH A TOTAL ENERGY CONSTRAINT
A. Problem formulation
In this section, we review a classic energy consumption model for the mobile sensor networks. Since the sensor movement
dominates the power consumption, we only consider the power consumption for sensor movement. As we mentioned in Section
I, the energy consumption for movement is linear to the moving distance. Therefore, the energy consumption for Sensor n can
be defined as
En(P) = ξn‖pn − p˜n‖, (3)
where the moving cost parameter ξn is a predetermined constant that depends on Sensor n’s energy efficiency and pn is Sensor
n’s destination. Accordingly, the total power consumption is
E(P) =
N∑
n=1
En(P) =
N∑
n=1
ξn‖pn − p˜n‖. (4)
Now, we are ready to propose the main goal: minimizing the sensing uncertainty defined by (1) given a constraint on the total
energy consumption defined by (4). The constrained optimization problem A is defined as
minimize
P
D(P) (5)
s.t. E(P) ≤ γ (6)
where γ is the maximum energy consumption.
B. The Optimal Sensor Deployment
Before going through the details about the optimal sensor deployment with a total energy constraint, we discuss the optimal
partition. Sensing uncertainty is determined by both sensor movement and cell partition, but energy consumption only depends
on the sensor movement. In other words, MWVDs are also the optimal partitions of the MWSNs with a constrained total
energy consumption. Now, we will discuss the optimal sensor deployment that minimizes (1) with energy constraints.
Lemma 1. Let P∗ = (p∗1, . . . , p
∗
N) be the optimal deployment in MWSNs with a total energy consumption. Sensor n’s optimal
location p∗n is placed between its initial location and the geometric centroid of its MWVD, i.e., p
∗
n = δp˜n + (1 − δ)cn(P
∗),
where δ ∈ [0, 1] and cn(P
∗)=
∫
Vn(P∗) wf(w)dw∫
Vn(P∗) f(w)dw
is the geometric centroid of Vn(P
∗).
The proof is provided in Appendix A.
Lemma 1 shows that the geometric centroid still plays an important role in the optimal deployment with a total energy
consumption. The main change is that instead of moving the sensor to the geometric centroid, we should move it towards
the geometric centroid but stop before reaching the centroid. Next, we introduce several important concepts to calculate the
optimal δ values. First, sensors in MWSNs can be classified according to the moving distance into (a) dynamic sensors
who have positive moving distance and (b) static sensors who stand still. Let Id(P) = {n|‖pn − p˜n‖ > 0, n ∈ IΩ} and
Is(P) = {n|pn = p˜n, n ∈ IΩ} be, respectively, the dynamic sensor set and static sensor set. Similar to the definition in
[4], let cn(P) =
∫
Vn(P)
pnf(w)dw∫
Vn(P)
f(w)dw
and vn(P) =
∫
Vn(P)
f(w)dw, be respectively, the geometric centroid and the volume of
Vn(P). Another concept, moving efficiency, is defined as ρn(P) =
̺n(P)
ςn(P)
to reflect Sensor n’s ability to decrease distortion by
movement, where ςn(P)=
ξ2n
ηnvn(P)
and ̺n(P)= ξn‖pn−cn(P)‖. In addition, let ρ¯(P)=
(∑
i∈Id(P) ξi‖Γi(P)‖
)
−γ∑
i∈Id(P) ςi(P)
be a moving
efficiency threshold, where Γn(P) = cn(P) − p˜n is the vector from Sensor n’s initial location to the geometric centroid of
Vn(P).
Proposition 1. Let P∗=(p∗1,. . ., p
∗
N ) be the optimal sensor deployment in MWSNs with a total energy consumption γ ≥ 0.
When
∑N
n=1 ξn‖Γn(P
∗)‖ ≤ γ, the necessary condition for the optimal deployment is p∗n = cn(P
∗), ∀n ∈ IΩ. Otherwise, the
necessary conditions for the optimal deployment are:
(i) ρi(P
∗)= ρ¯(P∗)≥ ρj(P∗), ∀i∈Id(P∗), j∈Is(P∗);
(ii) p∗n=cn(P
∗)− ςn(P
∗)ρ¯(P∗)Γn(P∗)
ξn‖Γn(P∗)‖ , ∀n∈Id(P
∗);
The proof is provided in Appendix B.
Note that p∗n = cn(P
∗) is necessary for the optimal sensor deployment without constraints. When γ is large enough,
indicating a loose constraint, Lloyd Algorithm, without considering the energy constraint, can be used to find the optimal
sensor deployment without considering the energy constraint. On the other hand, when γ is small, the energy constraint plays
an important role in the sensing task. Condition (i) reveals the basic principle of sensor division: sensors who have large moving
efficiencies are more likely to be selected as dynamic sensors, and Condition (ii) indicates the optimal moving directions and
moving distances for the dynamic sensors. With the help of the necessary conditions in Proposition 1, a Lloyd-based algorithm,
Efficient Movement Lloyd (EML) Algorithm, is proposed to find the optimal sensor deployment in the next subsection.
C. Efficient Movement Lloyd Algorithm
Before we discuss the details of EML Algorithm, we introduce the important concept of local distortion. The global distortion
is a summation of N local distortions defined by
Dn(P) =
∫
Rn(P)
ηn‖pn − w‖
2f(w)dw, n ∈ IΩ. (7)
For simplicity, let Γn(P) = cn(P) − p˜n be the vector from the initial location to the geometric centroid. Note that the
auxiliary variables Γn(P), ̺(P), and ς(P) depend on MWVDs {Vn(P)}n∈IΩ , which are also functions of P. Therefore,
multiplicatively weighted Voronoi partition [2] is a necessary step before calculating the above auxiliary variables. Now we
introduce the EML Algorithm. EML Algorithm iterates between two steps: (1) Fixing the sensor deployment and optimizing
the partition: Partitioning is done by assigning MWVDs to each sensor node; (2) Fixing the partition and optimizing the sensor
deployment: If γ ≥
∑N
n=1 ξnΓn(P), Sensors move to their geometric centroid. Otherwise, Sensors move to the locations
pn = p˜n +
(
1− ς(P)ρ¯(P)
ξn‖Γn(P)‖
)
Γn(P). Sensor n’s moving distance Mn is determined by an iterative algorithm. More details
about EML Algorithm are shown in Algorithm 1. (Note that Id and Is are pre-determined dynamic and static sensor sets
without information about sensor deployment P.)
Algorithm 1 Efficient Movement Lloyd Algorithm in heterogeneous WSNs
Require:
Target area Ω
Probability density function f(·)
The number of sensor nodes: N
The number of total iterations Itermax
The initial sensor deployment P˜
The energy constraint γ
Ensure:
Final sensors deployment P
Distortion D(P)
1: Generate initial locations for sensor nodes
2: for iter = 1 to Itermax do
3: Do multiplicatively weighted Voronoi partition
4: Calculate {Γn(P)}n∈IΩ and {ςn(P)}n∈IΩ
5: if γ ≥
∑N
n=1 ξnΓn(P) then
6: Update movement Mn = Γn(P)
7: else
8: Set Id = IΩ and Mn = 0, ∀n ∈ IΩ
9: Calculate zn=ξn‖Γn(P)‖−ςn(P)
[∑
i∈Id
ξn‖Γi(P)‖
]
−γ∑
i∈Id ςi(P)
, n ∈ Id
10: while ∃n ∈ Id such that zn ≤ 0 do
11: Update Id = Id −
⋃
zn≤0 n
12: Update {zn}n∈Id
13: end while
14: Update moving efficiency threshold ρ¯(P)=
(∑
i∈Id(P)
ξi‖Γi(P)‖
)
−γ∑
i∈Id(P)
ςi(P)
15: Update movement Mn =
(
1− ςn(P)ρ¯(P)
ξn‖Γn(P)‖
)
Γn(P), ∀n ∈ Id
16: end if
17: Update sensor deployment pn = p˜n +Mn
18: end for
Next, we show that EML Algorithm is an iterative improvement algorithm and the distortion converges.
Theorem 1. EML Algorithm is an iterative improvement algorithm, i.e., the distortion decreases in each iteration, and its
distortion converges.
The proof is provided in Appendix C.
IV. THE SENSOR DEPLOYMENT WITH A NETWORK LIFETIME CONSTRAINT
A. Problem formulation
Another important objective could be minimizing the sensing uncertainty defined by (1) given a constraint on the network
lifetime. Let en be the residual energy on Sensor n. To ensure the network lifetime, T , we should have
max
n
(en − En(P)) ≥ αT, (8)
where α is the power consumption for Sensor n after the sensor relocation and En(P) is the individual energy consumption
defined by (3). Therefore, one can achieve the network lifetime, T , by properly setting the maximum individual energy
consumption as γn = e−αT, n ∈ IΩ. Now, we are ready to define the main goal: minimizing the sensing uncertainty defined
by (1) given constraints on the individual energy consumption defined by (3). The constrained optimization problem B is thus
minimize
P
D(P) (9)
s.t. En(P) ≤ γn, n ∈ IΩ, (10)
where γn is the maximum individual energy consumption on Sensor n.
B. The Optimal Sensor Deployment
Proposition 2. Let P˜=(p˜1,. . ., p˜N) be the initial sensor deployment. The necessary conditions for the optimal deployments
P
∗=(p∗1,. . ., p
∗
N ) in a MWSN with performance function (1) and constraint (10) is
p∗n= p˜n+min
(
1,
γn
ξn‖Γn(P∗)‖
)
Γn(P
∗), n ∈ IΩ, (11)
where Γn(P
∗) = cn(P∗)− p˜n and cn(P∗) =
∫
Vn(P∗) wf(w)dw∫
Vn(P∗) f(w)dw
is the geometric centroid of the MWVD Vn(P
∗).
The proof is provided in Appendix D.
Unlike case of the total energy constraint in Section III, every sensor with limited individual energy should move towards
the geometric centroid of its cell partition. With the help of the necessary conditions in Proposition 2, we design Constrained
Movement Lloyd (CML) Algorithm to find the optimal sensor deployment with individual energy constraints in the next
subsection.
C. Constrained Movement Lloyd Algorithm
The feasible region Fn(P˜) for Sensor n is defined as a disk centered at p˜n with the radius of rn =
γn
ξn
. To avoid exceeding
the maximum individual energy, sensors can only move to the destinations within the feasible regions Fn(P˜). Like Lloyd
Algorithm, Constrained Movement Lloyd (CML) Algorithm consists of two steps: (1) The optimal partition: Partitioning is
done by assigning the MWVDs to each sensor node; (2) Local optimization: sensors move to their new locations pn =
p˜n +min
(
1, γn
ξn‖Γn(P)‖
)
Γn(P), ∀n ∈ IΩ. More details about CML Algorithm are shown in Algorithm 2.
Algorithm 2 Constrained Movement Lloyd Algorithm in heterogeneous WSNs
Require:
Target area Ω
Probability density function f(·)
The number of sensor nodes: N
The number of total iterations Itermax
The initial sensor deployment P˜
The energy constraints {γn}n∈IΩ
Ensure:
Sensors deployment P
Distortion D(P)
1: Generate initial locations for sensor nodes
2: for iter = 1 to Itermax do
3: Do multiplicatively weighted Voronoi partition
4: Calculate {Γn(P)}n∈IΩ
5: for n = 1 to N do
6: Update movement Mn=min
(
1, γn
ξn‖Γn(P)‖
)
Γn(P)
7: end for
8: Update sensor deployment pn = p˜n +Mn
9: end for
Theorem 2. CML Algorithm is an iterative improvement algorithm, i.e., the distortion decreases in each iteration, and its
distortion converges.
The proof is provided in Appendix E.
V. PERFORMANCE EVALUATION
We provide the simulation results for two different MWSNs: (1) MWSN1: A homogeneous MWSN in which all sensors
have the same parameter. (2) MWSN2: A heterogeneous MWSN including two types of sensors: eight strong sensors and
twenty-four weak sensors. The sensing and moving cost parameters are set in the Table I. Note that the sensing radius is Rs√
ηn
rather than Rs. In addition, we generate initial sensor deployments on Ω randomly, i.e., every node location is generated with
uniform distribution on Ω. The maximum number of iterations is set to 100.
TABLE I
SIMULATION PARAMETERS
Parameters N η1−η8 η9−η32 ξ1−ξ8 ξ9−ξ32 Rs
MWSN1 32 1 1 1 1 0.2
MSWN2 32 1 2 3 1 0.3
To evaluate the performance of EML and CML algorithms, we compare (1) the total moving distance, and (2) the maximum
individual moving distance with GH [9], VFA [13], Lloyd-α [3], and DEED [3]. Fig 1 illustrates examples of the final
deployments of EML and CML algorithms in both MWSN1 and MWSN2. The total moving distance constraint in both
MWSN1 and MWSN2 is set to γ = 8. The individual moving distance constraints in MWSN1 and MWSN2 are, respectively,
set to 0.4 and 1. After running the EML algorithm, 30 sensors in MWSN1 and 28 sensors in MWSN2 are dynamic. The
coverage area in MWSN1 is increased from 0.53 to 0.77. The coverage area in MWSN2 is increased from 0.54 to 0.71. After
running the CML algorithm, every sensor in MWSN1 and MWSN2 has a positive moving distance.
We also compare the area coverage of our algorithm with that of the other deployment algorithms. The area coverage is
defined as the proportion of the target that covered by at least one sensor. Therefore, area coverage CA(P) is formulated as
CA(P)=
∫
⋃
N
n=1B
(
pn,
Rs√
ηn
)dw∫
Ω
dw
=
∑N
n=1
∫
Vn(P)
⋂
B
(
pn,
Rs√
ηn
)dw∑N
n=1
∫
Vn(P)
dw
, (12)
where Rs√
ηn
is Sensor n’s sensing radius. Intuitively, to decrease the sensing uncertainty, the sensors will be evenly distributed,
and then provide a large area coverage.
Figs. 2 and 3 compare the performance of different algorithms in MWSN1. Given a total moving distance, EML Algorithm
obtains a smaller distortion (and a larger coverage) compared with existing algorithms in the literature. On the other hand, given
a required distortion or coverage, EML Algorithm needs less moving distance, indicating less energy consumption. Similarly,
CML Algorithm can achieve larger coverage with less maximum moving distance (or larger network lifetime) compared with
existing algorithms in the literature. The same conclusion holds in MWSN2. The detailed simulation results in MWSN2 are
omitted here to save space.
Furthermore, compared with Lloyd-α and DEED algorithms in [3], EML and CML algorithms have following advantages.
First, the performance of Lloyd-α and DEED is based on several adjustable parameters, i.e., α and δ. Unfortunately, there
is no explicit relationship between energy consumption and these parameters. Therefore, to achieve the sensing task with the
specific total energy consumption or network lifetime, Lloyd-α and DEED must search different parameters. On the contrary,
the parameters of EML and CML are directly related to the total and individual energy consumption. One can apply EML
or CML to guarantee the specific total energy consumption or network lifetime by simply choosing γ or γn. In addition, our
algorithms can be applied to heterogenous MWSNs. However, the lack of second order derivative of heterogeneous sensing
uncertainty prohibits DEED from extending to heterogeneous MWSNs.
VI. CONCLUSIONS AND DISCUSSION
The trade-off between sensing coverage and energy consumption, which is dominated by movement, is discussed in this
paper. We studied the optimal sensor deployment or relocation plan to minimize sensing uncertainty with the total energy
constraint. The necessary condition for optimal deployment implies that some sensors should move towards the centroid and
the others should stay put. Moreover, we discuss the maximum sensing coverage with individual movement constraints, and
then propose a necessary condition for the optimal sensor deployment with limited individual energy. With the help of these
necessary conditions, Efficient Movement Lloyd (EML) Algorithm and Constrained Movement Lloyd (CML) Algorithm are
designed to obtain the energy-efficient sensor relocation plan. Our simulation results show that EML and CML algorithms not
only achieve significant sensing coverage but also save plenty of energy.
Like area coverage, sensing coverage is defined as the proportion of the target (points or barrier) that covered by at least one
sensor. Intuitively, to decrease the sensing uncertainty, the sensors will be distributed in the area with high density, and thus one
can increase the coverage by enlarging the density around the targets. In other words, the increase in target coverage and barrier
(a) (b)
(c) (d)
Fig. 1. Sensor deployment: (a) EML in MWSN1; (b) CML in MWSN1; (c) EML in MWSN2; (d) CML in MWSN2. The initial and final sensor locations
are, respectively, denoted by green and red circles. The movement paths are denoted by blue lines.
coverage, can also be converted to the decrease in the sensing uncertainty with the properly selected density function. Design
of appropriate density functions around point targets and line-shaped barriers is an interesting future work. Consequently, EML
and CML algorithms - which are designed to minimize sensing uncertainty with limited (total or individual) energy - can also
be utilized to maximize target and barrier coverage while saving energy.
APPENDIX A
PROOF OF LEMMA 1
Let P∗ = (p∗1, . . . , p
∗
N ) and R
∗ = (R∗1, . . . , R
∗
N ) be, respectively, the optimal sensor deployment and cell partition. Since
MWVD defined by (2) is the optimal cell partition for a given deployment, we have R∗ = V (P∗). Let vn(P) =
∫
Vn(P)
f(w)dw
and cn(P) =
∫
Vn(P)
wf(w)dw
vn(P)
be, respectively, the volume and geometric centroid of the partition Vn(P). The best possible
distortion - associated with the optimal sensor deployment P∗ and cell partition R∗ - can be rewritten as
D(P∗)=
N∑
n=1
∫
R∗n
ηn‖w − p
∗
n‖
2f(w)dw=
N∑
n=1
∫
Vn(P∗)
ηn‖cn(P
∗)− w‖2f(w)dw +
N∑
n=1
ηn‖cn(P
∗)− pn‖2vn(P∗), (13)
where the second equation follows from the parallel axis theorem. Now we assume that there exists one sensor i such that
its optimal location p∗i is out of the interval p˜ici(P∗). Let P
′ = (p′1, . . . , p
′
N) and P
′′ = (p′′1 , . . . , p
′′
N) be two deployments,
where p′i = ci(P
∗), p′′i = p˜+ ‖p
∗
i − p˜i‖
ci(P
∗)−p˜i
‖ci(P∗)−p˜i‖ , and p
′
j = p
′′
j = p
∗
j , ∀j 6= i.
0.12 0.14 0.16 0.18 0.2 0.22 0.24
Distortion
0
1
2
3
4
5
6
7
8
9
10
T
o
ta
l 
M
o
v
in
g
 D
is
ta
n
ce
GH
VFA
Lloyd-α
DEED
EML
(a)
0.5 0.6 0.7 0.8
Area Coverage
0
1
2
3
4
5
6
7
8
9
10
T
o
ta
l 
M
o
v
in
g
 D
is
ta
n
ce
GH
VFA
Lloyd-α
DEED
EML
(b)
Fig. 2. The performance comparison for the sensor deployment with total moving distance constraints in MWSN1.
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Fig. 3. The performance comparison for the sensor deployment with maximum individual moving distance constraints in MWSN1.
First, if ‖p∗i − p˜i‖ ≥ ‖ci(P
∗) − p˜i‖, it means that we have spent more energy to move to p∗i compared with moving to
the centroid which is the best possible location. Obviously, by moving to the centroid, we will have a better distortion and
smaller energy consumption and p∗i cannot be the optimal location. In what follows, we will prove this fact formally. The
energy consumption for P′ is
E(P′)=
∑
n6=i
ξn‖p
∗
n − p˜n‖+ (ξi‖ci(P
∗)− p˜i‖)≤
∑
n6=i
ξn‖p
∗
n − p˜n‖+ (ξi‖p
∗
i − p˜i‖)=E(P
∗) ≤ γ, (14)
indicating that P′ is a feasible deployment, see Fig. 4a. Moreover, Since p∗i is out of the interval p˜ici(P∗), the distance between
p∗i and ci(P
∗) is positive, i.e., ‖p∗i − ci(P
∗)‖ > 0. Thus, we have
D(P∗)−D(P′)=
[
N∑
n=1
ηn‖cn(P
∗)− p∗n‖
2vn(P
∗)
]
−
[
N∑
n=1
ηn‖cn(P
∗)− p′n‖
2vn(P
∗)
]
=
[
N∑
n=1
ηn‖cn(P
∗)− p∗n‖
2vn(P
∗)
]
−
∑
n6=i
ηn‖cn(P
∗)− p∗n‖
2vn(P
∗) + ηi‖ci(P∗)− ci(P∗)‖2vn(P∗)

=ηi‖ci(P
∗)− p∗i ‖
2vi(P
∗) > 0,
(15)
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Fig. 4. An example of sensor relocation in two cases: (a) ‖p∗
i
− p˜i‖ ≥ ‖ci(P∗)− p˜i‖; (b) ‖p∗i − p˜i‖ < ‖ci(P
∗)− p˜i‖
where the first equality follows from (13), the second equality follows from P′ = (p∗1, . . . , ci(P
∗), . . . , p∗N ), and the inequality
follows from ‖p∗i − ci(P
∗)‖ > 0 and vi(P∗) > 0. Therefore, if ‖p∗i − p˜i‖ ≥ ‖ci(P
∗)− p˜i‖, P′ provides a smaller distortion
than that of P∗ without breaking the total energy constraint.
Next, we discuss the case of ‖p∗i − p˜i‖ < ‖ci(P
∗) − p˜i‖, see Fig. 4b. Since ‖p∗i − p˜i‖ ∈ [0, ‖ci(P
∗) − p˜i‖), p′′i =
p˜+ ‖p∗i − p˜i‖
ci(P
∗)−p˜i
‖ci(P∗)−p˜i‖ is a point on the interval p˜ici(P
∗) with moving distance
‖p′′i − p˜i‖ = ‖p
∗
i − p˜i‖. (16)
After straightforward calculation, we have E(P′′) =
∑N
n=1 ξn‖p
′′
n − p˜n‖ =
∑N
n=1 ξn‖p
∗
n − p˜n‖ ≤ γ, indicating that P
′′ is a
feasible deployment. In addition, the difference between the distortions generating from P∗ and P′′ is
D(P∗)−D(P′′)=
[
N∑
n=1
ηn‖cn(P
∗)− p∗n‖
2vn(P
∗)
]
−
[
N∑
n=1
ηn‖cn(P
∗)− p′′n‖
2vn(P
∗)
]
=ηi‖ci(P
∗)− p∗i ‖
2vi(P
∗)− ηi‖ci(P∗)− p′′i ‖
2vi(P
∗)
=ηivi(P
∗) (‖ci(P∗)−p∗i ‖+‖ci(P
∗)−p′′i ‖) (‖ci(P
∗)−p∗i ‖−‖ci(P
∗)− p′′i ‖)
=ηivi(P
∗) (‖ci(P∗)−p∗i ‖+‖ci(P
∗)−p′′i ‖) (‖ci(P
∗)−p∗i ‖−‖ci(P
∗)− p′′i ‖+‖p˜i−p
∗
i ‖−‖p˜i − p
′′
i ‖)
=ηivi(P
∗) (‖ci(P∗)−p∗i ‖+‖ci(P
∗)−p′′i ‖) (‖ci(P
∗)−p∗i ‖+‖p˜i−p
∗
i ‖−‖ci(P
∗)−p˜i‖)>0,
(17)
where the third equality follows from (16), the fourth equality follows from the condition that p′′i is placed between p˜i and
ci(P
∗), and the inequality follows from the condition that the sum of any two sides of a triangle is greater than the third side.
Therefore, if ‖p∗i − p˜i‖ < ‖ci(P
∗)− p˜i‖, P′′ provides a smaller distortion than that of P∗ without breaking the total energy
constraint. In sum, one can find a better deployment (either P′ or P′′), which contradicts our assumption.
APPENDIX B
PROOF OF PROPOSITION 1
Let P∗ = (p∗1, . . . , p
∗
N ) and R
∗ = (R∗1, . . . , R
∗
N ) be, respectively, the optimal sensor deployment and cell partition. Let
v∗n =
∫
R∗n
f(w)dw and c∗n =
∫
R∗n
wf(w)dw
v∗n
be, respectively, the volume and geometric centroid of the partition R∗. The
distortion-that is associated with the optimal sensor deployment and cell partition-can be rewritten as
D(P∗)=
N∑
n=1
∫
R∗
ηn‖w − p
∗
n‖
2f(w)dw =
N∑
n=1
∫
R∗
ηn‖c
∗
n − w‖
2f(w)dw +
N∑
n=1
ηn‖c
∗
n − p
∗
n‖
2v∗n,
where the second equation follows from the parallel axis theorem. When partition is fixed as R∗, the first term in (18) is a
constant. Thus, P∗ should be a minimizer of the second term with the constraint (6), i.e.,
P
∗ = arg min
P:E(P)≤γ
N∑
n=1
ηn‖c
∗
n − pn‖
2v∗n. (19)
Obviously, P̂ = (c∗1, . . . , c
∗
N ) is the minimizer of F (P) =
∑
n∈IΩ ηn‖c
∗
n − pn‖
2v∗n without constraints. When E(P̂) =∑
n∈IΩ ξn‖p˜n − c
∗
n‖ =
∑N
n=1 Γn(P) ≤ γ, the deployment P̂ follows the total energy constraint, and thus P
∗ = P̂. Since
MWVD defined by (2) is the optimal partition for a given deployment, we have R∗ = V (P∗) and c∗n = cn(P
∗). Replacing c∗
by cn(P
∗), we get p∗n = cn(P
∗), ∀n ∈ IΩ. The necessary condition for the optimal deployment in the case of
∑N
n=1 Γn(P) ≤ γ
is proved.
In what follows, we verify the necessary conditions when E(P̂) =
∑N
n=1 Γn(P) > γ. Note that there is not enough energy
to move sensors to P̂ when E(P̂) > γ. Under this circumstance, sensors will run out of energy to minimize the distortion,
i.e., ∑
n∈IΩ
ξn‖p˜n − p
∗
n‖ = γ. (20)
Otherwise, one could further decrease the distortion by moving sensors towards P̂. Now, we start to prove Condition (i). Suppose
there exists one arbitrary sensor i ∈ IΩ and one dynamic sensor j ∈ Id(P
∗) such that ρi(P∗) > ρj(P∗). Let ∆ = ρi(P∗)−
ρj(P
∗) be the difference between the two sensors’ moving efficiencies, and ǫ ∈
(
0,min
(
‖p∗i−c∗i ‖
ξj
,
‖p∗j−p˜j‖
ξi
,
2ξiξj∆
ηiv
∗
i ξ
2
j+ηjv
∗
j ξ
2
i
))
be a small value. By Lemma 1, p∗i and p
∗
j are, respectively, placed on the segments p˜ic
∗
i and p˜jc
∗
j . Then we have
‖p˜i − c
∗
i ‖ = ‖p˜i − p
∗
i ‖+ ‖p
∗
i − c
∗
i ‖ (21)
and
‖p˜j − c
∗
j‖ = ‖p˜j − p
∗
j‖+ ‖p
∗
j − c
∗
j‖. (22)
Let p′i = p˜i + d
′
i ·
(c∗i−p˜i)
‖c∗i−p˜i‖ and p
′
j = p˜j + d
′
j ·
(c∗j−p˜j)
‖c∗j−p˜j‖ , where d
′
i = (‖p˜i − p
∗
i ‖+ ξjǫ) and d
′
j =
(
‖p˜j − p
∗
j‖ − ξiǫ
)
. According
to (21), (22), and the range of ǫ, we have d′i ∈ (‖p˜i − p
∗
i ‖, ‖p˜i − c
∗
i ‖) and d
′
j ∈
(
0, ‖p˜j − p
∗
j‖
)
, indicating that p′i and p
′
j are
placed on the intervals p˜ic
∗
i and p˜jc
∗
j , respectively. Thus, we have
‖p˜i − c
∗
i ‖ = ‖p˜i − p
′
i‖+ ‖p
′
i − c
∗
i ‖ = d
′
i + ‖p
′
i − c
∗
i ‖ = (‖p˜i − p
∗
i ‖+ ξjǫ) + ‖p
′
i − c
∗
i ‖ (23)
and
‖p˜j − c
∗
j‖ = ‖p˜j − p
′
j‖+ ‖p
′
j − c
∗
j‖ = d
′
j + ‖p
′
j − c
∗
j‖ =
(
‖p˜j − p
∗
j‖ − ξiǫ
)
+ ‖p′j − c
∗
j‖. (24)
Substituting (21) to (23), we get
‖p′i − c
∗
i ‖ = ‖p
∗
i − c
∗
i ‖ − ξjǫ. (25)
Substituting (22) to (24), we get
‖p′j − c
∗
j‖ = ‖p
∗
j − c
∗
j‖+ ξiǫ. (26)
Replacing p∗i and p
∗
j in P
∗ by p′i and p
′
j , we get another deployment P
′ = {p∗1, . . . , p
′
i, . . . , p
′
j, . . . , p
∗
N}. By straightforward
calculation, we have E(P∗) = E(P′) = γ, indicating that P′ is a feasible deployment. Moreover, the difference between
D(P∗) and D(P′) is
D(P∗)−D(P′) =
N∑
n=1
∫
Vn(P∗)
ηn‖p
∗
n − w‖f(w)dw −
N∑
n=1
∫
Vn(P′)
ηn‖p
′
n − w‖f(w)dw (27)
=
∫
Vn(P∗)
ηi‖p
∗
i−w‖f(w)dw+
∫
Vn(P∗)
ηj‖p
∗
j−w‖f(w)dw−
∫
Vn(P′)
ηi‖p
′
i−w‖f(w)dw−
∫
Vn(P′)
ηj‖p
′
j−w‖f(w)dw (28)
=ηiv
∗
i ‖p
∗
i − c
∗
i ‖
2 + ηjv
∗
j ‖p
∗
j − c
∗
j‖
2 − ηiv
∗
i ‖p
′
i − c
∗
i ‖
2 − ηjv
∗
j ‖p
′
j − c
∗
j‖
2 (29)
=ηiv
∗
i ‖p
∗
i − c
∗
i ‖
2+ηjv
∗
j ‖p
∗
j − c
∗
j‖
2−ηiv
∗
i (‖p
∗
i − c
∗
i ‖ − ξjǫ)
2
−ηjv
∗
j
(
‖p∗j − c
∗
j‖+ ξiǫ
)2
(30)
=
[
2ηiv
∗
i ξj‖p
∗
i − c
∗
i ‖ − 2ηjv
∗
j ξi‖p
∗
j − c
∗
j‖ −
(
ηiv
∗
i ξ
2
j + ηjv
∗
j ξ
2
i
)
ǫ
]
ǫ (31)
>0, (32)
where (28) follows from parallel axis theorem, (30) follows from (25) and (26), and (32) follows from the inequation 0 <
ǫ <
2ξiξj∆
ηiv
∗
i ξ
2
j+ηjv
∗
j ξ
2
i
. Therefore, P′ provides a smaller distortion than that of P∗ without exceeding the total energy constraint.
In other words, P′ is a better deployment compared with the optimal deployment P∗, indicating a contradiction. Thus, the
previous assumption about moving efficiency is invalid, and we have
ρi(P
∗) ≤ ρj(P∗), ∀i ∈ IΩ = Id
⋃
Is, j ∈ Id. (33)
Note that (33) holds for any i but only for dynamic js. If index i is static, we have Conclusion (a): ρi(P
∗) ≤ ρj(P∗), ∀i ∈
Is, j ∈ Id. If two indices n1 and n2 are both dynamic, by choosing i = n1 and j = n2, we will have ρn1 ≤ ρn2 . On the
other hand, if we pick i = n2 and j = n1, we will have ρn2 ≤ ρn1. Therefore, for dynamic nodes n1 and n2, we should
have ρn1 = ρn2 . We denote this common moving efficiency of dynamic sensors by ρ¯. As a result, we have Conclusion (b):
ρi = ρ¯, ∀i ∈ Id. Putting (a) and (b) together, we obtain
ρj(P
∗) = ρ¯ ≥ ρi(P∗), ∀i ∈ Is, j ∈ Id. (34)
Next, we calculate the common moving efficiency of dynamic sensors, ρ¯. Using (21), dynamic sensors’ moving efficiencies
can be rewritten as
ρn(P
∗) =
ξn‖p
∗
n − c
∗
n‖
ςn(P∗)
=
ξn (‖p˜n − c
∗
n‖ − ‖p
∗
n − p˜n‖)
ςn(P∗)
= ρ¯, ∀n ∈ Id(P
∗), (35)
Thus, the dynamic sensor n’s energy consumption is
En(P
∗) = ξn‖p∗n − p˜n‖ = ξn‖c
∗
n − p˜n‖ − ρ¯ςn(P
∗), ∀n ∈ Id(P∗), (36)
and the total energy consumption is
E(P∗) =
N∑
n=1
En(P
∗) =
∑
n∈Id(P∗)
En(P
∗) =
N∑
n=1
[ξn‖c
∗
n − p˜n‖ − ρ¯ςn(P
∗)] . (37)
Substituting (37) to (20), we get ρ¯ = ρ¯(P∗), indicating Condition (i).
Last, we verify Condition (ii). By (36), the dynamic sensors’ moving distances are
‖p∗n − p˜n‖ = ‖c
∗
n − p˜n‖ −
ρ¯(P∗)ςn(P∗)
ξn
, ∀n ∈ Id(P
∗). (38)
Substituting (21) to (38), the distance between p∗n and c
∗
n becomes
‖p∗n − c
∗
n‖ =
ξnρ¯(P
∗)
ηnv∗n
, ∀n ∈ Id(P
∗). (39)
By Lemma 1, dynamic sensors’ deployments can be represented as
p∗n = c
∗
n + ‖p
∗
n − c
∗
n‖
p˜n − c
∗
n
‖p˜n − c∗n‖
, ∀n ∈ Id(P
∗). (40)
Substituting (39) to (40), Sensor n’s optimal location becomes
p∗n = c
∗
n +
ξnρ¯(P
∗) (p˜n − c∗n)
ηnv∗n‖p˜n − c∗n‖
, ∀n∈Id(P
∗) (41)
Since the optimal partition is R∗ = V (P∗), the optimal geometric centroid and volume are c∗n = cn(P
∗) and v∗n = vn(P
∗).
Replacing c∗n and v
∗
n by cn(P
∗) and v∗n = vn(P
∗) in (41), we obtain Condition (ii).
APPENDIX C
PROOF OF THEOREM 1
To prove Theorem 1, we need the following concepts and Lemmas. Let Pk =
(
pk1 , . . . , p
k
N
)
be the sensor deployment
after the k-th iteration of EML Algorithm. In particular, P0 = P˜ is the initial deployment. We define the energy allocation
in the k-th iteration as Zk = (zk1 , . . . , z
k
N ), where z
k
n = ξn‖p
k
n − p˜n‖ is Sensor n’s energy consumption at the end of the
k-th iteration, where k ∈ {1, . . . ,K} and K is the number of iterations in EML Algorithm. By multiplicatively weighted
Voronoi partition in Step (1), the partition during Step (2) is fixed as V(Pk−1). For convenience, let ckn =
∫
Vn(Pk)
wf(w)dw∫
Vn(Pk)
f(w)dw
and vkn =
∫
Vn(Pk)
f(w)dw be the geometric centroid and volume of V(Pk), respectively. Moreover, let Γkn = c
k
n − p˜n be
the distance between Sensor n’s initial location and geometric centroid, χkn = ξn‖Γ
k
n‖ be the energy consumed by moving
Sensor n to the geometric centroid, and ςkn = ςn(P
k) =
ξ2n
ηnvkn
be a parameter depending on the partition volume. A series
of important auxiliary functions ρˆkn : ℜ
N → ℜ, k ∈ {1, . . . ,K}, n ∈ {1, . . . , N}, are defined as ρˆkn(Z) =
χkn−zn
ςkn
, where
Z = (z1, . . . , zn) ∈ ℜ
N . Different from the function ρn(P) : ℜ
2N → ℜ defined in Section III, the moving efficiency ρˆkn is
determined by the energy allocation Z rather than the deployment P.
Lemma 2. Let Ikd and I
k
s be, respectively, the dynamic and static sensor sets at the end of the k-th iteration. For EML
Algorithm, we make the following conclusions: (a) ρˆk−1i (Z
k) = ρˆk−1j (Z
k), ∀i, j ∈ Ikd , k ∈ {1, . . . ,K} and (b) ρˆ
k−1
i (Z
k) ≥
ρˆk−1j (Z
k), ∀i ∈ Ikd , j ∈ I
k
s , k ∈ {1, . . . ,K}.
Proof: At the end of Step (2), dynamic Sensor n’s movement in the k-th iteration is pkn−p˜n=
(
1− ςn(P
k−1)ρ¯(Pk−1)
ξn‖Γn(Pk−1)‖
)
Γn(P
k−1)
(see Algorithm 1), and then its energy consumption is
zkn = ξn‖p
k
n − p˜n‖ = ξn ·
∣∣∣∣1− ςn(Pk−1)ρ¯(Pk−1)ξn‖Γn(Pk−1)‖
∣∣∣∣ · ∥∥Γn(Pk−1)∥∥ =
∣∣∣∣∣∣χk−1n −
ςk−1n
[(∑
i∈Ik
d
χk−1i
)
− γ
]
∑
i∈Ik
d
ςk−1i
∣∣∣∣∣∣ , ∀n ∈ Ikd , (42)
where Ikd is the dynamic sensor set determined by the k-th iteration (Step (2)) of EML Algorithm. According to lines 9− 13
in Algorithm 1, the term among the vertical bars is positive, and thus
zkn = χ
k−1
n −
ςk−1n
[(∑
i∈Ik
d
χk−1i
)
− γ
]
∑
i∈Ik
d
ςk−1i
. (43)
Substituting (43) to the definition of ρˆk−1n (Z
k), the dynamic sensors’ moving efficiencies at Zk can be rewritten as
ρˆk−1n (Z
k)=
χk−1n − z
k
n
ςk−1n
=
[∑
i∈Ik
d
χk−1i
]
− γ∑
i∈Ik
d
ςk−1i
, ∀n ∈ Ikd . (44)
Note that the moving efficiencies for dynamic sensors at Zk are identical, Conclusion (a) is proved.
In what follows, we work on Conclusion (b). From (44), we find that ρˆk−1n (Z
k) depends on the dynamic sensor set Ikd . In
Step (2) of EML Algorithm, an (inner) iterative algorithm is designed to determine Ikd . Without loss of generality, we assume
that L inner iterations are used in the k-th iteration to determine the dynamic sensor set. Let Skl be the dynamic sensor set
after the l-th inner iteration in Step (2), where k is the iteration index of EML Algorithm. In particular, the initial and final
dynamic sensor set in Step (2) are Sk0 = IΩ and S
k
L = I
k
d . According to the description of EML Algorithm, the dynamic
sensor set is shrunk from IΩ to I
k
d during Step (2), and we have the relationship
IΩ = S
k
0 ) S
k
1 ) · · · ) S
k
L−1 ) S
k
L = I
k
d (45)
In addition, in the l-th inner iteration, l ∈ {1, . . . , L}, sensors in the set
(
Skl−1 − S
k
l
)
are removed from the dynamic sensor
set Skl−1 due to the non-positive energy allocation (see Algorithm 1). In other words, for any j ∈
(
Skl−1 − S
k
l
)
, we have
zkj = χ
k−1
j − ς
k−1
j
 ∑
i∈Sk
l−1
χk−1i
− γ

 ∑
i∈Sk
l−1
ςk−1i
 ≤ 0. (46)
Expanding (46) results in
ςk−1j
 ∑
i∈Sk
l−1
χk−1i
− γ
 ≥ χk−1j
 ∑
i∈Sk
l−1
ςk−1i
 . (47)
By calculating the summation over j ∈
(
Skl−1 − S
k
l
)
on both sides of (47), we get ∑
j∈(Skl−1−Skl )
ςk−1j

 ∑
i∈Sk
l−1
χk−1i
− γ
 ≥
 ∑
j∈(Skl−1−Skl )
χk−1j

 ∑
i∈Sk
l−1
ςk−1i
 . (48)
Let ρ˜k(S) =
[
∑
i∈S ̺
k
i ]−γ∑
i∈S ς
k
i
be a map from sensor set S to a real number. The difference of ρ˜k−1(·) at two dynamic sensor sets
that generated by the adjacent inner iterations l and (l − 1) is
ρ˜k−1
(
Skl
)
− ρ˜k−1
(
Skl−1
)
(49)
=
[( ∑
i∈Sk
l
χk−1i
)
− γ
]
( ∑
i∈Sk
l
ςk−1i
) −
 ∑
i∈Sk
l−1
χk−1i
− γ

( ∑
i∈Sk
l
ςk−1i
) (50)
=
 ∑
i∈Sk
l−1
ςk−1i
[( ∑
i∈Sk
l
χk−1i
)
− γ
]
−
( ∑
i∈Sk
l
ςk−1i
) ∑
i∈Sk
l−1
χk−1i
− γ

( ∑
i∈Sk
l
ςk−1i
)
·
 ∑
i∈Sk
l−1
ςk−1i
 (51)
=
 ∑
i∈Sk
l−1
ςk−1i
 ∑
i∈Sk
l−1
χk−1i
−
 ∑
j∈(Skl−1−Skl)
χk−1j
−γ
−
 ∑
i∈Sk
l−1
ςk−1i
−
 ∑
j∈(Skl−1−Skl)
ςk−1j
 ∑
i∈Sk
l−1
χk−1i
−γ

( ∑
i∈Sk
l
ςk−1i
)
·
 ∑
i∈Sk
l−1
ςk−1i
 (52)
=
 ∑
j∈(Skl−1−Skl )
ςk−1j
 ∑
i∈Sk
l−1
χk−1i − γ
−
 ∑
j∈(Skl−1−Skl )
χk−1j
 ∑
i∈Sk
l−1
ςk−1i

( ∑
i∈Sk
l
ςk−1i
)
·
 ∑
i∈Sk
l−1
ςk−1i
 ≥ 0, l ∈ {1, . . . , L}, (53)
where the inequality in (53) follows from (48). In sum, we have the ordered sequence
ρ˜k−1(IΩ) = ρ˜k−1(Sk0 ) ≤ ρ˜
k−1(Sk1 ) ≤ · · · ≤ ρ˜
k−1(SkL−1) ≤ ρ˜
k−1(SkL) = ρ˜
k−1(Ikd ) = ρˆ
k−1
n (Z
k), ∀n ∈ Ikd (54)
Let Z˜k(l) =
(
z˜k1 (l), . . . , z˜
k
N(l)
)
be the tentative energy allocation in the l-th inner iteration. According to Algorithm 1 (Line
9), Sensor n’s tentative energy consumption in the l-th iteration is
z˜kn (l) = ξn
∥∥Γn (Pk−1)∥∥− ςn (Pk−1)
[( ∑
i∈Sk
l
χi
(
P
k−1))− γ]( ∑
i∈Sk
l
ςi (Pk−1)
) = χk−1n − ςk−1n
[( ∑
i∈Sk
l
χk−1i
)
− γ
]
( ∑
i∈Sk
l
ςk−1i
) , ∀n ∈ Skl , (55)
and thus the tentative moving efficiency threshold ρ˜k−1(Skl ) can be rewritten as
ρ˜k−1(Skl ) =
[( ∑
i∈Sk
l
χk−1i
)
− γ
]
( ∑
i∈Sk
l
ςk−1i
) = (χk−1n − z˜kn(l))
ςk−1n
, ∀n ∈ Skl . (56)
Note that sensors j ∈
(
Skl−1 − S
k
l
)
are removed from the dynamic sensor set in the l-th iteration because their tentative energy
consumption is negative, i.e., z˜kj (l) < 0 (see Lines 10-13 in Algorithm 1). As a result, we have
ρˆk−1j (Z
k) =
χk−1n
ςk−1n
<
χk−1n − z˜
k
n(l)
ςk−1n
= ρ˜k−1(Skl ), ∀j ∈
(
Skl−1 − S
k
l
)
, l ∈ {1, . . . , L− 1}. (57)
Combining (54) with (57), we get
ρˆk−1j (Z
k) ≤ ρˆk−1i (Z
k), ∀i ∈ Ikd , j ∈
(
Skl−1 − S
k
l
)
, l ∈ {1, . . . , L− 1}. (58)
Since the static sensor set consists of the sensors that were removed from the first L− 1 inner iterations, i.e., Iks = S
k
0 −S
k
L =⋃
l∈{1,...,L−1}
(
Skl−1 − S
k
l
)
, we get Conclusion (b).
Lemma 3. For any iteration k > 0, the deployment Pk in EML Algorithm is the unique minimizer of the distortion with the
fixed partition, V(Pk−1).
Proof: First, we show that the total energy constrained sensor deployment problem with fixed cell partitions can be
converted to a simpler optimization problem. According to Line 3 in Algorithm 1, the cell partition is fixed as V(Pk−1) in
Step (1). Therefore, using the parallel axis theorem, the distortion in Step (2) can be rewritten as
N∑
n=1
∫
Vn(Pk−1)
ηn‖pn − w‖
2f(w)dw =
N∑
n=1
∫
Vn(Pk−1)
ηn‖c
k−1
n − w‖
2f(w)dw +
N∑
n=1
ηn‖pn − c
k−1
n ‖
2vk−1n . (59)
Note that the first term is a constant, and the second term is determined by the distances ‖pn − c
k−1
n ‖, n ∈ IΩ. It is easy to
prove that, the optimal pn should be placed between p˜n and c
k−1
n (the proof is similar to that of Lemma 1 and then omitted).
In what follows, we only consider the sensor locations on the segments {p˜nc
k−1
n }n∈IΩ . Therefore, Sensor n’s location at the
end of the k-th iteration can be represented as a function of zkn:
pn(zn) = p˜n +
zn
ξn
Γk−1n
‖Γk−1n ‖
, ∀n ∈ IΩ, (60)
where zn is Sensor n’s energy consumption. As a result, the distortion associated with the fixed partition V(P
k−1) can be
represented as a function of energy allocation Z, i.e.,
D˜(Z) = D(P(Z))=
N∑
n=1
∫
Vn(Pk−1)
ηn‖c
k−1
n − w‖
2f(w)dw +
N∑
n=1
ηn‖pn(zn)− c
k−1
n ‖
2vk−1n (61)
=
N∑
n=1
∫
Vn(Pk−1)
ηn‖c
k−1
n − w‖
2f(w)dw +
N∑
n=1
ηn
∥∥∥∥p˜n + znξn Γ
k−1
n
‖Γk−1n ‖
− ck−1n
∥∥∥∥2 vk−1n (62)
=
N∑
n=1
∫
Vn(Pk−1)
ηn‖c
k−1
n − w‖
2f(w)dw +
N∑
n=1
ηn
∥∥∥∥znξn Γ
k−1
n
‖Γk−1n ‖
− Γk−1n
∥∥∥∥2 vk−1n (63)
=Hk−1 +
N∑
n=1
(
zn − χ
k−1
n
)2
ςk−1n
, (64)
where Hk−1 =
∑N
n=1
∫
Vn(Pk−1)
ηn‖c
k−1
n − w‖
2f(w)dw is the best possible distortion with Vk−1, (61) follows from the
parallel axis theorem, (62) follows from (60), (63) follows from Γk−1n = c
k−1
n − p˜n, and (64) follows from straightforward
calculation. Thus, the total energy constrained sensor deployment problem in the k-th iteration becomes
minimize
Z
D˜(Z) (65)
s.t.
(
N∑
n=1
zn
)
≤ γ, 0 ≤ zn ≤ χ
k−1
n , n ∈ IΩ. (66)
Obviously, both the objective function (65) and the constraints (66) are convex. Therefore, there exists a unique minimizer for
the distortion with fixed cell partition Vk−1.
When γ ≥
∑N
n=1 χ
k−1
n in Step (2), sensors move to the geometric centroid c
k−1
n without breaking the energy constraint,
indicating an optimum deployment. On the contrary, when γ <
∑N
n=1 χ
k−1
n in Step (2), there is not enough energy to move
every sensor to its geometric centroid ck−1n . In this case, to minimize the distortion, sensors will run out of the energy, i.e.,∑
n ξnzn = γ. Let P
∗ = (p∗1, . . . , p
∗
N ) and Z
∗ = (z∗1 , . . . , z
∗
N) be the optimal deployment and energy allocation when the
partition is fixed as Vk−1. Suppose that the energy allocation Zk in the k-th iteration is different from the optimum one
Z
∗ = (z∗1 , . . . , z
∗
n), i.e., Z
k 6= Z∗. Observing that
∑N
n=1 z
k
n =
∑N
n=1 z
∗
n = γ > 0, one can find two sensors i and j such that
z∗i > z
k
i ≥ 0 and z
k
j > z
∗
j ≥ 0. Since z
k
j > 0, Sensor j is a dynamic sensor in the k-th iteration, i.e., j ∈ I
k
d . By Lemma 2,
we have ρˆk−1i (Z
k) ≤ ρˆk−1j (Z
k), and then
ρˆk−1i (Z
∗)=
(χk−1i −z
∗
i )
ςk−1i
<
(χk−1i −z
k
i )
ςk−1i
= ρˆk−1i (Z
k)≤ ρˆk−1j (Z
k)=
(χk−1j −z
k
j )
ςk−1j
<
(χk−1j −z
∗
j )
ςk−1j
= ρˆk−1j (Z
∗). (67)
By (67), we know ρk−1j (Z
∗) − ρk−1i (Z
∗) > 0. Let Z′ = (z′1, . . . , z
′
N ) be a new energy allocation, where z
′
i = z
∗
i − ǫ,
z′j = z
∗
j + ǫ, z
′
k = z
∗
k for k 6= i, j, and ǫ is an arbitrary value in
(
0,min(z∗i , z
k
j − z
∗
j ,
2(ρˆk−1j (Z
∗)−ρˆk−1i (Z∗))
(ςk−1i )
−1
+(ςk−1j )
−1
)
. First, we
show that Z ′ satisfies the total energy constraint (66). As the optimal energy allocation in the k-th iteration, Z∗ should
satisfy the constraint (66), i.e., z∗n ∈ [0, ξn‖Γ
k−1
n ‖], ∀n ∈ IΩ. In addition, since the sensor movement in the k-th iteration
is ‖pkn − p˜n‖=
(
1− ςn(P
k−1)ρ¯(Pk−1)
ξn‖Γn(Pk−1)‖
)
Γn(P
k−1) =
(
1−
ςk−1n ρ¯(P
k−1)
χ
k−1
n
)
Γk−1n , we have z
k
n = ξn‖p
k
n − p˜n‖ ∈ [0, χ
k−1
n ], ∀n ∈ IΩ.
According to the ranges of z∗n, z
k
n, and ǫ, we get z
′
i ∈ [0, χ
k−1
i ], z
′
j ∈ [0, χ
k−1
j ], and
∑N
n=1 z
′
n = γ, indicating Z
′ is a feasible
energy allocation. Next, we show that Z′ provides a smaller distortion compared to Z∗. The difference between D˜(Z∗) and
D˜(Zˆ) is
D˜(Z∗)− D˜(Zˆ′)=
(
χk−1i − z
∗
i
)2
ςk−1i
+
(
χk−1j − z
∗
j
)2
ςk−1j
−
(
χk−1i − (z
∗
i − ǫ)
)2
ςk−1i
−
(
χk−1j −
(
z∗j + ǫ
))2
ςk−1j
=ǫ
[
2
(
ρˆk−1j (Z
∗)− ρˆk−1i (Z
∗)
)
−
((
ςk−1i
)−1
+
(
ςk−1j
)−1)
ǫ
]
>0,
(68)
where the inequality follows from ǫ <
2(ρˆk−1j (Z
∗)−ρˆk−1i (Z∗))
(ςk−1i )
−1
+(ςk−1j )
−1 . In sum, Z
′ is a better solution than Z∗, which contradicts the
initial assumption. Therefore, Zk is the unique optimal solution for the converted optimized problem defined by (65) and (66).
Consequently, Pk is the unique minimizer of the distortion with the fixed partition, V(Pk−1).
Now we have enough materials to prove Theorem 1. EML Algorithm is an iterative improvement algorithm only if both steps
in EML do not increase the distortion defined by (1) subject to the constraint defined by (6). In Section II, we have proved that
MWVD is the optimal cell partition for a given deployment. Therefore, Step (1) of EML Algorithm will definitely decrease
the distortion. During Step (2) in the k-th iteration, the cell partition is fixed as V(Pk−1). By Lemma 3, we know Step (2) in
the k-th iteration will find the unique minimizer for the distortion with fixed partition V(Pk−1). In other words, the distortion
will be decreased by Step (2) in EML Algorithm unless the termination condition, Pk = Pk−1, happens. Therefore, EML
Algorithm is an iterative improvement algorithm. In addition, the distortion has a lower bound 0. As a result, the distortion of
EML Algorithm is non-increasing with a lower bound, indicating that the distortion converges.
APPENDIX D
PROOF OF PROPOSITION 2
Let R∗ = (R∗1, . . . , R
∗
N ) be the optimal partition. For simplicity, let c
∗
n =
∫
R∗n
wf(w)dw∫
R∗n
f(w)dw
and v∗n =
∫
R∗n
f(w)dw be,
respectively, the geometric centroid and the Lebesgue measure (volume) of R∗n, ∀n ∈ IΩ. The minimum distortion can
be rewritten as (18). The first term in (18) is a constant and thus the second term should be minimized with the constraint
(10). Obviously, there is no correlation between different sensor locations. Thus, we can optimize the distortion over each
sensor, separately. Therefore, the optimal sensor location p∗n should minimize the distance to c
∗
n subject to the constraint that
pn remains within a ball of radius
γn
ξn
centered at p˜n. A simple geometric argument reveals that the optimal solution should
fall on the interval c∗np˜n. If the radius
γn
ξn
is larger than the distance between c∗n and p˜n, Sensor n should be placed at c
∗
n, i.e.,
p∗n = c
∗
n, ∀n ∈ IΩ. (69)
Otherwise, Sensor n should be placed at a point on the interval c∗np˜n which is closest to c
∗
n, i.e., ‖p
∗
n − p˜‖ =
γn
ξn
and then
p∗n = p
(0)
n +
c∗n − p˜n
‖c∗n − p˜n‖
γn
ξn
, ∀n ∈ IΩ. (70)
Since MWVD is the optimal partition, we have R∗ = V (P∗) and then
c∗n =
∫
Vn(P∗)
wf(w)dw∫
Vn(P∗)
f(w)dw
= cn(P
∗), ∀n ∈ IΩ. (71)
Substituting (71) to (69) and (70), we get the necessary condition (11).
APPENDIX E
PROOF OF THEOREM 2
To prove Theorem 2, we adopt the concepts defined in Appendix C. CML Algorithm is an iterative improvement algorithm
only if both steps in EML do not increase the distortion defined by (1) subject to the constraint defined by (10). In Section II,
we have proved that MWVD is the optimal cell partition for a given deployment. Therefore, Step (1) of CML Algorithm will
not increase the distortion. During the second step of CML’s k-th iteration, the cell partition is fixed as V(Pk−1). When cell
partition is fixed, sensors are independent (there is no interaction among sensors in both objective function (1) and constraints
(10)). In this case, problem B can be converted into N independent optimization problems in which the n-th optimization
problem is
minimize
pkn
∫
Vn(Pk−1)
‖pkn − w‖
2f(w)dw (72)
s.t. ξn‖p
k
n − p˜n‖ ≤ γn. (73)
To follow the constraint (73), Sensor n should move within B(p˜n,
γn
ξn
), a disk centered at p˜n with radius
γn
ξn
. In addition, by
the parallel axis theorem, sub-objective function (72) can be rewritten as
∫
Vn(Pk−1)
‖ck−1n −w‖
2f(w)dw+ ‖pkn− c
k−1
n ‖
2vk−1n ,
which is determined by the distance from Sensor n’s location in the k-th iteration, pkn, to its geometric centroid in the k− 1th
iteration, ck−1n . It is self-evident that the Sensor n’s movement in Step (2) minimizes the distance to c
k−1
n within the disk
B(p˜n,
γn
ξn
). In other words, the sensor movement in Step (2) minimizes the distortion while following the individual energy
constraints (73). Therefore, CML Algorithm is an iterative improvement algorithm. In addition, the distortion has a lower
bound 0. As a result, the distortion of CML Algorithm is non-increasing with a lower bound, indicating that the distortion
converges.
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TABLE II
NOTATION TABLE (THE SYMBOLS WITH ∗ MEANS THE OPTIMAL ONE)
Symbol Description
N The number of sensors
n Index for sensors
Ω Target region
P˜ Initial sensor deployment
p˜n Sensor n’s initial deployment
P Sensor deployment
pn Sensor n’ location
P
k Sensor deployment at the end of the k-th iteration
pkn Sensor n’ location at the end of the k-th iteration
Z
k Energy allocation at the end of the k-th iteration
zkn Sensor n’ energy consumption at the end of the k-th iteration
R Complete cell partition
Rn Sensor n’ cell
f(·) Density function
IΩ Set of sensors
Id(·) Set of dynamic sensors
Is(·) Set of static sensors
Ikd Set of dynamic sensors at the end of the k-th iteration
Iks Set of static sensors at the end of the k-th iteration
D(·) Sensing uncertainty (distortion)
Dn(·) Sensing m’s local distortion
E(·) Total energy consumption
En(·) Sensor n’s energy consumption
ER Total residual energy
en Sensor n’s residual energy
T Network lifetime
CA(·) Area coverage
card(·) cardinality
‖ · ‖ Euclidean distance
ab The interval between points a and b.
Rs The minimum sensing radius
ηn Sensor n’s sensing cost parameter
ξn Sensor n’s moving cost parameter
vn(·) Lebesgue measure (volume) of the nth Voronoi Diagram generated by P
cn(·) Geometric of the n-th Voronoi Diagram generated by P
γ Total energy constraint
γn Sensor n’s energy constraint
ρn(P) Sensor n’s moving efficiency at deployment P
ρ¯(P) Moving efficiency threshold at P
ρˆkn(Z) Sensor n’s moving efficiency with partition V(P
k) and energy allocation Z
ρ¯k Moving efficiency threshold at the end of the k-th iteration
ρ˜kn(S) Sensor n’s tentative moving efficiency when the dynamic sensor set is S
Γn(·) An auxiliary parameter that defined by Γn(P) = ‖p˜n − cn(P)‖
̺n(·) An auxiliary parameter that defined by ̺n(P) = ξn‖pn − cn(P)‖
ςn(·) An auxiliary parameter that defined by ςn(P) =
ξ2n
ηnvn(P)
Γkn An auxiliary parameter that defined by Γ
k
n = ‖p˜n − c
k
n‖
χkn An auxiliary parameter that defined by χ
k
n = ξn‖p˜n − c
k
n‖
ςkn An auxiliary parameter that defined by ς
k
n =
ξ2n
ηnvkn
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