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Abstract
To combat the growing demands for efficient processing of large scale graph-structured datasets, many distributed graph
computing systems have been developed recently. As these systems require many messages to be exchanged among computing
machines at each step of the computation, communication bandwidth has been observed to be a major performance bottleneck.
We present a coded computing framework that systematically injects redundancy in the computation phase to enable coding
opportunities in the communication phase; thus reducing the communication load substantially. Specifically, we propose a coded
scheme that enables an (asymptotically) inverse-linear trade-off between computation load and average communication load for
Erdös-Rényi graphs. The proposed scheme is shown to be optimal asymptotically as the graph size increases. For finite-size graphs,
we demonstrate via numerical analysis that for a given computation load r, (i.e. when each graph vertex is carefully stored at
r servers), the proposed scheme slashes the average communication load by (nearly) a multiplicative factor of r. Furthermore,
we generalize our results to three other random graph models – random bi-partite model, stochastic block model and power
law model. In particular, we prove that our schemes asymptotically enable an inverse-linear trade-off between computation and
communication loads in distributed graph processing for these popular graph models as well. Additionally, we provide converses
for bi-partite as well as stochastic block models. Furthermore, we carry out experiments over Amazon EC2 clusters to practically
demonstrate the impact of our coded schemes, using artificial as well as real-world datasets, demonstrating gains of up to 50.8%
in comparison to the baseline approach.
I. INTRODUCTION
Graphs are widely used to identify and incorporate the relationship patterns and anomalies inherent in real-life datasets. Their
adoption in a wide range of problems such as web search, intelligent recommendation systems, social behaviours and natural
language processing have made graph processing indispensable. Their growing scale and importance have prompted the devel-
opment of various large-scale distributed graph processing frameworks, such as Pregel [2], PowerGraph [3] and GraphLab [4].
Model 
State
Fig. 1: An overview of “think like a vertex” approach taken
in common parallel graph computing frameworks, in which the
intermediate computations only depend on the neighbors at each
node. For two graph nodes, their scope of computations have
been highlighted in this figure.
The underlying theme in these systems is the “think like a vertex”
approach [5] where the computation at each vertex requires only the
data available in the neighborhood of the vertex (see Figure 1). This
approach significantly improves performance in comparison to general-
purpose distributed data processing systems (e.g., Dryad [6], MapReduce
[7]), which do not leverage the underlying structure of graphs.
These distributed graph processing systems, however, require many
messages to be exchanged among computing machines (servers) during
job execution. As a result, communication bandwidth is a common bottle-
neck in parallel computations over graphs [8], accounting for more than
50% of the overall execution time in representative cases [9]. We develop
a new framework that leverages coding to reduce the communication
load in distributed graph processing. Motivated by the “think like a
vertex” approach, we describe a mathematical model for MapReduce
computations on graphs and show how carefully injecting redundancy
in Map phase results in significant reduction in the communication load
during Shuffle phase. The idea is to leverage the graph structure and create
coded messages that simultaneously satisfy the data demand of multiple
computing machines in Reduce phase.
Our work is rooted in the recent development of a coding framework
for general MapReduce computations that establishes an inverse-linear
trade-off between computation and communication – Coded Distributed
Computing (CDC) [10]. CDC achieves the communication bandwidth gain r, when each Map computation is carefully repeated
at r servers. In particular, CDC aims to compute Q output functions of n input files using K distributed computing machines.
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2In the Map phase, each input file is Mapped to Q intermediate values each corresponding to one of the output functions.
The injected redundancy provides coded multicast opportunities in the Shuffle phase where servers exchange coded messages
that are simultaneously useful for multiple servers. Each server then decodes the received messages and Reduces the output
functions assigned to it. However, the general framework does not incorporate the heterogeneity in the file requirements by
the Reducers, as each Reducer is assumed to need intermediate values corresponding to all input files.
Moving from the general MapReduce framework to graph analytics, the key challenge is that the computation associated
with each vertex highly depends on the graph structure. In particular, computation at each vertex requires data only from the
neighboring vertices, while in the general MapReduce framework, each computation needs all the input files (which in graph
analytics corresponds to a complete graph). This asymmetry in the data requirements of the computations is the main challenge
in developing efficient subgraph and computation allocations and Shuffling schemes.
As the main contribution of this paper, we consider the Erdös-Rényi (ER) model for random graphs, and develop an
asymptotically optimal coded computing scheme for the distributed graph analytics problem. We define computation load r
as the average number of workers where the Mapping of a vertex takes place. For a given computation load r, we show
through achievability-converse arguments that in the regime of interest, the minimum average normalized communication load
is L∗(r) ≈ 1rLUC(r), where LUC(r) = p(1− rK ) denotes the average communication load for a baseline uncoded scheme with
computation load r, p is the edge probability in the ER graph of size n, and K denotes the number of servers.
To prove the achievability, we propose a coded scheme that creates coding opportunities for communicating messages across
machines by Mapping the same graph vertex at different machines, so that each coded transmission satisfies the data demand of
multiple machines. Within each multicast group, each worker communicates a coded message which is generated using careful
alignment of the intermediate values that the worker needs to communicate to all the remaining members of the multicast
group. Using these coded transmissions, each machine retrieves the missing intermediate values required for its computation
Reduction using the available intermediate values from Mapping and the received messages.
We also demonstrate that the proposed scheme is asymptotically optimal for the ER model. To this end, we derive an
information-theoretic lower bound on the average communication load for any allocation with computation load r. To derive
the lower bound, using induction we derive a lower bound on the expected load induced by any subset of servers. Therefore,
the computation-communication trade-off for the ER model is asymptotically characterized as L∗(r) ≈ 1rp(1 − rK ), for any
integer computation load 1 ≤ r ≤ K. Comparing with the expected uncoded load LUC(r) = p(1 − rK ), this shows that the
asymptotic communication gain r obtained by the proposed scheme for the ER model is optimal and can not be improved.
We extend our achievability results to random bi-partite model, stochastic block model and the power law model. The
proposed schemes demonstrate that an inverse-linear trade-off between computation and communication loads in distributed
graph processing exists for these graph models as well. Furthermore, we provide converse results for both the bi-partite model
as well as the stochastic block model.
Fig. 2: Demonstrating the impact of Coded PageRank in speeding up com-
putations in an Amazon EC2 cluster consisting of 5 machines as a function
of computation load (details of implementation are provided in Section VI).
One can observe that the Shuffle phase is the major component of the overall
execution time, and the proposed coding scheme slashes the overall execution
time by shortening the Shuffle phase (i.e., reducing the communication load) at
the expense of increasing the Map phase (i.e. increasing the computation load).
We demonstrate via numerical results that our coded
scheme for ER graph achieves near optimal average commu-
nication load for finite n and provides a gain of (almost) r
in comparison to a baseline uncoded scheme described later.
Furthermore, we implement the PageRank algorithm over
Amazon EC2 machines using both artificial as well as real-
world graphs, and demonstrate how our proposed scheme
can be applied in practice. Fig. 2 illustrates the results of our
experiments over the baseline approach for a social network
webgraph Marker Cafe Dataset [11]. As demonstrated in
Fig. 2, our proposed scheme achieves a speedup of 43.4%
over the naive MapReduce implementation and a speedup of
25.5% over the single machine implementation. The details
of implementation are provided in Section VI.
Related Work. A number of coding theoretic strategies
have been recently proposed to mitigate the bottlenecks
in large scale distributed computing [10], [12]. Several
generalizations to the Coded Distributed Computing (CDC)
technique proposed in [10] have been developed. The authors
in [13] extend CDC to wireless scenarios. The work in [14]
extends CDC to multistage dataflows. An alternative trade-off
between communication and distributed computation has been explored in [15] for MapReduce framework under predetermined
storage constraints. Coding using resolvable designs has been proposed in [16]. [17] extends CDC to heterogeneous computing
environments. The work in [18] proposes coding scheme for reducing communication load for computations associated with
linear aggregation of intermediate results in the final Reduce stage. The key difference between our framework and each of
3these works is that general MapReduce computations over graphs have heterogeneity in the data requirements for the Reduce
functions associated with the vertices. Other notable works that deal with communication bottleneck in distributed computation
include [19]–[21], where the authors propose techniques to reduce communication load in data shuffling in distributed learning.
Apart from communication bottleneck, various coding theoretic works have been proposed to tackle the straggler bottleneck
[12], [22]–[43]. Stragglers are slow processors that have significantly larger delay for completing their computational task, thus
slowing down the overall job execution in distributed computation. The first paper in this line of research proposed erasure
correcting codes for straggler mitigation in linear computation [12]. The work in [22] explores the potential of the multicore
nature of computing machines, while [24] extends the straggler mitigation for the matrix vector problem in wireless scenarios.
Redundant short dot products for matrix multiplication with long vector has been proposed in [23]. The authors in [24] propose
Heterogeneous Coded Matrix Multiplication (HCMM) scheme for matrix-vector multiplication in heterogeneous scenarios. In
[25], the authors propose gradient coding schemes for straggler mitigation in distributed batch gradient descent. Works in [26]
and [27] develop coding schemes for computing high-dimensional matrix-matrix multiplication. A Coupon Collector based
straggler mitigation scheme for batched gradient descent has been proposed in [28]. Other notable schemes include Substitute
decoding for coded iterative computing [29], coding for sparse matrix multiplications [30]–[32], approximate gradient coding
[33], efficient gradient computation tackling both straggler and communication load [34], a unified coding scheme for distributed
matrix multiplication [35], logistic regression with unreliable components [36], among others.
Notation. We denote by [n] the set {1, 2, . . . , n} for n ∈ N. For non-negative functions f and g of n, we denote f = Θ(g) if
there are positive constants c1, c2 and n0 ∈ N such that c1 ≤ f(n)/g(n) ≤ c2 for every n ≥ n0, and f = o(g) if f(n)/g(n)
converges to 0 as n goes to infinity. We define f = ω(g), if for any positive constant c, there exists a constant n0 ∈ N such
that f(n) > c · g(n) for every n ≥ n0. To ease the notation, we let 2× Bern(p) denote a random variable that takes on the
value 2 w.p. p and 0 otherwise.
II. PROBLEM SETTING
We now describe the setting and formulate the distributed graph analytics problem. In particular, we specify our computation
model, distributed implementation model and our problem formulation based on random graphs.
A. Computation Model
We consider an undirected graph G = (V, E) where V = [n] and E = {(i, j) : i, j ∈ V} denote the set of graph vertices and
the set of edges respectively. A binary file wi ∈ F2F of size F ∈ N is associated with each graph vertex i ∈ V . We denote
by W = {wi : i ∈ V} the set of files associated with all vertices in the graph. The neighborhood of vertex i is denoted by
N (i) = {j ∈ V : (j, i) ∈ E} and the set of files in the neighborhood of i is represented by WN (i) = {wj : j ∈ N (i)}. In
general, G can have self-loops, i.e., vertex i can be contained in N (i). Furthermore, a computation is associated with each
vertex i ∈ V as follows:
φi : F|N (i)|2F → F2B , (1)
where φi(·) outputs the input files in WN (i) to a length B binary stream oi = φi(WN (i)).
The computation φi(·) can be represented as a MapReduce computation:
φi(WN (i)) = hi({gi,j(wj) : wj ∈ WN (i)}), (2)
where the Map function gi,j : F2F → F2T Maps file wj to a length T binary intermediate value vi,j = gi,j(wj), ∀i ∈ N (j).
The Reduce function hi : F|N (i)|2T → F2B Reduces the intermediate values associated with the output function φi(·) into the
final output value oi = hi({vi,j : j ∈ N (i)}).
We illustrate our computation model through an example. Fig. 3(a) illustrates a graph with n = 6 vertices, where each vertex
is associated with a file, and Fig. 3(b) illustrates the corresponding MapReduce computations.
Iterative graph algorithms can be expressed in the MapReduce computation framework described above [44]. For brevity,
we present two popular graph algorithms and describe how they can be expressed in the proposed computation framework.
Example 1. PageRank [45], [46] is a popular algorithm to measure the importance of the vertices in a webgraph based on the
underlying hyperlink structure. In particular, the algorithm computes the likelihood that a random surfer would visit a page.
Mathematically, the rank of a vertex i satisfies the following relation:
Π(i) = (1− d)
∑
j∈N (i)
Π(j)P(j → i) + d 1|V| , (3)
where (1− d) is referred to as the damping factor, Π(i) denotes the likelihood that the random surfer will arrive at vertex i,
|V| is the total number of vertices in the webgraph, and P(j → i) is the transition probability from vertex j to vertex i. The
computation can be carried out iteratively as follows:
Πk(i) = (1− d)
∑
j∈N (i)
Πk−1(j)P(j → i) + d 1|V| , (4)
4(a) An example of a graph with 6 vertices.
(b) MapReduce decomposition of computations for graph in (a).
(c) A subgraph and computation allocation for graph in (a).
Fig. 3: An illustrative example.
where k and k − 1 are respectively the current and previous iterations and Π0(i) = 1|V| for all i ∈ V and k = 1, 2, · · · . The
number of iterations depends on the stopping criterion for the algorithm. Usually, the algorithm is stopped when the change
in the PageRank mass of each vertex is less than a pre-defined tolerance. The rank update at each vertex can be decomposed
into Map and Reduce functions for each iteration k. For a given vertex i and iteration k, let WkN (i) = {Πk−1(j), j ∈ N (i)},
and φki (WkN (i)) = (1 − d)
∑
j∈N (i) Π
k−1(j)P(j → i) + d 1|V| . The Mapper gi,j(·) Maps the file wkj = Πk−1(j) to the
intermediate values vki,j = gi,j(w
k
j ) = Π
k−1(j)P(j → i) for all neighboring vertices i ∈ N (j). Using the intermediate
values from the Map computations, the Reducer hi(·) computes vertex i’s updated rank as Πk(i) = hi
({vki,j : j ∈ N (i)}) =
(1− d)∑j∈N (i) vki,j + d 1|V| .
Example 2. Single-source shortest path is one of the most studied problems in graph theory. The task here is to find the
shortest path to each vertex i in the graph from a source vertex s. A sub-problem for this task is to compute the distance of
each vertex i from the source vertex s, where distance D(i) is the length of the shortest path from s to i. This can be carried
out iteratively in parallel. First, initialize D0(s) = 0 and D0(i) = +∞,∀i ∈ V \ {s}. Subsequently, each vertex i is updated
as follows at each iteration k:
Dk(i) = min
j∈N (i)
(Dk−1(j) + t(j, i)), (5)
where t(j, i) is the weight of the edge (j, i). The algorithm is stopped when the change in the distance value for each
vertex is within a pre-defined tolerance. The distance computation for each vertex at iteration k can be decomposed into
Map and Reduce computations. Particularly, for each vertex i and iteration k, let WkN (i) = {Dk−1(j), j ∈ N (i)}, and
φki (WkN (i)) = minj∈N (i)(Dk−1(j) + t(j, i)). The Mapper gi,j(·) Maps the file wkj = Dk−1(j) to the intermediate values
vki,j = gi,j(w
k
j ) = D
k−1(j) + t(j, i) for all neighboring vertices i ∈ N (j). Using the intermediate values from the Map
computations, the Reducer hi(·) computes i’s updated distance value as Dk(i) = hi
({vki,j : j ∈ N (i)}) = minj∈N (i) vki,j .
B. Distributed Implementation
We now describe our model for distributed implementation of the MapReduce computations described above. Naturally,
message passing would be needed in order to exchange intermediate values between machines after the Map stage, so that
each machine has all the intermediate values needed for executing the Reduce computations allocated to it. We consider a
network consisting of K machines that are connected to each other through a shared network, such that at any given time,
only one machine is allowed to use the network. Furthermore, we assume that one multicast takes the same amount of time
as one unicast. As the first step, a distributed implementation consists of allocating a subgraph to each machine.
Subgraph Allocation and Map Computation: We denote the subgraph that is allocated to each machine k ∈ [K] byMk ⊆ V .
Machine k will then store all the files corresponding to subgraphMk, and will be responsible for computing the Map functions
on those files. Note that each file (or vertex) should be Mapped by at least one machine. Additionally, we allow redundant
5computations, i.e., each file can be Mapped by more than one machine. The goal is to trade the computational resources in
order to reduce the communication load in the Shuffle phase. More formally, we define the computation load as follows.
Definition 1 (Computation Load). For a subgraph allocation, (M1, · · · ,MK), the computation load, r ∈ [K], is defined as
r ,
∑K
k=1 |Mk|
n
. (6)
Remark 1. For a desired computation load r, we assume that each server maps an equal number r nK of vertices of the graph.
Reduce Computation Allocation: A Reducer is associated with each vertex of the graph G. We use Rk ⊆ V to denote the set
of vertices whose Reduce computations are assigned to machine k. The set of Reduce computations are partitioned into K equal
parts and each part is associated exclusively with one machine, i.e., ∪Kk=1Rk = V and Rm ∩Rn = φ for m,n ∈ [K],m 6= n.
Therefore, |Rk| = nK , ∀k ∈ [K].
Given a subgraph and computation allocation to servers, denoted by A = (M,R) where M = (M1, · · · ,MK) and
R = (R1, · · · ,RK), the computation proceeds distributedly in the following three phases.
Map phase: Each server first Maps the files associated with the subgraph that is allocated to it. More specifically, for each
i ∈Mk, machine k computes a vector of intermediate values corresponding to the vertices inN (i) that is ~gi = (vj,i : j ∈ N (i)).
Shuffle phase: To be able to do the final Reduce computations, each server needs the intermediate values corresponding to the
neighbors of each vertex that it is responsible for its Reduction. Servers exchange messages so that at the end of the Shuffle
phase, each server is able to recover its required set of intermediate values. More formally, the Shuffle phase proceeds as
follows. For each k ∈ [K],
(i) machine k creates a message Xk ∈ F2ck as a function of intermediate values computed locally at that server during the
Map phase, i.e. Xk = ψk({~gi : i ∈Mk}), where ck is the length of the binary message Xk,
(ii) machine k multicasts Xk to all the remaining servers,
(iii) server k recovers the needed intermediate values {vi,j : i ∈ Rk, j ∈ N (i), j /∈Mk} using locally computed intermediate
values {vi,j : i ∈ N (j), j ∈Mk} and received messages {Xk′ : k′ ∈ [K] \ {k}}.
We define the (normalized) communication load of the Shuffle phase as follows.
Definition 2 (Normalized Communication Load). The normalized communication load, denoted by L, is defined as the number
of bits communicated by K machines during the Shuffle phase, normalized by the maximum possible total number of bits in
the intermediate values associated with all the Reduce functions, i.e.
L ,
∑K
k=1 ck
n2T
. (7)
Reduce phase: Server k uses its locally computed intermediate values and the messages received from other servers to first
construct the required intermediate values for Reduce functions that are allocated to it (i.e. for the vertices in Rk), and then
calculates oi = hi({vi,j : j ∈ N (i)}) for all i ∈ Rk.
To illustrate the above definitions, let us again consider the graph depicted in Fig. 3(a) where K = 3 machines are available
to carry out the computations. For the subgraph and computation allocation described in Fig. 3(c), each server k ∈ {1, 2, 3}
Maps the vertices in subgraph Mk and computes the Reductions associated with vertices in Rk. The computation load is
r = 2 and the normalized (uncoded) communication load equals to L = 636 .
C. Problem Formulation
Our broader goal is to develop optimal schemes for allocation of subgraphs and computations to servers, and the optimal
coding schemes for Shuffling in order to minimize the communication load for an allowed computation load r. However, we
note that this problem even in the simplest case of r = 1 and uncoded transmission in the Shuffling phase is NP-hard for
general graphs [47]. Hence, we restrict our attention to random graphs and focus on the average communication load.
We consider a random undirected graph G = (V, E), where edges independently exist with probability P[(i, j) ∈ E ] for all
i, j ∈ V . Let A(r) be the set of all possible subgraph and computation allocations for a given computation load r (as defined
in the previous subsection). For a graph realization G and an allocation A ∈ A(r), we denote by LA(r,G) the minimum
(normalized) communication load (as defined in Definition 2) over all feasible Shuffling coding schemes that enable each
machine to compute all the Reduce functions assigned to it.
We now formally define our problem as follows.
Problem: For a given random undirected graph G = (V, E) and a computation load r ∈ [K], our goal is to characterize the
minimum average normalized communication load, i.e.
L∗(r) , inf
A∈A(r)
EG [LA(r,G)]. (8)
Remark 2. For r ≥ K, L∗(r) is trivially 0 as each vertex can be mapped at each server, so all the intermediate values associated
with the Reducers of any server is available at the server.
Remark 3. As defined above, L∗(r) essentially reveals a fundamental trade-off between computation and communication in
distributed graph processing frameworks.
6(a) Erdös-Rényi model with
n = 20.
(b) Random bipartite model
with n1 = 6 and n2 = 4.
(c) Stochastic block model
with n1 = 12 and n2 = 18.
(d) Power law model with
n = 40, γ = 2.3 and 100
edges.
Fig. 4: Illustrative instances of the random graph models considered in the paper. In Fig. 4(a), each edge exists with a given probability p.
In Fig. 4(b), each cross-edge exists with a given probability q. In Fig. 4(c), each intra-cluster edge exists with a given probability p and each
cross-edge exists with a given probability q. In Fig. 4(d), expected degree of each node follows a power law distribution with exponent γ.
To solve the problem defined above, we need to establish the optimal subgraph and computation allocations for each server
along with an efficient Shuffle scheme.
III. MAIN RESULTS
In this section, we present the main results of our work. Our first result is the characterization of L∗(r) (defined in (8)) for
Erdös-Rényi model that is defined below.
Erdös-Rényi Model: Denoted by ER(n, p), this model consists of graphs of size n in which each edge exists with probability
p ∈ (0, 1], independently of other edges (4(a)).
Theorem 1. For Erdös-Rényi model ER(n, p) with p = ω( 1n2 ), we have
lim
n→∞
L∗(r)
p
=
1
r
(
1− r
K
)
. (9)
Remark 4. Theorem 1 reveals an interesting inverse linear trade-off between computation and communication. In particular, the
scheme that we propose for achievability of Theorem 1 asymptotically gives a communication load gain of r in comparison to
the uncoded scheme that as we discuss later in Section IV only achieves an average normalized communication load of p(1− rK ).
This trade-off can be used to leverage additional computing resources and capabilities to alleviate the costly communication
bottleneck. Moreover, we numerically demonstrate that even for finite graphs, not only the proposed scheme significantly
reduces the communication load, but also has a small optimality gap (Fig. 5). Finally, the assumption p = ω( 1n2 ) implies the
regime of interest in which the average number of edges in the graph is growing with n. Otherwise, the problem would not
be of interest since the communication load would become negligible even without redundancy/coding in computation.
Remark 5. Achievability of Theorem 1 is proved in Section IV, where we provide subgraph and computation allocations
followed by the code design for Shuffling. The main idea is to leverage the coded multicast opportunities offered by the
injected redundancy and create coded messages which simultaneously satisfy the data demand of multiple servers. Careful
combination of available intermediate values during the Shuffle phase benefits from the missing graph connections by aligning
the present intermediate values. Conversely, Theorem 1 demonstrates that the asymptotic bandwidth gain r achieved by the
proposed scheme is optimal and can not be improved. Proof of converse is provided in Section V, where by induction we
derive information-theoretic lower bounds on the average communication load required by any subset of servers.
Furthermore, we develop subgraph allocation and computation allocation schemes along with coded Shuffling schemes for
three popular random graph models which are described below:
Random Bi-partite Model: Denoted by RB(n1, n2, q), this model consists of graphs with two disjoint clusters of sizes n1
and n2 in which each inter-cluster edge exists with probability q ∈ (0, 1], independently of other edges (4(b)). No intra-cluster
edge exists in this model.
Stochastic Block Model: Denoted by SBM(n1, n2, p, q), this model consists of graphs with two disjoint clusters of sizes n1 and
n2 such that each intra-cluster edge exists with probability p and each inter-cluster edge exists with probability q, 0 < q < p ≤ 1,
all independent of each other (Fig. 4(c)).
Power Law Model: Denoted by PL(n, γ, ρ), this model consists of graphs of size n in which degrees are i.i.d random variables
drawn from a power law distribution with exponent γ and edge probabilities are ρ-proportional to product of the degrees of
the two end vertices (Fig. 4(d)).
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Fig. 5: Performance comparison of the coded scheme with uncoded scheme and the proposed lower bound. The averages for the communication
load for the two schemes were obtained over graph realizations with n = 300, p = 0.1 and K = 5.
The following theorems provide the achievability results for RB, SBM and PL models and are proved in the appendices.
Theorem 2. For random bi-partite model RB(n1, n2, q) with n = n1 + n2, n1 = Θ(n), n2 = Θ(n), |n1 − n2| = o(n) and
q = ω( 1n2 ), we have
1
8r
(
1− 2r
K
)
≤ lim sup
n→∞
L∗(r)
q
≤ 1
2r
(
1− 2r
K
)
. (10)
Theorem 3. For stochastic block model graph SBM(n1, n2, p, q) with n = n1 + n2, n1 = Θ(n), n2 = Θ(n), and p =
ω( 1n2 ), q = ω(
1
n2 ), we have
lim sup
n→∞
L∗(r)
pn21+pn
2
2+2qn1n2
(n1+n2)2
≤ 1
r
(
1− r
K
)
. (11)
Moreover, the following converse inequality holds:
L∗(r)
q
≥ 1
r
(
1− r
K
)
. (12)
Remark 6. Combining (11) and (12), it can be easily verified that for the stochastic block model, the converse is within a
constant factor of achievability if p = Θ(q).
Theorem 4. For power law model graph PL(n, γ, ρ) with γ > 2, we have
lim sup
n→∞
nL∗(r)
(γ−1γ−2 )
≤ 1
r
(
1− r
K
)
. (13)
Remark 7. Theorems 2, 3 and 4 demonstrate that the inverse linear trade-off between computation load and communication
load can also be achieved in random bi-partite model, stochastic block model and power law model.
IV. ACHIEVABILITY FOR ERDÖS-RÉNYI MODEL
We now propose our coded and uncoded schemes for Erdös-Rényi model, and prove the achievability of Theorem 1.
A. Proposed Scheme
As explained in Section II, a scheme for distributed implementation of the computation consists of subgraph allocation,
computation allocation, and Shuffling algorithm. We next precisely describe our proposed scheme.
Subgraph Allocation and Map Computation: The n vertices are partitioned into
(
K
r
)
batches of size g = n/
(
K
r
)
, each
corresponding to a set T ⊆ [K] of size r, i.e. {1, · · · , n} = ∪T ⊆[K],|T |=rBT . Server k ∈ [K] Maps the vertices in BT if
k ∈ T . Equivalently, BT ⊆Mk if k ∈ T , i.e. each server Maps r nK vertices.
Reduce Computation Allocation: The n Reduce functions are disjointly and uniformly partitioned into K subsets and each
subset is assigned exclusively to one machine. Thus, each server is responsible for computing nK Reductions. We denote the
proposed subgraph and computation allocation by AC.
Uncoded Shuffle: Given the above subgraph and computation allocation, consider a worker k ∈ [K]. Due to symmetry, the
total expected communication load is sum of the communication loads of each worker. Hence we can focus on finding the
8communication load of worker k. Note that there are n/K Reducers assigned to worker k, and r nK Mappers assigned to
worker k. Therefore, for each Reducer in worker k, the expected communication required is (pn − p rnK )T . Summing over
the expected communication loads for all the Reducers in worker k, the total expected communication load for worker k is
n
K (pn− p rnK )T . Summing over all the K servers, we get the average normalized communication load for the uncoded scheme
as L¯UCAC = K
n
K (pn− p rnK )T 1n2T = p(1− rK ).
Coded Shuffle: Consider a set of servers S ⊆ [K], |S| = r+1. For each server k ∈ S, let ZkS\{k} be the set of all intermediate
values needed by Reduce functions in k, and are available exclusively at each server k′ ∈ S \ {k}, i.e.
ZkS\{k} = {vi,j : (i, j) ∈ E , i ∈ Rk, j ∈ ∩k′∈S\{k}Mk′}. (14)
For each k ∈ S, each intermediate value vi,j ∈ ZkS\{k} is evenly split into r segments v(1)i,j , · · · , v(r)i,j , each of size Tr bits.
Each segment is associated with a distinct server in S \ {k}. Therefore, ZkS\{k} is evenly partitioned to r sets, which are
denoted by ZkS\{k},s for s ∈ S \ {k}. Depending on the realization of the graph, the maximum possible size of ZkS\{k} is
g˜ = g nK =
n2
K(Kr )
= Θ(n2). Each server s ∈ S creates an r × g˜ table and fills that out with segments which are associated
with it. Each row of the table is filled from left by the segments in one of the sets ZkS\{k},s, where k ∈ S \{s} (Fig. 6). Then,
server s broadcasts the XOR of all the segments in each (non-empty) column of the table (for each non-empty column, the
empty entries are zero padded). Clearly, there exist at most g˜ of such coded messages. The process is carried out similarly for
all remaining subsets S ⊆ [K] with |S| = r + 1.
After the Shuffle phase, all but one intermediate values contributed in each coded message are locally available. Moreover,
all possible subsets of multicast servers have sent their corresponding messages. Therefore, each server can recover all of the
intermediate values associated with its assigned set of Reduce functions using the received coded messages and the locally
computed intermediate values.
Remark 8. The proposed scheme carefully aligns and combines the existing intermediate values to benefit from the coding
opportunities. This resolves the issue posed by the asymmetry in the data requirements of the Reducers which is one of the
main challenges in moving from the general MapReduce framework to graph analytics.
As an example, consider a system of K = 3 servers and computation load r = 2. For the graph in Fig. 3(a), Fig. 3(c)
summarizes the subgraph and computation allocations followed from the proposed scheme. Consider the set S = [K] of
size r + 1 = 3. Every intermediate value in Z3{1,2} = {v5,1, v6,2} is split into r = 2 segments, each associated with a
distinct server in {1, 2}. This is done similarly for servers 1 and 2. Then, servers 1, 2, and 3 broadcast their coded messages
X1 = {v(1)5,1 ⊕ v(1)4,3, v(1)3,4 ⊕ v(1)6,2}, X2 = {v(2)5,1 ⊕ v(1)1,5, v(2)6,2 ⊕ v(1)2,6}, and X3 = {v(2)4,3 ⊕ v(2)1,5, v(2)3,4 ⊕ v(2)2,6}, respectively.
All three servers can recover their needed intermediate values. For instance, server 3 needs v5,1 to carry out the Reduce
function associated with vertex 5. Since it has already Mapped vertices 3 and 5, intermediate values v4,3 and v1,5 are available
locally. Server 3 can recover v(1)5,1 and v
(2)
5,1 from v
(1)
5,1 ⊕ v(1)4,3 and v(2)5,1 ⊕ v(1)1,5, respectively. Therefore, the overall uncoded
communication load 636 is reduced to coded load
3
36 .
B. Proof of Achievability
We first define the average normalized communication load for our scheme as follows. For graph G, the proposed
allocation AC ∈ A(r), and the proposed coded and uncoded Shuffling scheme, we denote the normalized coded and uncoded
communication loads by LCAC(r,G) and LUCAC(r,G), respectively. The average normalized coded and uncoded communication
loads will then be L¯CAC , EG [L
C
AC
(r,G)] and L¯UCAC , EG [LUCAC(r,G)], respectively.
We now apply the proposed coded scheme to graph G and compute the induced average coded load. Without loss of
generality, we analyze our algorithm by a generic argument for servers S = {s1, · · · , sr+1} which can be similarly applied
for other sets of servers due to the symmetric structure induced by the graph model and allocations. Following the Shuffle
phase of the proposed scheme, consider r servers s2, · · · , sr+1 and the (r + 1)’th server s1. Server s1 broadcasts at most g˜
coded messages X1, · · · , X g˜ which are exclusively useful for servers s2, · · · , sr+1. For each non-empty column j ∈ [g˜], Xj
is XOR of at most r segments of size Tr bits, associated with server s1. More formally, for all j ∈ [g˜], Xj =
⊕r
i=1 v
(1)
α(i,j),
where Zsi+1S\{si+1},s1 = {v
(1)
α(i,j) : j ∈ [g˜]} and i ∈ [r] (Fig. 6).
Let Bern(p) random variable Eα(i,j) indicate the existence of the edge α(i, j) ∈ V ×V , i.e. Eα(i,j) = 1, if α(i, j) ∈ E , and
Eα(i,j) = 0, otherwise. Clearly, for all vertices i, j, t, u ∈ V , Eα(i,j) is independent of Eα(t,u) if α(i, j) and α(t, u) do not
represent the same edge, and Eα(i,j) = Eα(t,u), otherwise. For i ∈ [r], the random variable Pi is defined as
Pi =
g˜∑
j=1
Eα(i,j), (15)
i.e. each Pi is sum of g˜ possibly dependent Bern(p) random variables. Note that Pi’s are not independent in general. By careful
alignment of present intermediate values (Fig. 6), s1 broadcasts Q coded messages each of size Tr bits, where Q = maxi∈[r] Pi.
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=
v
(1)
α(1,1)
v
(1)
α(2,1)
v
(1)
α(r,1)
⊕
⊕
⊕
...
X2
=
v
(1)
α(1,2)
v
(1)
α(2,2)
v
(1)
α(r,2)
⊕
⊕
⊕
...
X3
=
v
(1)
α(1,3)
v
(1)
α(2,3)
v
(1)
α(r,3)
⊕
⊕
⊕
...
X g˜
=
v
(1)
α(1,g˜)
v
(1)
α(2,g˜)
v
(1)
α(r,g˜)
⊕
⊕
⊕
...
. . .
. . .
. . .
P1 :
P2 :
Pr :
Fig. 6: Creating coded messages by aligning present intermediate values.
Thus, the total coded communication load sent from server s1 exclusively for servers s2, · · · , sr+1 is TrQ bits. By similar
arguments for other sets of servers, we can characterize the average coded communication load of the proposed scheme as
L¯CAC =
1
rn2
K
(
K − 1
r
)
E[Q]. (16)
The following lemma asymptotically upper bounds E[Q] and the proof is provided in Section IV-C.
Lemma 1. For ER(n, p) graphs with p = ω( 1n2 ), we have
E[Q] ≤ pg˜ + o(pg˜). (17)
Putting (16) and Lemma 1 together, we have
L∗(r) ≤ L¯CAC ≤
1
r
p
(
1− r
K
)
+ o(p),
hence the achievability claimed in Theorem 1 is proved. Finally, we note that as explained in the uncoded Shuffle algorithm,
the average normalized uncoded communication load of the proposed scheme is L¯UCAC = p
(
1− rK
)
, which implies that our
scheme achieves an asymptotic gain r.
Remark 9. As we next show in the proof of Lemma 1, the regime p = ω(1/n2) is essential in order to have pg˜ = ω(1). As
g˜ = n
2
K(Kr )
= Θ(n2) is a deterministic function of n, the regime p = ω(1/n2) is needed to get the achievability and asymptotic
optimality of Theorem 1.
C. Proof of Lemma 1
Before proving Lemma 1, we first present the following lemma that will be used in our proof.
Lemma 2. For random variables {Pi}ri=1 defined in (15), their moment generating functions for s′ > 0 can be bounded by
E
[
es
′Pi
] ≤ (pe2s′ + 1− p)g˜/2. (18)
Proof. Consider a generic random variable of the form (15)
P =
g˜∑
j=1
Ej , (19)
where Ej’s are Bern(p) and possibly dependent. However, although Ej’s may not be all independent, but dependency is
restricted to pairs of Ej’s. In other words, for all 1 ≤ j ≤ g˜, Ej is either independent of all E[g˜]\{j}, or is equal to E` for
some ` ∈ [g˜] \ {j} and independent of all E[g˜]\{j,`}. By merging dependent pairs, we can write
P =
g˜−J∑
j=1
Fj , (20)
where
(i) Fj’s are independent,
(ii) g˜ − 2J of Fj’s are Bern(p),
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(iii) J of Fj’s are 2× Bern(p),
for some integer 0 ≤ J ≤ b g˜2c. Now, we can bound the moment generating function of P . For s′ > 0,
E
[
es
′P ] = E[es′∑Jj=1 Fj] (21)
=
g˜−J∏
j=1
E
[
es
′Fj
]
(22)
=
(
pes
′
+ 1− p)g˜−2J(pe2s′ + 1− p)J (23)
=
[(
pes
′
+ 1− p)2]g˜/2−J(pe2s′ + 1− p)J (24)
(a)
≤ (pe2s′ + 1− p)g˜/2−J(pe2s′ + 1− p)J (25)
=
(
pe2s
′
+ 1− p)g˜/2, (26)
where inequality (a) is obtained using Lemma 4 (proof available in Appendix F).
We now complete the proof of Lemma 1. For any s′ > 0, we can write
es
′E[Q] ≤ E[es′Q] (27)
= E
[
max
i=1,··· ,r
es
′Pi
]
(28)
≤ E
[ r∑
i=1
es
′Pi
]
(29)
=
r∑
i=1
E
[
es
′Pi
]
(30)
≤ r(pe2s′ + 1− p)g˜/2, (31)
where the last inequality follows from Lemma 2. Taking logarithm from both sides yields
E[Q] ≤ 1
s′
log(r) +
g˜
2s′
log(pe2s
′
+ 1− p). (32)
Let us substitute s = 2s′ in (32). Then,
E[Q] ≤ 1
s
log(r2) +
g˜
s
log(pes + 1− p), (33)
for any s > 0. Let p¯ = 1− p and pick
s∗ = 2
√
log(r)
g˜pp¯
. (34)
We proceed with evaluation of the right hand side (RHS) of (33) at s = s∗. We first recall the following Taylor series
log(1 + x) = x− x
2
2
+
x3
3
− · · · , for x ∈ (−1, 1], (35)
ex = 1 + x+
x2
2
+
x3
3!
+ · · · , for x ∈ R. (36)
Let x = p(es∗ − 1). It is easy to check that for p = ω( 1n2 ), we have x → 0 and s∗ → 0 as n → ∞. Therefore, for n → ∞
we can write
log(pes∗ + 1− p) = log(x+ 1)
= x− x
2
2
+
x3
3
− · · ·
= p(es∗ − 1)− p
2(es∗ − 1)2
2
+
p3(es∗ − 1)3
3
− · · ·
= p
(
s∗ +
s∗2
2
+
s∗3
3!
+ · · · )− p2
2
(
s∗ +
s∗2
2
+
s∗3
3!
+ · · · )2 + p3
3
(
s∗ +
s∗2
2
+
s∗3
3!
+ · · · )3 − · · ·
= ps∗ +
pp¯
2
s2∗ + o(ps
2
∗). (37)
Putting everything together, we have
E[Q] ≤ 1
s∗
log(r2) +
g˜
s∗
log(pes∗ + 1− p) (38)
=
1
s∗
log(r2) +
g˜
s∗
(
ps∗ +
pp¯
2
s2∗ + o(ps
2
∗)
)
(39)
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=
1
s∗
log(r2) + g˜p+
g˜pp¯
2
s∗ + o(g˜ps∗) (40)
= g˜p+ 2
√
g˜pp¯ log(r) + o
(√
g˜p
)
. (41)
Recall that g˜ = n
2
K(Kr )
which is a deterministic function of n. Therefore, we choose p = ω( 1n2 ) to have g˜p = ω(1) and thus√
g˜pp¯ log(r) = Θ
(√
g˜p
)
= o (g˜p). Therefore, E[Q] ≤ pg˜ + o(pg˜), as n→∞.
V. CONVERSE FOR ERDÖS-RÉNYI MODEL
In this section, we prove the asymptotic optimality of our proposed coded scheme for ER model by applying similar
techniques employed in [10] to prove the optimality of CDC scheme. More precisely, we complete the proof of Theorem 1
by deriving the lower bound on the best average communication load for ER model. Let G be an ER(n, p) random graph
and consider a subgraph and computation allocation A = (M,R) ∈ A(r), where ∑Kk=1 |Mk| = rn and |Rk| = nK , for all
k ∈ [K]. We denote the number of files that are Mapped at j vertices under Map assignment M, as ajM, for all j ∈ [K]. The
following lemma holds.
Lemma 3. EG [LA(r,G)] ≥ p
∑K
j=1
ajM
n
K−j
Kj .
Proof. We let intermediate values vi,j be realizations of random variables Vi,j , uniformly distributed over F2T . For a random
graph G = (V, E) and subsets I,J ⊆ V = [n], define V GI,J = {Vi,j : (i, j) ∈ E , i ∈ I, j ∈ J } as the set of present intermediate
values in graph G corresponding to Reducers in I and Mappers in J . For a given allocation A = (M,R) ∈ A(r) and a
subset of servers S ⊆ [K], we define XS = {Xk : k ∈ S} and Y GS = (V GRS ,:, V G:,MS ), where “:” denotes all possible indices
(which depend on both allocation and graph realization). As described in Section II-B, each coded message is a function of
the present intermediate values Mapped at the corresponding server. Moreover, all the intermediate values required by the
Reducers are decodable from the locally available intermediate values and received messages at the corresponding server. That
is, H(Xk|V G:,Mk) = 0 and H(V GRk,:|X[K], V G:,Mk) = 0 for all servers k ∈ [K] and graphs G. We denote the number of vertices
that are exclusively Mapped by j servers in S as aj,SM , that is
aj,SM ,
∑
S1⊆S:|S1|=j
|(∩k∈S1Mk) \ (∪k′ /∈S1Mk′)|. (42)
We prove the following claim by induction.
Claim 1. For any subset S ⊆ [K],
EG
[
H(XS |Y GSc)
]
≥ pT
|S|∑
j=1
aj,SM
n
K
|S| − j
j
. (43)
Proof. (i) If S = {k}, for any k ∈ [K] and graph G we have H(XS |Y GSc) ≥ 0. Therefore,
EG
[
H(XS |Y GSc)
]
≥ 0 = pT
1∑
j=1
a1,SM
n
K
1− 1
1
. (44)
(ii) Assume that the claim (43) holds for all subsets of size S0. For any subset S ⊆ [K] of size S0 + 1, the following steps
hold:
H(XS |Y GSc) =
1
|S|
∑
k∈S
H(XS , Xk|Y GSc) (45)
=
1
|S|
∑
k∈S
(H(XS |Xk, Y GSc) +H(Xk|Y GSc)) (46)
≥ 1|S|
∑
k∈S
H(XS |Xk, Y GSc) +
1
|S|H(XS |Y
G
Sc). (47)
where (47) follows from (46) using chain rule and conditional entropy relations. Simplifying (47) and using |S|−1 = S0,
we have the following:
H(XS |Y GSc) ≥
1
S0
∑
k∈S
H(XS |V G:,Mk , Y GSc). (48)
Moreover,
H(XS |V G:,Mk , Y GSc) = H(V GRk,:|V G:,Mk , Y GSc) +H(XS |V G:,Mk , V GRk,:, Y GSc) (49)
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We can lower bound expected value of the first RHS term in (49) as follows
EG
[
H(V GRk,:|V G:,Mk , Y GSc)
]
= EG
[ ∑
v∈Rk
H(V G{v},:|V G{v},Mk∪MSc )
]
(50)
= EG
[ ∑
v∈Rk
|N (v)| − |N (v) ∩ (Mk ∪MSc)|
]
(51)
=
n
K
pT
S0∑
j=0
a
j,S\{k}
M (52)
≥ n
K
pT
S0∑
j=1
a
j,S\{k}
M . (53)
Expected value of the second term in RHS of (49) can be lower bounded from the induction assumption:
EG
[
H(XS |V G:,Mk , V GRk,:, Y GSc)
]
= EG
[
H(XS\{k}|Y GS\{k})
]
(54)
≥ pT
S0∑
j=1
a
j,S\{k}
M
n
K
S0 − j
j
. (55)
Putting (48), (49), (53), and (55) together, we have
EG
[
H(XS |Y GSc)
]
≥ 1
S0
∑
k∈S
EG
[
H(XS |V G:,Mk , Y GSc)
]
(56)
=
1
S0
∑
k∈S
EG
[
H(V GRk,:|V G:,Mk , Y GSc)
]
+ EG
[
H(XS |V G:,Mk , V GRk,:, Y GSc)
]
(57)
≥ 1
S0
∑
k∈S
( n
K
pT
S0∑
i=1
a
i,S\{k}
M + pT
S0∑
j=1
a
j,S\{k}
M
n
K
S0 − j
j
)
(58)
= pT
S0∑
j=1
n
K
1
j
∑
k∈S
a
j,S\{k}
M (59)
= pT
S0+1∑
j=1
aj,SM
n
K
S0 + 1− j
j
. (60)
(iii) Therefore, for any subset S ⊆ [K], claim (43) holds.
Now, pick S = [K]. Then,
EG
[
LA(r,G)
] ≥ EG
[
H(XS |Y GSc)
]
n2T
≥ p
K∑
j=1
ajM
n
K − j
Kj
. (61)
Proof of Converse for Theorem 1. First, we use the result in Claim 1 and bound the best average communication load as
follows:
L∗(r) ≥ inf
A
EG
[
LA(r,G)
]
(62)
≥ inf
A
p
K∑
j=1
ajM
n
K − j
Kj
, (63)
where the infimum is over all subgraph and computation allocations A = (M,R) ∈ A(r) for which ∑Kk=1 |Mk| = rn and
|Rk| = nK , ∀k ∈ [K]. Additionally, for any Map allocation with computation load r, we have the following equations:
K∑
j=1
ajM = n,
K∑
j=1
jajM = rn. (64)
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Using convexity of K−jKj in j and (64), the converse is proved:
L∗(r) ≥ inf
A
p
K∑
j=1
ajM
n
K − j
Kj
(65)
≥ inf
A
p
K −∑Kj=1 j ajMn
K
∑K
j=1 j
ajM
n
(66)
=
1
r
p
(
1− r
K
)
. (67)
VI. EXPERIMENTS OVER AMAZON EC2 CLUSTERS
In this section, we demonstrate the practical impact of our proposed coded schemes via experiments over Amazon EC2
clusters. We first present our implementation choices and experimental scenarios. Then, we discuss the results and provide
some remarks. Implementation codes are available at [48].
A. Implementation Details
We implement one iteration of the popular PageRank algorithm, which can be easily expressed in the MapReduce framework
(Example 1), for a real-world graph as well as artificially generated graphs. For real-world dataset, we use TheMarker Cafe
Dataset [11]. For generating artificial graph datasets, we use the Erdös-Rényi model, where each edge in the graph is present
with probability p. We consider the following three scenarios:
• Scenario 1: We use a subgraph of size n = 69360 of TheMarker Cafe Dataset [11]. The computing cluster consists of
K = 6 workers and one master with communication bandwidth of 100 Mbps at each machine.
• Scenario 2: We generate a graph using Erdös-Rényi model with n = 12600 vertices and p = 0.3. The computing cluster
consists of K = 10 workers and one master with communication bandwidth of 100 Mbps at each machine.
• Scenario 3: We generate a graph using Erdös-Rényi model with n = 90090 vertices and p = 0.01. The computing cluster
consists of K = 15 workers and one master with communication bandwidth of 100 Mbps at each machine.
For each scenario, we carry out PageRank implementation for different values of the computation load r. The case of r = 1
corresponds to the naive MapReduce based implementation, where each vertex i ∈ V = [n] is stored at exactly one machine,
where the Map computation for i takes place. Furthermore, for the case of r = 1, we let Mk = Rk for each machine
k ∈ [K], i.e. the Map and Reduce tasks associated with any vertex i take place in the same machine. For r > 1, we increase
the computation load until the overall execution time starts increasing. As real-world graphs commonly follow the power law
model [49], we implement our proposed scheme in Section IV for subgraph allocation, computation allocation and coded
shuffling.
We now describe our implementation choices. We use Python with mpi4py package. In all of our experiments, master is of
type r4.large and workers are of type m4.large. For Scenario 2 and Scenario 3, we use a sample from the Erdös-Rényi model.
This process is carried out using a c4.8xlarge machine instance. For each scenario, the graphs are processed and subgraph
allocation is done as a pre-processing step. The generated subgraphs are allocated to the workers before computation. For
r = 1, the graph is partitioned into smaller instances which have equal numbers of vertices. Each such partition consists of
two Python lists, one that consists of the vertices that will be Mapped by the corresponding machine, and the other one
that consists of the neighborhood information of each vertex to be Mapped. The position of the neighborhood tuple in the
neighborhood list is same as the position of the corresponding vertex in the vertex list, so that one can iterate over the
two together during the Map stage. For r > 1, the graph is divided into
(
K
r
)
subfiles, where each subfile consists of equal
numbers of vertices. Then each subfile is included in the subgraph of the corresponding set of r machines. This way, we get
a a computation load of r.
The overall execution consists of the following phases:
1) Map: Without loss of generality, the rank for each vertex is initialized to 1n . Each worker goes over its subgraph and
Maps the rank associated with a vertex to intermediate values that are required by the neighboring vertices during the
Reduce stage. Each intermediate value consists of key-value pair, where the key is an integer storing the vertex id, while
the value is a real number storing the associated value. Based on the vertex id, the intermediate value is associated with
the partition where the vertex is Reduced, which is obtained by hashing the vertex id. For each partition, a separate list
is created for storing keys and values.
2) Encode/Pack: In Uncoded PageRank, no encoding is done as the transfer of intermediate values is done directly. For
Coded PageRank, coded multicast packets are created using the proposed encoding scheme. Transmission data is serialized
before Shuffling.
3) Shuffle: At any time, only one worker is allowed to use the network for transmission. In Uncoded PageRank, each worker
unicasts its message to different servers, while in Coded PageRank, the communication takes place in multicast groups.
For any multicast group, each worker takes its turn to broadcast its message to all the remaining workers in the group.
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4) Unpack/Decode: The messages received during the Shuffle phase are de-serialized. In Coded PageRank, each worker
decodes the coded packets received from other workers in accordance with the proposed coded scheme to recover the
intermediate values. After the decoding phase, all intermediate values that are needed for Reduce phase are available at
the workers.
5) Reduce: Each worker goes over its set of vertices that it needs to Reduce and updates the corresponding PageRank values.
In Uncoded PageRank, for any vertex i ∈ V , the Map and Reduce operations associated with it are done at the same
worker. Therefore, no further data transmission is needed to communicate the updated ranks for the Map phase in next
iteration. In the Coded scheme, message passing is done in order to transmit the updated PageRanks to the Mappers.
Next, we discuss the results of our experiments.
B. Experimental Results
We now present the results from our experiments. The overall execution times for the three scenarios have been presented
in Fig. 7 1. We make the following observations from the results:
(a) Scenario 1 (b) Scenario 2
(c) Scenario 3
Fig. 7: Overall execution times for distributed PageRank implementation for different computation load for the three scenarios.
• As demonstrated in Fig. 7a, maximum gain for Scenario 1 is obtained with a computation load of r = 5. Our proposed
scheme achieves a speedup of 43.4% over the naive MapReduce implementation (r = 1) and a speedup of 25.5% over
the single machine implementation (r = 6).
• For Scenarios 2 and 3, the optimal gain is obtained for r = 4, after which the overall execution time increases due to
saturation of gain in Shuffling time and large Map time. As demonstrated by Fig. 7b and Fig. 7c, our proposed scheme
achieves speedups of 50.8% and 41.8% for Scenarios 2 and 3 respectively, in comparison to the naive PageRank.
• As demonstrated by Fig. 7, Shuffle phase dominates the overall execution time in the naive implementation of PageRank.
By increasing the computation load, the proposed scheme leverages extra computing in the Map phase to slash the Shuffle
phase, thus speeding up the overall execution time.
1The Map time includes the time spent in Encode/Pack stage, while the Unpack stage is combined with Reduce phase.
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• Theoretically, we demonstrated that by increasing the computation load by r, we slash the expected communication load
in Shuffle phase by nearly r. Here, we empirically observe that due to large size of the graph model, we have a similar
trade-off between computation load and communication load for each sample of the graph model as well.
• While the Map phase increases almost linearly with r, the overall gain begins to saturate, since the Shuffle phase does
not decrease linearly with r. This is because as we increase r, the overheads in multicast data transmissions increase and
start to dominate the overall Shuffling time. Furthermore, unicasting one packet is smaller than the time for broadcasting
the same packet to multiple machines [12].
Remark 10. The overall execution time can be approximated as follows:
TTotal(r) ≈ rTMap + TShuffle/r + TReduce, (68)
where TMap, TShuffle and TReduce are the Map, Shuffle and Reduce times for the naive MapReduce implementation. For selecting
the computation load for coded implementation, one heuristic is to choose r that is the nearest integer to the minimizer r∗ of
(68) where
r∗ =
√
TShuffle
TMap
= arg min
r
TTotal(r).
For instance, in Scenario 2, TMap = 1.649, TShuffle = 43.78 and r∗ = 5.15. As demonstrated by Fig. 7b, a computation load of
r = 5 gives close to the optimal performance attained at r = 4.
VII. CONCLUSION
We describe a mathematical model for graph based MapReduce computations and demonstrated how coding theoretic
strategies can be employed to substantially reduce the communication load in distributed graph analytics. Our results reveal an
inverse linear trade-off exists between computation load and communication load in distributed graph anaytics. This trade-off
can be used to leverage additional computing resources and capabilities to alleviate the costly communication bottleneck in
distributed graph processing systems. In particular, we propose achievable schemes for four popular random graph models –
Erdös-Rényi model, bi-partite model, stochastic block model, and power law model. For the Erdös-Rényi model, we provide
proof for a matching converse, showing the optimality of our proposed scheme. For bi-partite and stochastic block models,
we also provide converse proofs. For the Erdös-Rényi model, we numerically demonstrate that even for finite graphs, not
only the proposed scheme significantly reduces the communication load, but also has a small optimality gap. Furthermore, we
carried out experiments over Amazon EC2 clusters to corroborate our claims, demonstrating speedups of up to 50.8% in the
overall execution time of PageRank over artificial graphs generated using the Erdös-Rényi model. Furthermore, we conduct
experiments over a real-world social network graph, achieving speedup of up to graph how our proposed coded schemes can
achieve significant speedups over experiment over real graphs, dataset and demonstrate a speedup of up to 43.4% over the
naive PageRank.
One of the major differences from system based frameworks such as Pregel is the use of combiners before Shuffling [2],
where the intermediate values that are Mapped at any server are combined at the server depending on the target Reducer
computations. Our proposed schemes can be applied on top of combiners, and it is an interesting future direction to explore
this in detail. The case with fully connected graphs has been solved in the recent work of [18], showing that the coding gain
can be achieved on top of the gain from combiners. The scheme proposed in [18] utilizes the techniques of combiners as well
as coding across intermediate results, which provides a Shuffling gain which is multiplicative of the gains from combiners and
coding. Furthermore, the problem of finding the minimum communication load as a computation load for a graph instance
is NP-hard, due to which we focused on subgraph allocation and computation allocation schemes that are oblivious to graph
realizations. It is an interesting future direction to develop schemes that allocate resources after looking at the graph.
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APPENDIX A
ACHIEVABILITY FOR RANDOM BI-PARTITE MODEL
Consider RB(n1, n2, q) graph G = (V1 ∪ V2, E) with n = n1 + n2, |V1| = n1 = Θ(n), and |V2| = n2 = Θ(n) where
|n1 − n2| = o(n). The prior knowledge of the bi-partite structure of the graph implies that Reduction of nodes in V1 depends
only on the Mappers in V2. Therefore, the two operations would better be assigned to the same set of servers. Inspired by
that argument, we describe subgraph and computation allocations as follows. We divide the total K servers into two sets of
K1 =
n1
n K and K2 =
n2
n K servers. Assume n1 ≥ n2.
(I) Mappers in V1 and Reducers in V2 are distributedly allocated to K1 servers according to the allocation scheme proposed
in Section IV-A. Each of the K1 servers Maps n1 rK1 = n
r
K vertices (in V1) and Reduces n2K1 = n2n1 nK vertices (in V2).
Note that although each server in K1 is loaded at its capacity with n rK Mappers, these servers are assigned
n2
n1
n
K ≤ nK
Reducers which implies more Reducers can be assigned to these servers.
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(II) Next we allocate the Mappers in V2 to the other set of K2 servers similar to Mappers in V1. According to our pick
for K2 and the allocation scheme proposed in Section IV-A, each server in K2 is assigned with n2 rK2 = n
r
K vertices
(in V2). To allocate the n1 Reductions in V1 to the K2 servers, we note that these servers can accommodate at most
K2
n
K = n2 Reductions which is less than n1. To allocate all Reductions, we use the remaining Reduction space in the
K1 servers. More precisely, we first allocate n2 out of the total n1 Reductions in V1 to the K2 servers.
(III) Finally, we allocate the remaining n1 − n2 vertices to the K1 servers.
All in all, each of the K servers is now assigned with nr/K Maps and n/K Reducers. We denote this allocation by A˜ ∈ A(r).
Moreover, coded Shuffling applies the coded scheme proposed in Section IV-A for Reducing functions in phases (I) and (II)
separately. We also allow uncoded communications for enabling Reductions required in phase (III).
Now, we evaluate the communication load of each of the above phases. Let L¯C(I)
A˜
, L¯C(II)
A˜
denote the average coded
communication loads for phases (I) and (II); and L¯UC(III)
A˜
denote the average uncoded communication load regarding phase
(III). From the achievability result in Theorem 1, for q = ω( 1n2 ), we have
L¯C(I)
A˜
≤ 1
r
q
n1n2
n2
(
1− r
K1
)
+ o(q), (69)
and
L¯C(II)
A˜
≤ 1
r
q
n22
n2
(
1− r
K2
)
+ o(q). (70)
As mentioned before, Reduction of the remaining n1 − n2 vertices in phase (III) is carried out uncoded, which induces the
average load
L¯UC(II)
A˜
= q
n2(n1 − n2)
n2
. (71)
Putting all together, the proposed achievable scheme has the total average communication load L¯A˜ where
L¯A˜ = L¯
C(I)
A˜
+ L¯C(II)
A˜
+ L¯UC(III)
A˜
(72)
≤ 1
r
q
n1n2
n2
(
1− r
K1
)
+
1
r
q
n22
n2
(
1− r
K2
)
+ q
n2(n1 − n2)
n2
+ o(q). (73)
Hence, the achievability claim of this theorem can be concluded as follows:
lim sup
n→∞
L∗(r)
q
≤ lim sup
n→∞
L¯A˜
q
(74)
≤ lim sup
n→∞
1
r
n1n2
n2
(
1− r
K1
)
+ lim sup
n→∞
1
r
n22
n2
(
1− r
K1
)
+ lim sup
n→∞
n2(n1 − n2)
n2
(75)
=
1
2r
(
1− 2r
K
)
. (76)
APPENDIX B
CONVERSE FOR RANDOM BI-PARTITE MODEL
Here we provide a lower bound on the optimal average communication load for the random bi-partite model that is within
a constant factor of the upper bounds and complete the proof of Theorem 2. Consider G = (V1 ∪ V2, E), a realization of
an RB(n1, n2, q) graph. To derive a lower bound on L∗(r), we arbitrarily remove n1 − n2 vertices in V1 along with their
corresponding edges. The new bi-partite graph represents two random ER graphs with n2 vertices. Consider Reducing the
vertices in one side of the new graph, e.g. V2. Clearly, this provides a lower bound on L∗(r). Note that now each Mapper can
benefit from a redundancy factor of 2r. According to Theorem 1, Reducing V2 induces the (optimal) communication load of
1
2r q
(
1− 2rK
)
+ o(q) which implies
lim sup
n→∞
L∗(r)
q
≥ lim sup
n→∞
1
2r
q
n22
n2
(
1− 2r
K
)
+ o(q) (77)
=
1
8r
(
1− 2r
K
)
. (78)
Hence, the proof of Theorem 2 is completed.
APPENDIX C
ACHIEVABILITY FOR STOCHASTIC BLOCK MODEL
Consider an SBM(n1, n2, p, q) graph G = (V1∪V2, E1∪E2∪E3) with n = n1+n2, |V1| = n1 = Θ(n), and |V2| = n2 = Θ(n).
Edge subsets E1, E2 and E3 repectively represent intra-cluster edges among vertices in V1, intra-cluster edges among vertices
in V2, and inter-cluster edges between vertices in V1 and V2. Let G1 = (V1, E1) and G2 = (V2, E2) be graphs induced by V1
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and V2, respectively, and denote the graph of inter-cluster connections by G3 = (V1∪V2, E3). Clearly, G1 and G2 are ER(n1, p)
and ER(n2, p) graphs, while G3 is RB(n1, n2, q) graph.
We consider the allocation A˜, proposed in Appendix A for both uncoded and coded Shufflings. In uncoded schemes, Reducing
each function in V1 requires on average pn1 intermediate values Mapped by vertices in V1 due to intra-cluster connections
which introduces the average uncoded load L¯UC1
A˜
= p
n21
(n1+n2)2
(
1− rK
)
. Similarly, the average uncoded load for Reducing
V2 due to intra-cluster connections is L¯UC2A˜ = p
n22
(n1+n2)2
(
1− rK
)
. Moreover, inter-cluster connections induce an average load
L¯UC3
A˜
= q 2n1n2(n1+n2)2
(
1− rK
)
.
In the coded scheme, we propose to employ achievable schemes used for ER and RB models in the regime of interest, that
is p = ω( 1n2 ), q = ω(
1
n2 ) and p ≥ q. More specifically, we first apply the coded scheme described in Section IV-A to ER
graph G1 which induces the average coded load
L¯C1
A˜
≤ 1
r
L¯UC1
A˜
+ o(p) =
1
r
p
n21
(n1 + n2)2
(
1− r
K
)
+ o(p). (79)
Similarly, the same scheme applied to ER graph G2 results in the average coded load
L¯C2
A˜
≤ 1
r
L¯UC2
A˜
+ o(p) =
1
r
p
n22
(n1 + n2)2
(
1− r
K
)
+ o(p). (80)
Finally, we employ the achievable scheme described in Appendix A to RB graph G3 which induces the average coded load
L¯C3
A˜
≤ 1
r
L¯UC3
A˜
+ o(q) =
1
r
q
2n1n2
(n1 + n2)2
(
1− r
K
)
+ o(q). (81)
Let us denote by L¯C
A˜
and L¯UC
A˜
the total average normalized communication loads of the coded and uncoded schemes, respectively.
Therefore,
L∗(r) ≤ L¯C
A˜
(82)
= L¯C1
A˜
+ L¯C2
A˜
+ L¯C3
A˜
(83)
≤ 1
r
(L¯UC1
A˜
+ L¯UC2
A˜
+ L¯UC3
A˜
) + o(p) (84)
=
1
r
L¯UC
A˜
+ o(p) (85)
=
pn21 + pn
2
2 + 2qn1n2
(n1 + n2)2
(
1− r
K
)
+ o(p), (86)
which concludes the achievability in Theorem 3.
APPENDIX D
CONVERSE FOR STOCHASTIC BLOCK MODEL
Consider an SBM(n1, n2, p, q) graph G = (V1∪V2, E1∪E2∪E3) with n = n1+n2, |V1| = n1 = Θ(n), and |V2| = n2 = Θ(n).
Our approach to derive a lower bound for the minimum average communication load is to randomly remove edges from the two
intra-cluster edges, i.e. E1 and E2. Moreover, edges are removed such that each of those clusters are then Erdos-Renyi models
with connectivity probability q (reduced from p). This can be simply verified by the following coupling-type argument. Let the
Bernoulli random variable Ep denote the indicator of existence of a generic edge in an ER(n, p) graph, i.e. Pr[Ep = 1] = 1−p.
Now, generate another Bernoulli Eq by randomly removing edges from the realized ER graph as follows:
Eq =
 if Ep = 0 0if Ep = 1 { 0 w.p. 1− q/p1 w.p. q/p. (87)
Clearly, Eq is Bernoulli(q) and the resulting graph has fewer number of edges compared to the original one (with probability
1). By doing so for the two ER components of the SBM graph, we have a larger ER graph of size n = n1+n2 with connectivity
probability q. From Theorem 1, we have
L∗(r)
q
≥ 1
r
(
1− r
K
)
, (88)
which yields the converse in Theorem 3.
APPENDIX E
ACHIEVABILITY FOR POWER LAW MODEL
We consider a general model for random graphs where the expected degree sequence d = (d1, · · · , dn) is independently
drawn from a power law distribution with exponent γ, i.e. Pr[di = d] = cd−γ for i ∈ [n] and d ≥ 1 and proper constant c
[50]. Given the realization of the expected degrees d, for a sufficiently small constant ρ and all i, j ∈ [n], vertices i and j are
connected with probability pi,j = P[(i, j) ∈ E ] = ρdidj , independently of other edges. We now proceed to analyze the coded
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and uncoded communication loads averaged over the random connections and random degrees induced by the subgraph and
computation allocation AC proposed in Section IV-A.
Consider the allocation AC = (M,R) and a subset of servers S ⊆ [K] of size |S| = r+1. According to the proposed scheme
in Section IV-A, for every server s ∈ S, servers in S \ {s} form a table and construct coded messages using the intermediate
values in the sets ZkS\{k} (defined in (14)) where k ∈ S \ {s}. Therefore, r + 1 tables are formed each constructing coded
messages of size maxk∈S\{s} |ZkS\{k}|Tr bits. The total coded load induced by the subset S (and exclusively for the use of
servers in S) denoted by LCAC(S) is
LCAC(S) =
1
n2r
∑
s∈S
max
k∈S\{s}
|ZkS\{k}|. (89)
However, in uncoded scenarios, denoted by LUCAC(S) the total uncoded load induced by subset S (and exclusively for the use
of servers in S) is
LUCAC(S) =
1
n2
∑
s∈S
|ZsS\{s}|. (90)
We have
|ZsS\{s}| =
∑
i∈Rs
|N (i) ∩ (∩k′∈S\{s}Mk′)| (91)
=
∑
i∈Rs
m∈∩k′∈S\{s}Mk′
1{(i,m) ∈ E}, (92)
where the random Bernoulli 1{(i,m) ∈ E} indicates the realization of the edge connecting vertices i and m, i.e. E[1{(i,m) ∈
E}|d] = ρdidm. We note that |Rs| = n/K and |∩k′∈S\{s}Mk′ | = n/
(
K
r
)
. Therefore, there are g˜ = n
2
K(Kr )
Bernoulli summands
in (92) in which every two summands are either independent or equal and independent of other summands. More precisely,
(92) can be decomposed to sum of all independent Bernoulli random variables and sum of dependent ones as follows:
|ZsS\{s}| =
∑
i∈Rs
m∈∩k′∈S\{s}Mk′
1{(i,m) ∈ E} (93)
=
∑
i∈Rs\∩k′∈S\{s}Mk′ ,m∈∩k′∈S\{s}Mk′
or
i∈Rs ,m∈∩k′∈S\{s}Mk′\Rs
or
i=m∈Rs∩(∩k′∈S\{s}Mk′ )
1{(i,m) ∈ E}+ 2
∑
i,m∈Rs∩(∩k′∈S\{s}Mk′ )
i<m
1{(i,m) ∈ E} (94)
Note that with this decompostion, all the Bernoulli summands in both terms in (94) are independent. Assume that the first and
second terms in (94) contain g˜ − 2J and J summands respectively.
According to Kolmogorov’s strong law of large numbers (Proposition 1 provided at the end of this section) and given that the
second condition in the proposition is satisfied for Bernoullis, we have
1
g˜ − 2J
∑
i∈Rs\∩k′∈S\{s}Mk′ ,m∈∩k′∈S\{s}Mk′
or
i∈Rs ,m∈∩k′∈S\{s}Mk′\Rs
or
i=m∈Rs∩(∩k′∈S\{s}Mk′ )
1{(i,m) ∈ E} − E[ρdidm] a.s.−−→ 0 (95)
1
J
∑
i,m∈Rs∩(∩k′∈S\{s}Mk′ )
i<m
1{(i,m) ∈ E} − E[ρdidm] a.s.−−→ 0 (96)
Therefore, size of the set ZsS\{s} converges almost surely, that is
1
g˜
(
|ZsS\{s}| − E
[|ZsS\{s}|]) = g˜ − 2Jg˜ 1g˜ − 2J ∑
i∈Rs\∩k′∈S\{s}Mk′ ,m∈∩k′∈S\{s}Mk′
or
i∈Rs ,m∈∩k′∈S\{s}Mk′\Rs
or
i=m∈Rs∩(∩k′∈S\{s}Mk′ )
1{(i,m) ∈ E} − E[ρdidm] (97)
+
J
g˜
1
J
2
∑
i,m∈Rs∩(∩k′∈S\{s}Mk′ )
i<m
1{(i,m) ∈ E} − E[ρdidm] (98)
a.s.−−→ 0, (99)
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where
E
[|ZsS\{s}|] = ∑
i∈Rs
m∈∩k′∈S\{s}Mk′
E[ρdidm] (100)
= E
[
ρ vol(Rs)vol(∩k′∈S\{s}Mk′)
]
, (101)
and vol(V ) =
∑
v∈V dv for any subset of vertices V ⊆ [n]. Moreover,
lim
n→∞
n
g˜
E
[|ZsS\{s}|] = limn→∞E
[
(ρn)
1
n/K
vol(Rs) 1
n/
(
K
r
)vol(∩k′∈S\{s}Mk′)
]
. (102)
Each of the terms vol(Rs), vol(∩k′∈S\{s}Mk′) and inverse of ρ are summation of i.i.d power law random variables for which
the expected value exists for γ > 2 and E[d1] = γ−1γ−2 . Therefore, by strong law of large numbers (Proposition 1) each term
approaches its average almost surely, that is for γ > 2
1
n/K
vol(Rs) a.s.−−→ E[d1] = γ − 1
γ − 2 , (103)
1
n/
(
K
r
)vol(∩k′∈S\{s}Mk′) a.s.−−→ E[d1] = γ − 1
γ − 2 . (104)
ρn
a.s.−−→ 1
E[d1]
=
γ − 2
γ − 1 , (105)
Plugging into (102), we have limn→∞ ng˜E
[|ZsS\{s}|] = (γ−1γ−2) . Therefore, ng˜ |ZsS\{s}| a.s.−−→ (γ−1γ−2) for any s ∈ S and S ⊆ [K].
Putting all together, we have for γ > 2,
lim
n→∞nE[L
UC
AC
(S)] = lim
n→∞
n
n2
∑
s∈S
E
[|ZsS\{s}|] (106)
=
1
K
(
K
r
) lim
n→∞
∑
s∈S
n
g˜
E
[|ZsS\{s}|] (107)
=
r + 1
K
(
K
r
) (γ − 1
γ − 2
)
. (108)
Therefore, denoted by LUCAC the total uncoded communication load, we have
lim
n→∞nE[L
UC
AC
] = lim
n→∞
∑
S⊆[K]
n|S|=r+1
E[LUCAC(S)] =
(
K
r + 1
)
r + 1
K
(
K
r
) (γ − 1
γ − 2
)
=
(
1− r
K
)(γ − 1
γ − 2
)
. (109)
For the coded scheme, we have
lim
n→∞nE[L
C
AC
(S)] = lim
n→∞
n
n2r
∑
s∈S
E
[
max
k∈S\{s}
|ZkS\{k}|
]
(110)
≤ lim
n→∞
n(r + 1)
n2r
E
[
max
s∈S
|ZsS\{s}|
]
(111)
=
r + 1
rK
(
K
r
) (γ − 1
γ − 2
)
. (112)
The last equality follows the fact that ng˜ maxs∈S |ZsS\{s}|
a.s.−−→
(
γ−1
γ−2
)
, since ng˜ |ZsS\{s}| converges almost surely for any s ∈ S.
Plugging into (112), the expected coded load is
lim
n→∞nE[L
C
AC
] = lim
n→∞n
∑
S⊆[K]
|S|=r+1
E[LCAC(S)] ≤
(
K
r + 1
)
r + 1
rK
(
K
r
) (γ − 1
γ − 2
)
=
1
r
(
1− r
K
)(γ − 1
γ − 2
)
, (113)
which yields
lim
n→∞
nL∗(r)
(γ−1γ−2 )
≤ lim
n→∞
nE[LCAC ]
(γ−1γ−2 )
≤ 1
r
(
1− r
K
)
. (114)
Comparing the coded load with uncoded load proves the achievability of gain r for power law model.
Proposition 1 (Kolmogorov’s Strong Law of Large Numbers [51], [52]). Let X1, X2, · · · , Xn, · · · be a sequence of independent
random variables with |E[Xn]| <∞ for n ≥ 1. Then
1
n
n∑
i=1
(
Xi − E[Xi]
) a.s.−−→ 0, (115)
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if one of the following conditions are satisfied:
1) Xi’s are identically distributed,
2) ∀n, var(Xn) <∞ and
∑∞
n=1
var(Xn)
n2 <∞.
APPENDIX F
Lemma 4. For all p ∈ [0, 1] and s′ > 0, we have (pes′ + 1− p)2 ≤ pe2s′ + 1− p.
Proof. For given p ∈ [0, 1], define f(s′) = (pes′ + 1− p)2 − (pe2s′ + 1− p). Clearly f(0) = 0. Moreover,
f ′(s′) = 2pp¯(es
′ − e2s′) < 0, (116)
for s′ > 0. Therefore, f(s′) ≤ 0 for all s′ > 0, concluding the claim of the lemma.
