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RESUMEN
En esta tesis estudiaremos diversos aspectos del entrelazamiento entre diferentes particiones de
sistemas de muchos cuerpos, tanto para el estado fundamental como para estados térmicos. Con-
sideraremos en general aquellos sistemas definidos por Hamiltonianos cuadráticos en operadores
locales y en particular el caso de redes de espines. Con este fin se desarrollará en primer lugar una
generalización de la aproximación denominada CSPA de la función de partición de sistemas cuánti-
cos compuestos, así como del formalismo RPA, al que se reduce el primero en situaciones donde el
sistema admite soluciones de campo medio estables. A partir de la función de partición aproximada
se estimará la concurrencia de pares para redes de espines 1/2 invariantes ante translaciones. Se
mostrará también que en redes de espín 1/2 invariantes traslacionales la función de partición en la
aproximación RPA puede evaluarse en forma analítica.
En segundo lugar se presentará un mapeo bosónico consistente con RPA, que nos permitirá ma-
pear el estado fundamental de un sistema general a un estado en el sistema de bosones que en
primera aproximación pertenece a la clase de los estados Gaussianos. Esto nos permitirá estimar el
entrelazamiento entre cualquier par de partes del sistema original en términos del entrelazamien-
to en estados Gaussianos, que puede ser evaluado exactamente. Luego se mostrarán resultados
concretos en redes generales de espín s invariantes ante transformaciones de “paridad de espín z”.
Veremos además como este tratamiento nos permite determinar las condiciones exactas para
la existencia de un campo factorizante del sistema, esto es, configuraciones particulares del campo
magnético externo para las que el sistema admite un (o en general varios) estado(s) fundamental(es)
completamente separables. En los ejemplos estudiados, mostraremos cómo en el caso en que estos
estados presenten ruptura espontánea de simetría el sistema desarrolla correlaciones cuánticas de
largo alcance en la vecindad de ese punto, independientemente del alcance de las interacciones
entre las partes. Finalmente se analizará en detalle el comportamiento exacto del sistema en esas
condiciones.
RESUMEN
In this work we will study several aspects of the entanglement of different partitions of a many
body system, both for the ground state as well as for the thermal equilibrium states. We will consider
in general those defined by Hamiltonians which are quadratic in local observables and in particular,
the case of spin arrays.
With this aim, we will first develop a generalization of the CSPA method for evaluating the par-
tition function of a general composite quantum system, as well as of the RPA formalism, to which
reduces the former in situations where the system admits stable mean field solutions. From these ap-
proximations to the partition function, the pairwise entanglement in spin 1/2 translational-invariant
arrays will be estimated. We will also show that in this kind of systems the RPA partition function
can be evaluated in a fully analytical way. Secondly, we will show a bosonic map consistent with
RPA, which allows us to map the ground state of a general composite quantum system to a boson
state which, in first approximation, belongs to the class of Gaussian states. This allows us to estimate
the entanglement between any pair of parts of the original system in terms of the entanglement of
Gaussian-states, which can be evaluated exactly. Later we will show explicit results for general, “Z
Spin-Parity” invariant spin s arrays. We will also see that this treatment allows us to determine the
exact conditions for the existence of a factorizing field in the system, i.e., particular configurations
of the external magnetic field for which the system admits a (in general, several) fully separable
ground state(s). In the analyzed examples, we show how the system develops, when these states
present a spontaneous breaking of a Hamiltonian symmetry, long range quantum correlations in
its immediate vicinity, independently of the interaction range. Finally, we will discuss in detail the
exact behavior of the system in these conditions.
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ACRÓNIMOS
La siguiente es la lista de acrónimos utilizados en el texto. Se optó por la forma inglesa
(indicada entre paréntesis) ya que es la forma típica en que aparece en los libros de texto y
en las referencias (ya que en su mayoría están escritas en dicho idioma).
RPA Aproximación de fases al azar (Random Phase Approximation)
MF Campo Medio (Mean Field)
MFA Aproximación de campo medio (Mean Field Approximation)
CMFA Aproximación de campo medio corregida (Corrected Mean Field Approximation)
SPA Aproximación de camino estático (Static Path Approximation)
CSPA Aproximación de camino estático correlacionado (Correlated Static Path
Approximation)
GS Estado fundamental (Ground State)
QMC Quantum Monte Carlo
LMG Lipkin-Meshkov-Glick
NOTACIÓN Y CONVENCIONES
En el tema desarrollado en esta tesis se hace uso intensivo de diferentes estructuras lineales,
por lo que la brevedad y claridad dependerán de una notación adecuada. Por esto, se
propone la siguiente convención:
• F representa un campo numérico (ej: R, C,. . .).
• Los vectores en un espacio de Hilbert se representan en notación de Dirac (|α〉) mien-
tras, que los vectores en Fn por letras griegas mayusculas (ej: Φ, Ψ, . . ., etc). La base
canónica de un espacio vectorial F se representa por ~eµ
• Para expresar las componentes de un vector en un espacio de Hilbert usamos sim-
plemente el braket sobre los elementos de la base (Ej: 〈i|α〉). Para expresar las com-
ponentes de un vector en Fn lo hacemos mediante una letra griega minúscula (ej:
Φ = ∑µ φµ~eµ en la base canónica ~eµ)
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xviii notación
• Un índice entre paréntesis significa que en el contexto en que aparece debe entenderse
como una “etiqueta”. Se usarán como índices tanto letras griegas como letras latinas,
siempre en minúscula.
• Los operadores lineales son representados por letras mayusculas (O, P, Q, . . .). Si actu-
an sobre un espacio de Hilbert, los elementos de matriz se representan en notación de
Dirac: 〈i|Q|j〉. Las matrices en Fn×m se representan por letras mayusculas con índices
covariantes (subíndices) y contravariantes (superíndices). El producto de dos matrices
M y N se representa por MN y se escribe en componentes como (MN)ij = ∑k M
i
k M
k
j
• Si un índice aparece repetido en una expresión como subíndice y como superíndice,
se sobreentiende la suma entre ellos (convención de Einstein). Esta convención no se
aplica si 1) todas las veces aparece como subíndice o todas las veces como superíndice
y 2) si el índice repetido aparece entre paréntesis (Ej: ΨµΨµ = ∑µ ΨµΨµ = ∑µ Ψ(µ)Ψ(µ),
pero Ψ(µ)Ψ(µ) 6= ∑µ Ψ(µ)Ψ(µ) y ΨµΨµ 6= ∑µ ΨµΨµ ). De esta manera, los elementos
diagonales de Mνµ se expresan como M
(µ)
(µ)
, y la matriz diagonal D con elementos
diagonales dα se puede expresar como dα1
β
α
• Un vector producto tensorial de espacios de Hilbert A y B se escribe como |α(A)β(B)〉 ≡
|α〉A|β〉B. En notación tensorial se utiliza un multi-índice (las componentes de Ψ(AB) =
Ψ(A) ⊗ Ψ(B) se escriben como Ψµν = Ψµ(A)Ψν(B) ). Nótese que los índices que denotan
espacio aparecen entre paréntesis.
Los símbolos más usados en el texto se enumeran en el cuadro 1
notación xix
1 El operador identidad, con elementos de matriz (1)ji = 0 (1) si i 6= j (i = j).
0 El operador nulo, con elementos de matriz (0)ji = 0.
Si hay ambigüedad respecto de a que espacio pertenece, se especificará
como subíndice (ej: 1A es la identidad sobre el espacio A)
O(xn) Representa términos proporcionales a potencias de x mayores o iguales a n
∑
∫
Representa una suma o una integral según el caso.
A Si A es un subsistema de S , el complemento de A en S
tr [Q] traza del operador Q
Qt El traspuesto del operador Q (en una base |i〉, 〈i|Qt|j〉 = 〈j|O|i〉)
Q∗ El conjugado complejo del operador Q (en una base |i〉, 〈i|A∗|j〉 = (〈i|A|j〉)∗)
Q† El operador adjunto de Q (Q† = (Qt)∗)
trA [ρ] La traza parcial del estado ρ sobre el subsistema A
QtS El traspuesto parcial del operador Q sobre el subsistema S
ln x Logaritmo natural de x
logb x Logaritmo en base b de x.
Si b se omite, se sobreentiende b = 2
EA(ρ) El entrelazamiento del estado ρ entre los sistemas A y A
NAB(ρ) La negatividad del estado ρ entre los subsistemas A y B
〈Q〉ρ El valor medio del observable Q en el estado ρ.
[A, B]± El conmutador (anticonmutador) de los operadores A y B
(= AB∓ BA). Si se omite, se sobreentiende el subíndice +.
h¯ La constante reducida de Plank 1, 054571628(53)× 10−34J× seg
Cuadro 1: Símbolos y expresiones usadas en el texto.

1 INTRODUCCIÓN
We do so in terms of the assumption
that the properties of a given system
exist, in general, only in an
imprecisely defined form, and that
on a more accurrate level, they are
not really well defined properties at
all, but instead only potentialities,
which are more definitely realized in
interaction with an appropiate
classical system, such as a measuring
apparatus
David Bohm, “The Paradox of
Einstein, Rosen, and Podolsky”
La mecánica cuántica fue introducida a principios del siglo XX con el fin de explicar
el extraño comportamiento de la materia a escala microscópica. Cuando se intentaba uti-
lizar la física clásica (fundamentalmente, la mecánica y la electrodinámica) para explicar
los fenómenos en esa escala, se obtenían resultados que se encontraban en franca con-
tradicción con la experiencia. Según estas teorías, era imposible un modelo de la materia
a escala microscópica que diera cuenta de resultados experimentales tan diversos como
el ordenamiento periódico de los elementos químicos, los experimentos de dispersión de
Rutherford, el comportamiento del calor específico de los gases con la temperatura, etc.
La nueva teoría requirió reformular muchos de los conceptos en que se basaban las
teorías físicas hasta entonces. Uno de los principales fue el concepto de partícula: en mecáni-
ca clásica, una partícula era una porción del mundo a la que se le podían atribuir ciertas
propiedades medibles (fundamentalmente, su posición en el espacio, su velocidad y su
masa), que caracterizan su estado. Los sistemas físicos se podían modelar así como con-
juntos de partículas, de forma que el estado del sistema completo quedaba determinado
por el estado de cada una de sus partículas. Si el sistema estaba “aislado”, el estado del
sistema en cualquier momento quedaba determinado por el estado de cada una de sus
partes en un instante inicial. El estado del sistema podía ser entonces determinado con la
precisión que se quisiera y en cualquier instante por medio un cierto número de mediciones
suficientemente cuidadosas, que no alteraran apreciablemente el sistema.
La mecánica cuántica tiró por tierra esta construcción: en primer lugar, si bien se con-
serva la idea de que un sistema admite ser descripto en términos de partículas, no todas
sus propiedades medibles son determinables simultáneamente. El principio de incerteza
establece que no es posible determinar simultáneamente, y con precisión arbitraria, la posi-
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ción y la velocidad de una partícula, y por lo tanto, el concepto de trayectoria definida
pierde sentido. Una consecuencia inmediata es que dos partículas que sólo se diferen-
cian entre sí por su posición en el espacio, pasan a ser completamente indistinguibles.
En mecánica clásica, si conocemos la posición y velocidad de las dos partículas, podemos
seguirlas en el tiempo y reconocer cuál es cuál en cualquier momento (a menos que se
crucen). En mecánica cuántica eso no es posible, ya que al no haber trayectorias definidas,
no es posible “seguir” a las partículas. Esto tiene un impacto sobre los posibles estados
“distinguibles” de un sistema, y por lo tanto, sobre la estadística.
Otra característica que distingue a la descripción cuántica es el hecho de que en general,
el estado de un sistema cuántico no puede ser caracterizado a partir del estado de sus
constituyentes. En 1935, Edwin Schrödinger, acuñó el término “entrelazamiento” [9] para
referirse a esta propiedad, sin análogo clásico. Más específicamente, el entrelazamiento es
una propiedad relacional del estado de dos partes de un sistema, que depende de cómo
esas dos partes se encuentren correlacionadas en el estado dado.
Una primera consecuencia de la existencia de estados entrelazados está relacionada con
la cantidad de información necesaria para caracterizar un estado. En un sistema clásico, el
número de parámetros necesarios para caracterizar un estado (sus grados de libertad) es
igual a la suma de los grados de libertad de cada una de sus partes. En un sistema cuántico,
el número de grados de libertad crece exponencialmente con el número de constituyentes.
Esto representa un problema a la hora de intentar simular un sistema cuántico: los recursos
computacionales necesarios para simular sistemas cuánticos con un número reducido de
constituyentes simples se vuelven rápidamente inalcanzables mediante técnicas de com-
putación basadas en sistemas clásicos. Sin embargo, en 1982, Richard Feynman hizo notar
que las limitaciones de cálculo que se tienen usando esquemas de computación clásica se
podrían superar desarrollando computadoras basadas en sistemas cuánticos. Este tipo de
computadoras no sólo permitirían resolver problemas de mecánica cuántica, sino posible-
mente muchos otros problemas (no necesariamente de la física) intratables en un sistema
clásico. En 1985 Deutsch [10] mostró por primera vez una tarea y un algoritmo cuántico
para realizarla en forma más eficiente que cualquier algoritmo clásico.
Otra consecuencia de la mecánica cuántica es que el “entrelazamiento” da origen a un
tipo de correlaciones que no pueden describirse clásicamente: aún conociendo perfecta-
mente el estado, si dividimos al sistema en dos partes A y A, existirán cantidades asoci-
adas a A y A de manera que el resultado de una medida de cualquiera de estos observables
sobre uno de los subsistemas estará completamente indeterminado, a la vez que existe una
perfecta correlación entre los resultados de diferentes medidas en A y A, aún cuando los
observables no sean compatibles entre sí. Este tipo de correlaciones sólo podrían emerger
de un modelo clásico dejando de lado el principio de localidad[11]. Esta demostración pro-
ponía una experiencia clave que permitiera corroborar la validez de la mecánica cuántica
contra una teoría local de variables ocultas. Finalmente, a principios de los años ’80 s, una
serie de experimentos [12–14] confirmaron las predicciones de la mecánica cuántica.
Una tercera consecuencia está relacionada con la posibilidad de “copiar” un estado cuán-
tico. En un sistema clásico, partiendo de un estado clásico desconocido, es posible, en
primer lugar, determinarlo completamente y luego preparar una copia del sistema en el
mismo estado. En un sistema cuántico, el primer paso no es posible: si no conocemos des-
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de el principio el estado, no es posible realizar un conjunto de medidas que lo determinen
sin alterarlo en el proceso. Se puede probar fácilmente que, según las leyes de la mecánica
cuántica, no existe forma alguna de copiar un estado cuántico desconocido[15]. Por otro la-
do, es posible realizar una tarea que no es posible clásicamente: la teleportación de estados
cuánticos[16]. En este tipo de procesos, es posible transferir el estado de un sistema C a
un sistema distante B, sin necesidad de “conocer” el estado C de antemano. Esto tiene una
aplicación práctica importante, la criptografía cuántica. Si se codifica información “clásica”
en un estado cuántico, es posible transferirlo de forma segura a un destinatario sin riesgo
de que un intermediario lo intercepte y decodifique. Esto es importante ya que las técnicas
más seguras de encriptación clásicas se basan justamente en la imposibilidad de realizar
tareas que una computadora cuántica sí puede realizar.
Como veremos en el capítulo 2, es posible dar medidas cuantitativas del entrelazamiento.
Cuanto más entrelazado es un sistema (para una cierta partición), su simulación requiere
más entrelazamiento en un procesador cuántico y una cantidad exponencialmente mayor
de recursos clásicos en un procesador clásico. Por esto, poder estimar el entrelazamiento
en un sistema bajo condiciones dadas es un importante problema de aplicación práctica.
Por otro lado, el entrelazamiento da una nueva perspectiva a problemas de índole teóri-
co, como lo son caracterizar las correlaciones y fenómenos críticos en sistemas cuánticos
o dar explicación a la emergencia del aspecto clásico de la realidad o de los ensambles
estadísticos.
1.1 Motivación
La evaluación del entrelazamiento no es una tarea sencilla en general. En primer lugar,
el entrelazamiento es una función muy sensible de los parámetros que caracterizan a un
estado. Además, aún conociéndolos exactamente, la tarea de evaluar el entrelazamiento es
en general un problema que se vuelve exponencialmente más difícil al aumentar el tamaño
de los sistemas sobre los que se desea evaluar. Una clase especialmente importante de
estados es aquella de los estados de equilibrio térmico en sistemas de partículas. Estos
estados, caracterizados por un parámetro (la temperatura) son estados particularmente
insensibles al entorno en que se encuentra sumergido el sistema, si la interacción con este
es suficientemente débil1. La temperatura es un parámetro relacionado con la energía media
en el sistema considerado 2. De esta manera, un estado térmico es en general el estado de
partida en que se encuentra un sistema cuántico antes de que tomemos algún control de
él. Para temperaturas suficientemente altas, este tipo de estados carece de entrelazamiento
alguno[18, 19], y por lo tanto es factible modelarlos correctamente con tecnología “clásica”.
1 Cuando nos referimos a un entorno, estamos pensando en general en todos los grados de libertad que
estamos ignorando, tanto aquellos asociados a sistemas localizados por fuera de la porción del universo que
estudiamos, como aquellos grados de libertad internos que omitimos en el modelado.
2 Desde el punto de vista de la teoría de la información, los estados térmicos son aquellos estados sobre los
que ignoramos todo, salvo su energía media. En ese sentido, la temperatura es un parámetro monótono con
la energía media del sistema[17]
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Para algún valor de temperatura suficientemente bajo, el sistema generalmente adquiere
entrelazamiento, y por lo tanto, deja de ser posible un modelado clásico. En un caso gen-
eral, esto implicaría la necesidad de tecnología “cuántica” para estimar el comportamiento
del sistema. Sin embargo, puede ocurrir que el estado del sistema aún sea aproximable
(al menos, para algunos observables) dentro de una familia de estados (eventualmente
entrelazados) suficientemente reducida. En otros casos, pueden existir representaciones
(cambios de variables) que permitan reducir a una forma tratable el problema de calcular
algunas cantidades, aunque no necesariamente sea factible evaluar otras.
El objetivo principal de esta tesis será desarrollar algunas técnicas de estimación del
entrelazamiento entre subsistemas de sistemas de partículas interactuantes, tanto para el
estado fundamental como para estados térmicos. Entre otras, destaca una familia de aprox-
imaciones basadas en la transformación de Hubbard-Stratonovich, que permite representar
el estado térmico de un sistema con interacciones como una integral funcional sobre esta-
dos de sistemas no interactuantes. Veremos como al tratar adecuadamente las diferentes
contribuciones a la integral funcional, podemos obtener una aproximación robusta de los
observables de entrelazamiento. Veremos además como estas aproximaciones pueden rela-
cionarse con resultados en sistemas más simples, exactamente solubles, y para los que el
entrelazamiento de sus estados térmicos es bien entendido: los sistemas de bosones con
interacciones cuadráticas.
1.2 Organización del texto
Para mantener la claridad de las discusiones se definió organizar el texto en cuatro partes
principales: La primera parte, formada por los capítulos 2 y 3, estará destinada a dar un
marco general de trabajo, donde se darán las definiciones de muchos de los conceptos que
se utilizarán en el resto de la tesis. En primer capítulo se presentará el concepto de En-
trelazamiento cuántico [15], desde dos puntos de vista: por un lado, como una forma en
que los sistemas cuánticos presentan correlaciones sin análogo clásico, y por otro, como un
recurso necesario para la realización de ciertas tareas en el procesamiento de información
cuántica. Se presentarán algunas de las medidas de entrelazamiento usuales para estados
puros, y su extensión para estados mezcla. Se discutirá además el criterio de separabilidad
PPT [20], y una medida de entrelazamiento relacionada: la negatividad[21]. Finalmente
se presentará la evaluación exacta de esta medida en estados Gaussianos en sistemas de
bosones. El entrelazamiento en esta clase de estados ha sido ampliamente estudiado, princi-
palmente en la representación de Wigner[22, 23]. Aquí presentamos un nuevo formalismo
para su tratamiento, basado en la matriz de contracciones de pares bosónicos, que, aunque
equivalente a la formulación en variables continuas, resulta más adecuado en el contexto
del análisis de correlaciones entre fluctuaciones cuánticas de pequeña amplitud, que se ll-
evará a cabo en la tercera parte de la tesis. En el Cap. 3 se presentará la representación de
Hubbard-Stratonovich para los estados térmicos, de la que partiremos para introducir las
técnicas de aproximación que desarrollaremos en el resto de los capítulos.
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La segunda parte (Cap. 4 y 5) está orientada a discutir un conjunto técnicas dentro de lo
que podríamos llamar “métodos funcionales” para la estimación de observables en estados
térmicos. El énfasis se pondrá en la estimación de ciertas medidas de entrelazamiento de
pares de partículas. En el Cap. 4 se discutirá en primer lugar la técnica conocida como
Aproximación de camino estático correlacionado (Correlated Static Path Approximation).
Originalmente esta técnica fue introducida para incluir correcciones cuánticas en sistemas
de fermiones [24–26]. En esta tesis, extenderemos esta técnica para el tratamiento de sis-
temas cuánticos cuyos observables locales cierran álgebras generales. También se discutirá
la aproximación Gaussiana completa (CMFA) y su relación con la formulación RPA [27].
Finalmente se mostrará cómo la evaluación de estas últimas pueden simplificarse enorme-
mente en el caso de sistemas con invarianza traslacional. Vale mencionar que estos formal-
ismos se habían aplicado hasta ahora sólo al caso de álgebras de bosones y fermiones. En
este trabajo extenderemos la aplicabilidad de estas técnicas al caso de sistemas cuánticos
compuestos de subsistemas con álgebras de observables generales. Estos conceptos se apli-
carán en el Cap. 5 para la evaluación de la concurrencia de pares en redes de espines 1/2
con invarianza translacional.
En la tercera parte (Caps. 6 y 7) se desarrollará una extensión de la aproximación RPA que
nos permitirá extender el método para la evaluación de correlaciones cuánticas de muchos
cuerpos. Para eso, mostraremos en el Cap. 6 que RPA es equivalente a una bosonización
aproximada del sistema, y como los estados térmicos de Hamiltonanos arbitrarios con in-
teracciones de a pares se mapean en estados que, en primera aproximación, son estados
Gaussianos. Se fundamentará cómo la evaluación del entrelazamiento en estos estados
bosónicos se relaciona con la correspondiente al estado del sistema original, así como las
condiciones bajo las cuales esta aproximación se aplica. En el Cap. 7 aplicará este desarrollo
a la estimación del entrelazamiento de bloques en redes de espines con invarianza transla-
cional. Observaremos que en esta clase de sistemas, para ciertos valores del campo externo,
el estado fundamental bosonizado es el vacío de los operadores bosónicos locales. Veremos
que esto, en el caso de sistemas de espines, está relacionado con la existencia de un “cam-
po factorizante” [4, 7, 28, 29]. En redes de espines en un campo magnético transverso, la
existencia de un campo factorizante, junto con una ruptura espontánea de simetría origina
la aparición de correlaciones cuánticas de largo alcance.
La cuarta parte de este trabajo (Cap. 8) estará dedicada a estudiar el comportamiento
exacto del sistema en el entorno de un campo factorizante, y observaremos cómo efectiva-
mente las condiciones de campo factorizante son equivalentes a la condición de que el vacío
RPA sea no correlacionado. Veremos además que, en ciertas circunstancias, la existencia de
un campo factorizante nos permite controlar el entrelazamiento del estado fundamental
entre diferentes espines mediante la elección adecuada del campo externo[3, 4].
Finalmente, (en el Cap. 9) se presentarán las conclusiones generales.

Parte I
Generalidades
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2 MEDIDAS DE ENTRELAZAMIENTO
Como mencionamos en la introducción, la aplicación a sistemas concretos de las leyes de la
mecánica cuántica presenta un desafío a los sistemas de computación actuales, fundamen-
talmente originado por la presencia del entrelazamiento cuántico. Paralelamente, se espera
que el control de procesos cuánticos y del entrelazamiento permita, en un futuro no muy
distante, llevar a cabo diversas tareas irrealizables mediante herramientas de información
clásica.
Una primera señal de las dificultades que implica el tratamiento exacto de un sistema
cuántico surge a la vista al notar que cuando el número de componentes del sistema au-
menta, el número de estados ortogonales posibles crece en forma exponencial.
Por ejemplo, en un sistema formado por 40 espines s = 1/2, el espacio de estados puros
está formado por 240 = 1, 1 × 1012 estados. Un vector arbitrario en ese espacio queda
definido entonces por 1, 1 × 1012 coeficientes complejos, que en representación de coma
flotante1 a simple precisión representan 1, 1× 1012 × (2) × (4bytes) = 8, 8TBytes, esto es,
el almacenamiento de un tal estado supera ampliamente la capacidad de los discos rígidos
actuales (típicamente, del orden del TByte). El espacio completo de estados mezcla requiere
además almacenar 240 de estos estados, con sus respectivos pesos, esto es, 1, 1 × 1012 ×
8, 8TB ≈ 9, 68Ybit. Si apiláramos los discos rígidos (de 8 TBytes) necesarios para almacenar
esta información, formaríamos una columna de casi 40 veces la distancia Tierra-Luna.
Sin embargo, si supiéramos que los estados que nos interesan tienen una forma particu-
lar, como por ejemplo, si se trata de estados producto directo |α〉 = ⊗i |αi〉, necesitaremos
solamente tratar con los dos estados de cada espín, esto es, basta almacenar dos coefi-
cientes complejos (2× 2× 4Bytes = 16Bytes) por cada espín, obteniéndose 40× 16Bytes =
640Bytes ≈ 1/2kByte, poco más de un 5% de la memoria central de una Apple II2.
Esta clase de estados (los estados producto puros), son los que se obtienen luego de
medir la componente del espín respecto de un eje en cada sitio. Sin embargo, como vimos
en la sección anterior, si existen interacciones entre los espines, pasado un cierto tiempo el
estado del sistema en general dejará de ser separable.
A pesar de lo gigantesco del espacio de estados, existen sistemas que admiten ser trata-
dos exactamente en ciertas situaciones. Por ejemplo, es posible construir cualquier estado
térmico de un sistema de bosones ó fermiones acoplados con interacciones cuadráticas
mediante diagonalizaciones de matrices de tamaños proporcionales al número de compo-
nentes (por lo que el costo computacional es proporcional al cubo del tamaño del sistema
[30]). Además, en los estados resultantes, es posible evaluar cualquier correlación en tér-
minos de las correlaciones de pares. En otros sistemas interactuantes, es posible encontrar
soluciones exactas para el estado fundamental, e incluso para cualquier estado de equilibrio
1 En el estándar IEEE 754 [30]
2 una de las primeras computadoras de uso hogareño
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térmico, pero con un enorme costo computacional para la evaluación de las correlaciones.
Un ejemplo de esto es el caso de las cadenas con acoplamientos a primeros vecinos, que
se resolverá exactamente en el apéndice A. En general, las soluciones exactas son posibles
cuando somos capaces de reescribir el sistema en términos de ciertos observables respecto
de los cuales los estados de interés no son entrelazados.
La mayoría de los sistemas de interés físico no disponen de soluciones exactas, por lo que
su tratamiento se realiza por medio de diversas técnicas de aproximación (algunas de ellas
serán desarrolladas en el apéndice B). Nuevamente, el éxito de estas técnicas dependerá de
cuan entrelazado se encuentre el estado exacto del sistema respecto de los observables de
interés.
De esta forma, el entrelazamiento resulta ser un obstaculo desde el punto de vista del
tratamiento clásico de sistemas cuánticos, y un recurso desde el punto de vista de la com-
putación cuántica, suponiendo que se disponga de sistemas cuánticos controlables.
El objetivo de este capítulo será presentar algunas medidas de entrelazamiento, que nos
permitirán darle un sentido cuantitativo a estas afirmaciones. El plan será en primer lugar,
mostrar cómo es posible expresar cualquier estado puro bipartito en una forma en que la
separabilidad tome una forma explicita: la descomposición de Schmidt. Daremos entonces
una definición para el entrelazamiento “bipartito” en un estado puro. Luego, presentare-
mos una aplicación en la que el entrelazamiento funciona como un recurso: el proceso de
teleportación cuántica. Seguidamente, presentaremos la extensión de la definición de en-
trelazamiento para estados mezcla generales y analizaremos las dificultades que presenta
aplicar esa definición en sistemas generales. Mostraremos entonces cómo se puede evaluar
para el caso de un estado general de un sistema formado por dos subsistemas, cada uno
de los cuales es un sistema de dos estados.
Finalmente, presentaremos el concepto de testigo de entrelazamiento, y analizaremos
uno de los más importantes: el criterio de Peres[20]. Veremos cómo se puede construir un
estimador de entrelazamiento basado en ese criterio.
2.1 La descripción cuántica de los sistemas compuestos
La estructura del espacio de Hilbert en un sistema compuesto viene dada por el producto
directo de los espacios de Hilbert de cada una de sus partes constituyentes. Llamaremos
subsistemas a cada una de estas partes. Los observables relacionados exclusivamente con
un subsistema actuarán sólo sobre su espacio de Hilbert correspondiente. La estructura
producto reproduce el hecho de que las observaciones sobre dos objetos distintos deben ser
compatibles: En el espacio completo, un observable Q(i) que sólo actúa sobre el espacio
i-ésimo, vendrá dado por
Q(i) = 11 ⊗ . . .⊗ 1i−1 ⊗Q(i)⊗ 1i+1 . . .⊗ 1n (2.1)
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donde 1k representa al operador identidad sobre el espacio k-ésimo. Luego, Q(i) será com-
patible (conmutará) con cualquier otro operador Q(j) que actúe sobre un espacio distinto
Q(i)Q(j) = 11 ⊗ . . .⊗ 1i−1 ⊗Q(i)⊗ . . .⊗Q(j)⊗ 1i+1 . . .⊗ 1n = Q(j)Q(i) (2.2)
La estructura producto directo implica que no hace falta conocer el estado del sistema
completo para hacer predicciones estadísticas sobre el valor de una parte del sistema: Si
Q es un observable cualquiera de un subsistema A del sistema S = A|A, cuando S se
encuentra en el estado |iA jA〉 ≡ |i〉A ⊗ |j〉A ≡ |i〉A|j〉A, el valor medio de Q es
〈Q〉 =∑
ii′
∑
jj′
〈iA jA|ρ|i′A j′A〉tr
[
Q|iA jA〉〈i′A j′A|
]
(2.3)
con
ρ =∑
ii′
∑
jj′
〈iA jA|ρ|i′A j′A〉|iA jA〉〈i′A j′A|
la matriz densidad del estado del sistema S . Si Q = QA ⊗ 1A, el valor medio se puede
reescribir como
〈Q〉 = ∑
ii′
∑
jj′
〈iA jA|ρ|i′A j′A〉tr
[
QA|iA〉〈i′A| ⊗ |jA〉〈j′A|
]
= ∑
ii′
∑
jj′
〈iA jA|ρ|i′A j′A〉tr
[
QA|iA〉〈i′A|
]
tr
[
|jA〉〈j′A|
]
= ∑
ii′
tr
[
QA|iA〉〈i′A|
]
∑
jj′
〈iA jA|ρ|i′A j′A〉tr
[
|jA〉〈j′A|
]
= ∑
ii′
〈i′A|QA|iA〉
(
∑
j
〈iA jA|ρ|i′A jA〉
)
= trA [QAρA]
donde definimos
ρA = trA [ρ] (2.4)
trA [ρ] = ∑
ii′
|iA〉〈i′A|
(
∑
j
〈iA jA|ρ|i′A jA〉
)
(2.5)
Llamamos trA [ρ] la traza parcial de ρ sobre el sistema A. Como ρA es independiente de Q, y
juega el mismo papel que ρ en la determinación de los observables en el sistema completo
(S), decimos que ρA es el estado del subsistema A.
12 medidas de entrelazamiento
2.2 La descomposición de Schmidt
Supongamos ahora que estamos interesados en algunos observables de un cierto subsis-
tema A de un sistema cerrado, que se encuentra en un estado puro |ψ〉. El estado puro más
general del sistema será de la forma
|ψ〉 =
nA
∑
i=1
nB
∑
j=1
Cji |i〉A|j〉A (2.6)
donde A es el subsistema complementario a A, y Cji es una matriz de nA × nA a coefi-
cientes complejos, tales que (Cij)
∗Cji = 1. Por medio de una descomposición en valores
singulares[15], es posible reescribir Cij como
Cji = U
k
i D
k′
k V
j
k′ (2.7)
donde U ji y V
j
k′ son matrices unitarias de dimensión nA y nA respectivamente, y D
k′
k es una
matriz de dimensión nA × nA diagonal, semidefinida positiva, con elementos diagonales√
pk de forma que ∑k pk = D
k′
k D
k
k′ = (C
j
i )
∗Cij = 1. Luego, es posible reescribir el estado en
la forma
|ψ〉 =
χ
∑
k=1
√
pk|k〉A|k〉A (2.8)
con |k〉A = ∑i Uki |i〉A, |k〉A = ∑j V jk |j〉A y χ ≤ nA, nA. A esta forma de reescribir un estado
se la conoce como Descomposición de Schmidt[15] y al coeficiente χ el número de Schmidt
de la descomposición. Naturalmente, si χ = 1 el estado es un estado producto. Diremos
entonces que un estado puro de un sistema está entrelazado respecto de una bipartición
A|A si el número de Schmidt en esa bipartición χ > 1.
Observemos qué ocurre al efectuar una medida de QA = ∑m λmPm en el sistema A:
〈QA〉 = ∑
kk′
√
pk pk′〈k|QA|k′〉A〈k|k′〉A =∑
k
pk〈k|QA|k〉A = trA [ρAQA] (2.9)
donde 〈i|ρA|i′〉 = Uki′ pk(Uik)∗. Este operador ρA es naturalmente el operador densidad del
subsistema A (Ec. (2.4)).
Si χ = 1, ρA tendrá un único autovalor no nulo, igual a 1, por lo que ρA también es
un estado puro; en caso contrario, el resultado será un estado mezcla. De esta manera, el
número de Schmidt es, para estados puros, una primera “medida” del entrelazamiento
entre dos subsistemas complementarios. El problema de esta medida es que dos estados
muy próximos entre si (en el sentido de la norma L2 definida en el espacio de matrices
positivas) pueden tener números de Schmidt muy distintos. En las secciones siguientes
discutiremos medidas menos singulares que esta, así como su extensión a estados mezcla.
Antes de eso, analizaremos cómo podemos entender también el entrelazamiento como la
medida de un “recurso”. Para eso, en la sección siguiente, se discutirá la implementación
de un proceso cuántico sin análogo clásico: la teleportación de estados. Veremos cómo el
entrelazamiento juega un papel fundamental en ese proceso.
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2.3 El entrelazamiento como un recurso
Quizás la manera más simple de entender qué es lo que mide la cantidad de entrelazamien-
to (en tanto recurso) sea a través de un ejemplo en el que se implemente una tarea no-clásica.
Uno de los ejemplos más simples es el de la “teleportación” de estados cuánticos [16].
En la versión más simple del protocolo de teleportación, tenemos dos sistemas: un primer
sistema compuesto por dos espines 1/2, A y B, preparado en un estado puro |AB〉 cono-
cido y un sistema C formado por un espín 1/2 en un estado puro |ψ〉 desconocido. Los
sistemas A y B no pueden interactuar directamente entre ellos después de preparado el
estado, ya que se encuentran a distancias grandes uno del otro.
Supongamos que el estado |AB〉 es el estado
|AB〉 = |singlete〉 = | ↑〉A| ↓〉B − | ↓〉A| ↑〉B√
2
(2.10)
donde | ↑〉S (| ↓〉S ) es el autoestado del operador Sz en el sistema S (para S = A ó B) con
proyección positiva (negativa)3. El estado del sistema C es de la forma |C〉 = α| ↑〉+ β| ↓〉
con α y β dos coeficientes complejos desconocidos tales que α∗α+ β∗β = 1
De esta manera, el estado inicial del sistema es
|ψ〉0 = α | ↑〉A| ↓〉B| ↑〉C − | ↓〉A| ↑〉B| ↑〉C√
2
+ β
| ↑〉A| ↓〉B| ↓〉C − | ↓〉A| ↑〉B| ↓〉C√
2
(2.11)
Si ahora alteramos temporalmente el hamiltoniano del sistema de manera que por un
cierto período de tiempo exista una interacción entre los espines B y C con hamiltoni-
ano HBC = b(S
(B)
x − S(C)z ) + vh¯ S(B)x S(C)z , donde b es un campo de magnitud v/2 aplicado
en la dirección del eje x (z) sobre el espín B (C). Si la interacción y el campo magnéti-
co se aplican durante un tiempo t1 = pi/v, el correspondiente operador de evolución
U = exp(−it1HBC/h¯) = i−1/2UCNot tiene el efecto de (además de multiplicar el estado
por una fase global irrelevante i−1/2) invertir la orientación del espín en B si el espín C
está orientado hacia arriba, y dejarlo en su estado original si se encuentra hacia abajo. Lla-
mamos a esta operación “control not”, ya que el estado del espín C “controla” la aplicación
o no de la operación “Not” (cambio de estado)4. Luego de aplicada esta operacion el estado
del sistema será:
|ψ〉1 = UCNot|ψ〉0 (2.12)
= α
| ↑〉A| ↑〉B| ↑〉C − | ↓〉A| ↓〉B| ↑〉C√
2
+ β
| ↑〉A| ↓〉B| ↓〉C − | ↓〉A| ↑〉B| ↓〉C√
2
(2.13)
3 Este estado es un autoestado del operador espín total del sistema J2 = (~SA + ~SB)2 con autovalor 0, esto es, el
estado singlete del sistema.
4 Se ha demostrado que cualquier operación cuántica se puede simular en un sistema de espines 1/2 en el que
se puedan construir la operación UCNot junto con algunas operaciones locales (operaciones single-qubit). La
forma concreta de la interacción que da lugar a la operación UCNot en principio no es del todo relevante, ya
que siempre podemos, mediante la aplicación de campos magnéticos adecuados, “rotar” los coeficientes de
la interacción.
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El siguiente paso consiste en aplicar a C un campo magnético en la dirección (1, 0, 1)/√2 de
intensidad b durante un tiempo tH = 2pi/b. Esta operación implementa la transformación
unitaria local
UH = i exp(−itHb(S(C)x + S(C)z )/
√
2/h¯) =
1√
2h¯
(S(C)x + S
(C)
z ) .
Aplicando esta operación a |ψ〉1 obtenemos
|ψ〉2 = UH|ψ〉2 (2.14)
= α
| ↑〉A| ↑〉B| ↓〉C − | ↓〉A| ↓〉B| ↓〉C + | ↑〉A| ↑〉B| ↑〉C − | ↓〉A| ↓〉B| ↑〉C
2
+(2.15)
+β
−| ↑〉A| ↓〉B| ↓〉C + | ↓〉A| ↑〉B| ↓〉C + | ↑〉A| ↓〉B| ↑〉C − | ↓〉A| ↑〉B| ↑〉C
2
(2.16)
=
1
2
[(α| ↑〉+ β| ↓〉)A| ↑〉B| ↓〉C − (α| ↓〉 − β| ↑〉)A| ↓〉B| ↑〉C + (2.17)
+(α| ↑〉 − β| ↓〉)A| ↑〉B| ↑〉C − (α| ↓〉+ β| ↑〉)A| ↓〉B| ↓〉C ] (2.18)
Si ahora se mide SZ en B y en C, y el resultado de la medida en B es que el espín está hacia
abajo, se realiza una rotación de pi en torno al eje x del sistema A. Luego, si la medida en
C resulta ser hacia arriba, realizamos una rotación de pi en torno al eje z. El estado final
del sistema A+ B + C será un estado producto, en el que el sistema A se encuentra ahora
en el estado en que se encontraba el sistema C5. Naturalmente, si el estado en que C se
encontraba al principio es una mezcla estadística de estados puros, ρ será una combinación
convexa de estados puros 6, el estado final de A será esa misma combinación convexa.
Por otro lado, no tenemos la misma libertad para elegir el estado del sistema A + B
si queremos realizar esta operación exactamente. Más aún, sólo podemos realizar la tele-
portación si el estado de A+ B es un estado puro, que puede conseguirse aplicando trans-
formaciones unitarias locales al estado |singlete〉 (Ec. (2.10)).
Existen además operaciones locales que llevan al sistema A + B a un estado producto
(por ejemplo, la medida de los espines locales). Es fácil ver que es imposible teleportar un
estado desconocido ρC al subsistema A si el estado de A + B es un estado producto: lo
mejor que podríamos hacer es “medir” directamente C, y de acuerdo al resultado, fijar el
5 Como A se encuentra en un lugar distante de donde se realizaron las medidas de los sistemas B y C, el
procedimiento requiere “comunicación clásica” entre el sistema B y A
6 Una combinación convexa de operadores semidefinidos positivos se define como una combinación lineal de
dichos operadores, con pesos todos positivos:
ρ =∑
i
piρ(i)
con 0 ≤ pi ≤ . . . ≤ pj ≤ 1 donde ρ(i) son operadores definidos positivos. Por lo que discutimos en las sec-
ciones anteriores, todo operador densidad puede expresarse como una combinación convexa de operadores
densidad asociados a estados puros, esto es,
(
ρ(i)
)2
= ρ(i), interpretando a cada pi como la probabilidad de
tomar un sistema en el estado puro ρ(i) de un ensamble de sistemas preparados en alguno de los estados
puros ρi. En la Sección siguiente se discutirá esta idea en más detalle.
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estado de A, pero en ese caso, no estaríamos “teleportando” el estado original, sino que es-
taríamos preparando un estado, en función de un resultado en principio aleatorio. Por otro
lado, si quisiéramos teleportar el estado de un segundo sistema |C ′〉, necesitaríamos un
nuevo par de espines A′ + B′, ya que los que usamos antes están ahora en un estado pro-
ducto. Esto muestra por qué el entrelazamiento se entiende como un recurso: al utilizarse
para realizar una tarea, el entrelazamiento se “degrada” al igual que ocurre, por ejemplo,
con la energía necesaria para realizar un trabajo. Veamos ahora cómo es posible “medir” la
cantidad de este recurso respecto de un estado particular de un sistema.
2.4 Medidas de entrelazamiento
La entropía como medida de entrelazamiento en estados puros
En un sistema que se encuentra en un estado puro |Ψ〉, definimos la entropía de entrelaza-
miento entre un subsistema A y su complemento A por la entropía asociada al estado del
subsistema A:
SAA(|Ψ〉) = S(ρA) = S(ρA) = −tr [ρA log ρA] (2.19)
donde ρA = trA [|Ψ〉〈Ψ|] y ρA = trA [|Ψ〉〈Ψ|], que son isoespectrales, lo que se hace evi-
dente en la representación de Schmidt (Sec. 2.2). La entropía de subsistema es cero para un
estado producto |Ψ〉 = |ΨA〉 ⊗ |ΨA〉 y 1 para un estado singlete
|singlete〉 = | ↑〉A| ↓〉A − | ↓〉A| ↑〉A√
2
(2.20)
La acción de ningún proceso físico local sobre A puede aumentar en media el entrelazamien-
to del sistema. Por ejemplo, una medida de un observable sobre el sistema A puede llevar
al sistema a un estado separable, pero nunca aumentar su entrelazamiento. En particular,
las operaciones unitarias locales no modifican el entrelazamiento. Si el subsistema A (A)
a su vez está compuesto de varias partes Ai (Ai), es posible, por medio de operaciones
locales sobre A y A, llevar el estado puro
|α〉 =∑
i
√
pi|i〉A|i〉A
a una forma arbitrariamente cercana a algún estado de la forma
|α′〉 =
(
1√
2m
2m
∑
i=1
|i〉A(1) |i〉A(1)
)
⊗ |β〉A(2) |β〉A(2) (2.21)
con m ≤ SA(|α〉). Suponiendo que se disponen de suficientes copias del estado |α〉, el
estado |Ψ〉 = ⊗Ni=1 |α〉 en el límite de N → ∞ copias, se podrá llevar a un estado de la
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forma (2.21) con m = EAA(|Ψ〉) = NEAA(|α〉). El proceso cuántico que permite hacer esto
se conoce como “destilación de entrelazamiento” [15]. Un estado de la forma
|Ω〉 =
(
1√
2m
2m
∑
i=1
|i〉A(1) |i〉A(1)
)
es equivalente (identificando adecuadamente los estados) a un producto directo de m esta-
dos singlete (Ec (2.10)). De esta manera, en un estado puro, la entropía de entrelazamiento
mide cuantos “estados singlete” se pueden formar (en sentido asintótico) a partir de un
cierto estado arbitrario, y de esta forma, cuantos qubits pueden teletransportarse usando
el entrelazamiento de ese estado. También es posible el proceso inverso: la “dilución de
entrelazamiento” [15], de manera que a partir de un estado puro con una cierta cantidad
de entrelazamiento, siempre es posible (en un sentido asintótico) alcanzar cualquier otro
estado con una cantidad igual o menor de entrelazamiento, por medio de operaciones
locales.
Desde el punto de vista de la simulación de sistemas cuánticos, otra cantidad relevante
relacionada es el “entrelazamiento de formación”[15]. El entrelazamiento de formación del
estado de un sistema cuántico es la cantidad mínima de entrelazamiento necesaria para
simularlo (o teleportarlo) en otro sistema. Para estados puros, esta cantidad coincide con el
entrelazamiento destilable; sin embargo, para estados mixtos, o para sistemas con más de
dos partes, las dos medidas ya no coinciden. Veremos más adelante como se estiman estas
dos cantidades.
Entrelazamiento multipartito y entrelazamiento global
Cuando un sistema está compuesto de muchas partes, la descripción del entrelazamiento
entre sus constituyentes se vuelve no trivial. Consideremos por ejemplo el caso de un
sistema S formado por tres partes A, B y C, de forma que A ≡ B + C. Un estado puro
puede ser no separable en diferentes formas. Naturalmente una de ellas corresponde a que
una de las partes (por ejemplo, A) esté entrelazada con el subsistema formado por las otras
dos (A), entrelazamiento que puede medirse a partir de las herramientas discutidas en el
apartado anterior. Si en esa partición del sistema (A|A) el estado es un estado producto,
podemos analizar el entrelazamiento interno del subsistema compuesto (B + C), también
a partir de su entropía de entrelazamiento. Cuando el estado presenta entrelazamiento
entre A y A existen otras formas en que el sistema puede presentar entrelazamiento. En
particular, para un sistema de tres qubits, existen dos clases no equivalentes de estados que
no son separables respecto de ninguna partición del tipo A|A: los estados tipo “GHZ” (por
Greenberger-Horne-Zeilinger) y los estados “W” [31]. Los estados “GHZ” son de la forma
(a menos de operaciones locales unitarias)
|GHZ〉 = | ↓↓↓〉+ | ↑↑↑〉√
2
(2.22)
Este tipo de estados tienen la propiedad de que, luego de una medida local, el entrelaza-
miento se pierde por completo. De esta manera, cualquiera de los espines se encuentra
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entrelazado con el resto del sistema, pero no existe entrelazamiento de pares: el estado
reducido de cualquier par es una mezcla estadística de estados producto (ver sección sigu-
iente).
Los estados tipo “W”, por otro lado, son de la forma
|W〉 = | ↑↓↓〉+ | ↓↑↓〉+ | ↓↓↑〉√
3
(2.23)
esto es, se trata de un estado que, luego de una medida en cualquiera de los sitios, puede,
dependiendo del resultado de la medida, resultar en un estado separable (en el ejemplo,
para una medida en la dirección ↑) o en uno completamente entrelazado (si el resultado es
↓) del complemento 7. Previa la medida, el estado de un subsistema de dos de los qubits
es de la forma
ρW23 =
| ↓↓〉〈↓↓ |
3
+
2
3
| ↓↑〉+ | ↑↓〉√
2
〈↓↑ |+ 〈↑↓ |√
2
(2.24)
Veremos en la sección siguiente que la preparación de este tipo de estados requiere una
cantidad no nula de entrelazamiento.
Podemos concluir entonces que un estado puede tener entrelazamiento (en el sentido
de no ser un estado separable) y a la vez no poseer entrelazamiento en ninguno de sus
subsistemas (como en el estado GHZ). Además, vemos como la medida del entrelazamiento
de subsistemas involucra extender las medidas para estados puros a medidas para estados
mezcla.Veamos ahora una forma de extender nuestra definición de entrelazamiento para
ese caso.
Extensión a estados mezcla: Entrelazamiento de formación
Todo estado mezcla ρ (ρ2 6= ρ), puede expresarse como una “combinación convexa” de
estados puros |αi〉:
ρ =
m
∑
i=1
pi|αi〉〈αi| con 0 ≤ pm ≤ pi ≤ p1 ≤ 1 y
m
∑
i=1
pi = 1 . (2.25)
Supongamos que contamos con m copias del sistema en estados puros conocidos, completa-
mente entrelazados. Por medio de operaciones locales (y comunicación clásica) siempre es
posible preparar este estado, primero transformando el estado puro de cada copia en uno
de los estados |αi〉, y finalmente eligiendo una de las copias al azar, con probabilidades pi.
Sin embargo, en general podemos conseguir lo mismo con mucho menos entrelazamiento:
Si contamos con un número m′ < m de copias en estados completamente entrelazados, por
medio del proceso de “dilución de entrelazamiento” podemos preparar el mismo conjun-
to de estados |αi〉 con por lo menos ∑i EAA(|αi〉). Si ahora nos interesa preparar un gran
7 A partir del resultado de la medida de uno de los espines, el estado del sistema complementario puede, con
probabilidad no nula, aumentar su entrelazamiento. Sin embargo, en promedio, el entrelazamiento siempre
es menor que el del estado inicial.
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número (n) de copias del estado ρ, observamos que en realidad nos alcanza con disponer
de un estado con entrelazamiento n∑i piEAA(|αi〉). De esta manera, por cada copia del
estado ρ necesitamos ∑i piEAA(|αi〉). Esta sin embargo no es la mínima cantidad de entre-
lazamiento necesaria para fabricar el estado: consideremos el estado ρW23 (Ec. (2.24))de la
sección anterior correspondiente a un subsistema formado por dos espines, que pertenece
a un sistema de tres espines en un estado W. El primer término en (2.24) corresponde a
un estado producto, y por lo tanto, su entrelazamiento es cero, mientras que el segundo
término es un estado puro, con entrelazamiento 1. De esta manera, si se cuenta con 2/3 de
unidades de entrelazamiento por copia, un estado equivalente a ρW23 puede ser preparado.
Sin embargo, consideremos esta otra preparación:
ρW = 12 |+W〉〈+W |+ 12 |−W〉〈−W | donde |±W〉 =
| ↓↑〉+ | ↑↓〉 ± | ↓↓〉√
3
(2.26)
El entrelazamiento de los estados |±W〉 coincide y es8
E2 3(|±〉W) = ∑
ν=±
−pν log pν p± = 3±
√
5
6
(2.27)
de manera que E2 3(ρW23) ≈ 0,55 < 2/3. Veremos más adelante que esta es la descomposición
óptima del estado ρW , en el sentido de que requiere la menor cantidad de entrelazamiento
por copia. Definimos entonces el “entrelazamiento de formación de un estado ρ” [32] como
la menor cantidad de entrelazamiento necesaria para preparar un gran número de copias
de ρ por cada copia del estado. Esto puede formularse matemáticamente introduciendo
el concepto de “techo convexo”: Consideremos un estado ρ cualquiera y una cantidad
W , definida sobre los estados puros. Vamos a llamar P(ρ) al conjunto de las posibles
“preparaciones” del estado ρ, esto es, al conjunto de las posibles colecciones ({pi}, {|αi〉})
tales que
ρ =∑
i
pi|αi〉〈αi|
con 0 ≤ p1 ≤ . . . ≤ pi ≤ . . . ≤ 1 con ∑i pi = 1. El “techo convexo” de W , Wˆ es la función
definida por
Wˆ(ρ) = mı´n
P(ρ)∑i
piW(|αi〉) (2.28)
esto es, el techo convexo nos da el mínimo promedio de la cantidad W respecto de las
diferentes representaciones posibles para el estado ρ como mezcla de estados |αi〉. SiW es
una medida de entrelazamiento (una cantidad invariante ante transformaciones locales uni-
tarias, y monótonamente decrecientes por aplicación de operaciones locales no-unitarias),
su techo convexo también lo es. De esta manera, el techo convexo de SA(|Ψ〉) es efectiva-
mente el “entrelazamiento de formación del estado ρ” según se definió más arriba y lo
representamos por EAA(ρ):
EAA(ρ) = mı´nP(ρ)∑i
piSAA(|αi〉) (2.29)
8 El origen de esta expresión se aclarará más adelante.
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A diferencia de lo que ocurre con estados puros, esta cantidad ya no representa la cantidad
de “entrelazamiento destilable” del sistema, existiendo estados con “entrelazamiento de
formación” no nulo y sin “entrelazamiento destilable”. Este tipo de entrelazamiento es
conocido como “entrelazamiento ligado” (“bound entangled”)[33]. Algunos ejemplos de
este tipo de estados pueden verse en las referencias [34–36]. Vale decir además que, en
general, la complejidad computacional del proceso de minimización sobre representaciones
(2.29) crece exponencialmente con el tamaño de los sistemas considerados [37], por lo que
en la gran mayoría de los casos no es una medida calculable en forma práctica.
Concurrencia
La evaluación de la entropía de un estado es de por sí una tarea complicada, ya que implica
diagonalizarlo. Una medida más simple de calcular es la entropía lineal
L(ρ) = 2(1− tr
[
ρ2
]
) (2.30)
que da cuenta de cuan “no puro” es un estado. Para un singlete, la entropía lineal de
subsistema será 1, mientras que para un estado puro y separable se reduce a 0.
Definimos la “Concurrencia” [38] CA(ρ) del estado ρ respecto de la partición A|A como
el techo convexo de
√
L(trA [|Ψ〉〈Ψ|]):
CAA(ρ) = mı´nP(ρ)∑i
pi
√
L[trA [|Ψi〉〈Ψi|]] (2.31)
Si los sistemas A y B son sistemas de dos estados, el entrelazamiento de formación puede
expresarse en función de CA como
EAA = − ∑
ν=±
qν log qν con q± = 12(1±
√
1− C2A) (2.32)
En ese caso, la concurrencia del estado ρ puede expresarse como
CA(ρ) = ma´x(0, 2λ1 − tr [R(ρ)]) con R(ρ) =
√√
ρρ∗√ρ , (2.33)
y λ1 ≥ λ2 ≥ λ3 ≥ λ4 los autovalores de R(ρ), para una representación de ρ respecto de
una base producto.
Una simplificación importante en este tipo de sistemas se obtiene si además suponemos
que el estado del sistema, en la base producto, es de la forma 9
ρAB =

p++ 0 0 α−
0 p+− α+ 0
0 α∗+ p−+ 0
α∗− 0 0 p−−
 (2.34)
9 Esta clase de estados se obtienen cuando analizamos estados de equilibrio de pares de espines 1/2 en sistemas
que presentan “simetría de paridad Sz”, que discutiremos más adelante.
20 medidas de entrelazamiento
La concurrencia de esta clase de estados puede expresarse en términos de los coeficientes
p± y α± como
C(ρ) = ma´x(0, C+, C−) (2.35)
C+ = 2|α−| − 2√p−+p−+ , (2.36)
C− = 2|α+| − 2√p++p−− (2.37)
Llamamos a C+ (C−) la concurrencia “paralela” (“antiparalela”) del sistema [29, 39], nom-
bres que resultan naturales si identificamos | ↑〉S y | ↓〉S con los respectivos estados |0〉S y
|1〉S de cada subsistema: C+ y C− son las concurrencias asociadas a estados de la forma
φ+| ↑↑〉+ φ−| ↓↓〉
y
φ+| ↑↓〉+ φ−| ↓↑〉
respectivamente. Por ejemplo, para el estado ρW23 (Ec. (2.24)), la concurrencia es antiparalela
y su valor es 2/310.
La negatividad
Para sistemas generales, la complejidad computacional de la evaluación de CAB(ρ) es la
misma que la asociada a EAB(ρ), por lo que no es práctico su uso como medida de cor-
relaciones en general. Por esto, es importante contar con criterios operacionales que nos
permitan determinar si un estado mezcla presenta entrelazamiento. Uno de los más impor-
tantes es el criterio de separabilidad de la traspuesta parcial de Peres [20]: si un estado ρAB es
separable, entonces su traspuesta parcial respecto de cualquier base producto es un oper-
ador definido positivo. Para un estado producto directo ρAB = ρA ⊗ ρB, la traspuesta par-
cial (ρAB)tA = ρ∗A ⊗ ρB preserva el espectro. Consideremos ahora un estado combinación
convexa de estados producto directo. Por linealidad, su traspuesta parcial será(∫
∑
k
pkρ
(k)
A ⊗ ρ(k)B
)tA
=
∫
∑
k
pk
(
ρ
(k)
A
)∗ ⊗ ρ(k)B
Si los diferentes términos no conmutan, el espectro será diferente. Sin embargo, el nuevo
operador será también positivo (ya que cada término lo es). Por otro lado, para estados
entrelazados esto último no es cierto en general. Más aún, para estados puros, la positivi-
dad de la traspuesta parcial es condición necesaria y suficiente para la separabilidad del
estado. Para verlo, primero vamos a probar que los autovalores de la traspuesta parcial
son independientes de la base producto sobre la que se define la operación: la traspuesta
10 Vale notar que las representaciones {pi, |αi〉} ∈ P(ρ) que minimizan el entrelazamiento de formación y
la concurrencia no necesariamente coinciden, a pesar de que estas cantidades son monónotas entre si. En
particular, tanto la representación (2.24) como la (2.26) del estado ρW23minimizan ambas la concurrencia (con
valor 2/3), pero sólo la segunda minimiza el entrelazamiento de formación (con valor 2.27)
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parcial definida respecto de la base ortonormal |i′A|j′B〉 = (UA⊗UB)|iA|jB〉 se relaciona con
la traspuesta parcial definida en la base ortonormal |i〉|j〉 por la relación
ρ
t
′
A
AB = ((UAU
t
A)⊗ 1B)ρtAAB((UAUtA)⊗ 1B)†
Demostración:
ρ
t′A
AB = (UA ⊗UB)
(
(UA ⊗UB)†ρAB(UA ⊗UB)
)tA
(UA ⊗UB)†
= (UA ⊗UB)
(
(U∗A ⊗UB)†ρtAAB(U∗A ⊗UB)
)
(UA ⊗UB)†
= ((UAUtA)⊗ 1B)ρtAAB((UAUtA)⊗ 1B)†
Como UtA es una transformación unitaria ((U
t
A)
†UtA = (UAU
†
A)
t = 1tA = 1A) ((UAU
t
A)⊗
1B) también lo es. Por lo tanto, los autovalores de la traspuesta parcial de una matriz son
independientes de la base en la que se definió la operación.
Consideremos ahora un estado puro arbitrario |ψ〉, que en la base de Schmidt es de la
forma
|ψ〉 =
χ
∑
i=1
√
pi|iA〉|iA〉 (2.38)
Por lo que se discutió antes, como la base de Schmidt es una base ortonormal, podemos
evaluar la traspuesta parcial del estado puro |ψ〉〈ψ| respecto de la base de Schmidt
(|ψ〉〈ψ|)tA = ∑
ij
√
pi pj
(|iAiA〉〈jA jA|)tA
= ∑
ij
√
pi pj
(|jAiA〉〈iA jA|)
= ∑
i
pi
(|iAiA〉〈iAiA|)+∑
i 6=j
√
pi pj|jAiA〉〈iA jA| . (2.39)
Los dos términos en la última linea actúan sobre dos espacios ortogonales entre si. El
primero corresponde a un estado mezcla, pero el segundo es un operador de traza nula,
con autovalores ±√pi pj, que se reducen a cero sólo si el estado es un estado separable.
El criterio PPT nos provee además de una medida cuantitativa de entrelazamiento: la
Negatividad NA(ρ) [21, 40].
NAB =
tr
[√
(ρtA)† ρtA
]
− 1
2
(2.40)
que consiste en el valor absoluto de la suma de los autovalores negativos de la traspuesta
parcial, que como vimos, son independientes de la base respecto de la que se definió la
operación. Para un estado puro de dos qubits, la negatividad coincide a menos de una
constante con la concurrencia:
CAA = 2NAA (2.41)
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Por completitud, se mencionará una cantidad relacionada, la negatividad logarítmica
EABN = ln
(
tr
[√
(ρtA)† ρtA
])
= ln[1+ 2NAB] (2.42)
Esta cantidad es obviamente una función monótona deN , que no se reduce a la entropía de
entrelazamiento para estados puros. Además se trata de una cantidad que es aditiva pero
no convexa [41]. Además de ser fácil de calcular, tiene varias interpretaciones operacionales
importantes: es cota superior al entrelazamiento destilable del sistema [42] y proporciona
un límite a la capacidad de teleportación [21].
Si bien el criterio PPT no es una condición suficiente de separabilidad en un sistema
general, si se sabe que lo es para cierta clase de estados. En particular, esto ocurre para
cualquier estado de dos qubits o de uno formado por qubit y un qutrit (un sistema de
tres estados). Esto también es cierto, en sistemas de bosones, para ciertas particiones de
los “estados Gaussianos”[43–45]. Esta clase de estados tienen la particularidad de quedar
completamente determinados por los valores medios locales y las correlaciones de pares;
además, son estados de equilibrio exactos de los hamiltonianos cuadráticos bosónicos, que
son el punto de partida de muchas aproximaciones. En la sección siguiente analizaremos en
detalle esta clase de estados y cómo es posible la evaluación de la negatividad y la entropía
de entrelazamiento (Ec. (2.19)) como función de sus correlaciones de pares.
2.5 Entrelazamiento en estados Gaussianos
En esta sección se discutirá el entrelazamiento en una clase especial de estados en sistemas
de bosones, los llamados “estados Gaussianos” [2, 46, 47]11. Esta clase de estados son de la
forma
ρb =
exp(−βHb)
tr
[
exp(−βHb)] , (2.43)
donde Hb es un operador positivo de la forma
Hb = 12(Z +Φ)†jHij(Z +Φ)i (2.44)
donde Z = (bb†) es un “vector” de operadores bosónicos, Φ = (
φi
φ∗i
) es un “vector” de
escalares y H es la forma cuadrática dada por
Hij =
(
∆+(ij) ∆−(ij)
(∆−(ij))∗ (∆+(ij))∗
)
(2.45)
11 El tratamiento convencional de esta clase de estados se desarrolla generalmente en la representación de
Wigner del operador densidad, en términos de la matriz de covarianza de las variables canónicas pi =
(ai − a†i )/2 y qi = (ai + a†i )/2. El presente formalismo sigue las convenciones usadas en la referencia [2]
donde en lugar de las matrices de covarianza se utilizarán las “matrices de contracciones generalizadas”.
Este formalismo, más apropiado a los efectos de este trabajo, se relaciona con el usual por medio de la
transformación lineal antes mencionada.
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Podemos pensar a Hb como el Hamiltoniano del sistema de bosones considerado, aunque
Hb en general no es necesariamente el Hamiltoniano del sistema; más aún, el sistema de
bosones considerado podría bien no ser un sistema cerrado, y por lo tanto no tener un
“Hamiltoniano”, en el sentido que su evolución no es necesariamente unitaria. En cualquier
caso, este estado es diagonalizable exactamente a través de transformaciones canónicas. En
el límite β → ∞ los estados Gaussianos se reducen a estados puros, que se corresponden
con el estado que minimiza Hb.
Por medio de operaciones locales, es posible reescribir el estado (2.43) como
ρb = T[φ]
exp(−βHb)
tr
[
exp(−βHb)]
∣∣∣∣∣
φ=0
T†[φ] (2.46)
donde T es el operador unitario
T = exp(Φ†MZ) =∏
i
exp(−b†i φi + φ∗i bi) (2.47)
yM es la “métrica” simpléctica
M =
(
1ij 0ij
0ij −1ij
)
= [Z ,Z†] . (2.48)
De esta manera, a los efectos de estudiar el entrelazamiento entre los diferentes modos
bosónicos, podemos asumir siempre que φ = 0.
Los estados Gaussianos tienen la particularidad de estar completamente caracterizados por
sus correspondientes valores medios locales 〈bi〉 = φi y las correlaciones de pares 〈bibj〉 y
〈b†i bj〉. Para ver esto, definimos en primer lugar la “matriz de contracciones generalizada”[2]
D ≡ 〈ZZ†〉ρb −M =
(
F G
G∗ I + F∗
)
, (2.49)
donde
Fij ≡ 〈b†j bi〉ρb , (2.50a)
Gij ≡ 〈bjbi〉ρb . (2.50b)
Ante una transformación canónica 12 (Z =WZ ′ conWMW† =M), la matriz D transfor-
ma como
D = WD′W† . (2.51)
con D′ = 〈Z ′Z ′†〉 −M. Definimos entonces la “diagonalización simpléctica” de la matriz
D como la diagonalización de
DM =
(
F −G
G∗ −I − F∗
)
=WD′MW−1 (2.52)
12 Una transformación canónica (o transformación de Bogoliubov) es una transformación lineal entre los oper-
adores bosónicos que preserva el álgebra [Z ,Z†] = [Z ′,Z ′†] =M
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con D′ una matriz diagonal D′ = diag( f1, . . . fi, . . . , 1+ f1, . . . , 1+ fi, . . .) yW satisfaciendo
la normalizaciónWMW† =M.
Por medio de la misma transformación canónica es posible reescribir el estado (2.43) en
forma diagonal: basta con reescribir la forma cuadrática (2.44): Si W diagonaliza DM
también diagonalizaMH
MH =W−1MH′W , (2.53)
y por lo tanto podemos reescribir Hb como
Hb = Z†HZ = Z†W†H′WZ = Z ′†H′Z ′
En los nuevos bosones, el estado (2.43) se factoriza como
ρ =
⊗
i
ρi (2.54)
donde ρi ∝ exp(−λαb′i†b′i), donde λα son los autovalores simplécticos de MH. En estos
operadores, la matriz de correlaciones generalizada (2.49) es diagonal, con autovalores sim-
plécticos
fα =
1
exp βλα − 1
de esta manera, podemos vincular a la matriz H que define la forma cuadrática Hb con la
matriz de contracciones (2.49):
DM = [exp(βMH)− 1]−1 (2.55)
lo que prueba que efectivamente todo estado Gaussiano queda completamente determina-
do por su matriz de contracciones generalizada. En el límite de β → ∞, la matriz D será
de la forma D = W( 1−M2 )W†, con todos sus autovalores simplécticos fα nulos. Este esta-
do representa el “vacío” de las excitaciones Z ′ al que llamaremos |0′〉. Existe una forma
cerrada de expresar la conexión de este vacío con el vacío de los bosones b [2, 48]:
|0′b〉 = Cb exp[12∑
i,j
Zijb†i b
†
j ]|0b〉 , Z = V(U∗)−1 , (2.56)
donde U y V son los bloques de la matrizW
W =
(
U V
V∗ U∗
)
de forma que bi = Uijb
′
i +V
i
j b
′
i
†. Cb = 〈0b|0′b〉 = Det[U∗]−1/2 es un factor de normalización
y Z es una matriz simétrica. De esta manera, la matriz de contracciones para el estado puro
|0′〉 vendrá dada por
Fij ≡ 〈b†j bi〉0′ = (VV†)ij, (2.57a)
Gij ≡ 〈bjbi〉0′ = (VUt)ij . (2.57b)
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Estado de un subsistema
Por el teorema de Wick [48], el estado de cualquier subsistema A es a su vez un estado
Gaussiano, caracterizado por la matriz de contracciones generalizadas truncada
DA = 〈ZAZ†A〉0′b −MA =
(
FA GA
G∗A I + F
∗
A
)
(2.58)
donde ZA contiene sólo los bosones de los sitios en A. Una diagonalización simpléctica de
la matriz DA nos llevará a
DA = WAD′AW†A, D′A =
(
fA 0
0 I + fA
)
, (2.59)
donde f αα
′
A = f
α
A1
αα′ con f αA = 〈b′†αAb′αA〉0′ ≥ 0 (DAMA tiene autovalores f αA y −1− f αA) y
WAMAW†A =MA, con ZA = WAZ ′A. Para un estado puro, el entrelazamiento entre A y
su complemento A¯ es dado entonces por la entropía bosónica asociada,
EAA(ρb) = S(ρbA) = −tr
[
ρbA log2 ρ
b
A
]
(2.60)
= −∑
α
f αA log2 f
α
A − (1+ f αA) log2(1+ f αA) . (2.61)
Aquí ρbA ≡ trA
[|0′b〉〈0′b|] es la matriz densidad bosónica reducida del subsistema A, que
puede ser explícitamente expresada como
ρbA = C exp[−12Z†AHAZA] = C exp[−∑
α
ωαAb
′†
αAb
′
αA ] (2.62)
donde C = ∏α(1+ f Aα ) y HA, DA están relacionados por
DAMA = [exp(MAHA)− I]−1 . (2.63)
Aquí HA representa la matriz del “Hamiltoniano” efectivo del subsistema A con autoval-
ores simplécticos ωαA, tales que f
α
A = (e
ωαA − 1)−1 (y entonces −1− f αA = (e−ω
α
A − 1)−1).
La Ec. (2.62) lleva así a la matriz de contracciones (2.58), y por lo tanto a los mismos val-
ores medios que los provenientes del vacío completo |0′b〉〈0′b| para cualquier operador del
subsistema A.
Por otro lado, el entrelazamiento interno dentro del subsistemaA respecto de la partición
B|C (donde el complemento A juega el rol de un entorno) puede ser medido a través de la
correspondiente negatividad (definida en la sección anterior):
NBC =
tr
[√(
ρtCA
)†
ρtCA
]
− 1
2
(2.64)
Si el subsistema B consiste de un único modo, se puede probar que bajo esa partición
el sistema no presenta entrelazamiento de tipo ligado[43], y por lo tanto, un estado con
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negatividad no nula será en ese caso un estado entrelazado. Como los valores esperados
con respecto a (ρbA)
tC de un observable QbA se corresponden con aquellos de (Q
b
A)
tC con
respecto a ρbA, por medio de los reemplazos Fji ↔ Gji, Fj′ j ↔ F∗jj′ , Gj′ j ↔ G∗j′ j en la matriz de
contracciones, para j, j′ ∈ C, i ∈ B, podemos construir una matriz D˜A con autovalores sim-
plécticos f˜ αA. Estos últimos ahora pueden ser negativos. A partir de esta matriz es posible
escribir (ρbA)
tC como en la Ec. (2.62) en términos de la matriz efectiva H˜A correspondiente,
con autovalores simplécticos ω˜αA tales que f˜
α
A = (e
ω˜αA − 1)−1.
Como la traza permanece sin cambios (tr
[
(ρbA)
tC
]
= 1), |e−ω˜αA | < 1, implicando f˜ αA >
−1/2. Un f˜ αA > −1/2 negativo corresponde a e−ω˜
α
A < 0 y así a una matriz (ρbA)
tC , no
positiva, indicando una ρbA entrelazada con respecto a esta bipartición. Obtenemos entonces,
notando que (1+ e−ω˜αA)−1 = (1+ f˜ αA)/(1+ 2 f˜
α
A), el resultado final[2, 21, 46, 47]:
tr
[
|(ρbA)tc |
]
= ∏
f˜ αA<0
1
1+ 2 f˜ αA
, (2.65)
que permite la evaluación de la negatividad (2.40) en la partición B|C del subsistema A.
En el caso de una bipartición global A|A de un estado puro, NAA se vuelve función de
la matriz densidad reducida ρA, a saber [49]
NAA =
1
2
(
tr
[∣∣|0〉〈0|tA ∣∣]− 1) = 12 [(tr [√ρA])2 − 1] . (2.66)
En un sistema de bosones, esto implica que NAA, un caso límite de las Ecs. (2.64)–(2.65),
puede también ser expresado sólo en términos de los autovalores simplécticos f αA de la
matriz de contracciones DA[2]:
NAA =
1
2 [∏
α
(
√
f αA +
√
1+ f αA)
2 − 1] . (2.67)
3 ESTADOS DE EQUIL IBR IO TÉRMICO
En los capítulos anteriores discutimos algunas propiedades generales de los sistemas cuán-
ticos y cómo el entrelazamiento - tanto en un sentido cuantitativo como cualitativo - se
relaciona, por un lado, con el carácter no clásico de las correlaciones entre las partes de un
sistema, y por otro, con la medida de un recurso que nos permite realizar tareas imposibles
de llevar a cabo con sistemas en el régimen clásico.
En lo que sigue, nos vamos a concentrar en una familia de estados muy general: los
estados de equilibrio térmico. Como se mencionó en la introducción, estos estados son
importantes en dos sentidos: por un lado, se trata del estado en que encontramos cualquier
sistema cuántico antes de realizar operaciones concretas sobre él; por otro, esta clase de
estados se relaciona de forma muy simple con el hamiltoniano del sistema considerado,
cuando las interacciones con el ambiente son lo suficientemente débiles.
Un estado de equilibrio es necesariamente estacionario. Por eso, debe satisfacer
[ρ, H] = 0
por lo que ρ será función de H y de cualquier observable compatible con H. Además,
deben ser estables frente pequeñas perturbaciones desde el exterior. Si no tenemos ninguna
restricción, el estado más estable será el estado completamente mezclado: si no sabemos
nada del sistema, una perturbación externa no cambiará este hecho.
Si por otro lado conocemos alguna cantidad compatible con H, el estado más estable
será aquel estado más próximo al estado completamente mezclado, dentro de la clase de
estados para los que el valor medio de tales cantidades sea el correcto. Una manera de
formular esta “cercanía con la identidad” consiste en minimizar la entropía relativa [15]
del estado respecto del estado completamente mezclado:
Srel(ρ,
1
tr [1]
1) = tr
[
ρ ln(ρ)− ρ ln
(
1
tr [1]
1
)]
= −S(ρ) + ln (tr [1]) . (3.1)
De esta manera, el estado de equilibrio del sistema será aquél que maximice la entropía del
sistema, con las correspondientes restricciones 〈Qi〉conocido = tr [ρQi].
Una condición muy general consiste en asumir que la única cantidad conocida exterior-
mente es 〈H〉. En ese caso, es muy fácil probar que
ρ = Z−1 exp(−βH)
Z = tr [exp(−βH)]
con β un parámetro que determina la energía media del sistema. Llamamos temperatura
(T) del sistema a una cantidad proporcional a 1/β.1 Los estados térmicos son en general
1 Actualmente se está trabajando intensamente en dar una fundamentación de la forma del los estados de
equilibrio, ya no en función de la ignorancia que se tiene sobre el sistema (que no nos permite saber cuál de
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estados mezcla. Sin embargo, en el caso particular de que exista un único estado puro
con energía mínima, en el límite en que T → 0, obtenemos un estado puro: el Estado
fundamental (Ground State) (GS) del sistema. El GS de un sistema es de gran importancia ya
que contiene muchas de las características cualitativas de los sistemas a bajas temperaturas,
a la vez de ser más fácilmente tratable tanto matemática como computacionalmente.
Una propiedad matemática muy importante de este tipo de estados consiste en que
los valores medios de cualquier observable del sistema pueden obtenerse por medio del
cálculo de la derivada de Z respecto de los parámetros del Hamiltoniano: Si definimos
Hλ = H + λQ, y construimos Z(λ) = tr [exp(−βHλ)], es fácil ver que
−β−1 ∂ ln Z
∂λ
∣∣∣∣
λ=0
=
−β−1
Z
∂
∂λ
tr [exp(−βHλ)]
=
1
Z
tr
[∫ 1
0
exp(−(1− t)βH)Q exp(−tβH)dt
]
=
tr [Q exp(−βH)]
Z
= tr [Qρ] = 〈Q〉 (3.2)
donde en la segunda linea se desarrolló Z a primer orden en λ (ver Apéndice B.1). Por
esta propiedad, Z suele llamarse también la “función generatriz” del sistema en equilibrio
térmico. Otra particularidad de este estado es que el operador densidad que lo representa
puede verse como la continuación analítica (a menos de una constante multiplicativa) del
operador evolución U(t) = exp(−itH/h¯) si identificamos β = it/h¯.
La construcción explícita del estado de equilibrio para un sistema de partículas en inter-
acción es en general un problema intratable: en un sistema de n componentes, cada uno con
un espacio asociado de dimensión di, implica encontrar tanto los autovectores como los au-
tovalores de una matriz hermítica de (∏i di)× (∏i di) componentes complejas, por lo que
la diagonalización directa, incluso en el caso de que H sea una matriz dispersa2, se vuelve
rápidamente intratable. Naturalmente, si las componentes del sistema no interactúan en-
tre sí, el problema puede descomponerse en n problemas de dimensión di, volviéndose
tratable.
En el límite de altas temperaturas, respecto de la energía de acoplamiento entre las
partículas, es factible tratar a H perturbativamente en torno al estado de un sistema sin
interacciones, (Ec. (B.8b)). Por otro lado, en el límite de temperatura cero, el problema se re-
duce a encontrar el GS del sistema, que eventualmente puede ser degenerado. En sistemas
no demasiado grandes (por ejemplo, un sistema de 20 espines 1/2) y cuyos Hamiltonianos
admitan una representación local dispersa (por ejemplo, los que se obtienen en sistemas
con interacciones a primeros vecinos) el problema es tratable. Sin embargo, al aumentar el
número de componentes, la conectividad de la interacción, o la dimensión de los espacios
de Hilbert locales, el problema deja de ser tratable en forma directa.
los estados es el correcto), sino desde la perspectiva de la dinámica de sistemas cuánticos. Ver por ejemplo
[50].
2 Una matriz dispersa (sparse, en inglés) es una matriz para la que elementos no nulos es mucho menor al
número total de elementos.
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Por ello, ha sido necesario desarrollar diversos métodos de aproximación, cada uno de
ellos con un alcance de aplicación diferente. En el Apéndice B se discutirán algunos de
estos métodos.
En este capítulo, presentaremos una representación del estado de equilibrio ρ conocida
como la representación de Hubbard-Stratonovich[51]. En esta representación, la exponen-
cial del operador H con interacciones se reescribe como una integral sobre operadores
producto directo. Esto nos permitirá, por un lado, hacer explícito el efecto de una manip-
ulación local sobre el estado. Por otro, servirá como punto de partida para la construcción
de varias aproximaciones al estado.
3.1 La transformación de Hubbard-Stratonovich
Consideremos un sistema con un Hamiltoniano de la forma
H = bµQµ − 12Q
†
µV
µ νQν (3.3)
donde Qµ son en general operadores (Qµ ≡ Q j(µ)i|i〉〈j|) que no conmutan entre si. En
general, el problema de construir el estado de equilibrio térmico de H es resoluble en el caso
de que V = 0, esto es, de H lineal en los operadores3. Stratonovich [51] descubrió una forma
elegante reducir el problema de construir el estado de equilibrio térmico (Ec. (3.2)) para
hamiltonianos de la forma (3.3), en términos de una integral funcional de exponenciales
de operadores lineales en los Qµ. Veamos cómo se logra esto. Consideremos el operador
exp(−βH), con H definido como en la Ec. (3.3). Vamos a probar que esta exponencial puede
escribirse como la integral funcional
exp(−βH) =
∫
D[Φ]U[φ(τ)] e−12
∫ β
0 Φ(τ)V
−1Φ(τ)dτ (3.4)
sobre la medida DΦ, definida de manera que∫
e−
1
2
∫ β
0 (Φ(τ)−x(τ))†V−1(Φ(τ)−x(τ))dτDΦ = 1 ∀x(τ) (3.5)
donde φ es un “campo auxiliar” sobre el que integraremos y
U[φ] = T exp(−
∫ β
0
h[φ(τ)]dτ) (3.6)
h[φ(τ)] = bµQµ + Q†µφ
µ(τ) + (φµ(τ))∗Qµ (3.7)
siendo T el operador de orden temporal.
3 Esto es cierto si Qµ son formas cuadráticas en operadores bosónicos o fermiónicos, o en general, en el caso
de que los operadores Qµ sean todos operadores “locales”, ya que en este último caso, el estado del sistema
se reduce a un producto directo de estados locales.
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Demostración: En primer lugar, consideremos el caso en que V es una matriz
hermítica positiva con coeficientes reales. En ese caso, podemos reescribir V en
forma diagonal como WV˜W† con W una matriz unitaria WW† = 1 y V˜ una
matriz diagonal. De esta manera, podemos reescribir H como
H = 12C− 12∑
α
vαQ˜†αQ˜α
con Q˜α = (W†)
µ
αQµ −Wαµbµ y C = bµV−1µν bν. Consideremos ahora la identidad∫∫
exp(−(x− σα)∗(x− σα)/2σ)dxdx∗ = 2piσ (3.8)
donde las integrales se realizan sobre un par arbitrario de curvas C y C˜ sobre el
plano complejo, de manera que C = (C˜)∗
La identidad (3.8) es válida incluso en el caso de que α sea un operador acotado,
que expresa simplemente la invarianza de la medida dx respecto a translaciones
arbitrarias. Esta identidad nos permite reescribir
exp(σα2/2) =
∫∫
exp(−αx) exp(−x∗x/(2σ))dxdx∗
2piσ
(3.9)
que también es válida en el caso de que α sea un operador.
En nuestro caso, nuestro operador a exponenciar es una suma de términos
cuadráticos, que en general no conmutan. Podemos sin embargo reescribir exp(−βH)
como
exp(−βH) = exp(−βH/n) · . . . · exp(−βH/n) (n factores) (3.10)
a orden β/n, podemos factorizar cada exponencial como
exp(−βH/n) ≈ ∏α exp(−βvαQ˜2/n). Usando la identidad (3.9) en cada uno de
esos factores, obtenemos, a orden 1/n
exp(−βH) ≈
n
∏
i=1
∏
α
exp(
β
2n
vαQ˜†αQ˜α) (3.11)
≈
n
∏
i=1
∫
exp(− β2nφαi Q˜α + h.c.) exp(− βn
(φαi )
∗φαi
2vα )dφ
α
i d(φ
α
i )
∗∫
exp(− βn
(φαi )
∗φαi
2vα )dφ
α
i d(φ
α
i )
∗
(3.12)
En el límite de n → ∞ (para operadores Q˜ acotados y β < ∞), la aproximación
es exacta. Pero en ese límite, el miembro derecho define la integral funcional
∫
T e−
∫ β
0 φ
α(τ)Q˜αdτe−
∫ β
0
(φα)2
2vα dτDφ ≡ lı´m
n→∞
n
∏
i=1
∫
exp(− βnφαi Q˜α) exp(− βn
φαi φ
α
i
2vα )dφ
α
i∫
exp(− βn
φαi φ
α
i
2vα )dφ
α
i
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(3.13)
donde se identifica dτ = β/n y τ = iβ/n, y la medida Dφ definida por
DΦ = lı´m
n→∞
n
∏
i=1
(2pi det(V)/β)−1 dφαi d(φ
α
i )
∗ (3.14)
Es fácil ver que esta medida satisface la Ec. (3.5) y es invariante ante transforma-
ciones ortogonales generales de φi.
Consideremos finalmente el caso en que V no es definida positiva. En ese caso,
vamos a reescribir
DΦDΦ∗ = DΦ(+)DΦ∗(+)DΦ(0)DΦ∗(0)DΦ(−)DΦ∗(−)
donde Φ(s) y Φ∗(s) representan los campos asociados al subespacio positivo
(s = +), nulo (s = 0) o negativo (s = −).
La medida DΦ(0)DΦ∗(0) está concentrada en Φ∗ = Φ = 0, por lo que podemos
evaluar la integral sobre estos campos directamente.
La medida DΦ(−)DΦ∗(−) debe redefinirse como DΦ(−)DΦ∗(−) de manera que
Φ = iΦ˜ y Φ∗ = iΦ∗ (observese que (Φ∗)∗ = −(Φ)∗)
Mediante este cambio en la medida, la integral funcional estará bien definida en
general.
–0–
La “magia” de esta transformación consiste en que usualmente, los operadores Qµ pueden
agruparse dentro de sub-álgebras cerradas Qµi, de manera que
[Qµ i, Qν j] = 1ijCλµν jQλ j (3.15)
Esto ocurre cuando el espacio de Hilbert del sistema es un espacio producto, o sea, en un
sistema de partículas. Cuando esto ocurre, el operador U (Ec. (3.6)) queda factorizado en
un producto directo de operadores locales:
U[Φ] =
⊗
i
Ui[Φ(i)] (3.16)
Ui[Φ(i)] = T exp
(
−
∫ β
0
hi[φi]dτ
)
(3.17)
hi[Φ(i)] = bµiQµi + Q†µiφ
µi(τ) + (φµi(τ))∗Qµi (3.18)
De esta forma, logramos algo semejante a lo que se logra en la descomposición de Schmidt
(2.8) discutida en el capítulo anterior, pero con un estado mezcla: esto es, escribir el estado
del sistema compuesto como una combinación lineal de operadores producto directo. Sin
embargo, a diferencia del caso de la descomposición de Schmidt, donde los términos de
la descomposición eran estados puros, los Ui no son estados, ya que en general no serán
siquiera operadores hermíticos. Sin embargo, esta representación nos habilita a realizar de
forma transparente diversas operaciones locales, por ejemplo:
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• Construir trazas parciales. El efecto de tomar la traza sobre ciertos subsistemas i
se reduce a remplazar cada componente Ui(Φi) por su correspondiente traza. Una
estimación de estas trazas puede usarse luego como función de peso para evaluar
una estimación de ρi
• La operación “transpuesta parcial”, necesaria para calcular la negatividad del estado,
se realiza en esta representación mediante la conjugación de los campos y observables
locales, y la inversión del “orden temporal” local.
Este tipo de construcciones se encuentran actualmente bajo investigación. En esta tesis,
usaremos esta representación integral para construir aproximaciones a los estados de los
subsistemas. Si bien la evaluación de la integral en general no admite una forma exacta,
podemos aproximarla mediante varios métodos. Mencionemos algunos de ellos en partic-
ular:
• Evaluación numérica mediante Quantum Monte Carlo [30, 52]. En esta representación,
Quantum Monte Carlo se reduce a una simple integración Monte Carlo multidimen-
sional. La forma Gaussiana de la función de peso permite implementar con facilidad
y eficiencia este tipo de aproximaciones, si suponemos que los elementos de Ui (o al
menos su traza) varían suavemente dentro del soporte efectivo de la integral.
• Evaluación en la “aproximación gaussiana”4 de la función de partición asociada.
Tomando traza sobre todos los Ui construimos una representación de la función de
partición Z, evaluándose la integral en la aproximación gaussiana. Esto da origen
a varios métodos de aproximación que discutiremos más adelante. A partir de una
aproximación de Z, podemos obtener estimaciones de los valores medios de observ-
ables locales y correlaciones usando las relaciones (3.2).
• Evaluación como una “integral de camino estático correlacionada”[26]: Esta aproxi-
mación consiste en separar las variables de integración en “estáticas” y “dinámicas”.
Las variables dinámicas se integran en la aproximación gaussiana mientras que las
“estáticas” se integran luego exactamente. De este modo se obtiene una aproximación
que reune algunas de las ventajas de una integración Monte Carlo (teniendo en cuenta
diferentes configuraciones con peso similar) junto con las de la aproximación Gaus-
siana (simplicidad del tratamiento, reducción del costo computacional y aspecto evi-
dente de algunas propiedades analíticas del sistema).
• Evaluación por medio de una “bosonización”. El operador U puede ser evaluado ex-
actamente si los operadores Qµi cierran álgebras bosónicas [Qµi, Qνj] = 0, [Qµi, Q†νj] =
1µν1ij. De esta manera, si podemos construir un mapeo aproximado del álgebra de los
Qµi a un álgebra bosónica, la integral puede ser evaluada hasta segundo orden. Por
medio de una bosonización, se pueden estimar tanto observables locales como correla-
ciones globales cualesquiera de forma eficiente, vía el teorema de Wick. Este esquema
4 La aproximación gaussiana consiste en estimar la integral
∫
f (x)dx por f (x0)det(M)−1/2, donde x0 es un
extremo de f (x) < f (x0) y M es (menos) la matriz “hessiana” de ln( f (x)): ln( f (x)) = ln( f (x0)) − (x −
x0)† M(x− x0) +O((x− x0)3)
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tiene la ventaja de darnos un modelo tratable analíticamente del comportamiento del
sistema.
El primero de estos caminos corresponde a una aproximación completamente numérica
y no será estudiado en este trabajo. Sin embargo, a modo ilustrativo, en el Apéndice B,
Sec. B.3 se analizará el caso sencillo de un par de espines 1/2 a fin de comparar tanto
resultados como aplicabilidad del método. En el Cap. siguiente discutiremos el segundo y
tercero de estos caminos, que serán aplicados a sistemas de espines en el Cap 5. Finalmente,
el tratamiento bosónico será discutido en los capítulos 6 y 7.

Parte II
Métodos funcionales y entrelazamiento de pares
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4 LA APROXIMACIÓN CSPA
En el Capítulo anterior presentamos algunas de las técnicas posibles que se pueden desar-
rollar a partir de la representación de Hubbard-Stratonovich. En este capítulo analizaremos
en detalle una de ellas: la Aproximación de camino estático correlacionado (Correlated Stat-
ic Path Approximation) (CSPA).
Si sólo estamos interesados en evaluar algunas correlaciones de pares y observables lo-
cales, una posibilidad es tratar de aproximar la función de partición Z del sistema (Ec. (3.2))
y recuperar los observables de interés vía derivación respecto a ciertos acoplamientos en el
Hamiltoniano, usando la Ec. (3.2). Una vez obtenidos los observables, es posible reconstruir
el estado del subsistema por medio de técnicas de tomografía de estados [15]. Evaluando
la traza de la expresión (3.4) obtenemos
Z =
∫
D[φ]Z[φ(τ)] e−12
∫ β
0 φ(τ)V
−1φ(τ)dτ con (4.1)
Z[φ] = ∏
i
Zi[φi] (4.2)
Por medio del cambio de variables
φ(τ) = φ0 + ∑
n 6=0
eivnτφn vn = 2pin/β
que no modifica1 la medida Dφ, podemos reescribir la Ec. (4.1) como
Z = det(2piV/β)−1/2
∫
Z[φ0]C[φ0]e
−12 βφ0V−1φ0dφ0 (4.3)
C[φ0] =
∫ Z[φ0 +∑n 6=0 φneivnτ]
Z[φ0]
e−
1
2 β∑n φnV
−1φnD′φn (4.4)
donde en la segunda linea, la medida D′φn viene dada por
∏
n 6=0
det(2piV/β)−1/2dφN
A las frecuencias vn se las conoce como “frecuencias de Matsubara”. El integrando en la
definición de C(φ0) (Ec. (4.4)) puede desarrollarse en serie de potencias alrededor de una
dada configuración estática de φ = φ0.
Una primera aproximación consiste en este factor con valor 1 para cualquier configu-
ración de los campos estáticos. En este límite obtenemos la llamada Aproximación de
1 Los campos auxiliares φ(τ) están definidos en el intervalo semiabierto [0, β), por lo que pueden ser expandi-
dos en cualquier base completa de funciones sobre ese dominio. En particular, podemos escoger una base
completa de funciones periódicas en el intervalo cerrado [0, β].
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caminos estáticos (SPA), que es la función de partición asociada al estado separable de
la forma
ρsep =
(det(2piβV))−1/2
ZSPA
∫
Z(φ0)ρ(φ0)dφ0 (4.5)
ZSPA = (det(2piβV))−1/2
∫
Z(φ0)dφ0 (4.6)
donde ρ(φ0) = exp(−βφµ0 Qµ)/tr
[
exp(−βφµ0 Qµ)
]
y Z(φ0) = exp(−βF[φ0]), con
F[φ0] = φ
µ
0 〈Qµ〉ρ(φ0) +
1
2
φ
µ
0 V
−1
µν φ
ν
0 + β
−1tr [ρ(φ0) log ρ(φ0)] ,
la “energía libre de Hartree” del sistema. Para sistemas formados por muchas componentes
y fuera de las zonas críticas del sistema considerado, F[φ0] tiene un mínimo muy pronun-
ciado si φ0 es una solución de campo medio (Ver Sec. B.2.1). La evaluación directa de
esta integral, cuando es posible, permite introducir correcciones a los observables de cam-
po medio, que pueden ser importantes en sistemas pequeños, o dentro de una zona de
transición de fase. Sin embargo, por ser esencialmente una mezcla estadística de estados
separables, es incapaz de dar cuenta del entrelazamiento entre sus subsistemas2.
4.1 C[φ] en la aproximación RPA
A partir del desarrollo perturbativo de la exponencial (Ec. (B.8b)) obtenemos, hasta segundo
orden en los campos φn
Z[φ]
Z[φ0]
= ∏
i
∏
n
exp(−β
2
φ†nR(φ0, ivn)φn +O2(φn)) (4.7)
donde R(φ0,ω) es la matriz de curvatura
Rνjµi(φ0,ω) = 1
j
i ∑
|ki〉6=|k′i〉
(pki − pk′i)〈ki|Qµi|k′i〉〈k′i|Qνi|ki〉
λki − λk′i +ω
(4.8)
siendo |ki〉 es el autovector del Hamiltoniano local hi[φ0] = φ(i)µ0 Q(i)µ (Ec. (3.18)) con auto-
valor λki, y pki es la probabilidad de ocupación de |ki〉 en el sistema local, dada por 3
pki = 〈ki| exp(−βhi[φ0])|ki〉/tr [exp(−βhi[φ0])] .
2 Eventualmente, bajo una partición del sistema distinta a la que elegimos para construir la aproximación, la
expresión (4.6) e incluso campo medio, potencialmente podrían dar cuenta de algún grado de entrelazamiento.
Otro caso en que la aproximación podría tener en cuenta el entrelazamiento del estado en alguna medida
se da cuando tenemos en cuenta las integrales sobre modos repulsivos: en ese caso, el integrando ya no es
necesariamente hermítico, aunque sí lo es la integral. En la aproximación de campo medio, esto se refleja en la
aparición de soluciones complejas de las ecuaciones de campo medio, que naturalmente serían degeneradas.
Sin embargo, estos efectos tienden a anularse con el tamaño del sistema.
3 En lo que sigue, vamos a asumir que hi[φ0] es siempre un Hamiltoniano hermítico, suponiendo que elegi-
mos adecuadamente los contorno de integración, dentro de la zona “grande” respecto del soporte efectivo
de las integrales estáticas. De esta manera, λki son siempre cantidades reales y 1 ≥ pki ≥ 0 son siempre
probabilidades.
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En esta aproximación, la integral en la Ec. (4.4) se reduce a una integral Gaussiana. Defini-
mos entonces 4
CRPA(φ0) = ∏
n 6=0
det (1−VR(φ0, ivn))−1/2 . (4.9)
Si en la Ec. (4.3) hacemos el reemplazo C[φ0] → CRPA[φ0], obtenemos la aproximación
conocida como CSPA, también conocida como CSPA+RPA [24, 25, 53, 54]:
ZCSPA = det(2piV/β)−1/2
∫
Z[φ0]CRPA[φ0]e
−12 βφ0V−1φ0dφ0 (4.10)
El rango de validez de esta aproximación está limitado a las situaciones en que CRPA(φ0) >
0 para cualquier configuración de los campos estáticos. Generalmente, esta condición se
satisface por encima de una “temperatura de ruptura” T∗, generalmente baja, tal que la
Ec. (4.10) es aplicable a T > T∗. Normalmente, T∗ es menor que la temperatura crítica
de ciertas transiciones de fase, por lo que, en esos casos, esta aproximación nos permite
obtener resultados muy precisos en torno a esas transiciones.
Para evaluar CRPA(φ), observamos que el determinante en la Ec. (4.9) es un cociente de
polinomios en ivn de igual grado (a lo sumo, igual a ∑i di(di − 1), con di la dimensión del
espacio del i-ésimo espacio de estados ), que puede escribirse en forma factorizada como
det (1−VR(φ0,ω)) = ∏
α
ωα −ω
λα −ω (4.11)
siendo α un índice que etiqueta pares de autoestados distintos de los diferentes Hamiltoni-
anos locales (|k j〉, |k′j〉), λα la energía de la transición y ωα las correspondientes raíces de la
ecuación
det (1−VR(φ0,ωα)) = 0 (4.12)
que se conocen como frecuencias RPA generalizadas5. Las ωα serán entonces funciones
implícitas de los campos φ0. En función de las ωα, podemos reescribir CRPA(φ0) como
CRPA(φ0) = ∏
α
∏
n>0
λα − i2piN/β
ωα − i2piN/β =∏α
ωα sinh(βλα/2)
λα sinh(βωα/2)
(4.13)
donde usamos la identidad de Euler6. Estas expresiones son muy sugerentes: CRPA puede
expresarse como
CRPA =
ZL
ZC
∏
α
λα
ωα
4 El subíndice RPA hace referencia a que, como veremos después, esta aproximación está fuertemente rela-
cionada con la Aproximación de fases al azar (Random Phase Approximation) (RPA) introducida por Bohm
y Pines [27]. Conceptualmente, ambas aproximaciones están basadas en la idea física de “desacoplar” las
fluctuaciones cuánticas de pequeña amplitud de las fluctuaciones estadísticas de cantidades “macroscópicas”
asociadas al comportamiento térmico del sistema.
5 Estas frecuencias se reducen a las energías de excitación colectivas RPA del sistema cuando φ0 es una solución
estable a las ecuaciones de campo medio.
6 La identidad de Euler ∏∞n=1(1 − (a/(2pin))2) = sin(a/2)a/2 se prueba observando que ambos miembros son
funciones enteras en el plano complejo, con los mismos ceros y que valen lo mismo para a = 0
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donde ZL y ZC son las funciones de partición de dos sistemas bosónicos con Hamiltonianos
cuadráticos, uno con energías de excitación λα y otro con energías de excitación ωα. Volver-
emos a este punto más adelante. A temperaturas bajas, cuando φ0 no es una configuración
estacionaria para la energía libre, ωα puede volverse eventualmente una cantidad compleja.
Sin embargo, esto no compromete necesariamente la positividad de CRPA. De hecho, CRPA
será siempre positiva en general si ω2α + 2pi/β2 > 0. En el caso en que podamos suponer
que todas las frecuencias son reales, es posible construir una representación integral de
CRPA(φ0) [55], sin resolver explícitamente la Ec. (4.12):
log(CRPA) =
∮
C
ln sinh(βz/2)
∂
∂z
ln det(1− R(φ0, z))dz (4.14)
para un contorno cerrado C que separe en dos regiones distintas a los semiejes positivo real
y negativo real. Para aplicaciones prácticas, esto nos puede ahorrar una gran cantidad de
cálculo.
Si nos interesa encontrar explícitamente las frecuencias, es posible formular la Ec. (4.12)
como un problema de autovalores. Si introducimos la notación
Qαµi = 〈ki|Qµi|k′i〉 = (Qµiα )∗ (4.15)
Λα
′
α = 1
α′
α (λki − λk′i) (4.16)
Pα
′
α = 1
α′
α (pki − pk′i) (4.17)
R(φ0,ω) se escribe como el producto matricial R(φ0,ω) = Q(Λ− ω)−1PQ†. Vía la identi-
dad de Sylvester7, podemos reescribir la Ec. (4.12) como
det
(
M|Λ| −ω+M(Q|P|1/2)†V(Q|P|1/2)
)
= 0 (4.18)
donde, haciendo uso de que Λ y P son matrices reales codiagonales, y que Λα > 0⇔ Pα >
0, definimos M de manera que P =M|P| = ((MP)1/2)†M(MP)1/2 y Λ =M|Λ†Λ|. La
Ec. (4.18) es la ecuación que define los autovalores de la matriz
MH = M
(
|Λ|+ (Q|P|1/2)†V(Q|P|1/2)
)
(4.19)
Esta ecuación es completamente análoga a la que define el espectro de un Hamiltoniano
bosónico cuadrático (ver Sec. 2.5). Veremos como esto motivará un esquema de bosonización
aproximada en el Cap. 6.
4.2 Aproximación Gaussiana sobre las variables estáticas
Hasta ahora, asumimos que valía la pena evaluar las integrales sobre todas las configu-
raciones estáticas exactamente. En realidad, muchas de las configuraciones sólo aportan a
7 La identidad de Sylvester para determinantes establece que det(1+ ABt) = det(1+ Bt A) para cualquier par
de matrices rectangulares de la misma dimensión.
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nivel de la aproximación Gaussiana. Si todos los hi[φ0] son hermíticos sobre campos φ0 a
valores reales, la integral sobre D−φ puede evaluarse siempre en esta aproximación [56].
Además, si los extremos del integrando son aislados y bien definidos, podemos aproximar
directamente todas las integrales por punto silla. El resultado de esta aproximación, que
llamaremos Aproximación de campo medio corregida (Corrected Mean Field Approxima-
tion) (CMFA) resulta ser
ZCMFA =∑
i
exp
(
−β
2
φ
(i)
0
†
V−1φ(i)0
)
Z(φ(i)0 )C0(φ
(i)
0 )CRPA(φ
(i)
0 ) , (4.20)
donde φ(i)0 son las (posiblemente múltiples) soluciones de las ecuaciones de campo medio
δF[ρ]
δΦµ(i)
= ∑
ν
δ〈Qν(i)〉
δΦµ(i)
(
δ〈H〉
δ〈Qν(i)〉 −Φ
ν(i)
)
= 0 (4.21a)
que minimizan la energía libre F[φ] = −β1 log Z[φ0] + φ†V−1φ/2. C0(φ) es el factor debido
a la curvatura en las direcciones estáticas, que viene dado por [5]
C0(φ) = det[V
−∂2 log F[φ]
∂φνj∂φν
′ j′ ]
−1/2
= det[1+VR˜]−1/2 (4.22)
R˜νjµi = R
νj
µi(φ, 0) +
+β2
(
∑
ki
pki(〈ki|Qµi|ki〉〈ki|Qνi|ki〉)− (4.23)
−∑
ki
∑
k′i
pki pk′i(〈ki|Qµi|ki〉〈k′i|Qνi|k′i〉)
 . (4.24)
Las cantidades que intervienen en R˜ tienen una interpretación simple: si ignoramos el
término proporcional a β2, el determinante del término de la primera linea se reduce sim-
plemente a ∏α
ωα
λα
, que está relacionado con las fluctuaciones cuánticas presentes en los
modos estáticos. El término proporcional a β2 está relacionado con la fluctuación de canti-
dades “clásicas”, en el sentido de aquellas que conmutan con el Hamiltoniano. A temper-
atura cero, los términos entre paréntesis se anulan exponencialmente con β (como lo hace
la dispersión de un observable clásico), permaneciendo R(φ0, 0) como única contribución.
Cuando despreciamos estos términos, CMFA se reduce a la aproximación de campo medio
con correcciones RPA ( Campo Medio (Mean Field) (MF)+RPA) o, por brevedad, RPA.
Además de proveernos de expresiones que no involucran integrales, lo que simplifica
la formulación de resultados analíticos, CMFA, a diferencia de CSPA es estable incluso a
temperatura cero, lo que permite obtener resultados en ese régimen. En ese límite, la Ec.
(4.22) se reduce a ∏α ωα/λα.
En la vecindad de una transición de fase, o cuando el estado de campo medio presenta
una simetría continua rota, C0(φ) se anula. En el caso de una transición de fase, lo que
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ocurre es que F[φ0 + δφ] = F[φ0] +O(δ3φ) para ciertas variaciones de φ. Por medio de un
cambio de variables (con jacobiano trivial) es posible separar las variaciones de los campos
en esas direcciones problemáticas del resto. Luego, podemos construir C0 sobre las segun-
das, e integrar exactamente sobre las primeras. De esta manera podemos tener en cuenta
las fluctuaciones “estáticas” de gran amplitud, propias de una transición de fase. En el caso
de la ruptura de una simetría continua, F[φ0] es constante sobre una “superficie” definida
implícitamente por la condición ∂F[φ]∂φ = 0. Por medio de un cambio de variables global, es
posible desacoplar los modos cero de ∂2F/∂φ2 de las "variables intrínsecas". Podemos aho-
ra integrar sobre las nuevas variables intrínsecas en aproximación de punto silla, teniendo
en cuenta ahora la presencia de un jacobiano asociado a la transformación. Por la simetría
subyacente, el resultado de estas integrales es constante, por lo que la integración exacta
sobre los modos cero sólo contribuye con un factor constante. La presencia del jacobiano
introduce además pequeñas correcciones a la aproximación de campo medio. Veremos más
adelante que estas correcciones son relevantes sólo en sistemas pequeños. Tanto en el caso
de simetrías continuas rotas como el una transición de fase, una o varias ωα se anulan en la
solución de campo medio. En el caso de simetrías continuas rotas, estas frecuencias repre-
sentan los llamados “modos cero” o “modos de Goldstone” [25, 54]; dado que CRPA(φ0) se
mantiene finito (y no trivial) aún en presencia de frecuencias ωα nulas, la Ec. (4.20) sigue
siendo aplicable asumiendo que se hayan desacoplado convenientemente esos modos de
Goldstone.
4.3 Sistemas con invarianza translacional
Consideremos ahora el caso de un sistema cuyos componentes son idénticos, esto es, tanto
los espacios de Hilbert (di = d) como los operadores (Qµi = Qµ) en cada sitio admiten una
misma representación, y cuyo Hamiltoniano sea de la forma [5]
H =∑ bµQµi − 12∑QµiV
µiνjQνj (4.25)
con una interacción invariante translacional
Vµiνj = vµν(i− j) , (4.26)
donde vµν(N − j) = vµν(−j) para una cadena finita. En esta situación puede ser conve-
niente reescribir la Ec. (4.25) como [5]
H = N[bµQ˜µ0 − 12
N−1
∑
k=0
v˜µν(k)Q˜µkQ˜ν,−k] , (4.27)
donde v˜(k) son las componentes de la representación de Fourier (discreta) de v(j),
v˜µν(k) =
n−1
∑
j=0
e−i2pikj/Nvµν(j) , (4.28)
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y similarmente, Q˜µk = n−1∑Nj=1 ei2pikj/NQµj (tal que Qµj = ∑k e−i2pikj/NQ˜µk). Así, Vµkνk
′
=
N1k,−k′ v˜µν(k) en la representación de Fourier. Vamos a asumir que la solución del corre-
spondiente problema de campo medio resulta en un campo medio uniforme φµi = φµ, tal que
〈Qµi〉φ = 〈Qµ〉φ (Ec. (4.21)), que se reduce a
φµ = v˜µν(0)〈Qν〉φ , (4.29)
una ecuación de campo medio local efectiva, y que depende sólo del acoplamiento to-
tal v˜µν(0) = ∑j vµν(j). Nótese que en el espacio de Fourier las Ecs. (4.21) se vuelven
φµk = Nv˜µν(k)〈Q˜ν,−k〉φ, correspondiendo la solución uniforme φ˜µk = Nφµ1k0 de man-
era que 〈H〉ρ[φ] = N[bµ〈Qµ〉φ − 12 v˜µν(0)〈Qµ〉φ〈Qν〉φ]. De esta manera, la matriz de cur-
vatura RPA (Ec. (4.8)) pasa a estar compuesta de bloques diagonales idénticos entre si,
Rνjµi = R
ν
µ1
j
i , implicando que en los nuevos operadores R˜
νk′
µk = N
−1Rνµ1
j
i y entonces,
(VR)νk
′
µk = 1
−k′
k v˜
µρ(k)Rµν , diagonal en k. Así, la Ec. (4.22) se factoriza como
C(φ) =∏
k
[
det[1µν + v˜µρ(k)r0ρν]
− 12∏
α>0
ωα(k) sinh
βλα
2
λα sinh
βωα(k)
2
]
, (4.30)
con ωα(k) las raíces de la ecuación RPA local
det[1µν + v˜µρ(k)Rνµ(ω)] = 0
o equivalentemente, los autovalores de la matriz RPA local efectiva
Aαα′(k) = λα1αα′ + fαQµ,−αv˜µν(k)Qνα′ ,
de dimensión d(d − 1). C(φ) se reduce entonces al producto de n factores de corrección de
sitio individual con acoplamientos v˜µν(k).
Este resultado se mantiene para sistemas cíclicos D-dimensionales (por ejemplo, espines
sobre un toro), donde dado Vµiνj = vµν(i− j), debemos remplazar las matrices v˜(k) (Ec.
(4.28)) por v˜(k) = ∑j e−i2pi∑
D
l=1 kl jl/Nl v(j). Las correlaciones pueden obtenerse mediante la
Ec. (3.2), que dependerá sólo de la separación i− j:
〈QµiQν,i+j〉 = 〈Qµ〉φ〈Qν〉φ + 2Nβ∑k
ei2pikj/N
∂ ln C(φ)
∂v˜µν(k)
. (4.31)
De esta manera, el problema de evaluar los valores medios de un sistema con invarian-
za translacional se redujo a resolver una serie de problemas RPA locales. En el capítulo
siguiente veremos algunas aplicaciones a sistemas de espines.

5 EST IMACIÓN DEL ENTRELAZAMIENTO DE
PARES EN REDES DE ESP INES
Hasta aquí los desarrollos se plantearon en forma completamente general. Vamos ahora
a aplicar lo discutido anteriormente a la evaluación del entrelazamiento en estados de
equilibrio térmico en “redes de espín”. En este trabajo una red de espín consiste en un
sistema de espines (representaciones de SU(2)), cada uno con espín total si, acoplados
entre ellos por interacciones de dos cuerpos, en un campo externo. Las redes de espines
constituyen una atractiva representación escalable de qubits para explorar e implementar
esquemas de procesamiento cuántico de información [57–59] y pueden ser realizadas en
diversos sistemas físicos. El Hamiltoniano de un sistema de esta clase será de la forma
H = bµiSµi +
1
2h¯s
SµiVµi νjSνj (5.1)
donde Sµi son los operadores asociados a las componentes x, y, z del i-ésimo espín, s =
1
N ∑i si es el “espín medio”, b
µi es un campo magnético externo y Vµiνj es, sin pérdida de
generalidad, una matriz simétrica de cantidades expresadas en las unidades del campo
magnético1.
Los formalismos CSPA y CMFA discutidos en la sección anterior pueden aplicarse fácil-
mente a esta clase de sistemas, involucrando diagonalizaciones de matrices cuyo tamaño
escalea linealmente con el número de sitios en la red. Sin embargo, a fin de simplificar la
discusión, nos restringiremos a sistemas que además dos propiedades extra:
• Invarianza translacional: si = s y Vµi νj = vµν(i− j) = vµν(N − (i− j)), bµi = bµ = cte
respecto de un conjunto adecuado de ejes. Veremos más adelante como esta simetría
permite reducir enormemente la complejidad de las aproximaciones discutidas, lle-
vandonos en muchos casos a un tratamiento completamente analítico.
• El campo externo es “transverso” a los acoplamientos. Esto significa que bµ es un
autovector de vµν(i) para todo i. De esta forma, mediante una rotación adecuada es
posible expresar estas cantidades como bµ = b13µ y vµν(i) = vµ(i)1µν.
El Hamiltoniano de esta clase de redes será de la forma
H = b∑
i
Szi +
1
2h¯s∑i,j
Sµivµ(i− j)Sµj (5.2)
Esta amplia clase de sistemas comprende modelos bien conocidos como el modelo de Ising
1− D y modelos XY con interacciones de primeros vecinos [60, 61], así como el modelo
1 Se introdujo el factor 1s de manera que la interacción no se anule en el “límite clásico” independientemente
de la representación de espín considerada.
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de Lipkin [8, 48, 62, 63], donde todos los pares se encuentran idénticamente acoplados.
Por simplicidad, vamos a considerar sólo el caso en que los espines locales son todos de
magnitud s = si = 1/2, de manera que Sµi = h¯σµ/2, siendo σµ las matrices de Pauli
definidas en (B.25). Esto nos permitirá evaluar el entrelazamiento de formación entre pares
a temperatura finita en forma exacta. Además, en este caso la matriz densidad reducida de
pares es función de las correlaciones de pares y de los valores medios locales. Más adelante
veremos cómo es posible extender estos resultados al caso de representaciones arbitrarias
del espín local.
La transversalidad del campo implica en general una simetría discreta en este tipo de
hamiltonianos: La simetría de “Paridad-Z”. Esta simetría expresa el hecho de que el sistema
es invariante ante el cambio simultaneo en los signos de Sx y Sy en todos los sitios. Esta
simetría es generada por Pz = ∏j e
ipi(Szj/h¯+1/2), implicando 〈Sµi〉 = 0, 〈SµiSzj〉 = 0 para
µ = x, y y j 6= i a cualquier temperatura T > 0 y para cualquier autoestado no degenerado
de H. Un rasgo importante de esta clase de simetría es que se preserva en general para
cualquier subsistema de la red.
Nos interesa estudiar además sistemas con un número moderado o grande de compo-
nentes, de manera que el tratamiento completo CSPA se vuelve innecesariamente costoso
ya que, salvo en las zonas de transición de fase, la integral exacta sobre los coeficientes
estáticos difiere muy poco de su aproximación gaussiana. La formulación CMFA permitirá,
a la vez de mantener los costos computacionales al mínimo, obtener una serie de expre-
siones cerradas para el comportamiento del entrelazamiento en estos sistemas. Al final
del capítulo, analizaremos con detalle el caso del modelo de Lipkin, donde mediante una
aproximación adecuada es posible además, reducir el número de campos relevantes a in-
tegrar en CSPA a una cantidad fácilmente manejable, lo que nos permitirá comparar los
resultados con la aproximación CMFA.
5.1 Tratamiento RPA para sistemas de espines con invarianza
translacional
Cuando el Hamiltoniano (5.2) admite una solución de campo medio uniforme, las Ecs.
(4.29) que lo determinan se reducen a
φµ = v˜µ0
φµ−bµ
λ tanh
1
2βh¯λ , (5.3)
donde v˜µk = ∑j v
µ(j)e−i2pikj/n, λ =
√
∑µ(φµ − bµ)2 y bµ = (0, 0, b). Vamos a enfocarnos
en el caso anisótropo atractivo v˜x0 > |v˜y0|, v˜z0 ≥ 0, donde la solución de mínima energía
corresponde a φy = 0 y
1. φx = 0 (solución normal), válida para |b| > bc = v˜x0 − v˜z0 o T > Tc = h¯|b|/ ln bc+|b|bc−|b| si
|b| < bc, donde φz = −v˜z0 tanh 12βh¯λ, o, en otro caso
2. φx = ±|φx| 6= 0 (solución degenerada de simetría rota ), donde λ = v˜x0 tanh 12βh¯λ, φz =−v˜z0b/bc.
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El tratamiento CMFA involucra aquí sólo diagonalizaciones de 2× 2 con una única energía
RPA para cada valor de k, de manera que el tratamiento se vuelve completamente analítico:
ZCMF = e
−Nβh¯−1 ∑µ v˜µ0 〈Sµ〉2φ(2 cosh 12βh¯λ)
N∏
k
c0k
sinh βh¯λ2
sinh βh¯ωk2
, (5.4)
donde, definiendo γµ =
φµ−bµ
λ y f = tanh
1
2βh¯λ,
ωk = λ
√
(1− f v˜yk/λ)[1− f (γ2z v˜xk + γ2xv˜zk)/λ] , (5.5)
c0k =
1√
1− 12β(1− f 2)
λ(γ2z v˜zk+γ
2
x v˜xk )− f v˜xk v˜zk
λ− f (γ2z v˜xk+γ2x v˜zk)
. (5.6)
La correlación de espín αµj ≡ 〈SµiSµ,i+j〉h¯−2 puede evaluarse como
αµj =
1
Nh¯β
∂ ln ZCMF
∂vµ(j)
= 〈Sµ〉2φh¯−2 + αcµj , (5.7)
donde 〈Sµ〉φ = h¯2γµ f y αcµj = 1Nβh¯ ∑k ei2pikj/N ∂ ln C(φ)∂v˜µk . La matriz densidad reducida de dos
sitios en la base estándar puede recuperarse entonces como
ρi,i+j =

p+j 0 0 αxj − αyj
0 14 − αzj αxj + αyj 0
0 αxj + αyj 14 − αzj 0
αxj − αyj 0 0 p−j
 ,
donde p±j =
1
4 + αzj ± 〈Sz〉/h¯ y 〈Sz〉 = −β−1∂ ln Z/∂b. Este estado es precisamente de la
forma (2.34), por lo que el entrelazamiento de pares puede ser evaluado en forma cerrada
en términos de concurrencias C±, que a su vez son funciones de los coeficientes de ρi,i+j.
Nótese que C±j ≤ 0 (Ecs. (2.36)–(2.37)) a nivel campo medio (αµj = 〈Sµ〉2φ/h¯2).
Concurrencia para campos intensos
Examinemos primero la concurrencia para campos intensos b  bc, donde la solución
de campo medio es siempre normal (y uniforme) y el estado fundamental es el estado
completamente alineado, más pequeñas correcciones. La Ec. (5.5) se vuelve
ωk = λ[1− f v˜
+
k
λ − 12 f 2
(v˜−k )
2
λ2
− 12 f 3
(v˜−k )
2v˜+k
λ3
+O(( f vλ )4)] (5.8)
donde λ = b + f vz, v˜±k =
1
2(v˜
x
k ± v˜yk), y hemos asumido que vµ(j) = O(v). En este régi-
men la concurrencia exacta del estado fundamental puede ser sólo paralela. Hasta orden
O((v/λ)2), las Ecs. (5.7)–(5.8) a temperatura T = 0 llevan entonces a
C+j ≈
∣∣∣∣∣v−(j)λ + ∑n−1i=1 v+(j− i)v−(i)λ2
∣∣∣∣∣− ∑n−1i=1 v2−(i)2λ2 , (5.9)
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donde v±(j) = (vx(j) ± vy(j))/2. Así, los pares conectados por v−(j) exhibirán en este
límite una concurrencia paralela de primer orden en v/λ, mientras que aquellos no conectados
pueden aún exhibir concurrencia paralela de segundo orden en v/λ si están conectados
por la convolución de v+ con v−. Esto implica que para una interacción anisotrópica de
alcance L (v±(j) = 0 para j > L y v−(L) 6= 0) el alcance de entrelazamiento a T = 0 para
|b|  bc puede ser a lo sumo dos veces el alcance de interacción. Una comparación con la teoría
de perturbaciones exacta indica que para campos intensos, la Ec. (5.9) es en realidad exacta
para cualquier N hasta el primer orden no nulo. Por ejemplo, en el caso de primeros vecinos
XY vµ(j) = vµ(δj1 + δj,n−1)/2, con vz = 0, la Ec. (5.9) lleva a C+j = 0 si j ≥ 2 y
C+1 ≈
|v−|
2b
, C+2 ≈
|v−|(|v+| − |v−|)
4b2
, (5.10)
con v± = (vx ± vy)/2, lo cual coincide, hasta orden O(v/b) y O(v/b)2 respectivamente,
con el resultado exacto de la concurrencia obtenido a través de la transformación de Jordan-
Wigner (ver Apéndice A). Así, en este límite habrá concurrencia O(v/b)2 entre segundos
vecinos si |v+| > |v−|.
Para T > 0, las principales correcciones térmicas a (5.9) vendrán de la reducción en la
contribución de campo medio de 〈Sµ〉2φ a αµj, llevando a
C+j (T) ≈ C+j (0)− 2e−βh¯λ , (5.11)
para temperaturas suficientemente bajas tales que C+j (T) ≥ 0, donde λ = b+ vz y C+j (0) es
el valor a T = 0 (5.9). Hemos despreciado en (5.11) las correcciones térmicas a αcµj, las que
llevarán a términos de orden más alto en v/λ. De (5.11) podemos estimar la temperatura
límite para concurrencia de pares a campos intensos,
T+j ≈ h¯λ/ ln[2/C+j (0)] , (5.12)
la cual crecerá a lo sumo linealmente al aumentar b (T+j ≈ O( h¯bln(b/v))).
Campo factorizante
Asumamos ahora un alcance de interacción común tal que vµ(j) = r(j)vµ, con ∑j r(j) = 1
(v˜µ0 = v
µ). Las cadenas anisotrópicas con vz < vy < vx y r(j) ≥ 0 exhibirán un campo
factorizante [4, 7, 28, 29]
bs =
√
(vx − vz)(vy − vz) < bc (5.13)
donde el estado de campo medio degenerado con simetría rota se vuelve un estado fun-
damental exacto y Cj se anula para valores grandes de N[7], cambiando de antiparalelo
(|b| < bs) a paralelo (|b| > bs). Se verifica que a T = 0 y b = bs, αcµj = 0 para j 6= 0 en (5.7),
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implicando C±j = 0 ∀j > 0 también en CMFA. La expansión de ωk alrededor de bs llevan a
T = 0 en realidad a
ωk = vx[1− rk v
y
vx
+ rk
bs
bc
b− bs
vx
+O
((
b− bs
vx
)2)
] ,
donde rk = ∑j e−i2pi jkr(j), implicando, hasta términos O( b−bsvx ),
C±j ≈ ±γj
bs
bc
b− bs
vx
, (5.14)
γj =
1
N ∑k
ei2pikjrk
1− rkvy/vx =
∞
∑
m=0
(
vy
vx
)mrm+1(j) , (5.15)
donde rm(j) ≡ ∑i r(j − i)rm−1(i) (m ≥ 2) denota la m-ésima convolución de r(j). Para
cualquier acoplamiento de alcance finito satisfaciendo r(j) > 0 para 1 ≤ j ≤ L y 0 si no, la
Ec. (5.15) produce γj > 0 para j = 1, . . . , n. Por lo tanto, CMFA predecirá en este caso entre-
lazamiento de alcance completo en la vecindad inmediata a bs, con Cj cambiando de antiparalela
a paralela cuando b cruza bs, lo cual está de acuerdo con el resultado general exacto [7].
La pendiente de C±j (b) a b = bs no es, sin embargo, exacta necesariamente en CMFA. En el
capítulo 8 se analizará con detalle el comportamiento exacto del entrelazamiento en torno
al campo factorizante, de forma que podremos confirmar estas predicciones.
Comparación con resultados exactos en cadenas ﬁnitas
En las Figs. 1-2 se muestran algunos resultados ilustrativos para acoplamientos anisotrópi-
cos XY (vz(j) = 0) con diferentes alcances en función del campo transverso. Consider-
amos primero en la Fig. 1 un acoplamiento de largo alcance de la forma vµ(j) ∝ vµ/|j|α
para 1 ≤ |j| ≤ N/2, con v˜µ0 = vµ ≥ 0, donde los resultados para el estado fundamen-
tal exacto para N = 18 espines fueron obtenidos por diagonalización directa. Hemos se-
leccionado una anisotropía χ ≡ vy/vx = 1/2, caso en el cual el campo factorizante es
bs =
√
χbc ≈ 0,71bc, siendo bc = vx. Como es predicho por la CMFA, en b = bs se ve que
la concurrencia exacta desaparece para todo α, alcanzando siempre un alcance completo en
su vecindad (para N finito el resultado exacto es en realidad exponencialmente pequeño
en el límite T = 0, con límites laterales finitos independientes de α y j dados por [7]
C± = (1− χ)χ(N/2−1)1±χN/2 en b = bs, con C± ≈ 0,002 para N = 18 y χ = 1/2, no predicho
por CMF). El caso α = 0 corresponde al modelo de Lipkin [63], donde vµ(j) = vµ/(n− 1)
y v˜µk = v
µ(nδk0 − 1)/(n − 1). En este caso C±j = C± ∀ j, con C± < 2/n [64] debido a la
propiedad de monogamia [65]. El resultado CMFA es aquí es muy preciso para todos los
valores de campo lejos de bc, dando el resultado exacto para la concurrencia reescaleada
c = NC para grandes valores de N [8].
Al aumentar α, CMFA se mantiene preciso para campos intensos b & 1,5bc, donde la
concurrencia es descripta correctamente por la Ec. (5.9), esto es, Cj ∝ (v−/b)/|j|α. Para α
suficientemente grande, la Ec. (5.9) predice en realidad una débil reentrada de la concurren-
cia Cj para campos intensos y separaciones j grandes, ya que el último término de segundo
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Figura 1: Comparación entre los resultados exactos (lineas azules) y aquellos obtenidos por CMFA
(lineas naranjas) para la concurrencia Cj entre pares de espines con separación j, en función
del campo magnético transverso b, para acoplamientos de largo alcance XY vµ(i − j) ∝
vµ/|i − j|α, con χ = vy/vx = 12 y N = 18 espines. Las concurrencias se anulan en el
campo factorizante bs =
√
χbc, donde bc = vx denota el campo crítico de campo medio.
El recuadro representa la reentrada para campos intensos de la concurrencia de pares
distantes en el caso α = 2.
orden en (5.9) será negativo y mayor que el término de primer orden para campos no
tan intensos si j es suficientemente grande. Esta reentrada es confirmada para separaciones
grandes, como se ve aquí para α = 2 (recuadro del panel inferior derecho de la Fig. 1). CMFA
pierde precisión para campos bajos |b| . bc, aunque el resultado para α ≤ 1 sigue siendo
cualitativamente correcto para |b| < bs, donde su precisión aumenta con la separación j .
Nótese también que para α ≤ 1 obtenemos para N = 18 concurrencia de alcance completo
para todo valor del campo, mientras que para α = 2, la concurrencia se vuelve de muy corto
alcance (j ≤ 3) para campos bajos, siendo no nula para j grande sólo en la vecindad de bs
o a campos muy intensos, esto es, donde la concurrencia entre primeros vecinos se vuelve
pequeña, de acuerdo con la propiedad de monogamia. Este comportamiento es cualitati-
vamente reproducido por CMFA. Finalmente mencionemos que para α = 2, los resultados
para los primeros pocos Cj se mantendrán estables al aumentar N ( ya que la serie ∑j 1/jα
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es en este caso convergente), manteniéndose aquellos de CMFA cercanos a los mostrados
para N = 18.
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Figura 2: Resultados para acoplamientos XY de alcance finito para la misma anisotropía χ = 1/2.
Los paneles superiores representan las concurrencias para el caso de acoplamientos de
primeros vecinos (L = 1) y N = 100 espines, en función del campo magnético transverso
a T = 0 (izquierda) y como función de la temperatura a diferentes campos fijos (derecha).
El recuadro representa la correlacion de espín 〈Sx1Sx2〉 (en unidades h¯2) a T = 0. Abajo:
Resultados para alcance de interacción L y acoplamientos constantes (vµ(i− j) ∝ vµ si |i−
j| ≤ L y 0 si no) para N = 18 espines a T = 0. El panel de la izquierda corresponde a L = 3
(acoplamientos hasta terceros vecinos) mientras que el panel de la derecha representa la
concurrencia Cj en función del alcance de la interacción L a campos débiles fijos.
La Fig. 2 representa algunos resultados para acoplamientos de alcance finito, es decir,
vµ(j) = 12 v
µ/L para |j| ≤ L y anulándose en caso contrario (tales que v˜µ0 = vµ), con
la misma anisotropía. Para acoplamiento de primeros vecinos, que corresponde al límite
α → ∞ del caso anterior, los resultados exactos para N y T finitos pueden ser obtenidos
con la transformación de Jordan-Wigner [60] más la proyección de paridad [7]. Se confirma
nuevamente que CMFA es preciso para campos grandes tanto para j = 1 como para j = 2
(Ec. (5.10)), mientras que para |b| < bc presenta sólo un acuerdo cualitativo (aunque con
predicciones correctas como el alcance completo de entrelazamiento en la vecindad de bs),
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siendo aún confiable para observables estándar como las correlaciones de espín αx1 lejos de
bc (recuadro en el panel superior izquierdo). El comportamiento térmico de Cj es también
correctamente descripto por CMFA lejos de bc, como se ve en el panel superior derecho ,
donde los resultados exactos confirman el incremento en las temperaturas límites T1 y T2
para campos grandes, como es predicho por la Ec. (5.12).
Sin embargo, la exactitud de CMFA a campos bajos mejora tan pronto como el alcance L
de la interacción aumenta, esto es, como el cociente vµ(j)/vµ disminuye. Por ejemplo, los
resultados para b/bc = 0,1 mejoran significativamente ya para L ≥ 2, como se ve en el
panel inferior derecho, mientras que para L = 3, CMFA parece proporcionar una imagen
general correcta excepto en la vecindad de bc (panel inferior izquierdo). En particular, se ve
que el alcance de la concurrencia para campos grandes es nuevamente el doble del alcance
de la interacción, en acuerdo con la Ec. (5.9) (en realidad, para j = 6 tanto el primer como
el segundo orden en la Ec. (5.9) se anulan para χ = 1/2 y L = 3, y la expansión hasta orden
O(vx/b)3 es requerida, C6(b) siendo aún positiva tanto en CMFA como en los resultados
exactos). La separación de las concurrencias Cj para j = 1, 2, 3 es también un efecto de
segundo orden.
5.2 SPA y CMFA para el modelo LMG
En esta sección veremos el resultado de implementar la CSPA completa en un caso en que la
complejidad computacional es mínima: el caso del modelo de Lipkin-Meshkov-Glick (LMG),
caracterizado por la invarianza ante permutaciones de los espines, a fin de comparar estos
resultados con los obtenidos mediante la CMFA. Este modelo es particularmente importante
por varios motivos. A los efectos de discutir la aplicación de CSPA, el principal motivo es que
es tratable en forma exacta, de manera que se pueden obtener expresiones analíticas simples,
tanto para su función de partición como para la concurrencia de pares, que se presentarán
en el Apéndice A. Además, como veremos luego, esta clase de sistemas presenta una rica
estructura de fases, que incluye un comportamiento no trivial del entrelazamiento con la
temperatura: para ciertos valores de los parámetros, el entrelazamiento del estado aumenta
con la temperatura.
El modelo LMG consiste de un arreglo simétrico de N espines completamente conectados
(simplex) con acoplamientos en general anisotrópicos XYZ sumergido en un campo mag-
nético transverso. Este es un modelo resoluble aunque no trivial, que exhibe una transición
de fase cuántica a T = 0. Este ha atraído un renovado interés en años recientes, habiéndose
utilizado para describir diversos sistemas físicos como arreglos de junturas Josephson [66]
y condensados de Bose Einstein de dos modos [67]. Sus propiedades de entrelazamiento
a temperatura cero fueron analizadas con detalle en las referencias [63, 68–70], donde fue
mostrado en particular que la concurrencia de pares exhibe un rico comportamiento cuando
es escaleado apropiadamente, con un máximo en el campo crítico en el caso ferromagnéti-
co y un decrecimiento suave para campos grandes [70]. En lo que sigue describiremos la
solución general del caso XYZ, así como el comportamiento del entrelazamiento de pares
a temperatura cero y temperatura finita, para el caso de un sistema de N espines 1/2.
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El Hamiltoniano es
H = b
N
∑
i=1
Siz − 1Nh¯
N
∑
i 6=j
(vxSixSjx + vySiySjy + vzSizSjz) (5.16)
donde Siµ denota la componente µ del espín en el sitio i (en unidades h¯). El escaleo 1/N
de las constantes de acoplamiento asegura que todas las energías intensivas se mantengan
finitas en el límite N → ∞ y vµ finito. Se asume además, sin pérdida de generalidad, que
|vy| ≤ |vx| y b ≥ 0. Vamos a considerar aquí el caso atractivo vx > 0 (con |vy| ≤ vx). La
matriz de interacción V es en este modelo una matriz constante, salvo por los elementos
diagonales, que, según la prescripción de la sección anterior, deberían ser cero, a fin de
reducir la norma L2 de la matriz de interacción, y así optimizar la aproximación. De es-
ta manera, V tendría dos modos distintos: uno asociado a k = 0, vµ0 (N − 1)/N, y N − 1
modos degenerados vµk = −v
µ
0 /N. En el presente caso, v0 > 0 y los modos degenerados
corresponden a modos repulsivos. En el caso de espín 1/2, es posible incluir términos de
auto interacción arbitrarios que sólo modifican al Hamiltoniano en una constante aditiva.
Esto nos permite completar V de forma de que sea una matriz verdaderamente constante,
compensando estos términos con un término constante h¯∑µ v
µ
0 /(4N). De esta manera, V es
corregida en términos O(1/N), respecto de la elección óptima (en el sentido de la conver-
gencia de la serie perturbativa de T exp(− ∫ h(τ)dτ)). Esto no tiene mayores consecuencias
en el límite de N grande, y nos da un estupendo beneficio: Todos los acoplamientos aso-
ciados a los modos repulsivos se anulan. De esta manera, el tratamiento CSPA requerirá
integrar sólo sobre las configuraciones uniformes estáticas, asociadas al modo colectivo
atractivo.
5.3 CSPA para el caso XYZ
La función de partición en la aproximación CSPA es en este caso de la forma
ZCSPA =
√
∏
µ
Nβ
4pivµ
∫ ∞
−∞
Z(r)
ω(r) sinh[12βh¯λ(r)]
λ(r) sinh[12βh¯ω(r)]
d3r , (5.17)
donde, definiendo λ = r− b = (x, y, z− b),
H(r) = (rµ + b1µz )∑
i
Siµ (5.18)
Z(r) = tr [exp[−βH(r)]]
= e−
h¯
4 β∑µ(Nr
2
µ/vµ+vµ)[2 cosh 12βh¯λ(r)]
N , (5.19)
λ(r) = [∑
µ
λ2µ]
1/2 , (5.20)
ω(r) = [∑
µ
λ2µ(1− fµ′)(1− fµ′′)]1/2 , (5.21)
fµ = vµ tanh[12βh¯λ(r)]/λ(r) , (5.22)
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con µ′ < µ′′, µ′, µ′′ 6= µ. En (5.17) Z(r) es una función de partición de tipo Hartree mientras
que los restantes factores tienen en cuenta las correcciones cuánticas de pequeña amplitud,
con ω(r) la única energía de RPA generalizada existente en el presente sistema.
En lo que resta del capítulo vamos a usar como medida de entrelazamieto la concur-
rencia de pares, que evaluaremos según las expresiones (2.35-2.37), pero evaluando las
correlaciones αµ a partir de la función de partición CSPA (Ec. (5.17)). Mencionemos además
que, como todos los pares son igualmente entrelazados, el máximo valor que pueden al-
canzar C± (Ec. (2.35)) en el presente sistema es 2/N [64] (por ejemplo, en el estado tipo
W, |SM〉 = |N2 , N2 − 1〉) lo que implica que sólo la concurrencia escaleada c = NC puede
mantenerse finita en el límite termodinámico N → ∞.
Campo medio + RPA
Para N suficientemente grande y lejos de las zonas críticas, vamos a integrar sobre todas
las variables rk, incluyendo a r0, en la aproximación de punto silla alrededor del mínimo
del potencial de energía libre−T ln Z(r), determinado por las ecuaciones autoconsistentes
rµ = fµ(rµ − bµ) , µ = x, y, z . (5.23)
Esto lleva a la CMFA. Para un mínimo aislado en r = r0, obtenemos
ZCMFA =
Z(r0)√
1− ζ
sinh 12βh¯λ
sinh 12βh¯ω
, (5.24)
donde ζ = 1− det
(
λ2
ω2
[− 2vµNβh¯ ∂
2 ln Z(r)
∂rµ∂rµ′
]r0
)
tiene en cuenta las fluctuaciones Gaussianas es-
táticas, λ ≡ λ(r0) y ω ≡ ω(r0). En (5.24), Z(r0) es la función de partición de campo medio
mientras que el último factor es la corrección RPA propiamente dicha, la cual representa la
razón de dos funciones de partición de bosones independientes: la de bosones con energías
ω y la de bosones de energías λ.
Para el presente Hamiltoniano Ecs. (5.23) implican que rµ = 0 o que fµ = 1 para µ = x, y.
Para |vy| < vx y vz < vx, obtenemos entonces los siguientes mínimos:
1. Si |b| < bc y T < Tc(b), donde
bc = vx − vz, Tc(b) = h¯ vxb/bc
ln 1+b/bc1−b/bc
, (5.25)
el mínimo corresponde a la solución degenerada con simetría de paridad rota r =
(±x, 0, z), para x 6= 0. En este caso λ es determinada por la ecuación fx = 1, esto
es,
λ = vx tanh 12βh¯λ , (5.26)
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la cual depende sólo de vx y T (λ = vx a T = 0), mientras que z = −vzb/bc (indepen-
diente de T) y x =
√
λ2 − v2xb2/b2c , el vínculo λ > vxb/bc lleva a la Ec. (5.25). Sobre
esta solución, la frecuencia RPA (5.21) es
ω = x
√
(1− fy)(1− fz), (5.27)
con fµ = vµ/vx, y ζ = 12βh¯vx/ cosh
2 1
2βh¯λ. Nótese que ω → 0 para T → Tc(b) (cuando
x → 0) o vy → vx (ya que fy → 1), implicando la divergencia de (5.24) en esos límites.
El caso XXZ, que presenta una degeneración continua será discutido más adelante.
2. Para |b| > bc ó T > Tc(b), el mínimo corresponde a la solución en la fase normal
r = (0, 0, z). En este caso λ = b− z es la raíz positiva de la ecuación
λ = b + vz tanh[12βh¯λ] (5.28)
con λ = b + vz a T = 0. La frecuencia RPA será
ω = λ
√
(1− fx)(1− fy). (5.29)
con fµ = (1− b/λ)vµ/vz, y ζ = 12βh¯vz/ cosh2 12βh¯λ. Aquí ω → 0 para T → Tc(b)
(pues fx → 1) pero se mantiene finita para vy → vx. Esta es también la única solución
si vz > vx.
La correspondientes expresiones para los elementos de matriz (A.3)-(A.4) son
αµ =
1
2(N − 1) (
Nr2µ
2v2µ
− 1
2
+ δvµ), 〈sz〉 =
h¯
2N
(
z
vz
+ δb),
δη ≡ ∂λ
∂η
coth 12βh¯λ−
∂ω
∂η
coth 12βh¯ω+
Th¯−1
1− ζ
∂ζ
∂η
,
con η = vµ, b. El primer término en αµ, 〈sz〉 es la contribución O(1) de Hartree, mien-
tras que δη provee la corrección RPA que es de orden O(1/N), esencial para describir el
entrelazamiento.
Concurrencia CMFA
Las expresiones completas para la concurrencia (que en este caso es independiente del par
de sitios considerados) en la aproximación RPA derivadas de las Ecs. (A.3)–(2.36) y (5.24)
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vienen dadas en la fase de simetría rota por las siguientes expresiones, en términos del
campo escaleado b˜ ≡ b/bc,
C+ = −1− λ
2/v2x
2
+
1
N − 1{1−
ω
vx − vy coth
1
2βh¯ω[1+
ζ
1− ζ
(1− vy/vx)λ2
λ2 − v2x b˜2
]− ( ζ
1− ζ )
2[1− (3− ζ) T
h¯vx
]} , (5.30)
C− =
λ2/v2x − b˜2
2
+
1
N − 1{
1− b˜2
2
−
−vx − vy
ω
coth 12βh¯ω[
λ2/v2x + b˜2
2
+
ζ
1− ζ λ
2(1− vz/vx)]−
− ζ
2
(1− ζ)2 [1− (3− ζ)
T
h¯vx
]} −
{[1+ b˜
2
2
+
1
N − 1(
vx − vy
ω
coth 12βh¯ω
λ2/v2x + b˜2
2
− 1− b˜
2
2
)]2
−b˜2(1+ 1− vy/vx
Nω
coth 12βh¯ω)
2}1/2 , (5.31)
donde ζ = 12βh¯bc(1− λ
2
v2x
) y λ = tanh 12βh¯λ. Si b˜ no es muy cercano a 1, podemos expandir
la Ec. (5.31) hasta orden O(1/N) como
C− ≈ −1− λ
2/v2x
2
+
1
N − 1{1−
vx − vy
ω
coth 12βh¯ω[
λ2/v2x − b˜2
1− b˜2
+
ζ
1− ζ (1− vz/vx)
λ2
v2x
]− ζ
2
(1− ζ)2 [1− (3− ζ)
T
h¯vx
]} . (5.32)
Para βh¯λ 1, λ/vx ≈ 1− 2e−βh¯λ, con 1− λ2v2x ≈ 4e
−βh¯λ.
Similarmente, en la fase normal obtenemos
C+ = −1− tanh
2 1
2βh¯λ
2
+
1
N − 1{1−
fxω/vx
1− fy coth
1
2βh¯ω+
1
2ζ coth
1
2βh¯ω ∑
µ=x,y
fxω/vx
1− fµ (
vµ
vz
− 1
1− ζ )−
− ζ
(1− ζ)
3T
h¯vz
} (5.33)
donde fµ = vµ tanh(12βh¯λ)/λ, ζ =
1
2βh¯vz(1− tanh2 12βh¯λ) y λ son determinadas por la Ec.
(5.28).
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Expresiones asintóticas para la concurrencia
Las expresiones completas para la concurrencia en la aproximación CMFA son muy extensas,
lo que oscurece su interpretación. Sin embargo, hasta términos de orden O(1/N) y para
temperaturas T suficientemente bajas, obtenemos
C+ ≈ 1N − 1(1−
ω
vx − vy coth
1
2βh¯ω)− 2e−βh¯vx , (5.34)
C− ≈ 1N − 1(1−
vx − vy
ω
coth 12βh¯ω)− 2e−βh¯vx (5.35)
en la fase con simetría rota (|b| < bc), donde
ω
vx − vy =
√
1− (b/bc)2
1− χ , χ =
vy − vz
vx − vz , (5.36)
mientras que para la fase normal (b > bc), C− ≤ 0 y
C+ =
1
N − 1(1−
ω
b + vz − vy coth
1
2βh¯ω)− 2e−βh¯(b+vz), (5.37)
con
ω
b + vz − vy =
√
b/bc − 1
b/bc − χ . (5.38)
Hemos usado en (5.34)–(5.38) los valores a T = 0 para λ y ω, siendo las correspondientes
correcciones térmicas de orden e−βh¯λ = O(1/N) para temperaturas donde (5.34), (5.35) y
(5.37) son positivas, originando entonces términos O(1/N2) en C. Las Ecs. (5.34)–(5.37) se
vuelven cada vez más precisas al aumentar N (coincidiendo en el límite de T → 0 y vz = 0
con las expresiones de la ref [70]) y pueden resumirse como
C± ≈
1− ( ωλ−vy )±1 coth 12βh¯ω
N − 1 − 2e
−βh¯λ , (5.39)
con λ = vx, ω =
√
(1− b2/b2c )(λ− vy)(λ− vz) para |b| < bc y λ = b+ vz, ω =
√
(λ− vx)(λ− vy)
para b > bc, aplicándose el resultado para b > bc sólo para C+.
Para T → 0 (e−βh¯λ → 0, coth 12βh¯ω → 1) C± es completamente determinado para valores
grandes de N por el campo escaleado b/bc y la anisotropía χ. Para 0 < χ < 1 (esto es,
vz < vy < vx), C− (C+) será positiva para |b| < bs (> bs), donde
bs = bc
√
χ , (5.40)
es el campo factorizante (ver Cap. 8). Por lo tanto, a T = 0 ambas C± se anulan en b = bs,
siendo C antiparalela para |b| < bs y paralela para |b| > bs. Por otro lado, si χ ≤ 0
(vy ≤ vz < vx) o χ > 1 (vy < vx < vz, no existiendo en tal caso una fase con simetría rota)
C es siempre paralela en el caso de T = 0. Se ve también en (5.37)–(5.38) que a T = 0, C+
se mantiene positiva para campos arbitrariamente grandes, con (N− 1)C+ ≈ 12(1− χ)bc/b
para b bc.
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Efectos térmicos
Lejos de bc y del límite XXZ , el principal efecto térmico en las Ecs. (5.34)–(5.37) provendrá
del término exponencial −2e−βh¯λ, que proviene de la contribución de Hartree en CMFA a αµ
y 〈sz〉 (≈ 14r2µ/v2µ y 12 z/vz); si sólo esta contribución se conserva, las Ecs. (2.36)–(2.37) llevan a
C± = 12(tanh
2 1
2βh¯λ− 1) ≈ −2e−βh¯λ para βh¯λ 1). Estas representan el efecto de la dismin-
ución inducida por la temperatura del valor medio del espín total 〈S2〉 ≈ h¯24 N2 tanh2 βh¯λ/2.
En el resultado exacto (Sec. A.1 del Apéndice A) la concurrencia proviene del estado más
bajo del multiplete S = N/2− 1, que tiene energía de excitación ≈ λ (ver Fig. 6 en la sec-
ción siguiente) y multiplicidad N− 1 (Ec. (A.2)). El factor RPA térmico coth 12βh¯ω no puede
despreciarse (esto es, remplazarlo por 1) en (5.34)–(5.37), particularmente para b cercano a
bc o χ cercano a 1, ya que ω es menor que λ (para vµ > 0) y se anula para b→ bc o vy → vx.
En el resultado exacto esto representa esencialmente el efecto del estado excitado dentro
del multiplete S = N/2, cuya energía de excitación tiene un comportamiento aproximada-
mente armónico (esto es, ∆E ≈ kω, k = 0, 1, . . .; ver Fig. 3). Con este factor, la Ec. (5.35)
se reduce correctamente para vy → vx y hasta términos de orden O(1/N), al resultado
asintótico para el caso XXZ (ver más abajo),
C− ≈ 1N − 1(1−
2T/(h¯bc)
1− (b/bc)2 )− 2e
−βh¯vx , (vx = vy) (5.41)
mientras que para b→ bc, las Ecs. (5.34) y (5.37) convergen a
C+ ≈ 1N − 1(1−
2T/h¯
vx − vy )− 2e
−βh¯vx , (b = bc) . (5.42)
Así, en estas regiones la concurrencia exhibirá inicialmente un decrecimiento a lo sumo
lineal al aumentar T antes de que el término exponencial se vuelva apreciable, como conse-
cuencia de la baja energía de excitación de los estados S = N/2.
De todos modos, para valores de N lo suficientemente grandes, la concurrencia decre-
cerá monótonamente al aumentar T, con C± anulándose a una temperatura límite T±L que
decrecerá logarítmicamente al aumentar N, como lo implica la Ec. (5.39):
T±L ≈ h¯
λ
ln 2(N−1)
1−( ωλ−vy )±1 coth
1
2 βh¯ω
, (5.43)
la cual es una ecuación trascendente para T±L . Ambas T
±
L se anulan (logarítmicamente)
para b → b±s , con T−L decreciendo y T+L aumentando al crecer la intensidad del campo (y
T+L (b) desarrollando una discontinuidad en su pendiente en bc). El incremento de T
+
L con
el campo b persiste para b bc, donde
T+L ≈ h¯
b + vz
ln 4(N−1)b/bc1−χ
, (5.44)
implicando que a cualquier temperatura fija T el entrelazamiento paralelo puede ser in-
ducido por un aumento del campo (para b  bc, λ y ω se vuelven proporcionales a b, y
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el sistema se aproxima entonces a su estado fundamental cuando b aumenta). El mismo
comportamiento fue observado en las temperaturas límite para el entrelazamiento global
no nulo en sistemas anisotrópicos pequeños [71].
A una temperatura T fija, el principal efecto térmico para 0 < χ < 1 es así la aparición
de una ventana de separabilidad b−L ≤ |b| ≤ b+L (en vez de un punto de separabilidad) donde
C± = 0, con
b±L ≈ bc
√
1− (1− χ)[tanh 12βh¯ω(1− 2(N − 1)e−βh¯vx)]±2 (5.45)
(válida para T < T+L (bc) para b
+
L y T < T
−
L (0) para b
−
L ). Su ancho crece entonces al aumen-
tar N o T, con b±L ≈ bs[1± 2(χ−1 − 1)(N − 1)e−βh¯vx ] para Ne−βh¯vx  1. Para T > T−L (0) la
ventana de separabilidad se extiende desde b = 0 (C± = 0 para |b| < b+L ).
Comparación con resultados exactos para N ﬁnito
En la Fig. 3 se muestran algunos resultados típicos para el comportamiento magnético de
la concurrencia a temperatura finita, para el caso XY (vz = 0) con N = 100 espines y
diferentes anisotropías. Se ve en primer lugar que los resultados CMFA obtenidos de las
expresiones asintóticas (5.34)–(5.37) son muy precisos excepto en la vecindad del campo
crítico, mejorando al aumentar T. Los resultados del tratamiento CSPA completo mejoran
aquellos de CMFA en la región crítica para temperaturas T no demasiado bajas, siendo
prácticamente indistinguibles de los exactos a las temperaturas consideradas.
El panel superior corresponde al caso de Ising vy = 0, donde la concurrencia es siempre
paralela. A T = 0 crece suavemente desde 0 al aumentar b, alcanzando su máximo cerca
de bc, mientras que para T > 0 se vuelve no nula sólo sobre un campo umbral b+L (Ec.
(5.45) para T < T+L (bc)). En el panel central (χ = 0,5) podemos apreciar la anulación de la
concurrencia en el campo factorizante bs ≈ 0,71vx a T = 0, donde cambia de antiparalela a
paralela. Este punto se transforma en una ventana al aumentar T, la cual se extiende desde
b = 0 para T > T−L (0) ≈ 0,15vx.
El panel inferior representa el comportamiento cercano al límite XXZ. En este caso la
concurrencia exacta C− a T = 0 muestra un comportamiento oscilatorio al acercarse a b→
bs desde abajo, lo que refleja las transiciones de paridad de espín del estado fundamental.
Estas transiciones, que desaparecen en el límite de N → ∞ y por lo tanto no son predichas
por CMFA ya que esta aproximación representa el comportamiento asintótico en ese límite
(ver también la discusión en la Fig. 7). Sin embargo, al aumentar T las oscilaciones son
rápidamente borradas y las expresiones asintóticas CMFA se vuelven nuevamente precisas.
El factor térmico RPA coth 12βh¯ω es aquí esencial para la alcanzar exactitud cuando βh¯ω es
pequeño (ω/vx . 0,14 para b < bc).
Mencionemos que para χ ∈ (0, 1], el estado fundamental, que tiene paridad de espín
definida P = ±1, exhibe N/2 transiciones de paridad ± → ∓ al crecer b desde 0, ocurrien-
do la última en el campo factorizante bs. La concurrencia del estado fundamental cambia
de paralela a antiparalela sólo en esta última transición. Estas transiciones son, sin embar-
go, apreciables sólo para χ cercano a 1 (y por lo tanto bs cercano a bc) o para tamaños
pequeños, ya que en cualquier otro caso los estados fundamentales para ambas paridades
60 aplicaciones de cspa a redes
0
0.5
1.0
N
 C
Tvx=0 0.14 0.2
Χ=0
Exacto
MF+RPA
CSPA
0
0.5
1.0
N
 C
Tvx=0 0.140.14
0.2
Χ=0.5
0 0.5 1.0 1.5
bbc
0
0.5
1.0
N
 C
Tvx=0
0.07
0.14
Χ=0.98
1.2 1.6 b bc
0
0.05
N
 C
Figura 3: Concurrencia escaleada en función del campo magnético b para N = 100 espines acopla-
dos a través de una interacción XY de rango conpleto con anisotropías χ = vy/vx = 0
(arriba), 0,5 (centro) y 0,98 (abajo), a diferentes temperaturas. Se representan los resulta-
dos exactos y los obtenidos con la estimación asintótica de CMFA (Ecs. (5.34)–(5.37)), junto
con los de CSPA (Ec. (5.17)) para T > 0 (casi indistinguibles de los resultados exactos). C
es paralela (antiparalela) para b > bs (< bs), con bs el campo factorizante (5.40). El recuadro
muestra la reentrada de la concurrencia (paralela) para b > bc a χ = 0,98.
son prácticamente degenerados y sus concurrencias son aproximadamente las mismas al
igual que la de su mezcla (ver Fig. 6). Otra consecuencia de la conservación de paridad es
que los límites laterales exactos de C± a b = bs son en realidad distintos de cero y diferentes
en cadenas finitas (NC± → δ/(eδ/2 ± 1), con δ = N(1− χ); vease [7] y el Cap. 8), siendo
entonces apreciables para δ finitos pequeños. En el panel inferior obtenemos los límites
laterales de NC− ≈ 1,16, NC+ ≈ 0,54 para el resultado exacto a bs ≈ 0,99bc, con C± siendo
de hecho máximo en b = bs.
La Fig. 4 muestra las correspondientes temperaturas límite T±L , las cuales, notablemente,
son también reproducidas con precisión por las expresiones asintóticas del resultado CMFA
obtenido de la Ec. (5.43). TL se anula a b = bs pero crece ∀ b > bs, desarrollando así una
ventana de separabilidad entre las concurrencias antiparalela y paralela. El panel inferior
muestra el decrecimiento logarítmico de TL con el aumento de n en todas las regiones.
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Figura 4: Arriba: Temperaturas límites TL para el entrelazamiento de pares en función del campo
magnético b para N = 100 espines y para las mismas anisotropías que en la Fig. 3, según
los resultados exactos y de CMFA (Ec. (5.43)). Ambas se anulan en el campo factorizante
bs. Las regiones por debajo de la temperatura límite tienen entrelazamiento de pares finito,
de tipo antiparalelo (paralelo) si b < bs (> bs). Abajo: Temperaturas límite para un número
creciente de espines para χ = 0,5 (N = 10k, k = 2, . . . , 6).
Remarquemos también que el comportamiento de TL no guarda relación alguna con la
temperatura crítica de campo medio, Ec. (5.25), la cual no depende de la anisotropía χ y se
anula para b > bc. Para |b| < bc es esencialmente mayor que TL (excepto para n muy bajo
[71]), decreciendo monótonamente desde 12 vx a b = 0 hasta 0 a b = bc.
Para χ = 0,98, la temperatura límite exacta T−L exhibe en realidad una pequeña pendiente
positiva cercana a bs, como vemos en el panel superior (no reproducida por CMFA). esto
implica que a T bajas pero finitas, la concurrencia antiparalela persistirá en una delgada
región por encima de bs, mientras que a b fijo dentro de esta región, el comportamiento tér-
mico de la concurrencia no será monótono, siendo primero paralela, anulándose y volvién-
dose entonces antiparalela antes de extinguirse a la T−L final, como se representa en el
recuadro de la Fig. 5. Aproximadamente, para b− bs > 0 pequeño, es posible mostrar que
T±L ≈ α−1(b − bs)δe−δ/2/(1 − e−δ), con α = ln coth δ/4, lo que muestra que este efecto
comienza entonces a notarse para δ = N(1− χ) finito.
La respuesta diferente de C para campos bajos, alrededor y por encima del campo crítico
bc puede ser observada en el panel principal de la Fig. 5 para χ = 0,5.
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Figura 5: Comportamiento térmico de la concurrencia para χ = 0,5 y N = 100 en los campos
indicados. El recuadro representa el comportamiento no monótono justo por encima de
bs para χ = 0,98 y N = 100. Las lineas sólidas representan los resultados exactos, y las
punteadas aquellos obtenidos mediante CMFA, Ecs. (5.34)–(5.37).
La disminución más rápida con el aumento de T para b ≈ bc está de acuerdo con la Ec.
(5.42), mientras que los resultados a b/bc = 0,5 y 1,5 reflejan una tasa de decrecimiento
diferente (Ecs. (5.35)–(5.37)). El origen de los distintos factores térmicos en las Ecs. (5.34)–
(5.37) puede ser visto en la Fig. 6, que representa las energías de excitación de los niveles
más bajos (S, k±) para χ = 0,5. Para |b| < bc, los niveles correspondientes de paridad opues-
ta son prácticamente degenerados. La energía de excitación no nula dentro del multiplete
de espín total máximo es cercanamente armónica, el nivel más bajo coincide prácticamente
con la energía RPA (5.27), mientras que la energía de excitación del estado más bajo con
S = N/2− 1 es casi independiente de b y coincidente con λ = vx. La degeneración de
paridad se rompe en todos los niveles cuando b se aproxima a bc, donde las excitaciones de
espín máximo se vuelven bajas y dan origen a la creciente sensibilidad térmica(Ec. (5.42)).
Para |b| > bc la energía RPA representa de nuevo la energía de excitación más baja en el mul-
tiplete de espín total máximo, que ahora tiene paridad negativa, mientras que λ = b + vz
es nuevamente la energía de excitación del nivel más bajo de estados con S = N/2− 1, que
tiene ahora paridad positiva.
La correspondiente concurrencia es mostrada en el panel inferior. Para |b| < bc y χ = 0,5,
C es no nula sólo en el estado fundamental degenerado, siendo casi coincidentes excepto
para b cercano a bc y cambiando ambas de antiparalela a paralela en bs. Sin embargo, para
b > bc C es no nula en todos los estados del espín máximo, siendo paralela en el estado
fundamental y en el estado más alto, pero antiparalela en el resto. Estos son esencialmente
los estados básicos |S = N/2, Sz = M〉 más correcciones perturbativas. Para |M| < N/2
ellos ya están entrelazados y exhiben entonces concurrencia antiparalela [8], mientras que
para |M| = N/2 la concurrencia proviene sólo de las correcciones y es así paralela. También
notamos que la mezcla de N− 1 estados con espín más bajo S = N/2− 1 tiene concurrencia
cero para todo campo (lo mismo ocurre con las mezclas de espín mínimo) por lo que la
concurrencia térmica, la cual proviene esencialmente del estado fundamental, sólo puede
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Figura 6: Arriba: Energías de excitación más baja ∆ESk± ≡ (ESk± − E0)/vx para χ = 0,5 y N = 100,
en función del campo magnético b. ESkν denota la energía del nivel k con espín total S
y paridad ν, mientras que E0 = En/2,0+ . Las lineas sólidas (punteadas) representan los
niveles con paridad positiva (negativa), prácticamente degenerados para b < bc. La linea
de puntos representa las energías de campo medio y RPA λ y ω respectivamente. Abajo:
Las concurrencias correspondientes, incluyendo la del estado fundamental. Para b < bc C
es antiparalela (paralela) si b < bs (> bs) en ambos estados (N/2, 0±), mientras que para
b > bc, es paralela en el estado fundamental (N/2, 0+) pero antiparalela en el resto de los
niveles representados.
decrecer excepto en regiones anómalas (la reentrada antiparalela en el recuadro de la figura
Fig. 5 surge del primer estado excitado). Finalmente, la Fig. 7 muestra resultados para una
red pequeña (N = 10), donde los efectos de tamaño finito se vuelven extremadamente
importantes. El comportamiento discontinuo de la concurrencia exacta a T = 0 es ahora
visible ya para χ = 0,5 (panel superior), y los límites laterales en el campo factorizante
exacto bexs = (1− N−1)bs se vuelven no nulos. El resultado CMFA es ahora menos preciso a
T = 0, y lleva a la anulación de C− para campos menores y cercanos al campo factorizante
exacto bs, si la expresión completa (5.31) es usada para C−. Este error está relacionado con
el término de autointeracción que, aunque en el resultado exacto no afecta los resultados,
modifica ligeramente el tratamiento CMFA, según lo discutido en la sección anterior; sin
embargo, los resultados de CMFA rápidamente mejoran al aumentar T, mientras que el
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Figura 7: Comportamiento magnético de la concurrencia para una cadena con N = 10 espines a
diferentes temperaturas , para anisotropías χ = 0,5 (arriba) y χ = 0,98 (abajo). En esta
última la concurrencia antiparalela crece con el campo a muy baja T, como ocurre en el
caso XXZ (ver en el texto).
método CSPA, a pesar de no ser ya exacto, mejora nuevamente los resultados en la vecindad
de bc.
Cuando la raíz cuadrada completa es conservada en la evaluación de C− (Ec. (5.31)), la
CMFA es ahora capaz de tener en cuenta cualitativamente el salto finito en C para campos
cercanos a bs pero sólo si χ es muy cercano a 1, como se ve en el panel inferior. En este caso,
el resultado CMFA para C− a T = 0 no decrece al aumentar b sino que aumenta, de acuerdo
con el resultado exacto, terminando en un campo final b f < bexs donde se vuelve complejo
(y es máximo). Para χ = 1− δ/N y campos justo por debajo bc, esto es, (b/bc)2 = 1− ε/N,
obtenemos en realidad, en vez de la Ec. (5.35), la expresión CMFA asintótica
C− ≈ 1N (12ε−
√
δ
ε coth
1
2βh¯ω)− 2e−βh¯vx
− 1N [2
√
δ
ε coth
1
2βh¯ω+
1
4ε(ε− 4)]1/2 (5.46)
con ω =
√
εδ(vx − vz)/N. Mientras que para ε ∝ n se reduce a la Ec. (5.35), para ε < 4 se
vuelve complejo si δ es suficientemente pequeña. A T = 0, si δ < δc = 12
3
55 ≈ 0,55, la Ec.
(5.46) se vuelve compleja para ε < ε f (δ) ≈ 2,4 + 53
√
δc − δ, con C−(b f ) ≈ 18ε2f . Nótese que
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C−(b f ) > 1 para δ . 0,48, con C−(b f ) → 2/N para δ → 0, que es el resultado correcto
para el límite XXZ [8]. En el caso mostrado, δ = 0,2. La Ec. (5.46) implica también que esos
efectos, en particular el aumento de C− cuando b → bs para χ cercano a 1, desaparecerán
para T ∝ ω ∝ bc/N muy bajas, lo cual es confirmado en los resultados exactos. Es posible
también apreciar en el panel inferior de la Fig. 7 la persistencia significativa de la concur-
rencia antiparalela hasta b ≈ 1,5bc a T/(h¯vx) = 0,14 (que no es predicha por CMFA o CSPA),
lo cual es justo el mismo comportamiento anómalo discutido en las Figs. 5–6, mejorado por
el pequeño valor de δ. Sin embargo, aún en este caso extremo hay una débil pero no nula
reaparición de la concurrencia paralela para campos altos ∀ T (apreciable en la figura sólo
para T = 0) la cual es correctamente reproducida por CMFA.
5.4 Aproximaciones CSPA Y CMFA en el límite XXZ
El caso límite de una interacción XXZ (vx = vy = v) tiene algunas particularidades in-
teresantes, ya que corresponde al límite crítico del modelo. Por un lado, se trata de un
caso en el que el hamiltoniano es diagonalizable en cada multiplete de espín total definido,
quedando la energía de los estados parametrizada por los autovalores del espín total S y
de su componente en z, Sz. En la formulación CSPA la integral (5.17) puede expresarse en
términos de coordenadas cilíndricas (r = (r cos(φ), r sin(φ), z)), e integrarse exactamente
en la variable angular φ, de lo que resulta [8]
ZCSPA =
Nβ
2v
√
nβ
4pivz
∫ ∞
−∞
∫ ∞
0
Z(
√
r2 + b2)
ω(
√
r2 + z2) sinh[12βh¯
√
r2 + b2]√
r2 + b2 sinh[12βh¯h¯ω(
√
r2 + z2)]
rdrdz , (5.47)
donde
H±(λ) = ±
√
λ2 − b2
N
∑
i=1
Six + b
N
∑
i=1
Six (5.48)
Z(λ) = tr [exp[−βH+(λ)]] = tr [exp[−βH−(λ)]]
= e−
h¯
4 β∑µ(N(r
2/v+z2/vz)+2v+vz)[2 cosh 12βh¯λ]
N , (5.49)
ω(λ) =
√
(λ− v tanh βh¯λ2 )(λ− v b
2
λ2
tanh βh¯λ2 ) (5.50)
Además de que las expresiones se vuelven algo más simples, encontramos en este caso
dos elementos nuevos. En primer lugar, la aproximación de campo medio resulta en una
frecuencia ω que se anula para cualquier valor del campo por debajo del campo crítico bc.
Esto, sin embargo, no introduce en principio ninguna clase de comportamiento anómalo en
las integrales ya que, fuera de una región de medida cero, el integrando es siempre finito y
positivo cuando el sistema se encuentra por encima de la temperatura de ruptura TL. Una
segunda particularidad es la presencia del factor jacobiano r, cuyo efecto es el de introducir
una corrección orden O(1/N) a las ecuaciones de campo medio, de forma tal que evita
la divergencia de las derivadas de Z en la vecindad de la transición de fase para sistemas
finitos.
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Figura 8: Concurrencia C (multiplicada por N) a bajas temperaturas en función del campo magnéti-
co b para N = 20 espines acoplados a través del Hamiltoniano (7.1) para vz = 0. Las curvas
representan los resultados exactos para T/v = 0,005 (panel superior), donde C alcanza su
valor máximo (2/N) para b ≈ bc, y T/v = 1/2N = 0,025 (panel inferior), donde el pico en
b ≈ bc no es ya prominente (Ec. (5.44)). El comportamiento para T → 0 para todo vz < v
es idéntico excepto por el reescaleo v→ v− vz.
En la Fig. 8 se representa la concurrencia escaleada exacta en función del campo mag-
nético junto con la aproximación CMFA. Las pequeñas oscilaciones que se observan en el
resultado exacto corresponden a las n/2 transiciones que sufre el estado fundamental al
aumentar el campo magnético. Al aumentar el tamaño del sistema, tanto las energías como
las negatividades de los estados fundamentales de cada uno de los subespacios de pari-
dad definida tienden al mismo límite, reduciendo la amplitud de estas oscilaciones, lo que
también ocurre al aumentar la temperatura del sistema. En el límite de N grande, sólo per-
sistirá el último pico, correspondiente a la transición asociada al campo factorizante, que es
correctamente reproducido por CMFA. En la Fig. 9 se puede apreciar el comportamiento de
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Figura 9: Concurrencia para N = 20 espines y vz = 0, en función del campo magnético a diferentes
temperaturas (arriba) y en función de la temperatura a diferentes campos (abajo). Se rep-
resentaron los resultados exactos, CMFA y CSPA, observándose que el correspondiente a
CMFA se anula para b/v = 1,1 (panel inferior), donde el entrelazamiento emerge para
T > 0.
la concurrencia con respecto al campo magnético y la temperatura. La aproximación CSPA
predice correctamente el comportamiento aún en la zona de la transición de fase. Para cam-
pos grandes sin embargo, esta aproximación no es capaz de predecir el comportamiento as-
intótico para campos grandes (que en este caso es ∝ exp(−β(b− bc))/N [8]). Por otro lado,
a temperaturas bajas, la aproximación CMFA sólo es capaz de describir el entrelazamiento
por debajo del campo crítico, presentando un mayor apartamiento del comportamiento ex-
acto (y del de la CSPA) en el entorno de la transición de fase. En el panel inferior puede
observarse como CSPA predice correctamente la reentrada del entrelazamiento en la zona de
campo moderadamente grande.
En la Fig. 10 se puede apreciar cómo la aproximación CSPA reproduce casi exactamente el
comportamiento de la concurrencia para N > 20, mientras que el resultado CMFA se vuelve
indistinguibles de los resultados exactos y de su CSPA para N > 100. En el panel superior se
representa el comportamiento de la concurrencia escaleada con el campo magnético. Para
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Figura 10: Arriba: Concurrencia en función del campo magnético a T/v = 0,1 y diferentes valores
del número N de espines, para vz = 0. Los resultados exactos, CMFA y CSPA práctica-
mente se solapan para N & 100,la concurrencia se anula para N & 8810. Abajo: Concur-
rencia en función de la temperatura a campo fijo b = 0,5v y para valores crecientes de N.
Los resultados Exacto y CMFA son indistinguibles para N & 100.
N > 100 la concurrencia exacta a temperatura finita (T/v = 0,1) se anula antes de de la
transición de fase de campo medio, mientras que para N = 20 se mantiene finita para
campos por encima del campo crítico. En esa región, CSPA reproduce correctamente ese
comportamiento en un entorno por encima de la transición de fase, aunque falla en predecir
el comportamiento asintótico para campos grandes (que en este caso es ∝ exp(−β(b −
bc))/N [8]). El panel inferior representa el comportamiento térmico, que nuevamente es
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predicho con precisión por la CMFA. Se puede apreciar como al aumentar el tamaño del
sistema, la temperatura crítica decrece con la inversa del logaritmo del tamaño del sistema,
correspondiendose con el predicho para T−L la Ec. (5.43).

Parte III
Bosonización RPA y entrelazamiento de bloques
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6 BOSONIZAC IONES APROXIMADAS Y RPA
En los capítulos anteriores mostramos como la aproximación CSPA y luego la CMFA eran
capaces de estimar con mucha precisión las correlaciones de pares en una clase muy amplia
de sistemas cuánticos, lo que nos permitía, en el caso de redes de espín 1/2 definir comple-
tamente la matriz densidad de cualquier subsistema formado por un par de espines. Si bien
es posible en principio extender esta técnica para evaluar correlaciones de más cuerpos, su
generalización implica incluir términos de interacción de tres o más cuerpos, así como un
tratamiento perturbativo algo engorroso.
Existen sin embargo una clase de estados para los que, dadas las correlaciones de pares,
podemos reconstruir cualquier otra correlación: los estados Gaussianos en sistemas de
bosones. Esta clase de estados fueron discutidos al final del Cap. 2, donde evaluamos ex-
plícitamente la negatividad para cualquier partición de un subsistema de bosones.
Un hecho interesante consiste en que la aproximación a la función de partición que se
obtiene del tratamiento RPA tiene un aspecto muy similar al cociente de dos funciones de
partición correspondientes a Hamiltonianos bosónicos cuadráticos: De hecho, como vere-
mos enseguida RPA es exacta cuando se la aplica a un Hamiltoniano bosónico cuadrático; las
energías “locales” λαi se corresponden con las energías de excitación del sistema bosónico
si se “apagan” todas las interacciones entre bosones distintos, mientras que las “frecuen-
cias RPA” no son otra cosa que las energías exactas de las excitaciones colectivas del sistema
bosónico.
Con estas ideas en mente, mostraremos primero cómo es posible encontrar un esquema
de bosonización compatible con RPA que nos permita estimar correlaciones de muchos cuer-
pos en función de las correlaciones de pares y de los valores de los observables locales del
sistema. Mostraremos además que en primera aproximación, los observables de entrelaza-
miento del sistema original se pueden estimar directamente a partir de los observables de
entrelazamiento en el correspondiente sistema bosónico. Finalmente, se exhibirá cómo esta
bosonización aproximada se encuentra relacionada con otros esquemas de bosonización
exactos en ciertos sistemas, en particular, para sistemas de espines.
Tratamiento CSPA del hamiltoniano bosónico cuadrático
Consideremos en primer lugar el siguiente Hamiltoniano cuadrático en operadores bosóni-
cos:
Hb =∑
i
λib†i bi −∑
i 6=j
∆+ij b
†
i bj −
1
2∑i 6=j
∆−ij bibj + h.c. (6.1)
que pertenece a la clase definida en la Ec. (2.44), donde por simplicidad nos limitaremos
al caso Φ = 0. En (6.1) hemos separado tres términos: El primero corresponde a un hamil-
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toniano “local” con energías de excitación λi. El segundo término corresponde a términos
de interacción que preservan el número total de partículas, mientras que el resto consiste
de términos que destruyen (o crean) pares de bosones distintos. Las energías colectivas de
excitación de este sistema ωi corresponden a los autovalores positivos de la matriz (2.53),
que en este caso tiene la forma
MH =
(
Λ− ∆+ −∆−
(∆−)∗ −Λ+ (∆+)∗
)
(6.2)
donde Λ es la matriz diagonal con coeficientes λi. Asumiremos desde el principio que la
matriz H es definida positiva, de manera que Hb define un estado Gaussiano vía la Ec.
(2.43). La función de partición exacta de este sistema es entonces
Z =∏
i
exp(βλi/2)
2 sinh(βωi/2)
(6.3)
Supongamos que quisieramos tratar al estado térmico del hamiltoniano (6.1) en la aproxi-
mación de campo medio local: en este caso, consiste en reemplazar bi y b†i en los términos
de interacción por su valor esperado respecto del estado térmico asociado al “Hamilto-
niano local”. Como el Hamiltoniano local preserva el número de bosones, naturalmente
〈bi〉0 = 〈b†i 〉0 = 0 y por lo tanto, en este caso
HMF =∑
i
λib†i bi .
La función de partición en la Aproximación de campo medio (Mean Field Approximation)
(MFA) será entonces
ZMF =∏
i
exp(βλi/2)
2 sinh(βλi/2)
(6.4)
así, en este caso se cumple trivialmente la identidad exacta
Z = ZMF
Z
ZMF
= ZMF∏
i
sinh(βλi/2)
sinh(βωi/2)
. (6.5)
Evaluemos ahora, para este sistema, la traza del operador orden temporal que aparece
en el integrando de la representación de Hubbard-Stratonovich (Ec. (3.4)), cuyo resultado
general exacto es:
tr
[
T exp
(
−
∫ β
0
h(τ)dτ
)]
=∏
i
sinh−1
(
βλi
2
)
∏
n
e−
1
2 φ˜
∗(vn)M(Λ+ivn)−1φ˜(vn)
donde φ˜(vn) son los coeficientes de Fourier de φ(τ) y vn = 2pin/β las frecuencias de
Matsubara. Naturalmente, la expresión exacta es idéntica al desarrollo a segundo orden en
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los campos. Como podemos factorizar la dependencia en los coeficientes dinámicos, pode-
mos identificar la matriz de curvatura Rνjµi(φ0,v) en la Ec. (4.8) con la matriz de curvatura
exacta:
Rνjµi(φ0,v) = M(Λ+v)−1 (6.6)
R˜νjµi = MΛ−1 (6.7)
Luego, ωα son los autovalores deMH, conH la matriz de coeficientes de la forma cuadráti-
ca bosónica
MH =M(Λ−V) . (6.8)
siendo
V =
(
∆+
∆−∗
∆−
∆+∗
)
coincidiendo con (6.2). De esta manera, las energías RPA son las energías de excitación
exactas del sistema, y por lo tanto la integral funcional exacta conduce naturalmente al
resultado (6.5).
Consideremos ahora un sistema general con observables locales Qµ i y un Hamiltoniano
H = Hlocal +V. Suponiendo que para una cierta temperatura β el sistema presente una úni-
ca solución bien definida de las ecuaciones de campo medio, consideremos la bosonización
aproximada
Qµi → 〈Qµi〉MFA − ∑
ki 6=k′i
〈ki|Qµi|ki〉Mkk′i〈B†kk′iBkk′i〉ρbos +
+ ∑
k 6=k′
〈k′i|Qµi|ki〉((MP)1/2kk′i
(1−M)kk′i
2
Bkk′i + (MP)1/2kk′i
(1+M)kk′i
2
B†kk′i) +
+ ∑
ki 6=k′i
〈ki|Qµi|ki〉Mkk′iB†kk′iBkk′i con (6.9a)
ρbos =
exp(−βh˜i)
tr
[
exp(−βh˜i)
] (6.9b)
donde Bkk′i ≡ Bk′ki, |k〉 es una base ortonormal de autoestados del Hamiltoniano local h y
h˜i es el Hamiltoniano bosonizado
h˜i = 〈hi〉MFA + ∑
k 6=k′
Λkk′B†kk′iBkk′i (6.10)
= 〈hi〉MFA + ∑
ki 6=k′i
ekk′iMkk′iB†kk′iBkk′i ↔ hi + 〈h˜〉ρbos . (6.11)
Si reemplazamos (6.9) en el Hamiltoniano del sistema y desarrollamos a segundo orden,
obtendremos un hamiltoniano bosónico cuadrático, cuya función de partición asociada co-
incidirá con la función de partición del sistema original en la RPA.
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Esta bosonización aproximada tiene sentido sólo sobre estados para los que las ocupa-
ciones medias de estos modos bosónicos sean pequeñas. El estado fundamental de un sis-
tema de este tipo, cuando sus partes interactúan débilmente entre si satisface esta condición.
Además este estado es un estado Gaussiano, por lo que todas las correlaciones bosónicas
pueden ser expresadas en términos de correlaciones de pares. De esta manera, donde la
aproximación es aplicable, los observables y correlaciones del sistema original pueden ex-
presarse en términos de esas correlaciones bosónicas. La evaluación de estas cantidades por
medio de la derivación respecto de los acoplamientos diferirá sólo en términos relacionados
con el cambio en los parámetros de la bosonización, y tienen en cuenta de alguna manera
efectos de orden más alto en las correlaciones. Estas correcciones, importantes para subsis-
temas pequeños, o en el entorno de los puntos críticos del sistema, pueden despreciarse en
general en la descripción de subsistemas relativamente grandes.
Reducción del sistema bosónico para el caso de espectro lineal
En muchos casos, de la enorme cantidad de excitaciones locales posibles del sistema, la
mayoría se encuentran desacopladas.Tal vez el caso más evidente surge cuando aplicamos
este esquema de “bosonización” a un verdadero sistema bosónico. Por cada bosón bi del
sistema original, el sistema bosonizado presenta un número infinito de bosones bi nn′ , aso-
ciados a las excitaciones |n〉 → |n′〉. Como el hamiltoniano es cuadrático en los operadores
bi y b†i , basta con implementar la bosonización (6.9a) de estos operadores:
bi →∑
n
√
n + 1
√
pi n,n+1Binn+1
Por medio de una transformación canónica, es posible transformar los operadores Bin n′ a
unos nuevos operadores B˜iα, de manera que uno de ellos sea de la forma
B˜i0 =
∑n
√
n + 1√pi n,n+1Binn+1√
∑n(n + 1)pi n,n+1
.
Como son bosones cuyo hamiltoniano local es cuadrático,
pi n,n+1 = pn(1− exp(−βλi))2 .
Como ∑n pi n,n+1 = 1 podemos entonces reescribir el nuevo bosón como
B˜i0 =∑
n
√
n + 1
√
pi nBinn+1 ,
de manera que la “bosonización” RPA es consistente con bi → B˜i0, b†i bi → B˜†i0B˜i0, mien-
tras que el resto de los B˜iα permanecerán desacoplados del Hamiltoniano y de cualquier
observable del sistema original y así, el resultado RPA coincide con el resultado exacto.
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Mapeo local de entre los estados del sistema y los estados bosónicos
Para realizar el mapeo entre los estados, vamos primero a analizar la representación de un
proyector cualquiera 1
|k〉〈k| → pk − ∑
k′ 6=k
Mkk′〈B†kk′Bkk′〉ρbos + ∑
k 6=k′
Mkk′B†kk′Bkk′ (6.12)
A temperatura cero esta expresión Ec. (6.12) se reduce a
|k〉〈k| → ∑
k′ 6=k
Mkk′B†kk′Bkk′ k 6= 0 . (6.13)
|0〉〈0| → 1− ∑
k 6=0
∑
k′ 6=0
Mkk′B†kk′Bkk′ (6.14)
Es posible ver que estos objetos son proyectores ortogonales si nos restringimos al espacio
de estados generado por el vacío bosónico |0〉 y aquellos de la forma B†0k|0〉. En este régimen
los operadores |k〉〈k′| se anulan a menos que k o k′ sean cero, por la presencia del factor Pkk′ .
Así conseguimos dos cosas: por un lado, garantizar que el mapeo de estados no se arruine
en el sistema interactuante, y por otro, desacoplar la mayoría de los modos bosónicos. A
temperatura cero, el esquema de bosonización “RPA” se reduce a
Qµ → 〈Qµ〉MFA +
+ ∑
k 6=0
(〈0|Qµ|k〉B0k + 〈k|Qµ|0〉B†0k) +
+ ∑
k 6=0
〈k|Qµ|k〉B†k0Bk0 (6.15)
y hbos a
h˜ = 〈h〉MFA + ∑
k 6=0
Λk0B†k0Bk0 (6.16)
= 〈h〉MFA + ∑
k 6=0
ekB†k0Bk0 ↔ h . (6.17)
Cabe destacar que en el Hamiltoniano bosonizado a temperatura cero se cancelarán todos
los términos lineales en los operadores bosónicos Bkk′i B†kk′i , provenientes de los productos
de operadores asociados a distintos sitios con valores esperados no nulos. Esto es así ya
que si el estado de campo medio es estable, el Hamiltoniano exacto H del sistema original
no puede conectar el estado fundamental del Hamiltoniano de campo medio HMF
|0〉 = |01〉 ⊗ . . .⊗ |0i〉 ⊗ . . .⊗ |0N〉
con un estado
|β, i〉 = |01〉 ⊗ . . .⊗ |βi〉 ⊗ . . .⊗ |0N〉
dado que si lo hiciera, sería posible elegir un nuevo estado de campo medio con una energía
menor, por medio de cierta transformación lineal unitaria local sobre HMF.
1 Omitiremos en la discusión siguiente el índice de sitio, sobre entendiéndose que todos los observables se
tratan de algún sitio dado.
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6.0.1 Bosonización y entrelazamiento
En general, toda bosonización (exacta) de un sistema S puede pensarse como un proceso
de simulación cuántica del sistema S sobre un cierto subespacio de estados de un sistema
de bosones, que llamaremos “subespacio dinámico”. Llamaremos al espacio completo del
sistema bosónico el “espacio cinemático” correspondiente. La bosonización puede imple-
mentarse por medio de una transformación unitaria de la forma
U = (1S ⊗ Pdin)(W)(1S ⊗ Pdin) + (1S ⊗ (1bos − Pdin)) (6.18)
donde W y Pdin se elegirán adecuadamente para garantizar la unitariedad de U. Si elegimos
W = ⊗(i)W y Pdin = ⊗iP(i)din, U será un producto directo de operaciones unitarias locales, y por
lo tanto, el entrelazamiento entre dos subsistemas B y C del estado |α〉s ⊗ |0〉bos será igual
al del estado |0〉s ⊗ |α′〉bos = U|α〉s ⊗ |0〉bos respecto de los correspondientes subsistemas
y viceversa. En el caso de la bosonización derivada de la Ec. (6.15) se puede implementar
como
Wi = |0i〉〈0i| ⊗ |0i〉〈0i|+ ∑
ki 6=0i
|0i〉〈ki| ⊗ B†ki + |ki〉〈0i| ⊗ Bki + (6.19)
+(1(i)s − |0i〉〈0i|s)⊗ (1(i)bos − |0i〉〈0i|bos)
Pidin =
∏ki(sin(piB
†
ki
Bki)/(piB
†
ki
Bki))
1−∑ki B†ki Bki
(6.20)
de forma que el subespacio dinámico se compone de los estados con a lo sumo un bosón
en el espacio cinemático. A partir de este mapeo, podemos reconstruir un mapeo de oper-
adores exacto, así como un Hamiltoniano bosonizado exacto
H = Hs ⊗ |0〉〈0|bos → Hbos = UHU† = |0〉〈0|s ⊗ Hbos . (6.21)
Naturalmente, resolver el problema con el Hamiltoniano bosonizado exacto es tan difícil co-
mo resolver el problema original; sin embargo, la aproximación a segundo orden del Hamil-
toniano bosonizado sí es soluble exactamente y, como se discutió en el Cap. 2, también se
conocen expresiones exactas para las negatividades entre cualquier par de subsistemas.
A bajas temperaturas, y si el entrelazamiento de un sitio con el resto no es demasiado
grande, podemos obviar los proyectores Pdin, asumiendo que el estado de equilibrio ρ prác-
ticamente no tiene soporte fuera del espacio dinámico. Para volver al sistema S deberemos
primero proyectar nuevamente al espacio dinámico. Por este procedimiento, (resolver el
hamiltoniano bosónico en la aproximación cuadrática, proyectar y volver al sistema orig-
inal vía la conjugación con U†), obtenemos una aproximación al estado fundamental del
sistema de espines. Los observables de entrelazamiento entre dos subsistemas del sistema
bosónico serán entonces una cota superior al entrelazamiento entre los correspondientes
subsistemas en el estado de espín aproximado.
En el capítulo siguiente aplicaremos estas ideas al caso de las redes de espines a temper-
atura cero.
7 BOSONIZAC IÓN RPA EN REDES DE ESP INES
En el capítulo anterior se discutió cómo la aproximación RPA implica, a temperatura cero,
una bosonización aproximada de los observables. Veremos ahora que en el caso de sistemas
de espines a temperatura cero, este esquema es especialmente simple, implicando un único
álgebra bosónico por cada uno de los espines del sistema. Mediante esta bosonización,
estudiaremos algunos aspectos del entrelazamiento global y entre diferentes subsistemas
en las redes de espines que comenzamos a estudiar en el Cap. 5.
Vamos a considerar entonces una red general de espines Si = (six, siy, siz), con acoplamien-
tos cuadráticos, pero sin auto interacciónes, inmersa en un campo magnético, no necesari-
amente uniforme. El Hamiltoniano de esta clase de sistemas es de la forma1
H =∑
i,µ
Biµsiµ − 12 ∑
i 6=j,µ,ν
Jiµjνsiµsjν , (7.1)
donde µ = x, y, z y Biµ son las componentes del campo en el sitio i-ésimo. Las cadenas de
Ising, XY, XYZ (Jiµ jν = 1µν Jijµ ) así como aquellas con acoplamientos tipo Dzyaloshinskii-
Moriya (Jiµ,jν = −Jiν,jµ) de rango arbitrario son casos particulares de la Ec. (7.1). Sigu-
iendo el esquema desarrollado en el capítulo anterior, el primer paso para construir la
bosonización aproximada de RPA es determinar el estado fundamental en la aproximación
de campo medio, esto es, un estado separable
|0〉 ≡ ⊗Ni=1|0i〉 = |01 . . . 0N〉
con energía mínima 〈H〉0 = 〈0|H|0〉, dada por
〈H〉0 =∑
i,µ
Biµ〈siµ〉0 − 12 ∑
i 6=j,µ,ν
Jiµjν〈siµ〉0〈sjν〉0 (7.2)
donde 〈si〉0 = 〈0i|si|0i〉. Cada estado local |0i〉 puede ser determinado autoconsistente-
mente como el estado de menor energía de los Hamiltonianos locales
hi =∑
µ
∂〈H〉0
∂〈siµ〉0 siµ = λ
i · si , (7.3)
siendo el estado de máximo espín si dirigido a lo largo de −λi (un estado coherente). Esto
lleva a las ecuaciones autoconsistentes
λiµ = Biµ − ∑
j 6=i,ν
Jiµ jν〈sjν〉0 , 〈si〉0 = −siλi/λi , (7.4)
1 En este capítulo y en el siguiente elegiremos un sistema de unidades para el que h¯ = 1, de manera de
simplificar las expresiones. Los operadores siµ = h¯
−1Siµ se introducen para tener en cuenta el correspondiente
reescaleo.
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donde λi = |λi|. La Ec. (7.4) puede resolverse iterativamente comenzando de un estado
inicial de prueba, así como por cualquiera de los métodos mencionados en la sección B.2.1.
Ya que la forma (7.1) es válida para cualquier elección de los ejes locales, es conveniente
elegir el eje zi a lo largo de la dirección λi, de manera que 〈siµ〉0 = −si1zµ y λiµ = λi1µz , con
λi > 0. El segundo paso en RPA consiste en la bosonización aproximada
si+ →
√
2sib†i , si− →
√
2sibi , siz → −si + b†i bi , (7.5)
donde si± = six± isiy y bi, b†i son considerados operadores bosónicos estándar ([bi, b†j ] = 1ij,
[bi, bj] = [b†i , b
†
j ] = 0), con |0〉 → |0b〉 su vacío.
Esta bosonización preserva dos de las relaciones de conmutación de SU(2) en forma
exacta ([szi , s
±
j ] = ±1ijs±i ), preservando la restante en promedio sobre el vacío (〈[s−i , s+j ]〉0 =
2si1ij). Esta aproximación coincide con la aproximación de Holstein-Primakoff así como con
otras bosonizaciones exactas [48, 72–74] a orden cero en s−1i . Si se remplazan los operadores
de espín por los operadores bosonizados según las Ecs. (7.5) en el Hamiltoniano original
(7.1), despreciando todos los términos de orden cúbico y cuártico en bi, b†i obtenemos el
Hamiltoniano bosónico cuadrático
Hb = 〈H〉0 +∑
i
λib†i bi −∑
i 6=j
∆ij+b
†
i bj +
1
2(∆
ij
−b
†
i b
†
j + h.c.)
= 〈H〉0 − 12∑
i
λi + 12Z†HZ , (7.6)
Z =
(
b
b†
)
, H =
(
Λ− ∆+ −∆−
−∆¯− Λ− ∆¯+
)
, (7.7)
∆ij± = 12
√
sisj [Jix jx ± Jiy jy − i(Jiy jx ∓ Jix jy)], (7.8)
donde Z† = (b†, b) y Λij = λi1ij. La elección del eje de campo medio para la bosonización
(7.5) asegura que ningún término lineal en bi, b†i aparezca en H
b, reflejando la estabilidad
del estado de campo medio |0〉 con respecto a las excitaciones locales. Este Hamiltoniano
puede ser diagonalizado exactamente, como se discutió en el apartado 2.5. La matrizMH,
que define la bosonización RPA, es de dimensión 2N × 2N, con N el número de espines.
RPA implica entonces una reducción exponencial en la dimensión del problema (de (2s +
1)N a 2N para N espines idénticos). Más aún, en sistemas invariantes ante translaciones
(Ec.. (7.2)), puede ser aún reducido a N 2× 2 matrices, consiguiéndose de este modo un
tratamiento completamente analítico.
7.1 El estado fundamental RPA
Como vimos antes, el vacío de los nuevos bosones b′ será (b′α|0′b〉 = 0)
|0′b〉 = Cb exp[12∑
i,j
Zijb†i b
†
j ]|0b〉 , Z = VU¯−1 , (7.9)
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(Ec. (2.56)) El estado de espín asociado a RPA puede definirse como
|0RPA〉 = Cs exp[12∑
i 6=j
Zij
2√sisj si+sj+]|0〉 . (7.10)
Los valores medios obtenidos a partir del estado (7.10) serán aproximadamente los mismos
que los que se obtienen por medio del mapeo (7.5), coincidiendo exactamente hasta segun-
do orden en V (ver Sec. 7.2). En contraste con |0〉, el estado (7.10) es entrelazado (a menos
que V 6= 0).
Notemos que para el Hamiltoniano cuadrático (7.1):
1. |0RPA〉 = |0〉 si y sólo si |0〉 es un auto-estado exacto de H, ya que Hb contiene los
elementos de matriz exactos conectando |0〉 con el resto del espacio de Hilbert:
H|0〉 = 〈H〉0|0〉 − 12∑
i,j
∆ij−|1i1j〉 , (7.11)
donde |1i1j〉 = si+sj+2√sisj |0〉, usando la condición de campo medio 〈1i|H|0〉 = 〈1i|hi|0i〉 =
0 (5.3). Así, si |0RPA〉 = |0〉, Z = 0 y por lo tanto V = 0 en W , implicando ∆− = 0.
|0〉 es entonces un auto-estado exacto por la Ec. (7.11). Por el contrario, si |0〉 es un
auto-estado exacto, es una solución de la ecuación de campo medio, obteniéndose
∆− = 0, lo que implica que |0RPA〉 = |0〉 (aunque ∆+ puede ser no nulo y ωα 6= λα).
En particular, cuando H tiene un estado fundamental exacto separable |0〉 (esto es, en
el campo factorizante [7, 28, 75]), |0RPA〉 = |0〉.
2. |0RPA〉 es siempre exacto para campos suficientemente grandes (|B|  J). En este
límite |0〉 es el estado con todos los espines si completamente alineados a lo largo de
−Bi a menos de correcciones pequeñas (λi ≈ Bi + sJ ·Bi/|B|i). Hasta primer orden
en ∆±/λ, las Ecs. (2.53)–(7.9) llevan entonces a Zij ≈ Vij ≈ ∆
ij
−
λi+λj
, lo que implica
|0RPA〉 ≈ |0〉+∑
i<j
∆ij−
λi + λj
|1i1j〉 , (7.12)
lo cual, por la Ec. (7.11), es precisamente la expansión a primer orden (en ∆−/Λ) del
estado fundamental exacto.
En el caso de estados de campo medio con simetría rota, el estado de espín RPA permite
implementar las rotaciones necesarias para la restauración de la simetría: El estado funda-
mental exacto será en realidad muy cercano a la superposición de estados |RPA〉:
|GS〉 ≈ |RPA(RS)〉 =
∫
∑
g
Rg|RPA〉 (7.13)
donde s son los elementos del grupo de simetría S roto por la solución de campo medio
y R la representación de S sobre el espacio de estados del sistema, elegida de forma de
minimizar el valor medio de 〈RPA(RS)|H|RPA(RS)〉. La restauración de simetría incrementa
considerablemente la capacidad de RPA para aproximar fielmente al estado fundamental.
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Evaluación bosónica de la negatividad y entropía de subsistemas
La evaluación directa de las correlaciones de muchos cuerpos y de medidas de entrelaza-
miento a partir del estado RPA de espín (7.10) es en general una difícil tarea. Sin embargo,
los valores de esas cantidades en el vacío bosónico asociado (7.9), que serán aproximada-
mente los mismos que aquellos obtenidos de (7.10), puede ser directamente evaluado usan-
do el formalismo general de estados Gaussianos, discutido en la Sec. 2.5.
Por tratarse de un estado Gaussiano, el estado fundamental del Hamiltoniano bosoniza-
do (7.6) junto con las Ecs. (7.5), determinan las correlaciones y los valores medios de es-
pín básicos en la aproximación RPA a partir de las correlaciones bosónicas Fij = 〈a†i aj〉 y
Gij = 〈aiaj〉, esto es, 〈siµ〉0′ = 1µz(Fii − si) y, para i 6= j,
〈si+sj−〉0′ = 2
√
sisj Fji , 〈si−sj−〉0′ = 2
√
sisj Gji , (7.14)
con 〈si±sjz〉0′ = 0, lo cual coincide exactamente con los promedios derivados de (7.10) hasta
segundo orden en V, esto es, primer orden en la ocupación media VV† (normalmente muy
pequeña fuera de las regiones críticas). Mediante el uso del teorema de Wick, obtenemos
también 〈sizsjz〉0′ = 〈siz〉0′〈sjz〉0′ + |Fij|2 + |Gij|2 para i 6= j. A partir de estas estimaciones,
podemos reconstruir el estado correspondiente a los subsistemas del sistema de espines.
Veamos ahora una forma más directa de hacer lo mismo.
7.2 Matrices densidad de espín en la aproximación RPA
A primer orden en las ocupaciones medias VV† (o a segundo orden en V, aplicable cuando
la ocupación media por sitio es menor que 1) podemos expresar la matriz densidad de
espines correspondiente al estado RPA de espín (7.10) en términos de las contracciones
(2.57). A este orden, F ≈ GG† (Ecs. (2.57)) y el soporte de ρ = |0RPA〉〈0RPA| se reduce al
subespacio generado por el estado de campo medio |0〉 y los estados de dos excitaciones
|1i1j〉 (Ec. (7.11)), que lleva a
ρ ≈
(
GG† G
G† 1−G†G
)
(7.15)
donde G denota una matriz columna de elementos Gij, para i < j. A este orden, ρ2 = ρ. La
correspondiente matriz densidad reducida ρA = trA [ρ] de un subsistema A de L espines
viene dada por
ρA ≈
 GAG†A 0 GA0 FA − GAG†A 0
G†A 0 1− tr [ FA] +G†AGA
 (7.16)
donde FA, GA son matrices de contracciones del subsistemaA yGA, de L× L componentes.
El vector columna concomitante (de longitud L(L − 1)/2). El bloque central contiene los
elementos de matriz entre estados con excitación |1i〉〈1j| que surgen de la traza parcial de
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GG†. Esta identidad se obtiene haciendo uso de la identidad aproximada ∑k∈A GikG
†
kj ≈
Fij − ∑k∈A G†ikGjk para i, j ∈ A (y despreciando los elementos diagonales de Gii, de orden
más alto debido a la ausencia de términos de auto-interacción en el Hamiltoniano), los
cuales permiten escribir ρA completamente en términos de las contracciones locales. La Ec.
(7.16) se encuentra entonces en acuerdo con la tomografía directa del estado a este orden
(para i, j, k, l ∈ A, 〈b†j bi ∏k 6=i,j(1− b†k bk)〉0′ ≈ (FA − GAG†A)ij, 〈b†i b†j bkbl〉0′ ≈ GklG¯ij). Hasta
orden O(V2), ρA es una matriz semi definida positiva con tr [ρA] = 1, pero que ahora ya
no corresponde a un estado puro.
Su entropía S(ρA) = −tr [ρA log2 ρA] es determinada, a este orden,por el bloque central
ρ1A = FA − GAG†A,
S(ρA) ≈ tr
[
ρ1A(log2 e− log2 ρ1A)
]
, (7.17)
que coincide con la Ec. (2.61) hasta segundo orden en V (a este orden f αA coincide con los
autovalores de ρ1A y la Ec. (2.61) lleva a ≈ ∑α f αA(log2 e− log2 f αA)).
Por otro lado, el término principal en la negatividad que surge de la bipartición (B, C)
de A es de primer orden en V y es simplemente la suma de los valores singulares de
la submatriz GB,C (de elementos Gij, i ∈ B, j ∈ C), donde NB,C ≈ tr[GB,CG†B,C ]1/2. A
este orden, los autovalores simplécticos negativos f˜ αA en (2.65) son nuevamente los valores
singulares de GB,C (con signo negativo), mientras que la Ec. (2.64) se reduce a NB,C ≈
−∑α f˜ α¯A, llevando nuevamente al resultado previo.
Finalmente notemos que la Ec. (7.16) siempre conmuta con la paridad Sz (respecto del eje
de campo medio) del subsistema A, esto es, [ρA, PzA] = 0, PzA = exp[ipi∑i∈A(siz − si)]. En
el caso de dos espines i, j, GA tiene longitud 1 y la Ec. (7.16) es sólo una matriz de bloques
de 4× 4, mientras que en el caso de un único espín i, GA tiene longitud 0 y la Ec. (7.16) se
vuelve simplemente ρi ≈ Fii|1i〉〈1i|+ (1− Fii)|0i〉〈0i|.
Sistemas con invarianza translacional
Las únicas cantidades requeridas en el esquema de evaluación bosónica RPA son, de esta
manera, las contracciones básicas (2.57). Su evaluación se vuelve particularmente simple en
sistemas con invarianza translacional, tanto en 1 o d dimensiones, esto es, sistemas con un
espín común si = s en un campo uniforme Bi = B con acoplamientos dependientes sólo
de la separación entre los sitios:
Jiµ jν = Jµν(i− j) (7.18)
donde Jµν(l) = Jνµ(−l), y Jµν(−l) = Jµν(n − l) en una cadena cíclica finita (o en d di-
mensiones, i, j, l, n representando vectores d-dimensionales). Vamos también a asumir un
campo medio uniforme λi = λ, que entonces deberá satisfacer
λµ = Bµ −∑
ν
Jµν0 〈sν〉0 , Jµν0 ≡∑
l
Jµν(l) , (7.19)
con 〈s〉0 = −sλ/λ (Ec. (5.3)). De esta manera el campo medio uniforme es determinado de
esta manera sólo por el “acoplamiento total” Jµν0 .
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Eligiendo nuevamente el eje z en la dirección de λ, de forma que 〈siµ〉 = −s1zµ y Bµ +
sJµ z0 = λ1
µz, con λ > 0, el Hamiltoniano bosonizado tendrá ahora la forma (7.6) con
acoplamientos ∆ij± = ∆±(i− j). Por medio de una transformada de Fourier discreta de los
operadores bosónicos, podemos reescribirlo como
Hb = 〈H〉0 +∑
k
(λ− ∆k+)b†k bk − 12(∆k−b†k b†−k + h.c.) (7.20)
∆k± =
N−1
∑
l=0
ei2pikl/N∆±(l) , (7.21)
donde k = 0, . . . , N − 1 y bk = 1√N ∑
N
j=1 e
i2pikj/Nbj son operadores bosónicos en el espacio
de momentos, con b−k = bN−k. La diagonalización de (7.20) es directa y lleva a
Hb = 〈H〉0 +∑
k
ωkb′†kb′k +
1
2(ω
k − λ+ ∆k+) , (7.22)
donde ωk = ω˜k − 12(∆k+ − ∆−k+ ), b′†k = ukb†k + v¯kb−k y
ω˜k =
√
(λ− ∆˜k+)2 − |∆k−|2 , (7.23)
uk =
√
λ− ∆˜k+ + ω˜k
2ω˜k
, vk =
∆k−
|∆k−|
√
λ− ∆˜k+ − ω˜k
2ω˜k
, (7.24)
con ∆˜k+ =
1
2(∆
k
+ + ∆
−k
+ ), u
2
k − |vk|2 = 1, y uk = u−k, vk = v−k. Todas las ωk serán reales y
positivas para un campo medio estable, implicando las condiciones de estabilidad
|∆k−| <
√
(λ− ∆k+)(λ− ∆−k+ ) , k = 0, . . . , N − 1 . (7.25)
Podemos obtener ahora las contracciones básicas explícitamente,
〈b†k bk′〉0′ = 1kk′ |v2k| , 〈bkb−k′〉0′ = 1kk′ukvk =
∆k−
2ω˜k
, (7.26)
lo que lleva finalmente a (Ec. (2.57))
Fij = F(i− j) = 1N ∑k
e−i2pik(i−j)/N|v2k| , (7.27a)
Gij = G(i− j) = 1N ∑k
e−i2pik(i−j)/Nukvk . (7.27b)
Para campos intensos |B| tales que λ  |∆±|, estas se reducen a ukvk ≈ 12∆k−/λ y |v2k| ≈
1
4 |∆k−|2/λ2. El vacío RPA (7.9) se vuelve así
|0′b〉 = Cb exp[12∑
i,j
Z(i− j)b†i b†j ]|0b〉 , (7.28)
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donde Cb = ∏k u
−1/2
k y Z(l) =
1
N ∑k e
−i2pilk/N vk
uk
.
De esta manera, estos sistemas admiten una evaluación analítica de sus contracciones
(2.57). Tanto las ecuaciones de campo medio (7.19) como el Hamiltoniano RPA (7.20) se
vuelven independientes del espín común s después de un reescaleo Jµν(l) → Jµν(l)/s, el
cual vamos a adoptar en lo que sigue, lo que indica que RPA describe el límite de espín
grande del sistema, como se muestra en Ec. (7.5).
Sistemas con interacciones XYZ
Examinemos con más detalle el formalismo previo en un sistema consistente de una red de
espines si = s invariante ante translaciones, con acoplamientos XYZ de rango arbitrario en
un campo trasverso:
H = B∑
i
Siz − 12h¯s ∑
i 6=j
∑
µ=x,y,z
Jµ(i− j)SiµSjµ . (7.29)
La Ec. (7.29) conmuta con la paridad de espín Sz,
[H, Pz] = 0, Pz = exp[ipi∑
i
(Siz − s)/h¯] ,
para cualquier valor de sus parámetros, de forma que el estado fundamental exacto en una
red finita tendrá siempre una paridad definida fuera de los puntos de degeneración. Vamos
a enfocarnos en el caso ferromagnético, donde Jx(l) ≥ 0 ∀ l con
|Jy(l)| ≤ Jx(l) , (7.30)
el cual exhibe una fase normal y otra con simetría rota a nivel de campo medio.
RPA en torno a la solución normal
Para el Hamiltoniano (7.29), el estado |0〉 con todos los espines alineados a lo largo de
la dirección −z es siempre una solución de las ecuaciones de campo medio (7.19), siendo
la solución de mínima energía para campos B suficientemente intensos. Esto lleva a que
λi = λ1µz, con
λ = |B|+ J0z > 0 , J0z ≡∑
l
Jz(l) . (7.31)
Todas la ecuaciones previas pueden ser directamente aplicadas. Ahora ∆±(l) =
Jx(l)±Jy(l)
2 =
∆±(−l), implicando ∆k± = ∆−k± y
ωk =
√
(λ− Jkx)(λ− Jky) , (7.32)
donde Jkµ = ∑l ei2pikl/N Jµ(l) (∆k± =
Jkx±Jky
2 ). Esta solución es por lo tanto estable siempre que
Jkµ ≤ λ ∀k y µ = x, y, esto es, para |B| por encima de cierto valor crítico del campo Bc. En el
caso (7.30), la condición más fuerte es obtenida para k = 0, esto es,
|B| > Bc ≡ J0x − J0z . (7.33)
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RPA en torno a la solución con simetría rota
Para |B| ≤ Bc, el estado normal se vuelve inestable: La frecuencia RPA más baja, ω0, se
anula para |B| → Bc y se vuelve imaginaria para |B| < Bc. El estado de campo medio con
energía más baja para |B| < Bc corresponde ahora a un estado con simetría de paridad rota,
con todos los espines alineados a lo largo de un eje en el plano xz, formando un ángulo θ
con el eje z original:
|0〉 → |Θ〉 ≡ |θ1 . . . θN〉 , |θj〉 = exp[−iθsjy]|0j〉 . (7.34)
Esto lleva a que 〈Sj〉0 = −s(sin θ, 0, cos θ) = −sλ/λ, con
λ = J0x , cos θ = B/Bc , (7.35)
como es determinado por (7.19). Podemos expresar ahora los operadores de espín origi-
nales en términos de los operadores rotados, esto es,
Six = Six′ cos θ + Siz′ sin θ, Siz = Siz′ cos θ − Six′ sin θ (7.36)
con Siy = Siy′ . La RPA alrededor de este estado lleva a los siguientes remplazos
λ → J0x , Jkx → J′kx = Jkx cos2 θ + Jkz sin2 θ , (7.37)
en la Ec. (7.32), con Jky invariante y ∆k± = 12(J
′k
x ± Jky).
Las correlaciones 〈Siµ′Sjµ′〉RPA para los operadores de espín rotados tienen las mismas
expresiones previas (2.57), mientras que aquellos de los operadores originales pueden ser
obtenidos usando las Ecs. (7.36). Debe remarcarse que, sin embargo, en un sistema finito,
el estado de espín de RPA asociado ya no será una buena aproximación al verdadero estado
fundamental, debido a la ruptura de simetría. La restauración de paridad, al menos en
forma aproximada, debe ser implementada antes de obtenerse el resultado final. En lo
que sigue se discutirá el caso en que una simetría discreta (la simetría de paridad) se
encuentra rota a nivel de campo medio. El caso de simetrías continuas puede tratarse con
el formalismo CSPA desarrollado en el capítulo 5.
Estados RPA de paridad deﬁnida
Como [H, Pz] = 0, el estado de campo medio con paridad rota |Θ〉 es degenerado: Ambos
|Θ〉 y| − Θ〉 = Pz|Θ〉 son estados fundamentales en la aproximación de campo medio. A
fin de describir un estado fundamental con paridad definida, la aproximación correcta al
estado fundamental RPA debe tomarse como una de las combinaciones de paridad definida
|Θ±RPA〉 =
|ΘRPA〉 ± | −ΘRPA〉√
2(1± 〈−ΘRPA|ΘRPA〉)
, (7.38)
donde | ± ΘRPA〉 son los estados RPA alrededor de cada estado de campo medio. El sola-
pamiento 〈−ΘRPA|ΘRPA〉 = 〈ΘRPA|Pz|ΘRPA〉 es proporcional al solapamiento entre los dos
campos medios,
〈−Θ|Θ〉 = cos2Ns θ = (B/Bc)2Ns , (7.39)
7.2 Matrices densidad de espín en la aproximación RPA 87
el cual es pequeño excepto para B→ Bc o Ns pequeño.
Despreciando el solapamiento previo, la Ec. (7.38) nos lleva a las matrices densidad re-
ducidas
ρ±A ≈ 12 [ρA(θ) + ρA(−θ)] (7.40)
siempre que el solapamiento complementario 〈−ΘARPA|ΘARPA〉 ∝ ( BBc )2(n−nA)s pueda también
ser despreciado. Aquí ρA(±Θ) son las matrices densidad reducida de espín determinadas
por el estado RPA, dadas hasta O(V2) por las expresiones de la Sec. 7.2. La restauración de
simetría (7.40) es esencial para conseguir una buena descripción de la verdadera entropía
de subsistema, aunque su principal efecto para subsistemas A no demasiado pequeños es
en verdad simple: Si el producto ρA(Θ)ρA(−Θ) ∝ (B/Bc)2NAs puede despreciarse , la Ec.
(7.40) puede ser considerada como la suma de dos matrices densidad con soporte ortogonal
con idéntico espectro, lo que lleva a
S(ρ±A) ≈ S(ρA(θ)) + 1 , (7.41)
donde S(ρA(Θ)) puede ser evaluado mediante la aproximación bosónica (2.61). Bajo estas
hipótesis, el efecto sobre la negatividad global (2.66) es sólo
NAA(ρ±A) ≈ 2NAA(ρA(θ)) + 12 , (7.42)
ya que Tr
√
ρ±A ≈
√
2Tr
√
ρA(θ), mientras que la negatividad de subsistema NC de una bi-
partición (B, C) de A permanece aproximadamente sin cambios: NB,C(ρ±A) ≈ NB,C(ρA(θ)).
Cuando el producto ρA(Θ)ρA(−Θ) no puede despreciarse (como en un subsistema for-
mado por espines), podemos en principio construir la matriz densidad de espín(7.40). Esto
puede hacerse rotando ρA(θ) (Ec. (7.16) en el marco de referencia de campo medio al eje
z original y removiendo todos los elementos que deben anularse por simetría de paridad
(lo cual es el efecto final de la Ec. (7.40)). Por ejemplo, la matriz densidad reducida de dos
espines para s = 1/2 tiene la forma bloqueada (7.16) en la base estándar de autovalores de
sizsjz tanto en la fase normal como en la fase con ruptura de simetría de paridad después
de la restauración de simetría[7]. El efecto final sobre S(ρA) es el remplazo del término +1
en (7.41) por la entropía de la mezcla de campos medios reducida −∑ν=± qν log2 qν, con
q± = 12(1± (B/Bc)2sA), más pequeñas correcciones RPA.
Mientras que ambas ρ±A son idénticas en la aproximación (7.40), la verdadera ρ
±
A en un
sistema pequeño dependerá de la paridad. El estado de paridad correcta en tal caso se
elegirá de forma tal que se minimice la energía E±RPA = 〈Θ±RPA|H|Θ±RPA〉.
Campo factorizante
El valor explícito de los acoplamientos básicos ∆k± en la fase con simetría de paridad rota
son, usando las Ecs. (7.37)–(7.35),
∆k± = 12 [(J
k
x − Jkz )(B/Bc)2 + Jkz ± Jky)] (7.43)
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En el caso de una anisotropía común, tal que el cociente
χ =
Jy(l)− Jz(l)
Jx(l)− Jz(l) (7.44)
es independiente de la separación l, tenemos Jky − Jkz = χ(Jkx − Jkz ) y por lo tanto ∆k− =
1
2(J
k
x − Jkz )[(B/Bc)2 − χ]. Se ve entonces que si χ ∈ [0, 1], ∆k− = 0 ∀ k cuando
|B| = Bs ≡ Bc√χ (7.45)
de manera que todos los ∆k− cambian de signo |B| = Bs. Aquí Bs es el campo factorizante
[4, 7, 28, 75, 76]: En B = Bs el campo medio con simetría de paridad rota se vuelve un
estado fundamental exacto, ya que las correcciones RPA se anulan (Ec. (7.1)). Este efecto es
independiente del número de espines N (mientras χ se mantenga constante) y del espín
s (con el presente escaleo). Sin embargo, los verdaderos límites laterales en B = Bs serán
dados por los estados de paridad definida (7.38), los cuales se mantienen entrelazados.
En consecuencia, la entropía de subsistema S(ρA) y la negatividad NAA se aproximarán
en realidad a un valor finito para B → Bs (1 y 1/2 respectivamente en la aproximación
(7.41)–(7.42)), mientras que el entrelazamiento entre dos espines alcanzará un rango infinito
[5, 7, 29]. Nótese finalmente que para B = Bs, ∆k+ = Jky y por lo tanto,
ωk = J0x − Jky . (7.46)
7.3 Aplicación
Par de espines s
Como un primer ejemplo [2], consideremos un sistema formado por dos espines s acopla-
dos por el Hamiltoniano (7.29). Obviamente, podemos asumir sin pérdida de generalidad
que Jx ≥ |Jy| (Ec. (7.30)), ya que el signo de Jx puede siempre cambiarse por una rotación
en pi alrededor del eje z de uno de los espines (y podemos siempre asumir |Jx| ≥ |Jy| por
una adecuada elección de ejes). La transformada de Fourier de Jµ(l) = 1l1 Jµ se reduce aquí
a Jkµ = (−1)k Jµ, k = 0, 1, llevando a dos modos normales, uno atractivo y uno repulsivo:
ω0 =
√
(λ− Jx)(λ− Jy) , ω1 =
√
(λ+ Jx)(λ+ Jy) .
Las contracciones (7.27) se reducen a Fij =
λ−∆+
4ω0
− λ+∆+4ω1 (1 − 21ij) − 121ij, Gij =
∆−
4ω0
+
∆−
4ω1
(1− 21ij), donde ∆± = 12(Jx ± Jy) y los remplazos (7.37) serán aplicados para |B| < Bc.
La consiguiente entropía de entrelazamiento de pares en la aproximación bosónica (2.61)
es simplemente
S(ρ1) = − f log2 f + (1+ f ) log2(1+ f ) + δ , (7.47)
f = 12(
√
1+
λ2 − ω˜2
ω0ω1
− 1) , ω˜ = ω0 +ω1
2
(7.48)
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donde f =
√
(F11 + 12)
2 − (G11)2 − 12 es el autovalor simpléctico positivo de la matriz de
contracciones de un espín (de dimensión 2× 2) y δ = 0 (1) para |B| > Bc (< Bc) en la
aproximación (7.41), válida para (B/Bc)2s  1). Para valores pequeños de f , podemos
simplemente usar S(ρ1) ≈ f (log2 e− log2 f ), con f ≈ F11, en acuerdo con el resultado de la
Sec. 7.2.
Así, a nivel RPA el entrelazamiento es determinado por la ocupación local media f y
controlada por el cociente λ
2−ω˜2
ω0ω1
, el cual es pequeño lejos de Bc y se anula en B = Bs (donde
ω˜ = λ = J0x por la Ec. (7.46), y por lo tanto, f = 0). Para |B|  Bc, f ≈ ( Jx−Jy4B )2, mientras
que en la vecindad de Bs, f ∝ (B− Bs)2. Para B → Bc, f ≈ 12
√
λ2−ω˜2
ω0ω1
∝ |B− Bc|−1/4, con
S(ρ1) ≈ log2 f e. La negatividad en la aproximación RPA bosónica (2.64)-(2.65) se vuelve
N12 = − f˜1+ 2 f˜ = f +
√
f ( f + 1) (7.49)
donde f˜ = f −√ f ( f + 1) es el autovalor simpléctico negativo de la matriz de contracciones
de 4× 4. La corrección (7.42) (N21 → 2N21 + 12 ) debe ser aplicada para |B| < Bc. Para f
pequeño, tenemos simplemente N12 ≈ − f˜ ≈
√
f . Esto nos lleva a una discontinuidad
en la pendiente de N12 en el campo factorizante Bs (ver Fig. 11), al anularse f en forma
cuadrática (N12− 12 ∝ |B− Bs| para B ≈ Bs). Por otro lado, para f → ∞ (|B| → Bc), f˜ → −12 ,
con f˜ ≈ −12 + 18 f y N12 ≈ 2 f . S(ρ1) y N12 son ambos funciones cóncavas crecientes de f y
miden el entrelazamiento del par.
La comparación con resultados numéricos exactos, obtenidos mediante la diagonalización
de H (una matriz de (2s+ 1)2× (2s+ 1)2 elementos), es mostrada en la Fig. 11 para el caso
XY (Jz = 0) con anisotropía χ = Jy/Jx = 0,5. Se puede ver que los resultados exactos se
aproximan rápidamente a los valores RPA (7.47)–(7.49) al aumentar el espín s. La discrepan-
cia para s finito surge sólo en la vecindad de Bc o para muy pequeños valores de s, esto es,
donde los efectos de tuneleo cuántico que surgen a partir del solapamiento no nulo (7.39)
entre los estados degenerados de paridad rota se vuelven apreciables.
Sin embargo, este solapamiento puede ser tenido en cuenta usando el estado RPA de
paridad definida (7.38) de menor energía, el cual para s finito mejora el resultado para B
cercano a Bc ( que de otro modo resulta prácticamente coincidente con el resultado de la
aproximación bosónica), como se ve en la Fig. 12. La Ec. (7.38) predice los límites laterales
exactos en el campo factorizante [7] para cualquier s, aunque para χ = 0,5 estos límites
se aproximan rápidamente al valor límite para espín alto S(ρ1) = 1 y N12 = 12 predicho
por las aproximaciones (7.41)–(7.42). La Fig. 2 también muestra el comportamiento de las
ocupaciones medias f y f˜ . Se observa que la primera es muy pequeña ( f . 0,05) excepto
en la vecindad de Bc, implicando que lejos de Bc, todas los resultados de RPA bosónicos
pueden ser reproducidos por la matriz densidad de espín de la Sec. 7.2, con f˜ ≈ √ f . En
los paneles inferiores se muestran las energías de RPA ω0,ω1 y los coeficientes Zk ≡ vk/uk
del estado RPA usados en la Ec. (7.28). Aunque ω0 se anula en Bc, la diferencia λ − ω˜,
responsable del entrelazamiento, se mantiene muy pequeña en todas partes. Ambos Zk se
anulan y cambian de signo en el campo factorizante Bs, indicando un cambio cualitativo
en el tipo de correlaciones en ese punto: Es un hecho bien conocido que el entrelazamiento
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Figura 11: Entrelazamiento entre dos espines s en función de la intensidad del campo trasverso B
para un acoplamiento XY con Jy/Jx = 0,5. Se representan la entropía de entrelazamiento
exacta SE = S(ρ1) (arriba) y la negatividad (abajo) para diferentes valores de espín s, y
los resultados de la aproximación RPA bosónica, Ecs. (7.47), (7.49). Los resultados exactos
se aproximan a los de RPA al aumentar s, apareciendo diferencias para s no tan pequeño
sólo para B cercano a Bc = Jx. En el campo factorizante Bs ≈ Bc/
√
2, SE = 1 mientras
que N12 = 1/2.
entre dos espines 1/2 cambia de antiparalelo a paralelo (en el marco de referencia original)
en Bs [7], un efecto que emerge en RPA a partir de este cambio de signo.
Sistemas de espines completamente conectados
Consideremos ahora una red de N espines completa y uniformemente conectada por
acoplamientos XYZ, donde
Jµ(l) = (1− 1l0)Jµ/(N − 1) , (7.50)
7.3 Aplicación 91
0
0.5
1.0
1.5
S E s=10
ÈYRPA\
RPA
0
0.1
0.2
0.3
f
f
-f∼
0 0.5 1.0 1.5 B/Jx
0
1
2
Ω
Ω1
Ω0
Ω

Λ
0 0.5 1.0 1.5 B/Jx
0.0
0.5
Z k
Z1
Z0
Figura 12: Arriba: Izquierda: La entropía de entrelazamiento obtenida a partir de los estados RPA
de paridad definida (7.38) (linea punteada), comparada con el resultado RPA bosónico
(7.47) y el valor exacto, para s = 10 y para los mismos valores de los parámetros de la Fig.
11. El resultado obtenido a partir del estado RPA de espín mejora el de la aproximación
bosónica para campos B justo por debajo de Bc. Derecha: La ocupación media bosónica
local f , Ec. (7.48), la cual es pequeña lejos de Bc, y el autovalor negativo f˜ de la matriz
de contracciones traspuesta parcial ( f˜ ≈ √ f para f pequeño). Abajo: Izquierda: energías
de RPA ω0, ω1, junto con la energía de campo medio λ y la energía media de RPA ω˜ que
aparece en (7.48). Derecha: Las cantidades Zk = vk/uk para k = 0, 1, que determinan el
estado RPA (7.28) y se anulan en el campo factorizante Bs.
en (7.29). Este escaleo asegura que la energía intensiva 〈H〉/N se mantenga finita para N
grande y Jµ finito. Como ya se mencionó en el capítulo 5, las propiedades de entrelazamien-
to de este modelo son bien conocidas [48, 62, 77] y, para s = 1/2 en el límite de N grande,
han sido analizadas previamente [77], incluyendo recientemente un tratamiento basado
en la bosonización de Holstein-Primakoff [70, 74, 78, 79]. Se mostrará que la aplicación
directa del presente formalismo RPA resulta en un tratamiento completamente analítico
para cualquier tamaño N y espín s. Este tratamiento no coincide exactamente con el de las
referencias [74, 78], por la ausencia de términos de auto interacción ∝ siµsiν (no triviales
para s > 1/2) que aquí son tomados en cuenta exactamente, conduciendo a correcciones
asociadas a modos RPA repulsivos (ω1), no nulos para N finito.
La transformada de Fourier de (7.50) es J0µ = Jµ y Jkµ = −Jµ/(N− 1) para k = 1, . . . , N− 1,
llevando nuevamente a dos energías RPA distintas: Una asociada con el modo fundamental
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atractivo (ω0) y una al modo repulsivo ωk = ω1, N − 1 veces degenerado (para k 6= 0),
agregando esta última solamente una pequeña corrección repulsiva, que tiene en cuenta la
ausencia de los términos de auto interacción:
ω0 =
√
(λ− Jx)(λ− Jy), ω1 =
√
(λ+ JxN−1)(λ+
Jy
N−1)
donde los remplazos (7.37) deben usarse para B < Bc. Las consiguientes contracciones
(7.27) se vuelven aquí obviamente independientes de la separación para i 6= j:
Fij = F01ij + F1 , Gij = G01ij + G1 (7.51a)
F0 = 12
(
λ−∆1+
ω1
− 1
)
F1 = 12N [
λ−∆0+
ω0
− λ−∆1+ω1 ] (7.51b)
G0 = 12N [
∆0−
ω0
− ∆1−ω1 ] G1 =
∆1−
2ω1
(7.51c)
lo que implica que para cualquier bipartición (L, N − L), la entropía de entrelazamiento
S(ρL) dependerá sólo del tamaño L. Para evaluarla, observamos que la matriz de contrac-
ciones DL para un subsistema de L espines tiene los siguientes autovalores simplécticos
(véase también [47])
fL =
√
(F0 + LF1 + 12)
2 − (G0 + LG1)2 − 12 (7.52)
f0 =
√
(F0 + 12)
2 − G20 − 12 (7.53)
más sus compañeros 1+ fL, 1+ f0, donde fL es no degenerado mientras que f0 tiene degen-
eración L− 1. Las Ecs. (7.52)–(7.53) pueden ser obtenidas también por una transformación
de Fourier local o notando que la matriz de contracción de L × L, FL, puede ser escrita
como FL = F01L + F11L1tL (al igual que GL), con 1L un vector columna L× 1 con elementos
unidad. FL y GL serán entonces diagonales en la misma base local con autovalores F0 + LF1
y F0 (L− 1 veces degenerado) y similarmente para GL, lo que lleva a las Ecs. (7.52)–(7.53).
En el caso de un vacío global, f0 = 0 (ya que para L = N, tendríamos fL=N = f0 = 0),
implicando un único autovalor positivo fL para cualquier L < N. De esta manera, en la
aproximación bosónica, la entropía de entrelazamiento (Ecs. (2.61)–(7.41)) viene dada por
S(ρL) = − fL log2 fL + (1+ fL) log2(1+ fL) + δ , (7.54)
fL = 12 [
√
1+ 2αL∆− 1] , αL = L(n− L)/N2 , (7.55)
donde δ = 0 (1) para |B| < Bc ((B/Bc)2Ls  1) y
∆ =
N2(λ2 − ω˜2)
2(N − 1)ω0ω1 , ω˜ =
ω0 + (N − 1)ω1
N
. (7.56)
Para N = 2 recuperamos las Ecs. (7.47)–(7.48), mientras que para N grande, ∆ ≈ λ−∆0+ω0 − 1.
El entrelazamiento es gobernado nuevamente por el cociente λ
2−ω˜2
ω0ω1
, que es pequeño lejos
de Bc y se anula en Bs. Para ∆ pequeño, fL ≈ 12αL∆, con ∆ ≈ 12( N(N−1)
Jx−Jy
2B )
2 para |B|  Bc y
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Figura 13: Resultados para la red de N = 100 espines 1/2 completamente conectada. Arriba: Izquier-
da: Entropías de entrelazamiento SE(L) = S(ρL) de subsistemas con L ≤ n/2 espines en
función de la intensidad del campo magnético externo. Derecha: Comparación entre los
resultados exactos y de RPA para S(ρL). Abajo: Izquierda: Resultados exacto y de RPA
para S(ρL) en función del tamaño del subsistema L para cuatro diferentes valores de
B/Bc. Derecha: Comportamiento magnético del número de ocupación bosónico medio
(7.55) para L = 25 y del autovalor simpléctico negativo (7.59) de la matriz de contrac-
ciones traspuesta parcial, para diferentes valores de L y m.
∆ ∝ (B− Bs)2 en la vecindad de Bs. Para B→ Bc, fL ∝ √αL(B− Bc)−1/4 y S(ρL) ≈ log2 fLe.
Para evaluar la negatividad Nmp de una bipartición (m, p) de un subsistema de L es-
pines (m + p = L), podemos notar primero que FL estará compuesto de bloques Fmm =
F01m + F11m1tm, Fmp = F11m1tp = Ftpm y Fpp = F01p + F11p1tp, y similarmente para GL. Una
transformación local nos permite entonces escribir FL como una suma directa de un bloque
diagonal (L− 2)× (L− 2) F0 IL−2 más el bloque F0 I2 + F1(m
√
mp√
mp p ), y similarmente para GL.
La correspondiente matriz de contracciones traspuesta parcial tendrá entonces los autoval-
ores simplécticos f˜0 = f0 (Ec. (7.53)), L − 2 veces degenerado (con f˜0 = 0 para un vacío
global) y
f˜±Lm =
1
2
√
tr [A2]±
√
(tr [A2])2 − 16 det A− 12 (7.57)
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Figura 14: Arriba: Izquierda: Negatividades globales exactas N (L) = NL,N−L entre L y N − L es-
pines en el sistema completamente conectado. Derecha: Comparación entre el resultado
exacto y la aproximación RPA de N (L) para dos valores de L. Abajo: Izquierda: Nega-
tividades exactas de los subsistemas Nm,L−m entre m y L−m espines en un subsistema
de L = 20 espines. Derecha: Comparación entre el resultado exacto y la aproximación
RPA para Nm,L−m.
junto con sus compañeros 1 + f˜0, 1 + f˜±Lm, donde A = (
AFG −AGF
AGF −AFG) es una matriz bloques
de 4× 4 AFG = (12 + F0)I2 + (
mF1
√
mpG1√
mpG1 pF1
) y similarmente para AGF. Aquí, f˜+LM > 0 pero
f˜−LM < 0.
De esta manera, la negatividad bosónica de la bipartición (m, L− m) de un subsistema
de L ≤ N espines puede también ser explícitamente obtenida, como función del un único
autovalor negativo f˜Lm de la matriz de contracciones de la traspuesta parcial :
Nm,L−m = − f˜Lm1+ 2 f˜Lm
, (7.58)
f˜Lm = 12
√
1+ γLm∆−
√
8βLm∆+ γ2Lm∆
2 − 12 (7.59)
γLm = αL + 4βLm , βLm = m(L−m)/N2 . (7.60)
Para una partición global (L = N), αN = 0 mientras que βNm = αm, y f˜nL = fL −√
fL( fL + 1), con NnL = fL +
√
fL( fL + 1), como en la Ec. (7.49). En general, para ∆ pe-
queño,
f˜Lm ≈ −
√
1
2βLm∆ ≈ −
√
(βLm/αL) fL (7.61)
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de manera que para campos intensos, f˜Lm ≈
√
βLm
N
N−1
Jx−Jy
4B , mientras que para B cercano
a Bs, f˜Lm ∝
√
βLm|B− Bs|. Por otro lado, para B→ Bc, f˜Lm → −12(1−
√
αl
αL+4βLm
) +O(|B−
Bc|1/2) si αL 6= 0, lo que implica que las negatividades de subsistema Nm,L−m para L < n
se mantienen finitas en Bc (en acuerdo con el resultado de [78]), ya que f˜Lm se mantiene por
encima de −12 .
En la fase con ruptura de simetría de paridad„ el remplazo (7.42) (N → 2N + 12 ) debe
usarse para las negatividades globales NN,N−L, mientras que las negatividades de sub-
sistema Nm,L−m se mantienen sin cambio después de la restauración de simetría si tanto
(B/Bc)2s(N−L) como (B/Bc)2sL pueden despreciarse.
Las Ecs. (7.54)–(7.59) representan esencialmente las expresiones exactas para la entropía
de subsistema y la negatividad para espín grande y N finito, al igual que para N grande
y espín finito, como puede verificarse mediante el calculo numérico exacto. Por ejemplo,
los resultados exactos (obtenidos por medio de la diagonalización de H) y la aproximación
RPA para una red de N = 100 espines 1/2 se muestran en las figuras. 13–14. Los resultados
RPA para la entropía de entrelazamiento son muy precisos excepto en la vecindad de Bc,
disminuyendo las diferencias al aumentar N o s. Para L grande se obtuvieron con la ex-
presión previa (7.54) mientras que para L pequeño (como el caso de L = 2), se calcularon
a partir del estado RPA de espín (7.40), cuyo principal efecto es tener en cuenta el sola-
pamiento correcto entre los estados con simetría rota para B por debajo pero cercano a Bc
(aproximadamente, reemplazando δ en (7.47) por la entropía de la superposición reducida
de campos medios).
La variación de S(ρL) con L a campo fijo (panel inferior izquierdo en la Fig. 13) es
también correctamente predicha, siendo bastante preciso tanto en la fase normal como en
la de simetría rota para campos no demasiado cercanos a Bc. El panel inferior derecho
muestra que fL se mantiene pequeño excepto para B en torno a Bc, mientras que f˜Lm se
vuelve también pequeño cuando L se reduce, en completo acuerdo con la Ec. (7.61). Los
resultados RPA para la negatividad global (NN,N−L) y en subsistemas particulares (Nm,L−m
para L < n), las cuales son mucho más pequeñas y se anulan en Bs, son también muy
precisos, como puede verse en la Fig. 14. Las negatividades de subsistema fueron obtenidas
directamente con la Ec. (7.58), mientras que las negatividades globales fueron corregidas
con la Ec. (7.42) para B < Bc y L grande, y usando (7.40) para L = 2.
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8 EL CAMPO FACTORIZANTE EN S I STEMAS
DE ESP INES
En los capítulos anteriores se mencionó que la aproximación de campo medio podía even-
tualmente volverse exacta para determinados valores finitos del campo magnético externo.
Este fenómeno se observó por primera vez en cadenas de espines con interacciones XYZ
de primeros vecinos [28, 80] y muy recientemente fue estudiado para el caso de arreg-
los generales de espines en [7, 29, 70, 75, 81–83] . Llamamos al correspondiente valor del
campo magnético un campo factorizante del sistema. Como el estado de campo medio es
separable, se podría esperar que un sistema en su campo factorizante no debería presentar
ningún tipo de entrelazamiento.
Sin embargo, en el caso que el campo externo sea un campo transverso ocurre que la
solución de campo medio en el campo factorizante rompe la simetría de paridad asociada
a esta clase de sistemas. Cuando esto ocurre, el estado fundamental resulta ser un estado
degenerado del sistema. Al proyectar estas soluciones sobre los subespacios de paridad
definida encontramos que los genuinos autoestados del Hamiltoniano justo por encima y
por debajo del campo factorizante ya no serán en general separables. En [7] mostramos,
para el caso de cadenas cíclicas finitas de espines 1/2 en un campo magnético transverso
uniforme, que el campo factorizante se corresponde con la última transición entre estados
con paridad opuesta que sufre el sistema al aumentar el campo magnético. En este tipo de
sistemas, el estado presenta la notable propiedad de que el entrelazamiento entre cualquier
par de espines del sistema alcanza un valor finito, independiente del alcance de la inter-
acción. Estos rasgos hacen del campo factorizante un punto crítico cuántico, al menos en
sistemas finitos. En contraste, en la transición de fase convencional, el valor y el alcance del
entrelazamiento de pares se mantiene típicamente finito [61].
En la primera parte de este capítulo se desarrollará una teoría general sobre los campos
factorizantes en arreglos de espines, para luego aplicar esos resultados generales a cadenas
de espines de espines con invarianza traslacional[3, 4].
8.1 Campo factorizante en redes de espín generales
Consideremos el Hamiltoniano de una red de espines arbitraria de la forma (5.1) donde
esta vez incluiremos posibles términos de autoenergía (i = j), no triviales para si ≥ 11.
Asumiremos además que el sistema presenta simetría de paridad sz, pero no necesaria-
1 Este tipo de términos están presentes por ejemplo en simulaciones de modelos de espines de valor arbitrario,
acoplados por interacciones XXZ, basadas en en cavidades acopladas [84]
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mente simetría ante traslaciones espaciales. El Hamiltoniano más general para un sistema
de estas características será 2
H = bisiz + 12∑
i
siµvµ(i− j)sjµ (8.1)
Buscaremos ahora condiciones para las que estos sistemas poseen un auto estado separable
con simetría rota de la forma
|Θ〉 = ⊗Ni=1 exp[iθisiy]|0i〉 (8.2)
= ⊗Ni=1[
2si
∑
k=0
√
(2sik ) cos
2si−k θi
2 sin
k θi
2 |ki〉] , (8.3)
donde siz|ki〉 = (k − si)|ki〉 y eiθisiy |0i〉 es un estado coherente [85]. La elección de y co-
mo el eje de rotación no presenta una pérdida de generalidad ya que cualquier estado
eiφ
i·si |0i〉 corresponde a una rotación adecuada para valores complejos de θi en (8.2) 3
. Reemplazando siµ en (8.1) por e−iθ
isiy siµeiθ
isiy , esto es, si z,x → si z,x cos θi ± si x,z sin θi,
siy → siy, la ecuación H|Θ〉 = EΘ|Θ〉, esto es, HΘ|0〉 = EΘ|0〉 con |0〉 = ⊗Ni=1|0i〉 y
HΘ = e−i∑i θ
isiy Hei∑i θ
isiy , lleva a las igualdades
vijy = vijx cos θi cos θ j + vijz sin θi sin θ j , (8.4)
bi sin θi = ∑
j
(sj − 121ij)(vijx cos θi sin θ j − vijz sin θi cos θ j) , (8.5)
que determinan, por ejemplo, el valor de vij y y bi en términos de vij x, vij z, si y θi. La energía
está dada por
EΘ = −∑
i
si[bi cos θi + 12∑
j
(sj − 121ij)(vij x sin θi sin θ j
+vij z cos θi cos θ j) + 14(v
ii x + vii y + vii z)] . (8.6)
Para una cadena cíclica (1D) de espin s con acoplamientos de primeros vecinos (vij µ =
vµ1i (j±1)) en un campo magnético uniforme (bi = b) recobramos la condición de separabil-
idad original de la Ref. [80] tanto para el caso ferromagnético (vµ ≥ 0, θi = θ) como para
el antiferromagnético (vµ ≤ 0, θi = (−1)iθ). Las Ecs. ( 8.4)–(8.6) son sin embargo completa-
mente generales y se mantienen válidas también para valores complejos de θi, vij µ y bi: Si se
satisfacen ∀i, j, H tendrá un auto estado separable (8.2) con autovalor dado por la Ec. (8.6).
Si sin θi 6= 0 para algún i, este autovalor es degenerado: |Θ〉 romperá la simetría de paridad
y por lo tanto, el estado asociado
| −Θ〉 = Pz|Θ〉 = ⊗Ni=1 exp[−iθisiy]|0i〉 , (8.7)
2 Como en el capítulo anterior, para simplificar la discusión, usaremos un sistema de unidades en el que h¯ = 1
y no incluiremos el coeficiente de reescalización 1/s.
3 En término de los ángulos de Euler, eiαsz eiβsy eiγsz |0〉 = ceiθsy |0〉, con tan θ2 = eiα tan β2 y c = e−is(α+γ)( cos β/2cos θ/2 )2s
(Ec. (8.3)). φ puede obviamente ser restringida al plano x, y .
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será otro autoestado exacto de H con la misma energía (8.6). Los puntos en el espacio de
parámetros donde los autoestados | ±Θ〉 son autoestados exactos corresponden necesaria-
mente a cruces de niveles con paridad opuesta.
Para valores reales de θi, la Ec. (8.5) es sólo la condición estacionaria para la energía (8.6)
para bi, vijµ fijos. El estado (8.2) puede entonces considerarse como un estado de prueba
de campo medio, siendo (8.5) la ecuación de autoconsistencia asociada. La Ec. (8.4), que es
independiente del espín (para vij µ fijo), asegura que el estado es un autoestado exacto al
cancelarse los elementos de matriz residuales de uno y de dos cuerpos conectando |Θ〉 con
el resto de los estados. Esto tiene un significado claro en RPA [6, 48]: si se satisfacen las Ecs.
(8.4),(8.5), ∀i, j el vacío de RPA coincidirá con el estado de campo medio. Más explícitamente, la
matriz RPA a temperatura cero (cuyos autovalores son las energías de RPA) es
HRPA =
(
Λ− ∆+ −∆−
(∆−)∗ −Λ+ (∆+)∗
)
,
∆±ij =
1
2
√
sisj(vij x cos θi cos θ j + vij z sin θi sin θ j ± vij y) ,
donde Λ es una matriz cuyos elementos diagonales son λi, los autovalores del Hamiltoni-
ano local de campo medio bisiz − ∑j,µ vij µ〈sjµ〉Θsiµ, y ∆±ij los elementos asociados con los
operadores de dispersión (si+sj−) y creación de excitaciones de espín (si+sj+) respectiva-
mente. La Ec. (8.4) es entonces equivalente a la condición ∆− = 0, implicando la ausencia
de correcciones de RPA al vacío de campo medio.
Más aún, si θi ∈ (0,pi)∀i y
|vij y| ≤ vij x ∀ i, j , (8.8)
podemos asegurar que |± Θ〉 será un estado fundamental de H: En la base estándar for-
mada por los estados {⊗Ni=1|ki〉}, los términos en H dependientes de {siz} son diago-
nales mientras que el resto llevan a elementos de matriz no positivos fuera de la diag-
onal, ya que ∑µ=x,yvijµsiµsµj = ∑ν=±vij ν(si+sj (−ν) + si−sj ν), donde sj± = sjx ± isjy y
vij± = 14(v
ij x ± vij y) ≥ 0 por la Ec. (8.8). Entonces, 〈H〉 puede ser minimizado por un
estado con todos sus coeficientes reales y del mismo signo en esta base (signos distintos no
podían reducir 〈H〉), que entonces, no puede ser ortogonal a |Θ〉 (Ec. (8.3)). Con una elec-
ción adecuada de fases para θi, | ±Θ〉 puede también ser estado fundamental en otros casos:
Una rotación en pi alrededor del eje z en cada sitio i lleva a θi → −θi y vij x,y → −vij x,y
para i 6= j. Los autoestados de H con paridad definida en el subespacio generado por los estados
| ±Θ〉 pueden construirse como
|θ±〉 ≡ |θ〉 ± |− θ〉√
2(1± cosN θ) (8.9a)
= ∑
k parimpar
√
2 sink θ2 cos
N−k θ
2
k!
√
1± cosN θ s
k
+|0〉, (8.9b)
OΘ ≡ 〈−Θ|Θ〉 = ∏Ni=1 cos2si θi , (8.10)
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los cuales satisfacen Pz|Θ±〉 = ±|Θ±〉, 〈Θν|Θν′〉 = δνν′ . Aquí hemos fijado θi reales ∀i, ya
que por medio de rotaciones locales alrededor del eje z podemos siempre elegir yi en la
dirección de φi (y por lo tanto volver real a θi ) en el estado final |Θ〉. Aún más, podemos
también elegir |θi| ≤ pi/2 (y así OΘ ≥ 0) ya que una rotación local depi alrededor del eje x
lleva a θi → pi − θi. El solapamiento (8.10) jugará un papel importante en lo que sigue.
Cuando la degeneración en el campo factorizante es de hecho 2, los estados (8.9) (en
lugar de (8.2)) son los verdaderos límites laterales en el campo factorizante de los correspondi-
entes autoestados exactos no degenerados (y por tanto, de paridad definida) de H. Para
variaciones pequeñas δbi, la degeneración se romperá si OΘ 6= 0, con un salto en la energía
de ∆E ≈ ∑i δbi∆Mi, donde
∆Mi ≡ 〈Θ−|siz|Θ−〉 − 〈Θ+|siz|Θ+〉 = 2si sin
2 θi OΘ
cos θi(1−O2Θ)
. (8.11)
(En contraste, 〈±Θ|siz|±Θ〉 = −si cos θi).
En el campo factorizante ocurre un cruce de niveles entre los estados |Θ+〉 y |Θ−〉, que
son los estados fundamentales justo por encima y por debajo del campo factorizante re-
spectivamente. Este cruce está caracterizado por un salto de la magnetización ∆M = ∑i ∆Mi.
Si ∆E o ∆M pueden resolverse o ser medidos, la realización de los estados (8.9) es entonces
manifiesta, y aprovechable en principio en aplicaciones tecnológicas. La magnitud de ∆M
es gobernada por el solapamiento (8.10), apreciable en sistemas pequeños (si θi 6= pi/2) al
igual que en sistemas finitos con ángulos pequeños (θi)2 ≈ δi/N, tales que OΘ ≈ e−∑i siδi/N.
Esto implica (Ec. (8.4)) que el sistema se aproxima al límite XXZ (vijy = vijx). En este límite
(θi → 0), ∆M → 1, con |Θ+〉 → |0〉 y |Θ−〉 ∝ ∑i
√
siθi|1i〉 (un estado tipo W ponderado),
donde |1i〉 ≡ ⊗Nj=1|(1ji)j〉.
8.1.1 Entrelazamiento en los estados de paridad deﬁnida
En contraste con |± Θ〉, los estados (8.9) son entrelazados. Si sin θi 6= 0 ∀ i el número de
Schmidt de tales estados para cualquier bipartición global (A, A¯) es 2 y la descomposición
de Schmidt es
|Θ±〉 =
√
p±A+ |Θ+A〉|Θ±¯A〉+
√
p±A− |Θ−A〉|Θ∓¯A〉 , (8.12)
p±Aν =
(1+νOA)(1±νOA¯)
2(1±OΘ) , OA = 〈−ΘA|ΘA〉 , (8.13)
donde |Θ±A〉, |Θ±¯A〉 denotan los estados análogos de paridad definida en los subsistemas A,
A¯, con ν = ±, OAOA¯ = OΘ y p±A+ + p±A− = 1. Entonces, |Θ±〉 pueden ser efectivamente
considerado como estados de dos qubits con respecto a cualquier bipartición (A, A¯), con |Θ±A〉,
|Θ±¯A〉 representando los estados ortogonales de cada qubit. Por consiguiente, la matriz
densidad reducida ρ±A del subsistema A en el estado |Θ±〉 es
ρ±A = p
±
A+ |Θ+A〉〈Θ+A|+ p±A− |Θ−A〉〈Θ−A| . (8.14)
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El entrelazamiento entre A y su complemento A¯ puede ser medido a través de la con-
currencia global (raíz cuadrada del “tangle” [86]) CAA¯ =
√
2(1− tr ρ2A), la cual para una
matriz densidad de rango 2 es sólo una función creciente de la entropía de entrelazamiento
EAA¯ = −tr ρA log2 ρA, con CAA¯ = EAA¯ = 0 (1) para estados separables (máximamente
entrelazados). En los estados (8.12) obtenemos entonces
C±AA¯ =
√
(1−O2A)(1−O2A¯)
1±OΘ . (8.15)
Estos valores representan los límites laterales de CAA¯ en el campo factorizante. Para OΘ >
0, C−AA¯ > C
+
AA¯, con C
−
AA¯ = 1 si OA = OA¯. Nótese que |Θ±〉 son estados de Bell simultánea-
mente para (A, A¯) sólo si OA = OA¯ = 0 (el límite GHZ de |Θ±〉, ver Cap. 2). En general,
al aumentar el solapamiento se reducirá el entrelazamiento global.
La entropía de entrelazamiento de un bloque de L espines en una cadena de espines 1/2
acoplados por una interacción XY uniforme a primeros vecinos en un campo constante fue
calculada en [87] quienes mostraron que sL = −trρL ln ρL = ln 2 en el campo factorizante
(esto es, CLL¯ = ELL¯ = 1). En el límite termodinámico, de acuerdo con la Ec. (8.15) para sola-
pamiento nulo. La Ec. (8.15) extiende este resultado a una cadena general finita, resultando
en un valor ligeramente más pequeño: Para OA, OA¯ pequeños, C
±
AA¯ ≈ 1− 12(OA ±OA¯)2 y
sL± ≈ ln 2− 12(OL ±OL¯)2 (con OL = ( v
y
vx )
L
2 en la cadena XY con s = 1/2).
Entrelazamiento de pares y de subsistemas. Por otro lado, si los solapamientos son nulos, el
entrelazamiento de un subsistema en los estados (8.14) también lo será. Una característica
notable de los estados (8.9) es que cualquier par de espines o subsistemas disjuntos B|C
estarán también entrelazados si el solapamiento complementario OBC es no nulo y O
2
B < 1,
O2C < 1. Más aún, su entrelazamiento puede ser caracterizado por la concurrencia
C±BC =
√
(1−O2B)(1−O2C)OB+C
1±OΘ , (8.16)
o equivalentemente, por su negatividad [21, 40],
N±BC = 12 [
√
(p±A∓)2 + (C
±
BC)2/OB+C − p±A∓ ] , (8.17)
donde A = B+ C. La Ec. (8.17) representa entonces los límites laterales deNBC en el campo
factorizante.
Demostración: Para A = B + C, notamos primero que si OA¯ = 0, la Ec. (8.14) se vuelve
ρ±A =
1
2(|ΘA〉〈ΘA|+ |−ΘA〉〈−ΘA|), esto es, ρ±A coincidente y separable (combinación con-
vexa de matrices densidad producto[88]). El entrelazamiento entre B y C puede entonces
ocurrir sólo si OB+C 6= 0. Luego, usando una descomposición similar a la de Schmidt (8.12)
de los estados |Θ±A〉, la Ec. (8.14) puede también ser considerada como un estado mezcla
104 el campo factorizante en sistemas de espines
de dos qubits efectivo con respecto a cualquier bipartición B|C de A: Su soporte caerá en el
subespacio generado por cuatro estados {|ΘνB〉|Θν
′
C 〉 , ν, ν′ = ±}, tales que
ρ±A =

p±A+q
+
BC+ 0 0 p
±
A+α
+
BC
0 p±A−q
−
BC+ p
±
A−α
−
BC 0
0 p±A−α
−
BC p
±
A−q
−
BC− 0
p±A+α
+
BC 0 0 p
±
A+q
+
BC−

donde q±BCν =
(1+νOB)(1±νOC )
2(1±OBOC ) , α
±
BC =
√
q±BC+q
±
BC− y q
±
BC+ + q
±
BC− = 1. ρ
±
A estarán entre-
lazados sí y sólo si su traspuesta parcial tiene autovalores negativos [20], una condición
equivalente aquí a una concurrencia del estado mezcla positiva [38] C±BC = Max[C
±
+ , C
±
− , 0],
donde C±ν = 2[p±Aνα
ν
BC − p±A−να−νBC ] representa la concurrencia paralela (ν = +) o antipar-
alela (ν = −), esto es, llevada por |Θ+A〉 o |Θ−A〉 en la Ec. (8.14). Esto conduce a la Ec. (8.16),
con C+BC (C
−
BC) paralela (antiparalela). La consecuente negatividad, dada aquí por el valor
absoluto del autovalor negativo de la transpuesta parcial (ρ±A)
tB , queda expresada entonces
por la Ec. (8.17).
Para B = A, C = A¯ (OB+C → 1), la Ec. (8.16) se reduce a (8.15), con N±AA¯ = 12C±AA¯. Para
un par de espines i 6= j, OB = cos2si θi, OC = cos2sj θ j y el resultado de [7]
Finalmente notemos que si OB = OC , N+BC = C+BC/2, como en el caso de una partición
global. En general, sin embargo, no hay una proporcionalidad entre N±BC y C±BC .
Las concurrencias (8.16) satisfacen las desigualdades de monogamia [89] C2B,C+D ≥ C2BC +
C2BD para cualquier terna de subsistemas disjuntos B, C,D. Obtenemos en este caso
C2BC + C
2
BD = C
2
B,C+D[1−
(1−O2C )(1−O2D)
1−O2CO2D
] .
Remarquemos también que el entrelazamiento de subsistema persiste, aunque atenuado,
en la mezcla uniforme
ρ0 = 12(|Θ+〉〈Θ+|+ |Θ−〉〈Θ−|) , (8.18)
la cual difiere de 12(|Θ〉〈Θ| + |−Θ〉〈−Θ|) si OΘ 6= 0 y representa el límite T → 0+ del
estado térmico ρ ∝ e−βH en el campo factorizante cuando | ±Θ〉 son estado fundamental
(y la degeneración del estado fundamental es 2). Reemplazando p±Aν por
1
2(p
+
Aν + p
−
Aν) en
(8.14), encontramos ahora que las concurrencias global y de subsistemas son antiparalelas, dadas
para cualquier par de subsistemas disjuntos B, C por
C0BC =
1
2(C
−
BC − C+BC) = C−BCOΘ/(1+OΘ) , (8.19)
esto es, la mitad del la diferencia entre sus límites laterales de CBC . La Ec. (8.19) se mantiene
válida para una bipartición global (B = A, C = A¯). La consecuente negatividad puede
calcularse de manera análoga.
El orden de magnitud de la concurrencia de subsistema es gobernado por el solapamien-
to complementario OB+C . Para subsistemas pequeños (como un par de espines) en un
sistema grande, C±BC será apreciable sólo para ángulos suficientemente pequeños en el
subsistema complementario, esto es,θ2i ≈ δi/N, de manera que OB+C ≈ e−∑i∈A¯ siδi/N se
mantenga finito. Esto lleva de nuevo a sistemas con anisotropía XY pequeña.
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8.1.2 La solución uniforme
Examinemos ahora la posibilidad de un ángulo común θi = θ ∀ i. La Ec. (8.4) lleva entonces
a
vijy − vijz = (vijx − vijz) cos2 θ , (8.20)
implicando una razón fija
χ ≡ (vijy − vijz)/(vijx − vijz) = cos2 θ (8.21)
para todos los pares con vijx 6= vijz, y un acoplamiento isotrópico vijy = vijx si vijx = vijz. Un
subconjunto de acoplamientos isotrópicos no arruina este autoestado 4. La Ec. (8.5) implica
entonces que bi es arbitrario si θ = 0 o pi (como en el caso XXZ vijy = vijx). Si θ 6= 0,pi
bi = χ∑
j
(vijx − vijz)(sj − 121ij). (8.22)
La energía (8.6) es en ese caso
EΘ = −12∑
i,j
si[sj(vijx + vijy − vijz) + 1ijviiz] . (8.23)
Un campo general permite entonces un autoestado separable uniforme (un estado co-
herente global) en cadenas abiertas como en cadenas cíclicas con espín si arbitrario en
cualquier dimensión si (8.20) se mantiene ∀i, j. Por ejemplo, en una cadena abierta de es-
pines si = s con acoplamientos a primeros vecinos vijµ = vµ1i (j±1), la Ec. (8.22) produce
bi = bs = 2s
√
(vy − vz)(vx − vz) en los sitios internos, pero b1 = bN = 12 bs en los bordes.
En realidad, las Ecs. (8.20)–(8.23) son válidas para valores complejos de θ, pero el campo
factorizante será real sólo si cos θ es real (χ ≥ 0). cos2 θ > 1 (θ imaginario) corresponde a
una rotación alrededor del eje x pero puede reescribirse como una rotación alrededor del
eje y axis por una rotación global en torno al eje z. Así, podemos fijar cos2 θ ∈ [0, 1]. Los
estados | ±Θ〉 serán entonces estado fundamental cuando la Ec. (8.8) sea satisfecha.
La concurrencia (8.16) se vuelve, al fijar cos2 θ = χ,
C±BC =
√
(1− χ2sB)(1− χ2sC )χS−(sB+sC )
1± χS (8.24)
donde sB = ∑i∈B si es el espín total del subsistema y S = ∑i si el espín total. Esta es
independiente de la separación y del rango de acoplamiento, dependiendo solamente de
χS y de los cocientes sB/S, sC/S. Si
χ = 1− δ/2S , (8.25)
4 Para un acoplamiento completamente isotrópico 12 ∑i,j v
ijsi · sj, θ se mantiene arbitrario mientras que la Ec.
(8.5) lleva a bi = 0 si sin θ 6= 0: Sin campo externo, cualquier estado coherente es un autoestado exacto.
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con δ > 0 y finita, χS ≈ e−δ/2 se mantiene finito para valores grandes de S. La Ec. (8.24)
lleva entonces a concurrencias globales O(1/√S) y de subsistema O(1/S) para valores
pequeños de sA, sB y sC :
C±AA¯ ≈
√
sAδ
S
√
1− e−δ
1± e−δ/2 , (8.26)
C±BC ≈
δ
S
√
sBsCe−δ/2
1± e−δ/2 . (8.27)
Por otro lado,para sA = 12 S, C
−
AA¯ = 1 mientras que C
+
AA¯ = tanh
1
4δ. Así, mientras que
para valores grandes de δ ambas C±AA¯ se aproximan rápidamente a 1 al aumentar sA, para
valores pequeños de δ (límite XXZ ) esto ocurre sólo para C−AA¯ y sA cercanos a S/2 (aquí
|Θ+〉 → |0〉 pero |Θ−〉 se aproxima al estado tipo W ∝ ∑i
√
si|1i〉).
8.1.3 Solución alternante y entrelazamiento controlable en el campo factorizante
Entre otras posibles soluciones de las Ecs. (8.4)–(8.5), examinemos aquella solución en la
que el campo magnético induce dos ángulos de polarización en una cadena (cíclica o abierta) de
espín s con acoplamientos XY a primeros vecinos (vij µ = 1i,j±1vµ, con vz = 0). Asumimos
que χ = vy/vx ∈ [0, 1]. Un autoestado separable con θ2i = θe, θ2i−1 = θo es posible en
presencia de un campo alternante b2i = be, b2i−1 = bo en los sitios internos, satisfaciendo
(Ecs. (8.4)–(8.5)
bebo = (2s)2vxvy . (8.28)
Esto lleva a una curva de separabilidad transversa. Los consiguientes ángulos satisfacen
cos θo cos θe = vy/vx y son dados por
cos2 θσ =
b2σ + (2svy)2
b2σ + (2svx)2
, σ = o, e , (8.29)
siendo dependientes del campo. Para be = bo recobramos la solución uniforme anterior (bs =
2s
√
vxvy). En una cadena abierta sólo debemos agregar, de acuerdo a la Ec. (8.5), las correc-
ciones de borde b1 = 12 bo, b
N = 12 bσN . Los estados | ±Θ〉 serán entonces estado fundamental
fijando θo,e > 0 cuando vx > 0 y θo > 0, θe < 0 en el caso antiferromagnético vx < 0 (para
N par si la cadena es cíclica, para evitar que ocurra frustración).
Los estados de paridad definida |Θ±〉 llevarán nuevamente a un rango de entrelazamien-
to infinito, pero con concurrencias entre pares de espines con tres diferentes formas de
dependencia con el campo (y por lo tanto controlables) (Ec. (8.16) para B = i, C = j): par-par,
impar-impar y par-impar, satisfaciendo C±oe =
√
C±ooC±ee , con C±oo > C±oe > C±ee si |bo| < |be|.
Así, C±oo puede en forma controlable, hacerse más grande que C±oe a pesar de la ausencia de un
acoplamiento directo entre sitios impar-impar. Para be suficientemente grande, cos θe ≈ 1
pero cos θo ≈ χ: sólo los pares impar-impar estarán entrelazados de manera apreciable en
este límite en el campo factorizante.
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8.2 Aplicaciones
En lo que sigue, veremos algunas aplicaciones de lo desarrollado anteriormente, en sis-
temas resolubles exactamente para todo campo transverso externo. Primero se discutirán los
casos extremos para redes invariantes traslacionales: la cadena cíclica de primeros veci-
nos y el modelo de Lipkin. En estos modelos el entrelazamiento de pares es función sólo
de la separación entre los sitios (y en particular, en el caso del modelo de Lipkin, es con-
stante). Luego extenderemos los resultados al caso de la cadena abierta de primeros vecinos.
Hemos también realizado el análisis del caso de cadenas con interacciones no uniformes,
en particular, dos sistemas simples que en cierta región de los parámetros presentan fases
dimerizadas [3], que por razones de brevedad no se discutirá en esta tesis.
Campo factorizante en cadenas cíclicas
En este apartado se considerarán dos casos: I) la red completamente conectada y II) la
cadena cíclica de primeros vecinos, en el caso particular de si = 1/2 en ambos casos. Vamos
a estudiar el entrelazamiento entre pares de sitios cuando el sistema se encuentra dentro de
un campo magnético transverso uniforme. Por la invarianza traslacional, el entrelazamiento
entre cualquier par depende solamente de la “distancia” entre ellos: De esta manera, las
Ecs. (8.16) (8.19) se reducen a
C±ij = (1− χ)
χN/2−1
1± χN/2 , (8.30)
C0ij = C
−
ij
χN/2
1+ χN/2
, (8.31)
En el límite de N grande y pequeñas anisotropías, estas expresiones se reducen a las aprox-
imadas (8.27), que para este caso vienen dadas por
c± ≡ NC± ≈ δe−δ/2/(1± e−δ/2), (8.32)
c0 ≡ NC0 ≈ δe−δ/(1− e−δ), (8.33)
En los dos sistemas, cuando b aumenta desde 0+, el estado fundamental sufre [N/2]
transiciones de paridad ± → ∓ si χ ∈ (0, 1] (como en el caso XXZ), ocurriendo la última
(− → +) en b = bs. Estas son claramente visibles para N pequeño si χ no es demasiado
pequeño, esto es, si δ = N (1− χ) no es demasiado grande, como se ve en la Fig. 16 para
N = 10 qubits. Para b → b±s , todas las concurrencias del estado fundamental C±l se aprox-
iman a los mismos límites laterales (8.30) en ambos sistemas, con valores no despreciables.
Para δ = 2,5, C±l alcanza de echo su valor máximo para b → bs ≈ 0,87vx en I, y también en
II si l > 2. Para δ = 5 los límites laterales siguen siendo observables pero casi coincidentes,
implicando una c0 despreciable (Ec. (8.31)). En la Fig. 17 se representa el comportamiento
de c±l para N = 50 qubits, para los mismos valores de δ (ahora χ = 0,95 y 0,9), observán-
dose que es la misma que en la Fig. 16 en la vecindad de bs. Todos los pares se vuelven
entrelazados cuando b→ bs, con Cl aproximándose a los valores comunes (8.30) en ambos
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Figura 15: Concurrencias de pares reescaleadas para el estado fundamental en el campo factorizante
vs el parámetro de anisotropía reescaleado δ. c± denota los límites laterales (8.32), c0 el
valor en b = bs (Ec. (8.33)), el color rojo indica el tipo antiparalelo (c−, c0) y el azul el
paralelo (c+). La línea punteada representa el salto en la magnetización (8.11).
sistemas, siendo ahora bien aproximados por las Ecs. (8.32). Dentro de cada subespacio de
paridad, el campo factorizante se distingue como aquel donde todas las concurrencias del
estado fundamental C±l se cruzan tomando los valores (8.30) (en vez de anularse), como se
ve en el panel superior de la Fig. 18. Más aún, en II el ordenamiento de las concurrencias C±l
se invierte en b = bs: C−l (C
+
l ) aumenta con la separación l para b justo por encima (debajo)
de bs, ya que C±l (b) se comporta linealmente en la vecindad de bs. Nótese que C
+
l (b) se
anula para campos más bajos b+l < bs, volviéndose antiparalela para b < b
+
l . Por otro lado,
a temperaturas suficientemente bajas, bs puede ser identificado con el campo donde todas
las concurrencias térmicas Cl(T) se cruzan en el valor (8.31), como se ve en el panel inferior
de la Fig. 18. Cl(T) se anula para un campo bl(T) > bs ligeramente más grande dependiente
de l, permaneciendo antiparalela hasta bl(T). Para entender este efecto notemos que en una
mezcla general
ρq = q|θ+〉〈θ+|+ (1− q)|θ−〉〈θ−|, q ∈ [0, 1]
la concurrencia C(q) ≡ Cl(ρq) es
C(q) = |1− q/qc|C−, qc = 12(1+ cosN θ) , (8.34)
que generaliza la Ec. (8.31) (que se recupera para q = 1/2). C(q) es antiparalela (paralela)
para q < qc (> qc) y cero para q = qc > 1/2, donde ρq se vuelve completamente separable
(ρqc =
1
2(|θ〉〈θ|+ |− θ〉〈−θ|)). La separabilidad requiere entonces un peso levemente superior
en |θ+〉 debido a su reducida concurrencia. Así, a T > 0 bajas Cl(T) se anula y cambia
de antiparalela a paralela en un campo ligeramente mayor bl(T) > bs, donde el estado
fundamental con paridad positiva tiene un peso mayor en la mezcla térmica. En el caso II
esto conduce al sorprendente resultado de que en un delgado intervalo bs < b < b1(T), la
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Figura 16: Las concurrencias reescaleadas del estado fundamental cl vs. el campo magnético b para
N = 10 qubits y anisotropía χ = 1− δ/N = 0,75 (izquierda) y 0,5 (derecha). Los paneles
superiores corresponden a la red simétricamente conectada, donde cl es el mismo para
todas las separaciones l, los paneles inferiores a los acoplamientos de primeros vecinos,
donde cl es mostrado para todas las separaciones. Las lineas horizontales punteadas
indican los valores límites (8.30) y (8.31). En b = bs, cl cambia de tipo antiparalelo (rojo)
a paralelo (azul), siendo los límites laterales no nulos e idénticos ∀ l, y los mismos para
los casos I y II. Los puntos grandes indican los valores de concurrencia en las N/2
transiciones de paridad (para la mezcla de ambos estado fundamental), con aquel en
b = bs dado por la Ec. (8.31) ∀ l en I y en II.
concurrencia térmica Cl(T) crecerá con la distancia l, ya que sigue siendo gobernada por el
estado impar más bajo ∀ l.
De esta manera, vemos que el rango, el tipo y el orden del entrelazamiento de pares
puede ser controlado ajustando el campo en torno a bs.
8.2.1 Cadenas abiertas de espín s
Veamos ahora el caso de las cadenas abiertas de espín s con interacciones de primeros
vecinos en campos uniformes y alternantes. Como ilustración, representamos primero en la
Fig. 19 los resultados exactos para la negatividad N1j del estado fundamental entre el espín
en el sitio 1 y el del sitio j en una pequeña cadena uniforme de espín s con acoplamientos
XY a primeros vecinos en un campo transverso uniforme bi = b para i = 2, . . . , n− 1, con
las correcciones de borde b1 = bN = 12 b. Para χ = v
y/vx ∈ (0, 1) esta cadena exhibirá un
campo factorizante exacto bs = 2svx
√
χ donde un estado separable con simetría de paridad
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Figura 17: Los mismos detalles que en la Fig. 16 para N = 50 qubits. Los paneles inferiores repre-
sentan los resultados en la vecindad de bs, representándose en el recuadro el intervalo
completo. Los valores límites en b = bs son nuevamente los mismos para todas las sepa-
raciones y son idénticos para ambos sistemas
rota con ángulo uniforme cos θ =
√
χ se volverá el estado fundamental exacto si vx > 0 (si
vx < 0, el estado fundamental será θi = (−1)iθ). Hemos fijado χ = 1− δ/(2Ns), tal que los
límites laterales de la negatividad en bs son aproximadamente independientes de s y N. En
primer lugar se observa que el consiguiente comportamiento de N1j en términos del campo
reescaleado b/bs es bastante similar para los tres valores de espín considerados (s = 1/2, 1 y
3/2, el último involucrando una diagonalización en una base de 65536 estados para N = 8).
El estado fundamental exhibe Ns transiciones de paridad al aumentar el campo desde 0+ a
bs, de manera que última transición ocurre en bs. Al acercarse a esta, se verifica que el rango
del entrelazamiento de pares aumenta, con todas las negatividades aproximándose a límites
laterales comunes (8.17), distintos a cada lado, dados aquí por N+ij = 12C+ij ≈ δe
−δ/2
2N (1+e−δ/2)
(Ec. (8.27)) y N−ij ≈
(C−ij )
2eδ/2
4p−A−
≈ δ2e−δ/24N2(1−e−δ/2)2 . Se origina así un intervalo alrededor bs en
el que el entrelazamiento de pares alcanza rango completo que involucra a su izquierda
esencialmente el último estado antes de la transición (a grandes rasgos, un estado W). bs
juega en esta cadena pequeña el rol de un punto crítico cuántico. La Fig. 20 representa
los resultados para una anisotropía mayor (δ = 7,5). En este caso sólo las últimas dos
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Figura 18: Arriba: Concurrencias reescaleadas cl en el estado más bajo para paridad Pz impar (cur-
vas de arriba, en rojo) y par (curvas de abajo, en azul) , para el caso II con δ = 2,5 y
N = 50. Los números indican la separación l. En b = bs ocurre una inversión en el orden
de las cl con l. Las lineas punteadas representan la concurrencia antiparalela en los esta-
dos pares. Abajo: Concurrencias térmicas en el sistema anterior a kT = 5× 10−4vx (lineas
sólidas) y a T = 0 (lineas punteadas).
transiciones de paridad son visibles en la negatividad. Los limites laterales comunes de
N±ij son menores y todas las negatividades exhiben un máximo a la derecha del campo
factorizante. El comportamiento es entonces más similar al de las cadenas XY largas[29].
Sin embargo, existe aún un claro intervalo de rango completo de entrelazamiento alrededor
de bs, con límites laterales finitos en bs cuando se observa en detalle (ver recuadro).
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Figura 19: Negatividades entre el primer y el jmo espín en una cadena abierta de espines s con
acoplamientos XY, en función del campo magnético transverso b, con correcciones de bor-
de (ver el texto), y tres diferentes valores de s. Hemos fijado el parámetro de anisotropía
vy/vx = 1− δ/(2sn), con δ = 2,5 y N = 8 espines. El campo factorizante corresponde a
la última transición de paridad, y es marcado como el campo en el que todas las nega-
tividades se juntan, aproximándose a los dos distintos límites laterales comunes. La linea
más baja (en rojo) representa la negatividad para los espines de los extremos(N1−N).
Los límites laterales en el campo factorizante en este sistema pueden en realidad ser
modificados cambiando la relación entre los campos aplicados en los sitios pares e impares
η = be/bo, de acuerdo con la Ec. (8.28). Los resultados para la relación η = 10 (con las
correcciones de borde pertinentes) son mostrados en la Fig. 21, donde la separabilidad es
exactamente alcanzada para un campo bos = bs/
√
η sobre los sitios impares. Nuevamente
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Figura 20: Los mismos detalles que en la Fig. (19) para δ = 7,5 y s = 3/2. El recuadro representa el
comportamiento en la vecindad del campo factorizante.
se han representado sólo las negatividades entre el primer y el j-ésimo espín, que aho-
ra se aproximan a dos límites laterales comunes, uno para los j pares (N±oe ) y otro para
los j impares (N±oo ). Mientras la primera llega a ser bastante pequeña, la última se vuelve
claramente apreciable, efecto final de la gran desigualdad entre los dos campos, quedando
entrelazados solamente los sitios impares en el entorno de este campo factorizante. Las neg-
atividades entre sitios pares N±ee (no mostradas) son por supuesto también muy pequeñas
en bos. Nótese finalmente que N13 puede volverse mucho más grande que N12 en la región
entorno a bos, a pesar de la ausencia de interacciones entre segundos vecinos.
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N 1
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1
Figura 21: Los mismos detalles que en la Fig. (19) para δ = 7,5, s = 3/2 y un campo alternante con
una razón par/impar be/bo = 10. La linea roja (azul) representa el resultado para j par
(impar).
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9 CONCLUS IONES Y PERSPECTIVAS
A lo largo de esta tesis se analizaron diferentes aspectos del entrelazamiento en sistemas
de muchos cuerpos. Se mostró como mediante la transformación de Hubbard–Stratonovich
es posible construir diversas aproximaciones que permiten tratar el problema de evaluar el
entrelazamiento entre subsistemas. Esto motivó una discusión sobre qué entendemos por
entrelazamiento en sistemas de partículas y cómo podemos evaluarlo. Discutiremos ahora
algunas de las principales conclusiones.
CSPA, CMFA y entrelazamiento de pares. En la segunda parte de la tesis hemos anal-
izado el comportamiento térmico de la concurrencia de pares en redes de sistema de es-
pines 1/2 en presencia de un campo transverso. Se discutió la forma óptima en que deben
tratarse los términos de autointeracción a fin de limitar tanto como sea posible el error en
la aproximación CSPA, lo que redunda en una mejora también a nivel CMFA.
En sistemas con invarianza traslacional, se mostró cómo la CMFA puede evaluarse en for-
ma exacta, involucrando sólo la diagonalización de matrices de 2× 2. Una particularidad
de esta técnica es que, a diferencia de lo que ocurre en otras técnicas, los cálculos no se
vuelven más complejos al considerar redes en dimensiones espaciales más grandes, ni al
aumentar el alcance de las interacciones. También se discutió la razón por la cual estas
aproximaciones mejoran al aumentar el alcance de las interacciones y también al aumen-
tar la intensidad del campo magnético. En particular, en el límite asintótico de campos
magnéticos intensos, la aproximación RPA se vuelve exacta, permitiendo determinar correc-
tamente el alcance del entrelazamiento de pares. En el caso de CSPA la temperatura también
juega un papel importante en la correcta convergencia de la técnica.
Vía la aplicación al modelo XYZ completamente conectado, se comprobaron estos resul-
tados. La CMFA fue capaz de reproducir en este sistema algunas propiedades importantes
del comportamiento del entrelazamiento. Entre ellas, el decrecimiento logarítmico de las
temperaturas límite (para acoplamientos que escalean como 1/N), y el decrecimiento (crec-
imiento) al aumentar el campo magnético en el sector antiparalelo (paralelo), extendiéndose
esto para campos arbitrariamente grandes. Este comportamiento fue previamente observa-
do para tamaños pequeños en las temperaturas límites para las negatividades globales,
para las cuales la temperatura límite de pares provee una cota inferior. También se observó
que en arreglos con interacciones XYZ anisotrópicas, los pares se vuelven estrictamente
separables sólo dentro de una ventana de campo finita a cualquier temperatura, la cual co-
lapsa a T = 0 en el campo factorizante. Se observó además que los efectos de tamaño finito
empobrecen la aproximación CMFA sólo en el límite XXZ, que el tratamiento CSPA com-
pleto nos permite recuperar. En el estudio de redes invariantes traslacionales se observó
también que la aproximación comienza a dar resultados aceptables cuando el alcance de la
interacción es mayor que 2.
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Tratamiento RPA bosónico. En el capítulo 7 se mostró como el método RPA es capaz
de proveer, a través de la representación bosónica, un aproximación tratable general para
estimar, en el estado fundamental de una red de espines, la entropía de entrelazamien-
to de cualquier bipartición así como las negatividades asociadas a cualquier bipartición
de cualquier subsistema. La aproximación se vuelve completamente analítica en sistemas
con invarianza traslacional, donde no se requiere ninguna diagonalización numérica para
obtener las matrices de contracciones básicas.
El tratamiento bosónico proporciona esencialmente el comportamiento exacto del sistema
en el límite de espín grande. Las correcciones para el caso de espín finito pueden ser tenidas
en cuenta mediante el correspondiente estado RPA de espín, el cual permite en particular
implementar los no despreciables efectos de la restauración de simetría de paridad, rota
a nivel de campo medio, pero que de otra forma provee resultados que se encuentran en
completo acuerdo con el tratamiento bosónico a primer orden en las ocupaciones medias
locales. Estas últimas son normalmente muy pequeñas lejos de las regiones críticas. Medi-
ante la aplicación directa de este método, se obtienen directamente expresiones analíticas
simples para la entropía de entrelazamiento y las negatividades para un par de espines s y
para una red de N espines s completamente conectada en un campo uniforme, pudiendo
expresarse estas cantidades en función de las energías RPA. Se mostró que este tratamiento
predice correctamente que la negatividad de subsistemas no diverge en el punto crítico,
a diferencia de la negatividad de una bipartición del sistema completo, o la entropía de
entrelazamiento.
El acuerdo con los resultados numéricos exactos confirma que la aplicabilidad del méto-
do mejora al aumentar el espín s o la conectividad del sistema, observándose diferencias
sólo en un región en torno al punto crítico, que se reduce al aumentar s o la conectividad.
Una predicción general de importancia que surge de este tratamiento es que el entrelaza-
miento relacionado con las excitaciones elementales se aproxima a valores no nulos, inde-
pendientes del espín a medida que el espín crece. Un régimen cuántico RPA, caracterizado
por un entrelazamiento débil, emerge entonces entre el régimen estrictamente clásico y el
cuántico fuertemente correlacionado.
El presente tratamiento puede ser aplicado también para la evaluación de negatividades
y entropías de entrelazamiento para particiones arbitrarias en sistemas con interacciones
de alcance arbitrario; en particular, una aplicación para la estimación de la entropía de
entrelazamiento total para particiones “par-impar” en redes con interacciones de primeros
vecinos ha sido realizada, y actualmente se encuentra en proceso de publicación [1].
Campos factorizantes. La aproximación RPA motivó el estudio detallado de este fenó-
meno. Hemos mostrado que la misma logra predecir el campo factorizante exacto así como
las peculiares propiedades del entrelazamiento en su vecindad; en particular, el entrelaza-
miento de pares - y por lo tanto el de subsistemas arbitrarios - adquiere alcance completo
en esa vecindad, alcanzando valores próximos a los máximos que admite la condición de
monogamia, en el límite XXZ. En el caso de sistemas con simetría de paridad, fueron de-
terminadas las condiciones rigurosas para su existencia, observándose que puede ser orig-
inado por diversas configuraciones del campo externo. De esta manera, se mostró que es
posible “controlar” la distribución del entrelazamiento para un conjunto de acoplamientos
determinados. Se observó además que el entrelazamiento en estas condiciones puede ser
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descripto en términos de la “concurrencia”, ya que el estado local de cualquier subsistema
se puede representar dentro de un espacio de Hilbert efectivo de 2x2 estados.
Perspectivas
Quedan sin embargo algunas preguntas abiertas. En primer lugar, el éxito de la aprox-
imación CSPA plantea la pregunta de si es posible mejorar la convergencia en cálculos
numéricos Monte Carlo al incluir el factor curvatura local (Ec. (4.8)) dentro del factor de pe-
so estadístico: esto permitiría reducir el error en las integrales originado por la dispersión
del integrando. Otra idea que también está en desarrollo es la posibilidad de evaluar direc-
tamente cantidades como la negatividad o la entropía de bloques mediante la aproximación
Gaussiana de la traspuesta y de la traza parcial respectivamente de la integral exacta de
Hubbard-Stratonovich, para recuperar luego el resultado en la aproximación Gaussiana. Se
puede ver que en el caso de la traspuesta parcial, el problema RPA generalizado duplica
la dimensión del problema RPA usual, ya que ahora el problema ya no es “local” en el
“tiempo-euclídeo”.
Respecto a RPA, algunas lineas sobre las que estamos trabajando actualmente están rela-
cionadas con la idea de mejorar la aproximación al redefinir la “celda unidad”. En dimen-
sión > 1, esto no sólo mejora la aproximación al tener en cuenta en forma más precisa el
entrelazamiento local, sino que además la conectividad entre las nuevas celdas es en gener-
al mayor que la de las celdas originales. También queda pendiente analizar la posibilidad
de extender el esquema de bosonización RPA en el caso térmico, tema que también estamos
desarrollando actualmente.
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A S I STEMAS INTEGRABLES EXACTAMENTE
En este apéndice, discutiremos algunos resultados exactos para los sistemas de espines que
se utilizaron para comprobar las técnicas de aproximación usadas en el texto: el modelo de
Lipkin y la cadena de primeros vecinos. Estos modelos representan dos casos límite en lo
que respecta al rango de la interacción, pero que coínciden en el caso de sistemas de dos y
tres espines.
A.1 El modelo de Lipkin-Meshkov-Glick
El modelo de LMG es descripto por el Hamiltoniano definido en la Ec. (5.16). Es posible
reescribir este hamiltoniano en términos de las componentes del espín total Sµ = ∑Ni=1 Sµi:
H = bSz − 1h¯∑µ
vµ(S2µ − N/4) (A.1)
por lo tanto, conmuta con el operador espín total J2 = SµSµ, con autovalores j(j + 1) . Sin
pérdida de generalidad podemos asumir |vy| ≤ |vx| y b ≥ 0. Vamos a considerar aquí el
caso atractivo vx > 0 (con |vy| ≤ vx) donde el estado fundamental tendrá espín máximo
S = n/2. Como H es completamente simétrico y conmuta tanto con S2 como con la paridad
Sz P = exp[ipi(Sz/h¯ + N/2)] (que representa una fase global) la función de partición a
temperatura T = β−1 (fijamos la constante de Boltzmann a k = 1) puede escribirse como
Z = Tr exp[−βH] =
N/2
∑
S=δN
Y(S) ∑
ν=±,k
e−βESkν , (A.2)
donde Y(S) = ( NN/2−S)− ( NN/2−S−1), con Y(N/2) = 1, es la multiplicidad de estados con
espín total S, tal que ∑n/2S=δN Y(S)(2S + 1) = 2
N [δN = 0 (12 ) para N par (impar)] y ESkν son
los autovalores de H con espín total S y paridad ν [k = 1, . . . , S + 12 + ν(
1
2 − δN)]. Se debe
notar que en la realización fermiónica [62], las multiplicidades Y(S) serían diferentes (el
número total de estados en el sistema fermiónico a medio llenado es (2NN ) en vez de 2
N). El
entrelazamiento de pares a T > 0 es determinado por la matriz densidad reducida de dos
espines ρij = trn−{ij} [ρ] (i 6= j), donde ρ = Z−1 exp[−βH] es la matriz densidad global. En
el presente sistema ρij será la misma para cualquier par, y conmutará con el operador de
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paridad local exp[ipi(Siz + S
j
z + 1)] y el espín total ∑µ(Siµ + S
j
µ)
2, siendo en la base estándar
de la forma
ρij =

p+ 0 0 α+
0 p0 α− 0
0 α− p0 0
α+ 0 0 p−
 , α± = 〈s
i
+s
j
±〉 = αx ∓ αy
p± = 14 + αz ± 〈sz〉h¯−1
p0 = 14 − αz
donde Si± = Six ± iSiy y (µ = x, y, z)
αµ ≡ 〈SiµSjµ〉h¯−2 =
T
n− 1
∂ ln Z
∂vµ
(i 6= j) , (A.3)
〈sz〉 ≡ 〈siz〉 = −
T
N
∂ ln Z
∂b
. (A.4)
Nótese que − 14(N−1) ≤ αµ ≤ 14 y que 〈S2µ〉 = N4 + n(N − 1)αµ. Como la matriz densidad
de subsistema es de la forma (2.34) la concurrencia puede evaluarse según las expresiones
(2.35). Ya que todos los pares son igualmente entrelazados, el máximo valor que puede
alcanzar C en el presente sistema es 2/n [64] (alcanzado por ejemplo en el estado W |SM〉 =
|N2 , N2 − 1〉) implicando que sólo la concurrencia reescaleada c = NC puede mantenerse
finita en el límite termodinámico n→ ∞.
El límite XXZ
Cuando vx = vy = v la diagonalización de cada uno de los multipletes con J definido
puede realizarse exactamente, ya que en cada multiplete, el valor de Sz estará bien definido,
con autovalores m− δn para m enteros tales que −S ≤ m ≤ S en cada multiplete, siendo
la paridad de los correspondientes estados igual a la paridad de m. La energía de tales
estados vendrá dada por
ES m = b(m− δn)− vs(s + 1) + (v− vz)(m− δn)2 + 2v + vz4
= (v− vz)
(
m− δn + b2(v− vz)
)2
− vs (s + 1) + 2v + vz
4
− b
2
4(v− vz) (A.5)
De esta forma la Ec. (A.2) se reduce a
Z = e−β
2v+vz
4 +β
b2
4(v−vz)
n/2
∑
S=δn
Y(S)eβvs (s+1)
s−δn
∑
m=δn−s
e−β(v−vz)(m−m0)
2
, (A.6)
siendo m0 = δn− b2(v−vz) . De esta manera, para el caso atractivo, si b > v− vz > 0, el estado
fundamental es un estado completamente alineado con el campo externo, de forma que en
esa región de parámetros, el entrelazamiento será necesariamente térmico.
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A.2 Hamiltonianos fermiónicos cuadráticos
Los sistemas de fermiones surgen naturalmente cuando tratamos con excitaciones que satis-
facen el principio de exclusión de Pauli y son representados en términos de observables que
cierran álgebras fermiónicas. Un álgebra fermiónica consiste en un conjunto de operadores
fi y f †i que satisfacen relaciones de anticonmutación canónicas
{ fi, f j} = { f †i , f †j } = 0 { fi, f †j } = 1ji (A.7)
donde {A, B} = A.B+ B.A es el anticonmutador de los operadores Ay B. Por las relaciones
de conmutación, cualquier producto de operadores fermiónicos en los que se repita alguno
de los operadores, se anula. Un hamiltoniano fermiónico cuadrático general tiene la forma
H f =∑
i
εi f †i fi +
1
2∑i 6=j
(V+ij f
†
i f j +V
−
ij f
†
i f
†
j + h.c.) (A.8)
Para diagonalizar esta clase de hamiltonianos, observamos que HF puede escribirse explíci-
tamente como la forma cuadrática
HJW =
1
2
Z†HZ + ∑i εi
2
(A.9)
donde Z es un “vector columna” de componentes ( fif †i ), mientras que
H =
(
εi1i;j +V+(i)(1i+1;j + 1i;j+1) V−(i)1i+1;j
V∗−(i)1j;i−1 −εi1i;j −V+(i)(1i+1;j + 1i;j+1)
)
(A.10)
H es hermítica, y por lo tanto es expresable como U†ΛU con U una matriz unitaria
U =
( U V
V∗ U ∗
)
(A.11)
y Λ una matriz diagonal. Si ahora llamamos Z˜ = ( aa†) = UZ˜ , vemos que a y a† cierran
nuevamente relaciones de conmutación fermiónicas. Por lo tanto, podemos reescribir HF
como
HF =
1
2
Z˜†U†ΛUZ + ∑i εi
2
= ∑
k
λk
(
a†k ak −
1
2
)
+
ek
2
con λk los autovalores positivos de H. El estado fundamental de este hamiltoniano es
simplemente el vacío de las excitaciones ak, con energía E0 = −∑k λk−ek2 . Los observables
de la teoría pueden ahora construirse reescribiendo los operadores fermiónicos originales
( f , f †) en términos de los nuevos (a,a†).
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A.3 La cadena de espín 1/2 XY con interacciones a primeros
vecinos
Este modelo ha sido ampliamente estudiado ya que es uno de los pocos modelos solubles
en baja dimensión, evaluable en el límite termodinámico, que presenta transiciones de fase
tanto a nivel clásico como a nivel cuántico. En años recientes, se han podido implementar
experimentalmente varios sistemas análogos, que permitirían implementar ciertas tareas
de computación cuántica [84, 90], de manera que la solución de este problema comienza a
tener además una aplicación práctica directa. En [60], Lieb, Schultz y Mattis analizaron en
detalle esta clase de sistemas. En este apartado presentaremos sus principales resultados.
El hamiltoniano del modelo viene dado por
H = ∑
i
b(i)Sz(i)− vx(i)h¯ Sx(i)Sx(i + 1)−
vy(i)
h¯
Sy(i)Sy(i + 1) (A.12)
con Sµ(i) la componente µ del espín en el sitio i-ésimo. Este modelo admite una solución
exacta a través de la transformación de Jordan - Wigner
S+(i) = h¯ f †i Pi = S†−(i) (A.13)
Sz(i) = h¯( f †i fi − 1/2) (A.14)
Pi = ∏
k<i
(
2
h¯
Sz(k)) =∏
k<i
(1− 2 f †(k) fk) (A.15)
donde fi, f †j son operadores que cierran el álgebra fermiónica [ fi, f j]+ = [ f
†
i , f
†
j ]+ = 0,
[ fi, f †j ]+ = 1ij y Pi son operadores no locales, hermíticos y unitarios (y por lo tanto idem-
potentes), que conmutan con cualquier Sz(j). En primer lugar, es fácil verificar que este
mapeo genera el álgebra de espín:
[Sz(i), S+(j)] = h¯2[ f †i fi, f
†
j Pk]
= h¯2[ f †i fi, f
†
j ]Pk
= h¯2
(
( f †i fi f
†
j − f †j f †i fi)Pk
)
= h¯2
(
( f †i fi f
†
j − f †i fi f †j + f †i 1ij)Pk
)
= h¯1ijS+(i)
luego
[Sz(i), S−(j)] = −1ijh¯(S−(i))
y finalmente,
[S+(i), S−(j)] = h¯2[ f †i Pi,Pj f j]
= h¯2
(
f †i PiPj f j −Pj f j f †i Pi
)
= h¯2
(
f †i PiPj f j + Pj f †i f jPi −PjPi1ij
)
= h¯2
(
Pi f †i f jPj + Pj f †i f jPi − 1ij
)
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consideremos ahora los dos casos casos: 1) i = j
[S+(i), S−(i)] = h¯2(2 f †i fi − 1) = −2h¯Sz(i)
2) i 6= j
[S+(i), S−(j)] = h¯2
(
PiPj(1− 2 f †i fi) f †i f j + PiPj f †i f j
)
= h¯2
(
2PiPj(1− f †i fi) f †i f j
)
= h¯2
(
2PiPj f †i (1− fi f †i ) f j
)
= h¯2
(
2PiPj f †i ( f †i fi) f j
)
= h¯2
(
2PiPj( f †i f †i ) fi f j
)
= 0
Para completar la equivalencia, hacemos corresponder al estado de vacío fermiónico
b|0〉 = 0 con el estado de espín completamente alineado en contra del campo magnético
| − N/2〉.
Con esta transformación, el Hamiltoniano (A.12) se mapea a un hamiltoniano fermiónico
cuadrático
HJW = h¯∑
i
(
(b(i) f †i fi −
1
2
)− v+(i)
2
f †i fi+1 −
v−(i)
2
f †i f
†
i+1 + h.c
)
− (A.16)
+h¯P
(
v+(N)
2
f †N f1 +
v−(N)
2
f †N f
†
1 + h.c
)
(A.17)
con v±(i) =
vx(i)±vy(i)
2 y P = PN el operador paridad total. Si la cadena es abierta, el
último término no está presente y el hamiltoniano es diagonalizable en forma analítica.
En la cadena cíclica, el último término corresponde a un acoplamiento de N cuerpos. Sin
embargo, como HJW conmuta con la paridad total P , es posible, dentro de cada subespacio
de paridad definida, tratar a P como un número (±1), lo que nos permite reescribir HJW
como
HJW = P+H+JW P
+ + P−H−JW P
− (A.18a)
H±JW = h¯∑
i
(
(b(i) f †i fi −
1
2
)− v+(i)
2
f †i fi+1 −
v−(i)
2
f †i f
†
i+1 + h.c
)
∓ (A.18b)
∓h¯
(
v+(N)
2
f †N f1 +
v−(N)
2
f †N f
†
1 + h.c
)
(A.18c)
P± = 1±P
2
(A.18d)
H± puede diagonalizarse por medio de una transformada de Fourier dependiente de pari-
dad [91] c†j =
eipi/4√
N ∑k∈K± e
−iωk jc′†k , donde K+ = { 12 , . . . , N − 12}, K− = {0, . . . , N − 1} (es-
to es, k semienteros (enteros) en el subespacio de paridad par (impar)), seguida de una
transformación canónica (ver Sec. anterior) c′†k = uka
†
k + vkan−k, c
′
n−k = ukan−k − vka†k , con
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u2k, v
2
k =
1
2 [1± (b− v+ cosωk)/λk] y ak, a†k un nuevo conjunto de operadores fermiónicos.
Para b ≥ 0 fijamos λk ≥ 0 para k 6= 0 y λ0 = v+ − b, de forma que el vacío de cuasi-
partículas en H−I I es par y de energía mínima para cada paridad. Las energías mínimas en
cada subespacio de paridad resultan entonces E±I I = − h¯2 ∑k∈K± λk. En el campo factorizante
b = bs =
√vxvy (Ec. (5.40)), λk = v+ − bs cosωk y E+I I = E−I I = − h¯2 Nv+, en total acuer-
do con la Ec. (8.6). Las concurrencias asociadas a los vacíos con paridad definida pueden
obtenerse en términos de las contracciones fermiónicas fl ≡ 〈c†i cj〉±− 121ij, gl ≡ 〈c†i c†j 〉± me-
diante el uso del teorema de Wick [60], obteniendose 〈siz〉 = h¯ f0, 〈sizsjz〉 = h¯( f 20 − f 2l + g2l ) y
α±l =
h¯
4 [det(A
+
l )∓ det(A−l )], con (A±l )ij = 2( fi−j±1 + gi−j±1) matrices de l × l.
B ALGUNAS TÉCNICAS DE APROXIMACIÓN
En este apéndice repasaremos algunas técnicas de aproximación mencionada en el texto.
B.1 Métodos perturbativos
Consideremos un sistema cuyo Hamiltoniano H no es tratable exactamente, pero conoce-
mos otro Hamiltoniano similar H0 que si lo es. Definamos
Hλ = H0 + λ(H − H0) (B.1)
de forma que H1 = H. Si ahora suponemos que los objetos que nos interese calcular (sus
autoestados o su función de partición, por ejemplo) son funciones analíticas del parámetro
λ, será posible expresarlos como un desarrollo en serie de potencias de λ, y eventualmente
ser bien aproximados por el valor asociado a H0 más unas pocas correcciones O(λn) Por
ejemplo, si H0 no presenta degeneración en su estado fundamental, la energía y el estado
fundamental de Hλ vendrán dados por
E(GS)λ = E
(GS)
0 + λ〈V〉0 − λ2∑
k
′ |〈0|V|k〉GS|2
E(k)0 − EGS0
+O(λ3) (B.2)
|GS〉λ = |GS〉0 + (E(GS)0 − H0)−1λV|GS〉0 +O(λ2) (B.3)
donde V = H − H0 y la suma corre sobre k tal que E(k)0 6= E(GS)0 1. Típicamente, H0 es
una suma de hamiltonianos de partículas independientes (una combinación lineal de op-
eradores locales) y V es una interacción entre estas partículas. De esta manera, |GS〉0 será
un estado separable, por lo que las propiedades de entrelazamiento del estado quedarán
determinadas por las correcciones. Esta aproximación presenta varias dificultades. La más
básica consiste en que eventualmente, para algún valor de λ, puede ocurrir un cruce de
niveles. En ese caso es necesario remplazar |GS〉0 por algún |k〉0 adecuado. Una segun-
da dificultad está relacionada con la evaluación de observables cuyos valores medios son
O(λ2).
Una forma más simple de construir el estado fundamental (o, si el estado fundamental
es degenerado, la mezcla estadística de todos los estados en ese subespacio) es a partir de
obtener el límite lı´mβ→∞ ρλ(β), donde
ρλ(β) = Z−1 exp(−βHλ) Z = tr [exp(−βHλ)] (B.4)
1 Si el Hamiltoniano tiene un GS degenerado, todavía es posible elegir la base de estados |k〉0 de manera que
dentro de cada subespacio degenerado 〈k|V|k′〉 sea diagonal, y eligiendo |GS〉0 de manera que E(GS)λ sea
mínima.
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es la matriz densidad para el sistema en equilibrio térmico a temperatura T = 1/β. Nat-
uralmente, si el estado fundamental no es degenerado, lı´m
β→∞
ρ(β) = |GS〉〈GS|1. Obtener el
operador densidad de equilibrio térmico para un sistema con interacciones es en general un
problema intratable. Sin embargo, podemos desarrollar ρλ(β) = exp(−βHλ)/Zλ en torno
a λ = 0, observando que
d
dβ
eβH0e−βHλ = eβH0(H0 − Hλ)e−βHλ (B.5)
= −λV˜(β) exp(βH0)ρλ(β) con (B.6)
V˜(τ) = eτH0(H − H0)e−τH0 (B.7)
De esta manera,
eβH0e−βHλ = T exp(−λ
∫ β
0
V˜(τ)dτ) = 1−λ
∫ β
0
V˜(τ)dτ+λ2
∫ β
0
∫ τ
0
V˜(τ)V˜(τ′)dτ′dτ+O3(λ)
donde T representa el operador Orden temporal, de manera que finalmente obtenemos
ρλ(β) =
Z0
Zλ
ρ0T exp
(
−λ
∫ β
0
V˜(τ)dτ
)
(B.8a)
Zλ
Z0
≈ exp
(
−βλ
(
〈V〉0 + λ
∫ β
0
(〈V˜(τ)V(0)〉0 − 〈V〉20)dτ +O3(λ)
))
(B.8b)
〈V˜(τ)V(0)〉0 − 〈V〉20) es la correlación “temporal” (en tiempo imaginario) de las fluctua-
ciones de la perturbación, evaluada en el sistema sin interacciones2.
El principal problema de este desarrollo es que, como se hace evidente en la Ec. (B.8),
el verdadero parámetro perturbativo no es λ sino βλ, lo que frustra en general la expan-
sión en el límite β → ∞. La raíz de esta limitación radica en parte en el hecho de que,
en sistemas con interacciones de corto alcance, las correlaciones de largo alcance aparecen
como términos de orden alto en βλ. Una forma de salvar en parte esta dificultad se basa en
aplicar técnicas de renormalización a la teoría de perturbaciones. Las técnicas de renormal-
ización permiten re-sumar sub-series de términos a todo orden en βλ, y reescribirlos como
cambios en las constantes de acoplamiento. Si bien por este camino es posible recuperar
algunos observables clásicos, en general es insuficiente a la hora de realizar estimaciones
de observables de entrelazamiento.
B.2 Métodos variacionales
Uno de los problemas que presentan los desarrollos perturbativos está relacionada con que
el estado de partida |GS〉0 ( ρλ) no es un estado que aproxime adecuadamente al verdadero
estado fundamental (estado de equilibrio térmico) del sistema.
2 Esta expansión también es válida si remplazamos exp(−βHλ) por T exp(−
∫ β
0 Hλ(τ)dτ), con H0 independi-
ente de τ.
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Una manera diferente de encarar el problema se basa en reformular el problema como
un problema variacional.
Si lo que buscamos es el GS del sistema, su reformulación es inmediata: por definición,
EGS = 〈GS|H|GS〉 ≤ 〈φ|H|φ〉 = 〈E〉φ ∀|φ〉
Por otro lado, un estado de equilibrio térmico satisface las desigualdades de Bogoliubov,
esto es, ρEa ∝ exp(−βH) es aquél que minimiza la funcional Energía Libre [92] sobre los
estados del sistema con energía media definida:
F[ρ] = tr
[
(H +
1
β
ln ρ)ρ] > F[ρE]
]
= − 1
β
ln tr [exp(−βH)] (B.9)
Demostración: Para ver esto, notamos primero que
F
[
ρEq
]
= − 1
β
ln tr [exp(−βH)] (B.10)
y H = − 1β ln ρEq + F[ρEq]. Remplazando en (B.9),
F[ρ] =
1
β
tr
[
(− ln ρEq + ln ρ)ρ] + F[ρEq
]
(B.11)
que es, a menos de una constante, una cantidad proporcional a la entropía rela-
tiva (Ec. (3.1)) del estado de equilibrio respecto de un estado ρ arbitrario.
Veamos ahora que el primer término es definido positivo. Para ello, vamos a
considerar una base |r〉 de autoestados de ρ. De esta manera,
tr [(− ln ρH + ln ρ)ρ] =∑
r
pr(ln pr − ln p˜r) =∑
r
pr ln(pr/ p˜r)
donde pr = 〈r|ρ|r〉 y pr = 〈r|ρEq|r〉 luego, usando la desigualdad ln(x) =∫ 1
x
dt
t ≥ −
∫ 1
x
dt
t2 = 1− 1/x, tenemos que
tr [(− ln ρH + ln ρ)ρ] ≥∑
r
ln(pr − p˜r) = 0
que es lo que queríamos demostrar.
La reformulación en términos de un problema variacional nos permite buscar el estado
que mejor aproxime al GS o al estado de equilibrio térmico ρeq, dentro de una familia de
estados restringida, donde la evaluación de 〈E〉0 y F[ρ] sea un problema tratable.
Una aproximación variacional presenta varias ventajas respecto de un tratamiento pertur-
bativo. Para empezar, el resultado de una aproximación variacional siempre es un estado
físico, y la estimación del valor medio de la energía es un valor posible para el sistema. En
un desarrollo perturbativo, por otro lado, la estimación de la energía puede ser divergente,
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pudiendo tomar valores por debajo de la energía mínima del sistema. Lo mismo que con
la energía, en general la estimación de las correlaciones obtenidas por medio de la teoría
de perturbaciones pueden alcanzar valores que no son posibles para ningún estado del
sistema. En la expansión térmica, además, el desarrollo perturbativo da en general estados
con probabilidades no necesariamente definidas positivas y en general no hermíticos.
Por otro lado, en un esquema variacional, la estimación de la energía y de las correla-
ciones serán tan buenas como lo permitan el conjunto de estados de prueba. Si en un
desarrollo perturbativo las correlaciones entre sitios no conectados por la interacción sólo
surgen al desarrollar a un orden suficientemente alto, en una aproximación variacional bien
pueden no ocurrir nunca.
Una método muy utilizado que se basa en el principio variacional consiste en buscar una
aproximación al estado fundamental (estado de equilibrio térmico) dentro de los estados
producto |φ〉 = ⊗i |φ〉i (ρ = ⊗i ρi). Esta técnica es conocida como la MFA, y al estado |φ〉 (ρ)
que minimiza 〈E〉|φ〉 (F[ρ]) un estado de campo medio del sistema. Veamos en más detalle esta
aproximación
b.2.1 La aproximación de Campo Medio
La principal idea en MFA es remplazar las interacciones entre las partes del sistema por una
“interacción media” o “efectiva”. Esto reduce un problema de muchos cuerpos a una colec-
ción de problemas de un cuerpo, lo que permite obtener con poco esfuerzo computacional
el comportamiento de varias propiedades importantes del sistema.
En general, la dimensionalidad del sistema juega un rol importante en determinar en que
medida funciona una aproximación de campo medio para un problema particular. En MFA,
muchas interacciones son remplazadas por una interacción efectiva con un campo externo.
Es natural que cuanto mayor sea la conectividad de la interacción entre las partículas, las
fluctuaciones en el campo medio serán cada vez menos importantes y por lo tanto, la
aproximación será más exacta. Esto es cierto en sistemas con dimensionalidad espacial alta,
o en presencia de interacciones de largo alcance.
Para derivar la aproximación, vamos a considerar estados de la forma
ρ[Φ] =
⊗
i
ρi(Φ(i)) ρi =
exp(−βΦµ(i)Qµ(i))
tr
[
exp(−βΦµ(i)Qµ(i))
] (B.12)
donde Qµ(i), µ = 1, . . . , (dim2i − 1) son operadores que expanden una base completa del
espacio de operadores hermíticos de traza nula sobre el espacio de estados de la i-ésima
partícula, mientras que Φµ(i) son coeficientes reales. La idea ahora es determinar los coefi-
cientes Φµ(i) en cada sitio, de manera que se cumpla la condición de extremo
δF[ρ]
δΦ
=
δ
δΦ
〈H〉ρ + 1
β
δ
δΦ
〈ln ρ〉ρ = 0
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Observemos ahora lo siguiente: Dada la forma de ρ, podemos expresar el valor medio de
un operador Qµ(i) de la siguiente forma:
〈Qµ(i)〉ρ = tr
[
Qµ(i) exp(−βΦµ(i)Qµ(i))
]
tr
[
exp(−βΦµ(i)Qµ(i))
] = − 1
β
δ
δΦµ(i)
ln tr
[
exp(−βΦµ(i)Qµ(i))
]
además,
〈Qµ(i)Qν(j)〉ρ = 〈Qµ(i)〉〈Qν(j)〉ρ i 6= j.
Ahora, si H admite la expansión en serie de potencias3, donde a la base Qµ(i) agregamos
el operador identidad en cada sitio I = Q0(i)
H =∑
n
∑
µ1,...,µn
αµ1,...µn Qµ1 . . . Qµn (B.13)
Por tratarse de un estado producto, 〈H〉ρ puede expresarse en función de los valores medios
de estos operadores, remplazando en H los observables por sus valores esperados
〈H〉 =∑
n
∑
µ1,...,µn
αµ1,...µn〈Qµ1〉 . . . 〈Qµn〉 (B.14)
por otro lado,
〈ln ρ〉 = −βΦµ〈Qµ〉 − ln tr
[
exp(−βΦµ(i)Qµ(i))
]
finalmente, se obtienen las Ecs. (4.21) De esta manera, observamos que la condición de
extremo consiste en que, o bien δ〈Qν(i)〉
δΦµ(i)
= 0 (lo que significa que los valores medios de los
observables no dependen de Φ) o Φν(i) =
δ〈H〉
δ〈Qν(i)〉 . Esta última condición es equivalente a
haber elegido ρ = exp(−βH˜), donde
H˜ = Qν
∂
∂〈Qν〉 〈H〉 =∑k ∑µk
Φµk(k)Qµk(k) (B.15)
Observación: Si en vez de expandir una base completa de observables locales Qµ(i) nos
limitáramos solamente a los observables que aparecen en el Hamiltoniano, el resultado
sería el mismo. Esto permite reducir mucho el esfuerzo computacional.
Observación: Para obtener el GS, se puede asumir desde el principio que el estado es un
estado puro.
Una vez que reducido el problema a una minimización sobre un espacio de parámetros
suficientemente pequeño, podemos encararlo directamente mediante métodos numéricos
clásicos, como el método de gradiente conjugado[30].
3 En general, cualquier Hamiltoniano en física lo hace, si tenemos en cuenta que los términos de auto-
interacción pueden escribirse siempre en términos de los operadores locales
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Otra forma de encarar el problema consiste en resolver las ecuaciones
〈Qµ(i)〉 = tr
[
Qµ(i) exp(−βΦµ(i)Qµ(i))
]
/tr
[
exp(−βΦµ(i)Qµ(i))
]
(B.16a)
Φµ(i) =
δ〈H〉
δ〈Qν(i)〉 (B.16b)
Este tipo de ecuaciones suelen llamarse de “autoconsistencia” ya que es equivalente a decir
que los valores medios deben ser consistentes con la interacción efectiva originada por esos
mismos valores medios.
Una forma de resolver el problema de encontrar un campo medio auto-consistente con-
siste en partir de un estado elegido al azar (llamémoslo ρ(0)), evaluar los observables
〈Qµ(i)〉ρ(0) , y con estos evaluar Φ(1). Construimos entonces la ρ(1) correspondiente a Φ(1).
Debido a la concavidad de F, es posible probar la convergencia de este método si Φ(0) se
elige dentro de un entorno de la solución verdadera Φ.
Restauración de simetría
Las Ecs. (B.16) no siempre tienen soluciones únicas. Esto ocurre en particular si una solu-
ción rompe alguna simetría presente en el Hamiltoniano original. Un estado de equilibrio
exacto de un sistema debería conservar todas las simetrías del sistema original, ya que
ρ ∝ exp(−βH) es una función de H. Esto significa que un estado de campo medio con
simetrías rotas no representa en general una buena aproximación para el estado, y en par-
ticular, para los observables no invariantes ante esa simetría.
Cuando construimos los observables del sistema vía derivación de la función de par-
tición, la restauración de simetría puede implementarse de manera elemental si, cuando
agregamos acoplamientos para estimar observables, evitamos incluir aquellos que rompan
explícitamente la simetría.
A nivel del estado de campo medio, lo que corresponde es “promediar” todas las config-
uraciones con igual energía libre:
ρRS =
∫
∑
x
ρ(x) (B.17)
con dx elegida de manera de que
∫
dx = 1. Naturalmente, la función de partición será
exactamente la misma que antes, ya que ZMF = exp(−βtr [Hρ(x)] + tr [ρ(x) ln ρ(x)]) = cte.
Si vamos más lejos, en el caso de que haya direcciones para las que la curvatura definida
en la Ec. (4.24) sea muy pequeña (lo que ocurre en las regiones cercanas a una transición de
fase), podemos integrar también sobre esos modos con Z(x)/ZMF como función de peso:
ρRS aprox =
∫
∑
x
(
Z(x)
ZMF
ρ(x)
)
(B.18)
Este resultado es completamente equivalente al resultado en la aproximación SPA. Una
limitación de este procedimiento de “restauración de simetría” proviene del hecho de que
el estado resultante no es una “superposición coherente”. Una aproximación más precisa
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se obtiene por medio de la técnica de “proyección”: Si S es un operador que genera las
transformaciones asociadas a la simetría rota, dado que todo autoestado del sistema deberá
serlo también de S, podemos mejorar la aproximación al estado fundamental “proyectando”
el estado con simetría rota sobre los diferentes subespacios propios de S y eligiendo aquél
que corresponda con el mínimo de la energía. Una forma de hacer esto es construyendo el
proyector en la “representación de Fourier”
Ps =
∫
exp(−ix(S− s)) dx√
2pi
(B.19)
que naturalmente se anula sobre cualquier estado propio de S con autovalor diferente de s.
De esta manera, el estado
ρs ∝
∫ ∫
exp(−ixS)ρ(x0) exp(ix′S) exp(is(x− x′))dxdx
′
2pi
(B.20)
donde ρ(x0) es cualquiera de las soluciones del problema variacional de campo medio. Si
integramos sobre s, lo que es equivalente a una mezcla estadística sobre todos los estados
ρs con igual peso, obtenemos
ρRS =
∫
ρsds∫
ds
∝
∫
exp(−ixS)ρ(x0)ρ(ixS)dx (B.21)
que coincide con la expresión de la Ec. (B.17). Vale notar que a diferencia de (B.17), los
estados (B.20) ya no son en general una mezcla de estados producto, y por lo tanto, pueden
dar cuenta del entrelazamiento del estado exacto.
B.3 Quantum Monte Carlo
Quantum Monte Carlo[52] es una familia de técnicas que se basan en descomponer el
problema de evaluar exp(−βH) en dos pasos:
1. Aproximar exp(−βH) como un producto (o suma de productos) de un número
definido de operadores de la forma exp(−βAi), que sí puedan evaluarse. Vamos a
llamar “rebanada”4 a cada uno de los factores del producto. El elemento de matriz
〈i| exp(−βH)|j〉 se escribe ahora como
〈i| exp(−βH)|j〉 =
∫
∑
{jm}
∏
m
〈jm| exp(−βH)|jm+1〉
2. La suma (o integral) sobre productos del miembro derecho se aproxima mediante
técnicas de integración Monte Carlo[30]. Estas técnicas se basan en el hecho de que
una integral/ suma multidimensional puede representarse como∫
f (x)ρ(x)dΩ =
∫
f (x)ρ(x)dΩ∫
ρ(x)dΩ
(
∫
ρ(x)dΩ) =
(∫
ρ(x)dΩ
)
〈 f 〉ρ (B.22)
4 En inglés se suele usar el término “slice”
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En la práctica, el método es aplicable si somos capaces de generar números aleatorios
con una distribución de probabilidad de forma que f (x) ≈ cte. Como la dispersión
en la media muestral es proporcional a su desviación estandar, e inversamente pro-
porcional a la raíz cuadrada del número de muestras, el método será convergente
siempre y cuando 〈 f 2〉 − 〈 f 〉2 se mantenga finito.
La forma integral (3.4) es particularmente apropiada para formularse en términos de
Quantum Monte Carlo (QMC): si la temperatura es suficientemente alta respecto de los
acoplamientos, U varia poco dentro del soporte efectivo de la integral, mientras que el
peso Gaussiano es fácilmente implementable en un generador de números aleatorios [30].
Podemos estimar entonces la integral funcional remplazando el límite n → ∞ por la eval-
uación para un número de factores n fijo. Sin embargo, conforme la temperatura baja, el
soporte efectivo de la integral crece a una zona en la que U ya no puede aproximarse por
una constante. Peor aún, los elementos de matriz de U (que no tienen por qué ser positivos)
comienzan a cambiar su fase rápidamente. Esto es un hecho conocido como el problema del
signo [93], y está relacionado (aunque no determinado) por el entrelazamiento del estado
que se quiere aproximar. Esto limita la aplicación de la técnica a temperaturas suficiente-
mente altas. La forma más simple de QMC consiste en usar una única “rebanada”, QMC. Si
sólo nos interesa evaluar operadores locales y correlaciones de dos cuerpos, basta con ser
capaces de calcular Z y sus derivadas respecto a ciertos acoplamientos. Esto da origen a la
Aproximación de camino estático (Static Path Approximation) que discutimos en el Cap. 3.
Para ilustrar estos conceptos, aplicaremos la técnica QMC al caso más simple de todos:
el estado de equilibrio térmico de un sistema formado por un par de espines 12 , acoplados
por una interacción XY, dentro de un campo magnético, definido por el Hamiltoniano
HXY = bSz − vxσx ⊗ σx − vyσy ⊗ σy (B.23)
Sz = (σ3 ⊗ σ0 + σ0 ⊗ σ3) (B.24)
donde los operadores σν son representados por las matrices de Pauli
σ0 = (
1
0
0
1) σx =
1
2(
0
1
1
0) (B.25)
σy =
1
2(
0
−I
I
0) σz =
1
2(
1
0
0
−1)
Este Hamiltoniano presenta una simetría respecto a la transformación de “Paridad-SZ”,
generada por el operador Pz = exp(−ipiSz), donde Sµ = σµ ⊗ 1 + 1 ⊗ σµ es el operador
“espín total”, lo que permite desbloquear el Hamiltoniano en dos subespacios de 2× 2:
HXY =

b 0 0 vx/4+ vy/4
0 0 vx/4− vy/4 0
0 vx/4− vy/4 0 0
vx/4+ vy/4 0 0 −b
 , (B.26)
siendo HXY representado en la base de estados separables {| ↓〉| ↓〉, | ↑〉| ↓〉, | ↓〉| ↑〉, | ↑〉| ↑
〉}. En esa base, la matriz densidad toma la forma
ρ = Z−1
(
eβλ+ |1〉〈1|+ e−βλ+ |2〉〈2|+ eβλ− |3〉〈3|+ e−βλ− |4〉〈4|
)
(B.27)
Z = 2 (cosh(βλ+) + cosh(βλ−)) (B.28)
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donde λ+ =
√
b2 + (vx + vy)2/16, λ− = |vx − vy|/4
|1〉 = 1
2λ+
√
1+ b/λ+
(
vx + vy
4
| ↓〉| ↓〉 − (λ+ + b)| ↑〉| ↑〉
)
(B.29)
|2〉 = 1
2λ+
√
1− b/λ+
(
vx + vy
4
| ↓〉| ↓〉 − (λ+ − b)| ↑〉| ↑〉
)
|3〉 = 1√
2
(| ↓〉| ↑〉+ | ↑〉| ↓〉)
|4〉 = 1√
2
(| ↓〉| ↑〉 − | ↑〉| ↓〉)
Nótese que el estado |4〉 = |singlete〉 que describimos en el proceso de teleportación. La
correspondiente matriz densidad es de la forma (2.34), por lo que la concurrencia del estado
es una función analítica de los parámetros (Ec. (2.35)–(2.37)).
Digamos que ahora queremos evaluar observables por medio de la técnica “Quantum
Monte Carlo”. Una forma de determinar en general cuán buena es la aproximación (para
un número fijo N de rebanadas) al aplicarla a cualquier observable consiste en comparar
cuanto se parecen el estado estimado ρMC al estado exacto (B.27). Naturalmente, algunos
observables podrán ser estimados mejor que otros, pero vamos a considerar el peor caso.
Una medida de cuánto se parecen dos estados viene dada por la entropía relativa definida
como [15]:
Srel(ρ, σ) = tr [ρ (ln(ρ)− ln(σ))] (B.30)
que se anula en el caso de que ambos estados sean idénticos y se iguala (a menos de una
constante) a la entropía estadística de ρ si σ es un estado completamente mezclado. En las
figuras 22-23 se muestran algunos resultados para el caso particular vx = 1 y vy = 0.. En
la figura 22 observamos como el costo computacional, medido en el logarítmo del número
de paths Monte Carlo evaluados para alcanzar la convergencia muestra una tendencia cre-
sciente al aumentar el entrelazamiento. Esto está relacionado con el “problema del signo”:
para alcanzar la convergencia de la integral Monte Carlo, se requieren cada vez una es-
tadística mayor, debido al aumento de la dispersión del integrando. A la vez, para alcanzar
la convergencia respecto del aumento en el número de rebanadas se requieren además
de ellas, lo que implica aumentar aún más el costo computacional. Estos resultados nat-
uralmente se vuelven mucho más costosos al aumentar el número de componentes y la
cantidad de estados por sitio. Esto implica la necesidad de limitar el número de rebanadas,
de campos auxiliares y de estadística, lo que impone fuertes límites a la convergencia. En
esta tesis desarrollamos en cambio metodos analíticos para tratar estas integrales, que no
sólo reducen significativamente el esfuerzo numérico sino que además nos permitieron
recuperar aspectos conceptuales en los sistemas a estudiar, que quedan opacados en un
tratamiento completamente numérico.
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Figura 22: Número necesario de corridas QMC para alcanzar la convergencia en un sistema de
dos espines acoplados por una interacción σ1xσ2x vs. el entrelazamiento del sistema para
diferentes temperaturas (β = 1, β = 4 y β = 8, representadas por las lineas roja, verde y
azul respectivamente). La condición de convergencia aplicada fue ||ρ′ − ρ|| < 0,02 (donde
||A|| =
√
A† A es la Norma L2), para ρ y ρ′ dos estimaciones de la correspondiente
integral
 0
 0.005
 0.01
 0.015
 0.02
 0.025
 0  1  2  3  4  5  6
Concurrencia vs Campo magnˆ'tico para β=2
exacta
1 rebanada
4 rebanadas
20 rebanadas
C
b/bc
1
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
 0.14
 0.16
 0.18
 0.2
 0  1  2  3  4  5  6
Concurrencia vs Campo magnˆ'tico para β=8
exacta
1 rebanada
4 rebanadas
20 rebanadas
C
b/bc
1
Figura 23: Concurrencia exacta en función del campo magnético para β = 2 (izquierda) y β = 8
(derecha) y su estimación en QMC. La linea continua (en rojo) representa el resultado
exacto y las lineas punteadas los resultados para 1 rebanada (verde), 4 rebanadas(azul) y
20 rebanadas(rojo).
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