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Given an [n, k] R code C, and a subcode H of C with codimension j, define 
SL (Cl =max,.,;{&, HI + 4x, C\H)}, and define the j-norm, S(C) to be the 
minimum value of Sj,(C) as H ranges over the subcodes with codimension j. We 
prove that if k/(n + 1) > R/(R + l), then S’(C) < 2R + 1. Q 1992 Academic PKSS, IX. 
1. INTRODUCTION 
Let C be an [n, k] R code, and for E = 0, 1, and i = 1, 2, . . . . n, let CL be 
the set of codewords c = (ci, . . . . c,) in C for which ci = E. We assume that 
the ith coordinate is not always zero, so that 1 Cb I= 1 Ci, 1 = 2k- ‘. Graham 
and Sloane [2] define the norm Ni( C) of C with respect to the i-th 
coordinate by 
Ni(C)=mEaG (d(x, Cg)+d(x, Ci)} 
2 
If N,(C) < N for at least one coordinate i, then C is said to have norm N. 
Coordinates i for which Ni (C) < N are called acceptable. We define 
N(C) = lykn (N,(C)), (2) . . 
and we shall sometimes refer to N(C) as the norm of C. An [n, k] R code 
C for which N(C) d 2R + 1 is said to be normal. 
If A is an [n,, k,]R, code, and B is an [n,, k,]R, code, then their 
direct sum A 0 B is an [nl + nz, k, + k2](R1 + R2) code. The main reason 
for studying normal codes is the amalgamated direct sum construction 
(ADS) of Graham and Sloane. If A and B are normal, then the 
amalgamated direct sum A 6 B is an [n, +n,- 1, k, + k,- l] code with 
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norm 2R, + 2R, + 1, so that A @ B has one fewer coordinate than the 
direct sum, but the same redundancy, and covering radius not more than 
R, + R,. Figure 1 describes the ADS construction in terms of generator 
matrices of A and B. 
* 
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FIG. 1. The amalgamated direct sum (ADS) construction. Choose generator matrices for 
A, B as shown in (a), (b), where the starred columns are acceptable. A generator matrix for 
the ADS A 6 B is shown in (c). 
The definition of normality distinguishes n subspaces Cg with codimen- 
sion 1 in C. But given a subspace H of C with codimension j, we may 
define the j-norm Sk (C) of C with respect to H by 
Si, (Cl = yEa; (4x, HI + 4x, C\W}, (3) 
2 
so that N,(C) = S&(C). We define the j-norm Sj( C) of C by 
9(C) =mE (SjH(C)}, (4) 
where the minimum is taken over all subspaces H with codimension j in C. 
It is very simple to describe the connection between normality and the 
l-norm: 
THEOREM 1. There exists an [n, k] code with norm 2R + 1 ifand only iJ 
there exists an [n - 1, k] code with l-norm at most 2R. 
Proof Let A be an [n, k] code with norm 2R + 1, and let A[i] be the 
code obtained from A by puncturing the ith coordinate. If the coordinate 
i is acceptable, then S’(A[i]) 62R. Conversely, let B be an [n- 1, k] 
code, and suppose SL(B) <2R for some subspace H of B with codimen- 
sion 1. Let B[H] be the [n, k] code consisting of all codewords (b,, . . . . b,), 
where (b,, . . . . b,- r) E B and 
b, = 
1 
0, if (b,, . . . . b,-,)EH, 
1, otherwise. 
Then N(B[H]) < 2R + 1, and the nth coordinate is acceptable. 
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The next example shows that the norm of a code is sometimes greater 
than the l-norm. 
EXAMPLE 1. Here C is the [23, 1213 Golay code. Then C is normal 
(with norm N(C) = 7) and every coordinate is acceptable. By Theorem 1, 
S’( C[ i] ) < 6 for every i, and equality holds because the covering radius of 
C[i] is 3. To see that N(C[i]) = 7, take any j # i, and let c E C[i] be any 
codeword of weight 6 for which j$ supp(c). If x E [FF is (the characteristic 
vector of) any 3-subset of supp(c), then d(x, Cj, [i]) = 3, and d(x, C{[i]) 
= 4 so that N(C[i]) = 7. 
(b) 
Cc) 
A’ Cd 
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FIG. 2. The subspace direct sum construction (SDS). Choose generator matrices for A, B 
as shown in (a), (b), where the submatrices G,, Gz generate subspaces H, H2 for which 
Sk, (A) =ct, S,& (B)=/?. A generator matrix for the SDS A@ B is shown in (c). If u=2R,, 
B = 2R,, where R,, R, are the covering radii of A, B, then the codes A’, B’, are normal, and 
(f) shows a generator matrix for the ADS A’@ B’. 
B 
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The main reason for studying the l-norm is the subspace direct sum 
construction (SDS). If A is an [n,, k,] code with l-norm CI, and B 
is an [n,, k,] code with l-norm /I, then their SDS A&B is an 
[nr +n2, k, + k, - l] code with covering radius at most L(ol+ /3)/2]. 
Figure 2 describes the SDS construction in terms of generator matrices 
of A and B, and it describes how to construct a normal 
[n, + n2 + 1, k, + k2 - l] code with covering radius L(a + b + 1)/2] from 
the SDS A 6 B in certain cases. 
Given an [n, k] R code C with k/(n + 1) > R/(R + l), a simple counting 
argument is all that is needed to prove the existence of a subcode H of C 
with codimension 1 such that Sk(C) < 2R+ 1. The reason that the 
counting argument works is that every subcode with codimension 1 deter- 
mines an admissible partition, not just the subcodes Cb. This counting 
argument is presented in Section 2. 
2. AN UPPER BOUND ON THEN-NORM OF A CODE 
THEOREM 2. Let C be an [n, k] R code. If 
(5) 
then S,(C)<2R+ 1. 
Proof Given a coset C + y with coset leader y, wt(y) < R, let 
21 = Cl +y, z2 = c2 +y, .‘., Zr(y) = C/(y) + y be a complete list of coset repre- 
sentatives z E C + y for which 
ZZY and wt( y) + w(z) d 2R + 1. 
Let H be a subspace of C with codimension 1. If x E C + y then either 
d(x, H) + d(x, C\H) 6 2R + 1, (6) 
or 
x+y,x+z,, . . . . x + z,(,, E K (7 
or 
x + y, x + zl, . . . . x + z/(~) E C\H. G3) 
If (6) does not hold then we say that the subspace H fails to separate the 
coset C + y. Let V(y) = ( ci, . . . . c,(,)). Then 
H fails to separate C + y o V(y) E H. (9) 
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Simple counting shows that if 
1 (2k-dim(W.p))- l)<v- 1 
cosets c + J 
then there exists a subspace H with codimension 1 that separates every 
coset, and S’(C) < 2R + 1 as required. It remains to prove dim( V(y)) > 
(n - R)/(R + 1). 
There exists a coset C+y’ with coset leader y’ that is maximal with 
respect to the property supp( y) c supp(y’). Set y = y + e. If z’ = c + y’, 
where CE C, and if wt(y’) + wt(z’) <2R + 1, then z =z’+ e = c+y and 
wt(y) + M(Z) d 2R + 1. Thus dim( V(y’)) < dim( V(y)) and it is sufficient to 
prove dim( V( y’)) > (n - R)/( R + 1). 
Let ej denote the standard unit coordinate vector. If j, $ supp(y’) then 
maximality of supp(y’) implies d(y’ + ej,, C) < wt(y’). Let jr1 = cr + y’ + ej,, 
where c1 E C and wt(fr) = d(y’ + ej,, C). Then 
Note that since y’ is a coset leader, j, l supp(cr). Now take j,$ 
supp(y') u supp(c,) and continue as above. We olbtain at least 
(n - wt(y’))/(wt(y’) + 1) codewords ci E C with the property that 
It follows that 
dim( WY 3 (n - wW))/(wt(y’) + 1) 3 (n - R)/(R + I). 
COROLLARY 3. Let C be an [n, k] R code. Zf k/(n + 1) > R/(R + 1) then 
S’(C)<2R+ 1. 
ProoJ If k>R(n+l)/(R+l) then n-k<(n-R)I(R+l) which 
implies that (5) holds. 
Let t(n, k) denote the smallest covering radius of any binary [n, k] code. 
COROLLARY 4. If k/(n + 1) > t(n, k)/(t(n, k) + I), then t(n + 2, k) G 
r(n, k) + 1. 
Prooj Let R = t(n, k), and let C be an [n, k] R code. If A is the [2, l] 
repetition code then the SDS C’& A is an [n + 2, k] code with covering 
radius at most R + 1. 
Remarks. (1) Cohen et al. [l, Proposition 141, proved that for n large 
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enough with respect to n-k we have t(n + 2, k) d t(n, k) + 1. Kilby and 
Sloane [4] proved that for fixed k and n large enough (that is k/n -+ 0) we 
have t(n + 2, k) = t(n, k) + 1. 
(2) Honkala [3] considers linear and nonlinear codes and introduces 
the concept of subnormality: an (n, k)R code C is subnormal if there is a 
subset C1 of C such that for all x E F; 
d(x, C,)+d(x, C\C,)<2R+l. 
Theorem 2 shows that linear [n, k] R codes with k/(n + 1) > R/(R + 1) are 
subnormal and that C, may be taken to be a subcode with codimension 1. 
(3) The idea of a subspace direct sum construction also applies to 
lattices that admit a useful partition into a sublattice of codimension 1 and 
a translate of that sublattice. Consider for example, the integer lattice Z2 
which is the union of the sublattice D, = {(a, b)EZ’I a+ br0 mod 2)) 
and the translate D2 + (l,O). It is easy to verify that for any z E R2, we have 
d2(z, 02) + d”(z, D, + (0, 1)) d 1, (10) 
where d2( , ) denotes squared Euclidean distance. Consider the covering 
radius of the lattice A,, = (04, (0101 . . . 01)). It follows from (10) that 
d2(z, 0;) + d2(z, D$ + (0101 . . . 01)) 
= ( iI d2(Zi, D2)) + ( f d’(Ziy D2 + (01))) 6 L 
j=l 
so that either d2(z, 04) 6 L/2 or d2(z, D$ + (0101 . . . 01)) <L/2. Note that 
the covering radius of Zi is L/2 and that the covering radius of Dk is L. 
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