Abstract-The mean square stabilization problem for discretetime networked control systems (NCSs) is investigated in this article. What the difference from most previous works is that input delay and packet losses occur simultaneously in the communication channel, moreover, the data packet dropout is modeled as a time-homogeneous Markov process which will bring some difficulties in solving the problem due to the temporal correlation. The contributions in this paper can be summarized as two points. Firstly, the equivalence condition for the solvability of linear quadratic optimal problem in finite horizon subject to the discrete-time NCSs is expressed by solving the forward and backward stochastic difference equations (FBSDEs-M) which is derived from the maximum principle involving Markov jump and delay. Secondly, under basic assumption, the necessary and sufficient condition of mean square stabilization is given by the solutions to the coupled algebraic Riccati equations with Markov jump (CAREs-M). To our best knowledge, the problems studied in this paper are new because most previous works mainly discussed the case of only delay or packet dropout in NCSs.
packet dropout probability was given. The output feedback control and stabilization problems for general networked control system in the case of user datagram protocol network were solved by [7] . In fact, the packet dropout in the communication network is usually modeled as either an independent identically distributed (i.i.d) Bernoulli process or a Markov chain, however, the latter is more general and realistic. [8] mainly studied two different feedback network communication models of the update time process: i.i.d random process and finitestate Markov chain. And the sufficient conditions of almost sure stability and mean-square stability were given for each case. Based on a new NCS model in which sensor-to-controller and controller-to-actuator packet dropouts history behavior were described by different independent Markov chains, [9] shown the sufficient conditions for stability by linear matrix inequalities and controller design of the NCS was given. [10] presented the necessary and sufficient conditions for stability of sampled-data networked linear systems with Markovian packet losses. The stabilization for NCSs with delay has also been well studied, please see references [11] [12] [13] .
It is worth noting that most of the works focus on the case of only packet loss or delay in NCSs, there seldom concentrate on the NCSs simultaneously involved both packet loss and timedelay. In fact, as said in [14] - [15] , the problems that packet dropout and delay occur simultaneously are more difficult and remain challenging. However, recently, some researches have concentrated on the NCSs simultaneously involved both packet losses and delay, such as [16] and [17] . More concretely, under the assumption that packet loss and time-delay may occur simultaneously in NCSs, [16] obtained the necessary and sufficient stabilizing conditions based on the algebraic Riccati equation or Lyapunov equation. As to the NCSs with measurement packet dropout and delay, [17] expressed the optimal controller with feedback gain based on a standard difference Riccati equation and an equivalent condition of stabilizing in mean square sense was given.
Fig. 1: Two state Markovian packet dropout model
Different from [16] and [17] whose packet loss is molded as i.i.d Bernoulli process, in this paper we investigate the optimal LQ control and the mean square stabilization problem for discrete-time NCSs with input delay and Markovain packet loss. It will become more complex to solve the problem due to the temporal correlation described as Fig. 1 in which transition probability is ξ ij = P (θ k+1 = j|θ k = i), i, j = 0, 1 and θ k ∈ {0, 1} denotes two state Markov chain. Inspired by [18] in which the substantial progress for the optimal LQ control has been made by solving the forward and backward difference equations (FBDEs), the necessary and sufficient conditions for the solvability of LQ optimal problem in finite horizon subject to the discrete-time NCSs is obtained by the solution to FBSDEs-M which is more difficulty to solve compared with FBDEs in [18] owing to its correlations. Further, under exactly observability assumption, the mean square stabilization of the NCSs can be equivalent to the positive definiteness of solutions to CAREs-M. And the main result obtained in this article can be degraded to the case of i.i.d Bernoulli packet loss, such as [16] .
The rest of this article is mainly composed of the following sections. Section 2 gives the problem statement. Section 3 expresses the results of finite-horizon optimal control. The conclusion of stabilization is shown in section 4. In order to further illustrate the correctness of the conclusion, two numerical examples are given in section 5. The summary is provided in section 6. There are some relevant proofs in Appendix.
Notation : R n indicates the n-dimensional Euclidean space and R m×n denotes the norm bounded linear space of all m×n matrices. Y ′ is the transposition of Y and if Y ≥ 0(Y > 0), it shows that the symmetric matrix Y ∈ R n×n is positive semidefinite(positive definite). Let a complete probability space with F k generated by {θ(0), · · · , θ(k)} be (Ω, F , F k , P). E[·|F k ] means the conditional expectation with respect to F k and F −1 is understood as {∅, Ω}.
II. PROBLEM STATEMENT Consider the following discrete-time networked control system:
The above NCS can be depicted in Fig. 2 , i.e., the controller u(k) ∈ R m can receive the information of the state x(k) ∈ R n at time k. While before the control signal u(k) is transmitted to plant (1), it first pass through an unreliable channel involved input time-delay d > 0 and packet dropout which is molded as two state Markov chain θ k ∈ {0, 1} and its transition probability is ξ ij = P(θ k+1 = j|θ k = i)(i, j = 0, 1). The known initial values are x 0 , u(−1), u(−2), · · · , u(−d) and the initial distribution for θ 0 is P (θ 0 = 0) = q. We assume that θ k is independent of x 0 and A, B are matrices of appropriate dimensions. The quadratic cost subject to system (1) with infinite horizon is given by The following problem will be mainly discussed in this paper, i.e., Problem 1: Find the F k−1 -measurable controller with constant matrix gain to stabilize (1) while minimizing (2). Remark 1: Different from the previous works, such as [16] and [19] , the packet loss existing in the NCSs (1) is modeled as Markov process which is more general than i.i.d Bernoulli process. But due to the temporal correlation of Markov process, it will be more challenging to solve the Problem 1.
III. FINITE-HORIZON OPTIMAL CONTROL
For discussing Problem 1, we will first introduce some associated results about the cost function with finite horizon as the following description.
where N > 0 is an integer, x(N + 1) is the terminal state, H reflects the penalty on the terminal state, the matrix functions R ≥ 0, Q ≥ 0 and H ≥ 0.
As to finite-horizon case, we will discuss Problem 2, i.e., Problem 2: Find a F k−1 -measurable controller u(k) to minimize (3) subject to (1).
Lemma 1: Problem 2 is solvable if the following equilibrium condition is satisfied
in which
Proof : Following the results in [18] and [20] , the above conclusion can be similarly obtained, so we omit it. Combining (4)-(6) with state equation (1), the FBSDEs-M are established, which play a vital role in this paper.
To simplify notation, let
Proof. See Appendix B. Remark 2: For i.i.d. Bernoulli process, i.e., P (θ k+1 = 0|θ k = i) = P (θ k+1 = 0) = q, P (θ k+1 = 1|θ k = i) = P (θ k+1 = 1) = 1 − q, the recursions (8) can be rewritten as
where
Therefore, the optimal controller is as
which can be regarded as a special case of Theorem 1 in [18] .
IV. INFINITE-HORIZON STABILIZING RESULTS
In this section, the results of stabilization will be introduced. (1) is asymptotically mean square stable.
To make the time horizon N explicit in the finite-horizon LQR problem, we rewrite (8)- (13) and (17)- (20) as
The definition of exactly observable can be seen in [18] .
Before the main results are discussed, we will introduce the following conclusion which will be useful to illustrate main Theorems.
Lemma 3: When N ≥ d, under the condition of R > 0,
is satisfied.
Proof. See Appendix C. Theorem 2: Under Assumption 1, if the system (1) is mean square stabilizable, we can obtain that:
(1) For any k ≥ 0, m = 0, 1, P m (N ) is convergent when N → ∞, i.e., lim N →∞ P m (N ) = P m , in which P m satisfies the following algebraic equations:
(2)
Next we will give the main result. Theorem 3: Under the condition of Assumption 1, the system (1) is stabilizable in the mean square sense if and only if there exists a unique solution to the Riccati-type equations (25) such that
Moreover, the optimal controller will be given as
The corresponding optimal performance index is given by
Proof : See Appendix E.
Remark 4: When {θ k } is modeled as an i.i.d. Bernoulli process, then the special transition probability can be expressed as
Thus, the Riccati-type equations (25) can be rewritten as
Further,
, in view of the relationships, (34) will be reexpressed as
It can be seen from the results of the above transformation that the main results in this article can be degenerated to the case which packet loss is modeled as Bernoulli process [19] . Remark 5: For the delay-free case, i.e., d = 0 in the NCSs (1), the algebraic Riccati-type equations (25) can be reduced to the following standard algebraic Riccati equations with Markov jump [21] :
Moreover, (34) can be expressed as
Remark 6: When the NCSs (1) exists no packet loss, i.e, θ k = 1, k = 0, 1, · · · , the algebraic equations (25) can be written as:
Obviously
Actually, the above equations are the deterministic case of (35)-(39) in [18] .
Remark 7: Compared with [22] in which optimal control problem for discrete-time MJLS with input delay was mainly investigated, in this paper, we developed the necessary and sufficient condition of the stabilization for NCSs with simultaneous input delay and Markovian packet losses. (2) with Q = R = 1. In this case, a sample path of the Markov chain θ k is shown in Fig. 3 (a) . 
V. NUMERICAL EXAMPLES
According to Theorem 3, the optimal controller can be expressed as u
A simulation result of the designed controller is shown in Fig. 3 (b) . From  Fig. 3 (b) , we can see that when the condition of Theorem 3 are satisfied the system is mean square stablizable.
To show the effectiveness of the result about Theorem 3, we give another example.
Example 2: Let the coefficients in system (1) be taken as A = 3, B = 1, d = 1 with x(0) = 0.1, u(−1) = −0.1 and transition probability ξ 00 = 0.9, ξ 11 = 0.7 and the cost function (2) with Q = 100, R = 10. In this case, a sample path of the Markov chain θ k is shown in Fig. 4 (a) .
By simply calculating, the following results can be obtained P 0 = 5.9311, P 
Obviously, Assumption 1 is satisfied. However, from the above values, (34) is not satisfied and the corresponding controller can be obtained as
in the case of m 0 = 0 and u
A simulation result of the designed controller is shown in Fig. 4 (b) . It can be seen from Fig. 4 (b) that the system is not mean square stablizable.
VI. CONCLUSION
In this note, we consider the optimal control and stabilization problem for discrete-time NCSs that input delay and Markovian packet losses occur simultaneously in communication channel. Due to its temporal correlation, the analysis for such NCSs is much challenging. The main results obtained in this paper can be summarized as follows. Firstly, the equivalence condition for the solvability of linear quadratic optimal problem in finite horizon subject to the discrete-time NCSs is expressed by solving the FBSDEs-M. Secondly, under basic assumption, the necessary and sufficient condition of mean square stabilization is given by solutions to the CAREs-M, which can be degenerated to the case which packet loss is modeled as Bernoulli process, e.g., [19] .
APPENDIX A PROOF OF LEMMA 2
Proof : Here we only prove that (14) is established, (15) and (16) can be obtained similarly.
From (17) , (19) and (20) 
On the other hand,
Hence, (14) is satisfied.
APPENDIX B PROOF OF THEOREM 1
Proof : "Necessity" When Problem 2 has a unique solution, Γ θ k−d−1 (k −d) > 0 will be proved by mathematical induction. To this end, define
Considering k = N in (37) with x N = 0, and from (1) we have that
Under the condition that Problem 2 has a unique solution, then for any nonzero (4), (5) and system (1), we obtain that
Therefore, the optimal control is
i.e., u(N − d) is satisfied with (21) in case of k = N . From (5), (6) and (1), it yields that
In view of (38), we can see that the above formula is (28) with k = N . Now we take any d ≤ l ≤ N , and suppose that Γ θ k−d−1 in (9) is positive definite, (21) and (23) are satisfied for k ≥ l+1. Based on these assumptions, next we will investigate that these also hold for k = l. Firstly, we test (1), (4) and (6), we obtain that
Adding from k = l + 1 to k = N on both sides of the above formula, when x(l) = 0, we have that
Considering (23), (1) and Lemma 1, we can obtain that
Therefore,
i.e., (21) is established with k = l.
As to the expression of λ l−1 , from (1), (6) and (39), we can obtain that (23) hold with k = l in a similar calculating way with u(l − d).
"Sufficiency" Under the condition that Γ θ k−d−1 > 0, the unique solvability of Problem 2 will be proved. To this end, let
From Lemma 2 and (1), we can obtain that
Summing up from k = d to k = N on both sides of (41), and in view of Γ θ k−d−1 > 0 for k ≥ d, therefore, the optimal controller and optimal cost can be given by (21) and (22) . The sufficiency proof is completed.
APPENDIX C PROOF OF LEMMA 3
Proof : Let cost (3) subject to system (1) start at d and end at m, m ≥ N and denote it asĴ d (m). Following from Lemma 1 in [18] , we derive that when R > 0, Problem 2 has a unique solution. Thus, recall the conclusion of Theorem 1, the optimal value can be expressed aŝ
The arbitrary of x(d) yields that
Let
Noting the time-variance and (43), we know that
APPENDIX D PROOF OF THEOREM 2
Proof : Firstly, we will illustrate the convergence of P m (k, N ), m = 0, 1. To this end, denote
. . .
hence, system (1) can be expressed as the following Markov jump linear system (MJLS)
Considering the infinite cost function subject to (45) as fol-
. The corresponding finite cost isJ
By Maximum principle, the associated costate equation and equilibrium condition can be expressed as follows
Similar to Theorem 1, we can derive the following results:
(1) The corresponding Riccati difference equation is
(2) The costate is
(3) The optimal control is
k,N denotes block matrix with suitable dimension.
Comparing (21) with (54), the following relationship will be derived
From (55), the convergence of Γ
can be established from the convergence of H θ k (k, N ) which can be obtained in a similar manner with [21] .
, and from (53) we know that
Further, from (48), we have that
comparing with (5) and (6), it's easy to see that when β 0 N = H the following relationship is satisfied, i.e.,
Considering (21), (23), (56) and (58), by simply calculating, we can find the following relationship, i.e., From the above discussion, it is easy to know that P θ k (N ) is convergent, i.e., (2) In this part, the following inequality will be proved, > 0, we will show the system (1) is stabilizable in the mean square sense. For this purpose, we first define Lyapunov function as
In view of the positive definiteness of Γ m d , the optimal controller to minimize (67) must be (35) and the corresponding optimal cost is as (36). Therefore the proof of sufficiency is finished.
"Necessity" From the above discussion in Theorem 2, the following relationship is established
The uniqueness can be similarly derived from the proof in [18] , so we omit it here.
