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Abstract
This article presents the rationale behind ACII2009’s
special session: Guidelines for Affective Signal Processing
(ASP): From lab to life. Although affect is embraced by both
science and engineering, its recognition has not reached a
satisfying level. Through a concise overview of ASP and the
automatic classification of affect, we provide understand-
ing for the problems encountered. Next, we identify guide-
lines for ASP: 1) four approaches to validation: content,
criteria-related, construct, and ecological, 2) identification
of users, 3) triangulation, and 4) signal processing issues.
Each of these guidelines is briefly touched upon in this pa-
per. A more exhaustive discussion on these guidelines, in
perspective of the invited speakers’ experience, will be pro-
vided through the session and its accompanying papers.
1. Introduction
In the preface of the Proceedings of the First Affective
Computing and Intelligent Interaction (ACII) confer-
ence [28], the chairs stated:
Traditionally, the machine end of human-machine in-
teraction has been very passive, and certainly has had no
‡Organizer of the special session Guidelines for Affective Signal Pro-
cessing (ASP): From lab to life, which is introduced in this paper.
means of recognizing or expressing affective information.
But without the ability to process such information, com-
puters cannot be expected to communicate with humans in
a natural way.
Over the recent years, a lot of effort has been put into
automated recognition of affect. Often this is done through
speech or face analysis; see [41] for a recent review.
Alternatively, bio- or physiological signals have also shown
to facilitate the identification of emotions; e.g., [30, 32, 37]
(see also Table 1). This paper, and in fact this entire special
session, discusses the latter approach, which we denote as
Affective Signal Processing (ASP). Biosignals have the
advantage that they are free from social masking and have
the potential of being measured by non-invasive sensors;
e.g., [8, 36, 37], making them suited for a wide range of
applications. In contrast, recognizing facial expressions is
notoriously problematic and requires the user to be in front
of a camera. Speech is often either absent or suffers from
severe distortions in many real-world applications [38, 41].
Hitherto, despite the cumulated efforts and more than
a decade of work, the results founded on biosignals are
also disappointing. Moreover, both relevant (fundamen-
tal) knowledge and results of interest for ASP are scattered
throughout virtually all corners of science and engineering,
which makes it increasingly hard to obtain a good overview.
Therefore, we stress the need for ASP guidelines. This
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could potentiality reduce the repetition of mistakes and,
consequently, the waste of valuable research time.
In this introduction to the special session Guidelines for
ASP: From lab to life, we first provide both an overview and
a review of both ASP and the automatic classification of af-
fect. Next, we introduce four guidelines for successful ASP.
We end with some conclusions. The invited contributions to
this special session will provide more in depth discussions
on a number of the issues and topics we raise; we refer to
them throughout this introduction. The topics addressed by
the invited speakers and the issues denoted in this paper are
no complete set of guidelines; nonetheless, we hope that it
will be a start and a complete set of guidelines will emerge
in time.
2. Affective Signal Processing (ASP)
A broad range of affective signals are used in emotion re-
search. Some important and often used signals are cardio-
vascular activity [21, 22], electrodermal activity [3, 32, 33],
muscle activity [7, 32, 33], skin temperature [13, 33], and
respiration [2, 33]. For concise overviews on affective sig-
nals, we refer to: [29, 33]. With ASP some general issues
have to be taken in consideration:
1. ASP is typically conducted through non-invasive
methods to determine physiological signals and, as
such, is an indirect measurement. So, a delay between
the actual change in emotional state and the signal’s
change has to be taken into account [29].
2. Physiological changes can evolve in a matter of mil-
liseconds, seconds, minutes or longer. Some changes
hold for a brief moment, while others can be perma-
nent. Consequently, the time windows of change are
of interest [32, 33]. In particular, since physiological
reactions can add to each other, even when having a
different origin.
3. Physiological sensors are unreliable: they are sensitive
for movement artifacts and differences in body posi-
tion [22, 27].
4. Most sensors are obtrusive to some extent. This
prevents their embedding in real world applications.
However, the progress in biodevices must be acknowl-
edged. Throughout the last years, various sensor sys-
tems have been launched that allow hardly obtrusive,
real-time ASP; e.g., [8, 36].
5. Affective signals are influenced by a variety of factors.
Some of them are located internally (e.g., a thought),
others are among the broad range of possible external
factors. This makes affective signals inherently noisy,
which is most pregnant in real world research [11,22].
6. Humans are no linear time (shift or translation) invari-
ant systems [3], they tend to habituate. This increases
the complexity of ASP significantly, since most signal
processing techniques rely on this assumption.
7. ASP is subject to large individual differences. There-
fore, methods and possibly models have to be tailored
to the individual. It has been shown that personal ap-
proaches increase the performance of ASP [16, 17].
Many of the issues raised above are discussed in more detail
in this special session by Healey [10].
2.1. Classification of Affective Signals
To enable processing of the signals, in most cases compre-
hensive sets of features have to be identified for them af-
ter throrough preprocessing. To extract these features, the
affective signals are processed in the time (e.g., statistical
moments), frequency (e.g., Fourier), time-frequency (e.g.,
wavelets), or power (e.g., periodogram and autoregression)
domain. The merits and flaws of different approaches to this
are discussed in depth by De Waele, De Vries, and Ja¨ger [6]
and Stuiver and Mulder [27] in this special issue.
The features obtained from the affective signals are
fed to pattern recognition methods that can be classified
as: template matching, syntactic or structural matching,
and statistical classification; e.g., artificial neural networks
(ANN). Statistical pattern recognition distinguishes super-
vised and unsupervised (e.g., clustering) pattern recogni-
tion; i.e., respectively, with or without a set of (labeled)
training data.
In the field of ASP, several studies have been conducted,
using a broad range of signals, features, and classifiers; see
Table 1 for an overview. Nonetheless, both the recogni-
tion performance or the number of emotions among which
is discriminated are disappointing. Moreover, a compari-
son between studies is problematic because of the different
settings the research was applied in, the emotion triggers
used, the target states to be discriminated, and the affective
signals and features employed. This illustrates the need for
a set of guidelines for ASP. This need is an explicit topic
for the panel discussion of the special session. Below, we
present our input for this discussion.
3. Guidelines
Although a vast amount of literature on biosignals and
their relation to emotions is present, a concise set of guide-
lines is missing;. Hitherto, most guidelines that were pre-
sented did only into account lab research; e.g., [2, 3, 7, 21,
26]. Exceptions on this are [22] and [29]. However, with
the introduction of small wearable devices that enable (real-
time) ASP [8, 36], the need for guidelines for ASP in real
Table 1. An overview of 14 studies on automatic biosignal-driven classification of emotions of the last 5 years. In addition, the seminal
work of Picard et al. [23] is provided as a baseline.
information source year signals #part. #feat. classifiers #classes result
[23] Picard et al. 2001 C,E ,R,M 1 40 LDA 8 emotions 81%
[35] Wagner et al. 2005 C,E ,R,M 1 32 kNN, LDA, MLP 4 emotions 92%
[40] Yoo et al. 2005 C,E 6 5 MLP 4 emotions 80%
[5] Choi & Woo 2005 E 1 3 MLP 4 emotions 75%
[11] Healey & Picard 2005 C,E ,R,M 9 22 LDA 3 stress levels 97%
[20] Liu et al. 2006 C,E ,M,S 14 35 RT 3 anxiety levels 70%
[25] Rani et al. 2006 C,E ,M,S,P 15 46 kNN, SVM, RT, BN 3 emotions 86%
[42] Zhai & Barreto 2006 C,E ,S,P 32 11 SVM 2 stress levels 90%
[14] Jones & Troen 2007 C,E ,R 13 11 ANN 5 arousal levels 31 / 62%
5 valence levels 26 / 57%
[18] Leon et al. 2007 C,E 8 5 ANN 3 emotions 71%
[19] Liu et al. 2008 C,E ,M,S 6 35 SVM 3 affect states 83%
[15] Katsis et al. 2008 C,E ,R,M 10 15 SVM, ANFIS 4 affect states 79%
[39] Yannakakis & Hallam 2008 C,E 72 20 SVM, MLP 2 fun levels 70%
[16] Kim & Andre´ 2008 C,E ,R,M 3 110 LDA, DC 4 emotions 70 / 95%
[4] Chanel et al. 2009 C,E ,R 13 11 ANN 2 emotions 66%
3 emotions 51%
Signals: C: cardiovascular activity; E : electrodermal activity; R: respiration; M: electromyogram; S: skin temperature;
and P: pupil diameter.
Classifiers: MLP: MultiLayer Perceptron; RT: Regression Tree; BN: Bayesian Network; ANN: Artificial Neural Network;
SVM: Support Vector Machine; LDA: Linear Discriminant Analysis; kNN: k-Nearest Neighbors; ANFIS: Adaptive Neuro-
Fuzzy Inference System; and DC: Dichotomous Classification.
Additional abbreviations: #: number of; part.: participants; feat.: features; and result: classification result.
life emerged. This section will briefly touch four key no-
tions, which are proposed as guidelines for real world ASP.
3.1. Four approaches to validition
In the pursuit to trigger emotions, a range of methods have
been applied: introspection, movements [1], acting, images
(e.g., IAPS), sounds (e.g., music) [13, 16, 33, 34], light and
color [1], (fragments of) movies [30,32,37], speech [31,41],
commercials [24], games, agents / serious gaming / virtual
reality [18, 37], reliving of emotions [4, 31], and real world
experiences [10,11,37]. However, do these methods trigger
true emotions? This question addresses the validity of the
studies conducted. Validity can be obtained through:
1. Content validity refers to a) the agreement of experts
on the domain of interest; b) the degree to which a sig-
nal’s feature represents a construct; and c) the degree
to which a set of features adequately represents the do-
main. For instance, employing skin conductance level
(SCL) for ASP will result in a weak content validity
when trying to measure emotion, as SCL relates to the
arousal component of an emotion, not to the valence
component. However, when trying to measure arousal,
measuring only SCL may form strong content validity.
2. Criteria-related validity handles the quality of the
translation from the preferred measurement to an alter-
native. Emotions are preferably measured at the mo-
ment they occur. However, measurements before (pre-
dictive) or after (postdictive) the particular event are
sometimes more feasible; e.g., through questionnaires.
The quality of these translations is known as predictive
or postdictive validity. A third form of criteria-related
validity is concurrent validity: the reliability of mea-
surements related to a standard; e.g., a ground truth.
3. Construct validation aims to develop a ground truth
through a nomological network, an ontology, or se-
mantic network, build around the construct of inter-
est. This requires theoretically grounded, observable,
operational definitions of all constructs and their rela-
tions. The lack of construct validity is a pregnant prob-
lem of ASP. For example, frequently emotions are de-
noted where moods (i.e., longer object-unrelated affec-
tive states with very different physiology) are meant.
This is highly relevant, as it is known that moods are
accompanied by very different physiological signals
than emotions [9, 33].
4. Ecological validity refers to the context of measure-
ments. Let us denote two major issues: 1) Natural oc-
curring emotions are sparse. Hence, it is hard to let
participants cycle through a range of affective states,
in a limited time frame. 2) Affective signals are easily
contaminated by contextual factors. So, using a simi-
lar context as the intended ASP application for initial
learning is of crucial importance. Emotion measure-
ments are often done in controlled laboratory settings,
which makes their results poorly generalizable to real-
world settings [30].
3.2. Identification of users
Throughout the field of affective computing, an ongoing
debate is present on generic versus personal approaches to
emotion recognition. This issue is thoroughly addressed by
Kim, Andre´, and Vogt in this special session [17].
It is generally accepted that we, as human beings, are
all unique but also share characteristics with others. These
characteristics are far from unraveled. However, in general,
groups can be made of those who share more characteristics
or share more dominant characteristics. The applicability of
an ASP pipeline is determined by the amount of people on
which it is applied and on the characteristics of them.
The identification of users has implications for the ASP
pipeline. We propose three distinct categories, among
which research in affective science could choose:
1. all: generic ASP; e.g., [30, 32]
2. group: tailored ASP; e.g., [5]
3. individual: personalized ASP; e.g., [11, 23]
Although attractive from computational point of view, the
category all will probably not solve the mysteries concern-
ing affect. As is long known in neurology and psychology,
special cases can be of great help in improving ASP.
For both categories group and individual, the following
subdivision can be made:
1. Specific, dominant characteristics; e.g., autism [19]
and post-traumatic stress disorder [31].
2. Personality [30]
3. Other characteristics; e.g., based on age, culture,
and/or context [30].
This subdivision is based on the ASP research done so far.
However, it is also arbitrary to some extent. For example,
one could pose that context should be the fourth category
instead of assigning it to other characteristics. In addition,
it is important to take into people’s activities (e.g., office
work [13], driving a car [11], and running [10]) when pro-
cessing biosignals. In [10], Healey shares her experiences
on ASP during various activities.
So far, comparisons are solely made between classifica-
tion results of individuals and groups (i.e., a set of individu-
als). However, other approaches should be explored as well.
Such experiences can substantially contribute to the further
development of ASP, as has been seen in other sciences;
e.g., biology, psychology, and medicine.
3.3. Application of triangulation
We adopt Heath’s (2001) definition of triangulation: the
strategy of using multiple operationalizations of constructs
to help separate the construct under consideration from
other irrelevancies in the operationalization (p. 15901).
Triangulation provides several advantages:
1. Validation (see also Section 3.1): Signals can be vali-
dated against each other;
2. Reliability: Multiple data sets can be analyzed, provid-
ing more certainty. In addition, results that defy from
other results can be identified as errors; and
3. Ground truth (see also Section 3.1): A more solid
ground for the interpretation of signals can be obtained
when multiple perspectives are used.
A few studies [4, 11, 30] successfully employed triangu-
lation. We advise to employ at least three indicators, using
ASP, for each construct under investigation.
Another directive is the incorporation of qualitative and
subjective measures in research on ASP; e.g., question-
naires, video recordings, and/or interviews [11, 16, 30, 37].
See also Section 3.1. Kim, Andre´, and Vogt [17] as well as
Healey [10] will discuss this issue.
3.4. Signal Processing Issues
The majority of research on ASP is conducted by psychol-
ogy, physiology, medicine, HCI, and AI. Consequently, sig-
nal processing expertise is often missing [29]. Some of the
issues on which improvement can be made are:
1. Filters tailored to the specifications of ASP sensors
and to applications could significantly boost the perfor-
mance of ASP [29]. De Waele, De Vries, and Ja¨ger [6]
and Stuiver and Mulder [27] provide insights on this
aspect in this special issue.
2. It is recommended to determine the relation between
sample frequency and signal loss / distortion. So far,
this has not been done for ASP and guidelines are pro-
vided founded on weak assumptions. For example,
for all signals, the Nyquist frequency should be deter-
mined and taken into account in ASP [29].
3. An ASP benchmark would enable objective perfor-
mance measurements of ASP and pattern recognition
techniques. Three benchmarks methods would be pos-
sible: 1) open source standard database; 2) a standard
method to synthesize labeled sets of signals; and 3)
standardized research setups; e.g., IAPS. Triangula-
tion (see Section 3.3) could be exploited using it and
the generic applicability of techniques could be tested.
Signals and/or apparatus can be compared with each
other. Consequently, it could be explored whether or
not these could substitute each other; i.e., concurrent
validation (see also Section 3.1). In addition, in vari-
ous other ways concurrent validation could be applied.
A range of other issues is also of importance. However, an
exhaustive discussion of them falls beyond the scope of this
paper. For this we refer to [6, 27].
4. Conclusion
This introduction provided both an overview and a review
of ASP and tried to explain the lack of success of ASP. Four
guidelines were introduced from which ASP is expected to
benefit significantly. These guidelines also form the starting
point for the rest of this special session. Healey’s contribu-
tion [10] is primarily concerned with validity issues besides
giving a thorough overview of the different affective signals.
Kim, Andre´, and Vogt [17] focus on the issue of user iden-
tification. De Waele, De Vries, and Ja¨ger [6] and Stuiver
and Mulder [27] provide filters and algorithms tailored to
ASP, and as such, concentrate on signal processing issues.
Although the focus of these valuable contributions differs,
they all consider each of our guidelines. In turn, this makes
it possible to bridge the gaps between the different prob-
lems and fields involved, which is necessary to reach truly
successful ASP.
With these guidelines and the more in depth discussion
in the session papers, we hope to provide a strong base from
which to continue the development of ASP. The future holds
great promises and we envision ASP embedded in various
professional and consumer settings, as a key factor of our
every day life. We strongly believe that ASP will lead to
many valuable innovations that augment our lifestyle and
health. This will mark a new, biosignal-driven, era of intel-
ligent interaction.
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