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Wide band gap (Eg >3.1 eV) semiconductors are ubiquitous in many present day industrial
applications and environmental endeavors. In particular, wide band gap materials find use
within photovoltaics, portable electronics, gas sensors, self-cleaning and thermochromic
window coatings as well as photocatalysis to name a few. Despite the wide range of current
applications, there are still many issues that disrupt advancements in this field.
Within the area of transparent conductors (TCs), the dominant materials are all n-type
which are themselves dominated by the flagship ITO (Sn-doped In2O3). Due to the expense
and scarcity of In, finding an alternative earth-abundantmaterial is key to sate the ever grow-
ing demand for consumer electronics. Although SnO2 and ZnO are heralded as alternatives,
issues arise such as the failure to realise reproducible ITO-like conductivities as well as a lack
of understanding of the limitations that thesematerials present. Alternatively, p-type TCs are
held back by the lack of a degenerate high mobility material to match their n-type counter-
parts. This means that the formation of a high transparency p-n junction is not yet possible
in addition to hindering the efficiency of devices such as photovoltaics.
Lastly, wide band gap materials are also used in photocatalysis, in particular with TiO2
which has applications in water splitting as well as antimicrobial surface coatings. Under-
standing the mechanisms by which TiO2 undergoes photocatalysis and the effects that the
intrinsic and extrinsic defect chemistry has is ongoing despite the decades of dedicated study.
This thesis aims to address these three topics; n-type and n-type transparent conductors
and TiO2 photocatalysis. By using ab-initio density functional theory (DFT) aided by exper-
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Wide band gap semiconductors encompass a large array of applications from electronic dis-
plays to antimicrobial coatings and gas sensors. The ‘band gap’ of amaterial is fundamentally
the difference between the occupied valence bands and the unoccupied conduction bands
in semiconductor materials. A wide band gap refers to all semiconductors where the energy
separation or optical absorption is generally greater than »3.1 eV. This allows for properties
that are becoming increasingly desirable in portable electronics, energy generation or sens-
ing applications such as transparency as well as increasing the effectiveness of the reducing
and oxidising ability for catalysis.
Although a wealth of wide band gapmaterials exist, a full understanding of their thermo-
dynamic (intrinsic and extrinsic defects, stabilities, phases) and electronic properties (opti-
cal absorption, band structure, defect states) is an ongoing endeavour. With the advent of
portable electronics and the need for clean and renewable energy, there is an ever increas-
ing demand for these materials. As such, the requirement that such materials be earth-
abundant, non-toxic and possess a cheap and scalable fabrication method is paramount.
Atomistic simulations, particularly using density functional theory (DFT), have allowed for a
greater in-depth analysis into the properties of compounds, as well as a relatively affordable
method for screening and prediction. The advances in processor architecture in the past
10–20 years have permitted supercomputers to reach several hundred petaFLOPS (floating
operations per second). Twinning this with the progressing accuracy in advanced simulation
methods such as hybrid DFT, computational prediction and analysis is becoming more and
more prevalent as a vital tool in modern chemistry.
The motivations of this thesis are to understand the advantages and disadvantages
present in wide band gapmaterials for three industrially significant categories: n-type trans-




• The geometric and electronic structure: What are the structure-property relationships
that give rise to the desired properties?
• Materials prediction: Using ‘design rules’, can accurate predictions of novel com-
pounds be made that improve upon the current generation of known compounds?
• Defect equilibria: What defects exist in key materials and which ones contribute to the
electronic or structural properties; can they limit or enhance them?
• Doping Analysis: What role does the current generation of doping have on the struc-
tural and electronic properties of the material, what are the limitations and/or advan-
tages?
• Enhanced Doping: Are there better dopants to use with fewer limitations, beneficial
electron/hole transfer mechanisms, optical absorption etc.?
The first part of this thesis will detail the computational theory (Chapter 1) andmethodology
(Chapter 2) behind the atomistic simulations used within this thesis. The second part of this
thesis will investigate the electronic and thermodynamic properties of n-type transparent
conductors, in particular, tin dioxide, SnO2, one of the ‘industry-standard’ materials. Current
doping regimes and limitations will be explored in Chapter 4, and a focused screening of new
elements is carried out to find the optimum dopant in SnO2. The third part explores p-type
transparent conductors, the counterparts of n-type materials such as SnO2. The availability
of comparable high conductivity p-type wide band gapmaterials is more or less non-existent
and as such Chapter 6 will follow well established design principles in this field and generate
new structure-property relationshipswith the prediction of new layeredmaterials. Finally, an
assessment of the role that defects and dopants play in the enhancement of photocatalysis
in anatase TiO2 is carried out in the fourth part. Although a wealth of research has been un-
dertaken on TiO2 for photocatalysis, themechanisms of visible light enhancement, extended
electron-hole separation times, defect equilibria is still relatively unknown. Chapter 8 evalu-
ates the validity of codoping in TiO2 and provides an insight into the bulk defect properties of
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Computational Theory and
Methodology




1.1 Introduction to Quantum Chemical Approaches
Quantum chemical approaches for the description of chemical systems from first principles
or ab-initio, involve finding a tractable solution to the time-independent Schrödinger equa-
tion1:
HˆªÆ Eª (1.1.1)
Where Hˆ , E andª are theHamiltonian, systemenergy and thewavefunction respectively.
The Hamiltonian is a sum of the kinetic and potential energy operators which are themselves
split into different contributions and interactions:
Hˆ Æ
kinetic energyz }| {
Kˆn Å Kˆe Å
potential energyz }| {
Vˆn,n Å Vˆe,e Å Vˆn,e (1.1.2)
The kinetic energy operator, Kˆ , is broken down to satisfy a nuclear contribution and
an electronic contribution (Kˆn and Kˆe ) whereas the potential energy operator is split into
nuclear-nuclear, electron-electron and nuclei-electron interactions (Vˆn,n , Vˆe,e and Vˆn,e re-
spectively). The solving of equation 1.1.2 allows for the calculation of the ground state wave-
function, electron density and thus a comprehensive understanding of a chemical system. In
order to make 1.1.1 more compliant, the Born-Oppenheimer approximation is applied which
6
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assumes that electronic movement is more or less instantaneous with respect to the move-
ment of nuclei (a fair assumption considering the mass of an electron is » 11837 that of a pro-
ton). The kinetic energy of the nuclei Kˆn in equation 1.1.2 can therefore be ignored and Vˆn,n
interactions can be held constant1 giving:
Hˆ Æ Kˆe Å Vˆe,e Å Vˆn,e (1.1.3)














r2i is the Laplacian kinetic energy operator, ri A refers to the distance between electron ‘i 0
and the nuclei of atom ‘A0 (within a system of ‘M 0 nuclei (n)) and ZA is the nuclear charge on
atom A.
Despite this simplification, theBorn-Oppenheimer approximation fails in the description
of systems where there is a distinct difference between electronic and ionic motion, such as
H2. The variational principle is used to calculate the ground statewavefunction (ª0) whereby
the expectation value of the Hamiltonian can never be lower than the ground state energy:
E0. This involves the incorporation of a trial wavefunction: ªT , which is calculated by in-
crementally lowering the energy of the wavefunction to get closer to the true ground state
energy:
hªT jHˆ jªT i Æ ET ¸ E0 Æ hª0jHˆ jª0i (1.1.5)
The most complex part of the Hamiltonian to describe is the electron-electron interac-
tions (Vˆe,e) due to their substantial contribution to the total energy. In order to make this
problemmore tractable, the many-electron wave function needs to be simplified.
7
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1.2 The Many Body Problem
It is reasonable to assume that for a chemical system in general, electrostatics dominate. The
energy of a system is therefore dependent on the wavefunction, which in turn is dependent
on the total energy of the electrons. For a small system this calculation is trivial, but for
increasingly larger systems the quantum mechanical problem becomes exponentially more
costly and near impossible to calculate. This is known as the ‘many-body problem’.
1.2.1 Hartree-Fock Theory
The Hartree-Fock (HF) method2 is an attempt at the rectification of the issues surround-
ing multi-electron systems. The initial approximation in HF is transforming the many-
electron wavefunctions into the product of one-electron wavefunctions, effectively bypass-
ing the electron-electron interactions. Thus the electronic Hamiltonian for a system with N














Solving equation 1.2.1 can be solved using a product of a set of spin-orbitals (Âi (xi ))
known as the Hartree Product:
ª(x1 . . .xN )ÆÂi (x1)Â j (x2) . . .Ân(xN ) with hiÂi (xi )Æ ²iÂi (xi ) (1.2.3)
²i is the energy of the spin-orbital and the sum of all the energies accounts for the total
system energy. Although each one-electron wavefunction acts independently, they each re-
spond to amean-field (the stationary electrons in the system). An iterative procedure is used
to solve the system and is deemed to be converged when there is no change between the field
generated by the electronic states and that used to predict the electronic states. This is known
as the ‘self-consistent field’ (SCF) approach.
Electron repulsion is unaccounted for in this formalism (making this approach unrealis-
8
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tic) and secondly, the Pauli antisymmetry principle is disregarded where the interchange be-
tween two electrons gives the same wavefunction.1 In 1929, Slater formed a determinant of a
system with N electrons and spin orbitals providing a set of antisymmetric wavefunctions.3
Its use in HF theory means that an energy can be calculated based upon an electrostatic re-
pulsion between the electrons, Ji , j , known as the Coulombic term:










and an exchange integral, Ki , j :










Where r12 refers to the distance between the electrons at x1 and x2. When the electrons
do not have the same spin, the exchange term (Ki , j ) is zero. This same term, however, makes
this a highly expensive computational technique especially when the inclusion of periodic








(Ji , j ¡Ki , j ) (1.2.6)
hi jhj j i refers to the one electron integrals as calculated using the spin-orbitals in equa-
tions 1.2.3.
The inability of HF theory to calculate the true ground state wavefunction energy is also
a limitation. The difference in the HF ground state energy and the true energy was termed
the correlation energy by Lowdin.4 This definition of the correlation energy is different from
electron correlation (which HF also fails to describe accurately) as each electron is assumed
independent of another as described in equation 1.2.2. This new definition of correlation is
described in two ways, dynamically and non-dynamically. Dynamic correlation is where the
probability of finding an electron is determined by the position of the second electron, char-
acteristic of transition-metal systems. Non-dynamic correlation occurs inmolecular systems
where a highest occupiedmolecular orbital (HOMO) is composed of two ormore degenerate
states. In total the correlation energy is»0.1%, leading to substantial errors in larger systems.
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1.3 Density Functional Theory
1.3.1 Early Density Functional Theory
Apopular andwidely applied solution to theMany-Body Problem is that ofDensity Functional
Theory or DFT. Early pioneers such as Thomas, Fermi and Dirac5–7 created the original theo-
retical model which was by nature ‘semi-classical’. The original case study was the ‘uniform
electron gas’ (UEG) the aim of which was to form a description of the total energy through
its electron density, ½(r ). Similar to HF theory, early DFT was limited through its failure to
describe the correlation effect of electrons and therefore real-world non-homogeneous sys-
tems. This model also predicts the dissociation of molecules into their constituent elements
due to incorrect calculation of the energies of the system.8
Additions to this theory utilised the description of an inhomogeneous electron gas in 1964
by Pierre Hohenberg and Walter Kohn.9 Within this formalism, the Hamiltonian describes
the total energy of a system, E [½(r )], which is formed from an external potential dependent
on the electron density (½(r )) and calculated using a variational principle. The functional
E [½(r )] is broken into a kinetic energy function (T [½]) and functions relating the electron-
electron interactions and the nuclei-electron interactions, Ee,e [½(r )] and En¡e [½(r )]:
E [½(r )]Æ T [½(r )]ÅEe,e [½(r )]ÅEn¡e [½(r )] (1.3.1)
This can be rewritten to show the relationship between the total energy and the electron
density (equation 1.3.2) using the ‘Hohenburg andKohnUniversal Functional’, F [½(r )] and an
external potential (from the nuclei etc.) for the electrons tomove around in (Vext (r )). F [½(r )],
arises from the kinetic and electron-electron terms in Equation 1.3.1 and is unfortunately
unknown. F [½(r )] contains the exact exchange and correlation, thus finding the solution to
the universal functional has been dubbed the ‘holy grail’ of modern DFT.
E [½(r )]Æ F [½(r )]Å
Z
½(r )Vext (r )dr (1.3.2)
10
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1.3.2 Kohn-Sham andModern Density Functional Theory
To attempt a solution to F [½(r )], Kohn and Sham split the the kinetic energy term T [½(r )] into
interacting and non-interacting electron contributions10:
T [½(r )]! Tc [½(r )]| {z }
interacting electrons
Å
non-interacting electronsz }| {
Ts[½(r )] (1.3.3)
The total energy of the system can now be shown as:
E [½(r )]Æ Ts[½(r )]Å J [½(r )]ÅEXC [½(r )]ÅEn-e [½(r )]
where EXC [½(r )]Æ Tc [½(r )]ÅENCe,e
(1.3.4)
where J [½(r )], EXC [½(r )] and En¡e [½(r )] describe the Coulombic interactions of electrons
in an external potential, a non-classical (denoted by the superscript "NC") electron-electron
exchange-correlation interaction and a term to describe the nuclear-electron interactions re-
spectively. In essence this means that density functional theory is able to calculate the exact
ground state energy of a system if EXC [½(r )] is known.
1.3.3 The Exchange-Correlation Functional
As the exact solution to the exchange-correlation functional is not known, attempts at approx-
imating it are laid out below. Although approximations need to bemade to both the exchange
and correlation, this is preferable to HF where you have exact exchange but no correlation.
Fairly accurate results can be gained from themost trivial of approximationsmaking DFT the
computational tool kit of choice. This is the case with fairly uniform systems such as met-
als where the valence electrons are free to move and are heavily delocalised over the system.
Fairly accurate exchange and correlation energies can be obtained utilising QuantumMonte-
Carlo methods.
The Local Density Approximation (LDA):
The local density approximation (LDA) calculates the density at each point in space rather
than over the whole system.11 ²xc [½(r )] in Equation 1.3.5 is the same as the exchange-
11
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correlation energy of a UEG at each point (r ) in a system. ²xc [½(r )] is therefore the exchange
and correlation per electron, and as such integrating over all points of the system will result
in EXC [½(r )]:
EXC [½(r )]Æ
Z
½(r )²xc [½(r )]dr (1.3.5)
Reasonably accurate results are given in systems where the density does not fluctuate
wildly yet inaccuracies are gained when describing systems with tightly bound valence elec-
trons. LDA also has a distinct underestimation of bond lengths and band gaps and bind-
ing energies become overestimated. LDA however, is a highly affordable computational ap-
proach.
The Generalised Gradient Approximation (GGA):
The generalised gradient approximation (GGA) arisen from LDA, takes into account the elec-
tron density at each point in space (r ) but also the gradient of the density around r . This in-
creased accuracy has made GGA one of the most popular DFT approaches in computational
physics and chemistry.12 Typically GGA functionals are gradient-corrected LDA functionals,
however experimentally derived functionals exist such as the Lee-Yang-Parr (LYP) correla-
tion functional.13 These functionals tend to originate from lighter elements and molecules
and have a tendency to break down when applied to heavier atoms. Arguably the most pop-
ular GGA functional is the Perdew-Burke-Ernzerhoff functional (PBE)14 which is based upon
the previous Perdew and Wang PW9115 functional and is not experimentally derived. These
systems, including the PBE functional optimised for structural calculations (PBEsol16) are
notorious for underestimating band gaps despite giving an accurate approach to structural
parameters.
The Hubbard ‘U’ Parameter:
Despite overcoming HF by allowing for interacting electrons, LDA and GGA both suffer from
the self-interaction error or SIE. This phenomenon is an artefact of these methods whereby
an electron interacts with itself due to the poor description of exchange and correlation. For
systems where the electrons are in close proximity to each other such as in highly localised
orbitals this poses anobvious problem. Incorrectmetallic behaviour due to the delocalisation
of electrons and holes from GGA or LDA is therefore expected.
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To account for this, a Hubbard-like ’U’ parameter is added whereby a penalty is enacted
for partial occupation at a site localising electrons to atomic centres.17,18 The addition to the





(nl ,m,s ¡n2l ,m,s) (1.3.6)
where U ¡ J ÆUeff with U and J being the on-site Coulomb and exchange interactions
respectively for electrons with the same ‘l ’ (angular momentum) for a given atom. nl ,m,¾ is
the occupation for an orbital with angular momentum (l ), magnetic quantum number (m)
and spin (s).
This method is commonly known as DFT+U and is typically used in strongly correlated
systems such as TiO2 or other transition metal oxides. This definition of correlation is in a
different context to that described by Lowdin20 (Section 1.2.1). It can be said therefore that
DFT+U correctly treats on-site Coulomb interactions particularly for d and f electrons. A
major caveat, however, is the determination of a suitable value of ‘U’ which can typically be
both geometry and electronically dependent. Materials with inequivalent atomic sites could
therefore have different values of ‘U’.21
Hybrid Functionals:
Hybrid functionals approach the exchange-correlation problem by mixing an amount of ex-
act exchange from non-local HF theory together with the exchange correlation from DFT.
As mentioned in Section 1.2.1, HF allows for the calculation of exact exchange and thus the
formalism when combined with DFT is :
EhybridXC Æ®EHFX Å (1¡®)EDFTXC (1.3.7)
where ® is the amount of variable exact exchange from HF. The PBE0 functional22,23
within the PBE (Perdew Burke Ernzerhoff)14 formalism uses 25% exact HF exchange (® Æ
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PBE0 excels in the description of the electronic properties of SnO2 and other Sn-based
oxides such as BaSnO3.24–29 PBE0 however, is fairly computationally expensive as it suffers
from the slow decay of the exchange interaction in real space. Screening this exchange allows
for amore efficient calculation ofmaterials properties and is seen in theHSE functionals such
as HSE0630–32:
EHSE06XC Æ®EHF,SRX (!)Å (1¡®)EPBE,SRX ÅEPBE,LRX (!) (1.3.9)
where ® Æ 0.25 and ! Æ 0.20 for HSE06 (Heyd-Scuseria-Ernzerhoff). SR and LR refer to
the ‘short ranged’ and ‘long ranged’ parts of the functional to describe the Coulomb potential





2.1 Periodic Boundary Conditions and Geometry
Optimisations
Calculating the properties ofmacroscopic crystals directly is not a practical method for prob-
ing the properties of a material due to the vast number of electrons contained within. For-
tunately, the crystalline nature of a material can be described by repeating units therefore
periodic boundary conditions can be applied to a system. Using periodic boundary condi-
tions, a unit cell is repeated in all directions taking into account all the lattice vectors, angles
and the space-group symmetry as depicted in Figure 2.1.
Unit cells are geometric arrangements of atoms where the cell parameters and lattice
points can be classified by the fourteen Bravais lattices and hence have large symmetry re-
lationships. The smallest possible repeat unit is known as a primitive cell and contains one
lattice point. It usuallymakes sense computationally to use the primitive cell, however in cer-
tain situationswhere the use of symmetry operations increases the efficiency of a calculation,
a conventional unit cell may be used. Examples of the primitive cell, unit cell and supercell
under periodic conditions are shown in Figure 2.1.
A linear combination of functions combine to form basis sets which are generally used
to create mathematical representations of the wavefunctions in a system. Arguably the most
applicable basis sets employed are plane-waves of the form e ikr as they translate efficiently
into a periodic formalism.41 Bloch’s theorem42 (Ãk Æ u(r )e ikr ) shows that the wavefunction
15
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FIGURE 2.1: A schematic diagram displaying three types of calculated cell, the primitive cell
(blue), the conventional unit cell (red) and a supercell (green) which is subjected to periodic
boundary conditions
of an electron can bemade up of a function consistent with the periodicity of the lattice (u(r ))
and a plane wave part (e ikr ). The plane waves are therefore only dependent on the sampling
of the reciprocal lattice vectors (k-points) and are only dependent on the size of the cell in
question and not on the number of atoms in a system.
An upper bound is applied called the plane-wave energy cutoff due to the kinetic energy
term present. High and rapid fluctuations of the wavefunction in a system can occur with
core electrons near to the nuclei of atoms requiring high energy cutoffs, especially for systems
with light atoms.
Pseudopotentials are typically used to offset these rapid fluctuations of the wavefunc-
tions near the nuclei thus decreasing the plane-wave cutoff energy and computational cost.
Pseudopotentials do a good job of describing the interactions between the valence electrons
and core electrons, as well as the nuclei and core electrons which are replaced by an effective
potential. The pseudized wavefunction is smoothed out to match the shape of the valence
electrons, thus reducing the number of nodes within the core region(Figure 2.2). Most pseu-
dopotentials are derived from all electron calculations and have been shown to possess the
same accuracy as such a calculation with a reduction in the computational cost.43
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rc
ΨpseudoΨall-electron
FIGURE 2.2: A schematic diagram showing a pseudopotential wavefunction (red) as
compared to an all electronwavefunction (blue), rc is the radial cutoff or where the core
electrons meet the valence electrons.
The projector augmented wave method (PAW) by Blöchl44 was developed as an all-
electron approach which is used in the work in this thesis. Within the PAW framework, the
core electron wavefunction is ‘frozen’ (meaning they do not participate in bonding) and the
smooth wavefunction of the valence electrons (treated explicitly) are projected into the core
region.
Geometry optimisation of a structure is best practice in computational materials chem-
istry due to the difference between the experimental low potential energy well and that cal-
culated in theory. Properties of interest such as the electronic structure or defect thermody-
namics will be significantly changed if geometry optimisation is not carried out. In defect
supercells (section 2.3), geometry optimisations are slow due to the removal of symmetry op-
timisation, which, in unit cells of high symmetry reduce the number of degrees of freedom
making the calculation more efficient. Iterative algorithms exist for the efficient optimisa-
tion of structures which use updated steps within a nested loop to reach a minimumwith an
acceptable convergence parameter eg. 0.01 eVÅ¡1 for forces and 1£10¡5eVÅ¡1 for energies.
Force calculations are typically carried out within the Hellmann-Feynman theorem which
calculates the forces on the ions as the classical electrostatic force on the nucleus when the
valence electron wavefunctions are updated.45,46 The benefits of this methodology is that it
only relies on the already calculated wavefunction, however the calculation of the deriva-
tive of the basis set relative to the position of the ion is overlooked. Without a sufficiently
high plane-wave energy cutoff, the force on the ions results in Pulay stress.47 The Pulay stress
arises due to the incomplete convergence of the basis set to the changes in the volume of a
system.
17
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2.2 Electronic Structure Optimisations
2.2.1 Density of States
The electronic density of states (typically denoted ‘DOS’) allows the visualisation and char-
acterisation of the orbital contributions that make up features of the band structure (section
2.2.2). The total DOS is the sum of the band contributions at a particular eigenvalue and is
what would be gleaned from integrating a band structure. The DOS can be decomposed into
the partial DOS (pDOS) based upon either the atom involved or further into specific orbitals.
In order to achieve this, the wavefunctions are projected onto each ion using spherical har-
monics. Figure 2.3 displays the total and partial density of states for ZnO as an illustrative
example. The DOS is aligned to the band structure to show the relationship between the two
diagrams, a highly dispersive (curvature) VBM, for example, will have a low DOS intensity;
thus it can be said that the intensity of the DOS is inversely proportional to the dispersion
seen in the band structure.
Experimental techniques can be compared to a DOS, such as valence-band X-ray pho-
toelectron spectroscopy (VB-XPS) or Hard X-ray Photoelectron spectroscopy (HAXPES). This
can be achieved by weighting the DOS with atomic orbital photoionisation cross sections
formulated by Yeh and Lindau48 or Scofield49, and the application of both Gaussian and
Lorentzian broadenings to match experimental apparatus. This method has been used suc-
cessfully in many studies in order to accurately describe the electronic states that give rise to
the XPS data.50–55
2.2.2 Band Structures
Band structures are another tool for the vital determination of a material’s electronic proper-
ties. These plots depict the change in the eigenvalue of a band relative to k. Ideally a band
structure would be calculated over the entirety of k-space for a material, but due to compu-
tational cost, it is customary to choose a path along the high symmetry points within the first
Brillouin zone. The first Brillouin zone for ZnO is shown in Figure 2.3 alongside the associated
band structure of ZnO.
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FIGURE 2.3: The first Brillouin zone of wurtzite ZnO (P63mc, no. 186) and the associated
band structure (using the high symmetry points in reciprocal space (Red)) and DOS. In the
band structure, the valence bands are depicted in blue (VBM = 0eV) and the conduction
bands are in orange. The DOS is aligned to the band structure to show the relation between
the two diagrams. The high symmetry points are taken from Bradley and Cracknell56 and
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At first glance, the band structure can give information about the nature of the funda-
mental band gap. This can be whether it is indirect or direct as well as the magnitude. As
discussed in Section 3.2.1, it can be important for an idealised n-type TCO to have an extra
gap between the CBM and the next highest band which can easily be obtained from a band
structure. As absolute band energies are not calculated from a typical periodic calculation,
the valence bandmaximum (VBM) is typically set at 0 eV.
2.2.3 Effective Mass
The effective mass (m¤0 ) is the mass of a charge carrier in a solid subject to an external elec-
trostatic potential and is given in terms of the rest mass of an electron (9.109£10¡31 kg). Cal-
culating the effective mass from a band structure is a reliable method of determining the
electron or hole mobility and thus the potential conductivity of a material. Judging from the
curvature of the CBM (or VBM), one can determine whether a material will have a light or
heavy electron (hole) effective mass (m¤0 ). A useful assumption and description of the ef-
fective mass is through the parabolic model, where it is assumed that the band structure is
isotropic at the CBM (VBM) and therefore the electrons (holes) can be treated as a free elec-
19
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Where the energy of an electron at k-point ‘k 0 (E(k)) is inversely proportional to the ef-
fective massm¤0 . Generally this approximation is sound for wide band gap semiconductors,
where the CBM and VBM are generally parabolic in nature, however non-parabolic approxi-
mations exist for systems without this .57 In this thesis, the parabolic model is assumed.
2.2.4 Optical Absorption
In order to calculate the optical absorption of a material and to further compare to exper-
iment, the absorption coefficient (®) can be calculated and thus the optical band gap can
be described. The imaginary part of the dielectric function is obtained using a summation
over the unoccupied bands in amethod by Furthmüller and coworkers.58 The real part of the










Where P is the principal value of the integration, ²r (!), ²i (!) are the real and imaginary
parts of the dielectric constant respectively (with respect to the frequency, ! and !0). The
absorption coefficient,®, can then be determined by:
N Æ nr Å ini Æ (²r (!)Å i²i (!))
²0
(2.2.3)
Where nr and ini are the real and imaginary parts of the refractive index respectively.
²r (!), ²i (!) are the real and imaginary parts of the dielectric constant respectively (with re-
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where ¸0 is the incident wavelength. A strong absorption is deemed to be when ® is at
least » 105. Although this is a powerful method for creating absorption spectra, this only
sums transitions between occupied and unoccupied absorptions thus ignoring intra-band
and indirect transitions. Thismethod also ignores electron-hole correlations requiring higher
levels of theory than standard DFT or hybrid DFT.58,60,61 The dielectric constant calculated
herein is only the high-frequency response, the lattice response contribution to the dielectric
function which is used in the image charge correction (Section 2.3.4 can be calculated using
DFPT, or Density Functional Perturbation Theory.
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2.3 Defect Calculations
2.3.1 The Supercell Method and Defect Thermodynamics
The most accessible and versatile method of calculating defects from first principles within
a periodic code formalism is through the use of supercells. Other methods such as the Mott-
Littleton62,63, QM/MM embedded cluster approach64–67 have been used as well as quantum
MonteCarlo methods.68–70 The ‘supercell’ method is widely used due to its simplicity and
applicability to different materials and applications (dopants, clusters etc.). A supercell is an
expansion of a unit cell (Figure 2.1) ie. 3£3£1 supercell (108 atoms) of the unit cell of anatase
TiO2 is 3 times the a and b directions and 1 of the c direction. This cell is subsequently treated
with periodic boundary conditions where the cell shape, volume and lattice parameters are
kept constant, leaving only atomic positions to be relaxed to a convergence criterion. Due
to computational expense, the supercell is limited to a few hundred atoms, however due to
‘finite’ size effects present issues arise such as the slow decay of the Coulomb potential with
distance71,72 requiring post-processing corrections which are covered in Section 2.3.4.
2.3.2 Enthalpy of Formation for a Neutral Defect
A basic assumption in the thermodynamic calculation of defects, is the negation of entropic
effects due to calculation at the athermal limit. This drastically reduces the computational
expense of the calculations due to the large concentration of defects presentwhen calculating
vibrational entropy terms. The enthalpy of formation for a neutral defect (D) (¢H(D,qÆ0)f , the
charge state q=0) is dependent on both the total energy of the defective supercell (E(D,qÆ0))
relative to the host supercell (E(H)) and the chemical potentials (¹i ) and the elemental refer-
ence energies (Ei where i =each constituent element) in the relationship:
¢H (D,qÆ0)f Æ (E (D,qÆ0)¡EH )Å
X
i
n(Ei Å¹i ) (2.3.1)
Where n is positive or negative dependent on whether the element is added to (-n) or
removed from the system (+n).
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2.3.3 Enthalpy of Formation for a Charged Defect
Due to the number of available electrons, defects can therefore occur in multiple charge
states denoted by ‘q’. The periodic boundary conditionsmeans that an homogeneous jellium
background charge is applied to neutralise the supercell. The defective systemnowpossesses
a charge that no longer matches to the neutral supercell and so a dependence arises on the
chemical potential of the electrons and thus the enthalpy of formation of a charged defect
is73,74:
¢H (D,q)f Æ (E (D,q)¡EH )Å
X
i
n(Ei Å¹i )Åq(E f Å²HVBMÅ¢ºpot) (2.3.2)
The equation is just an extension of equation 2.3.1 where E(D,q) is the total energy of
the defective supercell in charge state q . There is now a dependance on the Fermi energy
(E f ) (with reference to the eigenvalue of the VBM in the host supercell, ²
H
VBM). An alignment
term, ¢ºpot is applied to account for the difference in the bulk and defect supercells’ electro-
static potentials. ¢ºpot is important as the determination of the total energy being a deriva-
tive of the occupied Kohn-Sham eigenvalues.75 Therefore a restoration of the potentials of
the charged defect supercell and the host is necessary (Figure 2.3.4). Potential alignment is
problematic for charged supercells due to the slow decay of the Coulomb Potential of the
defect.73,76,77 At the most simplistic, a potential alignment involves aligning a core level po-
tential far away from the defect to that in the host, i.e. an O 1s core level in In2O3, however
large supercells are required for this method to be accurately applied. Other schemes are
available such as that by Lany and Zunger, whereby the core levels of the supercell are aver-
aged and compared to the host supercell bar thosewithin the immediate vicinity of the defect
in question.73,77 This method is the one used for all calculated defects within this thesis.
23
Chapter 2. Computational Methodology







FIGURE 2.4: A depiction of the three commonly used post-processing corrections associated
with defect formation energies, firstly there is the potential alignment to align the VBM of
the host supercell with that of the defective supercell, secondly there is the image charge
correction to account for the spurious interaction of a charged defect with its periodic
images and lastly the band filling correction to regain the ‘dilute’ limit.
Despite the great practicality of the supercell calculations, in order to increase computational
efficiency and decrease the expense of a single calculation, very large supercells using hy-
brid DFT are unrealistic on today’s computer architecture. Therefore, due to the finite size
of a typical supercell (»70-200 atoms) there are necessary corrections applied a posteriori
to equations 2.3.1 and 2.3.2 in order to obtain accurate formation energies especially when
implementing computationally demanding hybrid functionals (Section 1.3.3).
Image Charge Correction:
Due to the long-ranged nature of the Coulomb interaction71,72, the convergence of the de-
fect energy is very slow and increases asymptotically with q
2
L (where L is the supercell size
length). This has led to arguably themost crucial correction, the image charge correction. The
electrostatic energy of a repeating charged supercell under periodic boundary conditions is
compensated for by a uniform electrostatic background charge or jellium which is therefore
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Where® is theMadelung constant (dependent on the Bravais lattice) and ² is the static di-
electric constant of thematerial. The correction in itsmost simplistic form involves a removal
of the Madelung energy. This method works for an array of point charges with a neutralising
background, i.e. highly ionic systems, but breaks down with any other system.80 Makov and
Payne81 elaborated on this system by introducing a second order term that describes the lo-







whereQ is the ‘second radial moment’ of the localised charge distribution73:
Q Æ
Z
r 2½(r )dr (2.3.5)
Where ½r (r ) (r is the radial part) is the density difference between the host cell (½H (r ))
and the defective cell (½D (r )): thus ½(r ) Æ ½H (r )¡½D (r ). The Makov and Payne correction
on its own however has a tendency to greatly overestimate the formation energy for small
supercells.79 Augmentations to this theory have been formalised by various groups, in par-
ticular the FNV correction by Freysoldt, Neugebauer and Van deWalle79 and subsequently an
anisotropic extension by Kumagai and Oba82 which account for higher order long range im-
age charge interactions. The short-range potentials incur issues however, and the schemes,
whilst simple and canbe generally applied to different cell shapes and sizes becomeproblem-
atic when the defect charge distribution becomes delocalised.73 The image charge correction
used in this work utilises an addition to the formalism described by Lany and Zunger77,83:
ELZcorr Æ [1Å csh(1¡²¡1)]EMadelungcorr (2.3.6)
Where csh is the ‘shape factor’ determined from the shape of the supercell, ² is the static
dielectric constant. This methodology allows for the application of an image-charge correc-
tion to non-cubic cells, and this implemented in a scheme by Hine andMurphy78 the dielec-
tric tensor can be applied. If the supercell is isotropic and ²À 1 equation 2.3.6 becomes:
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The band filling correction corrects for the unphysical filling of the conduction band at de-
generate doping concentrations (of resonant or shallow defects) due to the small size of the
simulated supercell.74,77,84–86 Using the potential alignment ¢V (sec. 2.3.3), all electrons
(and corresponding eigenvalues) above a certain energy are shifted towards a reference en-
ergy taking into consideration the band occupations and k-point weights. Figure 2.4 dis-
plays schematically the correction for an n-type semiconductor. The band filling correc-









(en,k ÅehostVBM)(!k´n,ken,k ¡ehosthost) (2.3.9)
for a shallow acceptor, where en,k corresponds to the eigenvalue at band n and k-point k,
ehostVBM/CBM is the VBM or CBM eigenvalue of the host. !k and ´n,k are the k-point weighting
and occupation at band, n, and k-point, k. For a localised defect state in the band gap the
correction will give a value of 0 eV
2.3.5 Chemical Potential Limits
Equations 2.3.1 and 2.3.2 rely on the chemical potentials ¹x where X refers to the species
added to or taken away from the system. The chemical potentials are also bounded via the
formation enthalpy of the host material and by any competing phases. Any dopant species
are also affected by these bounds and by the formation enthalpies of any dopant secondary
phases. Using TiO2 doped with Nb as an example, the chemical potentials of the host ma-
terial are constrained by the enthalpy of formation of TiO2 (¢H
TiO2
f ) as well as limited by the
formation of a secondary phase, Ti2O3 (¢H
Ti2O3
f ). Equations 2.3.10 and 2.3.11 show the for-
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mation enthalpies of these two compounds as a function of their chemical potentials.
¢HTiO2f Æ¹TiÅ2¹O Æ¡9.14eV (2.3.10)
¢HTi2O3f Æ 2¹TiÅ3¹O Æ¡14.76eV (2.3.11)
Therefore, solving these equations simultaneously results in upper and lower bounds in
the chemical potential limits under Ti-rich/O-poor :
¹Ti Æ¡2.11eV;¹O Æ¡3.51eV (2.3.12)
and for Ti-poor/O-rich :
¹Ti Æ¡9.14eV;¹O Æ 0eV (2.3.13)
Equations 2.3.12 and 2.3.13 show that under the most O-poor conditions, the chemical
potentials are limited via the formation of Ti2O3 and under O-rich conditions by the forma-
tion of O2(g).
The formation of dopant species, in this example Nb, are also limited by the formation
of secondary phases; NbO, NbO2 and Nb2O5. Equations 2.3.14, 2.3.15 and 2.3.16 show the
enthalpies of formation of the limiting dopant phases for Nb-doped TiO2.
¢HNbOf Æ¹NbÅ¹O Æ¡4.10eV (2.3.14)
¢HNbO2f Æ¹NbÅ2¹O Æ¡7.64eV (2.3.15)
¢HNb2O5f Æ 2¹NbÅ5¹O Æ¡18.48eV (2.3.16)
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FIGURE 2.5: The evolution of the formation of secondary phases in terms of O chemical
potential (¹O and Nb chemical potential (¹O). Under Ti-rich/O-poor conditions (¹O =
-3.51 eV) the limiting phase is NbO2 and under Ti-poor/O-rich conditions (¹O = 0 eV) by
Nb2O5. The dashed grey line corresponds to a ¹O =0.97 eV under 900K, 1atm conditions
showing the limiting phase to be Nb2O5.
Figure 2.5 displays the evolution of the formation of each Nb-related phase within the
chemical potential limits of anatase TiO2 (from equation 2.3.12 and 2.3.13). The limit-
ing phase is the one with the lowest chemical potential thus under Ti-rich/O-poor and Ti-
poor/O-rich conditions, ¹Nb will be determined via the formation of NbO2 and Nb2O5 re-




Simulation of Experimental Conditions:
In order to simulate the experimental growth conditions typically used in thin film deposi-
tion, ¹O can be determined by the oxygen partial pressure at a specified temperature and
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Where T, H and S correspond to temperature, enthalpy and entropy respectively. p0 =





= 0 (i.e. the total energy of oxygen in
an isolated molecule).88,89
Using thermochemical tables90 ¹O can be determined for a range of temperatures and
pressures. Ideal scalable depositionmethods such as chemical vapour deposition (CVD) typ-
ically used in industry91, are carried out at atmospheric pressure, p0 = 1atm.
TABLE 2.1: The oxygen chemical potentials at varying temperatures (500K–1200K) at
atmospheric pressure (p0 = 1atm) using equation 2.3.18 and thermochemical data tables.90









For completeness, if one were to calculate the dependency on varying partial pressures at







Where k refers to the Boltzmann constant. Thus for a typical deposition temperature of
900K and a pressure range of 0.001-1000 atm ¹O is now:
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TABLE 2.2: The oxygen chemical potentials at varying oxygen partial pressures
(0.001–1000 atm) at 900K using equation 2.3.19.








From this analysis, at 900K and 1atm, the Nb chemical potential will be limited via the
formation of Nb2O5 with ¹Nb = -6.80 eV as shown in Figure 2.5.
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2.4 Thermodynamic Transition Levels
Transition level diagrams are an ideal choice for displaying the vital thermodynamic prop-
erties of defective systems with their respective charge states. The addition of defects and
dopants into a system usually create levels present in the band gap of a material which can
usually be detected experimentally. There are three levels associated with defects, the ‘sin-
gle particle levels’ (SPLs), thermodynamic transition levels and optical transition levels. SPLs
are the raw Kohn-Sham eigenvalues which describe the position of occupied defect levels
in the band structure of a material. These levels, although instructive to the defect prop-
erties, cannot be related to experiment as the thermodynamic and optical transition lev-
els can. Thermodynamic transition levels are the equilibrium transitions between different
charge states (in the case of DFT: at 0K). The optical transition levels, however are the opti-
cally excited transitions between different charge states with respect to the CBMor VBM. The
relaxation towards an equilibrium configuration between q0 and q can be seen experimen-
tally in techniques such as deep level transient spectroscopy (DLTS) photoluminescence and
temperature-dependent Hall effect measurements.92
²D (q/q
0)Æ ¢H
f (D,q 0)¡¢H f (D,q)
q 0¡q (2.4.1)
Figure 2.6 displays the thermodynamic transition levels for a fictional n-type wide band
gap (Eg = 3.1 eV) material. The slopes of each line indicate the type of defect, donor/n-type
defect (positive slope) or acceptor/p-type defect (negative slope) with the gradient corre-
sponding to the charge state (i.e. gradient of 2 is a 2+ charge state). The Fermi level ranges
from the VBM (0 eV) to the CBM (3.1 eV) and for a defect to be shallow/resonant (i.e. con-
ducting) the transition to the neutral charge state needs to be <0.03 eV from the band min-
ima/maxima (corresponding to kBT at room temperature, i.e. ionisation at room tempera-
ture). Situation 1 describes a chemical potential range that favours the formation of n-type
defects. The donor defect (D) is a low formation energy resonant defect with the 1+/0 transi-
tion level occurring within the conduction band, meaning that the extra electron is donated
readily into the conduction band indicative of high conductivity. An acceptor defect also ex-
ists (A) which has a high formation energy (¢H Af (q Æ 0) = 5 eV) across the range of the band
gap. As the two lines (D and A) do not intersect, the acceptor defect does not compensate
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the donor defect. The acceptor defect is extremely deep with the 0/1- transition level situ-
ated » 2eV above the VBM meaning that thermal excitation will have a prohibitively high
activation energy. A second donor defect exists (D2) which is a negative-U defect93,94 and
transitions directly from the +2 charge state to the neutral charge state. For this defect, the
1+ charge state is unstable and thus disproportionates into the 2+ and 0 charge states. In this
instance the 2+/0 transition level is very deep (» 0.7eV below the CBM) and so is not expected
to contribute to the conductivity of the system.
Situation 2, however, shows a different scenario whereby the acceptor defect is now lower
in energy thus the Fermi level becomes ‘pinned’ in the band gap (» 2.8 eV above the VBM
where D1Å intersects A1¡). This ‘pinning’ occurs when the acceptor defect and donor defects
cross and thus to Fermi energies below this point donor defect ‘D’ is the most likely to form,
and above this point acceptor defects (A) are most prevalent . We also notice that donor de-
fect D has a transition level that occurs below the CBM, however this transition level is within
0.03 eV of the bandminima and thus can readily undergo room-temperature ionisationmak-



















































FIGURE 2.6: Examples of transition level diagrams under two situations. In each example
the Fermi level ranges from the VBM (0 eV) to the CBM, which, in this fictional material is
3.1 eV. The red line corresponds to a donor defect (D), the blue line to an acceptor defect (A)
and the black line to a second donor (D2). In situation 2 the Fermi level is pinned at the
intersection of the two opposing defects.
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2.4.1 Optical Transition Levels
The ability to analyse the optical absorption and emission processes of a defective system is
hugely important in the analysis of defects both in terms of a ‘fingerprint’ and application
specific optical properties. The optical transitions can aid explanations of complex defect
systems such as the well known DX centre (a deep donor defect with large lattice relaxations)
in AlN and GaN95, the visible light excitation mechanism in N doped TiO2 96 or aid the role
of defects in quantum computing.97 Probing the properties of defects using photons occurs
at the femtosecond to picosecond time-scale (10¡15 s - 10¡12 s) offering a “high resolution”
picture of the defect landscape. Experimentally the absorption can be evaluated using the




Where I0 is the initial intensity of the incoming photon beam, I is the detected intensity
having passed through the film, x is the thickness of the film and ® is the absorption coeffi-
cient.
Photoluminescence is perhaps the most sensitive-to-defects method of probing the opti-
cal emission of a film. Photoluminescence spectroscopy (PL) probes the spontaneous emis-
sion of light following an optical excitation of amaterial. Typically themonochromatic wave-
length of light used is slightly greater than the band gap of the material in order to create
electron-hole pairs.100 After photo excitation of an electron from a defect or valence band to
the conductionband, the electronwill recombinewith the associatedhole and emit a photon,
the intensity of which is detected by a spectrometer. The associated absorption can be mea-
sured using photoluminescence excitation (PLE) whichmeasures the intensity of the emission
at varying wavelengths from the absorption edge of the material to the expected absorption
of a particular emission peak.101
Calculation of Optical Transition Levels:
It is possible to evaluate the optical transition levels ²opt (q/q 0) for a given defect in a system.
In optical absorption it is assumed that for a defect in charge state q , an electron is excited
from the defect to the CBM (or from the VBM to the defect) forming charge state q 0. As op-
tical excitations happen on the femto to picosecond time-scale,101 it is assumed that optical
33
Chapter 2. Computational Methodology
excitation is more or less instant (as per the Franck-Condon principle102,103) and that lattice
relaxation is much slower in comparison. In order to calculate ²opt (q/q 0), the same method
detailed in Section 2.3.3 can be applied except that Dq
0
is locked into the equilibrium geom-
etry of Dq . Equations 2.4.3(a),(b),(c) and (d) detail the excitation (and subsequent capture)
of an electron from a defect (D(q)) to the conduction band as an example. R(q) and R(q 0)
refer to the equilibrium geometries of Dq and Dq
0
respectively, i.e. D(q)[R(q 0)] is a defect in
charge state q but in the relaxed equilibrium geometry of charge state q 0. Once optical excita-
tion (Eabs - equation 2.4.3(a)) has occurred, the defect relaxes into its equilibrium geometry,
D(q 0)[R(q 0)] (equation 2.4.3(b)), of which the relaxation energy (E1rel ) is usually released as
phonons into the system. In equation 2.4.3(c), the excited charge state (D(q 0)[R(q 0)]) can then
accept an electron from the CBM emitting a photon (Eem) (radiative emission) or phonons
(non-radiative emission). D(q)[R(q 0)] can then relax back into its equilibrium ground state
configuration (D(q)[R(q)]) with a relaxation energy (E1rel ) typically released as phonons.
D(q)[R(q)]
Eabs¡¡¡!D(q 0)[R(q)] (Åe¡CBM ) (2.4.3a)
D(q 0)[R(q)]
E1rel¡¡!D(q 0)[R(q 0)] (Åphonons) (2.4.3b)




The distance between the thermal equilibrium geometries (minima) results in the zero-
phonon line which roughly translates to the thermodynamic transition level relative to the
CBM (or VBM for electron capture).97,104 In certain circumstances, the optically excited elec-
tron can be captured by a positively charged defect such as a donor resulting in donor-
acceptor pairs the strength of which is dependent on the distance between the two defects.101
Electron capture from the VBM works in much the same way as electron excitation to the
CBM.
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Configurational Coordinate Diagrams:
Typically the optical transitions are displayed using configurational coordinate diagrams, ex-
amples of which are shown in Figure 2.7. Typically these diagrams show energy versus a gen-
eralised coordinate (Q) which is a physical difference (displacement etc.) between the differ-
ent charge states. Each charge state has its own parabola, the minima of which corresponds
to the equilibrium geometry (D(q)[R(q)] orD(q 0)[R(q 0)]). Due to the Franck-Condon princi-
ple, the absorption or emission processes are vertical transitions. In Figure 2.7, two situations
are given: situation 1 details the excitation of an electron (with a photon of energy Eabs) from
an acceptor defect, A in charge state q Æ 1¡, to the CBM. A0 (charge state q Æ 0) then relaxes
into its equilibrium geometry (E1rel ) then subsequently emits a photon (Eem) forming A
1¡ (in
the equilibrium geometry of A0. A1¡ then relaxes into its equilibrium geometry (E2rel ) emit-
ting phonons. Situation 2 shows the capture of an electron by a donor defect (D in charge
state q Æ 1Å) from the VBM. After a relaxation (E1rel ) to the equilibrium geometry of D in
charge state q Æ 0 (D0), the defect then undergoes a non-radiative emission, usually through
the release of phonons, relaxing into the equilibrium geometry of D1Å via a relaxation energy:
E2rel .
2.5 VASP – The Vienna Ab-Initio Simulation Package
All calculations used in this thesis were carried out using the Vienna ab-initio Simulation
Package, VASP.105–108 The code is a plane-wave, periodic boundary conditions code imple-
menting a wide range of computational physics and chemistry applications. DFT, DFT+U,
hybrid functionals and PAW pseudopotentials which add to its flexibility. The code also al-
lows the calculation of band structures, density of states, optical properties and the simula-
tion of large systems such as supercells with efficient parallelisation over k-points or bands.
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Situation 1 Situation 2
FIGURE 2.7: Configurational coordinate diagrams for two different situations showing the
optical transition levels . Situation 1 shows the excitement of an electron from an acceptor
defect (A) to the conduction band, whilst situation 2 shows the capture of an electron by a
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Introduction to n-type Transparent
Conductors
3.1 Transparent Conducting Oxides
Transparent Conductors (TCs) are a class of semiconductor that are transparent to the high-
est wavelength of visible light (wavelengths > 3.1 eV) whilst possessing degenerate conductiv-
ities. Thesematerials allow for a vast array of applications benefitingmodern optoelectronics
such as LCD/LED displays for consumer electronics, photovoltaics, self-cleaning windows,
gas sensors to name a few. TCs combine two generally mutually exclusive properties; optical
transparency usually indicates insulating behaviour i.e. glass (SiO2) with high resistivities of
the order of 1010­ cm. The other property is degenerate conductivity, such as those seen in
metals which are known to have low resistivities (» 10¡7­ cm) and exhibit opaqueness.109,110
Thefirst documented report of a transparent conducting oxide (TCO)was byKarl Bädeker
in 1907 with thin films of cadmium oxide (CdO), which were found to possess conductivities
of » 103Scm¡1.111 Although research is still carried out on CdO,112 the high toxicity of Cd
means it is unsuitable for industrial production. Other binary TCOs are now known to exist
in particular: In2O3, SnO2 and ZnO which have all possess highly desirable properties that
make them typically referred to as the ‘industry standard’ TCOs.113–118 TCOs are not limited
to binary metal oxides, more recently, BaSnO3 was identified as a high conductivity trans-
parent conductor, which, when doped with La is capable of producing resistivities as low as
5.9£10¡4­cm and high mobilities of 320 cm2 V¡1 s¡1.26,119,120
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The performance of these materials are measured in terms of their conductivities (¾),
resistivities (½), carrier mobilities (¹), carrier concentrations (n) and optical transparencies.
In2O3. For example, when doped with Sn (ITO) or Mo (IMO), In2O3 possesses excellent elec-
tronic and optical properties such as: resistivities of » 10¡5­cm, carrier concentrations of
1021 cm¡3 and optical transparencies > 80%.113–118,121,122 Due to the scarce nature of indium
in the earth’s crust coupled with its high demand in consumer electronics, concerns have
been made about the use of ITO as a viable TCOmaterial for future applications.123 A recent
European report highlighted the supply risk due to » 75% of the Indium originating from
China and the fact that it is obtained as a by-product from zinc production, adding concern
to price fluctuations and a dependence on imports of indium.123 A research drive has been
led into other more ‘earth abundant’ materials SnO2 where Sn is 15 times more abundant




























FIGURE 3.1: A graph showing the cost versus abundance of In and Sn. Data is taken from
the LondonMetal Exchange.124
3.1.1 Selected Applications
Electronic Displays and Capacitive Touch Screens:
One of the major transparent conductor applications is in portable electronics. The use of
transparent conductors as transparent electrodes is the highest valuemarket worth 115.3 bil-
lion USD in 2017 and is expected to rise to 177.3 billion by 2027.125 Ever since the advent
of the flat-screen display in the mid-1980s, devices which utilise TCOs have become ubiqui-
tous in everyday life. Figure 3.2 shows a schematic diagram for a liquid crystal display (LCD)
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where two TCO electrode layers sandwich the liquid crystal section of the display architec-
ture allowing light to pass through. Other display technologies exist such as light emitting
diode (LED) or organic light emitting diode (OLED) displays, however, the use of TCOs re-
mains constant as either an electrode or as a vital part of the user input of devices such as
tablets or smart-phones. Figure 3.2 also shows a simplified schematic for a capacitive touch
panel allowing for direct touch input of a display. Themain feature of this system is the use of
two TCO layers etched into lines aligned perpendicularly to each other forming a grid (TCO x
axis and TCO y axis). These TCO layers are separated by a separator or dielectric material and
can be protected by a glass layer. The device works by detecting the change in capacitance at
certain points on the TCO grid and allows for multi-finger input. ITO or Sn-doped In2O3 is
the material of choice for this application due to the high conductivities, transparency, mo-
bilities and its facile etchability.114 An alternative to Sn-doped In2O3 would need to retain or
surpass the optical transparency, conductivities andmobilities of ITO. Such amaterial would
also need to be highly etchable such as ZnO.114 The amorphous quaternary indium gallium
zinc oxide (IGZO) has begun to be seen in new displays within the electronic market.126,127
Photovoltaics:
A typical solar cell (photovoltaic) consists of an n-type TCO layer coated on glass which is
usually Sn-doped In2O3 or F-doped SnO2 115,128,129 allowing light to pass through, a solar ab-
sorber material with a band gap of 1–1.6 eV usually consisting of a p-n junction of crystalline
silicon doped with B (p) or P (n) and finally a metal anode contact. Due to the poor ab-
sorption coefficients resulting from the indirect band gap of silicon130,131 new technologies
are being sought that increase the efficiencies of the photovoltaic cell. The most recent de-
velopments in photovoltaic materials is in the hybrid halide perovskites such as the solution-
processable Ch3NH4PbI3 orMAPIwhich has gained efficiencies of 22.1%.132 The cheapman-
ufacturing and materials cost of the new hybrid halide perovskites requires a similar cheap
and facile route to producing the TCO layer and hence is still a major drive of research.
Low Emittance Glass:
The last and arguably themostwidely used application is in low-emittance or ‘low-E’ glass.115
This technology is widely used in commercial window glass and oven doors allowing heat
to be retained whilst retaining optical transparency (Figure 3.2). This works inversely when
keeping a room cool by keeping heat out, and absorbing UV light. The use of low-E glass is
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also required by current US and European legislation on all new buildings.115 Passing a cur-
rent through the TCO layer avoids the condensation of water in the air on a fridge/freezer
door. This application was first used in WWII for defrosting the windows of high-altitude
bombers.114 Typically F-doped SnO2 is used as it can easily be applied in the float glass pro-
cess133 and can reduce the heat process by around 75%making it highly desirable for all-glass
designed buildings.91
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FIGURE 3.2: The common applications of TCOs in the consumer market. These include
liquid crystal displays (LCD), capacitive touch screens as used in many portable electronics,
solar cells and low-emissivity (‘low-E’) glass.
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3.2 Fundamentals of TCOs
3.2.1 Electronic Structure
Fundamental and Optical Band Gap:
One of the most important parameters in a TC is the magnitude of the optical band gap,
Eoptg . The optical band gap is required to have an energy larger than the highest wavelength
of visible light (3.1 eV) in order to avoid solar absorption and thus haze or colouring; small
amounts of haze have been seen to be preferable in photovoltaic devices however.134–136
The optical band gap of a material is different from the fundamental band gap (Figure
3.3(a)) which is classed as the smallest distance between the valence band maximum (VBM)
and the conduction band minimum (CBM) . The fundamental band gap can be either di-
rect or indirect describing the positions of the band minima and maxima in relation to each
other in reciprocal space (or k-space). An indirect band gap requires additional energy such
as a phonon for the promotion of an electron to the conduction band and has been seen to
limit the absorption in materials such as Si in photovoltaics.131 Due to the wide band gap of
transparent conductors however, the nature of the band gap, whether direct or indirect is not
a major consideration for transparent conductors as photoexcitation of an electron is not as
necessary as it is in photovoltaics or photocatalysis.131,137 Correct band alignment of theCBM
and VBM of both the TC and photovoltaic material, however, generally prefers a direct fun-
damental band gap especially if the difference between the direct and indirect gaps is large.
Two notable examples occur in the literature where the fundamental band gap is smaller
than the optical band gap; In2O3 and CdO. The former, In2O3, has an optical band gap of
»3.5-3.73 eV (undoped),138–140 yet it was shown byWalsh et al. together with a range of X-ray
spectroscopies that the fundamental band gap is a forbidden transition.138 The fundamental
band gap (VBM!CBM) was determined to be » 2.9 eV with the optical dipole-allowed tran-
sition occurring from around 0.8 eV below the VBM.138 A schematic of this is shown in Figure
3.3(b). The dipole-allowed optical transition can also occur just off the VBM to a conduction
band directly above which can be seen in Nb2O5 polymorphs.141
44











FIGURE 3.3: Two schematics displaying the possible optical band gap. (a) shows a dipole
allowed transition (Edag ) between the VBM and CBM corresponding to the fundamental band
gap . (b) shows the situation where the direct fundamental band gap is symmetry forbidden
(Edfg ) transitions therefore occur from either below the CBM or from a symmetry point close
to the VBM.
Moss-Burstein Shift:
CdO possesses a narrow indirect band gap of »0.84-0.90 eV and a direct allowed band gap
of »2.16–2.20 eV.142–144 These has been verified through HSE06 DFT calculations.109 When
donor-doped, however, CdO possesses a band gap between 3.44–3.61 eV145–148 due to a
‘Moss-Burstein shift’.149,150 A schematic diagram for this is shown in Figure 3.4 showing the
dependence on the optical band gap due to a filling of the conduction band by free carriers.
















Where mVBM and mCBM are the effective masses at the valence band maximum (VBM)
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and the conduction bandminimum (CBM) respectively. The optical band gap is thus:
Eoptg Æ E fundg ÅEMB (3.2.3)
It was calculated by Burbano et al. that the maximum carrier concentration for CdO was
around 4.34¡ 5.25£ 1020 cm¡3 matching experimental values of » 5.25£ 1020 cm¡3.109,145
Similarly it has been shown through theory by Walsh et al. that PbO2, whilst possessing an
indirect band gap of 0.23 eV can be made transparent through high carrier concentrations of












FIGURE 3.4: An illustration of the Moss-Burstein shift (EMBg whereby the filling of the
conduction band with free carriers facilitates a larger optical band gap (Eoptg ) than the
fundamental one (Eg). Ef is the Fermi level.
Limitations on the Optical Band Gap Due to Free Carriers:
Due to the filling of the conduction band when donor doping, it is important that there is a
large enough secondary gap (from the CBM to the CBM+1) to avoid intra-band absorptions
and thus maintain a high optical transparency (Figure 3.4). The ‘industry standard’ TCOma-
terials, In2O3, SnO2 and ZnO and BaSnO3 all have large secondary gaps (»4 eV)152 and can be
seen in Figure 3.5. In a recent study by Hautier et al. it was deemed that, whilst beneficial, the
absence of a second gap does not cause a significant loss in visible light transmission than
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the optical band gap.152
The absorption and reflection of free carriers in the conduction band also places a limit
on the carrier concentration before visible light excitation occurs. Most TCOs absorb or re-






where n and e is the density of free carriers and charge on an electron respectively,mCBM
is the effective mass at the CBM (for electrons). ²0 is the permittivity of free space and ²1
is the high frequency dielectric permittivity of the material. !p is thus directly proportional
to the carrier concentration n; thus at carrier concentrations towards 1022 cm¡3, a TCO will
incur significant visible light absorption.116,153,154
Band Structure:
Other features typical of a high performance TCO can be gleaned from their band structures.
Figure 3.5 displays the calculated band structures of the four main TCOs: In2O3, SnO2, ZnO
and BaSnO3 as examples (calculation details can be found in Appendix A.1). Aside from the
wide optical band gap and second gap (CBM – CBM+1)required for optical transparency, a
transparent conductor requires a high conductivity thus highlymobile charge carriers. Equa-
tion 3.2.5 shows the dependence on the conductivity (¾) on the mobility (¹) the elementary
charge on an electron (e) and the carrier concentration (n).
¾Æ¹en ; ½ Æ 1
¾
(3.2.5)
The resistivity (½) of amaterial is a typically used as a benchmark within transparent con-
ductors which can be determined from the inverse of the conductivity (¾) (Equation 3.2.5).
The mobility of a material depends on the carrier effective mass, m¤ (see Chapter 2.2.3)
which can be determined directly from the band structure. For a TCO to be successfully n-
type, it must possess low effective masses at the conduction band minimum (» 0.3me). Fig-
ure 3.5 also displays the electron effective masses at the CBM in each direction by the green
arrows, and themean electron and hole effective masses are given in Table 3.1. These TCOs
all possess large secondary gaps (CBM – CBM+1) of around 4.6 eV, 5.2 eV, 4.9 eV and 4.1 eV
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for In2O3, SnO2, ZnO and BaSnO3 respectively meaning that optical transparency is retained
with high doping levels.
In Table 3.1, it is clear that the valence band hole effective masses are several orders of
magnitude larger than the effective masses of electrons at the CBM. This can be explained by
the bonding and states that comprise the VBM and the CBM.
TABLE 3.1: The averaged calculated effective masses of electrons and holes at the CBM and
VBM respectively for In2O3, SnO2, ZnO and BaSnO3.
In2O3 SnO2 ZnO BaSnO3
mCBM0 (me) 0.22 0.30 0.33 0.20
mVBM0 (me) 14.70 4.82 2.96 4.00
Figure 3.6 show schematic molecular orbital diagrams for each TCO based upon theMO6
(MO4 in the case of ZnO) octahedra (tetrahedra) thanmake up the three-dimensional crystal
lattice. In most cases, the VBM is made up of highly localised non-bonding O 2p states that
appear very low in energy giving rise to the high hole effective masses at the VBM, and also
limits the ability of n-type TCOs in forming high mobility p-type TCOs.25,116,155 The metal d
states typically lie very deep in energy, however in TCOs such as ZnO and CdO, the Zn and
Cd d orbitals are shallower resulting in a slightly raised VBM and dispersion due to a p–d
repulsion.156 For In2O3, SnO2, ZnO, and BaSnO3 the CBM ismade up ofmetal s statesmixing
with O 2p states giving rise to highly disperse band minima resulting in the low effective
masses seen in Table 3.1 and the high conductivities seen in experiment.120,157 In BaSnO3,
the Ba states do not contribute to the CBM, and result in a non-bonding Ba 5d band above
the CBM.26
The resulting electronic structures of the n-type TCOsmean that they have very high ion-
isation potentials and high electron affinities and as such create a defect and doping asym-
metry and thus cannot be made p-type.25
3.2.2 Conductivity in TCOs
As the band gap in transparent conductors is too wide for visible light absorption, conduc-
tivity is therefore dominated by the formation of point defects, or through doping. A fully
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FIGURE 3.5: The calculated band structures of the ‘industry standard’ TCOs: In2O3, SnO2,
ZnO and BaSnO3 (details of the calculations can be found in Appendix A.1). In each case the
VBM is set at 0 eV and the valence and conduction bands are depicted in blue and orange
respectively. Parabolic effective masses are provided in green for each direction in the
Brillouin zone.
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FIGURE 3.6: Simplified molecular orbital diagrams for In2O3, SnO2, ZnO and BaSnO3
showing the mostly non-bonding nature of the VBM and the predominantly Metal s states
hybridised with O 2p states at the CBM giving rise to the high dispersion and low effective
masses.
stoichiometric or ‘pure’ TCO is therefore highly insulating, however in reality the TCOs in-
volve a major degree of non-stoichiometry. Defects can be classified firstly as n or p type de-
fects and secondly as intrinsic or extrinsic. Intrinsic or ‘native’ defects arise from the inherent
non-stoichiometry of a material, and in this case involve vacancies, interstitials or clusters of
defects such as Schottky (anion and cation vacancies) or Frenkel pairs (vacancy and an inter-
stitial). Extrinsic defects arise from doping with aliovalent cations or anions. Such examples
of highly successful n-type doped materials are: F-doped SnO2 158, Sn-doped In2O3 159, Al-
doped ZnO160 and La-doped BaSnO3.27
In order for a large concentration of a defect to be formed, it must possess a low forma-
tion energy, and the enhancement to the conductivity is based upon the ability of the defect
to ionise within or close to the appropriate band edges (the VBM for p-type defects and the
CBM for n-type defects). Figure 3.7 shows a schematic for the positions of defect states rela-
tive to the band edges. A deep defect is highly unfavourable andmeans that the defect will not
be thermally ionised within the lattice of the material. This occurs when the transition level
is >0.03 eV of the CBM(VBM) for n(p)-type defects which corresponds to» kBT at room tem-
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perature. If a defect is deep it can be polaronic in nature (where the charge carrier is bound
to lattice relaxations) and as such will follow a hopping mechanism with an activation which




where Ea is the activation energy, kB is Boltzmann’s constant and T is the temperature.
Conversely, a shallow defect is onewhere the transition level occurswithin 0.03 eVof the band
edges and thus undergoes room-temperature ionisation. The ideal doping situation is where
the defect is resonant within the conduction band (donors) or the valence band (acceptors)





FIGURE 3.7: A schematic diagram displaying the relative positions of the different defect
states. A deep defect will occur >»0.03 eV in the band gap and will be difficult to thermally
ionise. A shallow defect occurs within room temperature ionisation (»0.03 eV) of the CBM
(if donor) and a resonant defect occurs within the conduction band so will need no
activation energy.
In TCOs the sources of the intrinsic conductivity was thought to exist due to oxygen va-
cancies (VO) based upon indirect experimental variations of conductivity oxygen partial pres-
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sure.29,161–165 With the increasing advancement of DFT, it has been found, however, that in
In2O3, SnO2 andZnO that oxygen vacancies aredeepdefects and are thus not likely to account
for the high conductivities present in these wide band gap semiconductors.25,29,161,166,167
Likewise, cation interstitials have been found to be high in formation energy25,29,168–170, how-
ever relatively high carrier concentrations and resistivities of the order of »10¡3­ cm exist
when undoped.117,171,172 As to the reason behind this, it is that fortuitous hydrogen defects,
present from fabrication and annealing processes.25,166,173,174 Density functional theory cal-
culations have proven substitutional (oxygen site) and interstitial hydrogen defects to pos-
sess low formation energies and indeed resonant within the conduction band for In2O3 175,
SnO2 25 and ZnO166,173,174; although hard to detect due to its small size, the presence of hy-
drogen in In2O3 and SnO2 has since been proven using muon spectroscopy.176
In these wide band gap semiconductors there exists a insulator-metal transition with in-
creasing carrier concentration. The critical point for this transition is defined by the Mott






0 È 0.26 (3.2.7)





where ² is the dielectric constant of the material, m¤e is the electron effective mass, ß is
the reduced Planck’s constant, and e is the elementary charge of an electron. The value of
0.26 is calculated from the screened Coulomb potential and is the value at which point the
valence electrons are no longer bound by the nuclei. Therefore taking SnO2 as an example
(²=9.86 (ref=178),m¤e =0.3me), a¤0=1.74nm and thus nc=3.34£1018 cm¡3. When donor doped
(as with fluorine or antimony), however, carrier concentrations of»1020 are typically achiev-
able.115 High carrier concentrations are important for high conductivities in TCOs as shown
in equation 3.2.5.
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3.3 Doping in SnO2
SnO2 crystallises in the rutile (P42/nmn) structure and possesses both high optical trans-
parency and conductivities when donor doped as well as desirable qualities such as earth
abundance, high chemical and thermal stability aswell as high infra-red reflectivity.153,179–181
These properties combine to make SnO2 highly attractive for use in optoelectronic applica-
tions such as low-emissivity windows, solar cells and electronic displays.115,133,182–188 Com-
pared to indium, Sn is both cheaper and more abundant making the possibility of low cost
efficient electronics (Figure 3.1). In order to competewith Sn-doped In2O3, doped SnO2 must
be capable of producing figures ofmerit as low as» 10¡5­cm, carrier concentrations exceed-
ing 1021 cm¡3 and high visible light transparency (>90%).189–192
When undoped, non-stoichiometric SnO2 has resistivities of » 10¡2 ¡ 10¡3­cm172,
whereas when donor doped, resistivities of » 10¡4­cm115,193–198 are achievable. Successful
n-type doping via a substitution at either the six-coordinate Sn site or the three-coordinate O
site by an element with a higher oxidation state (5+ for Sn site and 1- for O site) should allow
for an increase in mobilities and conductivities.
Thin films doped with with fluorine or antimony display resistivities of » 10¡4­cm and
mobilities of 10-25 cm2 V¡1 s¡1 188,199–207 and can bemade by a variety of experimental depo-
sition processes such as: pulsed laser deposition208–210,spray pyrolysis211–214, sol-gel215–219
and commercially via chemical vapour deposition (CVD) techniques.188,201–203,220 However,
despite their versatility, these dopants are inherently self-limiting.
The high levels of conductivity in both FTO (fluorine doped tin oxide) and ATO (anti-
mony doped tin oxide) is due to the dominant n-type defect being substitutional F or Sb
(FO 221 and SbSn 38,222). By increasing the dopant concentration it is expected that there will
be a linear increase in the conductivity due to the excess electrons in the system, however,
towards higher doping levels the conductivity is reported to decrease.180,195,203,214,221,223 It is
debated in the scientific literature that that interstitial fluorine (Fi) is the reasoning behind
this, thereby making F a self-limiting dopant.221,224–227
Sb doped SnO2 undergoes a similar self compensation mechanism arising from the ob-
served multivalency of Sb (Sb3Å and Sb5Å). From both Mössbauer spectroscopy228–230 and
XPS studies,231,232 both 3+ and 5+ oxidation states are observed. The lower resistivities seen
(» 6£10¡4­cmeg .[204]) are only possible when the majority of Sb dopant is in the 5+ oxida-
tion state. It is thought that upon increased incorporation, Sb3Å segregates to the surface act-
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ing as an acceptor, whilst themajority of Sb5Å remains in the bulk acting as a donor.228,229,233
DFT studies have explored the multivalency of ATO showing that »0.4-0.9eV above the CBM
Sb1¡Sn forms (indicative of Sb
3Å), effectively trapping charge.222 Additionally, extended X-ray
absorption fine structure (EXAFS) has suggested the clustering of Sb3Å and an oxygen va-
cancy leading to a similar trapping of electrons.234,235
An intuitiveway of choosing newdopants is to assess other elements of both group 15 and
17 in the periodic table. These have been studied, but not extensively and involve P, Bi and
As38,222 and the remaining halides; Cl, Br and I.195,236–239 A successful replacement requires
a similar ionic radii to Sn or O for a low formation energy, be a resonant donor and not suffer
from oxidation state ambiguity or self compensation via competing interstitial defects. De-
spite unintentional Cl doping in thin films of SnO2 through the use of SnCl2 or SnCl4 precur-
sors, intentionally Cl-doped SnO2 suffers higher resistivities to FTO, similarly with Br.195,238
This is to be expected due to the size difference between the halides and oxygen (the ionic
radii of Cl, Br and I are 33% 44% and 62% larger than O respectively)240 and can be seen in
the longer growth rates required.236 Other group 15 dopants than Sb have been explored n-
type donors in SnO2. P has been explored as such a dopant236,241 however, the resistivities
are of the order 7£10¡3­ cm. P is known to be amphoteric thus it is possible under certain
conditions for P to act as an acceptor.
Nb is a 5+ dopant that proves to be a highly conductive dopant in transparent anatase
TiO2 thin films.33 In SnO2, however, Nb doping gives rise to high resistivities (» 10¡2 ¡
10¡3­ cm) and low carrier concentrations (» 1019 cm¡3) despite the array of different de-
position techniques used.242–254
Recently, Ta doped SnO2 have gained an interest as thin films have shown resistivi-
ties as low as 1.1 £ 10¡4­ cm (comparable to In2O3) and much higher electron mobili-
ties 50-84 cm2 V¡1 s¡1.194,255 Highly conductive thin films of SnO2:Ta has been made via
MOCVD193,256,257 (metal-organic chemical vapour deposition) and PLD194,255,258 (pulsed
laser deposition), spray-coatings259, magnetron sputtering260,261 and sputtering tech-
niques.262,263 A recent screening on dopants in SnO2 has shown that both Nb and Ta are
resonant donors, donating a valence electron into the conduction band,264 however as to the
reasoning behind the vastly different electronic properties seen in experiment between the
two dopants (both with ionic radii of 0.69Å240) has yet to be elucidated.
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4.1 Bulk Electronic Properties and Intrinsic Defects
4.1.1 Structural and Electronic Properties
Rutile SnO2 crystallises in the P42/mnm crystal structure (Figure 4.1) and consists of an array
of edge sharing SnO6 octahedra where the oxygen atoms have a trigonal planar coordination
(to three Sn atoms). Table 4.1 displays the structural properties and fundamental band gap
of SnO2 as calculated in this work and elsewhere using the PBE0 hybrid functional23,265 and
compared to experiment. Full calculation details are found in Appendix A.1.
TABLE 4.1: The calculated lattice parameters, bond lengths and direct fundamental band
gap (Edirg ) of rutile SnO2 as calculated using the PBE0 functional
23,265 and compared to
previous theory24,25,264,266 and experiment.267–270
a=b (Å) c (Å) Sn-O (Å) Edirg
This Work 4.74 3.19 2.05, 2.06 3.64
PBE0 (prev.) 4.74–4.7625,264 3.1925,264,266 . . . . . . . . . 3.6025,264, 3.59, 3.6724,266
Experiment 4.74267,268 3.19267,268 2.05,2.06267,268 3.60,3.68269,270
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FIGURE 4.1: The conventional cell of SnO2 as viewed along (010). Sn and O are portrayed as
the red and black spheres respectively.
Figures 4.2(a) and (b) show the calculated total and partial electronic density of states
(DOS) and the band structure of rutile SnO2 respectively. In Figure 4.2(a), the VBM ismade up
primarily of O 2p states mixed with some Sn 4d states as is typical of the non bonding nature
of most binary TCOs (see Chapter 3.2.1). The CBM (inset), however, is formed primarily of
Sn 5s states mixing with O s and p states. These results are in keeping with other hybrid DOS
calculations in the literature.25,271
The band structure of SnO2 in Figure 4.2(b) displays the flat bands of the valence band
echoing the localised nature of the O 2p states that dominate the VBM with effective masses
of 5.16, 4.13 and 5.16me from ¡–X, ¡–M and ¡–Z respectively. The fundamental band gap of
SnO2 is a direct transition at ¡ with a magnitude of 3.64 eV matching well to previous hybrid
calculations and experimental values (Table 4.1.24,266,269,270 A further gap of around 5.22 eV is
present between the CBM and the next highest band at ¡ (CBM+1) allowing for the retention
of optical transparency when heavily donor doped.152 The effective masses at the CBM, are
0.32, 0.26 and 0.32me for the ¡¡ X , ¡¡M and ¡¡ Z directions respectively. This results in
a mean electron effective mass of 0.3me which matches experimental determinations of the
effective mass of SnO2 (»0.30–0.33me ).272–274
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FIGURE 4.2: The bulk density of states of SnO2 and the band structure. In each panel the
VBM is set at 0 eV and in the DOS, a zoomed in section of the CBM is shown inset. In the
band structure, the valence bands are depicted in blue and the conduction bands in orange.
4.1.2 Intrinsic Defects
The dominant intrinsic defects in SnO2 (as determined from previous theory25) were calcu-
lated using a 2£ 2£ 2 supercell expansion of the SnO2 conventional cell. Within the SnO2
lattice, the dominant acceptor and donor defects were found to be VSn and VO respectively
and are shown with their corresponding transition levels in Figure 4.3.
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FIGURE 4.3: The thermodynamic transition levels for the dominant intrinsic defects, VSn
and VO under Sn-rich/O-poor and Sn-poor/O-rich conditions. In each panel, the Fermi
level ranges from the VBM (0 eV) to around 3.4 eV above the CBM (at 3.6 eV). The
conduction band is portrayed by the graded orange area.
VO:
VO acts as a deep donor under both growth conditions. When in the neutral charge state,
VO incurs formation energies of 1.89 eV and 4.53 eV under Sn-rich/O-poor and Sn-poor/O-
rich conditions respectively. VO is a ‘negative-U’ defect (see Section 2.4) transitioning from
the +2 charge state to the 0 (neutral) charge state around 0.76 eV below the CBM. As such,
VO is not expected to contribute largely to the conductivity in nominally undoped SnO2 and
is consistent with previous hybrid theory calculations28,29,161,275 and experimental observa-
tions.164,176 The negative-U behaviour ofVO is observed in other wide band gapmetal oxides
such as ZnO29,276–278 and BaSnO3.26 The partial electron charge density for VO in the neu-
tral charge state is shown in Figure 4.4(a). Here, the electron density is shown to be highly
localised at the vacancy centre as expected from the deep nature of the defect.
VSn:
VSn acts as an ultra deep p-type defect which can trap four electrons. The neutral charge state
of VSn possesses a high formation energy of 13.64 eV and 8.37 eV under Sn-rich/O-poor and
Sn-poor/O-rich conditions respectively. Figure 4.4(b) shows the partial charge hole density
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of the neutral charge state of VSn depicting the localisation of four holes in surrounding O
2p orbitals. A similar localisation can be seen hybrid calculations on VZn in ZnO.277,279 The
0/1-, 1-/2-, 2-/3-, 3-/4- transition levels occur in the band gap of SnO2 at Fermi energies of
1.75 eV, 1.93 eV, 2.45 eV and 2.81 eV above the VBM respectively. The ultra deep nature and
high formation energies present mean that VSn does not contribute to any intrinsic p-type
conductivity in SnO2. These results are consistent with previous theory.28,29,161,275 V 4¡Sn com-
pensates VO around 1.57 eV above the CBM under Sn-rich/O-poor conditions and around
0.40 eV below the CBM under Sn-poor/O-rich conditions.
(a) (b)
FIGURE 4.4: The partial charge densities for (a) VO and (b) VSn as viewed along (010). The
SnO2 lattice is depicted with a wire-framemodel with Sn=grey and O=black whilst the
electron and hole partial charge densities are shown in orange and blue respectively. The
hole density is plotted from 0-0.02 eVÅ¡3 whilst the electron density is plotted from
0-0.005 eVÅ¡3.
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4.2 Self-Compensation in F-Doped SnO2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimental Fabrication of F-doped SnO2 thin films were obtained by NSG Group.91 The
subsequent analysis was carried out by Mr Jack E. N. Swallow in the Group of Prof. Timothy D.
Veal at the University of Liverpool. The experimental work has been reproduced with their
permission. Details of the experimental and theoretical methodologies are included in
Appendix A.2.
This work has been accepted and published in Advanced Functional Materials. Figures from
this paper have been adapted for use in this section.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Fluorine is arguably the most widely used n-type dopant in SnO2 due to its high conduc-
tivity large range of deposition methods ; in particular, facile and scalable methods such as
chemical vapour deposition.188,199–203 as used in industry. Fluorine-doped SnO2 (FTO) is a
material which consists of a heavy incorporation of F into SnO2 whilst retaining the rutile
SnO2 structure. Despite the resulting low resistivity values of < 4£10¡4­cm188,199–203, above
a certain doping concentration, the resistivity increases. This has been postulated through
DFT and X-ray diffraction studies to be due to the formation of interstitial fluorine.221,224–227
This section will focus on the thermodynamic basis behind the degradation mechanism in
F-doped SnO2.
4.2.1 Understanding the Role of Fluorine Species in SnO2
The calculation of the defect formation energies of a plausible range of fluorine related
species were considered alongside the dominant intrinsic defects within the SnO2 lattice.
The transition level diagram for FTO is shown in Figure 4.5 for the Sn-rich/O-poor and Sn-
poor/O-rich chemical potential limits; included in this diagram is the simulation of the de-
fects at the experimental synthesis temperatures and pressures using the oxygen partial pres-
sures at 900K,1atm. The fluorine species considered in this study were substitutional F ( FO),
interstitial F (Fi) and a fluorine substitutional-interstitial pair ([F-F]O). The latter species ([F-
F]O) has been postulated through theory at high concentrations and through differences in
the lattice parameters in experiment.221,224,225
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FIGURE 4.5: The transition levels for fluorine doped SnO2 under Sn-rich/O-poor,
900K,1atm and Sn-poor/O-rich growth conditions. The Fermi level ranges from the VBM
(0eV) to »3.4 eV above the CBM. The graded orange area depicts the conduction band.
FO:
Under all growth conditions, substitutional fluorine (FO) possesses a low formation energy
and acts as a resonant donorwith the 1+/0 transition level occurring»0.76 eV above theCBM.
In the neutral charge state, FO has formation energies of 1.19 eV, 2.03 eV and 2.51 eV under Sn-
rich/O-poor, 900K,1atm and Sn-poor/O-rich conditions respectively. FO is thus expected to
be highly soluble under a range of fabrication conditions due to the low formation energies
under thermodynamic equilibrium. Figure 4.6(a) shows the partial charge electron density
for F0O showing the delocalisation of electron density in the conduction band, consistent with
its thermodynamically resonant behaviour in tin dioxide. Negligible distortions to the ru-
tile lattice are observed accounting for the low formation energies. FO undergoes a further
transition level (0/1-) around 2.09 eV above the CBM. In this scenario, the 1- charge state cor-
responds to an extra electron donated to the conduction band and thus is not expected to
be a ‘true’ charge state. It is not likely that the 1- charge state will be reached, however, due
to compensation from VSn around 1.75 eV above the CBM under Sn-rich/O-poor conditions
or by Fi under 900K,1atm and Sn-poor/O-rich conditions. Under the most Sn-rich/O-poor
conditions it is likely that the Fermi level will be trapped around 0.76 eV above the CBMwhere
the 1+/0 transition level occurs, however these conditions are likely not to be achievable in
real-life situations.28,90
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Fi:
From our calculations, interstitial fluorine (Fi) was found to be an ultra deep donor and ac-
ceptor species under all growth regimes with a 1+/0 transition level and 0/1- transition level
occurring »2.30 eV below the CBM and 2.02 eV above the VBM respectively. Upon relaxation
of the supercell, Fiwas found to distort from the ‘ideal’ interstitial site towards a lattice oxygen
position thereby displacing it (this can be seen for F1¡i in Figure 4.6(b)). F
0
i possesses reason-
ably high formation energies of 4.78 eV, 3.94 eV and 3.46 eV under Sn-rich/O-poor, 900K,1atm
and Sn-poor/O-rich conditions respectively. Under the experimental growth conditions at
900K,1atm and under the extreme Sn-poor/O-rich limit, interstitial F (Fi1¡) begins to com-
pensate substitutional F (F1ÅO ) at 0.50 eV (shown by the dashed black line) and 0.02 eV above
the CBM respectively. Fluorine in SnO2 thus follows a self-compensation mechanism. Thus
at the Fermi level, each electron donated by substitutional F is accepted by interstitial F and
is thus malignant to the conductivity. Figure 4.6(b) also displays the partial electron charge
density of F1¡i showing the highly localised electron density in a p-orbital on the Fi and on the
two opposite O p-orbitals thus trapping charge. A similar self compensation mechanism has
been seen in F-doped anatase TiO2.280
[F-F]O:
[F-F]O is a substitutional-interstitial pair, which has been postulated theoretically at high
concentrations and through simple changes in the lattice parameters observed in experi-
ment.221,224,225 From our calculations, this defect complex possesses a relatively high for-
mation energy and acts as an ultra deep donor and acceptor with 1+/0 and 0/1- transition
levels lying around 3.2 eV below the CBM and 3.9 eV above the VBM respectively. A recent pa-
per by Yang et al.281 proposed that the rise in resistivity seen in FTO is due to the formation of
[F-F]O and not due to a self-compensation mechanism by Fi as predicted here. However, in
this work the use of the HSE31 functional with 32% of HF exchange is used and a ¡-point only
sampling was used. The authors also only consider the defect states at the chemical potential
extremes (i.e. Sn-rich/O-poor and Sn-poor/O-rich ) which is rarely a truthful description of
the experimentally achievable conditions.28,90
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(a) (b)
FIGURE 4.6: The partial charge electron density for (a) F1ÅO showing the delocalisation of
electron density (orange) as viewed along (010) and (b) F1¡i showing the localisation of
electron density in p-orbitals around the interstitial F as viewed along (001) . The SnO2
lattice is depicted using a wire-frame lattice where Sn=grey and O=black whilst
substitutional and interstitial F are depicted as red and pink spheres respectively. The
electron density isosurface is plotted from 0-0.001 and 0-0.02 eVÅ¡1 for (a) and (b)
respectively.
4.2.2 Experimental Verification
Experimental thin films were fabricated by PilkingtonNSG group91 via atmospheric pressure
chemical vapour deposition (APCVD) on glass at 900K,1atm with varying doping concentra-
tions. Figure 4.7(a) shows the transport mobilities of the FTO samples as a function of car-
rier concentrations. The dominant mobility reduction mechanism in degenerately doped
semiconductors is due to ionised impurity scattering.282,283 Other scattering mechanisms
(described Appendix A.3) are taken into account producing a ‘combined scattering’ limit as
shownby the dashed green line in Figure 4.7(a). What is seen from the FTO samples is that the
measuredmobility is roughly three times lower than the theoretical limit, suggestive of a com-
pensationmechanism. These results are in keeping with other Hall effect mobility modelling
by Haitzema et al.284 The compensation ratio, K , is simply the ratio between the number of
acceptors to dopants present in the system. This is incorporated into the combined scatter-
ing model resulting in a value of »0.49. This value corresponds well to the assumption that a
donor is compensated for by an acceptorwith charge ZD=+1 andZA=-1 respectively (where ZA
and ZD equal the overall charge on the acceptor and donor defect respectively). Figure 4.7(b)
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details the measured optical absorption coefficient of the FTO thin film with a carrier con-
centration, n Æ 4.27 £1020 cm¡3. The optical band gap is determined to be »4.20 eV through
a linear extrapolation of ®2 versus the photon energy (blue line). By including the effects of
valence band dispersion on the absorption, the Fermi level is calculated to be found around
4.10 eV above the VBM. This point is in excellent agreementwith the crossing point of F1ÅO and
F1¡i at 900K,1atm in Figure 4.5 calculated using PBE0. These experimental results confirm the











































FIGURE 4.7: (a) shows the transport data and simulation for Hall mobility vs carrier
concentration in F-doped SnO2. The data shows that the experimental data follows a
compensated scattering route (red line) indicating self compensation. (b) shows the optical
absorption data with a linear extrapolation estimating the absorption onset. The optical gap
of 4.21 eV corresponds to a Fermi level position of 4.10 eV above the VBM.
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4.3 The Limitations of Antimony
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Details of the theoretical methodology are included in Appendix A.2.
The work in this section is in preparation for publication.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
From the self-compensation of FTO it is clear that to find a new dopant two logical steps
exist. Firstly the oxygen site in SnO2 can be doped with other halides such as Cl, Br or I.
Due to the larger ionic radii of Cl, Br and I, however it is expected that these dopants will
be less soluble than F and is seen in the lower carrier concentrations and higher resistivi-
ties195,236–239 The second solution is to dope the Sn site, in particular with Sb (ATO)which has
produced highly favourable resistivities and mobilities competitive with FTO.204–207 As with
FTO, numerous deposition methods are achievable for producing thin films of ATO such as
magnetron sputtering207, aerosol-assisted CVD205 (AACVD) and spray-pyrolysis285 produc-
ing resistivities as low as 5.8£10¡5.285 As with FTO, however, at high doping concentrations
the resistivity rises and an increasing incorporation of Sb3Å is seen alongside Sb5Å. To date,
there has been speculation in the experimental literature as to the mechanisms that harm
the conductivities andmobilities of Sb-doped SnO2 citing surface segregation and the forma-
tion of defect complexes such as [SbSn+VO].228,229,233–235 In this section, the thermodynamic
properties of likely Sb-related defect species are calculated in order to aide the search for the
optimum dopant in SnO2.
4.3.1 The Role of Sb Species in SnO2
The thermodynamic transition levels for Sb-doped SnO2 are shown in Figure 4.8 under Sn-
rich/O-poor and Sn-poor/O-rich conditions taking into account the transitions in the con-
duction band. VSn and VO are included in this analysis in order to understand any intrinsic
compensation mechanisms.
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FIGURE 4.8: The transition level diagrams for Sb-doped SnO2 under Sn-rich/O-poor and
Sn-poor/O-rich conditions. The Fermi level ranges from the VBM (0 eV) to around 3.4 eV
above the CBM (3.6 eV). The conduction band region is depicted as the graded orange area.
SbSn:
SbSn incorporates into the SnO2 lattice as a low formation energy resonant one electron
donor as expected by replacing Sn4Å with Sb5Å. The 1+/0 transition level occurs around
0.15 eV above theCBMandpossesses formation energies of 1.42 eV and 0.95 eV (in the neutral
charge state) under Sn-rich/O-poor and Sn-poor/O-rich conditions respectively. Interest-
ingly, these results show that under typically n-type preferable conditions (Sn-rich/O-poor),
SbSn is higher in energy than under the usually p-type favourable conditions (Sn-poor/O-
rich ). The reason behind this is due to the lower ¹Sb under O-rich conditions and therefore
the availability of free Sn sites. Comparing substitutional Sb to substitutional F, it is clear that
SbSn has a lower formation energy than FO and is thus likely to bemore soluble than fluorine.
This is to be expected due to the similarity in ionic radii of Sb to Sn (Sn=0.69Å; Sb5Å=0.6Å;
Sb3Å=0.79Å).240 Minimal distortions to the rutile lattice are also seen to occur over all charge
states with Sb-O bond lengths increasing by just 1.5% (from»2.0Å to»2.03Å ) from the neu-
tral to the 1- charge state. SbSn also undergoes a further transition level, 0/1- around 0.41 eV
above the CBM which involves an extra electron being trapped in the Sb 5s orbital forming
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the neutral charge (Sb0Sn) state a delocalisation of electron density is present on the lattice
oxygens and in the 5s orbital on Sb. When in the 1- charge state, SbSn the extra electron lo-
calised in the 5s orbital on Sb is clearly visible alongside the delocalisation of electron density
on the O and Sn states that make up the CBM. Previous hybrid DFT calculations on SnO2:Sb
support the low formation energy resonant donor nature of substitutional Sb.38,222,246 Lany
and coworkers, however, propose that Sb is in fact a negative-U defect whereby the neutral
charge state disproportionates into the 1+ and 1- charge states in contrast to this work.222
The differefnce between this work and that done by Lany and coworkers could be due to the
use of HSE06 functional to describe SnO2 as well as the lack of band filling correction which
can lower the energies of resonant defects such as SbSn.
(a) (b)
FIGURE 4.9: The partial charge electron densities for (a) Sb0Sn and (b) Sb
1¡
Sn as viewed along
(010). The SnO2 lattice is depicted by the wire-framemodel where grey=Sn and black=O,
whilst Sb is shown as a red sphere. The electron charge isosurface (orange) is plotted from
0-0.005 eVatom¡1.
It is expected that no compensation from intrinsic defects will occur as under Sn-poor/O-
rich conditions, V 4¡Sn crosses Sb
0
Sn around 2.05 eV above the CBM. It is therefore likely at
chemical potentials realisable in experiment that the conductivity and mobility in ATO will
be limited via the formation of the neutral and 1- charge states.
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Sbi:
Under both extreme chemical potential limits it is unlikely that any interstitial Sb will be seen
to form. This is due to the very high formation energies where, under Sn-rich/O-poor and
Sn-poor/O-rich conditions, Sb0i possesses formation energies of 9.40 eV and 14.20 eV respec-
tively. Sbi, is however, a resonant donor defect with a 1+/0 transition level occurring around
0.60 eV above the CBM. Further transition levels are present within the band gap at Fermi
levels of 1.08 eV, 0.75 eV, 0.30 eV and 0.03 eV below the CBM for the 5+/4+, 4+/3+, 3+/2+ and
2+/1+ transitions respectively.
[SbSn+VO]:
The clustering of SbSn and VO has been suggested through extended X-ray absorption fine
structure (EXAFS) experiments thus producing Sb3Å (two electrons in a lone pair) and a
trapped electron in the oxygen vacancy.234,235 In order to determine whether these two n-
type defects do in fact cluster, two configurations of [SbSn+VO] were calculated in a ‘near’
(both defects neighbouring each other) and a ‘far’ (both defects» 8Å apart) configuration. It
was found from our PBE0 calculations that the ‘near’ configuration attained the lowest for-
mation energy (by »0.40 eV) and a binding energy (EBE) of 0.78 eV was calculated through:
EBE Æ E [SbSnÅVO]ÅEhost¡ESbSn ¡EVO (4.3.1)
With increasing dopant incorporation, it is therefore likely that the association of a substi-
tutional Sb with an oxygen vacancy will be facilitated. Usually, Coulombic effects would dic-
tate that two n-type defects such as these would repel each other, however, this configuration
is favourable due to the stabilisation of a lone pair on the SbSn. Under both Sn-rich/O-poor
and Sn-poor/O-rich regimes, [SbSn ÅVO] acts as a shallow donor with a formation energy
3.03 eV and 5.20 eV respectively. The defect complex acts as a one electron donor with the
1+/0 transition level occurring at 0.48 eV above the CBM. Two further transition levels exist in
the band gap: the 3+/2+ and 2+/1+ at 1.75 eV and 1.59 eV below the CBM respectively. Figure
4.10(a), (b) and (c) depicts the partial charge electron density for [SbSnÅVO]0, [SbSnÅVO]1Å
and [SbSnÅVO]2Å respectively. In the neutral charge state ([SbSnÅVO]0), two electrons are sta-
bilised in a lone pair on Sb with the additional electron localised inVO. These results are con-
sistent with the EXAFS studies carried out on ATO inwhich 5-coordinate Sb is seen indicating
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the removal of a neighbouring lattice oxygen.234,235 The first electron to be ionised originates
from the vacancy site and can be seen in the difference between the 0 and 1+ charge states
(Figure 4.10(a) and (b)). This leaves two electrons in the lone-pair on Sb which are subse-
quently removed in the 2+ and 3+ charge states. As these charge states occur deep in the
band gap, it is likely they will not be seen and as such will have a negligible effect on the op-
tical transparency. Despite Sb initially distorting towards the oxygen vacancy, over all three
charge states SbSn shifts a maximum of 2% in all dimensions.
(a) (b) (c)
FIGURE 4.10: The partial charge electron densities for [SbSnÅVO] in the (a) neutral charge
state, (b) the 1+ charge state and (c) the 2+ charge state as viewed along (010). The electron
charge density is plotted from 0-0.02 eVatom¡1 whilst the SnO2 lattice is displayed by the
grey (Sn) and black (O) wire-frame lattice. Sb is portrayed by the green spheres wihlst the
electron charge is shown by the orange isosurfaces.
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4.4 The Amphoteric Role of Phosphorus
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Details of the theoretical methodology are included in Appendix A.2.
The work in this section is in submission for publication.
The figures in this section are adapted from this paper.
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Despite the relatively high conductivities seen with F and Sb doping of SnO2, it is clear
that these doped systems are far from optimal with each having their own form of self-
compensation. The next logical step is to find an alternative dopant to Sb within group 15.
Nitrogen acts as an acceptor in SnO2 25,38 as it does in other wide band gap materials such as
ZnO286 or TiO2 96, whilst arsenic is highly toxic and bismuth is prefers to be trivalent mean-
ing it will act as an acceptor.222 P has been sparsely studied as such a dopant in both the
theoretical and experimental literature38,222,236,241 however, with the only resistivities to date
being of the order of 7£ 10¡3­ cm. Interestingly, P is known to be amphoteric (acting as
both an acceptor and donor) and has a small ionic radius (»0.38Å)240 thus it is possible that
phosphorus will sit favourably in both substitutional and interstitial positions. To date, only
a handful of DFT studies on P-doped SnO2 exist in the literature yet suggest substitutional
phosphorus should be a resonant donor.38,222,264 Despite this, a comprehensive study of all
P-related defect species has yet to be carried out. This section will determine the viability of
P-doped SnO2 as the next generation donor dopant in SnO2.
4.4.1 Which is the Dominant P Defect?
The thermodynamic transition levels for P-doped SnO2 are shown in Figure 4.11 under Sn-
rich/O-poor and Sn-poor/O-rich conditions. Each phosphorus related species, PSn, PO,
Pi and [PSn+VO] have been calculated alongside the dominant intrinsic acceptor (VSn) and
donor (VO) defects.
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FIGURE 4.11: The transition level diagrams for P-doped SnO2 under Sn-rich/O-poor,
Sn-poor/O-rich conditions. The Fermi level ranges from the VBM (0 eV) to » 3.4 eV above
the CBM (3.6 eV). The conduction band region is taken into account and is shown by the
graded orange area.
PSn:
Across the entirety of the chemical potential landscape, Sn-substitutional P (PSn) is the dom-
inant phosphorus donor defect. In the neutral charge state, PSn possesses a relatively high
formation energy under Sn-rich/O-poor conditions of 3.21 eV which rises to 4.53 eV under
Sn-poor/O-rich conditions. The incorporation of high concentrations of PSn in SnO2 may
require the use of non-equilibrium processes such as MBE (molecular beam epitaxy) due to
the high formation energies at thermodynamic equilibrium. Large lattice relaxations can be
seen (rationalised from the reduced P radii to Sn by »50%)240 and are likely to account for
the relatively high formation energies. The P–O bond lengths see a reduction of »14% as
compared to Sn–O, in keeping with previous theoretical calculations by Varley et al.38 From
our calculations, PSn acts as a resonant donor with the 1+/0 transition level occurring around
0.61 eV above the CBM, higher than both F (Figure 4.5 and Sb (Figure 4.8). Varley et al. and
also see PSn acting as a resonant donor with the electron occupying a ‘conduction-band-like’
state which is echoed by Lany et al. and Grauz˘inyte˙ et al.38,222,264 Lany and coworkers (using
HSE06 combined with GW (green’s function)) show that PSn is a negative-U defect with the
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1+/1- transition level occurring around 0.9 eV above the CBM.222 Although we see all charge
states, the 0/1- transition level occurs around 0.87 eV above the CBM. From our calculations,
the 1- charge state shows a delocalisation of the electron charge in the conduction band (Fig-
ure 4.12(a)) with some localisation on P similar to Sb (Figure 4.9(b)). Under Sn-rich/O-poor
conditions,V 4¡Sn becomes the dominant defect around 1.37 eV above theCBMwhere it crosses




Sn around 0.2 eV below the CBM thus
degenerate conductivity will not be expected at this extreme growth regime. Any experimen-
tal conditions, will likely lie in between these two limits, thus expecting an increase in con-
ductivity due to P doping.
PO:
PO acts as both a deep donor and deep acceptor defect where a 1+/0 transition level occurs at
1.45 eV below the CBM and the 0/1- transition level occurs at 3.27 eV above the VBM in agree-
ment with previous HSE06 studies on P-SnO2.38 From our calculations, the neutral charge
state of PO occurs high in energy under both growth conditions with formation energies of
5.10 eV and 14.32 eV under Sn-rich/O-poor and Sn-poor/O-rich conditions respectively. The
rationalisation of these energies could be due to the larger size of P to O. In the neutral charge
state, a distortion off the lattice oxygen site by»3% in the ab directions occurs. This increases
by a further 4% from the 0 to the 1- charge state due to the increased electron localisation.
Figure 4.12(b) and (c) show the partial electron charge density for P0O and P
1¡
O respectively
showing the distortion and electron localisation existing in this substitutional defect.
Pi:
Pi (interstitial phosphorus), acts as a highly unfavourable shallow three electron donor un-
der all growth conditions. Transition levels of 5+/4+ and 4+/3+ occur in the band gap
around 0.58 eV and 0.34 eV below the CBM respectively. A further 3+/1+ transition level oc-
curs around 0.08 eV above the CBM. The formation energies of Pi under n-type favourable
Sn-rich/O-poor conditions are 9.30 eV and under Sn-poor/O-rich conditions this rises to
14.24 eV. At Fermi levels below 2.10 eV and 0.78 eV above the VBM under Sn-rich/O-poor
and Sn-poor/O-rich conditions respectively, Pi becomes the dominant phosphorus defect
in SnO2. It is likely, however, that the Fermi energies under both conditions will lie within, or
close to the CBMdue to the formation of PSn. As an amphoteric defect, Pi can act as an accep-
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(b) (c)(a)
FIGURE 4.12: The partial electron charge densities for (a) P1¡Sn as viewed along (010) (b) and
(c) correspond to P0O and P
1¡
O respectively as viewed down (001). In each example, the
electron charge density is shown in orange and plotted from 0-0.005 eVÅ¡3 in (a) and
0-0.02 eVÅ¡3 in (b) and (c). The SnO2 lattice is depicted by the grey (Sn) and black (O)
wire-frame whilst P is shown in red (a) and green (b and c).
tor, however, the 1+/1- and 1-/3- transition levels occur in the conduction band at 0.31 eV and
0.44 eV, and due to the high formation energies, any self-compensation will occur well above
the CBM. Figure 4.13(a) displays the partial electron charge density for P3Åi , in this charge
state the delocalised electron charge is seen . Figures 4.13(b) and show the electron charge
density and displacement for P3¡i respectively. In this charge state a highly localised triple
polaron forms on the interstitial P making it highly unfavourable. P also distorts from the
perfect interstitial site (shown by the dashed circle in Figure 4.13(c)) to a lattice oxygen site
displacing the oxygen ion to the interstitial position.
[PSn+VO]:
A similar analysis to Sb-doped SnO2 in Section 4.3.1 can be carried out by assessing the for-
mation of a [PSnÅVO] cluster. Both a ‘near’ and ‘far’ configuration was set up as before where
it was found that the ‘near’ configuration was more stable than the ‘far’ configuration by
»0.14 eV. A binding energy of 0.45 eV was calculated using equation 4.3.1 which is lower than
the 0.78 eV that was calculated for [SbSn ÅVO]. This defect complex undergoes two transi-
tion levels: a 3+/1+ transition level around 0.82 eV below the CBM and a +1/0 transition level
around 0.74 eV above the CBMmaking [PSnÅVO] a one-electron donor. Figure 4.14(a) shows
the partial electron charge density for [PSn ÅVO] in the neutral charge state and in the 1+
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(b) (c)(a)
FIGURE 4.13: The partial electron charge densities for (a) P3Åi as viewed along (001) (b) P
3¡
i
as viewed along (010). (c) depicts the displacement of a lattice oxygen by P3¡i as viewed
along (001). In each example, the electron charge density is shown in orange and plotted
from 0-0.008 eVÅ¡3 in (a) and 0-0.02 eVÅ¡3 in (b). The SnO2 lattice is depicted by the grey
(Sn) and black (O) wire-frame whilst P is shown as a pink sphere. The displaced oxygen in (c)
is shown as a black sphere, whilst the ‘perfect’ interstitial position is depicted by the dashed
pink circle.
charge state in Figure 4.14(b). When in the neutral charge state, the defect complex shows a
localisation of the electron density on the P and in the vacancy site. In the 1+ charge state
the electron is first removed from the P leaving two electrons in the vacancy. This leaves the
reasoning that in this situation P is in the 5+ oxidation state, unlike Sb which facilitates the
formation of a lone pair on Sb forming Sb3Å. The likely explanation for the formation of this
defect cluster is to ease strain on the lattice which can be seen clearly in Figures 4.14(a) and
(b). Despite the binding energy of 0.45 eV, the formation energy of [PSn+VO] in the neutral
charge state is 4.64 eV and 8.60 eV under Sn-rich/O-poor and Sn-poor/O-rich conditions re-
spectively. This defect complex will only be dominant around 2.03 eV and 0.71 eV above the
VBM for Sn-rich/O-poor and Sn-poor/O-rich respectively. However, as with [SbSnÅVO] it is
likely that at high concentrations of P incorporation that this defect complex could be seen
in experiment. EXAFS studies are therefore required to prove the prediction of this.
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(b)(a)
FIGURE 4.14: The partial electron charge density for [PSnÅVO] in the (a) neutral and (b) 1+
charge state as viewed along (010). The partial charge density is plotted from 0-0.01 eVÅ¡3
and is shown in orange. The SnO2 lattice is depicted by the grey (Sn) and black (O)
wire-frame lattice. P is shown by the turquoise sphere.
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4.5 Is Tantalum the OptimumDopant for SnO2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Details of the theoretical methodology are included in Appendix A.2.
The work in this section is in preparation for publication.
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The conventional choice of dopant in either groups 15 or 17 in the periodic table has
therefore shown to be problematic in terms of realising the full potential of highly n-type
doped SnO2. From self-compensation to issues with multivalency and ionic radii it is
clear that the search for an optimum dopant is ongoing. Extremely high mobilities (50-
84 cm2 V¡1 s¡1) and low resistivities (1.1£10¡4­ cm) have been reported recently in Ta-doped
SnO2.194,255 Ta has an ionic radius of 0.69Å similar to that of Sn (0.60Å ).240 Nb-doped SnO2
on the other hand possesses high resistivities and low mobilities242–254 despite having the
same ionic radius to Ta (0.69Å).f240 In this section, the thermodynamic and electronic prop-
erties of both Nb and Ta defects will be analysed to understand the vast differences in con-
ductivities as well as to determine whether Ta is the optimum dopant for SnO2 in terms of
mobilities, conductivities and carrier concentrations.
4.5.1 A Comparison of Nb and Ta doped SnO2
Figure 4.15 displays the thermodynamic transition levels for the both Nb and Ta doped SnO2
togetherwith thedominant intrinsic defects under Sn-rich/O-poor and Sn-poor/O-rich con-
ditions.
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FIGURE 4.15: The thermodynamic transition levels for SnO2:Nb and SnO2:Ta under
Sn-rich/O-poor, and Sn-poor/O-rich growth conditions. The Fermi energy ranges from the
VBM (0 eV) to »3.4 eV above the CBM (3.6 eV). The conduction band is depicted by the
graded orange area, and the Nb dopant related species are shown with the dashed lines.
NbSn and TaSn:
The effects of substitutional Nb and Ta doping of SnO2 were evaluated to determine the
reasoning behind the vastly different electronic properties. NbSn is a low formation energy
dopant under the entire range of chemical potentials. Under each regime, the neutral charge
state has formation energies of 0.37 eV and 1.68 eV for Sn-rich/O-poor, and Sn-poor/O-rich
growth conditions respectively. These low formation energies mean that high dopant solu-
bilities of Nb will be realisable in SnO2. NbSn, however, is a deep donor with a 1+/0 transition
level situated around 0.20 eV below the CBM requiring a very big excitation energy. Substi-
tutional Nb does not therefore contribute to the conductivity of SnO2 correlating to the lack
of conductivity seen in experiment.242–254 Figure 4.16(a) shows the partial charge density for
Nb0Sn showing the localised electron situated in the 4d orbital on Nb indicating Nb
4Å. NbSn
undergoes a second transition level (0/1-)»0.4 eV above the CBM, however it is not likely that
the Fermi level will reach this point and thus the 1- charge state (Nb3Å) will not be seen. Nb
has a negligible effect on the rutile lattice over all the charge states indicative of the low for-
mation energies. Few DFT studies on Nb doped SnO2 have been carried out, agreement with
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a study by Behtash et al. who, using the HSE06 functional see filled Nb 4d states in the band
gap of SnO2 concluding the incorporation of Nb4Å into the SnO2 lattice.246 A recent review
of n-type defects in SnO2 using the PBE0 functional similar to this work, show that Nb is a
resonant defect with the 1+/0 transition level around 0.5 eV above the CBM suggesting that
thin films of SnO2:Nb will provide high conductivities with larger doping concentrations.264
This study however relaxed with PBE14 then shifted the lattice parameters using PBE0 thus
not fully relaxing the defect supercells likely giving the different results.
TaSn is also a low formation energy donor in SnO2 which, when in the neutral charge state
(Ta0Sn) has energies of 0.89 eV and 2.2 eV under Ti-rich/O-poor and Ti-poor/O-rich conditions
respectively. TaSn acts as a resonant one-electron donor incorporating into the Sn sublattice
as Ta5Å and can be seen in the increase in conductivity in experiment.193,194,255–263 TaSn un-
dergoes a transition from the 1+/1- transition state at around 0.5 eV above the CBM allowing
for high doping concentrations. Figure 4.16(b) shows the partial charge density of the neutral
and 1- charge state of TaSn displaying the localised electron(s) in the Ta 5d orbital similar to
Nb. In this configuration Ta acts as Ta4Å (for q Æ 0) or Ta5Å (for q Æ 1¡) not donating any




Sn it is not likely that much Ta
4Å will
be observed. In the 1+ charge state, as with Nb1ÅSn , Ta has a minimal effect on the SnO2 lat-
tice with a slight expansion of the TaO6 octahedra (<3%) which re-contracts in the 1- charge
state explaining the low formation energies of TaSn. Under Sn-poor/O-rich conditions the
Fermi level is trapped just below 0.25 eV above the CBMwhereV 4¡Sn crosses Ta
1Å
Sn showing that
conductivity will be realised across the whole range of chemical potentials in SnO2. It is im-
portant to note however, that O-rich conditions are the absolute limits of the formation of
SnO2 and is not likely to be seen experimentally. The only theoretical studies on Ta-doped
SnO2 comes from Grauz˘inyte˙ et al. who show that Ta undergoes the same 1+/1- transition
level, however at »0.1 eV above the CBM.264 The difference to the present study is likely due
to the lack of hybrid PBE0 relaxation carried out in ref. [264] which is important for the op-
timal structural and electronic convergence of the doped supercell. However it is important
to note that the authors acknowledged Ta as a high conductivity dopant in SnO2 using hybrid
screening techniques.
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(a) (b)
FIGURE 4.16: The partial charge densities of Nb0Sn (a) and Ta
0 or 1-
Sn (b) as viewed along (010)
showing the electron localisation on Nb and Ta in a d orbital. In both examples the rutile
SnO2 lattice is displayed using a wire-frame lattice with Sn=grey and O=black whilst Nb/Ta is
depicted in red. The partial electron charge density is shown in orange and is plotted from
0-0.03 eVÅ¡3.
Nbi and Tai:
Interstitial Nb and Ta were assessed as potential donors in SnO2. In fluorine doped SnO2
(FTO), interstitial F is a cause of self-compensation and has been proven both theoretically
and experimentally.275 In the case of Nb and Ta, both dopants (when interstitial) act as multi
electron donors thus no self compensation is expected to occur. Nbi acts as a three electron
resonant donor under both growth regimes with a 0/3+ transition level around 0.51 eV above
the CBM. The neutral charge state has formation energies of 8.04 eV and 14.64 eV under Sn-
rich/O-poor and Sn-poor/O-rich conditions respectivelymaking the formation of interstitial
Nb unlikely to occur at Fermi levels in the conduction band. Nbi undergoes transition levels
of 5+/4+ and 4+/3+ at 1.89 eV and 1.78 eV below the CBM. Due to the high formation ener-
gies of Nbi at energies close to the CBM, the Fermi level is likely to be trapped around 0.20 eV
below the CBM due to the formation of substitutional Nb (NbSn). Tai is also a resonant three
electron donor in SnO2 acting in much the same way as Nbi with 3+/1+ and 1+/0 transition
levels occurring around 0.18 eV and 0.50 eV above the CBM. The neutral charge state of Tai
also has a very high formation energy across the chemical potential range of SnO2 incurring
values of 9.07 eV and 15.66 eV for Sn-rich/O-poor and Sn-poor/O-rich growth potentials re-
spectively. The 5+/4+ and 4+/3+ transition levels occur in the band gap around 0.97 eV and
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0.83 eV below the CBM. As with Nbi, it is likely then that when the Fermi level is trapped
around 0.5 eV above the CBM from substitutional Ta (TaSn), quantities of interstitial Ta will
be negligible.
[NbSn+VO] and [TaSn+VO]:
As seen in Section 4.3 and 4.4, Sb and P both have the capacity to form a [MSn+VO] (where
M=P or Sb) cluster. For Sb-doped SnO2, this has been observed through X-ray absorption fine
structure (EXAFS) that substitutional Sb (SbSn) clusters with an oxygen vacancy (VO) leading
to the formation of Sb3Å and a trapped electron in VO.234,235 This behaviour is seen to limit
the conductivity in heavily doped SnO2:Sb. We have proposed the same configuration for Nb
and Ta doped SnO2 in both an ‘associated’ (ie. Nb(Ta)Sn and VO neighbouring each other)
and a ‘dissociated’ configuration. From our calculations we find that both [NbSn+VO] and
[TaSn+VO] prefer to dissociate from each other with the associated formation energies be-
ing »0.39 eV and »0.38 eV higher for [NbSn+VO] and [TaSn+VO] respectively. Under all growth
conditions, [NbSn+VO] (dissociated) has a formation energies of 2.26 eV and 6.22 eV respec-
tively under Sn-rich/O-poor and Sn-poor/O-rich growth conditions respectively. The defect
complex undergoes transition levels of 3+/2+, 2+/1+ and 1+/0 in the band gap at Fermi en-
ergies of 1.01 eV, 0.97 eV and 0.11 eV below the CBM respectively meaning that this cluster
will not partake in any thermodynamic conductivity in Nb-doped SnO2. [TaSn+VO], however
has two transition levels in the band gap (3+/2+ and 2+/1+ = 1.01 eV and 0.96 eV below the
CBM) and the 1+/0 transition level around 0.68 eV above the CBM, making the defect cluster
a one-electron donor. [TaSn+VO]0 has higher formation energies than [NbSn+VO]0 at 2.87 eV
and 6.82 eV under Sn-rich/O-poor and Sn-poor/O-rich conditions respectively. The partial
charge densities for [Nb(Ta)Sn+VO]0 and [Nb(Ta)Sn+VO]1Å is shown in Figure 4.17(a) and (b)
respectively. In the neutral charge state (q Æ 0) the electron density is localised in VO and in a
d orbital on themetal dopant (similar to Figure 4.16). In the 1+ charge state, the electron is re-
moved from the Nb(Ta) independently leaving the two electrons in the oxygen vacancy. This
shows that the two defects work independently from each other and thus should not cause
limitations in the same way that this defect cluster does in Sb-doped SnO2. An analysis as to
whether the formation energies of either Nb(Ta)Sn or VO are lowered within the presence of
the other defect can be carried out using:
¢H f (D,q Æ 0)Æ E [Nb(Ta)Sn + VO]¡E [VO]Å (ESnÅ¹Sn)¡ (ENb(Ta)Å¹Nb(Ta)) (4.5.1)
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for the formation energy of Nb(Ta)Sn in the presence of an oxygen vacancy, or:
¢H f (D,q Æ 0)Æ E [Nb(Ta)Sn + VO]¡E [Nb(Ta)Sn]Å (EOÅ¹O) (4.5.2)
for the formation energy of VO with Nb(Ta)Sn.
From our calculations it can be shown that for both Nb and Ta doping, that an increase
in formation energy for VO occurs. For Nb this value is 0.002 eV higher than undoped SnO2
making it likely that oxygen vacancies will form, however this value is 0.05 eV higher in Ta-
doped SnO2. Both NbSn and TaSn also see small increases in formation energies (0.002 eV
and 0.05 eV). These values, however, correspond to temperatures of 17-580K, thus making
the coexistence of VO and Nb(Ta)Sn likely within the typical synthesis temperatures of Nb or
Ta doped SnO2. Compensation of [TaSn+VO]1Å from V 4¡Sn occurs around 0.73 eV below the
CBM under Sn-poor/O-rich growth conditions. Towards increasingly Sn-rich/O-poor con-
ditions, [TaSn+VO] reaches the neutral charge state before compensation occurs, which, to-
gether with the decreased formation energy means that a higher Fermi level may be reached
with increased Ta incorporation.
4.5.2 Unfolded Band Structures
The band structures of undoped (host), Nb-doped and Ta-doped SnO2 were calculated using
the PBE0 hybrid functional and with the band-unfolding code BandUP287,288 in order to de-
termine the origin of the differing conductivities of Nb and Ta and the highmobilities seen in
SnO2:Ta thin films.194,255 The unfolded band structures for SnO2:Nb and SnO2:Ta are shown
in Figures 4.18 and 4.19 respectively.
SnO2:Nb:
SnO2, when doped with Nb incurs a localised gap state as shown in Figure 4.16(a). The same
filled gap state can be seen in the spin-up (®) component of the band structure of SnO2:Nb
by the flat localised band around 2.5 eV above the VBM. This band is made up of predom-
inantly Nb d states (»80%) with some Sn s and O p states. Two further bands are seen ca.
6 eV (»2.4 eV above the CBM) which are made up of 80% Nb d character. Three more bands
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(a)
(b)
FIGURE 4.17: The partial charge densities for [Nb(Ta)Sn+VO]0 (a) and [Nb(Ta)Sn+VO]1Å (b)
defect species. Here it is shown that the two n-type defects act independently to each other
with the donated electron in the 1+ charge state coming from the localised d orbital on the
Nb(Ta). In both examples the rutile SnO2 lattice is viewed along the (010) direction with Sn
and O displayed in grey and black with a wire-framemodel for clarity. Nb/Ta are shown by
the green spheres and the electron charge density is plotted from 0-0.015 eVÅ¡3 in orange.
The supercell boundary is shown by the dashed black box.
are seen in the spin-down component (¯) from »6-7 eV which are also predominantly Nb d
states. The conduction band minimum of undoped SnO2 is made up of mostly Sn s states
with some O s mixing consistent with PBE0 calculated density of states measurements on
SnO2.25 In Nb-doped SnO2 the CBM composition is retained, with <1% Nb s mixing likely
to be due to the finite size of the supercell. These results, conclude why SnO2:Nb does not
produce highly conductive thin films.
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FIGURE 4.18: The unfolded band structures for Nb0Sn and undoped SnO2. ® and ¯ refer to
refer to the spin state of the defect.
SnO2:Ta:
The unfolded band structures for Ta-doped SnO2 holds many similarities to Nb-doped SnO2,
however Ta’s 5d bands appear higher in energy than Nb’s 4d bands in SnO2. In the ‘spin-up’
(®) band structure, the filled Ta d orbital appears»0.46-0.5 eV above the CBMconsistent with
the thermodynamic 1+/1- transition level seen in Figure 4.15. This band is predominantly
70% Ta d character mixed with some Sn s and O s states typical of the conduction band of
SnO2. As with Nb-doped SnO2 the mixing is likely to be due to the finite size of the supercell
used for our calculations. Further bands appear at around 7eV and also appear in the spin-
down (¯) band structure from6-8 eV. AswithNb, <1%of Ta s states hybridisewith the Sn s and
Os states at the CBM. This is likely the effect of the high mobility seen in Ta-doped SnO2 thin
films194 as the states do not perturb the dispersion of the conduction band and thus normal
impurity-electron scattering is avoided. A similar effect is seen in Mo-doped In2O3.122
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FIGURE 4.19: The unfolded band structures for Ta0Sn and undoped SnO2. ® and ¯ refer to
refer to the spin state of the defect.
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4.6 Conclusions
The ability to produce high carrier concentrations, low resistivities and high mobilities is vi-
tally important for creating an n-type TCO that is capable of replacing the industry stan-
dard Sn-doped In2O3. Such a material will allow for highly efficient and cost-effective elec-
tronic devices. From our work on doped SnO2, we have provided the theory behind the self-
compensation mechanism in the industry leading stannic oxide dopant, fluorine. At high
degenerate doping levels (»1020 cm¡3), interstitial fluorine (Fi) begins to form alongside sub-
stitutional fluorine (FO) forming a direct compensation. Hybrid density functional theory
twinned with mobility measurements in FTO thin films prove (with excellent agreement) the
self-compensation mechanism. Antimony-doped SnO2 (ATO) has been shown to be a lower
formation energy resonant donor in SnO2 than FTO. A similar limitation, however, occurs
with increased doping in that an association with a lattice oxygen vacancy occurs forming
Sb3Å. Further speculation in the experimental literature have also suggested the segregation
of Sb3Å to the surface of the material which requires further analysis.233 Calculations on P-
doped SnO2 show that whilst phosphorus does not incur self-compensation like FTO, it does
however, possess a relatively high formation energy. The likely reasoning behind this is the
small ionic radii of P5Å which allows for an inducement of an oxygen vacancy at high dop-
ing concentrations, as with ATO. It is also likely that the use of non-equilibrium techniques
such asMBE are likely due to the high formation energies of PSn. Moving away from choosing
one-electron dopants from groups 15 and 17 in the periodic table gave rise to Nb and Ta as
suitable n-type dopants. Despite being physically similar, Nb and Ta produce vastly differ-
ent electronic effects when incorporated into SnO2. Through hybrid DFT, we have shown the
difference to be due to Nb incorporating as Nb4Å producing a localised electron state in the
band gap, whilst Ta incorporates as Ta5Å. In Ta-doped SnO2 (TaTO), the Fermi level can be
pushed further into the conduction band than either F or Sb and does not undergo self com-
pensation from interstitials. Ta also does not associate with oxygen vacancies and thus does
not readily form Ta3Å further limiting the conductivity. The most remarkable aspect of TaTO
is its ability to supply highmobilities (»50-84 cm2 V¡1 s¡1) as well as high conductivities. The
reasoning behind this has been deduced to be due to the Ta states appearing above the CBM
and thus does not interfere with the states that make up the CBM. When this happens, the
dispersion of bulk SnO2 is retained resulting in higher mobilities as seen in experiment. It
is clear, therefore that Ta is the optimum one-electron dopant in SnO2. New ‘high-mobility’
85
Chapter 4. The Search for the OptimumDopant in SnO2
dopant design rules can be gained from this work which can be applied to other wide band
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Chapter 5
Introduction to p-type Transparent
Conductors
Whilst n-type TCOs display high doping concentrations (» 1021 cm¡1), mobilities (»
20¡100 cm2V¡1 s¡1) and conductivities (» 1020 Scm¡1) with almost total optical trans-
parency (80-90%)115,289,290, there is a distinct paucity in comparable p-type transparent con-
ductors (TCs). There has been a growing need for high mobility, degenerate p-type TCs for
applications such as photovoltaics, gas sensing and photocatalysis where more efficient hole
separation is needed.116,291–293 A highly conductive p-type TC would also allow the realisa-
tion of transparent electronics when twinned with an n-type counterpart to create an effi-
cient and transparent p-n junction. One of the first reported p-type TCOs was NiO which
crystallises in the rock salt structure with octahedral Ni and O and typically has a band gap in
the range 3.4-4.0eV116,294 displaying amaximum conductivity of 7.1 Scm¡1 when dopedwith
Li.295 This value is far removed from n-type Sn-doped In2O3 (ITO), which has values nearing
105 Scm¡1.296–299 The average mobility values for NiO are also <1 cm2V¡1 s¡1 116 and thus a
major hindrance in the development of a comparable p-type TCO.
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5.1 Design Strategies of p-type Transparent Conductors
5.1.1 Acceptor Doping of n-type TCOs
Multiple design strategies have been employed in order to overcome the bottleneck associ-
ated with p-type TCs; a common approach is to acceptor dope the highly successful n-type
TCOs (In2O3, SnO2 and ZnO). The ability to introducemobile holes into ann-type TCOwould
benefit from being able to form a p-n homojunction with no issues with lattice matching as
well as using materials which already have decades of research and industrial architecture
available. In the literature, however, the results of acceptor doping are hugely unreliable and
tend to amount to very low hole concentrations, low conductivities as well as poor mobili-
ties.300–309 n-type TCs are inherently unsuited for p-type defects due to the positioning of the
conduction band and valence band (electron affinity and ionisation potentials respectively)
which favour the formation of electron-donating defects such as oxygen vacancies and cation
interstitials. Most n-type TCOs involve post-transition metal cations (ie. In, Sn, Cd) and thus
are susceptible to the d-block ‘contraction’ whereby the d states occur much lower in energy
(relative to the vacuum level) and thus the cation s states that make up the conduction band
minima are also lower in energy.25,116 The effect of this is two fold, firstly, any acceptor defect
will be a deep defect meaning that holes will be largely polaronic in nature and secondly, due
to the high formation energies, any p-type defect will be compensated for by the low forma-
tion energy donor defects present, even under the most preferential growth conditions.25
As previously mentioned in Section 3.2.1, valence band maxima (VBMs) of n-type TCOs
are predominantly of O 2p character and thus holes are highly localised and polaronic due
to the highly electronegative nature of O and large ionicity of TCOs.310,311 This leads to the
characteristically ‘flat’ valence band maxima as seen, for example, in In2O3 (Figure 5.1) and
thus any generated holes would be very heavy and immobile. The effective mass of In2O3
for electrons and holes are 0.22-0.24me and 16.14me 155 respectively highlighting further the
difference in electron and hole preference in n-type TCOs. Despite the reproducibility and
issues highlighted above, acceptor doping of n-type TCOs is still in fact attempted, to no suc-
cess.308,312–316,316–321
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FIGURE 5.1: The upper valence band of In2O3 (calculated using HSE06) displaying the ‘flat’
bands and therefore heavy holes (m¤ =16.14me ) associated with the localised polaronic O
2p character of the n-type TCOs. Calculation details are provided in Appendix A.1.
5.1.2 The Chemical Modulation of the Valence Band
A set of rules based upon reducing the lack of O 2p localisation at the VBM were pioneered
by Hosono and coworkers.322 The principles of this design method was based in part on the
known p-type ability of the cubic Cu2O (Figure 5.2) whereby Cu1Å cations hybridise with O
2p anions in a O-Cu-O dumbbell motif. This has the effect of substantially reducing the lo-
calisation of holes at the VBM. Although extremely high hole mobilities have been reported
(256 cm2V¡1 s¡1)323, copper (1+) oxide however, has a band gap of 2.17 eV discounting it from
use as a TCO.116 It is thought that the relatively small distance between neighbouring Cu d10
electrons accounts for the lack of transparency to visible light.324,325
Hosono and coworkers coined the phrase ‘chemical modulation of the valence band’
(CMVB) for his p-type TCO design principles, based on features seen in Cu2O and the wide
band gap of Al2O3. This resulted in identifying the delafossite CuAlO2 (Figure 5.2 as a new
p-type TCO.322,326 The design rules gained from CuAlO2 were that a closed shell metal cation
such as Cu1Å (3d10) be hybridised with O 2p in such as manner as to bring about dispersion
at the VBM. This occurs in the unusual 1D coordination of the O-Cu-O dumbbell motif that
Cu2OandCuAlO2 possess. The benefit of this is two fold, firstly an increased overlap between
Cu 3d and O 2p is present (Figure 5.2) resulting in a raised VBM, an increased dispersion and
thus a greater accommodation of p-type defects and more mobile holes. Lastly this hybridi-
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sation results in a greater separation between the d10 electrons on the Cu1Å cations. The
increased separation allows for fewer d-d transitions that will lower the band gap as seen in
Cu2O (Eg = 2.17 eV). The oxygen anions are also tetrahedrally coordinated, such that the elec-












FIGURE 5.2: The crystal structures of Cu2O, Al2O3, CuAlO2 and the schematic molecular
orbital diagram showing the overlap of Cu 3d and O 2p orbitals at the VBM, breaking the
localisation seen in n-type TCOs. In each structure, Cu = blue, Al = grey and O = black.
Other materials with a similar valence band electronic structure exit such as
CuGaO2 327,328, CuInO2 327, CuCrO2 329, CuBO2 330,331, CuScO2 327,332 and SrCu2O2 333,334 (to
name a few). In each case, despite being transparent the p-type hole conductivities were
typically several orders of magnitude lower than n-type TCOs. Acceptor defects in these ma-
terials have been shown to be fairly deep in nature and as such degenerate conductivity is not
realisable in these materials.330 Indeed the highest reported electrical conductivity has been
shown for CuCrO2 doped with Mg (220 Scm¡1).329
Other potential p-type materials with similar characteristics have been suggested that
combine a pseudo closed-shell cation such as a group of spinel oxides with the ZnM3Å2 O4
configuration (where M = Co, Rh or Ir). It was Hosono and coworkers who again showed that
ZnRh2O4 was a transparent p-type semiconductor with a conductivity of 0.7Scm¡1.335 The
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direct fundamental band gap of ZnRh2O4 was found to be 2.1 eV with a VBM consisting of Rh
d6 with some O 2p mixing due to the octahedral configuration of Rh. The same octahedral
coordination of Rh means that the fundamental band gap, however, is forbidden due to the
d-d character of the band gap.336
Arguably the most studied of the p-type spinels is ZnCo2O4 which has reported conduc-
tivities in the range 0.39-21 Scm¡1 337,338 and a fundamental band gap of 2.63 eV.336 In general
there is a distinct lack of dispersion at the VBM in these materials suggesting that conductiv-
ity will be determined by small polarons as well as having poor optical transparency and are
thus not a viable competitor to n-type TCOs.336,339
Materials with ns2-O 2p bonding at the VBM can also provide the possibility of high mo-
bility p-type TCOs. s orbitals are known to be more spatially extended than p or d orbitals
and thus a greater hybridisation and dispersion is expected at the VBM. This is the case for
materials with ns2 cations such as SnO and Ba2BiTaO6.340 SnO however, is readily oxidised to
SnO2 and the ability to create a high mobility TCO is still unreliable as average mobilities are
of the order 5 cm2V¡1 s¡1 and possesses fairly low optical transmissions <80%.116,340
Ba2BiTaO6 is amore promising addition to thens2 basedp-type TCOs combining a higher
optical transparency (» 90%) and a mobility of » 30cm2V¡1 s¡1 yet low hole concentrations
» 1013 cm¡3 340 have been realisable. Even when high doping concentrations with potassium
(» 35 at.%) low hole concentrations of » 1014 cm¡3 and low mobilities (in the k­ cm range)
are seen.340
5.1.3 Beyond the Transparent Conducting Oxide
It has been shown that the CMVB can be extended beyond oxide materials to other chalco-
genides: S,Se and Te. Comparing Cu2O to Cu2S and Cu2Se, an increase in p-type conductivity
occurs yet with a red shift of the band gap.324,341,342 The reasoning behind this is the existence
of a greater hybridisation of Cu 3d with chalcogen np as you proceed down the group.343,344
The effect of this means that dispersion of the valence band increases and the ionisation po-
tentials decrease. A group of layered oxychalcogenides, LaCuOCh (Figure 5.3; where Ch=S,
Se, Te), with p-type conductive layers of [Cu2Ch2]2¡ sandwiched between two [LaO]1Å layers
have been shown to display the same trends as the binary copper chalcogenides.345 LaCuOS,
LaCuOSe and LaCuOTe display band gaps of 3.1 eV, 2.8 eV and 2.3 eV respectively however
with associated conductivities andmobilities (undoped) of 6.4£10¡5, 24 and 1.65 Scm¡1 and
0.20, 8 and 80.6 cm2V¡1 s¡1.344,346–348 When acceptor doped, LaCuOS:Sr and LaCuOSe:Mg
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reach conductivities of 2.6£10¡1 Scm¡1 349 and 910Scm¡1 346 respectively demonstrating the
increase in degenerate doping from S to Se to Te.
Both polyatomic compounds and layered systems offer a much wider phase space than
simple binary or ternary systems.350 Layered systems offer the ability to accommodate dif-
ferent sized atoms without changing the initial parent structure. Through this, correlations
between atomic effects can be gained to enhance specific electronic properties such as band
gap, dispersion, ionisation potentials etc.350 An alternative wide band gap layered oxychalco-
genide was been discovered with the formula: [Cu2S2][Sr3Sc2O5]351,352 (SCSOS) which com-
prises of alternating Cu2S22¡ layers and perovskite-like [Sr3Sc2O5]2Å layers and possesses a
3.1 eV band gap (Figure 5.3). It was first synthesised by Otzschi and coworkers in 1999352 and
subsequently reinvestigated by Liu et al. in 2007.351 The latter displayed undoped conduc-
tivities of 2.8 S cm¡1 and extremely high mobilities of 150 cm2V¡1 s¡1 despite relatively low
carrier concentrations of 1017 cm¡3.351 Further to this, hybrid DFT calculations were carried
out on SCSOS330 whereby the electronic structure of the VBM was confirmed to be made up
of 50:50 Cu 3d and S 3p and the large band gap brought about by the perovskite-like layer.
It was found that whilst a small Cu-Cu distance is desirable in the delafossites to aide the
polaronic hole hoppingmechanism, the same effect does not apply to the layered oxychalco-
genides (LaCuOCh and SCSOS).330
The CMVB can also be extended beyond the chalcogenides towards the pnictides and
is seen in the metastable compound Cu3N with the anti-ReO3 structure.353–356 As with the
p-type delafossite oxides, nitrogen prefers a linear ‘dumbbell’ motif with both Cu3N and
CuTaN2 displaying N–Cu–N coordination. Most copper nitride semiconductors display low
band gaps (Eg = 1.4 and 1.5 eV for Cu3N and CuTaN2 respectively353,357) making them ideal
for solar absorption. Cu3N is also identified as defect tolerant due to the antibonding charac-
ter of its bandmaxima andminima aiding the efficiency of a photovoltaic device.355,358
Going beyond copper oxides for pellucid p-type conductivity provides a much bigger
phase space and thus greater potential for success in designing low hole effective mass,
degenerately dopable materials. Technological breakthroughs in thin film and solid state
synthesis procedures allow for the fabrication of ‘designer’ layered compounds. Through
this, greater control is achievable allowing previously unobtainable metastable or hard-to-
synthesise layered compounds to be realised.359–361 In the next few chapters, emphasis will
be on structure-property relationships based upon the CMVB and post oxide TCs. In partic-
ular, the prediction of new layered oxychalcogenides based on the SCSOS structure (Figure
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FIGURE 5.3: The crystal structures of LaCuOCh (Ch=S,Se,Te) (P4nmn) and
[Cu2S2][Sr3Sc2O5] (I4/mmm) layered oxychalcogenides. Both structures have the same
tetrahedral [Cu2S2]2¡] layer responsible for p-type conduction. For the two structures:
Cu=blue, O=black, Ch/S=orange, La3Å/Sc3Å=purple and Sr=green.
5.3) with an analysis of the effect of isovalent cations on the electronic and thermodynamic
properties. Beyond SCSOS is the extension of the CMVB from chalcogenides and nitrides to




Next Generation p-Type Transparent
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6.1 Elemental Modulation of [Cu2S2][Sr3Sc2O5]
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimental solid state synthesis of [Cu2S2][Ba3Sc2O5] powders and subsequent analysis
were carried out by Mr. Gregory J. Limburn in the group of Dr Geoffrey Hyett at the University
of Southampton. Details of the experimental and theoretical methodologies are included in
Appendix B.1.
The work in this section is in preparation for publication.
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[Cu2S2][Sr3Sc2O5], denoted ‘SCSOS’, is a layered oxychalcogenide with a wide band gap
suitable for visible light transparency (»3.1 eV), which possesses high undoped p-type con-
ductivity (2.8 Scm¡1) and reported mobilities surpassing that of the industry standard n-
type TCOs (150 cm2 V¡1 s¡1).351,352,362 The SCSOS structure consists of an anti-PbO (litharge)
[Cu2S2]2¡ layer alternating with perovskite-like [Sr3Sc2O5]2Å layers (Figure 6.1). Previous hy-
brid DFT calculations have found that the VBM is made up of a 1:1 mixing between Cu 3d
and S 3p states typical of the chemical modulation of the valence band (CMVB) as seen in
the delafossite CuAlO2.322 Hole effective masses calculated using HSE06 were found to be
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anisotropic with low values of 0.96me . Although this value is lower than the rest mass of
an electron, it is still around three times as large as the n-type effective masses seen in Sec-
tion 3.2.1 causing doubt on the experimental mobility values.351 As a quinternary material, a
large number of potential compounds relating to the SCSOS structure are possible and could
provide an insight into the design of a high mobility p-type transparent conductor. Using
suitable ‘chemical intuition’, this space can be narrowed and as such new materials can be
screened in terms of their properties. In this section, 24 stoichiometric compounds with the
[Cu2S2][A3B2O5] structure: where A=Sr,Ca,Ba,Mg and B=Sc,Al,Ga,In,Sc,Y,La were screened in
terms of their thermodynamic stability and thereafter in terms of their electronic properties.
Each of the 24 compounds is named ‘AB’ eg. [Cu2S2][Sr3Sc2O5] is ‘SrSc’, [Cu2S2][Ba3Al2O5] is
‘BaAl’ and [Cu2S2][Ca3Ga2O5] is ‘CaGa’ Each structure was relaxed using PBEsol14,16 to deter-
mine the thermodynamic stability and a further relaxation using the hybridHSE06 functional
was utilised to calculate the structural and electronic properties of the stable compounds.
Further details of the theoretical methodology is presented in Appendix B.1.
6.1.1 Thermodynamic Stability Screening
The thermodynamic stability of the 24 compounds at 0K was calculated relative to »313
(geometry relaxed) competing stable phases taken from the Inorganic Crystal Structures
Database (ICSD).363 A stability criterion was established from the energy above the con-
vex hull and ranges from 0–0.07 eVatom¡1 following work by Ceder and coworkers.364 An
absolute maximum can also applied based upon the synthesis temperature (kBT, where
T=»800±C) in reference [351 which gives an E above Hull of 0.09 eVatom¡1 (shown by the
red line in Figure 6.2). Out of the 24 compounds calculated, 9 compounds were identified
within this stability criterion. The energies above the convex hull are tabulated in Appendix
B.1; Table B.1 and those within the 0–0.2 eVatom¡1 range are displayed in Figure 6.2. Using
this analysis, SrAl, SrGa, CaAl, CaGa, BaGa and BaSc are predicted to be stable with energies
above hull of 0 eVatom¡1. The parent compound, SrSc is also predicted to be stable with an
energy above the hull of 0.0005 eVatom¡1. CaSc and BaAl are predicted to bemetastable with
energies of 0.05 and 0.07 eVatom¡1 respectively. CaSc and BaAl are expected to form butmay
not be phase pure when synthesised and as such other compounds may be present. All the
compounds where A2Å=Mg and B3Å=In,Y,La were found to be unstable.
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FIGURE 6.1: The [Cu2S2][Sr3Sc2O5] crystal structure as viewed along the (100) direction. The
different layers are also shown where Cu=blue, S=orange, Sr=green, Sc=purple and O=black.
Also shown are the different types of bonds within the A3B2O52Å layer, the different bond
lengths associated with these types are given in Table 6.2.
The decomposition pathway for SrSc is predicted to be:
[Cu2S2][Sr3Sc2O5]! 8Cu + 7SrS + 4SrSc2O4 + SrSO4;¢H Æ 0.05eV (6.1.1)
Where the decomposition energy (¢H=0.05 eV) corresponds to a temperature of»307±C
which is far below the synthesis temperatures used by Liu et al. (800±C) and hence will be
expected to be formed "phase pure" as is seen from their X-ray diffraction (XRD) patterns.351
The decomposition products of all the other compounds are tabulated in Appendix B.1; Table
B.1.
Another analysis can be undertaken using the synthesis route carried out by Liu et al.351
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FIGURE 6.2: A depiction of the stable andmetastable compounds with respect to the
stability criterion 0–0.09 eVatom¡1. The green area is the predicted "stable" region
(0–0.02,eVatom¡1), the white region depicts the area of metastability (0.02–0.09 eVatom¡1)
and the red region the unstable region (> 0.09 eVatom¡1)). The graph predicts eight
potentially stable variations on the [Cu2S2][Sr3Sc2O5] structure.
and is given in equation 6.1.2. The tabulated enthalpies of formation (¢Hf) are shown for all
stable compounds in Table 6.1 (and for all compounds in Appendix B.1; Table B.1).
AS + Cu2S + B2O3 + 2AO! [Cu2S2][A3B2O5] (6.1.2)
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In Table 6.1, all stable compounds show a negative formation enthalpy and thus are ex-
pected to form via this synthetic route, indeed the Ca-based SCSOS compounds should form
easily with enthalpies ranging from ca. -8 to -13 eV. It is important to note, however, that other
competing phases may also form in the synthesis.Despite the metastability of both CaSc and
BaAl, both compounds are expected to be formed via this synthetic route. In terms of the
other compounds (Appendix B.1; Table B.1), this analysis shows that positive formation en-
ergies are seen for the majority of unstable compounds (ie. all Mg structures, SrY, SrLa etc.)
however, anomalies arise with CaIn, CaY and BaY where negative formation energies are ob-
served despite having energies above hull outside of the stability criterion. For these com-
pounds, the synthesis in reference [351] may not be the intuitive route.
6.1.2 Geometric and Structural Properties
All stable compounds exhibit the same I4/mmm crystal structure as the parent compound af-
ter relaxation. Each compound consists of the same anti-PbO [Cu2S22¡] layer alternatingwith
the perovskite-like [A3B2O5]2Å as seen in SrSc (SCSOS). The coordination in the copper sul-
phide layer consists of tetrahedrally bonded Cu ions (with S) in which the S ions are bonded
to Cu in a square pyramidal structure and likewise to A2Å cations. Within the [A3B2O5]2Å
layer, there exists tetrahedrally bonded B3Å cations to O, which in turn are linearly bonded
between two B3Å cations and within a square planar motif with adjacent A2Å ions. The A2Å
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cations are generally coordinated in a square anti-prismatic configuration either with 8 oxy-
gens or 4 oxygens and 4 sulphurs.
Cell parameters:
Table 6.2 (page 105) displays the structural parameters for all the stable compounds and are
grouped according to increasing cationic radii of the B3Å cation (Al!Ga!Sc) and within
these groups are ordered by increasing A2Å radii (Ca!Sr!Ba). The calculated lattice param-
eters and bond lengths for the parent compound, SrSc, are in excellent agreement with the
experimental values352 showing the efficacy of HSE06 to reproduce the crystal structure and
thus predict the electronic properties of all 24 compounds. As expected when increasing the
size of both A2Å and B3Å cations, the cell parameters, volumes and bond lengths all increase
whilst retaining the I4/mmm crystal structure. In terms of volume change, within the Al, Ga
and Sc compounds (Ca!Ba) an increase in volume by » 20%, »18%, and »16%, is seen for
each group respectively. The a(c) parameters expand by »5(10)%, »4(10)%, and » 3(9)% be-
tween Al, Ga and Sc respectively. The greater increase in the c direction is to be expected due
to an increase in A2Å radii down the group and remains constant between the three different
B3Ågroups (Al,Ga,Sc). The lack of change within the a direction for Sc compared to Ga and
Al is likely due to the decreased electronegativity of Sc relative to Al and Ga. The c lattice
parameter, whilst extending with increasing a within the B3Å groups (Al,Ga,Sc), does not in-
crease linearly with increasing a lattice parameter overall. CaSc, displays a smaller c lattice
parameter to both CaAl and CaGa, despite the larger atomic radii.240
[Cu2S2]2¡ layer:
Previous HSE06 studies carried out on SrSc362 showed that the [Cu2S2]2– layer is responsible
for the states that form the VBM and are thus the most important for p-type conductivity.
The layered oxychalcogenides: LaCuOS and LaCuOSe also possess a [Cu2S2]2– layer which
give rise to the VBM similar to the SCSOS compounds.343 Figure 6.3 displays the change in
valence band related bond lengths and angles comparative to the increasing basal lattice pa-
rameter (a). For each group, it is clear that through increasing the size of the cell there is
a proportional increase in Cu–Cu, Cu–S, A2Å–S bond lengths as well as S–Cu–S bond angles
for each group (Al, Ga, Sc). This allows for a general comparison of the basal lattice parame-
ter (a) to the individual electronic and structural properties of the system. The Cu–Cu bond
lengths increase from 2.63Å for CaAl to 2.94Å for BaSc due to the increasing A2Å and the
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B3Å cationic radii. An increased Cu–Cu distance is required to avoid d ¡d transitions which
hamper the transparency.322 The Cu–S distances typically plateau for Sr and Ba in each group
(Al,Ga,Sc) and have a minimum bond length of 2.39Å for CaAl and a maximum of 2.45Å for
BaSc. These results lie within the typical range of other copper sulfide based materials such
as CuS (» 2.10-2.35Å )365, Cu2S(»2.27-2.35Å )366,367 as well as the layered oxysulfide LaCuOS
(»2.42Å).349 It is likely that the Cu–S bond length restrains the systems from expanding fur-
ther and hence partially dictates the stability of the SCSOS structure to accommodate the
different variations. Judging from the increase in bond length from LaCuOS to LaCuOSe and
even LaCuOTe344,349,368 (2.42! 2.52!2.66Å ) selenide or telluride based SCSOS system may
be able to accommodate the increasing cell size and hence larger A2Å and B3Å cations such
as Y or La.
The S–Cu–S bond angles increase linearly with increasing a as expected from increasing
thewidth of the unit cell producing a ‘concertina’ effect on the [Cu2S2]2¡ layer. The calculated
HSE06 value for SrSc is in reasonable agreement with experiment, overestimating slightly by
» 5±.352 The linear trend is broken slightly from SrSc to BaSc and is possible that a limit to
the bond angle is occurring; any larger cells would likely become strained favouring either a
different crystal structure, or the use of Se or Te within the [Cu2S2]2¡ layer. Cu2S is known to
have a S–Cu–S bond angle of 109.5± 366,367 and LaCuOS possesses one of 108.63±.349
The A2Å–S bond lengths were also calculated in order to establish an "inter-layer spac-
ing" between the two layers ([Cu2S2]2¡ and [Sr3Sc2O5]2Å]). Within each B3Å (Ca,Sr,Ba) group
the increase is linear with respect to a, and to an extent between the different B3Å groups
(Al,Ga,Sc). The maximum percentage increase within the Al, Ga and Sc groups is 8%, 7%
and 5% respectively. This reductionmay be attributed to the increase in electronegativity be-
tween Al and Ga over Sc, thus the Al and Ga related bond possess a greater constraint over
individual unit cells over the Sc compounds.
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FIGURE 6.3: The bond lengths and angles related to the valence band ([Cu2S2]2¡ layer),
Cu–Cu, Cu–S, S–Cu–S and A2Å–S with respect to increasing basal lattice parameter.
[A3B2O5]2Å layer:
The average B3Å–O and A2Å–O bond lengths increase relative to both a and c lattice param-
eters within each B3Å group linearly. For the B3Å–O bond lengths, the analysis can be split
into the effect of the a and c directions due to the tetrahedral bonding of B3Å. The different
bond types are shown in Figure 6.1. Table 6.2 provides the values for both directions, and
shows that in the a direction the bond length increases linearly with increasing basal lattice
parameter. For the Al, Ga and Sc groups the increase in B3Å–O is 5%, 4% and 3% respectively
(from Ca!Sr!Ba) which is directly proportional to the percentage increase of a in section
6.1.2. The bond lengths in the c direction however, show very little increase between Ca and
Sr for each group however between Sr and Ba this is»1% , 2% and 0.5% within the Al, Ga and
Sc groups respectively.
The A2Å–O bond lengths show that within the ab plane (A2Å–O[b]) a linear increase with
increasing a parameter is seen as expected with an increase of 5%, 4% and 3% within the Al,
Ga and Sc groups respectively. A2Å–O[a][c] increase as a function of both a and c.
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Chapter 6. Next Generation p-Type Transparent Conductors
6.1.3 Electronic and Optical Properties
Density of States:
Figure 6.4(a), (b) and (c) (Page 109) shows the total and partial density of states (DOS) for SrAl,
SrGa and SrSc respectivelywhichwill be used as representatives of each group in this analysis.
Table 6.3 displays the percentage of states at the VBM along with valence band widths and
Table 6.4 display the percentage of states at the CBM. Full plots of the partial and total DOS
are shown in Appendix B.1 Figure B.1.
Within each B3Å group the composition of the upper valence band remains the samewith
only the valence band widths changing amongst the groups. Figure 6.3a, b and c shows the
DOS for SrAl, SrGa and SrSc which can be used to describe each B3Å group. In general the va-
lence band widths decrease with increasing A2Å cation radius and are inversely proportional
to the S–Cu–S angle. A more obtuse S–Cu–S angle therefore results in a smaller valence band
width. In the same vein it it would follow that the valence band width would decrease from
SrAl!SrGa!SrSc due to the same increase in S–Cu–S angle due to the increasing size of B3Å,
however this is not the case. As shown in Figure 6.4, both Al and Ga sÅp states are present
from » -10 eV to » -7 eV. From -7 eV to » -5 eV in SrAl and SrGa, significant mixing between O
p, Sp, Cud and Al/Ga p states is seen. In SrSc, from -6 eV to -4 eV the majority of states in the
valence band is made up of O p, S p, Cud and Sc d states. From this point the compounds
become very similar with a large proportion of the states belonging to Cu d mixed with O p
states in a nearly 50:50 ratio from » -3 eV to » -2 eV. From -2 eV to the VBM (0 eV) Cu d states
hybridise with S p states over O p almost exclusively in » 55:»41 Cu:S ratio with negligible
contributions fromCu p, Sr pÅd and O p states (Table 6.3). These results are consistent with
previous HSE06 calculations on SrSc by Scanlon et al.362 as well as with the similar layered
oxychalcogenides: LaCuOCh (where Ch=S,Se,Te).345
The states at the CBM are shown in Table 6.4 where the states vary with each group of
compounds. Within the aluminium compounds, it is clear that a hybridisation between both
the Cu s, S s and Al s and O s states generally make up the CBM. From Ca!Sr!Ba, the larger
cell sizes increases the proportion of Al s states seen at the CBM from 5%!14%!30% respec-
tively. A decrease in overall Cu and S states seen at the CBM is also observed making up 58%
in SrAl to just 25% in BaAl. In CaAl, a significant mixing of Ca s states is present at the CBM,
which could likely be due to the CaAl possessing the smallest A2Å–S bond length (2.97Å ). An
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TABLE 6.3: The percentage of states at the VBM in the thermodynamically stable SCSOS
compounds together with the width of the valence band. Significant contributions are
indicated in bold. The total DOS and partial DOS is displayed in Appendix B.1 Figure B.1.
Compound Cu:s,p,d /% S:s,p,d /% A2Å:s,p,d/% B3Å:s,p,d /% O:s,p,d /% VB width /eV
CaAl 0,1,49 0,45,0 0,2,2 0,0,0 0,1,0 9.5
SrAl 0,1,51 0,45,0 0,1,1 0,0,0 0,1,0 9.2
BaAl 0,1,52 0,43,0 0,1,1 0,0,0 0,1,0 9.2
CaGa 0,1,52 0,44,0 0,2,2 0,0,0 0,1,0 10.3
SrGa 0,1,53 0,44,0 0,1,1 0,0,0 0,1,0 10.0
BaGa 0,1,53 0,42,0 0,1,1 0,0,0 0,1,0 9.9
CaSc 0,1,55 0,41,0 0,1,1 0,0,0 0,1,0 5.9
SrSc 0,2,55 0,41,0 0,1,1 0,0,0 0,2,0 5.5
BaSc 0,2,55 0,41,0 0,1,1 0,0,0 0,1,0 5.4
increase in O s Å p states is observed down group 2. From the CBM to the peak at 4 eV in
SrAl, the CBM consists of a hybridisation between the Cu s, Cu d and O p states mixed with
predominantly Sr d states. From 4eV to 6 eV the conduction band is primarily Sr d states mix
with some O p and a small amount of Cu s states around 5.6 eV.
In the gallium systems, a reduction in the Cu s and S s states are seen at the CBM, with
predominantly Ga s +Osmixing observed. Down group 2, an increase in the Ga s states is ob-
servedwith a further reduction in theCu andS states from19%!14%!5% (fromCaGa!SrGa
!BaGa respectively). A similar effect is seen in the band alignment of AlN, GaN and InN
where, due to the increasingly penetrating s orbitals down the groupmeans that the CBM lies
lower in energy from AlN to GaN to InN.95 From »2.7 eV to the peak at 4 eV, the conduction
band of SrGa consists of an increasing hybridisation between the Ga s + O p states that make
up the CBM and the Sr d , Cu sÅd and S p states. This is consistent with the peak at 4 eV in
SrAl (Figure 6.4(a)) which possesses an increased Sr d presence. From 4eV to 6 eV the CBM is
predominantly Sr d states mixed with some O p, Cu s and Al s states.
The CBM of the scandium compounds consist of negligible quantities of Sc in contrast
to the aluminium and gallium compounds. The CBM is predominantly Cu s and SsÅp with
significant mixing from A2Å states. From Ca!Sr!Ba, the Cu s states increase from 21% to
34% in contrast to the Al and Ga compounds where increasing A2Å resulted in less Cu and S
states at the CBM. Between CaSc and SrSc, a reduction in A2Å s states is seen from 18% to
13% respectively. BaSc shows that the Ba d states dominate at the CBMwith no S s or p states
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observed (as with CaSc and SrSc). This is likely due to the decreased Ba–Cu distance over
Ca–Sc and Sr–Sc respectively due to the ‘concertina’ effect of the [Cu2S2]2¡ layer and thus a
more compact unit cell. In SrSc, the conduction band from the CBM to 6 eV consists of an
increasing proportion of Sr d and Sc d states. Towards 6 eV an increased hybridisation with
O p, S p and Cu s states is seen.
TABLE 6.4: The percentage of states at the CBM in the thermodynamically stable SCSOS
compounds. Significant contributions are indicated in bold. The total DOS and partial DOS
is displayed in Appendix B.1 Figure B.1.
Compound Cu:s,p,d /% S:s,p,d /% A2Å:s,p,d/% B3Å:s,p,d /% O:s,p,d /%
CaAl 20,0,0 28,10,0 22,4,0 5,1,0 8,2,0
SrAl 22,0,1 29,5,0 8,2,1 14,2,0 13,5,0
BaAl 11,0,2 14,0,0 8,0,9 30,3,0 17,6,0
CaGa 8,0,1 11,0,0 7,1,0 51,3,1 17,0,0
SrGa 6,0,1 8,0,0 2,0,1 56,2,0 23,0,0
BaGa 2,0,1 2,0,0 1,0,1 68,4,0 16,0,0
CaSc 20,0,1 32,11,0 18,1,1 2,0,3 9,0,0
SrSc 24,0,1 33,13,0 13,3,0 3,0,3 6,2,0
BaSc 34,0,15 0,0,0 0,0,47 0,0,0 2,1,0
Band Structure and Optical Gap:
The band structures of all stable SCSOS compounds are presented in Figure 6.5 (Page 110)
and the direct,indirect and optical band gaps togetherwith hole and electron effectivemasses
at the VBM and CBM respectively are shown in Table 6.5. The value for the optical band gap
is taken from the ®2 value in the absorption spectra compiled for each of the 9 compounds
in Appendix B.1 Figure B.3.
From our calculations, 3 of the 24 SCSOS compounds are found to be transparent: CaAl,
SrSc and BaSc with optical band gaps of 3.17 eV, 3.06 eV and 3.24 eV respectively. The optical
absorption for SrSc (3.06 eV) is in accordancewith the optical band gap seen in experiment by
Liu et al. who observed a band gap around 3.1 eV.351 It is possible that SrAlwill be transparent,
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FIGURE 6.4: Representative density of states (DOS) for the different groups, SrAl, SrGa and
the parent compound: SrSc. In each example the valence bandmaximum is set to 0 eV. Full
partial and total DOS for all other compounds can be found in Appendix B.1 Figure B.1.
however, colouring or haze may arise due to the 3.00 eV optical band gap. In general the
optical band gaps correspond to the direct fundamental band gap at ¡, however CaAl and
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FIGURE 6.5: The combined band structures for the stable andmetastable SCSOS
compounds calculated using the HSE06 functional. The band structures are arrayed in a
grid such that the top left corresponds to CaAl and the bottom right to BaSc. In the stable
examples, the valence bands are depicted in blue and the conduction bands in orange,
where the VBM is set to 0 eV. The band structures are ordered in terms of increasing A2Å
cation (Ca!Sr!Ba) and in terms of increasing B3Å cation (Al!Ga!Sc).
BaSc this is not the case. BaSc is the only compound to possess an indirect fundamental
band gap where the VBM and CBM are located at ¡ and X respectively. Due to the flat bands
from ¡–X, the difference between the two high symmetry points is generally around 0.002 eV
for each compound. The indirect and direct band gap at X (BaSc) is, however, a disallowed
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transition due to the d nature of both the VBM (Cu d) and CBM (Ba d). The direct band gap
at ¡ (3.20 eV) is, however, an allowed transition. In CaAl, the origin of the optical band gap
occurs from the band below the VBM which lies » 0.15 eV lower in energy. This accounts for
the larger optical band gap to the fundamental band gap.
Figure 6.6(a) shows the change in direct fundamental band gap as a function of a param-
eter. In both Al and Ga compounds the band gap shrinks as a function of increasing cell size.
This can be attributed to the increased presence of Al and Ga s states at the CBM down from
Ca!Sr!Ba from an increased interlayer spacing. Due to the larger penetration of the Ga 4s
states over Al 3s, the CBM is lowered further in the gallium compounds over the aluminium
compounds. The lower band gap, however does allow for a greater dispersion at the CBMand
thus a lower electron effective mass as seen in both the band structures in Figure 6.5 and the
effective masses in Table 6.5.
Conversely, the scandium compounds which see negligible Sc s and d states at the CBM
(and appear around»1 eV above the CBM in SrSc) show awidening of the fundamental band
gap with increasing a parameter. The band gap, therefore is highly sensitive to the different
states at the band maxima and minima and no one rule can be used to describe all com-
pounds.
In order to possess high holemobilities and thus produce degenerate p-type conductivity,
the effective masses at the VBMmust be low. For 8 out of the 9 compounds (CaAl excluded)
there exists two degenerate bands at the VBM allowing for the calculation of a ‘heavy’ and
‘light’ effective mass. These values are presented in Table 6.5 and show that in the ¡–N and
¡–Z directions, the parent compound (SrSc) experiences ‘heavy’ effective masses of 1.70me
and 0.68me respectively. In the same directions, light hole effective masses of 0.48me and
0.65me are calculated respectively owing to the relatively high (for a p-type TC) undoped
conductivity seen in experiment of 2.8 S cm¡1.351
Figure 6.6(b) shows the trends of the hole effective masses as a function of a parameter
for the ¡–N and ¡–Z directions for each group of compounds. For the aluminium and gallium
compounds, the heavy effectivemasses in the ¡–N direction decrease as a function of increas-
ing a size with maximum values of 4.54me and 3.45me respectively and minimum values of
2.22me and 2.04me respectively. The scandium compounds possess the lowest ‘heavy’ hole
effective masses in the ¡–N direction. Inverse to the Al and Ga compounds, these effective
masses increase from 1.34me ! 1.70me ! 1.72me from CaSc!SrSc!BaSc respectively.
The ’light’ hole effective masses in the ¡–N direction remain relatively constant in both
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FIGURE 6.6: (a) The direct fundamental band gap as a function of increasing a parameter.
The hashed grey region corresponds to the visible light transparency region. (b) The VBM
hole effective mass as a function of increasing a parameter.
the Al and Ga compounds with average effective masses of 0.35me and 0.33me . The scan-
dium compounds experience a slight decrease inmagnitude from 0.57me for CaSc to 0.43me
for BaSc.
In the ¡–Z direction both heavy and light hole effective masses are low. From CaAl to
BaAl, the heavy effective masses increase slightly from 0.47me ! 0.59me whilst the light hole
masses remain constant at 0.46me . In the gallium compounds a slight decrease is seen in
both the heavy and light effective masses with the highest effective mass being for CaGa
(0.56me) and the lowest being for BaGa (0.43me). CaSc, SrSc and BaSc possess the high-
est effectivemasses in this direction which decrease with increasing a parameter for both the
heavy and light holes. The light effective masses for CaSc, SrSc and BaSc are 0.65me , 0.65me
and 0.57me respectively.
From ¡–X, however, the hole effective masses are very high (40.38–41.71me) due to the
very flat bands as can be seen in the band structure (Figure 6.5). This is likely due to a
lack of overlap between the Cu d and S p tetrahedra in the [Cu2S2]2¡ layers. The ¡–X di-
rection corresponds to the ab plane (Appendix B.1 Figure B.2 shows the first Brillouin zone)
and hence with an increasing ‘flattening’ of this layer due to the more obtuse S–Cu–S an-
gles with larger cation sizes, it is expected that a better overlap between Cu and S will occur
and thus lower hole effective masses in the ¡–X direction. This effect is certainly the case
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for both the aluminium and gallium compounds where the effective masses reduces from
64.40me !15.60me and 45.56me ! 25.28me respectively. The scandium compounds, how-
ever, do not see the same trend with the largest values seen for SrSc. Due to the very high
mobilities (150 cm2 V¡1 s¡1).351 seen in experiment, it is likely that this effective mass in the
¡–X direction does not limit the mobilities as much as the ¡–N and ¡–Z directions do.
In general the electron effective masses in all directions decrease as a function of increas-
ing a parameter. Due to the lower lying CBM in the gallium compounds, the lowest electron
effective mass is seen for BaGa with an average effective mass of 0.2me competitive with the
industry standard n-type TCOs such as In2O3 (0.22me).369 In the scandium compounds, the
trend is broken due to the Ba d states forming an indirect band gap with the CBM at X. BaSc
therefore possesses the highest electron effective masses of 0.94me (X–¡) and 0.57me (X–P)
out of the stable compounds.
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6.1.4 Experimental Verification
It is clear from the analysis that the most promising compound is [Cu2S2][Ba3Sc2O5] which
possesses the largest optical band gap (» 3.24eV ) as well as the lightest overall hole effective
masses of the three transparent conductors (CaAl, SrSc and BaSc). For this reasoning, the
experimental verification of both the existence of this transparent conductor and its struc-
tural and electronic properties is required. Experimental powders of BaSc were produced
via a solid-state synthesis, the full details of this and the XRD characterisation and optical
absorption is provided in Appendix B.1. Table 6.6 provides the structural parameters, bond
lengths and optical band gap calculated using the Kubelka-Munk function, f (R) calculated
from the diffuse reflectance data. All structural properties are within excellent agreement
with the calculated HSE06 values by <1.17% with a slight overestimation of the c direction.
The experimental optical band gap matches exactly that of the HSE06 results. So far no mo-
bility measurements have been carried out on the powders or thin films made which would
be the next step of the experimental analysis.
TABLE 6.6: The structural parameters, bond lengths and optical band gap for the BaSc
powders.
Parameters Experiment HSE06
a /Å 4.14 4.15
c /Å 27.12 27.44
Cu–Cu /Å 2.93 2.94
Cu–S /Å 2.44 2.45
S–Cu–S /± 116.07 115.37
B3Å–O(c,a) /Å 2.00,2.08 1.99,2.09
A2Å–O (i,ii,iii) /Å 2.71,2.93,3.04 2.70,2.93,3.07
A2Å–S /Å 3.30 3.32
Eoptg /eV 3.24 3.24
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6.1.5 Discussion
From our analysis, the discovery of two novel p-type transparent conductors has been pre-
dicted using hybrid density functional theory. These compounds are CaAl and BaSc with
optical band gaps of 3.17 eV and 3.24 eV respectively. Recent experimental synthesis of BaSc
powders confirm the predictions gained from DFT in particular the wide optical band gap
making BaSc a novel p-type transparent conductor. From the structural analysis, a clear
trend can be seen based on the a lattice parameter which directly influences the Cu–Cu and
Cu–S bond lengths as well as the S–Cu–S bond angles. With increasing cell size, a narrow-
ing of the [Cu2S2]2¡ layer is seen which influences the curvature and width of the valence
band and thus directly affecting the electronic properties. In the delafossite Cu1Å oxides, it
was found that conductivity can be loosely proportional to the Cu–Cu distances due to the
polaronic nature of the VBM. A small distance was required to reduce the ‘hopping’ distance
thus high undoped conductivities were seen for CuBO2 over CuAlO2.324,362 We find that in
the SCSOS materials, an increased a parameter (corresponding to an extended Cu–Cu bond
length) decreases the overall effective masses seen in the ¡–Z and ¡–N directions (however
with an increase in the heavy hole masses in the scandium compounds). This behaviour is
seen to exist in the other layered oxychalcogenides LaCuOS and LaCuOSe where a larger Cu–
Cu bond length is not detrimental to the conductivity.343,362 The larger Cu–Cu distances also
inhibit d¡d transitions which limit the transparency. Out of the new predicted TCs, the low-
est hole effective masses were seen for BaSc making this the most promising discovery from
this work.
Optimising the band gap in the SCSOS layered oxychalcogenides is based upon two ob-
servations. Firstly, a smaller valence bandwidth could play a role in improving themagnitude
of the band gap. In general it was seen that a larger Cu–Cu distance resulted in a smaller VB
widthwhich could explain the increase in band gap seen in the scandium compounds (where
the CBM is not influenced by B3Å states). Secondly, the states that make up the CBM highly
influence the position of the conduction band. In the aluminium and gallium compounds,
the low lying B3Å s states cause a sharp reduction in the band gap. The position of the con-
duction band is highly sensitive to the B3Å–O bond length thus larger cells push the CBM
lower in energy. Despite this, increasing the cell size reduces the VBM effective mass so a
compromise is necessary for a wide band gap, high mobility TC. In both the aluminium and
scandium compounds there is significant mixing of the Cu and S states at the CBM which
could enhance the transparency which can be seen by the decrease in fundamental band gap
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with increasing percentage of Cu and S states at the CBM. The decrease in band gap in the
aluminium compounds with increasing a is similar to other layered oxychalcogenides such
as LaCuOSe (2.82 eV347), SmOCuSe (2.60 eV370) and YOCuSe (2.58 eV350) however the scan-
dium SCSOS compounds see the reverse.
Aside from the parent compound (SrSc), six other compounds were found to be stable
albeit without band gaps wide enough to accommodate high optical transparencies. It is
possible, however, that these materials could be used in other applications such as pho-
tovoltaics or photocatalysis. SrGa displays a band gap in the correct range for a solar ab-
sorber (Eoptg =1.71 eV).
131 Despite this, the optical absorption onset is fairly weak. It could
be possible, however to create a mixed hybrid material oxychalcogenide such as Sr/BaGa or
BaAl/BaGa to reduce the band gap or create a stronger absorption.24 CaGa and BaAl both
have band gaps in the range of a visible light water-splitter137 (2.01 eV and 2.42 eV respec-
tively), however, due to themetastability of BaAl, only CaGa can be recommended for photo-
catalytic water splitting. Further work would require band alignment and surface calculation
to determine whether CaGa would be successful in this application.
It is likely that the thermodynamic stability of the compounds are restricted by certain
structural parameters such as S–Cu–S bond angles and Cu–S bond lengths, thus going from
S to Se to Te could help accommodate a smaller or larger cell size such as the Mg or La
cells which were found to be unstable from this work. Comparing LaCuOS, LaCuOSe and
LaCuOTe, the S–Cu–S bond angles decrease from 111.2±! 107.5±! 103.5± respectively, how-
ever the Cu–S bond lengths increase from 2.42Å!2.52Å!2.66Å respectively.345 It is ex-
pected that the VBM dispersion will increase down the chalcogenides as seen with the in-
creased conductivity from LaCuOS to LaCuOSe.343 Including Se and Te however, may have
a detrimental effect on the optical band gap as can be seen in other layered oxychalco-
genides such as LaCuOCh344,346–348 and other layered Cu–Chalcogen structures such as BaF-
CuS (3.2 eV371, BaFCuSe (2.9 eV372) and BaFCuTe (2.3 eV373).350 It is likely, however, that
combining the design rules laid out here that transparency with a selenide or telluride may
be possible, ie. [Cu2Se2][Zn/Mg3Al2O5]. Other layered Cu1Å oxychalcogenide structures such
as [CuS][Sr2GaO3]374 or [Cu2S2][Bi2YO4]375 could also be explored and the same design rules
applied to these systems. Further analysis on [Cu2S2][Ba3Sc2O5] would require defect analy-
sis to determine the extent of p-type conductivity in terms of compensation and dopability.
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6.2 Engineering Valence Band Dispersion - CaCuP
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Experimental solid state synthesis of CaCuP powders and subsequent analysis were carried
out by the group of Dr Robert G. Palgrave. Details of the experimental and theoretical
methodologies are included in Appendix B.2.
This work was published in Chemistry of Materials and the experimental work is reproduced
here with permission.
Figures from this paper have been adapted for use in this section.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Section 6.1 brought the prediction of a new p-type transparent conductor,
[Cu2S2][Ba3Sc2O5] confirming the extension of the CMVB to chalcogenides. In this sec-
tion we show that the effect can be extended further into the pnictides. Herein, the effects
of Cu–P mixing at the VBM is tested examining the effect on the dispersion (and therefore
the hole effective masses) by alternative Cu coordinations. Four compounds have been
identified from the Inorganic Crystal Structures Database (ICSD)363 which are M2ÅCuP (M2Å
=Mg, Ca, Sr, Ba) which, possess alkaline earthmetals (group 2) that should not hybridise with
the VBM. In the CMVB, the VBM should be dominated by Cu 3d and P 3p states producing
highly dispersive bands. MgCuP which crystallises in the Pnma crystal structure was first
reported in 1979 by Mewis et al.376 and shows a 3D array of Cu–P tetrahedra. In MgCuP, P is
coordinated to four Cu ions and five Mg ions (which displays square pyramidal coordination
to P) as shown in Figure 6.7(a).
CaCuP377, SrCuP377 and BaCuP376 which crystallise in the P63/mmc structure were also
reported byMewis et al. in the late 1970s and are shown in Figures 6.7(b) and (c). The ‘CaCuP’
structure consists of planar hexagonal networks of Cu–P layers sandwiching M2Å atoms (Ca,
Sr or Ba) which are repeated (at lengths of c/2) along the c-axis. TheM2Å ions are coordinated
to six Cu ions (three above and three below) as well as six P ions (three above and three below)
as shown in Figure 6.7b and c. The trigonal planar array of Cu–P form hexagonal networks
in the ab plane such that for every Cu there is a P atom and vice versa which are stacked
along the c-axis. In the scientific literature, only crystallographic characterisation exists on
these materials without an analysis on their electronic properties or the implications of the
structure-property relationships of these copper phosphides.
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FIGURE 6.7: The crystal structures of MgCuP in the Pnma space group (a) and CaCuP, SrCuP
and BaCuP (P63/mmc) as viewed along (100) (b) and down the c axis in (c). MgCuP consists
of a tetrahedrally coordinated network of Cu–P, whilst CaCuP, SrCuP and BaCuP show a
hexagonal layered network of trigonal planar Cu–P. The alkaline earth metals (Mg, Ca, Sr and
Ba) are depicted by the green spheres whilst Cu and P are shown by the blue and orange
spheres respectively. The unit cell is portrayed by the dashed black black box.
Hybrid density functional theory calculations using the PBE023,265 functional (the details
of which are provided in Appendix B.2) are used to predict and analyse the electronic prop-
erties arising from the different coordination environments of M2ÅCuP and therefore the im-
plications for designing novel p-type transparent conductors.
6.2.1 Structural Parameters
The PBE0 calculated structural parameters (a,b,c, Volume, Cu–P bond length) for MgCuP,
CaCuP, SrCuP and BaCuP are shown in Table 6.7. The unit cell parameters and Cu–P bond
lengths are in excellent agreement with the experimental values376,377 (shown in parenthe-
ses), with the slight underestimation of the calculated data being due to the experimental
analysis being carried out at room temperature, whilst the DFT values are calculated at the
athermal limit. Within the P63/mmc structures, trends can be observed to occur down group
2 (Ca!Sr!Ba) which, due to the increase in ionic radii account for the increase in all lattice
parameters and bond lengths down the group. The a/b and c lengths increase by around 5%,
and 14% respectively from CaCuP to SrCuP to BaCuP, whilst the Cu–P bond lengths differ by
»5%. In MgCuP (Pnma), however, the Cu–P bond lengths are in fact larger than those for
CaCuP and therefore do not follow the same trend.
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TABLE 6.7: The calculated lattice parameters and Cu–P bond lengths for eachM2ÅCuP
compound. Experimental values are show in brackets.376,377
System a / Å b / Å c/ Å Cu-P / Å Volume / Å3
MgCuP 3.82 (3.84) 6.50 (6.53) 7.15 (7.17) 2.40 (2.46) 177.48 (179.61)
CaCuP 4.05 (4.06) 4.05 (4.06) 7.83 (7.80) 2.34 (2.34) 111.34 (111.12)
SrCuP 4.14 (4.15) 4.14 (4.15) 8.42 (8.48) 2.39 (2.39) 125.14 (126.18)
BaCuP 4.25 (4.24) 4.25 (4.24) 9.10 (9.01) 2.46 (2.45) 142.59 (140.15)
6.2.2 Electronic Properties
MgCuP (Pnma):
The band structure of MgCuP is displayed in Figure 6.8(a). The VBM is situated at ¡ whilst
the CBM is located between Y and ¡ making MgCuP an indirect band gap semiconductor.
The magnitude of the indirect band gap is 1.14 eV, whilst the direct fundamental band gap
at ¡ has a magnitude of 2.06 eV. Table 6.8 presents the effective masses for MgCuP showing
that the hole effective mass from ¡–Z is larger than that from ¡–Y as shown by the decreased
dispersion. Along ¡–Y the hole effective mass is 0.15me whilst from ¡–Z this rises to 6.30me
as seen with the corresponding flat band curvature in Figure 6.8(a). The CBM displays a rel-
atively high dispersion in both the CBM–¡ and CBM–Y with electron effective masses of ca.
0.68me and 0.62me respectively.
The total and partial density of states (DOS) for MgCuP is shown in Figure 6.8 with Table
6.9 displaying the percentage of states at the VBM and CBM as calculated using PBE0. The
width of the upper valence band in MgCuP is approximately 8 eV with P 3sÅ3p mixed with
Cu 3dÅ3p andMg 3s states seen from -8 eV to -7 eV. The Cu 3d states begin to dominate from
-6 eV to -4 eV with a large peak occurring at -4.5 eVmixed with some P 3p states. Towards the
VBM (at 0 eV), a ratio of 42:54 Cu 3d : P 3p states are observed along some slight Cu 3p (»4%).
The CBM is made up of predominantly Cu d Å s states mixed with a similar magnitude of Mg
s and P sÅp states. Within the CBM to around 6eV, a fairly uniformmixing of Cu pÅd , P sÅp
andMg s states are seen.
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FIGURE 6.8: The band structure (a) and total and partial density of states (DOS) (b) for
MgCuP in the Pnma space group. In (a) the valence bands and conduction bands are
depicted by the blue and orange bands respectively. In both (a) and (b) the VBM is shifted to
0 eV. Expanded views of the VBM and CBM are shown in (b).
CaCuP, SrCuP and BaCuP (P63/mmc):
The band structures for CaCuP, SrCuP and BaCuP are shown in Figure 6.9(a), (b) and (c) re-
spectively. In all three compounds, the VBM is situated at ¡ whilst the CBM occurs between
the L and M high symmetry points and shifts towards M down group 2. This incurs indirect
band gaps of 1.23 eV, 1.20 eV and 0.80 eV for CaCuP, SrCuP and BaCuP respectively. The di-
rect fundamental band gaps at ¡ also decrease down the group with magnitudes of 2.17 eV,
1.86 eV and 1.48 eV respectively.
Two degenerate bands are present at the ¡–M and ¡–K directions which show both ex-
tremely low hole effective masses (Table 6.8). The light hole effective masses (0.11me)
are insensitive to the increasing size of the group 2 cation, whereas the heavier effective
masses increase from Ca!Sr!Ba (0.25me, 0.27me 0.28me respectively). These values are
competitive with and even surpass (in terms of the light hole effective masses)the elec-
tron effective masses of the industry standard n-type TCOs such as In2O3, SnO2, ZnO and
BaSnO3 26,273,378,379 (See Section 3.2.1).
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From ¡–A the hole effective masses are limited to »0.79–0.81me showing no particu-
lar trend down the group. Despite the higher effective masses from ¡–A, these hole effec-
tive masses are superior to some of the top performing p-type TCOs such as LaCuOSe and
[Cu2S2][Sr3Sc2O5] which have hole effective masses of 1.06me and 0.9me respectively.346,362
The curvature of the CBM increases from CaCuP to BaCuP resulting in electron effective
masses as low as »0.22me for BaCuP in the M–¡ direction.











































FIGURE 6.9: The PBE0 band structures for (a) CaCuP, (b) SrCuP and (c) BaCuP (P63/mmc
space group). The valence and conduction bands are coloured in blue and orange
respectively and the VBM in each example is set to 0 eV
The density of states for the P63/mmc structures are shown in Figure 6.10 whilst the per-
centage of states at the bandmaxima, in Table 6.9. The upper valence band widths of CaCuP,
SrCuP and BaCuP decrease down the group with values of ca. 7 eV, 6.5 eV and 6eV respec-
tively. As the DOS is very similar in all compounds, CaCuP can be taken as an example for
this analysis. From -7 eV to -4 eV, predominantly Cu 3d states mixed with some P 3p states
occur similar to that seen in MgCuP. The ratio of states decreases substantially from -4 eV to
-2 eV where there is almost 1:1 overlap of Cu 3d states with P 3p, however, with the appear-
ance of some Cu 3p states. From -2 eV to the VBM (0eV) the Cu 3p states tail off leaving
Cu 3d hybridisation with P 3p in a consistent 38:48 ratio (from CaCuP to BaCuP) with »14%
Cu 3p. The CBM ismade up of predominantly unoccupiedM2Å d states which increase from
Ca!Sr!Ba (»50% – 62%). The remainder of states at the CBM involve» 35%Cu p and some
negligible P p states. From 2e˙V to 4 eV there is a net increase in the M2Å d states, seen with
hybridisation from Cu p states. The »4 eV to 6 eV region is primarily M2Å d states.
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TABLE 6.8: The effective masses of electrons at the CBM and holes at the VBM. The values in
italics correspond to light hole effective masses.
System VBM /me CBM /me
MgCuP 6.30 (¡–Z) 0.15 (¡–Y) 0.68 (CBM–¡) 0.62 (CBM–Y)
CaCuP 0.25, 0.11 (¡–M) 0.25, 0.11 (¡–K) 0.79 (¡–A) 0.39 (CBM–L) 0.90 (CBM–¡)
SrCuP 0.27, 0.11 (¡–M) 0.28, 0.11 (¡–K) 0.87 (¡–A) 3.50 (M–L) 0.30 (M–¡)
BaCuP 0.28, 0.11 (¡–M) 0.29, 0.11 (¡–K) 0.81 (¡–A) 0.39 (M–L) 0.22 (M–¡)
TABLE 6.9: The approximate percentages of states at the VBM and CBM.
System VBM / % CBM / %
Cu P M(II) Cu P
MgCuP 4(p) + 42(d) 54(p) 22(s) + 5(p) 15(s) + 3(p) + 30(d) 19(s)+6(p)
CaCuP 14(p) + 38(d) 48(p) 5(s) + 4(p) + 50(d) 34(p)+2(d) 2(s)+3(p)
SrCuP 14(p) + 38(d) 48(p) 5(s) + 2(p) + 51(d) 35(p) + 1(d) 6(p)
BaCuP 13(p) + 38(d) 49(p) 4(s) + 1(p) + 62(d) 24(p) + 3(d) 6(p)





















































FIGURE 6.10: The total and partial electronic density of states (DOS) for CaCuP (a), SrCuP
(b) and BaCuP (c) in the P63/mmc space group. For each example, the VBM is set at 0 eV
and an expanded view of the VBM and CBM is provided beneath each DOS.
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6.2.3 Discussion
In comparing the different electronic structures of the Pnma (MgCuP) and P63/mmc (CaCuP,
SrCuP and BaCuP) structures, it is clear that the difference in Cu coordination plays a sig-
nificant role in the electronic aspects. Due to the three-dimensional Cu–P array present
in MgCuP, the average hole effective mass at the VBM (despite the favourable ¡–Y mass of
0.15me) is 3.23me. CaCuP, SrCuP and BaCuP however, see excellent dispersion in the ¡–M
and ¡–K directions which can be attributed to the excellent orbital overlap of the trigonal
planar CuP3 in the hexagonal layers. Far less dispersion is observed in the ¡–A direction
which corresponds to the c axis. This is to be expected due to the Cu and P atoms being
only coordinated in the ab plane. MgCuP, on the other hand, is not prone to this anisotropic
behaviour due to the three-dimensional Cu–P tetrahedra. The question is raised, therefore,
of whether trigonal planar Cu is preferable over tetrahedral Cu in terms of orbital overlap and
thus increased valence band dispersion for copper (I) phosphides.
In CuÅ-based systems, the Cu coordination is key to controlling the extent of orbital over-
lap observed between the cation and anion states and thus the VBM dispersion. For oxygen
and nitrogen (first row anions), a linear coordination is typically seen, ie. in Cu2O380,381, the
delafossite CuAlO2 381 as well as in Cu3N and CuTaN2.355,382f A study by Orgel in 1958 deter-
mined the unusually low coordination preference to exist because of the closed shell metal
cations (CuÅ, AgÅ and Hg2Å) possessing a low difference in energy between the first excited
state, d9s1 and the ground state d10 energy level.383 In Cu, this hybridised [3dz2Å4s] state can
therefore stabilise a low coordination environment. This therefore explains the preferential
two-coordinate configurations for copper (I) oxides and nitrides. Other d10 cations such as
Zn2Å display a distinctly larger separation between the d9s1 state and the d10 ground state re-
quiring a higher coordination number. This can be observed in both zinc blende or wurtzite
ZnO where ZnO4 tetrahedra are observed.
¯-CuGaO2 (wurtzite-like) has been shown to possess a low band gap ( »1.5 eV) and as
such was considered promising for photovoltaic applications.384 A subsequent computa-
tional study showed that the tetrahedral CuÅ coordination produces a vastly different va-
lence band compared to delafossite CuGaO2 with its linear O–Cu–O coordination.385 In the
delafossites, the Cu 3d and O 2p states overlap strongly producing favourable dispersion at
the VBM.386–388 Calculations on ¯-CuGaO2 show that no hybridisation is seen at the VBM
producing heavy effective masses and ‘flat’ bands of Cu 3d character.385 The role of coordi-
nation is therefore vital in the production of a highly disperse valence band.
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Orgel’s theory, despite describing the copper (I) oxides and nitrides well, fails to pro-
vide an understanding for the preference of higher coordination numbers in copper (I)
chalcogenides. Examples include the three-coordinate CuS389 and tetrahedrally coordinated
CuAlS2.382 A transition to a more ionic model down the chalcogenides is therefore neces-
sary.390 Work by Tossel and Vaughan introduced the effect of ligand interactions into the
model pioneered by Orgel.389 Here, the metal d to chalcogenide (ligand) p energy separa-
tion determines the coordination. It is therefore preferable to reduce this energy separation
via coordination. Cu2O for example, has a large energy spacing and thus favours a low coor-
dination.
Gaudin and coworkers390 provided an overview of thesemodels and determined that the
Cu 3d – O 2p interaction is vital in lowering the energy of the main Cu 4s – O 2p interaction
(incorporating Orgel’s theory). The polarising influence of the anion over CuÅ is also a deter-
mining factor (Cu is fairly polarisable due to the poor screening of the 3d electrons), which
for less polarising anions (down the group and from right to left on the periodic table), the
weaker the effect is and thus destabilises the lower coordination number. From this model,
higher coordination numbers are preferred for copper (I) selenides and tellurides. The influ-
ence of the third cation in ternary compounds (ie. KCuS, KCuSe and KCuTe390,391) also affects
the polarisation of the Cu cation. This effect can be seen directly between the different coor-
dinations in Cu2S (three coordinate) and KCuS (two coordinate) for example. Gaudin noticed
a depletion in the electron density of the Cu 3d electron cloud for KCuS over Cu2S which can
be attributed to the contribution to the polarisability by the potassium ion.390
These explanations can help describe why in M2ÅCuP, a higher coordination number is
preferable over copper oxides, but also to why a trigonal planar configuration is stabilised.
Taking the polarisability argument described above, P should naturally adopt a higher coor-
dination number due to the low polarisablity of P. The phosphides should also retain a higher
coordination due to the decrease in polarising power down group 2 (Ca!Sr!Ba). From our
calculations we see that CaCuP, SrCuP and BaCuP all prefer the trigonal planar configuration
and fail to adopt the same tetrahedral MgCuP Pnma structure. This is most likely a steric
effect due to the large phosphorus and the increasing M2Å ionic radius down the group. The
tetrahedral coordination in MgCuP, is an example where there exists a poorer orbital overlap
than in the trigonal planar configuration as seen in the increasing Cu–P bond lengths. Com-
paring MgCuP in the P63/mmc space group to MgCuP in the Pnma space group shows a
decrease in Cu–P bond length (2.28Å versus 2.40Å respectively) and lower overall effective
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masses.
In comparing the Cu–P bond lengths fromCaCuP to BaCuP, an increase is observed down
the group and thus a detrimental effect on the hole effective mass and a lowering of the band
gap. Despite this, an increase in the electron effective mass is observed at the CBM and a de-
crease between the indirect and direct band gaps. The P63/mmc compounds also all possess
significant contributions from Cu 3p at the VBM, specifically from the px and py orbitals in
the ab plane. This adds to the bonding and thus to the high dispersion of the VBM. Relat-
ing to the model by Tossel and Vaughan389, the Cu 3d and P 3p levels are closer in energy
and hence it can be deduced that a tetrahedral or trigonal planar configuration is preferential
over a linear configuration. The crystal field splitting for Cu is also increased by moving from
a tetrahedral to trigonal planar configuration by pushing the antibonding states higher in en-
ergy. This has the two-fold effect of pushing the VBMhigher in energy reducing the ionisation
potential (favouring hole formation35,109) and also increasing the band dispersion.
6.2.4 Experimental Verification
Powders of CaCuP were produced to verify the optical and electronic properties predicted
throughDFT (details of the experimental methodologies are provided in Appendix B.2 along-
side X-ray Diffraction (XRD) and X-ray Photoelectron Spectroscopy (XPS)). The presence of
CaCuP is confirmed through the XRD and XPS results. Figure 6.11(a) displays the diffuse re-
flectance optical spectra showing the Kubelka-Munk function F(R) and F(R)2. The well estab-
lished Taucmethod392 does not take into account the presence of high carrier concentrations
and as such, Poeppelmeier and coworkers proposed amethod for the accurate determination
of the band gap in degenerately doped semiconductors.393
The PBE0 calculated optical absorption (®) in Figure 6.11(b) displays a weak absorption
onset at 2.17 eV with a stronger optical absorption occurring »2.71 eV. These results are in
excellent agreement with the experimental optical spectra of the CaCuP powders in Figure
6.11(a) which incurs a value of 2.78 eV.
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FIGURE 6.11: (a) Shows the diffuse reflectance optical spectra showing the Kubelka-Muk
function F(R) and F(R)2. (a) shows that the direct band gap (as calculated using the
Poeppelmeier method393) is 2.78 eV. (b) displays the calculated optical absorption spectrum
fromDFT using the PBE0 hybrid functional. In (b) a weak absorption onset is seen at 2.17 eV
and a strong absorption at 2.71 eV.
In order to measure the conductivity, the CaCuP powders were formed into a 3mm thick
pellet (density of»70%) which was sintered for 4 hours under N2(g ) under an annealing tem-
perature of 300 ±C. A four point probe was used to measure the conductivity resulting in a
resistivity of 2£10¡3 § 0.2£10¡3­cm.
These experimental results on CaCuP support the electronic properties predicted using
DFT. The results all indicate that the material is indeed a highly degenerate p-type semicon-
ductor possessing high intrinsic conductivities. The most impressive aspect of this is that
these results were for a nominallyun-doped pressed powder pellet, possibly arising fromcop-
per vacancies (VCu). If a single crystal were to be formed, without the limitations of surface
and grain boundary effects present in powders, it is likely that the mobility and conductivi-
ties would far exceed that presented here. Increases in the hole concentration could also be
improved through acceptor doping the 2+ cation site with suitable elements such as Li, Na or
K.
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6.3 Conclusions
The search for high mobility p-type transparent conductors within this chapter has pro-
duced results based fundamentally on the extension of the chemical modulation of the va-
lence band (CMVB) used to describe Cu1Å oxides such as the delafossite CuAlO2 to Cu1Å
chalcogenides and pnictides. Using a thermodynamic and electronic structure screening,
a novel p-type transparent conductor ([Cu2S2][Ba3Sc2O5]) has been predicted and subse-
quently proven through experiment. Excellent agreement between the theory and experi-
mental results show the viability of hybrid DFT to predict new compounds and their prop-
erties. The benefit of having a quinary layered structure is the ability to tune the band gap
and effective mass through an analysis of the physical and electronic structure. This can
not only be useful in designing new p-type transparent conductors, but also in forming new
photovoltaics, thermoelectrics or photocatalysts. Despite the large band gap predicted for
[Cu2S2][Ba3Sc2O5], the hole effective masses are not competitive with the industry standard
n-type transparent conducting oxides. Furtherworkwould be to enhance this through the in-
corporation of Se or Te into the SCSOS structure to further decrease the hole effective masses
as seen in LaCuOCh (where Ch=S,Se,Te),344,346–348 however, many selenides and tellurides
tend to have smaller band gaps.350 Further work on the ‘stable’ predicted compounds in this
chapter would be to calculate their phonons and thus their dynamic stability. These calcula-
tions would also aid the determination of their properties for use in other applications such
as thermoelectrics where there is an increased interest in layered structures394, in particular,
layered oxychalcogenides such as LaOBiSSe.395 Using the design principles gained from this
chapter, however, this could be avoided. Other layered oxychalcogenide structures exist such
as the [CuS][Sr2GaO3]374 or the [Cu2S2][Bi2YO4]375 structure. The role of defects and dopants
in these layered structures would also need to be assessed to evaluate any degenerate con-
ductivity or compensation mechanisms.
The extension of the CMVB to the pnictides, in particular Cu1Å phosphides has produced
a high holemobility p-type semiconductor, CaCuP. Although CaCuP possesses a large optical
band gap (2.71-2.78 eV) it is not transparent to visible light (Eg È 3.1eV). The quest to find a
similarly high mobility, high conductivity and also transparent semiconductor is still ongo-
ing and can be seen in the wealth of recent literature.340,396–400 The insights gained from this
analysis of CaCuP, SrCuP, BaCuP andMgCuP can act as a stepping stone in understanding the
interplay between the structure and electronic properties to provide additional design princi-
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ples for this field. The analysis gained from both sections in this chapter can act as a stepping
stone in the design of highly p-type transparent conductors; the ability to design increasingly
complex layered compounds can be fabricated thanks to the technological breakthroughs in
experiment.359–361 Therefore the ability to create materials with a trigonal Cu–P layer in this
way could pave the way for materials with the same hole mobilities and conductivities as
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Chapter 7
Introduction to Bulk TiO2 Photocatalysis
Titanium dioxide, TiO2, is a wide band gap material that is utilised in a broad range of
commercial applications. Examples include its use as a pigment in paints403,404, an ac-
tive ingredient in sun creams405,406, as a whitening agent to food407,408, superhydropho-
bic/superhydrophilic coatings409–412 as well as within the vast scope of photocatalysis.413–415
TiO2 therefore, receives a vast amount of research each year with Web of Knowledge416 dis-
playing >10,000 articles in 2017 alone. Since the publication of ‘electrochemical photolysis at
a semiconductor electrode’ by Fujishima and Honda in 1972,417 a multitude of research has
been carried out and is still dedicated to the use of TiO2 as a water splitting photocatalyst. It
is the splitting of water into both hydrogen and oxygen that has been seen as the holy grail
in terms of the production of alternate sustainable fuels as well as aiding industrial processes
such as ammonia synthesis.418,419 The attractiveness of TiO2 is in its affordability, earth abun-
dance, high chemical stability (in particular water stability)420, and ease of fabrication within
scalable industrial processes such as chemical vapour deposition (CVD) or solgel methods.33
Many polymorphs exist for titania of which the anatase, rutile and brookite polymorphs
are widely studied.35,421,422 Figure 7.1 shows the individual crystal structures for anatase, ru-
tile and brookite. Each polymorph is constructed of differing arrays of distorted TiO6 octa-
hedra with trigonal planar coordinated oxygen. Whilst rutile is the thermodynamic equilib-
rium phase, anatase and brookite are both metastable. Out of these metastable polymorphs,
brookite is difficult to synthesise but anatase is kinetically stabilised419,421 and is used inmost
major photocatalytic applications.34,35,423 The changes in local environments between the
polymorphs give rise to differing band structures (Figure 7.4) , ionisation potentials and elec-
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tron affinities (Figure 7.3).34,35 TiO2 in general, still possesses a large band gap which ham-
pers its use in visible-light photocatalysis and as such only uses a small portion of sunlight
that reaches the surface of the earth (»1-2%).137 The portion of the solar spectrum that the
TiO2 band gap s utilise is shown in Figure 7.2(a) in red.
Anatase Rutile Brookite
FIGURE 7.1: The unit cells for anatase, rutile and brookite. Anatase crystallises in the
I4/amd structure, rutile in the P4/nmn and brookite in the Pbca structure. Ti is depicted in
blue and O in black and the unit cell boundaries by the dashed black box.
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7.1 Ideal Bulk Properties
Althoughmany photocatalyst mechanisms rely on surface effects414, idealised photocatalyst
behaviour can be gleaned from the bulk properties. These involve the magnitude and na-
ture of the band gap as well as the alignment of the CBM and VBM. The correct electronic
properties of a material are therefore vital for gaining efficiency in photocatalysis.
7.1.1 Band Alignment:
The schematic in Figure 7.2(b) displays the position of the redox potentials of water relative to





Where equation 7.1.1 refers to the oxidation of water by holes (hÅ) in the valence band
(denoted O2/H2O) forming protons (HÅ) and aqueous oxygen O2aq and equation 7.1.2 is the
reduction of protons to hydrogen gas (H2g). The redox potentials shown are relative to the
standard hydrogen electrode which is itself -4.44 eV relative to the vacuum level.35 Although
the difference between the redox potentials is 1.23 eV, the CBM and VBM of material must
have an overpotential of around 0.2-0.3 eV in order to drive the reactions under zero-bias, and
thus band gaps in the range of 1.7-2.2 eV are needed.137 Experiment shows that at least 1.6 eV
is needed for photo-induced water splitting.427 The 1.7-2.2 eV required gap is shown relative
to the solar spectrum in Figure 7.2(a) (in blue) showing themuch larger portion of solar radi-
ation that is able to be absorbed. Due to to titaniumdioxide’s large band gap , efficiency is lost
due to the lack of visible light harvesting. Figure 7.3 displays the relative positions of the band
maxima and minima for anatase, rutile and brookite to the redox potentials of water (as cal-
culated in refs. [34, 35]) and show that in general, the VBM is very low in energy relative to the
vacuum and thus forms highly oxidising holes. The calculated band alignments of anatase
and rutile both display CBMs below the reduction potential of water, whereas brookite does
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FIGURE 7.2: (a) The AM1.5 solar spectrum426 showing the portions of light absorption
available to different band gaps. The amount of the spectrum absorbed by TiO2 is shown in
red, whilst the ideal photocatalyst band gap range (1.7-2.2 eV) is shown in blue (the darker
shade of blue corresponds to the 2.2 eV band gap ). (b) The ideal positions of the CBM and
VBM relative to the redox potentials of H2Owith suitable over potentials (» 0.2¡0.3 eV) and
the position of the TiO2 VBM.
possess the correct overpotential for reduction to occur.34,35 It is likely that surface proper-
ties of anatase and rutile cause a band bending driving the CBM above the H2/H2O potential
accounting for the high photocatalytic activity seen in anatase and rutile powders and thin
films.35,414,415,428 Despite stability and doping issues as well as a lack of research carried out
on brookite (compared to other polymorphs), experimental thin films have been shown to
exceed that of anatase and rutile.429–432
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FIGURE 7.3: The band alignment of TiO2 polymorphs, anatase, rutile and brookite relative
to the vacuum level (0 eV). The valence band is blue and the conduction band, orange. The
redox potentials for photoelectrochemical water splitting are displayed relative to the
vacuum level (NHE = -4.44 eV).
Anatase/rutile mixed powders, in particular Degussa P25 which typically contains ca.
70% anatase and 20-30% rutile allowing for longer electron and hole separation due to the
offset between the VBM and CBM.34 This is particularly important for processes such as wa-
ter splitting which require both four electrons and four holes for complete splitting as shown
in Equations 7.1.1 and 7.1.2.
7.1.2 Electronic Structure:
An enhanced electron-hole pair separation lifetime is another factor towards efficient photo-
catalysis and can be determined from the band structure. Figure 7.4 show the band structures
for anatase, rutile and brookite calculated using the HSE0630–32 DFT functional. The nature
of the fundamental band gap (see Section 3.2.1) is different for each polymorph, however the
indirect nature of the anatase band gap (ie. VBM at X and CBM at ¡) is proposed to enhance
the separation lifetime. This has been shown by many theoretical DFT studies34,35,433 and
backed up by transient absorption (TAS) studies.423,434–436 Rutile and brookite on the other
hand both have direct fundamental band gap s (both band edges occurring at ¡) and as such
no additional phonons are needed for excitation of an electron from the valence band to
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the conduction band. It is important to note that an indirect band gap that is too far removed
from the direct fundamental band gapwill incur efficiency issues as phonons of larger energy
will be needed for excitation, and the absorption coefficient will not be as strong. Anatase has
both indirect and direct fundamental band gap s of 3.35 eV and 3.64 eV as calculated by the
HSE06 hybrid functional, and so are fairly similar in magnitude.









































P R M T U
FIGURE 7.4: The band structures of anatase, rutile and brookite TiO2 as calculated using the
HSE06 functional. This displays the varying band structures due to different coordinations
of Ti and O in the TiO2 lattice. In each example the valence bands are depicted in blue and
set to 0 eV and the conduction bands, in orange. The bandminima andmaxima are
highlighted with the green circles.
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7.2 Doping
Enhancing the photocatalytic properties of TiO2 comes in the form of doping. Unlike
with TCOs (Section 3.3) where doping is carried out to enhance the conductivity, optical
transparency and carrier concentrations, extrinsic doping of TiO2 focuses on improving the
electron-hole separation lifetimes as well as increasing the visible light absorption of thema-
terial.
TiO2 is inherently an n-type material sharing many of the characteristics of the n-type
TCOs such as a VBM made up of heavily localised O 2p states. Donor doping with Nb,
Ta, Sb or W for example gives low resistivities of the order 10¡2-10¡4 ­ cm comparable to
doped n-type TCOs such as SnO2,In2O3 and ZnO.33,411,437–440 Despite this, intentional accep-
tor-doping is carried out to ‘raise’ the VBM towards the oxidation potential of water (equa-
tion 7.1.1). This is typically achieved through non-metal doping ie. with B441–444, C445–448,
N449–452 or P.449,453,454 In particular, nitrogen has been the ‘go-to’ dopant for enhanced pho-
tocatalysis in TiO2 since the work of Asahi et al in 2001.449 The popularity of N-doping in
anatase is the reproducibility of results through a range of solution-processed and deposi-
tion based techniques such as sol-gel455,456, CVD457–459 or sputtering.460–462 Within the dop-
ing framework, it is assumed that the N 2p states hybridise with the top of the valence band,
lowering the band gap and ionisation potential. However, despite over a decade of research,
the exact nitrogen species that forms within the anatase lattice is still scrutinised. The posi-
tion of N has been suggested to be either substitutional (NO or NTi), interstitial (Ni) or part of
a complex species with the lattice ions or unintentional dopants such as H (NH4 – ).96,463–467)
Interestingly, whilst experimental thin films of anatase display a red shifting of the band gap ,
nitrogen doped rutile thin films display a blue shift. This has been proposed to be due to the
denser crystal structure of rutile forming a wider O 2p valence band, and upon nitrogen dop-
ing a reduction in Coulombic repulsion is observed causing a widening.466 In reality, how-
ever, the nitrogen states form highly localised hole states just above the VBM corroborated
through theoretical studied on both substitutional and interstitial nitrogen species.96,464–467
Within theDFT literature, multiple groups havemanaged to show that interstitial N displaces
from the preferred interstitial site to form an N-O dumbbell which has also been seen using
EPRmeasurements.467 Unfortunately these localised N states are a source of e-h recombina-
tion especially at the high concentrations typically required for ‘band gap reduction’.424,468
Theoretical studies have also proposed the inducement of oxygen vacancies due to nitro-
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gen incorporation providing intrinsic compensation typical of the high ionisation potential
of TiO2 polymorphs (Figure 7.3).466
Reports of beneficial carbon doping also exist in the literature, albeit less explored than
nitrogen doped TiO2 in both experiment and theory. Carbon possesses a small ionic radii
(»0.15-0.16Å240) and generally prefers compounds where it exists as a 4+ cation (CH4, CO2
etc.) although it can also exist in the 4- oxidation state as in TiC. Experimental techniques
such as XPS469,470 suggest substitutional carbon (CO) species or carbonate species (CO32¡)
adsorbed into the lattice. Two theory papers in particular, one by Di Valentin et al470 and
a more recent hybrid DFT paper by Zhang and coworkers471 elucidate the possible loca-
tions and downsides to carbon doping in anatase. Both Di Valentin and Zhang recognise
the existence of Ti-substitutional C (CTi) as a dominant defect whereby it acts as an isovalent
dopant neither adding or removing electrons but possibly reducing the band gap at higher
doping concentrations.470,472 Due to the typical coordinations of carbon, it was found that
CTi defects prefer a four-coordinate configuration adding strain to the system due to the six-
coordinate environment of Ti (where Ti can hybridise 3d orbitals). Due to the small ionic
radii, interstitial carbon can also form over the oxygen chemical potential range where it acts
as a donor. CO is only expected to form towards highly O-poor regimes where it induces the
formation of oxygen vacancies thereby self compensating as with nitrogen defects. The de-
fects that are expected to give states in the band gap suitable for visible light excitation are the
CO related species which do not form as readily as substitutional nitrogen species.471 Theo-
retical diffusion studies have also shown that C defects have low barriers for diffusion in the
anatase lattice (ca. 600K/327±C) usually lower than the typical synthesis temperatures for
anatase thin films.471,472 Boron doped titania shows promise at enhancing the visible light
photoactivity and reaction rates.441,473,474 Experiment shows that due to the small ionic radii
of B (0.27Å240) that boron sits interstitially within the anatase lattice and that substitutional
boron (BO) tends to show instability in comparison.475 Increases in the photocatalytic activity
is seen however with just interstitial B, which acts as a donor and no reduction in the magni-
tude of the band gap .441,473 B doping also displays an increase in the H2 production in water
splitting aiding the suggestion of a donor defect.476 Due to the amphoteric nature of B, it can
sit substitutionally on both an oxygen and titanium site as well as interstitially, however there
is a lack of . DFT studies have been carried out by Yang et al and Finazzi et al. provided a DFT
study of B-doped titania434,444 focussing on the electronic properties of the boron species in
anatase (and rutile). Rudimentary thermodynamics have been carried out477 yet a compre-
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hensive thermodynamic and electronic study of the boron species in anatase has yet to be
carried out.
Transition metals also provide a source of acceptor dopant and is seen with Ni478–480,
Fe481–484,Co485–487, Cr488–491, and Cu492–495 for example. It has been proposed that transition
metal dopants provide an additional service by acting as an electron (or hole) trap enhancing
the efficiency.414,496–498 Whether this increases or decreases electron-hole separation is still
in debate with certain metal cations increasing the rate (Cr) and others decreasing (Cu and
Fe).415,468 Beneficial effects are not just limited to acceptor doping as donors such asNb33,499,
Ta500–502, Sb503,504 or W411,505 also displays an enhancement of the photoactivity of anatase
despite no band gap reduction or states within the band gap . The enhanced effects could
likely be due to the increased electron concentration and mobility realised through donor
doping and thus an increase in reducing electrons, or even an enhanced surface segregation
as seen with Sb and Ta.440,506
7.2.1 Passivated Codoping
In order to rectify the recombination issues encountered from doping with non-metals, an
approach to fully passivate the dopant states was proposed by Su-Huai Wei and coworkers
whilst retaining the reduced band gap .424 Within this formalism, the additional incorpora-
tion of a donor to the anatase lattice should have the effect of annihilating the additional
holes brought about by acceptor doping and is shown schematically in Figure 7.5. Thus the
beneficial band gap narrowing exhibited by N-doped TiO2 can be retained whilst alleviating
the recombination centres. Due to the location of the anatase CBM relative to the reduction
potential (Figure 7.3), a preferable resonant donor is required so that no likewise shift down-
wards of the band gap is seen. Thismakes Nb, Ta,Mo andW ideal donors for this effect.424,507
The original study by Gai et al proposed four different systems, [V+N], [Nb+N], [Cr+C] and
[Mo+C]. Each of these have been studied extensively ([Nb+N]508–512, [Ta+N]513,514, [Cr+C]515,
[Mo+C]516,516–518,518,519) with notable examples such as [Nb+N] showing promising results
such as the 7-fold increase in photocatalytic degradation of methylene blue or the 4-fold in-
crease in decomposition of methyl orange with [Cr+C] codoped anatase.511,516
Numerous computational studies have been carried out on codoped systems for band
gap engineering424,507,520–532, in particular a computational screening by Yan and cowork-
ers found that [Nb+N] and [Ta+N] were ideal at a ‘high alloying concentration’ regime, and
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FIGURE 7.5: The schematic diagram for passivated co-doping in TiO2 showing the positions
of the band extrema relative to the redox potentials of water and the acceptor (green) and
the donor states (red).
that both [Mo+2N] and [W+2N] were ideal in a ‘low alloying concentration’ regime. Carbon
codoped systems were suggested to reduce the band gap too much, which, combined with
the problems associated with monodoping of C mean that reproducibility will be an issue in
this context, despite a few promising results.516,518
Within the codoping literature there exists a lack of distinction between the increased
photoactivity seen due to passivated codoping and that seen with simple monodoping with
either non-metal or metal aliovalent ions. Spurious claims are alsomade about the ‘increase’
in photocatalytic activity such as with the 7-fold increase and 4-fold increase of [Nb+N] and
[Mo+C] systems of which the degradation of methylene blue and methyl orange rely on re-
duction as well as oxidation processes favouring an increased mobility and concentration
of conduction band electrons.511,516 Methylene blue and methyl orange photocatalytic tests
also rely on the multi-stage degradation which can proceed via adsorption therefore making
the difference between photocatalytic electron/hole transfer indistinguishable from other
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processes. Bartlett also remarked that stoichiometric pairing of Nb+Nwas not achieved, even
providing a follow up study on the composition dependence of Nb and N.512 This work con-
cluded that in fact a larger incorporation of Nb both decreased the optical band gap and in-
creased the photoactivity and is echoed by Chadwick et al.509,512 Zhang et al. when studying
[Mo+C] showed an increase in the codoped system as compared to undoped and carbon-
doped TiO2 for the degradation of methylene blue highlighting again the possibility that the
n-type donor is preferable in these situations. An analysis of the ionic radii of dopants in
TiO2 shows that for Nb,Ta,W,Cr,Mo and W a range of 0.59-0.64Å is observed (compared to




Understanding the Role of Defects and
Dopants in Anatase
8.1 Structural, Electronic Properties and Intrinsic Defects
8.1.1 Bulk Structural and Electronic Properties
The calculated structural parameters for anatase TiO2 are shown inTable 8.1. The cell lengths,
angles and bond lengths all match experimental values to within 0.5%533,534 and within the
range of values calculated from previous HSE06 studies.36,39,535 This shows the efficacy and
reliability of the HSE06 functional for the calculation of the geometry of anatase TiO2, and
thus the calculation of doped supercells.
TABLE 8.1: The calculated HSE06 structural parameters for anatase TiO2 together with
previous HSE06 calculated parameters and experimental literature value.
a=b (Å) c (Å) Ti-O (Å)
This Work 3.77 9.50 90 1.94,1.98
HSE06 3.76535,3.7739,3.7836 9.4536,9.50535,9.6039 9036,39,535 . . . . . . . . .
Experiment533,534 3.78 9.50 90 1.93,1.98
Figure 8.1 displays the density of states (8.1(a)) and band structure (8.1(b)) for anatase.
The density of states shows that the VBM of TiO2 is wholly made up of O 2p states mixed
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with some negligible Ti p and d contribution. The CBM on the other hand is principally Ti
3d in character with minor hybridisation with O 2p states. These results are consistent with
other standard DFT and hybrid DFT studies carried out on anatase TiO2 and its other poly-
morphs.33,34,36–40 The band structure in Figure 8.1(b) confirms the wide indirect band gap of
anatase, with an indirect band gap of 3.35 eV (VBM=between ¡–Z;CBM=¡) and a direct fun-
damental band gap of 3.64 eV at ¡. Previous HSE06 calculations on anatase corroborate these
values536,537, as well as low temperature optical studies (3.3-3.42 eV)538,539 yet general con-
sensus in experiment places the band gap at»3.2 eV.34 GW (Green’s functionwith self energy)
calculations place the band gap around 3.6–3.8 eV540–543 with the overestimation believed to
be due to the convergence of the screened interaction in localised systems or from excitonic
effects.541–543 The hole effective masses at the VBM are 3.71me and 1.79me for VBM–¡ and
VBM-Z respectively and the electron effective masses are calculated to be 3.61me , 0.48me
and 0.61me for ¡–X, ¡–N and ¡–Z respectively. The electron effective masses are notice-
bly higher than ZnO, SnO2 or In2O3 which explains the lack of a high mobility TiO2 based
TCO.33,411


























FIGURE 8.1: The density of states (a) and band structure (b) for anatase TiO2 (I41/amd). In
(b) the valence bands and conduction bands are depicted in blue and orange respectively,
and for both (a) and (b) the valence bandmaximum is set to 0 eV.
8.1.2 Intrinsic Defects
In order to calculate the effect of extrinsic doping in anatase TiO2, the dominant donor and
acceptor defects liable to cause intrinsic compensation were evaluated and are included in
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all the following sections. The thermodynamic transition levels calculated using the HSE06
hybrid functional are shown in Figure 8.2 under three different growth regimes, Ti-rich,O-
poor, Ti-rich/O-poor† and Ti-poor/O-rich conditions. Ti-rich/O-poor† refers to the O-poor
regime which is within the realms of experimental viability where chemical potentials of
¹O Æ¡2 eV and ¹Ti Æ¡5.14 eV making it true for a pressure and temperature of pO2< pambientO2
and T Æ 600K as rationalised by Agoston et al.28,90 These chemical potentials will be used in
Sections 8.2, 8.3 and 8.4 in place of the O-poor boundary. In order to reference our work to












































































1 2 3 4 0 5
Fermi Energy (eV)
1 2 3 4 0 5
Fermi Energy (eV)
1 2 3 4
FIGURE 8.2: The transition levels for the dominant intrinsic defects under the most
Ti-rich/O-poor conditions, experimental poor (Ti-rich/O-poor†; ¹O=-2 eV) and the most
Ti-poor/O-rich conditions. In each example the Fermi level ranges from the VBM (0 eV) to
» 1.65 eV above the CBM (denoted by the orange graded region).
The dominant acceptor and donor intrinsic defects have been determined to be VTi and
VO respectively based upon previous theoretical calculations on anatase.38–40,89,386,535,544
VO:
Under n-type ‘favourable’ conditions, bothO-poor andO-poor†, VO possesses the lowest for-
mation energy (V 0O = 1.19 eV and 2.71 eV respectively) which rises to »4.71 eV at the O-rich
limit. Within the anatase lattice, VO is a resonant donor with the 2+/0 transition level occur-
ring » 0.05 eV above the CBM. This is in contrast to most wide band gap binary oxides such
as ZnO29,276,278,545,SnO2 25,29,110,161 and BaSnO3 26 where the oxygen vacancy is a deep defect.
The negative-U behaviour of VO in anatase however is consistent with wide band gap TCOs.
The partial charge density of the neutral charge state of VO is displayed in Figure 8.3 show-
ing the localisation of the added electrons onto the two adjacent Ti atoms forming Ti3Å and
147
Chapter 8. Understanding the Role of Defects and Dopants in Anatase
stabilising the oxygen vacancy. This is in contrast to the oxygen vacancy behaviour shown in
SnO2 (Section 4) where the electron density is localised at the vacancy itself. Our results are
consistent with other hybrid and standard DFT studies38,89 and Ti3Å peaks are present in XPS
studies on anatase.468
VTi:
Under all growth regimes,VTi is anultra-deep acceptorwith the 1-/0 transition level occurring
at» 0.87 eV above the VBM. In the neutral charge state (V 0Ti), the titanium vacancies have for-
mation energies of 14.26 eV, 11.24 eV and 7.23 eV and under Ti-rich/O-poor, Ti-rich/O-poor†
and the most p-type favourable Ti-poor/O-rich conditions with the expectation of negligi-
ble quantities towards lower Fermi levels. Under Ti-rich/O-poor† conditions, V 4¡Ti begins to
compensate V 2ÅO around 0.06 eV below the CBM (0.68 eV above the CBM at the most O-poor
conditions) and at» 2.28 eV above the VBMunder Ti-poor/O-rich chemical potentials. From
these calculations, we can show that all charge states appear in the band gap, which differs
somewhat from the theoretical literature on VTi. LDA predicts a quadruple shallow acceptor,
yet this is likely due to the inadequate description of the band gap and incorrect localisation
electrons and holes.546 Morgan et al. used DFT+U to show that VTi is in fact a deep acceptor
yet with an unstable 1- charge state (the 0/2- charge state occurs »0.85 eV above the VBM).
The authors also show that V 0Ti has a formation energy that is »2.5 eV lower than that cal-
culated by our HSE06 study.89,386 The only other HSE06 calculations on VTi show that the
charge states transition from 0!2-!4- charge states in the band gap.40 However, this study
made use of a singleMonkhorst-Pack k-point leading to inaccuracies in the calculation of the
total energies and uncertainties in the formation energies of defects.40
It is also important to correctly describe the localisation and delocalisation of defects
when analysing the total energies (this was also pointed out for VSn in SnO2 in Section 4).
Figure 8.3 shows the partial charge densities for the localisation of holes surrounding the VTi
centre and the evolution over different charge states. For V 0Ti , four holes are introduced into
the TiO2 lattice which are situated on adjacent O 2p orbitals within the immediate vicinity of
the vacancy (two axial and two equatorial). The axial holes are the first to be filled by the 1-
and 2- charge states (depicted as py orbitals) followed by the equatorial holes by the 3- and
4- (fully ionised) charge states (depicted as pz orbitals).
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FIGURE 8.3: The partial charges of the dominant intrinsic defects in TiO2 as calculated with
the HSE06 hybrid functional. VO is viewed along the {100} direction and VTi is displayed
along the {010} direction. In each example the TiO2 lattice is shown as a wire framemodel
with grey = Ti and black = O. The electron charge density is shown by the orange isosurface
plotted from 0-0.02 eVÅ¡1 and the hole electron density by the blue isosurface (plotted from
0-0.015 eVÅ¡1) . The supercell is depicted by the dashed black line.
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8.1.3 Optical Absorption and Emission
The optical absorption and emission for VTi and VO are shown using configurational coordi-
nate diagrams in Figure 8.4. The diagrams show the excitation of electrons to the CBM (a and
c) and the capture of electrons from the VBM (b and d) (to/from the defect). Each parabola
corresponds to a different charge state with the minimum signifying the equilibrium config-
uration of that charge state. As the optical absorption and emissions processes are instanta-
neous transitions (picoseconds) it is assumed the equilibrium geometry of the ground state
does not change.
VTi:
Figure 8.4(a) shows the absorption of an electron to the CBM for VTi. Each absorption q Æ
4¡ ! 3¡ ! 2¡ ! 1¡ ! 0 that occurs has an associated energy of 2.99 eV, 3.09 eV, 3.33 eV
and 3.39 eV corresponding to wavelengths within the range: 366-414nm. These are likely to
appear within the absorption edge of anatase TiO2 and thus will have a negligible effect on
the visible light optical transmission. Figure 8.4(b) shows the capture of an electron from the
VBM and shows that the absorption energies are 2.14 eV, 2.44 eV, 2.61 eV and 2.50 eV for q Æ
0! 1¡! 2¡! 3¡! 4¡ corresponding to wavelengths of 496-579nm. Increased visible light
absorption is expected with increasing VTi concentrations. Its possible that these absorption
may be present in fine structure absorption spectra.547
Infrared photoluminescence also occurs under both electron excitation and capture. Un-
der electron excitation from VTi to the CBM, energies of 0.92 eV, 0.81 eV, 0.98 eV and 1.28 eV
occur corresponding to wavelengths of 969-1344nm (for q Æ 4¡! 3¡! 2¡! 1¡! 0). The
release of an electron to the VBM (Figure 8.4(b)) incurs mostly non-radiative emissions of
0.086 eV and 0.033 eV (for q Æ 2¡ ! 1¡ ! 0) and either non-radiative or IR emissions with
energies of 0.43 eV (2903nm) and 0.33 eV (3768nm) (for q Æ¡4!¡3!¡2). Most experimen-
tal photoluminescence studies on TiO2 polymorphs are carried out in the UV/visible portion
of the electromagnetic spectrum (<900nm). However, one study on TiO2 nanoribbons shows
a photoluminescence peak at 1.27-1.30 eV for anatase likely to be due to the 1¡ ! 0 emis-
sion.548 Relatively large Stokes shifts are calculated for each transition, indicating a broad
shift between absorption and emission. These are 2.07 eV for 3¡$ 3¡, 2.28 eV for 3¡$ 2¡,
2.36 eV for 2¡$ 1¡ and 2.11 eV for 1¡$ 0.
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VO:
Figures 8.4(c) and (d) depict the configurational coordinate diagrams for the excitation (c)
and capture (d) of an electron from the CBM and VBM respectively. The optical absorption in
VO is a two-photon process displaying very low absorption energies of 0.44 eV (2799nm)mak-
ing it not likely to be observed. No photoluminescence is seen from this excitation, as the ex-
cited electrons are now within the conduction band and the 2+/0 thermodynamic transition
level occurs »0.05 eV above the CBM. Electrons excited from the VBM to VO have absorp-
tion energies of 3.58 and 3.64 eV for 2Å ! 1Å ! 0 corresponding to wavelengths of 340nm
and 346nm respectively, likely to be within the strong band gap absorption of anatase TiO2.
Photoluminescence in this process, however, does incur wavelengths of 2.98 eV (416nm) for
each transition. The emission of two photons of equal wavelength will likely correspond to
a larger photoluminescence intensity. Due to the large associated absorption, most exper-
imental photoluminescence does not excite at energies large enough to see the photolumi-
nescence ofVO as it is typically carried out at wavelengths just larger than the band gap. Wang
et al. however noticed a photoluminescence excitation (PLE) and associated photolumines-
cence of 3.65 eV and 2.29 eV respectively.549 These values match our calculated values well
and the measured stokes shift (1.36 eV) between the absorption and emission peaks, corre-
sponds well to the total stokes shift calculated from the two photon process (1.26 eV). Nu-
merous room temperature studies see a peak centred around 2.90–2.97 eVwhich Kernazhitsk
et al. identify as oxygen vacancies and is close to our calculated value of 2.98 eV (at room
temperature a shift is expected).547,550,551,551–553
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FIGURE 8.4: The configurational coordinate diagrams for VTi (a and b) and VO (c and d)
showing the optical absorption and emission. Panels (a) and (d) describe the excitement of
an electron to the conduction bandminimum (CBM), whilst panels (c) and (d) show the
excitement of an electron from the valence bandmaximum (VBM) to the defect. The
absorption energies are shown in green, the emission energies in blue and the relaxation
energies are shown in grey. The purple values correspond to non-radiative transitions.
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8.2 Dispelling the Myth of Passivated Codoping in TiO2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Details of the theoretical methodology is included in Appendix C.1.
The work in this section is in preparation for publication.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
In order to assess the ability of fully passivated codoping in TiO2, the defect thermody-
namics of the TiO2:[Nb+N] and TiO2:[Ta+N] systems were analysed and compared. These
systems were chosen due to their abundance in the literature, and from previous theory cal-
culations identifying them as ideal candidates for water splitting.424,507–513,513,514,523,554,555
Both Nb and Ta have been shown to easily dope into TiO2 33,437,499–502 and success has been
seen in N-doped TiO2.449–452 The calculation of these defects were carried out alongside the
possible codoped clusters in TiO2 using the hybridHSE0630,31 functional, the details of which
are provided in Appendix C.1.
8.2.1 Mono doping of Anatase with N, Nb and Ta
All mono-doped anatase TiO2 systems were analysed to determine the thermodynamic via-
bility of the chosendefects and anypoints of unintentional compensation. Figure 8.5 displays
the transition levels for the N, Nb and Ta related defects in anatase.
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FIGURE 8.5: The thermodynamic transition levels for Nb,Ta,N,[Nb+N] and [Ta+N] doped
anatase TiO2 under Ti-rich/O-poor and Ti-poor/O-rich conditions. The Fermi level ranges
from the VBM (0 eV) to the CBM (3.35 eV).
Substitutional Nitrogen, NO:
Within the anatase lattice, N can exist both substitutionally and interstitially. Substitutional
nitrogen, NO, acts as an amphoteric defect under both growth regimes with a relatively high
formation energy (neutral charge state) of 3.08 eV and 5.34 eV under Ti-rich/O-poor and Ti-
poor/O-rich conditions respectively. Although O-rich conditions typically favour the forma-
tion of acceptor defects, NO, is highest in formation energy under this growth regime. This is
due to the higher ¹O and thus lack of available oxygen sites reflected in the higher formation
energy of VO. NO is both an ultra deep acceptor (0/1- transition »1.70 eV above the VBM)
and donor defect (1+/0 transition »2.24 eV below the CBM) contributing no source of p or n
type conductivity in anatase. Due to the intrinsic n-type nature of anatase, the Fermi level is
likely to exist towards the CBM and as such, NO will act as an acceptor. Figure 8.6(a) displays
the partial charge density for the neutral charge state of NO showing the hole localised within
the N 2p orbital. These results are consistent with other HSE06 studies on TiO2:N.96,463 In-
trinsic compensation occurs from VO just around 0.34 eV and 0.25 eV below the CBM for Ti-
rich/O-poor and Ti-poor/O-rich conditions respectively. In reality under O-rich conditions
this point won’t be realisable due to the Fermi level being pinned in the band gap around
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Nitrogen relaxes from the ‘ideal’ interstitial point to form a "split-interstitial" producing an
N–O dumbbell situated on an O atom site (denoted (NO)O). This behaviour is observed in
the previous theoretical literature as well as electron paramagnetic resonance (EPR) experi-
ments.96,463,465–467 The formation energies of (NO)0O remain stable across the entirety of the
chemical potential range with similar values of 4.48 eV and 4.73 eV under Ti-rich/O-poor and
Ti-poor/O-rich conditions respectively. (NO)O, like NO, can act as an electron acceptor and
as a donor. At Fermi energies close to the VBM, (NO)O acts as a three electron donor and
becomes the dominant nitrogen species in TiO2. (NO)O undergoes a 3+/2+ and a 2+/0 tran-
sition level around 2.82 eV and 1.63 eV below the CBM respectively. In anatase, however, the
Fermi level is likely to exist towards the CBM at which point (NO)O acts as an acceptor. De-
spite having the ability to produce three holes in TiO2, (NO)O only undergoes one transition
level in the band gap (0/1- transition at 2.07 eV above the VBM). (NO)O can therefore be said
to only accept one hole, consistent with previous theory.96,465,466 Figure 8.6(b) shows neutral
charge state of (NO)O displaying the localised hole bound to the N–O dumbbell. Under Ti-
poor/O-rich conditions it is likely that (NO)O will be the dominant nitrogen species across
the entirety of the band gap, and explains the defect’s appearance in the experimental litera-
ture. Under Ti-rich/O-poor, however, it is likely that a greater concentration of substitutional
nitrogen will be seen when the Fermi level is trapped just below the CBM.
NbTi and TaTi:
NbTi and TaTi are the lowest formation energy defects under both growth regimes having for-
mation energies of 0.38 eV and 0.22 eV respectively under Ti-rich/O-poor conditions. Un-
der a Ti-poor/O-rich growth regime, the formation energies rise to 1.38 eV and 1.22 eV for
NbTi and TaTi respectively. This is likely due to the similar ionic radii of Nb and Ta (»64pm)
to Ti (»61pm)240 causing minimal strain to the anatase lattice upon incorporation of these
dopants (The six surrounding O atoms move » 1–1.5% away from the dopant centre). Both
substitutional Nb and Ta act as resonant donors donating one electron to the conduction
band with the 1+/0 transition levels occurring above the CBM. The electron density is there-
fore delocalised over the Ti 3d orbitals that make up the CBM (Figure 8.6(c)). These results
are indicative of the high conductivities seen in experiment TiO2 33,437 and is reproduced in
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the theoretical literature.39,556,557 Under Ti-poor/O-rich conditions Nb/TiTi is compensated
for by V 4¡Ti ca. 0.66 eV and 0.63 eV below the CBM for Nb and Ta respectively. Under a Ti-
rich/O-poor growth regime, however, no intrinsic compensation occurs in the band gap.
FIGURE 8.6: The partial charge densities of (a) N0O and (b) (NO)
0
O as viewed along the {100}
direction and (c) Nb(Ta)0Ti as viewed along the {001} direction. The anatase lattice (Ti=grey,
O=black) is depicted by the wire-frame lattice, and the nitrogen and Nb(Ta) species, by the
coloured orbs (colour coded to Figure 8.5). The charge isosurface for holes are shown in blue
and plotted from 0-0.02 eVÅ¡1 and the electron charge density in orange and plotted from
0-0.002 eVÅ¡1
8.2.2 The Realisation of Full Compensation?
In order to assess viability of fully compensated codoping in anatase TiO2, two different
dopant clusters were conceived for this study. The two clusters were: [MTi+NO] (where
M=Nb or Ta) based on the formation of substitutional nitrogen, and [3MTi+(NO)O] based
on the formation of interstitial nitrogen. These clusters represent fully compensated doped
systems under an O-poor and O-rich regime. The substitutional cluster was calculated in a
‘near’ and ‘far’ configuration where the Nb(Ta) dopants are next to or »8Å away from the
nitrogen defect. These configurations allow for the analysis of the Coulombic (thermody-
namic) versus steric (kinetic) interaction of the clusters in the anatase lattice. The interstitial
N complex was calculated in the ‘near’ configuration as the ‘far’ configuration would require
a larger supercell size for an adequate description of this effect.
The transition levels in Figure 8.5 show that under both sets of chemical potentials, the
substitutional cluster ([MTi+NO]) is the lower of the two clusters in terms of formation en-
ergy. Under Ti-poor/O-rich conditions, the formation energies of [NbTi+NO] and [TaTi+NO]
are 1.60 eV and 1.53 eV respectively and under Ti-poor/O-rich conditions these are 4.86 eV
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and 4.79 eV respectively. Figure 8.7(a) shows the partial charge density for the Nb and Ta sub-
stitutional defects whereby the localised hole centred on the N 2p orbital is now filled with
the donated electron. The likely improvement in visible light activity in TiO2 is possibly due
to the excitation of the electron in the filled N orbital to the conduction band which occurs
in the visible light.96 Calculated binding energies (EBE) were calculated using equation 8.2.1
giving 2.10 eV and 2.01 eV for [Nb+NO] and [Ta+NO] respectively.
EBE Æ E [Nb(Ta)Ti+NO]ÅEhost¡ENb(Ta)Ti ¡ENO (8.2.1)
Overall, these results show that despite the binding energies present, there is still an over-
whelming preference for substitutional Nb and Ta in anatase and thus a doping asymmetry
will arise.
The values for both [NbTi+NO] and [TaTi+NO] are similar to those calculated by Gai et al.
and Yin et al. via DFT+U calculations both gaining binding energies of 1.97 eV and 1.92 eV
respectively.424,507 Our calculations show a greater preference for [NbTi+NO] binding over
[TaTi+NO] and thus a kinetically driven passivation. It is also possible to evaluate the for-
mation of a substitutional N when adjacent to a substitutional Nb or Ta defect. From our
calculations we see that the formation of NO is lowered in this scenario by» 2.1 eV and 2.0 eV
for Nb and Ta respectively. This is likely to be due to both Coulombic effects and lattice strain.
The increase inN content is seen experimentally by Chadwick et al. with increasingNb incor-
poration.509 It is important to note that the formation of NbTi and TaTi adjacent to a substi-
tutional nitrogen is also lowered by 1.86 eV and » 1.77 eV respectively, therefore there is still a
preference for substitutional Nb and Ta over substitutional N species indicative of the doping
asymmetry in TiO2.
The [3Nb(Ta)Ti+(NO)O] clusters occur significantly higher in formation energy than
their substitutional counterparts. Under Ti-poor/O-rich these are 9.91 eV and 8.54 eV for
[3NbTi+(NO)O] and [3TaTi+(NO)O] respectively. Under Idealised Ti-rich/O-poor conditions
these formation energies reduce to 6.65 eV and 4.39 eV respectively. Despite the increased
distortion to the anatase lattice (as seen in Figure 8.7(b)) only [3TaTi+(NO)O] possesses a
binding energy of 0.59 eV whereas [3NbTi+(NO)O] shows a dissociation energy of 0.31 eV as
calculated using:
EBE Æ E [3Nb(Ta)Ti+(NO)O]Å3Ehost¡3ENb(Ta)Ti ¡E (NO)O (8.2.2)
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Figure 8.7(b) shows the partial charge density of both Nb and Ta clusters showing the
filled N-O hole states associated with full compensation. To the best of our knowledge, the
effects of substitutional Nb and Ta with interstitial nitrogen has not been studied theoreti-
cally. These results match the appearance of interstitial nitrogen seen in the [Ta+N] codoped
systems within the experimental literature.513,523,554,555 It is important to note, however, that
although a binding energy exists for the tantalum and nitrogen codoped system, it may be
entropically unfavourable due to the large number of species involved.558 A similar analysis
to determine the change in formation energy for interstitial nitrogen can be applied, and it
shows that for the Nb cell an increase in formation energy is seen for both substitutional Nb
(» 0.6 eV) and interstitial N (» 0.3 eV). For the Ta cell however, a decrease in energy of the in-
terstitial N is observed (» 0.59 eV) with an increase in TaTi (»0.19 eV) which is to be expected
due to the Coulombic repulsion from two other tantalum defects. Despite this, under Ti-
rich/O-poor conditions, the formation energy for both neutral charge states still favours the
formation of TaTi over (NO)O by » 3.1 eV.
FIGURE 8.7: The partial charge densities for (a) [Nb(Ta)Ti+NO] and (b) [3Nb(Ta)Ti+(NO)O] as
viewed along the {100} direction. The anatase lattice is portrayed through the wire-frame
model (Ti=grey, O=black) and the dopant species by the coloured spheres (coloured coded
to Figure 8.5). The electron partial charge density is shown in orange and is plotted from
0-0.02 eVÅ¡3.
The realisation of fully compensated codoping however, is more than certainly unobtain-
able due to the inherent preference forn-type defects and dopants in anatase TiO2. As seen in
Figure 8.5, under both growth regimes, substitutional Nb(Ta) are the dominant defects and
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are far lower in energy than any of the nitrogen or cluster species. The implication of this
work is that although it is possible for the codoped clusters to form (as shown by the binding
energies), there will always be a higher concentration of n-type dopant and thus the inability
to produce a fully passivated system. The lack of quantitative data on dopant concentrations
in the previous experimental literature makes it impossible to ascertain whether full com-
pensation has occurred.510,513,513,514,523,554,555 Certain studies do, however, acknowledge the
lack of full charge parity such as those by Bartlett et al. and Chadwick et al.509,511,512
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8.3 Conductivity and Photocatalysis in Boron Doped
TiO2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Details of the theoretical methodology is included in Appendix C.
The work in this section has been published in The Journal of Physical Chemistry C. Figures
from this section have been adapted from this paper.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
The ability to produce fully compensated codoped anatase has been shown to be im-
possible at thermodynamic equilibrium. It is possible that amphoteric dopants may provide
a way of gaining beneficial self-compensation in anatase and novel mechanisms for the en-
hancement of visible light photocatalysis and electron-hole separation. One such dopant
is boron, which shows increased rates of photocatalytic activity under both UV and visible
light.441,473,474 In the literature, both red and blue shifts are present443,559–561 indicating both
acceptor and donor defects. Due to its small ionic radii, B is likely to sit interstitially as in-
dicated in experiment473, yet it can also reside on both the oxygen and titanium sites in the
anatase lattice due to its amphoteric nature. XPS studies shows the incorporation of boron
interstitially as well as substitutionally on an oxygen site, however B3Å can also be an accep-
tor when incorporated on a titanium site.444 Numerous theoretical studies have been carried
out on TiO2:B444,562,563, in particular a study by Finazzi and coworkers444 which provides
a comprehensive electronic overview of various B-related species as found in experiment.
The general consensus within the experimental literature (and LDA/GGA DFT studies) rule
out the formation of BTi as a relevant defect due to the lack of associated peak in XPS stud-
ies.444,561,563,564 The small ionic radii of boron (B3Å = 0.27Å)240 also renders it energetically
unfavourable compared to BO. Finazzi et al also suggest the diffusion of BO to an interstitial
site relating the suggested appearance of interstitial boron in experimental films473 and 11B
NMR (nuclearmagnetic resonance).565 Lin et al.566 also agreed that substitutional BO ismore
preferential than BTi using GGA+U, however Yu et al.567 show that BTi is in fact a lower forma-
tion energy defect. The stabilised Ti3Å on the anatase surface via boron doping has also been
identified due to stabilisation of the distorted structural disorder caused by both Bi and Ti3Å
proposed to enhance the photocatalytic activity. The lack of confidence in the existing bulk
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theoretical data shows the need for a comprehensive thermodynamic study in order to elu-
cidate the species present over different growth conditions and the possible cause of visible
light and enhanced photoactivity in boron doped anatase thin films. This section will detail
the electronic and thermodynamic formation of all three boron defects: Bi, BTi, and BO.
8.3.1 Defect Thermodynamics of B-Doped TiO2
Figure 8.8 displays the thermodynamic transition levels for the intrinsic defects and boron
related species under Ti-rich/O-poor and Ti-poor/O-rich growth regimes. Boron can enter
the anatase lattice both substitutionally (on a titanium, BTi, or oxygen site, BO) or interstitially
(Bi).
Ti-rich/O-poor Ti-poor/O-rich








































































FIGURE 8.8: The transition level diagrams for boron doped TiO2(anatase) under both
Ti-rich/O-poor and Ti-poor/O-rich conditions. The Fermi energy ranges from the VBM
(0eV) to 1.7 eV above the CBM (at 3.35 eV). The conduction band region is shown by the
graded orange area.
Bi:
Under both Ti-rich/O-poor and Ti-poor/O-rich conditions, Bi is a three-electron donor.
Whilst the formation energy of the neutral charge state is relatively high in energy (O-
poor =8.31 eV;O-rich=11.31 eV), the fully ionised charge state (B3Åi ) is fairly low in energy and
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dominates over the majority of the band gap under Ti-rich/O-poor conditions. The 3+/2+
transition level occurs around 0.06 eV above the CBM and the 2+/0 transition occurs around
2.41 eV above the CBM; the Fermi level, however, will not extend this far due to compensation
by acceptor defects. Figure 8.9(a),(b) and (c) show the partial charge density for interstitial
boron in the neutral, 1+ and 2+ charge states respectively. The neutral charge state (B0i ) shows
the electrons highly localised around the B atom and adjacent O 2p and Ti 3d orbitals with
large distortions to the anatase lattice. This is likely to owe to the high formation energies of
this particular charge state. The 1+ charge state (Figure 8.9(b)) shows the removal of an elec-
tron from an adjacent Ti3Å and thus a further lattice distortion to stabilise the defect charge
state. This behaviour has been seen previously by Yang et al..562When in the 2+ charge state
(Figure 8.9(c)) and the 3+ (not shown) charge state, a delocalisation of the electron charge
over Ti 3d orbitals whichmake up the CBM is observed. The appearance of Ti3Å due to boron
doping is accounted for by the increase in Ti3Å peaks in XPSmeasurements.33,444 Interstitial B
thus incorporates as B3Å where, B3Åi forms a trigonal planar BO3 configuration (as with B
2Å
i ).
Most cationic boron species display a similar trigonal planar configuration such as BF3, BH3,
H3BO3 andB2O3; this is due to the sp2 hybridisation of the 2s and 2p orbitals. This configura-
tion in boron doped TiO2 is therefore not too surprising. A similarity in XPS binding energies
of interstitial B to B2O3 exists in the experimental literature (191-192 eV) making this easy to
identify.441,444,473 It is unlikely that either the neutral, 1+ or 2+ charge states will be seen in B-
doped TiO2 due to the Fermi level being trapped around 0.19 eV and 1.19 eV below the CBM
under Ti-rich/O-poor and Ti-poor/O-rich conditions respectively by compensation by both
VTi and BTi defects.
BTi:
Under Ti-rich/O-poor conditions, BTi begins to form around 0.22 eV below the CBM leav-
ing a net two electron donation from Bi. Under Ti-poor/O-rich conditions, this crossing
point occurs deeper in the band gap » 1.19 eV below the CBM. BTi in the neutral charge state
possesses formation energies of 5.01 eV and 4.01 eV under Ti-rich/O-poor and Ti-poor/O-
rich conditions respectively. BTi is also a deep defect where the 0/1- transition level occurs
at 0.84 eV above the VBM. BTi will therefore not contribute to any p-type conductivity in
anatase TiO2. Boron substituting a titanium has been proposed from previous DFT calcu-
lations444,561,563,564 to be the least energetically favourable substitutional defect, however we
find the opposite is true. Figure 8.9(d) shows the distortion and partial charge densities for
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B0Ti where boron distorts from the Ti site by up to » 11% in the b directions forming trigonal
planar BO3 similar to B3Åi .
Although the hole is localised it is localised on an adjacent O as shown in Figure 8.9(d)
and not on the B defect indicating that it remains B3Å in this charge state. When the hole is
filled (ie. the 1- charge state), B moves back towards the original Ti site, however, it forms
tetrahedral BO4 instead of octahedral BO6 as would be expected.
BO:
The final defect to be considered is substitutional, BO. This defect species is considered to be
the ‘energetically favourable’ substitutional acceptor from the theoretical and experimental
consensus.444,566 However, using HSE06, we find that under Ti-rich/O-poor and Ti-poor/O-
rich conditions, B0O possesses a very high formation energies of 10.23 eV and 15.23 eV respec-
tively. The probability of finding BO in anatase under thermodynamic equilibrium is there-
fore slim. BO acts as a deep donor with a 1+/0 transition level occurring at »0.2 eV below
the CBM. At Fermi levels just beyond the CBM, BO rapidly becomes an acceptor transition-
ing to the 2- charge state (»0.1 eV above the CBM) then subsequently to the 4- charge state
(» 0.36 eV above the CBM). Both the neutral and 4- charge states are shown in Figures 8.9(e)
and (f) respectively. For B0O the electron localisation is seen shared between the boron and
titanium atom (beneath). The B atom distorts around 5% in the c direction whilst the Ti atom
below shifts around 4% away from the B atom. In the 4- charge state the electron density is
highly localised over the BTi3 centre and the atoms shift back towards their original position
by around 2% from B0Ti.
From our calculations, it is clear that both Bi and BTi will preferentially form. Under Ti-
rich/O-poor (n-type favourable conditions) it is likely that more interstitial boron will form
and likely causes the blue shifts in the band gap as seen in experiment. High n-type conduc-
tivities will not be realisable due to the Fermi level trapping around 0.19 eV below the CBM.
Under p-type favourable Ti-poor/O-rich conditions, the Fermi level is trapped in the band
gap around 1.19 eV below the CBM where it is likely that a larger concentration of BTi will be
present. The possibility for self-passivated doping is therefore likely when the right growth
conditions are used. The reasoning behind the lack of BTi seen in experiment can be due to
the similarities in the coordination environments (trigonal planar) and oxidation states (3+)
of both BTi and Bi. A simple analysis of the B core levels (E shiftBcore) can be achieved using the B
163











FIGURE 8.9: The partial charge densities for Bi in the neutral (a), 1+ (b) and 2+ (c) charge
states, BTi in the neutral charge state (d) and BO in both the neutral (e) and 4- (f) charge
state. Each panel is viewed along the {100} direction and the isosurfaces for electrons
(orange) and holes (blue) are plotted from 0-0.015 eV. The anatase lattice is displayed by the
wire-framemodel where Ti=grey and O=black and the boron atoms are colour coded
according to Figure 8.8.
1s core levels (²B1s) from the DFT output:
E shiftBcore Æ ²VBMÅ¢ºpot¡²B1s (8.3.1)
where EVBM is the eigenvalue of the VBM of the defective cell which is aligned to the host
supercell using ¢ºpot. Analysis of the B core level shifts for both B1¡Ti and B
3Å
i shows that they
both have the similar shifts of » 172.20 eV. In experiment a binding energy around 192.20 eV
corresponding to interstitial B is seen and the similarity in oxidation states and environment
is likely why the literature doesn’t report substitutional B.441,444,473 Although the amphoteric
nature of B in anatase gives rise to a self-compensation mechanism, the larger formation
energies and lattice distortions mean that small quantities of dopant concentrations will be
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expected. Further work on B-doped TiO2 will need to focus on B-related clusters and the for-
mation of similar defects in rutile TiO2. Mixed phase powders of TiO2 are known to possess
enhanced photocatalytic activity34, which, when boron doped could be enhanced signifi-
cantly.
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8.4 Enhanced Carrier Lifetimes in Copper Doped TiO2
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Details of the theoretical methodology is included in Appendix C.1.
The work in this section is in preparation for publication.
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Enhanced carrier lifetimes have been seen to occur in Cu doped anatase TiO2 under visi-
ble light making it a promising dopant for use in photocatalysis.492–495 Cu also has a range of
oxidation states (1+, 2+, 3+) and small ionic radii that allow it to sit both substitutionally and
interstitially. The ionic radii’s however, are closer to those of Ti (Ti4Å =0.61Å; Cu3Å =0.54Å;
Cu2Å =0.73Å; Cu1Å =0.77Å)240 and as such, Cu should not cause as much distortion to the
anatase lattice as boron does. Boron was also limited by its desire be three-coordinated due
to the sp2 hybridisation present. Cu possesses antibacterial properties making its incorpo-
ration into TiO2 sought after for antimicrobial coatings.568–572 The observed reduced recom-
bination rates means that this antimicrobial process is enhanced and has been seen to exist
in Cu-doped ZnO as well.573 In TiO2 as with ZnO, Cu incorporates as both Cu1Å and Cu2Å
as seen in XPS results which could be indicative of multi site occupancy.569,571,574 Few DFT
studies have been carried out to determine the cause of: i) the species present in anatase TiO2
or ii) the cause of the extended carrier lifetimes through bulk defects.568,575–577 This chapter
will assess the thermodynamic and optical transitions of Cu-doped anatase to answer these
questions.
8.4.1 Cu-doping of TiO2
The defect thermodynamic transition levels are displayed in Figure 8.10 for all intrinsic de-
fects and and Cu-related species in anatase TiO2 under Ti-rich/O-poor and Ti-poor/O-rich
conditions.
CuTi:
Substitutional Cu (CuTi) incorporates as a fairly low formation energy acceptor defect under
p-type preferable Ti-poor/O-rich conditions with a formation energy of 2.19 eV. CuTi is a very
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FIGURE 8.10: The thermodynamic transition levels for Cu-doped TiO2 under
Ti-rich/O-poor and Ti-poor/O-rich conditions. The Fermi energy ranges from the VBM
(0eV) to » 1.65 eV above the CBM (3.35 eV). The conduction band is shown by the graded
orange area.
deep defect with the 0/1- transition level occurring around 0.66 eV above the VBM; as such,
CuTi will not be a source of p-type conductivity in anatase. A further transition level, 1-/2-, is
observed at 1.57 eV above the VBM and the 3- charge state is not seen over the entirety of the
band gap. Cu2¡Ti becomes compensated for by V
2Å
O around 1.67 eV above the VBM. Under Ti-
rich/O-poor growth conditions, the formation energy of the neutral charge state (Cu0Ti) rises
to 4.74 eV and the compensation byV 2ÅO shifts the Fermi energy from1.67 eV to 2.80 eV. Under
the range of growth conditions CuTi is in the 2- charge state signifying that it incorporates as
Cu2Å and explains the presence of this oxidation state in experiment.578,579





tively. In the neutral charge state, one hole is localised in a d orbital on the Cu and the other
two are delocalised on the six joining oxygens. In the 1- charge state, a hole is filled with an
electron leaving one localised on the Cu and one delocalised on the adjacent O atoms as be-
fore. In the 2- charge state, the remaining hole is mostly localised on the Cu dorbital with
some remaining density on the two equatorial (to the plane of the page) oxygen p-orbitals.
A minimal distortion to the anatase lattice is observed with Cu remaining in the original oc-
tahedral Ti position over all charge states. Due to the delocalisation of hole density in the 0
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and 1- charge states, the adjacent oxygens hardly shift from their positions, however in the
2- charge states, where the hole density is localised equatorially, there is a small shift of an
oxygen by »10% as seen in Figure 8.11(c).
Cui:
When copper sits interstitially in anatase, it acts as a resonant one-electron donor. Under
favourable Ti-rich/O-poor conditions, it has a very low formation energy of 0.96 eV, whilst
under Ti-poor/O-rich conditions the formation energy of the neutral charge state rises to
2.41 eV. The 1+/0 transition level occurs at around 0.05 eV above the CBM whilst the 1+/2+
transition level occurs around 0.37 eV below the CBM.UnderTi-rich/O-poor conditions Cu1Åi
becomes compensated by Cu2¡Ti around 0.21 eV below the CBM. The Fermi level is expected
to be trapped just below this point and so either negligible to no amounts of conductivity is
to be observed in TiO2:Cu. When the Fermi level is trapped here, Cu incorporates as Cu1Å
accounting for the coexistence of Cu1Å and Cu2Å in the experimental literature.578,579 Under
Ti-poor/O-rich conditions the Fermi level becomes trapped when Cu2¡Ti crosses Cu
2Å
i around
2.1 eV above the VBM. In this scenario interstitial Cu will be Cu2Å and so the Cu oxidation
states in anatase will be dependent on the synthesis conditions. Figure 8.11(d) and (e) shows
the partial charge density of interstitial Cu in the 0 and 1+ charge state respectively. From our
calculations, Cu moves from the perfect octahedral interstitial position to a distorted square
planar position where it bonds to four oxygens. In general Cu2Å is well known to be Jahn-
Teller active, thus preferring a square planar configuration. Little distortion is seen over the
evolution of each charge state, as Cui retains the same position from 0! 1¡! 2¡ with the
Cu–Odistances retaining a length of 2.00Å( similar to the 1.98Å Ti–Obond length in anatase).
The neighbouring four Ti ions shift away from theCu defect by an average of 4%. The electron
density in the 0 charge state is delocalised across the Ti 3d orbitals that make up the states at
the CBM. In the 1+ charge state (Figure 8.11(e)) there is a localisation of the electron density
on and around the Cu (indicative of Cu1Å). Previous GGA calculations576 predict that Cui
is in fact higher in energy than CuTi and that the Fermi level is pinned close to the VBM.
The likely explanation for this is due to GGA functionals not describing localised electrons or
holes correctly, as well as the incorrect description of the band gap.
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FIGURE 8.11: The partial charge densities for CuTi in the 0 (a), 1- (b) and 2- (c) charge states
as viewed along the {010} direction and for Cui in the 0 (d) and 1- (e) charge states as viewed
along the {100} direction. For hole and electron charge densities are depicted in blue and
orange and are plotted from 0–0.015 eVÅ¡1. For each panel, the anatase lattice are depicted
using a wire-framemodel (Ti=grey; O=black) and the Cu species are colour coded to Figure
8.10.
8.4.2 Optical Absorption and Photoluminescence in TiO2:Cu
The optical absorption and emissions for both Cu defects were evaluate and are shown using
the one-dimensional configurational coordinate diagram in Figure 8.12.
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Absorption:
Figure 8.12(a) demonstrates that CuTi undergoes optical absorption from 2¡ ! 1¡ ! 0
charge states within the near UV (490nm) and the UV (375nm) respectively for excitation to
the CBM. These absorptions occur within the absorption edge of anatase TiO2, thus it is not
expected to be distinguishable experimentally. CuTi can also undergo electron capture from
the VBM (Figure 8.12(c)). Absorptions in this context occur in the near IR (886nm; 0! 1¡)
and the green portion (525nm; 1¡! 2¡) of the visible spectrum. Figure 8.12(b) and (d) show
the excitation and capture of an electron for Cui respectively. For CBM excitation, an ab-
sorption in the near-IR (969nm) is seen, whilst for excitation from the VBM an absorption of
369nm is observed, likely to be part of the band gap absorption. Due to the thermodynamic
ionisation, it is not expected that the optical absorption from the 1+ to the 0 charge state will
not occur and as such is omitted from this diagram.
Emission:
CuTi undergoes emission in the visible and infrared portion of the electromagnetic spectrum
and is shown in Figure 8.12(a) and (c). Emission following an absorption of an electron to
the conduction band occurs at wavelengths of 634nm and 1252nm for 0! 1¡ ! 2¡ tran-
sitions. Upon the release of a hole to the VBM (Figure 8.12(c)) an emission of 1512nm and
a possible non-radiative transition of 31¹m. Cui shows an emission from 1Å ! 2Å charge
states emitting an electron to the VBM. Cui undergoes photoluminescence after the capture
of an electron from the valence band as shown in Figure 8.12(d). This transition incurs the
release of a photon of energy 2.07 eV (599nm) with a broad peak (Erel =0.91 eV). The capture
of an electron from the CBMundergoes a non-radiative transition due to the thermodynamic
resonance of Cu1Åi in the conduction band. As such, interstitial Cu captures an electron (with
an energy barrier of 0.005 eV) in order to return to Cu2Åi .
The coexistence of interstitial and substitutional Cu in the anatase lattice therefore plays
a role in the enhanced electron-hole separation lifetimes and thus the photocatalytic activ-
ity. Cu therefore plays a synergistic effect by producing shallow-donor/deep-acceptor pairs.
Within this mechanism, the filled CuTi defect can excite an electron to the CBMwhich can be
readily accepted by an interstitial Cu (due to the small activation energy) and thus increase
the separation. Visible light excitation is also enhanced as both CuTi and Cui absorb photons
at 886nm and 969nm respectively. Increased Cu incorporation may favour the formation of
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FIGURE 8.12: The one-dimensional configurational coordinate diagrams for CuTi under
excitation (a) and capture (c) of an electron to/from the CBM/VBM respectively. Similarly,
the excitation (b) and capture (d) of electrons from/to Cui. In each example the absorption
and emission energies are independent of the chemical potentials and thus the growth
conditions.
interstitial Cu over substitutional Cu, however, thereby it is possible to lose this beneficial
mechanism.
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8.5 Conclusions
Thework presented in this chapter extends the concept of fully-passivated codoping to single
multi-site dopants; B and Cu. Codoping of TiO2 with both [Ta+N] and [Nb+N] was tested us-
ing hybrid density functional theory. Despite binding energies between substitutionalNb(Ta)
defects and N defects, the formation of n-type defects and dopants is still overwhelmingly
preferable to p-type defects. The reasoning behind this is due to the large ionisation poten-
tials and electron affinities in anatase TiO2 (Section 7.1.1). Boron and copper doped anatase,
however, give the ability to create a form of passivation through self-compensation and show
remarkable photocatalytic properties in experiment. As an amphoteric defect, boron has the
ability to act as an acceptor and donor in both substitutional positions as well as interstitially.
From our calculations we find that the two dominant defect types are BTi and Bi, in contrast
to the experimental literaturewhich see BO andBi. The results presented in this chapter show
that B incorporates exclusively as B3Å in preferential trigonal-planar configurations for both
BTi and Bi. Calculated core level shifts show that these two defects will be indistinguishable
from each other in XPS measurements and hence the reasoning behind the lack of appear-
ance of BTi in the scientific literature. As B causes significant distortions to the anatase lattice,
high formation energies are present meaning that under thermodynamic equilibrium condi-
tions it would be expected that small dopant concentrations will be realised. Cu possesses
ionic radii closer to that of Ti4Å as well as multiple oxidation states. From the work done
herein a synergistic mechanism between interstitial Cu and substitutional Cu is found to ex-
ist. Hybrid DFT has accounted for the existence of both Cu1Å and Cu2Å oxidation states seen
in experimentally synthesised Cu-doped TiO2. Optical absorption and photoluminescence
calculations show that visible light absorption is possible and a cooperation between the two
defects allows for an enhanced electron-hole separation. From these results, the conclusion
is that any form of fully passivated codoping in anatase TiO2 is not achievable. An under-
standing of the mechanisms to enhance the carrier separation lifetimes and improve upon
the photocatalytic properties of anatase has been gainedwhich can be applied to similarma-




The aims of this thesis were to explore and describe wide band gap semiconductors in terms
of their thermodynamic and electronic properties. Three applications were covered in this
work: n-type transparent conductors, p-type transparent conductors and TiO2 photocatal-
ysis. Despite a wealth of research into binary n-type transparent conducting oxides (TCOs),
the use of In2O3 as the industry standard TCO in terms of conductivities and electron mobil-
ities is hampered by the expense and scarcity of indium. Although SnO2 has long been used
for TCO purposes, in particular in photovoltaics and low-emissivity windows, high conduc-
tivities and mobilities to compete with and surpass In2O3 in electronics have yet to be re-
alised. SnO2 has conventionally been doped with either fluorine or antimony in an attempt
to increase its desirable properties. The work in this thesis sought to understand the limita-
tions of the current dopants in SnO2 and offer an optimum dopant which do not possess the
same mechanistic shortcomings. Chapter 4 detailed the self-compensation mechanism of
F-doped SnO2 and the propensity of Sb in SnO2 to form Sb3Å instead of the desired Sb5Å for
n-type conductivity. From our detailed analysis of potential dopant replacements, we found
that tantalum acts as the optimum dopant in tin dioxide allowing higher dopant concentra-
tions than either fluorine or antimony and remaining as Ta5Å within the rutile lattice. Our
calculations also show that Ta does not perturb the conduction band minimum (as F and Sb
do), thus accounting for the very high reported mobilities for Ta-doped SnO2 in the experi-
mental literature.
For truly transparent electronic devices aswell asmore efficient photovoltaics, a transpar-
ent p-type conductor is required. The current generation of materials used for this purpose
tend to suffer from low optical transparency, poor conductivities as well as the inability to
produce a degenerately acceptor doped material. The work carried out in Chapter 6 followed
the established ‘chemical modulation of the valence’ band design principles seen in Cu1Å-
based oxides such as the delafossite CuAlO2. This principle has already been extended to
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chalcogenides, in particular the layered oxychalcogenide [Cu2S2][Sr3Sc2O5] which has high
reported mobilities and optical transparency. As a quinary material, it is possible to form
many more compounds with the same structure and stoichiometry as [Cu2S2][Sr3Sc2O5]
and gain structure-property relationships in order to produce other p-type transparent con-
ductors. From our analysis we found that nine compounds will be stable relative to com-
peting phases and that of these compounds, [Cu2S2][Ba3Sc2O5] was found to possess the
lowest hole effective masses and largest optical transparency. Experimental powders of
[Cu2S2][Ba3Sc2O5] were produced from our predictions with excellent agreement between
the theory and experiment in terms of structural and electronic properties. In Section 6.2,
Cu1Å-based phosphides were analysed (M2ÅCuP;M=Mg, Ca, Sr, Ba) showing that the chemi-
calmodulation of the valence band can be extended to the pnictides. Although the largest op-
tical band gap was found for CaCuP (2.71 eV), precluding its use as a transparent conductor,
the low hole effectivemasseswere competitivewith and even surpassed the electron effective
masses of the industry standard n-type TCOs. Synthesised powders of CaCuPwere fabricated
possessing an optical band gap of 2.78 eV and resistivities of 10¡3­ cm (for an undoped pel-
let) further concluding the theoretical findings. The trigonal planar Cu–P hexagonal network
was elucidated to be the origin of the highly disperse VBM and thus the low hole effective
masses for CaCuP. A tetrahedral coordination as seen in MgCuP was found to be detrimen-
tal to the conductivity and thus it was reasoned that for Cu1Å-based phosphide transparent
conductors, trigonal planar Cu–P was optimal.
The final wide band gap application to be explored was photocatalysis, in particular, TiO2
photocatalysis and an assessment of dopingmechanisms that enhance this process. Anatase
TiO2 possesses a wide band gap (» 3.2–3.4 eV) which means that only UV light is absorbed
and not visible light, as is desired for efficient photocatalysis. Methods at reducing this band
gap have been through high levels of acceptor doping, usually with nitrogen or carbon. This
has the effect of producing states just above the VBM and reducing the band gap of anatase,
however, doing so also creates localised hole states which act as recombination centres and
have a negative impact on the photocatalytic efficiency. Compensated codoping was pro-
posed to passivate these hole states by simultaneously codoping TiO2 with a donor such as
niobiumor tantalum. Although a lot of research has been spent on creating codoped systems,
full passivation has yet to be achieved. Chapter 8 involved the calculation of two popular
codoping systems, Nb+N and Ta+N. The calculations proved that fully compensated codop-
ing was not achievable due to the preference of n-type over p-type defects as TiO2 is inher-
ently n-type due to the low ionisation potentials and high electron affinities. Boron and Cop-
per were also explored for enhanced visible light photocatalysis due to their amphoteric na-
ture meaning they are capable of sitting on multiple sites in the anatase lattice. It was found
that in B-doped anatase, B sits interstitially and prefers a trigonal planar configuration, thus
large distortions to the anatase lattice are seen when it is incorporated substitutionally. Due
to the possible coexistence of BTi and Bi in the anatase lattice, a synergistic effect is possible
which gives rise to the enhanced photocatalysis seen in experiment. Copper acts inmuch the
sameway, however the probability of finding both interstitial and substitutional Cu is height-
ened. This results in possible donor-acceptor pairs which absorb in the visible light giving
rise to extended electron-hole separation lifetimes. This is particularly useful in photocatal-
ysis where extended carrier lifetimes are necessary to facilitate the splitting of water or the
destruction of microbes when used as an antimicrobial coating.
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Appendices




A.1 Introduction to n-Type Transparent Conductors
In Chapter 3.2.1 Figure 3.5, the band structures for In2O3, SnO2, ZnO and BaSnO3 are dis-
played. These were calculated within the VASP code.105–108 and used the projector aug-
mented wave method (PAW).44 to describe the interactions between the core and valence
electrons. Table A.1 displays the calculation parameters used to relax the compounds and
thus calculate the band structures inChapter 3.2.1. Each structurewas relaxeduntil the forces
acting on all the atoms was less than 0.01 eVÅ¡1.
TABLE A.1: The calculation parameters for In2O3, SnO2, ZnO and BaSnO3. The space group,
DFT functional, portion of Hartree-Fock exchange (®), ¡-centred k-point grid and
plane-wave energy cutoff is tabulated.
Compound Space Group DFT Functional ® k-point grid Plane-wave cut-off / eV
In2O3 Ia3 HSE06 0.25 4£4£4 450
SnO2 P42/mnm PBE0 0.25 4£4£6 400
ZnO P63mc HSE 0.375 8£8£5 450
BaSnO3 Pm3m PBE0 0.25 6£6£6 450
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A.2 The Search for the OptimumDopant in SnO2
Ab-initio calculations on SnO2 were performed using hybrid density functional theory within
the VASP code105–108 The projector-augmented wave method (PAW)44 was used to describe
the interaction between the core electrons (Sn[Kr], O[He], F[He], Sb[Kr], P[Ne], Nb[Kr],
Ta[Xe]) and the valence electrons. The hybrid functional PBE0 developed by Adamo and
Barone23,265 was used in order to reduce the self-interaction error allowing for an accurate
description of the band gap of SnO2. PBE0 has been shown to predict the properties for tin
based TCOs with a high degree of accuracy.24–26,264,266 PBE0 incorporates 25% of exact Fock
exchange to the PBE (Perdew Burke and Ernzerhoff)14 formalism. The conventional cell was
relaxed using the parameters detailed in Table A.1, where convergence was deemed to be
complete when the forces acting on all the atoms was <0.01 eVÅ¡1.
A.2.1 Defect Methodology
In order to assess the thermodynamic properties of the intrinsic and extrinsic defects in SnO2,
a 72 atom 2£2£2 supercell was created from the bulk conventional cell. This was subjected
to a geometry relaxation keeping all but the atoms within the cell constant. A 400 eV plane-
wave cut-off and a 2£2£2 ¡-centred k-point grid was used to achieve this. Each supercell
relating to the defects and their charge states were created and relaxed until the forces on all
the atoms was less than 0.01 eVÅ¡1.
Thermodynamic Limits:
The chemical potentials (¹i ) can reflect the equilibrium growth conditions which can be var-
ied to simulate the experimental partial pressures defining the conditions of n and p-type
defect formation. This is all relative to the calculated enthalpy of the host material
¹SnÅ2¹O Æ¢HSnO2f Æ -5.27 eV (A.2.1)
The experimentally determined standard enthalpy of formation for SnO2 is -5.98 eV425, which
is in agreement with our calculated value at 0K. Our calculations allow for the determination
of two growth conditions, the Sn-rich/O-poor limit which typically favours the formation of
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n-type defects which is determined by the formation of metallic Sn.
¢¹Sn Æ 0;¢¹O Æ¡2.64eV (A.2.2)
Likewise for p-type defect favourable formation conditions, Sn-poor/O-rich, is limited by the
formation of O2 gas.
¢¹O Æ 0;¢¹Sn Æ¡5.27eV (A.2.3)
Calculation of the Dopant Chemical Potentials:
Table A.2 displays all the dopant-related limiting phases alongside the the ¡-centred k-point
grids used, enthalpies of formation (¢Hf) and the defined chemical potentials for that par-
ticular dopant (¹i; where i = F, Sb, P, Nb, Ta). Experimental values are given in parentheses.
The dopant chemical potentials are defined within the formation of SnO2 (equation A.2.1)
and within the formation of each limiting phase. Figure A.1 displays the formation of each
limiting phase within the ¹O range of SnO2 (¹O = -2.64 eV – 0 eV). The limiting phase is the
compound with the lowest ¹i at a certain ¹O, such that under Sn-rich/O-poor the Sb and
Nb chemical potentials are limited by the formation of Sb(s) and Nb2O5 respectively. Under
Sn-poor/O-rich the limiting phases are Sb2O5 and Nb2O5 respectively.
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TABLE A.2: The competing phases related to the different dopants (F, Sb, P, Nb, Ta). The
¡-centred k-points are tabulated with the enthalpies of formation relative to experiment (in
parentheses) and the chemical potentials (¹i, where i=F, Sb, P, Nb, Ta) under Sn-rich/O-poor,
Sn-poor/O-rich conditions.
Dopant Limit Space Group k-points ¢Hf/eV ¢¹
O-poor
i / eV ¢¹
O-rich
i / eV
F SnF4 I4/mmm 6£6£6 -12.43 (-12.14580) -3.11 -1.79
Sb
Sb2O5 C2/c 2£5£4 -9.60 (-9.97425)
0.00 -4.80SbO2 Pna21 5£4£2 -8.80 (-9.28581)
Sb2O3 Pccn 5£4£2 -6.91 (-7.07581)
P P2O5 Fdd2 4£4£6 -14.79 (-15.59582) -0.80 -7.40
Nb
Nb2O5 I4/mmm 2£2£2 -18.55 (-19.69582)
-2.69 -9.28NbO2 C2/c 3£3£3 -7.72 (-8.24582)
NbO Pm3m 6£6£6 -4.13 (-4.35582)
Ta Ta2O5 I41/amd 6£6£1 -20.47 (-21.21582) -3.54 -10.23
































FIGURE A.1: The chemical potential limits as calculated for each Nb and Sb-related phase
within the chemical potential bounds of SnO2 (¹O = -2.64 eV – 0 eV). (a) and (b) correspond
to Nb and Sb-doped SnO2 respectively. The solid lines correspond to the limiting phase at a
particular ¹O. All phases are tabulated in Table A.2.
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Band-Unfolding
Due to the shrinking of the Brillouin zone, supercell calculations result in folded band struc-
tures. In order to regain a representation of the primitive or conventional cell, the band un-
folding code, BandUpwas used. Band unfolding is a methodology described by Popescu and
Zunger583 and is implemented in a python package by Medeiros and Björk.287,288
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A.3 F-doped SnO2 Experimental Methodology
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
This section was written by and reproduced with permission by Jack E. N. Swallow and the
group of Prof. Timothy Veal at the University of Liverpool. F-doped SnO2 thin films were
obtained by NSG Group.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
FTO samples:
Fluorine-doped tin dioxide (FTO) thin films deposited on glass by APCVDwere obtained from
NSGGroup. Samples consisted of amulti-layer structurewith anundoped SnO2 layer»25nm
deposited directly on the glass substrate providing a rough surface for the subsequent layers
to adhere to. A SiO2 layer follows of thickness » 25 nm acting as a sodium diffusion barrier,
and finally the electrically active F:SnO2 layer is deposited. The tetragonal rutile structure
associated with the SnO2 was confirmed via x-ray diffraction (see Figure S5 in supporting in-
formation). The samples are polycrystalline in nature and no impurity phases were present.
Samples were prepared for measurement by mechanically cleaning the surface with labora-
tory wipes and isopropyl alcohol to remove large particulates, as well as being treated in an
ultrasonic bath submerged in diluted surface cleaner (decon 90 surface cleaning agent) and
then isopropyl alcohol, and rinsed in deionized water.
Hall Effect Mobility:
Hall effect measurements were performed using the standard van der Pauw configuration at
a field strength of 0.8 T to determine the free carrier concentration (n) and transport mobility
(¹) of FTO samples. Measurements were performed at room temperature on the samples,
all of which displayed n-type conductivity. The measured free carrier concentrations across
the sample range varied from (1.81§0.01)£1020 cm¡3 to (5.48§0.04)£1020 cm¡3 and elec-
tronmobilities varied from 27.3§0.2 cm2/V¢s to 38.2§0.1 cm2/V¢s. Samples which displayed
high carrier concentrations and low mobilities corresponded to those of high fluorine con-
tent. Temperature dependent Hall effect was also performed on some samples, with sample
temperature being varied from 10 to 300 K (§0.5 K) (see Figure S1 in supporting information).
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Supplementary Information: Scattering Mechanisms
Transport mobilities of the FTO samples as a function of carrier concentration, as measured
primarily by Hall effect. For degenerately doped semiconductors, such as transparent con-
ducting oxides, the dominant carrier scattering/mobility reducing mechanism in the ma-
jority of cases is ionised impurity scattering282,584. To simulate this effect, the degenerate
form of the Brooks-Herring formula584,585 has been implemented. All donors are assumed
to be ionized and have a charge state of ZD Æ 1, corresponding to substitutional fluorine,
FO . Other scattering mechanisms such as: acoustic deformation potential162,586, longitudi-
nal polar-optic phonons (we use here the formalism set out by Low and Pines587 and adapted
by Fonstad and Rediker for SnO2 162, however a number of other approaches do exist588,589)
and grain boundary scattering for both degenerate590 and non-degenerate591 systems. The




B.1 Elemental Modulation of [Cu2S2][Sr3Sc2O5]
B.1.1 Computational Methodology
Ab-initio calculations using VASP code105–108were performed using both standard and hy-
brid functionals. Variations of the [Cu2S2][A3B2O5] structure (Tetragonal,I4/mmm) were
formed where A=Sr,Ca,Ba,Mg and B=Sc,Al,Ga,In,Sc,Y,La. This resulted in 24 compounds
with the same stoichiometry as [Cu2S2][Sr3Sc2O5] and are named using the convention ‘AB’
eg. [Cu2S2][Sr3Sc2O5] is ‘SrSc’, [Cu2S2][Ba3Al2O5] is ‘BaAl’ and [Cu2S2][Ca3Ga2O5] is ‘CaGa’.
These compounds were relaxed using the PBEsol16 (Perdew-Burke-Ernzerhoff) functional
with a ‘+U’ value of 6.15 eV for Cu.330 The 24 compounds were relaxed using a plane wave
energy cut-off of 500 eV to avoid Pulay stress47 and a 6£ 6£ 2 ¡-centred k-point mesh for
accuracy. Convergence was deemed complete when the forces acting on all the ions was less
than 0.01 eVÅ¡1.
In order to screen the novel compounds in terms of their thermodynamic stability, all
known competing phases and elements related to the quinary systems were also calculated
using PBEsol+U. This resulted in the calculation of » 313 crystal structures from the ICSD363
alongside the lowest energy determined magnetic configurations for the Cu2Å-based com-
pounds. A standard 700 eV plane-wave energy cutoff was employed to allow for total con-
vergence of these systems together with k-point meshes generated to allow a sampling den-
sity of 0.04Å¡1 which was found to be sufficiently accurate. The Chemical Potential Limits
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Analysis Program (CPLAP)592 code was used to assess the thermodynamic stability of the 24
SCSOS compounds as well as evaluating the energy above the convex hull for the unstable
compounds.
The stable andmetastable compounds were then subjected to anHSE06 (Heyd-Scuzeria-
Ernzerhoff)30–32 relaxation in order to glean accurate electronic and optical properties. The
HSE06 hybrid functional has been shown to give a correct description of the band gap and
optical properties of SCSOS362 relative to experiment.351. The projector-augmented wave
method (PAW)44 was used to describe the interactions between the core electrons and va-
lence electrons which are treated explicitely. The optical absorption spectra were calculated
using the real and imaginary parts of the dielectric constant calculated using a Kramers-
Kronig transformation and a summation over the unoccupied bands respectively using a
method by Furthmüller and coworkers.593 This sums the absorption spectrum over all direct
valence band to conduction band transitions ignoring intraband and indirect absorptions.
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B.1.2 Experimental Methodology
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
This section was written by and reproduced with permission by Mr Gregory J. Limburn In the
Group of Dr Geoffrey Hyett at the University of Southampton.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Solid-State Synthesis:
Sc2O3 (99.99% , Alfa Aesar) and Cu2S (99.5% , Alfa Aesar) were purchased and used as sup-
plied. BaO was prepared via the thermal decomposition of BaCO3 (99% . Alfa Aesar) under
dynamic vacuum (1000±C, 14 h) in a silica tube closed at one end, before being stored in a
nitrogen filled glove box. BaS was synthesised by reaction of CS2 vapour with BaCO3 (900±C,
8 h). The CS2 vapour was generated by flowing argon (Pureshield, 99.998% , BOC) through a
bubbler containing liquid CS2 (99.9% , Sigma Aldrich). After the vapour exited the reactor it
was passed through two bleach containing bubblers in order to oxidise any excess CS2. The
purity of these precursors was confirmed by powder X-ray diffraction. A 0.5 g powder sample
of [Cu2S2][Ba3Sc2O5] was synthesised by reaction of BaO, BaS, Sc2O3 andCu2S in a 2:1:1:1 sto-
ichiometric ratio. Desired precursor amounts were weighed, mixed and ground in an agate
pestle and mortar under an inert atmosphere in a glovebox (Saffron). The precursor mixture
was then loaded into a die (13mm, Specac), removed from the glove box, pressed into a pellet
and immediately returned to the inert atmosphere. The pellet was loaded into an alumina
crucible which was then sealed under vacuum in a silica ampoule. The sealed sample was
heat treated at 800±C for 12 hours. The sample was ground, re-pelleted and resealed in an
alumina crucible in a silica ampoule with 2 further heat treatments at 800±C for 12 hours.
Sample purity was monitored using XRD, and once synthesized the sample was found to be
air stable.
X-ray Diffraction:
The purity of precursors and initial phase identification of the targeted product was con-
firmed by X-ray diffraction using a Bruker D2 in Bragg-Brentano geometry with a Cu K X-
ray source (20 kV; 10mA). Full characterisation of the compound [Cu2S2][Ba3Sc2O5] was per-
formed using synchrotron X-ray diffraction data collected from the I11 beamline, Diamond
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Light Source, using 15 keV X-rays (0.82603Å ) over a range 10<2<100±, with a step size of 0.001±
and with a scan rate of 2.5± min¡1. Rietveld refinement of structural models against this data
was carried out using the GSAS suite of software, with the EXPGUI interface.594
Spectrophotometry:
Diffuse reflectance measurements were collected using a UV-Vis-near IR Spectrophotome-
ter (Perkin-Elmer Lambda 750 S) using deuterium and tungsten lamps and equipped with a
100mm integrating sphere. Diffuse reflectance data were converted into the Kubelka-Munk
function, f(R),595 assumed proportional to the absorption coefficient throughout the visible
region, which was used in the construction of a Tauc plot.392,596 The band gap was estimated
by determining the x-axis intercept of a linear fit of the absorption edge. This was fitted by the
plotting of a linear function passing through the two data points between which the largest
gradient was observed.
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B.1.3 Supplementary Information: Thermodynamic Stability
Table B.1 shows the thermodynamic stability results for all 24 calculated compounds using
PBEsol. This table provides the energy above the convex hull, the decomposition products (if
E >0 eVatom¡1) and the enthalpy of formation (¢H synthesisf ) of each compound as calculated
using the synthesis route laid out in ref. [351] and equation 6.1.2 in Chapter 6.1. MgLa and
CaLa did not relax using either PBEsol or HSE06 and thus are absent from this table.
Table B.2 provides the elemental reference energies per atom which were used in the
calculation of the thermodynamic stabilities of each [Cu2S2][A3B2O5] compound. The cal-
culated enthalpies of formation for each [Cu2S2][A3B2O5] are given in Table B.3 which are




Table B.4 lists the competing phases (321) together with their enthalpies of formation
(calculated in the sameway as equation B.1.1) and tabulating anymagnetic orderings (where
applicable) for the Cu2Å-based compounds. Any positive values of ¢H f were disregarded in
the calculation of the thermodynamic stability for each [Cu2S2][A3B2O5] compound.
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TABLE B.1: The calculated compounds together with the energies above the convex hull
(0 eV indicates stable), Decomposition Products and the enthalpies of formation of synthesis
¢H synthesisf from equation 6.1.2 in Chapter 6.1. Negative formation enthalpies are favourable.
Compound E (above hull) /eV atom¡1 Decomposition Products ¢H synthesisf /eV
MgAl 0.21 Cu2S, MgS, Al2O3,MgO +3.01
MgGa 0.30 Cu2S, MgO, CuGaS2, Ga2O3 +3.39
MgIn 0.66 Cu7In3, In2S3, MgSO4, MgO, In2O3 +6.20
MgSc 0.38 Cu2S, Sc2SO2, MgO +5.30
MgY 0.56 Cu2S, Y2SO2, MgO +7.00
MgLa - . . . . . . . . . -
CaAl 0.00 . . . . . . . . . -12.17
CaGa 0.00 . . . . . . . . . -12.34
CaIn 0.32 In3Cu7, CaS, Cu, CaSO4 -9.29
CaSc 0.05 CaSO4, Cu, Ca2CuO3, Y2O3, CaS -8.31
CaY 0.18 CuSO4, Cu, Ca2CuO3, Y2O3, CaS -8.25
CaLa - . . . . . . . . . -
SrAl 0.00 . . . . . . . . . -1.10
SrGa 0.00 . . . . . . . . . -1.83
SrIn 0.29 SrIn2O4, SrS, SrO, SrSO4, Cu7In3 +0.42
SrSc 0.0005 Cu, SrS, SrSc2O4, SrSO4 -0.61
SrY 0.12 Cu,SrS, SrY2O4, SrSO4 +9.88
SrLa 0.42 SrO, SrS, SrSO4, La2O3, Cu13La +9.08
BaAl 0.07 Cu, BaAl2O4, BaSO4, BaS -0.81
BaGa 0.00 . . . . . . . . . -2.15
BaIn 0.34 BaSO4, Ba4In2S6, BaO, Cu7In3, Ba3In2O6 -0.83
BaSc 0.00 . . . . . . . . . -1.42
BaY 2.45 BaY2O4, e¸BaSO4, Cu, BaS -0.25
BaLa 0.31 La2O3, Cu13La, BaSO4, BaS, BaO +7.18
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TABLE B.2: The elemental reference energies for the calculation of the formation enthalpies
of each SCSOS compound and competing phase (Tables B.3 and B.4 respectively). All values
are calculated using PBEsol+U.
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TABLE B.3: The formation energies (¢Hf) of all SCSOS compounds (with [Cu2S2][Mg3La2O5]
and [Cu2S2][Ca3La2O5] omitted due to inability to geometrically optimise). All values are
calculated using PBEsol+U.
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TABLE B.4: The enthalpies of formation (¢H f ) of each competing phase calculated using
PBEsol+U. Themagnetic orderings for the Cu2Å compounds correspond to the lowest energy
configuration orderings and are either AFM=antiferromagnetic or FM=Ferrimagnetic.
Compound ¢H f / eV Magnetic Ordering Compound ¢H f / eV Magnetic Ordering
Cu2S -0.79 Cu(SO4) -7.52 AFM
Cu5Sr -0.28 SrSc2S4 -14.76
SO3 -4.74 Sr2Cu3O5 -16.18 AFM
SrCu -0.34 SrCuO3 -8.92
CuScO2 -9.97 S8O -1.30
S3Sc2 -9.88 SrSc2O4 -24.60
Sc2O3 -18.42 Al2O3 -15.04
Sc2(SO4)3 -37.70 Al2S3 3440.83
SO2 -3.30 Al2(SO4)3 -33.13
SrO -5.92 Al4Sr 0.07
SrS -4.62 Al2O 0.85
SrS3 -4.50 Al2Sr -0.35
SrSO4 -14.38 Al3Cu2 0.48
Cu2O -1.56 Al9Sr5 -1.87
Cu2Sc -0.51 AlCu3 -0.28
CuSc -0.38 AlO -2.24
CuScS2 -5.56 Cu2Al4O7 -26.07
Sc2O2S -15.83 CuAlO2 -8.44
ScS -4.01 Sr4(Al6O12)(SO4) -78.18
SrO2 -6.27 SrAl -0.23
SrS2 -4.59 SrAl2S4 -9.87
CuO2 0.35 AFM Al2Cu 0.31
CuS2 -0.52 AFM Al2Sr3 10.64
Cu4O3 -4.53 AFM Al4Cu9 -1.06
(Cu2S2)(Sr2CuO2) -13.68 AFM Al7Sr8 -2.21
CuS -0.56 AFM AlCu -0.001
CuO -1.50 AFM AlCu4 -0.08
Cu2Sc2O5 -21.22 FM SrAl2O4 -21.44
SrCuO2 -7.53 AFM Sr8(Al12O24)S2 -137.49
SrCu2O2 -7.70 CuAlS2 0.12
Cu2(SO4) -7.23 CuAl2O4 -15.80 FM
(SrO)(Al2O3)2 -36.30 Cu10In7 -0.60
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Compound ¢H f / eV Magnetic Ordering Compound ¢H f / eV Magnetic Ordering
(SrO)4(Al2O3)7 -131.25 Cu11In9 -0.56
SrAl12O19 -96.91 Cu2In 0.15
SrAl4O7 -34.83 InS -1.06
Sr10Al6O19 -106.19 In2S3 -2.90
Sr2Al6O11 -58.17 In24S32 -32.97
Sr3Al2O6 -36.23 In5S4 -3.33
SrO(Al2O3)6 -96.91 In6S7 -7.05
CuGa2 -0.27 InSr3 -1.41
GaCu2 -0.09 In2Sr -1.80
GaS -1.30 SrIn -1.19
Ga2S3 -3.36 In4Sr -1.88
Ga2Sr -1.81 Sr11In7 -9.54
Ga4Sr -2.49 Sr5In3 -4.16
Ga2O3 -9.80 In2O3 -8.49
CuGaS2 -2.62 SrCu7In6 -2.12
Cu2GaSr -1.15 CuInO2 -4.97
CuGaO2 -5.80 In2CuO4 -8.16
SrGa2S4 -8.60 CuInS2 -2.22
Ga2(SO4)3 -27.18 SrIn2S4 -7.78
SrGa2O4 -16.50 In2(SO4)3 -26.59
SrGa4O7 -26.27 Cu7In3 -12.44
Sr3Ga4O9 -39.30 Sr3In11 -5.63
Sr4Ga2O7 -34.42 SrIn2O4 -14.87
Cu9Ga4 -1.72 Sr2In2O5 -20.35
Ga7Sr8 -10.20 Cu2Y -0.49
Sr10Ga6O19 -93.34 Cu5Y -0.76
Sr3Ga2O6 -29.23 CuY -0.31
Sr2CuGaO3S -17.38 CuYO2 -9.83
CuIn 0.10 SrY2O4 -24.18
CuIn2 0.47 SrY2S4 -15.41
Y2(SO4)3 -38.60 LaS2 -5.79
Y2Cu2O5 -21.03 FM Cu2Mg -0.28
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Compound ¢H f / eV Magnetic Ordering Compound ¢H f / eV Magnetic Ordering
Y2O2S -16.33 MgS -2.95
Y2O3 -18.20 MgSc -5.75
Y2OS2 -13.43 MgO -5.60
Y2S3 -10.54 MgO2 -5.39
Y5S7 -25.50 MgCu2O3 -8.36 FM
YCuS2 -5.80 MgSc2S4 -12.73
YS -3.67 MgSO4 -12.41
YS2 -0.61 MgAl2 0.05
LaCu5 -0.39 Al2MgO4 -20.55
(LaO)2(SO4) -25.64 Al2CuMg -0.48
Cu2La -0.30 Al12Mg17 3.81
Cu6La -0.50 Al14Mg13 6.91
CuLaS2 -6.19 Al30Mg23 10.01
Cu13La -22.01 Al12Cu6Mg11 1.49
CuLa2S4 -11.95 AFM Al5Cu6Mg2 -0.73
CuLaO2 -9.59 MgAl2S4 -12.34
CuLa -0.12 Ga5Mg2 -0.94
La2O2S -16.21 Mg2Cu6Ga5 -3.84
La2CuO4 -18.96 FM Ga2Mg -1.03
La2Cu2O5 -20.46 AFM GaMg2 -0.44
La2O3 -17.58 Ga2Mg5 -0.92
La3CuO2S3 -22.55 MgGa2S4 -6.41
La2S3 -11.14 InMg -0.25
La3CuLaS7 -15.61 AFM InMg2 -0.34
LaCuO3 -10.56 AFM In2Mg5 -0.70
La3S4 -15.61 In3Mg -0.27
La10OS14 -58.64 MgIn2O4 -13.84
LaCuOS -8.72 Cu4InMg -0.61
LaS -3.80 In2MgS4 -5.88
MgY -0.21 Ca13Al14 -6.56
Mg24Y5 -1.59 Ca8Al3 -1.78
Cu9Mg2Y -1.48 Al7Ca3Cu2 -3.50
198
Appendix B. p-Type Transparent Conductors
Compound ¢H f / eV Magnetic Ordering Compound ¢H f / eV Magnetic Ordering
Mg2Y -0.25 CaAl2S4 -9.62
YCuMg -0.42 CaAl2O4 -21.40
YCuMg4 -0.55 CaAl4O7 -36.50
YCu4Mg -0.98 Ca2Al2O5 -27.82
Y2Cu2Mg -0.81 Ca3Al2O6 -28.10
LaMg12 -0.64 Ca4O(Al2O4)3 -69.89
La2Mg17 -1.24 Ca4Al6O13 -70.74
LaCu2Mg -0.38 Al8CaCu4 -0.28
LaCu9Mg2 -1.25 Ca9(Al2O6)3 -100.45
LaCuMg4 -0.58 Ca12Al14O33 -179.16
LaMg -0.18 Ca5Al6O14 -76.87
LaMg2 -0.32 Ca8Al12O24S2 -137.20
LaMg3 -0.51 CaGa -1.00
La2Cu2Mg 4.65 CaGa2 -1.70
CaCu -0.17 CaGa4 -2.00
CaCu5 -0.44 Ca11Ga7 -7.56
Ca2Cu -0.23 Ca3Ga5 -4.45
CaS -4.43 Ca3Ga8 -5.23
CaO -0.48 Ca5Ga3 -3.24
CaO2 -3.60 Ca2Cu2Ga -1.33
CaCuO2 -7.40 CaGa2S4 -8.07
CaCu2O3 -8.83 AFM Ca2Ga2O5 -22.53
Ca2CuO3 -13.75 Ca5Ga6O14 -61.41
CaSc2S4 -14.35 CaGa2O4 -16.36
CaSO4 -14.04 Ca28Ga11 -16.62
CaSc2O4 -24.69 CaGa4O7 -26.11
Al2Ca -0.94 CaIn -1.06
Al4Ca -0.84 CaIn2 -1.52
Ca2In -1.27 Ba7Al13 -4.11
Ca3In -1.10 BaAl4S7 -14.93
Ca8In3 -4.26 BaAl2S4 -9.84
CaCuIn2 -1.40 Ba21Al40 -18.10
199
Appendix B. p-Type Transparent Conductors
Compound ¢H f / eV Magnetic Ordering Compound ¢H f / eV Magnetic Ordering
CaCu4In -0.99 Ba17Al3O7 -34.49
CaIn2O4 -14.73 BaAl2O4 -21.29
CaY2S4 -14.98 Ba4Al2O7 -37.08
CaY2O4 -19.63 BaGa2 -1.43
CaLa2O4 -22.87 BaGa4 -2.35
BaCu3O4 -9.55 AFM BaGa4S7 -11.85
BaSO4 -13.72 Ba2Ga2S5 -5.78
BaCu2O2 -7.11 Ba5(GaS4)2 -25.46
BaCu2S2 -5.30 Ba4Ga2S7 -21.12
BaCu4S3 -6.16 Ba10Ga 0.29
BaCu 0.003 Ba8Ga7 -37.88
Ba2S3 -8.29 BaCu2Ga -1.05
BaS2 -4.34 Ba3Ga2S6 -16.92
BaS3 -4.50 BaGa2S4 -8.33
BaSc2O4 -23.93 Ba4Ga2O7 -32.15
BaS -4.18 BaIn -0.92
BaScCuS3 -10.28 BaIn2 -1.59
BaCu13 0.13 BaIn4 -1.99
BaO -5.11 Ba9In4 -3.93
BaO2 -5.88 BaIn2S4 -7.66
Ba3Cu3Sc4O12 -58.31 FM Ba2In2S5 -11.95
Al13Ba7 -4.11 Ba4In2S6 -27.99
Al2Ba -0.63 Ba3In2O6 -24.50
Al4Ba -1.03 BaIn2O4 -13.20
Ba3Al5 -1.61 Ba11In6O3 -21.39
Ba4Al5 -1.88 Ba2In -0.98
Ba7Al10 -3.54 Ba4In6O13 -46.56
Ba2In2O5 -19.24 YBa2Cu4O8 -26.36
BaY2S4 -15.20 Y2BaCuO5 -25.38 AFM
BaY2O4 -23.52 Ba2YCu3O6 -23.74 AFM
Ba3Y4O9 -51.54 Y2Ba4Cu6O13 -48.86 AFM
BaYCuS3 -10.65 La4BaCu5O12 -48.12 FM
BaLaCuS3 -10.71
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B.1.4 Supplementary Information: Electronic Properties
Figure B.1 displays the combined total and partial density of states (DOS) for each stable
SCSOS compound. below each graph, a zoom-in of the VBM and CBM is provided for clarity.
The analysis of the DOS is given in Chapter 6.1.3 as well as a tabulation of the percentage of
states at the band extrema (given in Tables 6.3 and B.1 for the VBM and CBM respectively).
Figure B.2 displays the first brillouin zone and associated unit cell of the
[Cu2S2][Sr3Sc2O5] structure. The high symmetry points and coordinates were taken
from the Bilbao Crystallographic server597–599 and Bradley and Cracknell.56 The associated
band structures are provided in Chapter 6.1.3 Figure 6.5.
Figure B.3 shows the calculated absorption spectra for each stable compound. The opti-
cal absorption coefficient, ® is displayed alongside ®2 which is proportional to the band gap
using the Tauc relation (Eg/®2).596
B.1.5 Supplementary Information: Experimental XRD
The powder XRD diffraction pattern of [Cu2S2][Ba3Sc2O5] is shown in Figure B.4(a). A Ri-
etveld refinement was carried out against this data using a starting model based on the pre-
viously reported and assumed isostructural [Cu2S2][Sr3Sc2O5] (SCSOS), but with replace-
ment of strontium ions with barium ions and an appropriate expansion in lattice parame-
ter. Refinement of this model against the data was carried out with refinement of the back-
ground function, the Lorentzian and Gaussian components of pseudo-Voight peak-profile
functions, the lattice parameters, the atomic positions and their isotropic displacements. The
refinement confirmed that [Cu2S2][Ba3Sc2O5] was single phase crystallising in the tetragonal
I4/mmm space group with lattice parameters of a =4.14462(2)Å and c =27.12390(8)Å , with
a good fit to the data with Â2 = 2.938 and Rp = 7.80%. All the structural parameters are given
in Chapter 6.1.4 Table 6.6.
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FIGURE B.1: The combined total and partial density of states (DOS) for all stable and
metastable compounds as calculated using HSE06. The DOS are arrayed in a grid such that
the top left corresponds to CaAl and the bottom right to BaSc. For each structure, a zoomed
in portion of the VBM and CBM is provided for clarity and the VBM is set to 0 eV in each
example.
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FIGURE B.2: The first Brillouin zone used to calculate the band structure of SCSOS, adapted
from the Bilbao Crystallographic server597–599 and Bradley and Cracknell56
B.1.6 Supplementary Information: Experimental Optical Absorption
Spectroscopic diffuse reflection data were recorded on the sample of [Cu2S2][Ba3Sc2O5], and
used to produce a Tauc plot which can be seen in Figure B.4(b). This shows a strong absorp-
tion which can be attributed to a direct band gap of 3.24 eV. This puts the band gap in the
UV, and therefore we would predict that the material should be transparent, which is con-
tradicted by the observed light brown colour of the powder. However, there is an additional,
less intense feature in the plot which can be related to a band gap of 2.26 eV, which is more
consistent with the observed colour. The origin of this is still not clear, but could be due to an
amorphous impurity or d–d transitions within Cu related defects.
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FIGURE B.3: The calculated optical absorption spectra (black=® and blue=®2) for each of
the 9 stable compounds.The DOS are arrayed in a grid such that the top left corresponds to
CaAl and the bottom right to BaSc. Each spectrum is calculated over all possible direct
valence to conduction band transitions.
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FIGURE B.4: (a) Indexed synchotron powder x-ray diffraction pattern collected using the I11
beamline at the Diamond Light Source, with a wavelength of 0.82603Å . Black crosses
represent the observed diffraction data; the red line, the calculated diffraction pattern and
blue line, the difference between these values. Note that different scales are used on the
intensity and difference plots. *The peak labelled by the asterisk at » 11.44± arises from
diluting emulsion added to the sample to reduce x-ray absorption.
(b) Tauc plot, [ f (R)hº]2 vs. photon energy, derived from the raw diffuse reflectance
spectrum (inset) collected over a range of 300–2500nm at intervals of 5 nm. The dashed line
extrapolated to the abscissa models the linear region of absorption edge for calculation of
the band gap energy.
B.2 Engineering Valence Band Dispersion - CaCuP
B.2.1 Computational Methodology
The hybrid PBE023,265 functional using 25% exact Fock exchange was used for the electronic
structure and total energy calculations as implemented in the VASP code.105–108 Structural
optimisations were carried out using a plane wave cut off energy of 400eV and a k-point sam-
pling of ¡-centred 7 x 7 x 4 for CaCuP, SrCuP and BaCuP and ¡-centred 8 x 5 x 4 for MgCuP.
The projector-augmented wave method (PAW)44,600 was utilised to describe the interactions
between the valence and the core electrons (Ca:[Ar], Sr:[Kr], Ba:[Xe], Mg:[Ne], Cu:[Ar] and
P:[Ne]) and the structures were deemed to be converged when the forces on all the atoms
were less than 0.01eVÅ¡1.
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The calculated density of states (DOS) for CaCuP was weighted using the atomic orbital
photoionisation cross-sections formulated by Yeh and Lindau48 simulating valence band
X-ray photoelectron spectroscopy (XPS) that can be compared directly with experiment. A
Gaussian broadening of 0.47eV was also applied to match experimental broadening.
The optical absorption spectra were calculated using the real and imaginary parts of the
dielectric constant calculated using a Kramers-Kronig transformation and a summation over
the unoccupied bands respectively using a method by Furthmüller and coworkers.593 This
sums the absorption spectrum over all direct valence band to conduction band transitions
ignoring intraband and indirect absorptions.
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B.2.2 Experimental Methodology
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
This section was written by and reproduced with permission by Dr Robert G. Palgrave at
University College London.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Ca (99.0%), Cu (99.9%) and P (99.9%) were obtained from SigmaAldrich. CaCuP was syn-
thesised from the elements with an addition of 5% P over the required stoichiometry which
was necessary due to evaporation. The startingmaterials were ground in an agatemortar and
pestle in a nitrogen glovebox, sealed in a quartz tube under reduced pressure (c. 10-3 mbar)
and heated at 500±C, with heating and cooling rates of 5±C/min for a total of 24 hours with
one intermittent regrinding which was carried out in the glovebox. Powder X-ray diffraction
(XRD) was carried out on a STOE diffractometer in transmission geometry using Mo-K® ra-
diation over the 2µ range 2 to 40± with a step size of 0.05±. X-ray photoelectron spectroscopy
(XPS) was carried out using a ThermoK-alpha spectrometer utilising Al K alpha radiation and
run in constant analyser energy (CAE) mode. Survey and high resolution spectra were taken
with a pass energy of 200eV and 50eV respectively. For high resolution scans, a binding en-
ergy step size of 0.1eV was used. The spectral resolution, measured as the full width at half
maximum (FWHM) of the Ag 3d5/2 peak on a clean Ag surface, was 0.9eV under these con-
ditions. In situ Ar ion etching was carried out using a 2000eV Ar ion beam in a background
Ar pressure of 2£10¡7mbar. The binding energy scale was corrected for charging by adjust-
ing the adventitious C 1s peak to 284.6eV. Optical measurements were taken using a Perkin
Elmer Fourier Transform Lambda 950 UV-vis spectrophotometer in diffuse reflectance ge-
ometry. Powder samples were packed into a holder presenting a surface area significantly
larger than the incident beam and with sufficient thickness to ensure no transmission. Re-
flected light wasmeasured using an integrating sphere and reflectance values were converted
using the Kubelka-Munk function to yield values proportional to absorption.595 Conductivity
measurements were carried out using an Ecopia HMS-3000 instrument and a van der Pauw
electrode geometry.
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B.2.3 Supplementary Information: XRD and XPS results
The powder XRD pattern from the sample of CaCuP was recorded and the published struc-
turalmodel in the P63/mmc space group377 was used as a basis for Rietveld refinement using
the EXPGUI and GSAS software and is shown in Figure B.5.594,601 The initial fitting was car-
ried out using the CaCuP phase alone, which led to a satisfactory fit of all intense peaks but
some small peaks remained unaccounted for. A two phase refinement containing CaCuP and
CaCu3.8P2 yielded an improvement in fit and accounted for several of the unknown peaks.602
The CaCuP unit cell was refined in the P63/mmc space group yielding lattice parameters
of a = 4.070(1)Å and c = 7.826(2)Å which compare well with the reported structure.377 The
literature structure of CaCu3.8P2 was used without refinement of its unit cell. In the final re-
finement an Rwp value of 0.081 was obtained and the impurity level of CaCu3.8P2 phase was
1.6(2) weight% .
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FIGURE B.5: Powder X-ray diffraction pattern from CaCuP synthesised here (black) and
calculated from the standard structure (red) with the difference between the calculated and
observed intensities shown underneath in grey. The phase ticks for CaCuP and CaCu3.8P4
are shown in blue and green respectively.
Figure B.6 displays the XPS spectra for theCu 2p, Ca 2p, P 2p regions alongside the valence
band (VB) XPS. The surface of the as synthesised powder contained a significant amount of
oxygen. Ar ion etching for 60 s using a 2000eV Ar ion beam was able to reduce the level of
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oxygen suggesting that the oxidation was localised on the surface. High resolution spectra
showed a symmetrical Cu 2p3/2 peak at 933.2eV, corresponding to Cu1Å. This assignment
is supported by the lack of strong, sharp satellite peaks that typically accompany Cu2Å spec-
tra.603 Such satellite peaks arise froma 3d9 initial state that results onphotemission in a series
of screened and unscreened final states,604 and are detectable even with low concentrations
of Cu2Å within a predominantly Cu1Å matrix.605 The spectral region between the Cu 2p spin
orbit doublet that wemeasure in CaCuP does shows a very broad feature centred on 949.4eV
with FWHMof 8eV. The origin of this feature is unknown, but it is unlike previously reported
Cu2Å satellites, which are typically much sharper.603–605 The feature may, therefore, be due
to an as yet unassigned loss process. Given its position some 16eV above the Cu 2p3/2 peak,
the feature may be due to valence band plasmon loss, which is typically seen in materials
with similar valence band electron density at c. 20eV to the high binding energy side of the
main photoemission peak.606 Unfortunately the corresponding Cu 2p1/2 loss peak (if it were
present) would be obscured by theOAuger line which overlaps on the binding energy scale at
this photon energy. Further study is needed to ascertain the nature of the loss feature present
in the Cu 2p spectrum.
Ca 2p spectra showed two overlapping doublets. The lower binding energy component
has Ca 2p3/2 component at 346.3eV (red trace, Figure B.6b). We could find no reference of the
XPS binding energy of Ca phosphide compounds. Ca3P2 itself is highly toxic and unstable,
whichmay have precluded itsmeasurement. However, CaS has been reportedwith a Ca 2p3/2
binding energy of 346.5eV, very similar to our observed value.607 Therefore we assign the Ca
2p3/2 environment at 346.3eV to Ca within the CaCuP structure. The other observed Ca 2p
component, with Ca 2p3/2 binding energy of 347.8eV (blue trace, Figure B.6b) corresponds
well to Ca3(PO4)2 or CaHPO4.608 This indicates a level of oxidation of the surface as discussed
above. No crystalline Ca3(PO4)2 or CaHPO4 was observed in XRD, again suggesting this is
surface limited oxidation.
The P 2p region again was composed of overlapping peaks. Deconvolution showed that
the principal chemical component (representing 66% of the P signal) was associated with a P
2p3/2 peak at 128.7eV (red trace, Figure B.6c), corresponding to phosphide compounds: for
example InP is reported with the same P 2p3/2 binding energy.609 A higher binding energy
component (representing 18% of the P signal) is also observed with a P 2p3/2 peak at 133.4eV
(blue trace , Figure B.6c), corresponding to phosphate groups,610 and consistent with the
interpretation of the Ca 2p region given above. The remainder (c. 16% of the observed P
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signal) was fitted with a P 2p3/2 component at 130.5eV (purple trace, Figure B.6c), and may
originate from elemental P, which may be located at the sample surface due to evaporation
during synthesis.
The valence bandwas recorded up to 30eV binding energy. Themain feature at low bind-
ing energy is a spectral maximum at 3.9eV corresponding to Cu 3d electrons, which con-
firmed by the excellent agreement with our simulated XPS (red dashed lines). The onset of
the valence band begins immediately at the Fermi level (BE = 0eV), indicating filled states im-
mediately below the Fermi level, i.e. a p-type semiconductor or a metal. However, no Fermi
edge was observed, meaning that if this is a metal the density of states at the Fermi level is
low. This fits with our calculations of a very disperse valence band, with the Fermi level found
near to the VBM, most likely through Cu deficiency. The Ca 3p shallow core line appears at












FIGURE B.6: X-ray photoelectron spectra of CaCuP. (a): Cu 2p, (b): Ca 2p and (c): P 2p
regions are shown, with curve fitting as described in the text. The valence band region up to
35eV binding energy is shown in (c) with the simulated VB XPS overlaid (red dashed line)
taken from the PBE0 calculated DoS for CaCuP.
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B.2.4 Supplementary Information: Optical Properties
Diffuse reflectance optical spectra were recorded in the interval 1.5¡ 3.5eV. The Kubelka
Munk function, F(R) is taken to be proportional to absorption; this is valid if scattering is
constant throughout the wavelength range used, which is a reasonable assumption.595 There
appears to be an absorption edge towards the higher energy range. Recently Poeppelmeier
and co workers have proposed a method for accurate determination of the band gap in de-
generately doped semiconductors.393 This is similar to the well established Tauc method,392
but takes into account the presence of a large concentration of charge carriers. Using the
Poeppelmeiermethod, plots of F(R) and F(R)2 against energy weremade and are displayed in
Figure B.7(a) alongside the simulated PBE0 optical absorption spectrum (b). The absorption
edge of each plot was extrapolated to the x-axis (y=0). For the F(R) plot the extrapolated value,
E1 = 2.66eV. For the F(R)2 the extrapolated value E2 = 2.72eV. According to the Poeppelmeier
method, the band gap Eg = 2E2-E1, which in this case gives 2.78eV. Below the absorption
edge there are two strong absorption peaks located at 1.8eV and 2.2eV. The origin of these
peaks is not clear. Cu2Å d-d transitions can occur in this energy range,611 but XPS detects no
Cu2Å. While XPS detects calcium phosphate impurities at the surface, these are not expected
to give rise to visible light absorption. The weight percentage of crystalline impurities (c. 1.7
weight%) is too low to effect strong absorption bands as seen here. The absorptions likely
arise from as-yet unidentified defects within the CaCuP structure.
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FIGURE B.7: The diffuse reflectance optical spectra showing the Kubelka-Munk function
F(R) and F(R)2 is displayed in (a). The direct band gap calculated from the Poeppelmeier
method is shown to be 2.78eV. (b) Shows the calculated optical absorption spectrum using
the PBE0 functional where a weak absorption onset at 2.17eV and a strong absorption at
2.71eV are seen.
Conductivity measurements were carried out by forming a 12mm diameter pellet, which
was prepared by biaxial pressing at 1 tonne pressure followed by annealing at 300±C for 4
hours under nitrogen to sinter the particles. This yielded a pellet approximately 3 mm thick
with a density of approximately 70%. The surface was polished to remove surface oxidation,
and gold electrodes were sputtered in a van der Pauw geometry. Conductivity was thenmea-
sured using a four point probe. A resistivity of 2£10¡3 § 0.2£10¡3­cmwasmeasured in this




C.1 Understanding the Role of Defects and Dopants in
Anatase
The properties of bulk TiO2 were calculated using the hybrid HSE0630,31 functional within
density functional theory (DFT) using VASP.105–108 HSE06 provides a markedly improved de-
scription of the electronic and structural properties of all the known polymorphs of TiO2, and
hybrid functionals are, in general, an improvement on standard DFT functionals which con-
tain a systematic self-interaction error owing to the underestimation of band gaps in semi-
conductors.33,35–37,39,40 All the bulk geometric, electronic, intrinsic and extrinsic defects were
calculated. A geometry optimisation of the bulk primitive cell was carried outminimising the
volume, lattice parameters, cell angles and the ions within the cell until the forces acting on
all the atoms was less than 0.01 eVÅ¡1. A 450 eV plane-wave energy cut-off and a ¡-centred
7£ 7£ 5 k-point mesh was used in order to calculate the electronic and structural proper-
ties accurately. The projector augmented wave method (PAW)44 was utilised to describe the
interactions between the valence and core electrons (Ti[Ar], O[He], N[He], Nb[Kr], Ta[Xe],
B[He], Cu[Ar]).
C.1.1 Defect Methodology
In order to calculate the defect thermodynamics of TiO2 a 3£3£2 supercell containing 108
atoms was formed from the bulk. A geometric optimisation of the defective supercells in-
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volved calculating the relaxation of only the ions within the cell, keeping the cell volume,
lattice parameters and angles fixed. A plane wave energy cut-off of 450 eV, ¡-centred 2£2£2
k-pointmeshwere used to relax the supercells to the same force convergence as for the prim-
itive bulk. All defect calculations were spin-polarised.
Section 2.3.5 (Chapter 2) provides details on the calculation of the chemical potential
limits of TiO2. The chemical potential range of TiO2 is limited by the formation of Ti2O3 thus
creating an upper bound on ¹Ti .Equations C.1.1 and C.1.2 show the formation enthalpies of
TiO2 and Ti2O3 respectively as a function of their chemical potentials.
¢HTiO2f Æ¹TiÅ2¹O Æ¡9.14eV (C.1.1)
¢HTi2O3f Æ 2¹TiÅ3¹O Æ¡14.76eV (C.1.2)
Solving these simultaneously results in the chemical potentials of ¹Ti and ¹O under Ti-
rich/O-poor conditions:
¹Ti Æ¡2.11eV;¹O Æ¡3.51eV (C.1.3)
and for Ti-poor/O-rich conditions:
¹Ti Æ¡9.14eV;¹O Æ 0eV (C.1.4)
Calculation of the Dopant Chemical Potentials:
The dopant states are restricted by the formation of limiting phases and are tabulated in
Table C.1. Table C.1 displays the plane-wave energy cutoffs and k-point meshes used in
the geometry optimisations (forces <10meVÅ¡1) and the calculated enthalpies of formation
(¢H f ). These enthalpies of formation are in good agreement with the standard temperature
and pressure experimental results, with differences expected due to the difference in tem-
perature (DFT formation energies are calculated at 0K). Figure C.1 displays the evolution of
dopant chemical potentials, N:(a), Nb:(b), B:(c), Cu:(d), with respect to the oxygen chemical
potential of TiO2 (¹O = -3.51–0 eV). The dashed grey line indicates the Ti-rich/O-poor† point,
¹O = -2 eV (¹Ti Æ ¡5.14 eV) which is within experimental viability as rationalised by Agoston




and T Æ 600K which can be calculated using equations 2.3.18 and 2.3.19 in
Section 2.3.5 (Chapter 2).
214
Appendix C. Understanding TiO2 Photocatalysis
TABLE C.1: The competing phases related to the different dopants (N, Nb, Ta, B, Cu). The
¡-centred k-points are tabulated with the enthalpies of formation relative to experiment (in
parentheses) and the chemical potentials (¹i, where i=N, Nb, Ta, B, Cu) under
Ti-rich/O-poor†, Ti-poor/O-rich conditions. †O-poor limit is defined as -2 eV rather than
the absolute O-poor limit in the Nb, Ta and N systems.
Dopant Limit Space Group k-points ¢Hf/eV ¢¹
O-poor




TiN Fm3m 8£8£8 -3.49 (-3.50582)
0 -0.26
Ti2N P42/mnm 5£5£8 -4.07 (N/A)
NO2 R3 4£4£4 -0.26 (N/A)
N2O5 Cm 5£5£4 -0.13 (N/A)
Nb
Nb2O5 I4/mmm 2£2£2 -18.48 (-19.69582)
-4.24 -9.24NbO2 C2/c 3£3£3 -7.64 (-8.24582)
NbO Pm3m 6£6£6 -4.10 (-4.35582)
Ta Ta2O5 I41/amd 6£6£1 -20.31 (-21.21582) -5.16 -10.27
B
B2O3 P3121 6£6£3 -13.09 (-13.20582)
-1.28 -6.54
TiB2 P6/mmm 8£8£8 -3.89 (-2.90582)
Cu
CuO C2/c 6£6£6 -1.45 (-1.62582)
0 -1.45Cu2O Pn3m 6£6£6 -1.56 (-1.77582)
Cu2O3 Ia3 3£3£3 -0.62 (N/A582)
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FIGURE C.1: The chemical potential limits as calculated for (a) N (b) Nb (c) B and (d) Cu
dopants within the chemical potential bounds of TiO2 (¹O = -3.51 eV – 0 eV). The solid lines
correspond to the limiting phase at a particular ¹O. All phases are tabulated in Table A.2.
The grey line in the (a) and (b) corresponds to ¹O = -2 eV which is used as the Ti-rich/O-poor
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