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of limit theorems for the integral of a non-supercritical ge-dependent 
process with immigration are found. Some results are given for the subcritical 
ut immigration, but conditioned to stay positive. Finally a central imit theorem 
e population size of the subcritical immigration set up under a condition 
when no limiting distribution exists. 
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1. Introduction 
We consider a population of objects which reproduce as in the Bellman- 
Harris -dependent branch:ng process (B.H.P.); see [ 1, ch. IV]. In this 
process an object has a random life-time whose duration has the distribu- 
tion function (D.F.) G(e), and at the end of its life an object producesi 
progeny with probability pr (j = 0, 1, . ..). We always assume p. < 1 and 
ore each object develops independently of all others. 
t the population is augmented by an indepen- 
ts each of which generates a B.H.P. Letting X(t)- 
population size at time t, we call {X(t); t > 0) the Bellman- 
ration (B.M.I.). We assume that X(0) = 0. 
by a compoun 
process, Kaplan [ 131 has shown that under certain conditions the integral Y 
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satisfies a strong law: 
In Section 2 we 
This result corres 
Pakes [ 161 using a C. 
known that no limi 
process with a time-va 
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ith life-time D.F. C(e) and offspring distributicn 
nown that c(8, f) 4 f(8 1 I], the Laplace-Stieltjes transform 
(L.S.T.) of a possibly defecti D.F. When c11< 1 7 this D.F. is proper. 
Section 4 we investigate the rate of convergence of ((6, t) to c(0). 
shall consider two cases, the first of which has recently been intro- 
ver et al. [4]. Here we arc concerned with the case a < 1 
conditions on G(a) ensuring the non-existence of the 
ameter [ 1, p. 1621. Our results enable us to show that 
, { W(t) - t) converges in distribution to a T.v. 
whose distribu nds on the entire structure of the process. We 
ve one result and conjecture another which yield approximations for 
bution when ar is close to certain critical values, The second 
t in which the Malthusian parameter exists. Our result shows 
the existence of a function&& t) such that 
Q < lim g(& t) [c(& t) - c(6): < 00 
t-,= 
exists for 8 in a certain interval. However, the best we can do is to esta- 
wise convergence. We conjecture that convergence is uniform 
with respect o 8 in the above-mentioned interval. Once this is established, 
can immediately obtain a conditional weak law and C.L.T. for W(t) 
0, and we state these as conjectures in Section 4. It is pos- 
ore direct attack will yield these conjectures under more 
s than are used in Section 4. The corresponding re- 
and M’arkov branching processes are known; 
7or brevity, detaile roofs of Theorems 2.5 and 4.1 
are omitted. The details may be obtained from the author upon request. 
nt assume that the immigration component is generated 
d suppose that h, < 1. 
and ,C? =h’( l--). Kaplan [ 
Ut)lt 
e now formula 
ear et t 
alzd f “( 1 -), 
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b=-- t) - t)) t--l/2] I IT.)} 2 (hg(e t-1’2)) exp[& t-1’21}N(0 l E 
(2.3 
W 9 . 1 3, it is easily r:hecked that the right-hand 
I1 +(x,w, - 02)02/2t + o(t-l)]N(f) as t + 00 . 
so that N(t)lt -+ A,‘, we find that the tight-hand side of 
s to exp[t@ (w 2 - W2 A,‘)]. 
In order to show that the left-hand side of (2.3) converges to this 
tity, it suffices to prove that 
P(t) = 
) h(f(e P-y t - Ti)) 
li(C(t!l t-l12)) 
+I. 
or this3 the following lemma is required. 
2. If p(t) = E{Z(t)), then 
ions of Theorem 2. 
(tw2) as t 
(2.4) 
(0, t - u)) dG(u 
II 
_ 
. 
- pt) t-‘-q (t)] I {T&}}. 
l(t), and let 
(dqt) - pt) t-1121) -+ y(e). 
eorem shows that there is a subset s1, of 
supplwting our process uch that 
) uniformly on s1,. Then 
OvrWl G 4w)( 1 CY~ 091 - r(e))l 
+ js r!e)(Q,(O - $0)) dP % 
-+ 0 as does the second on using the uniform 
ominated by 2~. Since e is arbi- 
lows from the continuity theorem for charac- 
con heorem 2.1 the 
96 nck 
the same limiting ~~~aviour. If 
where E(t) is slowly varyin 
151 9 
where g(t) = t”,%(t) and N,(a) is 
Then since 
.__A 
wt; have 
where q& (e) is the L.S.T. of the limit 1 
to that used i OfOf 
yield: 
see [ll] and 1231. 
class 3 OS s 
convoiution of G(e) and satisfies 
than, that of Theorem 2.1. 
have independent interest. 
crating function (p.g.f.) of Z(t), 
e convergence is uniform in 
rgence is contained in the 
ma and f “( 1-j < 00, then 
r(t) = (I - G(t)) as t + 06. 
his result was essentially established by cistjakov [ 31 
nt methods and under a more stringent condition. 
process where single immigrants arrive at 
dwce according to a B.E.P. Then under the con- 
} he a sequence of immigration 
(t) is asy 
e 
o< p(t)< (1 --e 
a three-term aylor expansiotl 
s used in the formulation of Theorem 
roof work but o not figure in the 
er the theorem holds 
tic 
1 but assume amore general immi- 
ingle immigrants arrive at times 
and (T&I j converges almost surely 
&h an imm ration process was first 
r [ 7 J. Under the conditio s of Theorem 3.1 he 
t)/t converges in law to a certain mixed gamma distribu- 
. If a = 1, y = if”< l--) < = and X, < =, then Y(t)/t2A U, 
U]} = f [sech(87/X1)l12]~l”~ d
0 
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to the 
rts 0 
mma 81 and may be handled as 51 
rem. 
consider an an ogous situation in discrete time. Our 
atson process whose offspring p.g.f. 
dividh 
time n descended from a single in- 
at time n = 0 has p.g,f. f,(+, where 
fo( 1 s s, = f,,&s) =f(f,!sh n = 0, 1, l ** * 
rants enter the population, the immig ants reproducing 
El are independent and 
ecessarily of 
00 
s x-‘( 1 - e-ex)P(dx) , (3.2) 
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= o(l), yt -3 00. Clearly 
nd (3.5) yield 
p6”=-~~(1 --(j+l)/v)](l--exp[-x~/v])P(dx), 1 
z (1 - /#I2 tanh(j(O#/2/v) l 
observe that E is arbitrarily small to get 
v) exp L--x Wt ~9 (1 -- ~11 P(dx) dv 1 
(3.6) 
ument gives o(O) as a lower bound of lim inf,,, G@)(O), 
(0) -+ o(6). It is not difficult to check that the exponent in 
( Yn/n2} has a proper limit law. 
in [ 151, Yn can be expressed as 
the limit law is i.d. and (3.3) re- 
t (3.6) with respect o 8 e The 
ass 
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n this section we consid 
first case denote by 3(d), 
ecessa 
mhing processes 
the right is the L.S.T. of an id. law. 
(4.5) 
rtm 4.1 is a direct consequence of \:he following 
.8) results from [4, Theorem 2, Le:mma 41. The 
and Theorem 4.1 are similar in nature to those 
.3. Under the conditions of Theorem 4.1 we have: 
(4.6) + L(0) as t + 00 , 
WW1 1 - Pf ‘(S(~M~ + PI 
+ps O” (JJ+‘)~ (f(f@, 0) -f(W))j dt ; I 
(4.7) 
where 
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f (a, s) + f(*; s) for s E 
is tight, i.e., given 6 
luE(1 - E, 1). 
TOO riting O(a) = ( 
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e r~odif~ed versions of (i)- (iii) 
ems very likely that the second factor on 
s to unity as c11 ? d-l9 and so we conjecture 
) can be approximated by an exponential 
ternative condition on the rate of 
ly we assume: 
exists C such t 
Q? < ~(-4) = i ecr dG(t) < = . 
0 
n parameter CT defined to be the 
ts. Indeed the following is clearly 
ere exists 8, > 0 such tlzat if 0 G 9 < 8,, the equation 
lution, noted by -- o(6), and 
is continuously differ- 
0) is continuous in 
t is si 
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. Let S(9, tj a 
#) = f e”(8)t ( 
0 
where 
$I,($, t) = f(fI0)) J e-e(7-t) G(7) 
t+ 
t 
+ J @(t- 7) f 
3 
he proof of ( 
t(O, t) can be expresse 
riting 
G,(t) = T(e) 
llows that e*(e)* &(0, li) is .I. ; see 
emma 1, p. 1631 that for 
0 G f “(sU4 0) d2(8, t) < Kd2 (0, t) 
n so large that for an E > 0 such that 
f”(W, 0-l < K” =f “(E + f(6)) 
tO. We can increase K so that (4.12) holds for all t 2 0. Now 
choose q’ and S > 0 so that 20’ > o + o(0) + g. IIence 
e*@)* #I,(& t) GI Kr(e) 1 ee6(*-* dG,(5-) = U(t) . 
0 
Y t) is of bounde variation, and Fubini’s Theorem yields 
f U(t) Lit = 6-l 7-(e) J e--67 dG,(r)< 00 , 
0 0 
.I,; see [ 21. This implies that et*@) #,(e, t) is D.R.I., 
now follows. Cl 
iven in the proof, it is clear that when 
(e) are continuous in 
,(e) -+ c as 8 4 0, wher!= 
vergence in heorem 4.6 is uniform in 
is is in fact the 
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It is not difficult 
where 
A = h, vo~/vl( 
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vi = s tj eat d 
0 
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