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Resumen
Un sistema SAR es un radar aerotransportado o satelital que sensa la superie
terrestre y forma imágenes para su estudio. Funiona emitiendo ondas eletromag-
nétias sobre la zona de interés y reoletando las reexiones produidas. Las ondas
reejadas ontienen informaión aera del omportamiento del terreno ante la in-
teraión on dihas ondas, a partir de la ual es posible inferir araterístias físias
del terreno subyaente.
El proeso de interpretaión de las imágenes SAR está basado prinipalmente
en la ombinaión de dos disiplinas que se omplementan: el eletromagnetismo y
proesamiento estadístio de señales. La extraión de la informaión de una imagen
SAR está fuertemente ligada al modelo utilizado para desribir los datos, que a su
vez enuentra su fundamento en el omportamiento eletromagnétio de las ondas
reejadas.
Atualmente, una de las apliaiones más importantes del proesamiento de datos
SAR polarimétrios es la lasiaión y segmentaión de datos. Muhos algoritmos,
tanto supervisados omo no supervisados, han sido desarrollados para llevar a abo
esta tarea. En los primeros, se seleionan datos de entrenamiento basados en mapas
del terreno, que ontienen las araterístias que se desean identiar. Por otro lado,
en los algoritmos no supervisados, no se utilizan datos previos. El algoritmo lasia
la imagen de forma automátia organizando los píxeles en diferentes lases bajo
ierto riterio. En ambos asos, las araterístias a identiar están embebidas en
una matriz ompleja de nueve elementos que desribe a los datos polarimétrios. Los
riterios de formaión de lases están basados en el modelo estadístio asignado a
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estas matries (o a ombinaiones de sus elementos) y en distanias estadístias que
de ellos se derivan.
Este trabajo realiza su prinipal aporte en el ampo de la lasiaión de datos
polarimétrios. Para ello, se estudia en primer lugar la geometría del problema SAR
y el proeso de formaión de imágenes partiendo de los datos rudos. Esto permite
entender abalmente qué magnitudes son las utilizadas para omponer las imágenes
e interpretarlas orretamente. Luego se aborda el estudio de los modelos estadístios
utilizados en SAR, la distribuión Wishart que desribe datos polarimétrios y el
modelo multipliativo que da uenta del alejamiento del modelo gaussiano. En base a
esto, se propone la utilizaión de un modelo de mezlas de densidades para los datos
y se desarrollan algoritmos de lasiaión propios basados en ellos. Para el aso
de datos homogéneos donde el modelo gaussiano es válido, se utiliza un modelo de
mezla de densidades gaussianas multivariante. Para el aso de datos heterogéneos,
se utiliza la mezla de densidades G0p que tiene en uenta la textura. En ambos
asos, los algoritmos de lasiaión desarrollados se basan el método Expetation-
Maximization y lasiaión MAP. Son algoritmos no supervisados on una instania
de seleión de modelo que permite detetar automátiamente la antidad de lases
relevantes en la esena. Esto asegura el modelo de menor omplejidad para la esena
dada en funión de la distribuión utilizada, y por otro lado, evita la neesidad de
espeiar a priori el número de lases.
Agradeimientos
En primer lugar, quiero agradeer a mis padres María Inés y Jaime, y a mi
hermana, María Virginia, por su apoyo tanto en esta etapa omo en todas las que
he deidido atravesar en la vida.
Al Instituto de Investigaiones en Eletrónia, Control y Proesamiento de Se-
ñales - LEICI - por proporionar el lugar y material de trabajo.
A las instituiones que naniaron el desarrollo de la tesis: el Consejo Naional de
Investigaiones Cientías y Ténias y a la Faultad de Ingeniería de la Universidad
Naional de La Plata.
A mis diretores, Dr. Martín Hurtado y Dr. Javier Areta, a quienes agradezo ha-
ber aeptado dirigirme en esta tesis brindándome su onstante apoyo, predisposiión
y onoimientos.
A mis ompañeros, Juan Pablo, Mariano y Sebastián, por su inestimable aporte
de ideas y experienias, y por brindarme su amistad.
Al Dr. Carlos Muravhik y a todo el grupo de proesamiento de señales que
él enabeza, por permitirme integrar un grupo en el que la alidad aadémia, el
respeto y la amaradería proporionan un ámbito inmejorable para el desarrollo del
dotorado.
Finalmente a Paula por su inondiional apoyo, y por entender mis ausenias y
vigilias.
v
vi
Índie general
Índie general vii
Lista de abreviaturas xi
1. Introduión 1
1.1. Resultados preexistentes . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2. Contribuiones originales . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Organizaión de la tesis . . . . . . . . . . . . . . . . . . . . . . . . . 7
2. Radar de Apertura Sintétia 9
2.1. Geometría del SAR aerotransportado . . . . . . . . . . . . . . . . . . 10
2.2. Arreglo de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.3. Señales SAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.1. Señal en rango . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.2. Señal en aimut . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.3. Señal en banda base . . . . . . . . . . . . . . . . . . . . . . . 19
2.4. Resoluión SAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.1. Resoluión en rango . . . . . . . . . . . . . . . . . . . . . . . 20
2.4.2. Resoluión en aimut . . . . . . . . . . . . . . . . . . . . . . . 21
2.4.3. Apertura sintétia . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.5. Datos SAR simulados . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6. Enfoque de datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.1. Algoritmo de Rango-Doppler . . . . . . . . . . . . . . . . . . . 25
2.6.2. Resultados para datos simulados . . . . . . . . . . . . . . . . 29
vii
viii ÍNDICE GENERAL
2.6.3. Resultados para datos reales . . . . . . . . . . . . . . . . . . . 30
2.7. Conlusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.A. Cálulo de la ompresión en rango . . . . . . . . . . . . . . . . . . . . 35
2.B. RDA: Implementaión en MATLAB . . . . . . . . . . . . . . . . . . 37
3. Datos Polarimétrios y Modelos Estadístios 43
3.1. Datos SAR Polarimétrios . . . . . . . . . . . . . . . . . . . . . . . . 43
3.1.1. Matriz de dispersión S . . . . . . . . . . . . . . . . . . . . . . 46
3.1.2. Vetor objetivo . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.3. Matries de Coherenia y Covarianza . . . . . . . . . . . . . . 47
3.1.4. Spekle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2. Modelo para datos homogéneos . . . . . . . . . . . . . . . . . . . . . 49
3.2.1. Número equivalente de observaiones . . . . . . . . . . . . . . 50
3.3. Modelo para datos no-homogéneos: la distribuion G0p . . . . . . . . . 51
3.A. Derivaión de la fdp G0p . . . . . . . . . . . . . . . . . . . . . . . . . 55
4. Clasiaión para datos homogéneos 57
4.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2. Modelo de Datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.3. Estrutura del algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3.1. Iniializaión . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.2. Seleión del modelo . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.3. Renamiento . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.4. Suavizado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.4. Desempeño on datos simulados . . . . . . . . . . . . . . . . . . . . . 72
4.4.1. Datos Simulados . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.4.2. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.4.3. Desempeño . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.5. Desempeño on datos reales . . . . . . . . . . . . . . . . . . . . . . . 77
4.5.1. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.5.2. Desempeño . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.6. Disusión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
ÍNDICE GENERAL ix
4.7. Conlusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5. Clasiaión para datos no-homogéneos 87
5.1. Introduión . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2. Modelo de Datos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2.1. Modelo de mezlas . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3. Estrutura del algoritmo . . . . . . . . . . . . . . . . . . . . . . . . . 89
5.3.1. Iniializaión . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.2. División-fusión . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.3.3. Estimaión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.4. Clasiaión . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.5. Suavizado . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.4. Desempeño on datos simulados . . . . . . . . . . . . . . . . . . . . . 94
5.4.1. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.5. Desempeño on datos reales . . . . . . . . . . . . . . . . . . . . . . . 97
5.5.1. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.6. Conlusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
5.A. Cálulo de EM para mezla de densidades G0p . . . . . . . . . . . . . 103
5.A.1. Cálulo de Q(θ/θ
′
) . . . . . . . . . . . . . . . . . . . . . . . . 103
5.A.2. Maximizaión . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6. Conlusiones 107
6.1. Trabajo Futuro . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
Bibliografía 113
x ÍNDICE GENERAL
Lista de abreviaturas
BIC Bayesian Information Criterion - Criterio de Informaión Bayesiano, p.6
CEM Classiation-Expetation-Maximization - Clasiaión-Esperanza-Maximizaión,
p.4
ECM Expetation Conditional Maximization - Esperanza Condiional Maximiza-
ión, p.92
EM Expetation-Maximization - Esperanza-Maximizaión, p.3
ENL Equivalent Number of Looks- Número Equivalente de Observaiones, p.51
FDP funión de densidad de probabilidad, p.49
FFT Fast Fourier Transform - Transformada Rápida de Fourier, p.26
GROUND RANGE Rango sobre la superie terrestre, p.5
IFFT Inverse Fast Fourier Transform - Transformada Rápida de Fourier Inversa,
p.26
JPL Jet Propulsion Laboratories-Laboratorios de propulsión a horro, p.1
MAP Máximo A Posteriori, p.5
MULTILOOK Observaión Múltiple, p.5
NOAA National Oeani and Atmospheri Administration- Administraión Naio-
nal Oeánia y Atmosféria, p.1
PFA Probability of False Alarm - Probabilidad de Falsa Alarma, p.91
PRF Pulse Repetition Freueny - Tasa de Repetiión de Pulsos, p.11
PRI Pulse Repetition Interval - Intervalo de Repetiión de Pulsos, p.11
RADAR Radio Detetion And Ranging - Deteión y Loalizaión por Radio, p.1
SAR Syntheti Aperture Radar - Radar de Apertura Sintétia, p.1
xi
xii ÍNDICE GENERAL
SEM Stohasti Expetation-Maximization- Esperanza-Maximizaión Estoástio,
p.4
SLC Single Look Complex - Complejos de Observaión Únia, p.4
Capítulo 1
Introduión
Los iniios del Radar de Apertura Sintétia se remontan a prinipios de la dé-
ada de 1950, en los Estados Unidos. Surgió ante la neesidad de una herramienta
militar para reonoimiento aéreo que fuera funional bajo ualquier ondiión li-
mátia. Dada la reonoida propiedad de penetrar las nubes y niebla, y no depender
de la luz solar para su funionamiento, el radar pareía ser la eleión adeuada.
Sin embargo, las dimensiones de la antena requerida para obtener una imagen de
resoluión adeuada haían inviable su montaje en ualquier aeronave. En 1951, el
matemátio Carl Wiley, que trabajaba para Goodyear Airraft Company, propuso
la idea que ada objeto iluminado por el radar, tendría una veloidad relativa di-
ferente respeto de la antena a medida que ésta se desplaza, deniendo su propio
orrimiento Doppler. Sugirió que proesando la freuenia de la señal reibida a lo
largo de la adquisiión, sería posible formar imágenes detalladas, que requerirían
antenas muho más grandes on un radar onvenional.
De manera ontemporánea e independiente de Wiley, un grupo de investigadores
de la Universidad de Illinois desarrollaron la misma idea y presentaron en 1952 el
algoritmo Doppler Beam Sharpening que explotaba el onepto del proesamien-
to Doppler. En base a estas ideas, en 1957 un SAR aerotransportado produjo los
primeros resultados de relevania, basado en proesamiento óptio de los datos, en
manos de Emmert Leith, de la Universidad de Mihigan. En 1974, la NOAA junto
on ingenieros el JPL omenzaron a explorar la posibilidad del la observaión del
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oéano on un SAR montado en un satélite. Esto ondujo a que en 1978 se produjera
el lanzamiento del Seasat, el primer SAR satelital de uso ivil. A partir de entones,
la utilizaión del SAR no ha esado de reer proveyendo una invaluable herramien-
ta para la observaión de la Tierra. En la atualidad, se onsiguen resoluiones de
deenas de entímetros a deenas de kilómetros de distania. Tiene apliaión en las
más diversas disiplinas, omo observaión de hielos, mediión de glaiares, lluvias,
erosión, estrutura vegetal, geología y desastres naturales, entre otras.
El Radar de Apertura Sintétia es un sistema radar que es utilizado para formar
imágenes. Es un sistema móvil, montado en un aeroplano o satélite que funiona
emitiendo ondas eletromagnétias y reibiendo las reexiones que se produen en
la superie bajo estudio. Estas reexiones proveen la informaión del terreno que es
reuperada mediante una onjunión de ténias de proesamiento analógio-digital
y proesamiento estadístio de señales. La araterístia que diferenia al SAR del
radar onvenional es su resoluión en aimut. Mientras que en los sistemas on-
venionales este parámetro viene determinado por el anho de haz de la antena y
la distania al objetivo, para los sistemas SAR la resoluión en aimut está deter-
minada por el proesamiento Doppler de la señal reibida. A medida que la antena
se desplaza reibe las reexiones del objetivo durante todo el tiempo que el mismo
permanee iluminado por el haz. La ombinaión de esta informaión logra el efeto
de una apertura de antena sintétia muho mayor que la apertura físia, logrando
una resoluión en aimut del orden de las dimensiones físias de la antena y virtual-
mente independiente del rango. Esta propiedad es la que le da el nombre al sistema
SAR.
Una araterístia distintiva del SAR es que trata on objetivos distribuidos, es
deir, objetivos uya extensión es mayor a su elda de resoluión. Debido a esto,
el onepto de seión transversal de radar es redenido a una seión transversal
por unidad de área, que representa la energía reejada por el objetivo para ada
polarizaión. Por otro lado, el heho de que la informaión se obtiene a partir de
la interaión oherente de las ondas eletromagnétias on la superie, determina
que las imágenes obtenidas sean afetadas por el efeto spekle. Estas araterístias
haen que los modelos basados en ruido aditivo y estadístia puramente gaussiana
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sean inadeuados en la generalidad de los asos. Los modelos que desriben más
elmente la señal de retorno son de estrutura multipliativa.
Las araterístias menionadas en el párrafo anterior serán tratadas en la tesis
on el objetivo de desarrollar algoritmos de lasiaión de datos, que es la rama del
proesamiento SAR donde el presente trabajo realiza el prinipal aporte. En primer
lugar, se onsiderará el aso de datos denominados homogéneos, donde el modelo
multipliativo general se simplia a un modelo gaussiano omplejo multivariante
para los datos SLC. Se propone un algoritmo iterativo basado de mezla de densida-
des gaussianas y el método EM, on apaidad para determinar la antidad de lases
presentes en la imagen. Luego, se onsidera el aso más general de objetivos no ho-
mogéneos, donde el omportamiento estadístio diere del gaussiano y es neesario
utilizar el modelo multipliativo. En ese aso, se utiliza una mezla de densidades
G0p, apaz de desribir adeuadamente datos on textura, provenientes de objetivos
heterogéneos y muy heterogéneos.
Hasta donde se tiene onoimiento, la determinaión de la antidad de lases
presentes en una imagen (que establee la antidad de parámetros a estimar), no
ha sido un aspeto suientemente onsiderado por los algoritmos de lasiaión
lásios, basados en araterístias polarimétrias. En los algoritmos desarrollados
se propone una instania de seleión de modelo que asegura la mínima omplejidad
y determina el número de lases presentes en la imagen.
Cabe menionar que si bien este proyeto se enfoa en el problema SAR, los
algoritmos desarrollados pueden adaptarse a otras áreas, omo imágenes biomédias
y radar meteorológio.
1.1. Resultados preexistentes
La lasiaión de datos SAR se divide prinipalmente en dos enfoques diferentes.
Uno basado en ténias de proesamiento de señal, y otra donde se explotan ara-
terístias espeías de los datos SAR polarimétrios. Entre estos últimos, en van
Zyl (1989) se propone una lasiaión basada en la dispersión on rebotes pares,
rebotes impares y dispersión difusa, estableiendo una lasiaión en tres lases
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diferentes. En Cloude y Pottier (1997) se propone un método de lasiaión no
supervisado basado en la desomposiión del vetor objetivo. Esta desomposiión
permite agrupar los píxeles de auerdo al proeso prinipal de reexión (superial,
dipolo o múltiple) y el grado de aleatoriedad (entropía). Con este enfoque se extendió
el número de lases a nueve.
Para los algoritmos basados en la distribuiones de probabilidad de los datos
polarimétrios, el proedimiento usual es denir una distania estadístia y asignar
los píxeles a ada lase de manera de minimizar diha distania. En Kong et al. (1988)
se deriva una distania basada en el modelo gaussiano omplejo de la matriz de
dispersión y en Yueh et al. (1993) se extiende este modelo para datos polarimétrios
normalizados. Para datos on proesamiento multilook, el modelo gaussiano ya no
es válido y debe reurrirse a la distribuión Wishart de la matriz de ovarianza de
los datos. En Lee et al. (1999) se desarrolla un método no supervisado basado en
diha distribuión que usa el esquema propuesto en Cloude y Pottier (1997) omo
iniializaión y una lasiaión iterativa.
Más reientemente, métodos iterativos basados en el algoritmo EM (Dempster
et al., 1977) han sido propuestos para el problema de lasiaión. En Kayabol y
Zerubia (2013) se propone un método no supervisado basado en CEM, donde se
utiliza un modelo de mezlas para desribir la amplitud y textura de los datos. Por
otro lado, en Yuan et al. (2006) y Dutta y Sarma (2014) se usa EM on un riterio de
lasiaión MAP on un modelo de mezla de gaussianas para datos de amplitud.
En Horta et al. (2008b) el método SEM es usado junto on la distribuión G0p (Freitas
et al., 2005), para desribir terrenos homogéneos, heterogéneos y muy heterogéneos
respeto del grado de textura.
1.2. Contribuiones originales
Las ontribuiones originales de esta tesis se relaionan on la lasiaión de da-
tos SAR polarimétrios. En primer lugar, se desarrolla un algoritmo de lasiaión
para imágenes SLC. Este tipo de datos posee un bajo nivel de pre-proesamiento.
Pueden presentarse alibrados radiométriamente o geométriamente para ser re-
1.2 Contribuiones originales 5
presentados en Ground Range, pero no poseen un proesamiento multilook para
disminuir el efeto spekle. Esto produe una imagen ruidosa, pero on la máxima
resoluión espaial posible. Por este motivo, la segmentaión de datos produida en
base a la lasiaión de datos SLC onserva teóriamente la máxima resoluión al-
anzable. En base a esta idea, y onsiderando que el modelo gaussiano multivariante
es válido para el vetor de objetivo (es deir, uando se trata de datos homogéneos),
se asignó al onjunto de datos SLC un modelo de mezla (suma ponderada) de den-
sidades gaussianas omplejas multivariantes, donde ada omponente de la mezla
onstituye una lase a identiar. Cada lase está determinada por la media y ma-
triz de ovarianza de la densidad gaussiana, y por el peso de su ontribuión en la
mezla. Este tipo de modelo mantiene estruturalmente la simpleza de la densidad
gaussiana, a la vez que, por efeto de la mezla, onsigue representar realizaiones
que una únia densidad gaussiana no puede desribir adeuadamente.
Para realizar la lasiaión se propone un riterio MAP, para lo ual es nee-
sario estimar los parámetros de ada lase (peso, media y matriz de ovarianza), y
asignar ada observaión (píxel) a la lase que presente mayor verosimilitud. Debido
al modelo de mezla, la estimaión de los parámetros por el método de máxima
verosimilitud no es senilla y no posee expresión analítia errada. Por ello se adop-
tó el algoritmo Expetation-Maximization, que resuelve la estimaión de máxima
verosimilitud de forma iterativa trabajando on funiones más simples que poseen
expresión errada para el aso gaussiano. En base a este enfoque se desarrolló un
algoritmo que fue apliado a datos simulados y reales. Los resultados fueron presen-
tados en el ongreso ArgenCon 2014 y luego publiados en la revista IEEE Latin
Ameria Transations (Fernandez Mihelli et al., 2014).
Conjuntamente on lo anterior, las ideas del modelo de mezla y el algoritmo EM
se apliaron a datos SAR de amplitud desriptos por el modelo GARCH (Noiboar
y Cohen, 2007). Este tipo de proeso no estaionario se arateriza por la variaión
temporal (espaial, para el aso de imagen SAR) de su varianza, de forma autorre-
gresiva. Esto permite modelar datos provenientes de densidades on olas pesadas y
desribir proesos on estadístia más ompleja que la gaussiana. Como ontraparte,
los proesos GARCH no poseen expresión analítia para su densidad, lo que obliga
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a trabajar on densidades y varianzas ondiionales. Si bien en esta tesis no se desa-
rrolla esta línea de trabajo, la apliaión de modelos GARCH a datos SAR produjo
buenos resultados que fueron presentados en ArgenCon 2014, y luego publiados en
la revista IEEE Latin Ameria Transations (Pasual et al., 2014).
El lasiador desarrollado para imágenes SLC mostró ser robusto ante su iniia-
lizaión, siempre que los datos se mantengan poo texturados y el modelo gaussiano
aplique. Esto permitió implementar una iniializaión senilla y no exigente que no
requiere datos previos del terreno. Sin embargo, la antidad de lases que el algorit-
mo debía identiar tenía que ser espeiada. En vista de esto, se ontinuó on la
línea de trabajo para produir un lasiador ompletamente no supervisado, que no
requiera de informaión previa del terreno ni la espeiaión del número de lases
presentes.
En base al Criterio de Informaión Bayesiano (BIC), se introdujo una instania
de seleión del número de lases, evaluando la omplejidad del modelo. Conjun-
tamente se implementó un instania de fusión de lases, basada en la distania de
Kullbak-Leibler, que permite reduir iterativamente el número de lases, sin alte-
rar signiativamente la estrutura de datos iniial. El funionamiento onjunto de
estas dos etapas permite la identiaión automátia del número óptimo de lases
desde el punto de vista de omplejidad del modelo. Este nuevo algoritmo se aplió
a datos simulados y reales on muy buenos resultados. Este trabajo está aeptado
para su publiaión en la revista Journal of Photogrammetry and Remote Sensing
de Elsevier.
Finalmente, la estrutura del algoritmo, la versatilidad del modelo de mezlas y el
esquema de método EM se extendieron al aso más general de datos no-homogéneos.
La presenia de textura en los datos implia un alejamiento de la estadístia gaus-
siana y obliga a utilizar un modelo más omplejo. En este ontexto, el modelo más
utilizado para la señal de retorno es el multipliativo, donde el dato SAR polarimé-
trio se expresa ómo el produto entre una variable aleatoria se relaiona on la
textura y la matriz de ovarianza que da uenta de la araterístia polarimétria del
objetivo (Lee y Pottier, 2009, Ch.4). El algoritmo desarrollado se adaptó a este nue-
vo modelo, utilizando mezlas de densidades G0p . Se obtuvieron exelentes resultados
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para datos simulados y reales. El trabajo orrespondiente para una versión supervi-
sada del algoritmo fue presentado en RPIC en otubre de 2015 (Fernández Mihelli
et al., 2015).
La versión no supervisada requirió una estrategia diferente para la seleión del
número de lases debido a la omplejidad de las densidades involuradas, basada en
test de hipótesis y una estrategia top-down. Se planea enviar el artíulo orrespon-
diente a una revista internaional del área para su publiaión en febrero de 2016
(probablemente a IEEE Signal Proessing Letters).
1.3. Organizaión de la tesis
En el Cap. 2 se presentan las generalidades de un sistema SAR. Se estudia la
geometría del problema, se denen los parámetros de relevania y se establee la
expresión de la señal reibida en funión de ellos. Se aborda el onepto de apertura
sintétia que arateriza la resoluión del sistema y lo diferenia del radar onven-
ional. Luego se estudia el proeso de enfoque a partir de los datos demodulados
(datos rudos). Finalmente se explia este proeso a través del algoritmo de enfoque
RDA y se presentan los resultados de su implementaión en datos reales.
En el Cap. 3 se desriben los datos polarimétrios araterístios del sistema SAR
en los que se basa todo el proeso de formaión de imágenes y extraión de la infor-
maión. Se presenta la desripión polarimétria de los datos a través de la matriz
de dispersión S y su representaión a través de los vetores objetivo. Se denen
las matries de oherenia y ovarianza, que representan adeuadamente los datos
provenientes de objetivos extendidos y onstituyen la representaión básia para el
proesamiento estadístio. Luego se estudian los modelos estadístios que desriben
a los datos polarimétrios. Se introdue el onepto de spekle y su efeto en las
imágenes SAR. Se trata el modelo multipliativo omo estrutura general de la se-
ñal de retorno SAR. Se presenta el modelo Wishart para la matriz de ovarianza
de los datos, que ontiene al informaión polarimétria del objetivo subyaente y
los diferentes modelos para la retrodispersión, que ontiene la informaión de tex-
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tura del terreno. Finalmente se presenta el modelo G0p para la señal de retorno y su
versatilidad para desribir a los datos SAR provenientes de diferentes terrenos.
El resto de los apítulos se dedia a la lasiaión de datos y onstituye el
prinipal aporte de esta tesis. El Cap. 4 aborda la lasiaión de imágenes SAR,
presentando la versión del algoritmo para datos homogéneos donde el modelo gaus-
siano multivariante es válido para el vetor objetivo. Luego, en el Cap. 5 se presen-
ta la versión generalizada para terrenos no-homogéneos donde se utiliza el modelo
G0p omo base para inluir la naturaleza multipliativa y texturada de los datos. Am-
bos algoritmos se basan fuertemente en el método EM y sus derivados, por lo que se
presentará el sustento teório del mismo y su apliaión para ada aso. Además, se
estudiará el Criterio de Informaión Bayesiana (BIC) omo herramienta para eva-
luar la omplejidad del modelo y su utilizaión para determinar el número óptimo
de lases presentes en la imagen. Ambos algoritmos serán apliados a datos simu-
lados (generados on los modelos propuestos) y a datos SAR reales. Los resultados
obtenidos y el desempeño de la lasiaión serán presentados haia el nal de los
apítulos orrespondientes.
Finalmente se onluye la tesis on el Cap. 6 donde se disuten los resultados
obtenidos y las posibles líneas de trabajo futuro.
Capítulo 2
Radar de Apertura Sintétia
Un sistema SAR se basa en un radar móvil que ilumina la superie terrestre
formando imágenes para su estudio. A lo largo de su trayetoria, la antena oloada
sobre la plataforma móvil emite ontinuamente pulsos de miroondas y reibe las
reexiones produidas en la superie. Estas reexiones son grabadas y luego proe-
sadas para formar la imágenes de la esena. En la geometría SAR se distinguen dos
direiones prinipales: la direión perpendiular al movimiento del sensor -rango-
y la direión paralela al movimiento de éste denominada aimut. Cada una de es-
tas dimensiones se vinula on la orrespondiente imagen SAR bidimensional, de
manera que ada punto de la superie es mapeado a un punto de la imagen. En
este apítulo se expliará el proeso de la formaión de la imagen SAR a partir del
proesamiento de las reexiones reibidas, partiendo de la geometría del problema y
del modelo de señal de miroondas emitida. Se abordará sólo el aso de la modalidad
stripmap aerotransportado donde la antena apunta en direión perpendiular a la
trayetoria.
Se estudiará la señal reibida y los parámetros que la desriben, así omo la
onformaión de los datos rudos, que son los datos de más bajo nivel de proesa-
miento. Posteriormente, se estudiará el proeso de formaión de la imagen a partir
de dihos datos denominado enfoque, y haia el nal del apítulo se presentará una
implementaión del algoritmo RDA para esa tarea, apliado a datos de la misión
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. Un estudio más ompleto que el presentado aquí se enuentra en los tra-
bajos de Cumming y Wong (2005) y Wang (2008) tanto sobre los algoritmos de
enfoque omo el tratamiento de otras modalidades SAR.
2.1. Geometría del SAR aerotransportado
La Fig. 2.1 muestra la geometría básia de un sistema SAR aerotransportado. El
radar se desplaza a una veloidad V r a una altura H sobre al superie en línea
reta. La antena está orientada de manera que su haz apunta haia la superie en
direión perpendiular a la trayetoria del aeroplano. La porión del terreno desde
la ual se reeja el pulso de radar se denomina huella, y está determinada por el
patrón de haz de la antena y la geometría del terreno. La onatenaión de huellas
de la antena a lo largo de la trayetoria del radar determina una franja de terreno
denominada franja de haz. El ángulo θi que separa la direión del entro de haz de
la direión del nadir se denomina ángulo de inidenia.
Se denen dos direiones prinipales en la geometría presentada. La direión
de aimut, que oinide on la direión de desplazamiento del radar, y la direión
de rango, para la ual deben distinguirse dos asos: rango inlinado (Slant Range)
y el rango sobre el suelo (Ground Range). El primero es la distania que separa a
la antena del objetivo, mientras que el segundo es la distania desde el nadir de la
antena hasta el objetivo, medida sobre la superie terrestre. Denominaremos R0 a
la distania entre la antena y el entro de la huella del haz medida sobre el rango
inlinado.
Asoiado a ada una de estas direiones se denen dos esalas temporales: el
tiempo rápido τ , que es el tiempo de propagaión del pulso a lo largo del rango
inlinado y se relaiona on él mediante la veloidad de la luz , y el tiempo lento η
(o tiempo de aimut) que es el tiempo que toma un desplazamiento en la direión
de aimut (las denominaiones rápido y lento surgen de la omparaión entre las
veloidades asoiadas a ada dimensión). La relaión entre el tiempo lento y el
desplazamiento en aimut está dada por la veloidad Vr. Dada la relaión lineal que
1
http://www.onae.gov.ar/index.php/espanol/misiones-satelitales/saoom/sarat
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Figura 2.1: Geometría SAR aerotrasnportado.
existe entre las dimensiones de distania y tiempo, la señal SAR puede representarse
indistintamente on ualquiera de las dos omo variables independientes.
El radar emite pulsos de miroondas suesivos de duraión Tr a una tasa de-
nominada PRF, y uyo período se denomina PRI. Luego de la transmisión de un
pulso, el radar ambia a la modalidad de reepión para reibir las reexiones hasta
la transmisión de un nuevo pulso omo se muestra en la Fig. 2.2. Cada tiempo de
reepión orresponde a una posiión distinta del radar en direión de aimut, y
por lo tanto, a una posiión diferente de la huella de la antena. De esta manera, se
oleta toda la informaión a lo largo de la franja de haz.
2.2. Arreglo de datos
La señal reibida por el radar puede interpretarse omo una señal unidimensional
mediante la onatenaión de la respuestas a los suesivos pulsos. Sin embargo,
12 Radar de Apertura Sintétia
Figura 2.2: Ventanas de transmisión y reepión.
resulta muho más apropiado entenderla omo una señal bidimensional, dada la
orrespondenia entre la geometría bidimensional del problema (rango y aimut) y
la imagen 2D de la superie.
Se tomará omo referenia la Fig. 2.3. Conforme el radar se desplaza en aimut,
reibe los eos provenientes de ada posiión de la huella de antena sobre el terreno.
La señal proveniente de ada uno de estos pulsos es demodulada, muestreada y
guardada en una la de memoria, de manera que ada la de la matriz de datos
formada orresponde al eo de una posiión de aimut. De la misma forma, ada
olumna orresponde a una posiión de rango determinada. El intervalo de tiempo
entre muestras adyaentes de una la orresponde al período de muestreo de la
señal. El intervalo de tiempo entre muestras adyaentes de una olumna es igual
al PRI. La primera olumna del arreglo ontiene la informaión orrespondiente al
rango erano y la última ontiene la informaión del rango lejano. De esta manera
queda onformado un arreglo de datos bidimensional, donde la dimensión vertial
orresponde a aimut (o al tiempo lento) y la horizontal al rango (tiempo rápido o
retardo).
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Figura 2.3: Construión de la matriz de datos
2.3. Señales SAR
Para omprender la naturaleza de las señales que araterizan al sistema SAR,
debemos en primer lugar entender la relaión entre la distania en rango inlinado
y el tiempo en aimut. En la Fig. 2.4 se muestra una representaión simpliada de
la geometría donde el eje vertial orresponde al rango inlinado y el horizontal al
aimut. La distania desde la antena al objetivo resulta
R(η)2 = (Vrη)
2 +R20, (2.1)
donde tiempo de aimut η está referido al instante en que la plataforma pasa por el
punto más erano al objetivo. Se observa que (2.1) desribe una relaión hiperbólia
entre R y η, denominada Euaión de Rango, que tendrá profundas onseuenias
en la señal reibida y en el algoritmo de enfoque.
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Figura 2.4: Esquema de la euaión de rango
2.3.1. Señal en rango
La forma usual del pulso radar utilizado en SAR orresponde a una señal hirp
de duraión Tr:
spulso(τ) = wr(τ)cos(2πf0τ + πKrτ
2), (2.2)
donde f0 es la freuenia de portadora,Kr es la tasa de modulaión de freuenia y wr
es la forma del pulso. Para este desarrollo, supondremos un pulso retangular, por lo
que wr(τ) = rect(τ/Tr). La freuenia instantánea del pulso spulso varía linealmente
on el tiempo durante el intervalo Tr a una tasa dada por Kr, de manera que la
máxima freuenia instantánea viene dada por fmax = f0 + |Kr|Tr/2. Cuando la
tasa Kr es positiva, al pulso se lo denomina up-hirp, indiando una freuenia
reiente. En aso ontrario, se lo denomina down-hirp.
El anho de banda oupado por el pulso es de suma importania en la determi-
naión de la resoluión SAR en rango. Dado que la señal hirp puede onsiderarse
omo un señal sinusoidal que inrementa su freuenia on el tiempo, el anho de
banda oupado por la misma puede determinarse a partir de su duraión y de su
tasa de modulaión: BWpulso = KrTr.
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La Fig. 2.5 esquematiza ómo se genera la señal en rango. El pulso de duraión
Tr se propaga desde la antena haia el terreno. Luego de un tiempo tnear el frente
del pulso inide en la superie en el rango erano. En el instante tfar el ano nal
del pulso inide en el punto de rango lejano. De esta manera todo los puntos de la
superie entre el rango erano y rango lejano son iluminados por el pulso.
La señal reejada está determinada por la onvoluión entre el pulso inidente y
la reetividad del area del suelo iluminada, que en el aso general es funión de la
superie. Para el presente desarrollo, supondremos en todo momento que tratamos
on objetivos puntuales, de manera que el pulso sólo es modiado en amplitud por
el objetivo. Esto es equivalente a pensar que la funión de reetividad del mismo
es un delta de Dira de área igual a su valor de reetividad.
Figura 2.5: Generaión de señal en rango
La señal reejada retorna a la antena en el intervalo de tiempo entre 2tnear y
2tfar, para ser demodulada, luego muestreada y almaenada. La tasa de muestreo
queda determinada por el anho banda de la señal demodulada, según el riterio
de Nyquist. La mínima tasa de muestreo resulta fmrmin = BWpulso = KrTr. Cabe
menionar que la distania entre el rango erano y el lejano está determinada por el
anho de haz de la antena en direión de rango, para un altura determinada. Debe
tenerse en uenta que si el haz es demasiado anho en esta direión en relaión al
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PRI, la respuesta del rango lejano a un pulso determinado podría arribar a la antena
luego de la emisión del pulso siguiente, originando problemas de ambigüedad. Esto
impone una restriión para la eleión del PRI en el diseño del sistema.
Considerando un objetivo puntual a distania Robj del objetivo on reetividad
Aobj, la señal reibida por el radar es:
sr(τ) =Aobjspulso(τ − 2Robj/c) (2.3)
=Aobjwr
(
τ − 2Robj
c
)
cos
{
2πf0
(
τ − 2Robj
c
)
+ πKr
(
τ − 2Robj
c
)2}
,
donde 2Robj/c es el retardo de ida y vuelta de la señal hasta el objetivo. Se observa
que la señal posee una omponente de freuenia f0 que es la freuenia de portadora,
que será removida en el proeso de demodulaión. Posee también un retardo dado
por el tiempo de viaje de la señal y onserva la araterístia de fase uadrátia del
pulso inidente. En la expresión (2.3) no se ha tenido en uenta el ambio de fase
que podría introduir el objetivo, ya que es irrelevante para el presente análisis.
2.3.2. Señal en aimut
En este apartado se pondrá en evidenia la dependenia de la señal reibida
on la posiión en aimut. Para ello debe analizarse el efeto Doppler en la señal y
denirse los parámetros relaionados on él.
En el aso general, el efeto Doppler es la variaión de freuenia de una onda
debido a la veloidad relativa entre la fuente y el reeptor. Una onda eletromagné-
tia de freuenia f0 que inide sobre un objeto que se está aerando a la fuente,
produe una onda reejada de freuenia mayor a f0. Si el objeto se está alejando,
la freuenia de la onda reejada es menor a f0. A estas variaiones de freuenia
respeto de la portadora se las denomina desplazamiento Doppler. Para el aso SAR,
la distania entre un objeto iluminado y la antena varía según la euaión de rango
(2.1) a medida que el radar se desplaza en aimut. Como puede verse en la Fig. 2.6,
el objeto omenzará a ser registrado por el radar en la posiión P1 y dejará de ser
registrado uando el radar esté en la posiión P3, siendo P0 el punto de mayor aer-
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amiento y por lo tanto donde la señal tendrá mayor intensidad. Entre los puntos
P1 y P3 existe una variaión de la distania entre la fuente (objeto reetor) y el
reeptor (antena) a medida que transurre el tiempo lento η, lo que determina una
variaión de veloidad relativa entre ambos y el onseuente efeto Doppler. Entre
los puntos P1 y P0 el radar se aera al objetivo, reduiendo la distania desde R1
hasta R0. Por lo tanto en este tramo la señal experimentará un Doppler positivo y
tendrá una freuenia mayor a la de portadora. Por el ontrario, entre los puntos
P0 y P3, el radar se aleja del objetivo y la señal experimentará un Doppler negati-
vo. En el punto P0, la veloidad relativa será nula y por lo tanto también lo será
el desplazamiento Doppler. Debe notarse que la distania P3 − P1 a lo largo de la
ual la antena ilumina el objeto reetor, está determinada por el anho de haz en
aimut θac. Si denimos el origen del tiempo lento en el instante de Doppler nulo y
llamamos fDop al desplazamiento Doppler, resulta
fDop = −2f0
c
∂R(η)
∂η
= −2
λ
V 2r η
R(η)
=
2
λ
Vr sen(θ(η)), (2.4)
donde λ es la longitud de onda orrespondiente a f0.
Figura 2.6: Generaión de señal en aimut
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El anho de banda Doppler ∆fDop es el anho de banda que oupa la señal debido
al desplazamiento Doppler máximo. En base a la Fig. 2.6 es senillo determinar que
∆fDop resulta de las posiiones P1 y P3:
∆fDop = fDop(P1)− fDop(P3) = 2
(2
λ
Vr sen(θac/2)
)
≃ 2
λ
Vrθac, (2.5)
donde la última aproximaión se justia porque P1−P0 ≪ R0. Teniendo en uenta
que θac = λ/La, siendo La la longitud físia de la antena en la direión de aimut,
podemos expresar (2.5) omo
∆fDop =
2Vr
La
. (2.6)
En la seión 2.2 se ha estableido que entre dos las adyaentes del arreglo
de datos transurre un tiempo igual a PRI. De manera que a medida que el radar
se desplaza en aimut, la señal es muestreada (observada) en tiempo lento a una
tasa PRF. Dado que en esta dimensión la señal tiene un anho de banda dado por
∆fDop, PRF no puede ser menor a ∆fDop, lo que establee un limite inferior para
este parámetro.
Adiionalmente, se dene el Tiempo de exposiión Ta omo el intervalo de tiempo
durante el ual el objetivo permanee dentro del anho de haz, y está dado por
Ta =
|P1 − P3|
Vr
= 2
R0
Vr
tan(θac/2) ≃ R0
Vr
θac =
R0λ
VrLa
. (2.7)
Otro parámetro de interés es la tasa de modulaión de freuenia en aimut Ka,
que representa la veloidad máxima on que ambia la freuenia de la señal en
aimut, y está dada por
Ka =
2
λ
[
∂2R(η)
∂η2
]
η=0
=
2V 2r
λR0
. (2.8)
Se puede obtener ∆fDop de manera alternativa, multipliando las expresiones
(2.7) y (2.8).
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Reordando la expresión (2.3), y en base al análisis anterior, la variable Robj es
dependiente del tiempo de aimut, estableiendo la señal reibida omo una funión
bidimensional
sr(τ, η) =Aobj wr
(
τ − 2R(η)
c
)
wa(η)×
cos
{
2πf0
(
τ − 2R(η)
c
)
+ πKr
(
τ − 2R(η)
c
)2}
, (2.9)
donde el fator wa(η) india la ganania de la antena en la direión de aimut. Este
fator tiene en uenta el viaje de ida y vuelta de la onda desde que se emite de la
antena.
2.3.3. Señal en banda base
La señal sr presentada en el apartado anterior desribe la señal reibida en la
antena omo respuesta a un objetivo puntual. Esta señal es demodulada y luego
muestreada para formar el arreglo de datos al ual se le apliará el proesamiento.
El proeso de demodulaión en fase y uadratura de sr reupera su envolvente
ompleja pasabajos s0:
s0(τ, η) =Aobj wr
(
τ − 2R(η)
c
)
wa(η)×
exp
{
−j4πf0
(
2R(η)
c
)}
exp
{
jπKr
(
τ − 2R(η)
c
)2}
. (2.10)
La señal s0 es la que nalmente es almaenada y sus muestras son las que on-
forman los datos SAR de más bajo nivel, denominados datos rudos.
2.4. Resoluión SAR
Una de las araterístias más importantes del SAR, así omo la del radar on-
venional, es su resoluión. Informalmente puede deirse que la resoluión SAR es la
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apaidad del radar para distinguir dos puntos eranos en la superie. Dado que
es un sistema bidimensional, se distinguen dos resoluiones: resoluión en rango, y
resoluión en aimut. Para determinar orretamente la resoluión debe onsiderarse
la respuesta del SAR luego de reibir la señal de un blano puntual. Es deir, debe
evaluarse la señal luego de ser proesada on el ltro adaptado.
2.4.1. Resoluión en rango
Para determinar la resoluión en rango, se supondrá un blano puntual sobre la
superie a una distania en rango R0 de tal forma que que el retardo de ida y vuelta
que produe es τo = 2R0/c. Debido a que se analiza la resoluión en rango, puede
onsiderarse jo el tiempo en aimut η = η0. De esta manera, puede expresarse
s0 en forma simpliada s
′
0, reuniendo en una onstante K
′
todos los fatores que
dependen sólo del tiempo en aimut:
s′0(τ) = K
′wr(τ − τ0) exp
{
jπKr (τ − τ0)2
}
, (2.11)
on wr(τ) = rect(τ/Tr).
La respuesta impulsional del ltro adaptado a s′0(τ), hr(τ), es la versión reejada
y onjugada del pulso emitido:
hr(τ) = rect
(
τ
Tr
)
exp
{−jπKrτ 2} . (2.12)
La señal ltrada sf (τ) resultará de la onvoluión entre s
′
0(τ) y hr(τ). El el
apéndie 2.A se muestran los detalles del álulo. El resultado es una señal sinc
entrada en τ = τ0:
sf (τ) = {s′0 ∗ hr}(τ) = K ′Trsinc[KrTr(τ − τ0)]. (2.13)
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La resoluión en rango ∆r está determinada por la mitad del anho del lóbulo
prinipal ρr = 1/2KrTr , expresada en unidades de distania
2
:
∆r =
c
2KrTr
. (2.14)
Si dos objetivos puntuales estuvieran separados a una distania menor a ∆r en
rango inlinado, sus respuestas se superpondrían y no sería posible distinguirlos
omo dos objetivos separados. Debe notarse que el produto KrTr es igual al anho
de banda oupado por la señal según se analizó en la seión 2.3.1. Por lo tanto, la
resoluión de una señal hirp es el reíproo de su anho de banda. Esta araterístia
permitirá estimar la resoluión en aimut en el apartado siguiente.
2.4.2. Resoluión en aimut
El la seión 2.3.2 se determinó la dependenia de la freuenia de la señal s0
on el tiempo de aimut. El desplazamiento del radar origina una modulaión en
freuenia dada por el efeto Doppler, uyo anho de banda está dado por ∆fDop.
Siguiendo on el razonamiento del apartado anterior, la resoluión en aimut será
inversamente proporional al anho de banda, luego de que la señal haya sido pro-
esada on el ltro adaptado. Es deir, la resoluión temporal en aimut resulta
ρa = La/2Vr y expresándola en distania,
∆a = ρa.Vr = La/2. (2.15)
La derivaión anterior se basa en la suposiión de que la señal onsiderada es una
hirp en aimut. Aunque no se ha demostrado efetivamente que diha señal resulta
del proesamiento on el ltro adaptado en aimut, esto será evidente uando se
trate el algoritmo RDA en apartados siguientes. Por otro lado, una deduión formal
basada en el modelo eletromagnétio puede hallarse en Cheney (2001).
La expresión 2.15 india la araterístia más sobresaliente de un sistema SAR.
La resoluión en aimut resulta independiente de la distania al objetivo y del anho
2
Alternativamente puede tomarse el anho de 3dB del lóbulo prinipal, resultando 0,886ρr
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anho de haz de la antena omo ourre en un radar onvenional. Sólo depende del
largo físio de la antena en la direión de aimut.
Debe tenerse en uenta que ∆a es la máxima resoluión alanzable, que surge de
onsiderar que no se reibe energía más allá del anho de haz en aimut y que su
ganania es onstante. En un sistema la antena no presentará tales araterístias y
la resoluión se verá degradada.
2.4.3. Apertura sintétia
El onepto de apertura sintétia Ls es el que da el nombre al sistema SAR y se
explia senillamente en base a los oneptos desarrollados en la seión 2.3.2.
La resoluión en aimut de un radar onvenional está dada por el produto
entre la distania al objetivo y el anho de haz en aimut, ∆a = 2R0 sen(θac/2) ≃
R0θac = R0λ/La, donde se observa que la resoluión es inversamente proporional a
la apertura real de la antena (o largo de la misma en aimut) La. En el aso SAR,
la antena ilumina el objetivo durante todo el tiempo que éste permaneza dentro
del anho de haz. El proesamiento oherente de todos los pulsos que se reiben
durante ese tiempo tiene el efeto de aumentar la apertura efetiva de la antena, o
equivalentemente, de reduir su anho de haz, logrando una mayor resoluión. En la
Fig. 2.6 se observa que la distania sobre la trayetoria del radar durante la ual el
objetivo puntual es iluminado es igual a |P1−P3|. A esta distania se la denomina
apertura sintétia Ls y viene dada por
Ls =
R0λ
La
, (2.16)
de manera que anho de haz sintétio resulta θs = λ/2Ls = La/2R0. Si se multiplia
R0 por θs para determinar la nueva resoluión sintétia se obtiene la resoluión en
aimut dada por expresión (2.15). Intuitivamente se puede expliar su independenia
on el rango ya que uanto más alejado está el objetivo, más tiempo será iluminado
por la antena, ompensando los efetos.
2.5 Datos SAR simulados 23
2.5. Datos SAR simulados
En esta seión se presenta la simulaión de la señal SAR generada por un blano
puntual. Los parámetros utilizados guran en la Tabla 2.1 son los orrespondientes a
la misión SARAT. El ódigo utilizado está basado en la implementaión de Shlutz
(2009).
En la Fig. 2.7 se observa la esena de un blano puntual araterizado por su
reetividad unitaria. La Fig. 2.8 muestra la señal generada. Esta señal bidimensional
se denomina espaio de señal SAR.
Figura 2.7: Objetivo Puntual.
2.6. Enfoque de datos
El propósito de los algoritmos de enfoque de datos SAR es reuperar la funión
de reetividad del terreno a partir de la señal reibida. El objetivo es onentrar la
energía dispersada por la adquisiión SAR en la posiión orreta de rango y aimut.
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Figura 2.8: Datos SAR Simulados. Espaio de Señal.
En este trabajo se utilizará el algoritmo de Rango-Doppler (RDA) para enfoar los
datos simulados y reales. Para ello onviene denir algunos oneptos relaionados
on RDA y el espaio de señales sobre el que se aplia.
Para el aso de anho de haz en aimut pequeño, la expresión hiperbólia (2.1)
para el rango puede aproximarse por una parábola. Es deir, si R0 ≫ ηVr se puede
esribir
R(η) ≃ R0 + V
2
r η
2
2R0
. (2.17)
Por lo tanto, podemos expresar la señal s0 omo:
s0(τ, η) =Aobj wr
(
τ − 2R(η)
c
)
wa(η)×
exp
{
−j4π
(
R0
λ
)}
exp
{−jπKaη2} exp
{
jπKr
[
τ − 2R(η)
c
]2}
, (2.18)
2.6 Enfoque de datos 25
Tabla 2.1: Parámetros de la misión SARAT.
Parámetro Símbolo Valor
Altura de la plataforma H 5375 m
Veloidad de la plataforma Vr 108 m/s
Freuenia de portadora f0 1300 MHz
Largo del pulso Tr 10µs
Freuenia de muestreo fm 50 MHz
Freuenia de Repetiión de Pulso PRF 250 Hz
Veloidad de la luz  299.792.458 m/s
donde Ka es la tasa de modulaión de freuenia en aimut alulada previamente.
La expresión anterior pone en evidenia la variaión uadrátia de la fase en la
direión del tiempo lento, lo que determina una señal hirp en aimut. En el proeso
de enfoque las variaiones uadrátias de la fase on los tiempos de rango y aimut
serán removidas mediante la apliaión de ltros adaptados.
Debe observarse que el término 2R(η)/c dentro del argumento de wr establee la
interdependenia que existe entre tiempo rápido y tiempo lento en la señal. A lo largo
del trayeto en aimut, la posiión de un objetivo puntual ubiado en (τ, η) = (R0, η0)
desribirá una trayetoria parabólia en el espaio de señal, de manera que para la
posiión de aimut genéria η, la energía del eo estará entrada en R(η) y no en
R0. A este desplazamiento en eldas de rango en funión del tiempo de aimut se
lo denomina migraión de eldas de rango (RCM) y es una araterístia distintiva
de la señal SAR. Para lograr un enfoque exitoso, esta migraión debe ser orregida
evitando dispersar la energía en eldas de rango adyaentes.
2.6.1. Algoritmo de Rango-Doppler
El Algoritmo de Rango-Doppler es un algoritmo de enfoque que proesa el es-
paio de señal para generar la imagen nal. El RDA está basado en la apliaión
del ltro adaptado en ada dimensión. En primer lugar, se aplia el ltro adaptado
a la señal en la direión de rango, onentrando la energía de la señal en la elda
de rango orrespondiente a su posiión real en el rango inlinado. A este proeso
se lo denomina ompresión en rango. Posteriormente, tiene lugar el proedimiento
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Figura 2.9: Esquema RDA
de orreión de migraión de elda de rango (RCMC), y nalmente se realiza la
ompresión en aimut on la apliaión del ltro adaptado en esa direión. Una
araterístia distintiva del RDA es que la apliaión de ada ltro adaptado se
implementa en el dominio de la freuenia, mediante la multipliaión de las trans-
formadas de Fourier de las señales involuradas. Adiionalmente, la RCMC se realiza
en el dominio rango-Doppler, lo que le da el nombre al algoritmo. La Fig. 2.9 mues-
tra esquemátiamente el proedimiento, donde las siglas FFT e IFFT indian la
transformada rápida de Fourier direta e inversa respetivamente.
En primer lugar debe denirse el ltro adaptado en rango hr(τ) y su transformada
de Fourier Hr(fτ ) = F{hr}(fτ ). Reordando la expresión (2.12), hr es una hirp de
duraión Tr, de manera que Hr resulta:
Hr(fτ ) = rect
(
fτ
KrTr
)
exp
(
−jπ f
2
τ
KrTr
)
. (2.19)
A ada la del espaio de señal de señal SAR s0(τ, η), se le aplia la transforma-
da de Fourier para obtener su espetro en diha direión, S0(fτ , η) . Cada la se
multiplia por Hr para realizar la ompresión en rango, y luego se antitransforma
para obtener la señal nuevamente en el dominio (τ, η). Obviando los detalles del
álulo y utilizando la aproximaión parabólia de R(η) dentro de la exponenial,
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la señal en este punto resulta
src(τ, η) =F
−1{S0(fτ , η)Hr(fτ )}
=Aobj pr
(
τ − 2R(η)
c
)
wa(η) exp
{
−j4πf0R0
c
}
exp
{−jπKaη2} , (2.20)
donde pr es la funión sin que resulta de la ompresión del pulso en tiempo rápido.
La expresión de src evidenia laramente la modulaión de freuenia mediante la
dependenia uadrátia de la fase on el tiempo de aimut en la última exponenial
(señal hirp en aimut). Además, el retardo 2R(η)/c dentro de pr india la RCM.
La señal src es transformada al dominio de Fourier en la direión de aimut
para obtener su expresión en rango-Doppler, Srd. Debido a la araterístia hirp
en aimut, la relaión entre freuenia y tiempo es lineal en aimut fη = −Kaη de
manera Srd puede obtenerse fáilmente reemplazando η = −fη/Ka 3:
Srd(τ, fη) = Aobj pr
(
τ − 2Rrd(fη)
c
)
wa(fη) exp
{
−j4πf0R0
c
}
exp
{
jπ
f 2η
Ka
}
,
(2.21)
donde Rrd(fη) = R(η = fη/Ka) = R0 + λ
2R0f
2
η/8Vr.
Correión de la migraión en elda de rango
La antidad ∆R(fη) = λ
2R0f
2
η/8Vr representa el desplazamiento del objetivo en
funión de la freuenia de aimut, para ada R0. Es la migraión en rango que
debe orregirse. Para ello debe omputarse ∆R(fη) para ada fη y desontarlo de
la trayetoria del objetivo en el dominio rango-Doppler, de manera que la parábola
desripta por Rrd se transforme en una reta Rrd = R0. Teniendo en uenta que
ada elda de rango (olumna de datos en el espaio rango-Doppler), representa una
distania ∆rango = c/2fm, la orreión gruesa se realiza desplazando a izquierda
los datos una antidad igual a la parte entre del oiente Rrd/∆rango, para ada fη
3
Formalmente este reemplazo está justiado al emplearse el Prinipio de Fase Estaionaria
para obtener la transformada de Fourier (Cumming y Wong, 2005, p.74)
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(ada línea de datos). La orreión na, orrespondiente a la parte fraional del
oiente, no puede realizarse por desplazamiento y debe realizarse por interpolaión.
Luego de haber realizado la RCMC, la dependenia del tiempo en rango on el
de aimut es removida del argumento de pr:
Srd(τ, fη) = Aobj pr
(
τ − 2R0
c
)
wa(fη) exp
{
−j4πf0R0
c
}
exp
{
jπ
f 2η
Ka
}
. (2.22)
Señal Enfoada
Finalmente, la apliaión de un ltro adaptado a la señal hirp en aimut remueve
la dependenia uadrátia de la fase. Su expresión en el dominio transformado es
Hac(fη) = exp{−jπf 2η/Ka}. La señal en el dominio original resulta:
sac(τ, η) =F
−1{Srd(τ, fη)Hac(fη)}
=Aobj pr
(
τ − 2R0
c
)
pa(η) exp
{
−j4πf0R0
c
}
, (2.23)
donde pa es una funión sin en aimut que resulta de la remoión de la fase ua-
drátia en esa direión.
La expresión (2.23) es el resultado del algoritmo RDA para el enfoque orrespon-
diente a un objetivo puntual. Se observa que el sin pr está entrado en τ = 2R0/c
que es el tiempo de ida y vuelta hasta la elda de rango donde se ubia el objetivo.
Por otro lado, el sin en aimut pa está entrado en η = 0. Reordando que η mide
el tiempo lento para el ual el Doppler en aimut se anula, se observa que el objetivo
fue registrado en su posiión de Doppler nulo en aimut. Por último, el fator expo-
nenial india el desfasaje introduido por el viaje de ida y vuelta del pulso hasta el
objetivo.
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2.6.2. Resultados para datos simulados
El proedimiento del apartado anterior se aplió a los datos simulados previa-
mente para un target puntual, on la implementaión basada en Shlutz (2009). La
Fig. 2.10 muestra los datos omprimidos en rango, desribiendo una parábola que da
uenta del efeto RCM. La Fig. 2.11 muestra el resultado de la RCMC. Se observa
que la mayoría de la energía de la señal se onentra ahora en una sola elda de
rango (olumna de datos).
El resultado de la ompresión en aimut se observa en la Fig. 2.12, donde se
puede apreiar la que la energía se enfoa en la posiión original del objetivo. Se
observa también las restas y los valles a ada lado de diho punto, tanto en rango
omo en aimut, debido a la forma sinc de la señal enfoada, dada por la e. (2.23).
Figura 2.10: Compresión en rango
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Figura 2.11: Correión de migraión en rango
2.6.3. Resultados para datos reales
El algoritmo RDA se aplió a datos reales de la misión SARAT
4
on una imple-
mentaión propia detallada en el apéndie 2.B.
La Fig. 2.13 muestra una imagen de los datos rudos para la polarizaión hh. La
Fig. 2.14 muestra el espaio de señal luego de la ompresión en rango y nalmente la
Fig. 2.15 muestra la imagen enfoada. El resultado se presenta en rango inlinado sin
alibraión geométria. Debe tenerse en uenta que en el SAR polarimétrio, ada
polarizaión da lugar a una imagen diferente de la misma esena, on sus propias
araterístias de amplitud y fase. El estudio del dato enfoado omo un vetor
4
Imagen SARAT provista por la Comisión Naional de Atividades Espaiales de Argentina
(CONAE) para el proyeto  Métodos y Modelos Estadístios para Segmentaión y Clasiaión
de Datos SAR (Proyeto nº 19), llevado a abo en el maro del Anunio de Oportunidad para el
Desarrollo de Apliaiones y Puesta a Punto de Metodologías Utilizando Imágenes SAR banda L
Polarimétrias, © CONAE(2011).
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Figura 2.12: Compresión en Aimut
omplejo donde ada una de sus omponentes proviene de una polarizaión es lo que
permite la extraión de la informaión útil del terreno para su estudio.
2.7. Conlusiones
En este apítulo se analizó el sistema SAR en su modalidad stripmap. A partir
de una geometría senilla y del pulso radar emitido, se derivó la señal reibida y
sus araterístias tanto en tiempo lento omo en tiempo rápido. Posteriormente se
denió el proeso de enfoque omo el enargado de transformar el espaio de datos
SAR en una imagen útil del terreno. Como ejemplo de algoritmo de enfoque, se
estudio el algoritmo en Rango-Doppler y se aplió tanto a datos sintétios omo a
datos SAR reales. En el aso de estos últimos, una implementaión propia del RDA
permitió el enfoque exitoso de datos de la misión SARAT provistos por CONAE. Los
resultados orrespondientes fueron presentados en el maro del proyeto Métodos y
Modelos Estadístios para Segmentaión y Clasiaión de Datos SAR en oasión
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Figura 2.13: Datos SARAT. Espaio de señal (datos rudos).
del Anunio de Oportunidad para el Desarrollo de Apliaiones y Puesta a Punto
de Metodologías Utilizando Imágenes SAR banda L Polarimétrias.
Una vez estudiado el proeso de formaión de la imagen polarimétria (datos
omplejos), se abordará en los siguientes apítulos el estudio de los modelos es-
tadístios que los desriben y en base a ellos, el desarrollo de los algoritmos de
lasiaión.
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Figura 2.14: Datos SARAT. Compresión en rango.
Figura 2.15: Datos SARAT. Compresión en Aimut.
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2.A. Cálulo de la ompresión en rango
En este apartado se muestran los detalles del álulo de la ompresión de la señal
SAR en rango.
Denotando a la señal omprimida en rango sf(τ), a la señal reibida s
′
0 y al ltro
adaptado hr(τ) resulta:
sf(τ) ={s′0 ∗ hr}(τ) =
∫ ∞
−∞
s′0(τ − u)hr(u)du
=
∫ ∞
−∞
K ′ rect
(
τ − τ0 − u
Tr
)
exp
{
jπKr(τ − τ0 − u)2
}
rect
(
u
Tr
)
(2.24)
exp
{−jπKru2} du
=K ′ exp{jπKr(τ − τ0)2} (2.25)∫ ∞
−∞
rect
(
τ − τ0 − u
Tr
)
rect
(
u
Tr
)
exp{−j2πKru(τ − τ0)}du, (2.26)
Si τ0 − Tr ≤ τ ≤ τ0, puede esribirse:
sf (τ) =K
′ exp{jπKr(τ − τ0)2}
∫ τ−τ0+Tr/2
−Tr/2
exp{−j2πKru(τ − τ0)}du
=K ′ exp{jπKr(τ − τ0)2}
[
exp{−j2πKru(τ − τ0)}
−j2πKr(τ − τ0)
]τ−τ0+Tr/2
−Tr/2
=K ′[Tr + τ − τ0] sinc[Kr(τ − τ0)(Tr + τ − τ0)]. (2.27)
Por el ontrario, si τ0 ≤ τ ≤ τ0 + Tr :
sf (τ) =K
′ exp{jπKr(τ − τ0)2}
∫ Tr/2
τ−τ0−Tr/2
exp{−j2πKru(τ − τ0)}du
=K ′ exp{jπKr(τ − τ0)2}
[
exp{−j2πKru(τ − τ0)}
−j2πKr(τ − τ0)
]Tr/2
τ−τ0−Tr/2
=K ′[Tr − (τ − τ0)] sinc[Kr(τ − τ0)(Tr − (τ − τ0))]. (2.28)
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Las es. (2.27) y (2.28) pueden reduirse a una únia expresión:
sf(τ) = K
′[Tr − |τ − τ0|] sinc[Kr(τ − τ0)(Tr − |τ − τ0)|)]. (2.29)
El resultado es una funión sinc modulada por una funión triangular, ambas
entradas en τ = τ0. Teniendo en uenta que la variaión de esta última es muho
más lenta que la del sinc alrededor de diho punto y que el sinc se extingue muho
más rápidamente, obtiene nalmente
sf(τ) ≃ K ′Tr sinc[KrTr(τ − τ0)], (2.30)
que es la expresión de la e.(2.13).
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2.B. RDA: Implementaión en MATLAB
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Algoritmo Range Doppler (RDA). %
% %
% Letura de Datos y Compresión en rango %
% Nota: %
% Este Sript utiliza datos SAR de la misión SARAT provistos por la %
% Comisión Naional de Atividades Espaiales de Argentina (CONAE) para el%
% proyeto "Métodos y Modelos Estadístios para Segmentaión y %
% Clasifiaión de Datos SAR (Proyeto nº 19)", llevado a abo en el %
% maro del "Anunio de Oportunidad para el Desarrollo de Apliaiones y %
% Puesta a Punto de Metodologías Utilizando Imágenes SAR banda L %
% Polarimétrias",© CONAE(2011). %
% %
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Juan Ignaio Fernández Mihelli %
% Universidad naional de La Plata -CONICET- %
% Año 2012 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
lear all;
lose all;
ti;
ArhivoDatos='W616T49245327.hh.raw';
ArhivoChirp='W616T49245327.hh.hirp';
%Parámetros de la plataforma
vel=107.84; % veloidad de la Plataforma [m/s℄
AltPlat=6075.63; % altura de la plataforma [m℄
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AltTerr=661.415; % altura del terreno [m℄
RangoCerano=4460.9118; %[m℄ (Es rango, no Slant-Range)
RangoCentral=10599.1624;%[m℄ ( " )
RangoLejano=16737.4129; %[m℄ ( " )
AnhoHazA=3; %Anho de haz de 3dB en aimut [grados℄
%Parámetros de los datos
muestras=4096;
lineas=15556;
bandas=2;
N=lineas*muestras*bandas;
OffsetPrimerEo=300;
OffsetRango=392;
MuestrasRango=2818;
=3e8;
PRF=250;
PRI=1/PRF;
f0=1300e6;
lambda=/f0;
fs=50e6;
Ts=1/fs;
DeltaR=*Ts/2;
TimeEhoDelay=2.976000e-05;
%Letura de Arhivos
%X = multibandread(filename, size, preision, offset, interleave,byteorder)
DatosRaw=multibandread(ArhivoDatos,[lineas,muestras,2℄,'float32',0,...
'BIP','ieee-le');
I=DatosRaw(:,:,1);
I=I-mean(mean(I));
Q=DatosRaw(:,:,2);
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Q=Q-mean(mean(Q));
lear DatosRaw;
ChirpData=multibandread(ArhivoChirp,[1,501,2℄,'float32',0,'BIP',...
'ieee-le');
%Carga de datos útiles
DatosComplTotales=I+1i*Q;
lear I Q;
DCompl=DatosComplTotales; %(OffsetPrimerEo+1:end,OffsetPrimerEo+1:end);
[n_aim,n_rango℄=size(DCompl);
ChirpI=ChirpData(1,:,1);
ChirpQ=ChirpData(1,:,2);
ChirpComp=ChirpI+1i*ChirpQ;
l=length(ChirpComp);
lear ChirpI ChirpQ DatosComplTotales;
ChirpComp=[ChirpComp,zeros(1,n_rango-1)℄; % ompleto on eros
DCompl=[DCompl,zeros(n_aim,l-1)℄;
FFT_Chirp=fft(ChirpComp);
EspetroRango=fft(DCompl,[℄,2);
imshow(imadjust(abs(DCompl(870:1740,1817:3000))/abs(max(DCompl(:))),...
[0 .1℄),[℄);
set(gf,'units','entimeters');
set(gf,'position',[ 5 5 15 12℄);
savefig('rudos',gf,'tiff');
%Compresión en Rango
%Convoluión del pulso hirp on los datos en rango, mediante transformadas
FFT_Chirp_matriz=repmat(FFT_Chirp,n_aim,1); %Formo una matriz para
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% multipliar más fáil
FFT_Compr_Rango=onj(FFT_Chirp_matriz).*EspetroRango;%multiplio
%fila por fila
Compr_Rango=ifft(FFT_Compr_Rango,[℄,2); %Reupero la señal en tiempo
Compr_Rango=irshift(Compr_Rango,[0 l-1℄);
Compr_Rango=Compr_Rango(:,l+1:n_rango+l-1);
to
save ('Datos_enfoados_en_rango.mat','Compr_Rango');
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Algoritmo Range Doppler (RDA). %
% %
% Compresión en Aimut %
% Nota: %
% Este Sript utiliza datos SAR de la misión SARAT provistos por la %
% Comisión Naional de Atividades Espaiales de Argentina (CONAE) para el%
% proyeto "Métodos y Modelos Estadístios para Segmentaión y %
% Clasifiaión de Datos SAR (Proyeto nº 19)", llevado a abo en el %
% maro del "Anunio de Oportunidad para el Desarrollo de Apliaiones y %
% Puesta a Punto de Metodologías Utilizando Imágenes SAR banda L %
% Polarimétrias",© CONAE(2011). %
% %
% %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% Juan Ignaio Fernández Mihelli %
% Universidad naional de La Plata -CONICET- %
% Año 2012 %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
=299792458;
f=1.3e9;
fs=50e6;
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Rp=250; %PRF
Ns=4096;
ti=29.75e-6;
xa=0; za=6075.63; ya=0;
zt=661.42;
Np=2001;
v=107.84;
Be=30*pi/180; %Anho de Haz en elevaión
Ba=3*pi/180; %Anho de Haz en aimut
th=-45*pi/180; %Ángulo de inidenia entral
h=abs(zt-za); %Altura de antena sobre el suelo
t=ti+(0:Ns-1)/fs; %Variable tiempo rápido
r=*t/2; % Slant range
rx=sqrt(r.^2-h.^2); % Ground range
n=-(Np-1)/2:(Np-1)/2;
ry=n*v/Rp; %variable distania en aimut
[xt,yt℄=meshgrid(real(rx),ry); %grilla para álulo
ph=atan2(yt-ya,xt-xa); %Ángulo en aimut
th=atan((zt-za)./sqrt((xt-xa).^2+(yt-ya).^2)); % Ángulo en elevaión
r2=(xt-xa).^2+(yt-ya).^2+(zt-za).^2; %Distania al entro de la antena
G=exp(-2*((ph/Ba).^2+((th-th)/Be).^2))/1.212; %Ganania de la antena
G=G.*-sin(th)./r2;
gt=sum(G);
G=G./repmat(gt.^2,size(G,1),1);
k=-2*pi*f*v^2./(*Rp^2*r);
G=G.*exp(1j*(n'.^2)*k);
load 'C:\Users\Juan_Ignaio_F\Douments\MATLAB\datos_enfoados_en_rango' Compr_Rango
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y=Compr_Rango;
lear Compr_Rango;
[a,b℄=size(y);
G=G(:,1:b);
I=abs(ifft(onj(fft([0*y;G℄)).*fft([y;0*G℄)));
figure;
imshow(imadjust(abs(y(870:1740,1817:3000))/abs(max(y(:))),[0 0.005℄),[℄);
set(gf,'units','entimeters');
set(gf,'position',[ 5 5 15 12℄);
savefig('ompr_rango',gf,'tiff');
lear y G
I8=I(1:8:17552,:)+I(2:8:17552,:)+I(3:8:17552,:)+I(4:8:17552,:)+...
I(5:8:17552,:)+I(6:8:17552,:)+I(7:8:17552,:)+I(8:8:17552,:);
lear I
rx=rx(:,1:b);
figure;
polor(real(rx(580:1736)),-(870:1740)*v/Rp*8,I8(870:1740,580:1736));
shading interp;axis image;
is=sort(I8(:));
olormap gray;
axis([0 is(round(.9*numel(I8)))℄);
axis off;
set(gf,'units','entimeters');
set(gf,'position',[ 5 5 15 12℄);
savefig('enfoada',gf,'tiff');
Capítulo 3
Datos Polarimétrios y Modelos Esta-
dístios
3.1. Datos SAR Polarimétrios
Un esquema senillo para entender la interaión del pulso radar on el objetivo
es el desripto en la Fig. 3.1. La onda eletromagnétia inidente emitida por el pulso
radar viaja a través del espaio, inide sobre un objetivo interatuando on él y parte
de la energía es re-irradiada omo una nueva onda eletromagnétia. Debido a diha
interaión, la onda irradiada posee araterístias diferentes a la onda inidente.
El objetivo de interés es poder araterizar esta nueva onda, de manera de poder
extraer informaión del objetivo on el ual interatuó.
En el aso general, la expresión fundamental que relaiona la potenia de la onda
inidente on la onda reeja es la denominada Euaión de Radar (Rihards, 2005,
p.11):
Pr =
PtGt
4πR2t
σ
Ar
4πR2r
, (3.1)
donde Pr es la potenia reibida. El primer fator está ompletamente determinado
por sistema emisor: Pt es la potenia transmitida, Gt es la ganania de la antena
transmisora y Rt es la distania entre diha antena y el objetivo. El último fator
depende exlusivamente del sistema reeptor: Ar es la apertura efetiva de la antena
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Figura 3.1: Proeso de dispersión.
reeptora y Rr es la distania entre ésta y el objetivo. En un radar monoestátio,
sólo existe una antena, de manera que Rr = Rt. El fator σ se denomina seión
transversal de Radar y uantia uánta potenia de la que inide en el objetivo
es re-irradiada . La seión transversal de radar tiene unidades de superie. Para
independizar la antidad de potenia que reeja el objetivo del ángulo de la onda in-
idente, σ se dene omo la seión transversal de un radiador isotrópio equivalente
que reeja la misma potenia que el objetivo original en la direión observada:
σ = 4πR
| ~Es|2
| ~Ei|2
= 4πR2|S|2. (3.2)
S ∈ C se denomina oeiente de dispersión y ~Ei, ~Es son los ampos elétrios
vetoriales inidente y dispersado respetivamente. La seión transversal de radar
depende en general de varios fatores, omo la freuenia, ángulo de inidenia,
polarizaión de la onda inidente, y araterístias geométrias y dielétrias del
objetivo.
La E. (3.1) aplia para objetivos uyas dimensiones son más pequeñas que la
huella de la antena (objetivos puntuales), de manera que son ompletamente ilu-
minados por ésta. En el aso SAR, interesan los denominados objetivos extendidos
o distribuidos, es deir, aquellos de extensión mayor a la huella de antena. En es-
ta situaión, es útil representarlo omo un onjunto de objetivos puntuales, ada
uno de los uales ontribuye on una porión de la potenia re-irradiada, omo se
esquematiza en la Fig. 3.2.
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Figura 3.2: Proeso de dispersión en blanos distribuídos.
El ampo dispersado
~Es está formado por la suma oherente de los ampos dis-
persados por ada objetivo puntual. La seión transversal se redene en su versión
diferenial dσ = σ0 ds, donde ds es el diferenial de superie y σ0 es la seión
transversal de radar por unidad de superie. Por lo tanto, la E. (3.1) toma la
siguiente forma diferenial:
dPr =
PtGt
4πR2t
σ0
Ar
4πR2r
ds, (3.3)
la ual debe integrarse sobre toda el área de la huella de la antena para obtener la
potenia total.
Debe notarse que mientras que la E. (3.1) desribe un problema determinístio
para un objetivo puntual, E. (3.3) desribe un problema estadístio, en el que σ0
relaiona el promedio de la densidad de potenia dispersada on el promedio de la
densidad de potenia inidente:
σ0 =
4πR2
Área
〈| ~Es|2〉
| ~Ei|2
. (3.4)
El parámetro σ0 es adimensional y se utiliza para araterizar el área iluminada
por el radar. Análogamente a la seión transversal de radar, onserva su dependen-
ia on la freuenia, ángulo de inidenia y polarizaión. Esta última dependenia
se aproveha para la araterizaión polarimétria del objetivo, onsiderando que si
la onda inidente posee polarizaión p y se reibe on una antena de polarizaión q,
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entones
σ0qp =
4πR2
Área
〈| ~Eq|2〉
| ~Ep|2
= 4π|sqp|2 (3.5)
es una medida de la respuesta del objetivo en la polarizaión q uando se lo inide
on polarizaión p, es deir, una seión de radar normalizada dependiente de la
polarizaión.
3.1.1. Matriz de dispersión S
El parámetro σ0qp proporiona informaión de la potenia reejada para ada
polarizaión. Sin embargo, para extraer informaión de fase de la misma, es neesario
aprovehar la naturaleza vetorial de las ondas polarizadas. Para ello los vetores
de Jones del ampo elétrio dispersado se relaionan on el ampo inidente on la
siguiente expresión (Lee y Pottier, 2009, pp.37,56):
~Es =
exp{−jkr}
r
S ~Ei =
exp{−jkr}
r
[
s11 s12
s21 s22
]
~Ei, (3.6)
donde k es el módulo del vetor de propagaión y r es la distania al objetivo.
S es la denominada matriz de dispersión y sus elementos son los oeientes de
dispersión omplejos. Cada sij india la relaión vetorial entre el ampo inidente de
polarizaión j y el dispersado on polarizaión i, mientras que el fator exp{−jkr}/r
tiene en uenta la atenuaión y el desfasaje por propagaión.
En el aso del radar monoestátio, sij = sji, de manera que la matriz S es
simétria.
3.1.2. Vetor objetivo
Una forma alternativa de representar la matriz S es organizar sus elementos en
un vetor k denominado vetor de objetivo. Formalmente, la vetorizaión se hae a
través del produto interno Hermítio de S on una base ortogonal Ψ:
k =
1
2
tr(SΨ), (3.7)
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donde tr(·) india la traza. Por lo tanto, la expresión del vetor objetivo depende
de la base elegida. Las más omúnmente utilizadas son las bases de Pauli ΨP y la
Lexiográa ΨL, uyas expresiones para el aso monoestátio son (Lee y Pottier,
2009):
ΨP =
√
2
{[
1 0
0 1
]
,
[
1 0
0 −1
]
,
[
0 1
1 0
]}
,
ΨL =2
{[
1 0
0 0
]
,
√
2
[
0 1
0 0
]
,
[
0 0
0 1
]}
. (3.8)
Cada base da lugar a su orrespondiente vetor de objetivo kL y kP . En este
trabajo se utilizará la base ΨL de manera que se presindirá del subíndie: k =
[s11
√
2s12 s22].
El vetor objetivo, o equivalentemente la matriz de dispersión, representan los
datos SAR de más bajo nivel on los que puede onstruirse una imagen del terreno.
3.1.3. Matries de Coherenia y Covarianza
La matriz de dispersión arateriza ompletamente a los objetivos estaiona-
rios, es deir, a aquellos uyas araterístias permaneen jas y estables durante
el tiempo de observaión. Sin embargo, dentro de la esena aptada por el SAR los
objetivos extendidos presentan un omportamiento dinámio en tiempo y espaio
que impide su ompleta araterizaión on la matriz S úniamente. Suponiendo que
diho omportamiento orresponde a un proeso estoástio subyaente, una forma
más adeuada de desribir los datos es mediante su momento de segundo orden on
la denominadas matries de oherenia T = E{kPkHP } y ovarianza C = E{kLkHL },
donde E{·} india esperanza matemátia y H transposiión onjugada. Ambas ma-
tries proporionan la misma informaión y puede pasarse de una a otra on un
simple ambio de base. En la prátia, al trabajar on datos medidos, se alulan
las matries a partir de su estimador muestral remplazando el promedio estadístio
por el promedio muestral T = 〈kPkHP 〉, C = 〈kLkHL 〉. A propósitos de este trabajo,
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será de interés la matriz de C, uya expresión es:
C =


〈|s11|2〉
√
2〈s11s∗12〉 〈s11s∗22〉√
2〈s12s∗11〉 2〈|s12|2〉
√
2〈s12s∗22〉
〈s22s∗11〉
√
2〈s22s∗12〉 〈|s22|2〉

 . (3.9)
Debido a que SAR trata on objetivos extendidos, las matries C y T onstituyen
los datos de menor omplejidad apaes de apturar las araterístias polarimétrias
del terreno y debido a ello son la base del proesamiento para la gran mayoría de
los algoritmos de lasiaión y segmentaión de imágenes SAR.
3.1.4. Spekle
El spekle es un fenómeno que arateriza a las imágenes obtenidas por ilumina-
ión oherente, y que produe en ellas el efeto de moteado on diferentes intensida-
des. Dentro de la elda de resoluión del radar, existen muhos elementos dispersores
de dimensiones omparables a la longitud de onda, que interatúan on la señal ini-
dente produiendo reexiones, omo se esquematiza en la Fig. 3.3. Dado que la onda
inidente es oherente, ada una de estas reexiones interatúa entre sí interriendo
onstrutiva o destrutivamente. Por lo tanto, el nivel de intensidad que se observa
para ada píxel, es el resultado de diha interaión. Dado que el resultado de la
interferenia entre ondas depende de su fase, y ésta, a su vez, de la diferenia de
amino reorrido por ellas, el fenómeno es dependiente del ángulo inidente. Por lo
tanto, además de la longitud de onda, el fenómeno de spekle dependerá del ángulo
de inidenia y de la distania al objetivo.
Denotando on xi e yi a la parte real e imaginaria del fasor de ampo elétrio
produido por el i-ésimo dispersor, el ampo elétrio resultante será la suma de la
ontribuiones de los Nd dispersores dentro de la elda de resoluión
1
:
ET = x+ jy =
Nd∑
i=1
(xi + jyi). (3.10)
1
En la notaión fasorial del ampo elétrio se supone una variaión armónia temporal que se
omite en la expresión.
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Figura 3.3: Sumatoria de reexiones.
Este efeto del spekle sobre el ampo reibido, junto on las araterístias del
terreno determinan la araterizaión estadístia de los datos.
3.2. Modelo para datos homogéneos
Bajo la suposiión que en la elda de resoluión SAR existe un gran número de
elementos dispersores de dimensiones muho más pequeñas que la longitud de onda,
puede suponerse que la fase de las reexiones (xi + jyi) está uniformemente distri-
buida en el intervalo [−π, π], es deir, el ángulo entre parte real e imaginaria puede
tomar ualquier valor on igual probabilidad. Esto se denomina spekle ompleta-
mente desarrollado. Además, si el efeto de ninguno de los dispersores predomina
sobre el resto (terreno homogéneo), por el Teorema del Límite Central, la suma de
las omponentes reales e imaginarias independientes puede modelarse omo una va-
riable aleatoria de fdp gaussiana ompleja de media nula y varianza igual a la suma
de las varianzas de ada omponente.
Esta araterístia se extiende al vetor objetivo k, de forma que puede modelarse
omo una variable aleatoria gaussiana multivariada N dc (0,Σ) uya fdp es
fk;Σ(k; Σ) =
exp(−kHΣ−1k)
πd|Σ| , (3.11)
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donde Σ = E{kkH} es la matriz de ovarianza on simetría hermítia y d = 3
es la dimensión de k. Este modelo desribe orretamente los datos provenientes
de terrenos homogéneos. En el Cap. 4, se utilizará el modelo gaussiano
2
para el
desarrollo de un lasiador no supervisado.
Además de modelar el vetor objetivo, interesa desribir estadístiamente a la
matriz de ovarianza C. Si el vetor k sigue el modelo (3.11), entones la matriz C
es un estimador de Σ. Si se promedian n vetores k para alular C,
C =
1
n
n∑
i=1
kik
H
i , (3.12)
entones la variable Z = nC tiene fdp Wishart ompleja:
fZ;n,Σ(Z;n,Σ) =
ndn|Z|n−d
h(n, d)|Σ|n exp[−ntr(Σ
−1Z)], (3.13)
on h = π
1
2
d(d−1)
∏d−1
j=0 Γ(n− j). La fdp Wishart es extensamente utilizada en el pro-
esamiento de datos SAR y onstituye la base para modelos de datos polarimétrios
más omplejos.
3.2.1. Número equivalente de observaiones
El fenómeno de spekle degrada la visualizaión de las imágenes, produiendo
un efeto de moteado uando se observa la imagen de intensidad o amplitud del
valor omplejo de ada dato. Una medida de esta degradaión es la relaión señal
a ruido SNR de la imagen, denida omo el oiente entre la media al uadrado y
la varianza de la intensidad. En base a la expresión (3.10), la intensidad de ada
dato omplejo para una dada polarizaión es I = x2 + y2. Si los datos siguen el
modelo gaussiano omplejo Nc(0, σ2) y x e y son independientes, entones I tiene
fdp exponenial Exp(σ). Entones, E(I) = σ2 y Var(I) = σ4, por lo que SNR=1.
Este valor es araterístio del spekle ompletamente desarrollado.
2
Se utiliza en realidad un modelo gaussiano menos restritivo en el que se permite a los datos
poseer media.
3.3 Modelo para datos no-homogéneos: la distribuion G0p 51
Para mejorar la SNR, suponiendo que los datos son independientes, se promedian
en intensidad de manera de reduir su varianza. Este proedimiento se denomina
proesamiento de múltiples observaiones (multilook). Al promediar n datos se ob-
tiene In =
∑n
j=1(x
2
j + y
2
j )/n, de manera que nIn tiene fdp Chi-uadrado on 2n
grados de libertad, χ2(2n). Realulando la SNR resulta
SNR(In) =
E(In)2
Var(In)
=
(σ2)2
σ4/n
= n. (3.14)
Se observa que al promediar n muestras independientes, se ha mejorado la SNR
en un fator n, a osta de perder resoluión. Debido a este omportamiento, la
relaión entre el uadrado de la media y la varianza de los datos de intensidad es un
fator de mérito que india el grado en que una imagen está afetada por spekle.
En la prátia, dado que puede existir orrelaión entre los datos promediados la
mejora en SNR resulta menor a n, sin embargo, la relaión menionada sigue siendo
válida y determina en denominado número equivalente de observaiones (ENL, por
sus siglas en inglés).
EL ENL se extiende a datos polarimétrios, y pasa a ser uno de los parámetros
de las fdp's que los desriben (Annsen et al., 2009). Por ejemplo, el aso Wishart
de la E. (3.13), el parámetro n es el ENL de los datos.
3.3. Modelo para datos no-homogéneos: la distribu-
ion G0p
Cuando el terreno iluminado por el SAR no presenta las araterístias de homo-
geneidad desriptas en la Se. 3.2, los datos observados dejan de seguir la estadístia
gaussiana y debe onsiderarse un modelo más omplejo. El enfoque más utilizado
para desribir este tipo de datos es el modelo multipliativo, donde ada observaión
es el produto de dos variables aleatorias independientes: una tiene en uenta el fe-
nómeno spekle y la otra modela la informaión del terreno. En este maro, en Frery
et al. (1997) los autores desarrollaron la familia de distribuiones G para datos de
amplitud, intensidad y omplejos de una sola polarizaión, apaz de desribir datos
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on diferentes grados de heterogeneidad. Posteriormente, en Freitas et al. (2005) se
extiende el modelo al aso polarimétrio on la distribuión Gp.
Un aso espeial de la familia, la distribuión G0p , es apaz de desribir datos
homogéneos, heterogéneos y muy heterogéneos. Esta distribuión será utilizada en
el Cap. 5 en el desarrollo de un algoritmo de lasiaión no supervisado. A onti-
nuaión se expliarán sus araterístias.
Partiendo del modelo multipliativo, ada dato SAR polarimétrio Z ∈ Cd×d
puede expresarse omo el produto Z = xY , donde x es independiente de Y . La
matriz Y ∈ Cd×d ontiene el efeto del fenómeno spekle e informaión sobre las
araterístias polarimétrias del terreno, mientras que la variable x ∈ R+ da uenta
de las utuaiones alrededor del omportamiento medio. El modelo G0p surge de
asignar una fdp Gamma Inversa a x, Γ−1(−α, γ), y una fdp Wishart a Y ,WC(C, n):
fx;α,γ(x;α, γ) =
γ−αxα−1
Γ(−α) exp
(
−γ
x
)
, (3.15)
fY ;n,Σ(Y ;n,Σ) =
nnd|Y |n−d
h(n, d)|Σ|n exp(−ntr(Σ
−1Y )). (3.16)
El parámetro de forma α < −1 está diretamente relaionado on la textura
del terreno, siendo más rugoso uanto más erano es a −1. El parámetro γ es el
parámetro de esala, de tal forma que si x ∼ Γ−1(α, γ) entones ax ∼ Γ−1(α, aγ).
La fdp G0p de la variable Z = xY tiene entones la siguiente expresión:
fZ;α,γ,Σ(Z;α, γ,Σ) =
nndγ−αΓ(nd− α)
h(n, d)Γ(−α)|Σ|n |Z|
n−d(ntr(Σ−1Z) + γ)α−nd. (3.17)
Los detalles de la derivaión de la E. (3.17) guran en el Apéndie 3.A.
Se puede observar que la apaidad de desribir terrenos heterogéneos trae omo
onseuenia una mayor antidad de parámetros respeto del aso homogéneo. Sin
embargo, a diferenia de otras distribuiones basadas en el modelo multipliativo
omo la K (Lee et al., 1994) o la U (Doulgeris et al., 2012), no depende de funiones
ompliadas (Bessel y Kummer-U, respetivamente), lo que failita la estimaión de
sus parámetros.
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Calulando la media de Z se obtiene E{Z} = E{x}E{Y } = E{x}Σ. Dado que
el modelo multipliativo establee que E{Z} = Σ, la media de x debe ser unitaria.
Teniendo en uenta la fdp de la E. (3.15), E{x} = γ/(−α−1), por lo que es posible
expresar γ en funión de α y obtener una expresión de G0p independiente de γ:
fZ;α,Σ(Z;α,Σ) =
nnd(−α− 1)−αΓ(nd− α)
h(n, d)Γ(−α)|Σ|n |Z|
n−d(ntr(Σ−1Z) + (−α− 1))α−nd.
(3.18)
Sin embargo, en este trabajo se onservarán ambos parámetros α y γ en la expresión
de G0p , sin pérdida de generalidad, para failitar la implementaión del algoritmo
desripto en el Cap. 5.
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3.A. Derivaión de la fdp G0p
Partiendo de la expresión de Z = xY , puede expresarse la fdp de Z de la siguiente
manera:
fZ(Z) =
∫ ∞
−∞
fY/x
(
Z
x
)
fx(x)x
−2ddx, (3.19)
donde se omitió indiar explíitamente la dependenia on los parámetros por sim-
pliidad. La funión fY/x(·) india la fdp ondiional de Y ondiionada a x y x−2d
es el Jaobiano de la transformaión. Dado que Y y x son independientes, resulta
fY/x(·) = fY (·). Reemplazando por las expresiones (3.15) y (3.15), resulta:
fZ(Z) =
∫ ∞
0
x−2d
nnd|Z/x|n−d
h(n, d)|Σ|n exp(−ntr(Σ
−1Z/x))
γ−αxα−1
Γ(−α) exp
(
−γ
x
)
dx
=
nndγ−α|Z|n−d
h(n, d)|Σ|nΓ(−α)
∫ ∞
0
xα−nd−1 exp[−(ntr(Σ−1Z) + γ)x−1]dx
=
nndγ−α|Z|n−d
h(n, d)|Σ|nΓ(−α)
∫ ∞
0
xa exp[−bx−1]dx. (3.20)
En la última expresión se reemplazó a = α− nd− 1 y b = ntr(Σ−1Z) + γ.
Haiendo el ambio de variables x = u−1 se obtiene
fZ(Z) =
nndγ−α|Z|n−d ba+1
h(n, d)|Σ|nΓ(−α)
∫ ∞
0
u−a−2 exp(−u)du. (3.21)
La integral en la última expresión es igual a la funión Gamma Γ(−a − 1). Por
último, reemplazando las expresiones de a y b resulta
fZ(Z) =
nndγ−α|Z|n−d Γ(nd− α)
h(n, d)|Σ|nΓ(−α) (ntr(Σ
−1Z) + γ)α−nd, (3.22)
que es exatamente la E. (3.17).
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Capítulo 4
Clasiaión para datos homogéneos
4.1. Introduión
En el ontexto de proesamiento de datos SAR la lasiaión de imágenes es un
tópio de gran atividad e importania (por ej., Uhlmann y Kiranyaz, 2014; Dabboor
y Shokr, 2013; Sánhez-Lladó et al., 2011). Consiste básiamente en transformar la
imagen de una esena a una nueva imagen, donde los píxeles están organizados en
grupos. Cada grupo está denido por una araterístia espeía que omparten
los datos que perteneen a diho grupo. Esta araterístia revela informaión es-
trutural de la esena subyaente que es la que desea reuperarse. En este ontexto,
denimos un lasiador omo un algoritmo que lasia ada píxel en una imagen,
indiando a uál de los grupos pertenee.
Como se ha visto en el Cap. 3, debido a la naturaleza oherente de la señal
de radar, las imágenes SAR son afetadas por spekle. Este fenómeno se produe
por la superposiión de las ondas reejadas en los elementos irregulares situados
a diferentes ángulos de inidenia respeto al de la onda inidente. El tamaño de
estos elementos es omparable on la longitud de onda de la onda inidente (Lee y
Pottier, 2009, h.4), lo que ausa superposiión onstrutiva y destrutiva que afeta
a los datos enfoados. Debido a este efeto, las señales de amplitud e intensidad de
la señal ompleja tienden a tener muy baja relaión señal a ruido (entendida omo
la relaión entre la media y la desviaión estándar) y la lasiaión se vuelve una
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tarea diultosa. Por lo tanto, la mayoría de los algoritmos de lasiaión utiliza
datos de intensidad o amplitud, ya que pueden ser promediados para inrementar
el número equivalente de observaiones (looks) y por lo tanto mejorar la relaión
señal a ruido. Como ontraparte, el proeso de promediado degrada la resoluión y
pueden perderse detalles de la imagen.
Por ejemplo, en Cloude y Pottier (1997) se propone un método de lasiaión no
supervisado basado en la desomposiión polarimétria del objetivo. Esta desom-
posiión permite agrupar los píxeles de auerdo al meanismo de reexión prinipal
(superial, dipolo o múltiples reexiones) y al grado de aleatoriedad (entropía). En
Lee et al. (1999) se desarrolla otro método no supervisado basado en la matriz de
ovarianza del vetor de objetivo y su funión de densidad de probabilidad Wishart.
Este último algoritmo utiliza el esquema propuesto en Lee et al. (1999) omo iniiali-
zaión y luego una lasiaión iterativa hasta alanzar la onvergenia. En Fjortoft
et al. (1999) la segmentaión se produe mediante un proeso de deteión de bor-
des utilizando datos omplejos, pero no se utiliza informaión de polarizaión. Todos
estos métodos requieren promediado de datos para tener resultados onables.
Métodos basados en el algoritmo Esperanza - Maximizaión (Dempster et al.,
1977) también han sido propuestos para resolver el problema de lasiaión. En
Horta et al. (2008b) el algoritmo EM Estoástio (SEM, Stohasti EM) se utiliza en
onjunto on el modelo G0P (Freitas et al., 2005) para desribir terrenos homogéneos,
heterogéneos y extremadamente heterogéneos. Más reientemente, en Kayabol y
Zerubia (2013) se propone un método no supervisado de lasiaión basado en
el algoritmo Esperanza - Clasiaión - Maximizaión (CEM, Classiation EM),
donde se utiliza un modelo de mezla de distribuiones para desribir datos de
amplitud multilook. En Yuan et al. (2006) y Dutta y Sarma (2014) se emplea el
método EM on lasiaión MAP junto on un modelo de mezla de gaussianas
para datos de amplitud. Esta lasiaión asigna un píxel a una determinada lase
uando la probabilidad a posteriori de que diho píxel perteneza a esa lase es
mayor que la respetiva al resto de las lases.
En la mayoría de los trabajos que tratan on modelos de mezla de densida-
des gaussianas para lasiaión, los mismos son utilizados para desribir variables
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reales (amplitud o intensidad), debido a que estos datos brindan la posibilidad de
mejorar la relaión señal a ruido por medio del promediado. Por otro lado, prome-
diar en el dominio omplejo no tiene efeto en el spekle por que no se inrementa el
número equivalente de observaiones. Además, en aquellos enfoques no se optimiza
la omplejidad del modelo: el número de omponentes de la mezla es predenido o
estimado mediante zonas de entrenamiento en la imagen. Esto requiere informaión
adiional del terreno o la interpretaión de informaión que puede no estar realmente
presente en los datos bajo estudio.
En este apartado se propone un algoritmo de lasiaión no supervisado uti-
lizando un modelo de mezla de densidades gaussianas omplejas para los datos
SAR polarimétrios. Este algoritmo no requiere informaión previa o la deniión
de zonas de entrenamiento, y la omplejidad del modelo se estima on un proeso
iterativo. Esto permite representar a los datos on mezlas de densidades on el
mínimo número de omponentes. El algoritmo estima los parámetros de ada om-
ponente de la mezla y luego lasia ada píxel de auerdo a un riterio MAP. Se
divide el proedimiento en uatro etapas: las primeras dos realizan la iniializaión
y la estimaión de la omplejidad del modelo utilizando el algoritmo EM y el Crite-
rio de Informaión Bayesiano (BIC). La terera etapa realiza la lasiaión basada
en el algoritmo CEM utilizando omo iniializaión la informaión provista por la
etapa anterior. Finalmente, el último paso aplia un ltro no lineal para suavizar la
imagen resultante.
Vale la pena menionar que aunque se utiliza el vetor de objetivo omo dato
omplejo, no se utiliza la matriz de dispersión relaionada para realizar la lasi-
aión ya que no es útil para desribir objetivos extendidos. El método propuesto
se basa en los parámetros de la mezla de densidades gaussianas omo desripto-
res de ada lase, inluyendo la matriz de ovarianza. Esta matriz es un adeuado
y extensamente utilizado desriptor de lases ya que ondensa las araterístias
polarimétrias de blanos extendidos.
El algoritmo propuesto es evaluado utilizando datos simulados y reales mostran-
do un alto desempeño, aún uando no se aplia ninguna ténia de reduión de
spekle, on el objeto de preservar la resoluión y simpliidad del modelo. Adiio-
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nalmente, la etapa de seleión de modelo permite expresar el onjunto de datos on
mínima omplejidad preservando la estrutura original, que es una araterístia no
ompartida on algoritmos onvenionales.
4.2. Modelo de Datos
En un sistema SAR polarimétrio, ada punto en el terreno es representado por
la matriz de dispersión ompleja S ∈ C2×2, uyos elementos indian la relaión
entre los ampos inidentes y reejados para ada polarizaión (Lee y Pottier, 2009,
ap.3). Los elementos en S son aomodados en el llamado vetor de objetivo k =
[shh shv svh svv]
T
(el superíndie T india transposiión), que es la expresión de
un dato SAR SLC omplejo. Suponiendo que la superie del terreno alanzada
por la huella de la antena SAR está formada por areas homogéneas, el modelo
gaussiano puede ser utilizado (Frery et al., 2012). Debido a que los datos ontienen
informaión de una porión grande de terreno, debe modelarse más de un area on
diferentes araterístias polarimétrias. Por lo tanto, se asigna un modelo de mezla
de densidades gaussianas (CGMM) a los datos, donde ada omponente de la mezla
representa una araterístia partiular de la esena subyaente.
Denotando on k ∈ Cd la variable aleatoria que representa un dato SAR pola-
ritmétrio, la forma general del modelo de mezla on K lases es la siguiente:
f(k; θ) =
K∑
j=1
ωjfj(k; θj), (4.1)
donde f1, . . . , fK son las K densidades de probabilidad del modelo representando
ada una a una lase. Cada fj tiene un onjunto de parámetros desripto por el vetor
θj. Los oeientes wj indian la proporión de la j-ésima omponente en la mezla,
sujetas a la restriiones
∑K
j=1 ωj = 1 y ωj ≥ 0, j = 1 . . .K. El vetor de parámetros
de la mezla es θ = (ω1, . . . , ωK, θ1, . . . , θK). Bajo las ondiiones gaussianas ada
término de (4.1) tiene la forma fj(k; θj) = π
−d|Σj|−1 exp(−(k−µj)HΣ−1j (k−µj)),
donde la media µj ∈ Cd y ovarianza Σj ∈ Cd×d son los parámetros θj de la j-ésima
lase.
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El objetivo del algoritmo de lasiaión propuesto es identiar todas las lases
presentes en el onjunto de datos, por medio de la estimaión del orden de modelo
K y los parámetros de la mezla θ que mejor se ajustan a los datos en el sentido de
máxima verosimilitud. Cada par (ωj, θj) desribe una lase y a su vez identia una
araterístia polarimétria de la superie. Debido a la omplejidad de modelo, no
existe soluión analítia para este problema de optimizaión. Por lo tanto, se utiliza
un enfoque iterativo basado en el algoritmo EM para determinar el orden del modelo
y estimar los parámetros.
4.3. Estrutura del algoritmo
En esta seión se desribe en detalle la estrutura y funionamiento del algorit-
mo, el ual está organizado en las siguientes uatro etapas:
1. Iniializaión
2. Seleión del modelo
3. Renamiento
4. Suavizado
Como se señaló previamente, el algoritmo proede iterativamente. Luego de una
etapa de iniializaión, la seleión de orden de modelo se realiza en base al Criterio
de Informaión Bayesiano -BIC- (Shwarz, 1978) y el algoritmo EM. Esta etapa pro-
vee no sólo el orden del modelo, sino también una iniializaión apropiada para la
etapa de renamiento. Con la lasiaión iniial omo punto de partida y el algorit-
mo CEM (Celeux y Govaert, 1992), se obtiene la lasiaión nal y la estimaión de
los parámetros. Finalmente, un ltro de moda se aplia en la imagen lasiada para
suavizar la imagen nal. En las siguientes seiones se detallará el funionamiento
de ada etapa. En Algoritmo 1 se presenta el pseudoódigo del algoritmo.
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Algoritmo 1 Pseudoódigo del algoritmo propuesto
1: Iniializaión:
Elegir Kmax y Kmin.
Etiquetar aleatoriamente para Kmax lases.
2: Seleión de modelo:
para K ← Kmax, Kmin
 Calular θˆ para el CGMM de K lases mediante EM.
 Realizar la lasiaión MAP para el etiquetado.
 Evaluar BICK .
 Realizar el proeso de fusión.
n para
KEM ← argmı´n{BICK}.
Etiquetado Óptimo ← etiquetas para KEM.
3: Renamiento:
Apliar CEM a los datos, para CGMM de KEM lases y etiquetado Óptimo
omo iniializaión.
Reduir el número de lases a KCEM ≤ KEM si es neesario.
Estimado del modelo ← θˆ.
Imagen etiquetada resultante ← imagen etiquetada.
4: Suavizado:
Apliar ltro de moda.
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4.3.1. Iniializaión
Iniialmente, se eligen un máximo y un mínimo número de lases, Kmax y Kmin.
A pesar de que es reomendable que esta eleión se haga en base a informaión
previa del terreno, esto no es un requerimiento ya que puede elegirse Kmin = 1 y
Kmax igual a la antidad de datos. Sin embargo, esto resulta muy ostoso en términos
de memoria y tiempo de ómputo.
Siendo un algoritmo no supervisado, no se requiere etapas de entrenamiento.
Iniialmente hay Kmax lases diferentes. Cada dato es aleatoriamente asignado a
una lase estableiendo su etiqueta a ualquiera de las Kmax lases.
Aunque arbitrario, este simple esquema de iniializaión es suiente para que
el algoritmo alane la onvergenia, haiendo inneesario un proedimiento de ini-
ializaión más ompliado.
4.3.2. Seleión del modelo
Dado un onjunto de datos SAR, interesa desribirlo on un CGMM de mínima
omplejidad que mantenga toda la informaión relevante. Es deir, se debe determi-
nar el mínimo número de lases (lo que supone el mínimo número de parámetros)
que se ajusta al onjunto de datos. Este proeso, llamado seleión de modelo, se
realiza iterativamente: se estiman los parámetros para las K lases y se evalúa el
ajuste del modelo a los datos. Luego, se redue el número de lases a K − 1 y se re-
alula el ajuste. Esto se repite desde Kmax a Kmin, utilizando el algoritmo EM para
la estimaión de parámetros y BIC para evaluar el ajuste. El modelo que minimiza
el BIC es seleionado. La reduión del número de lases se realiza fusionando dos
lases landidatas en una sola, en ada paso. En esta seión se desribe los funda-
mentos del algoritmo EM, el álulo de BIC, la seleión de las lases andidatas y
el proeso de fusión.
El algoritmo EM
El algoritmo EM soluiona el problema de estimaión de máxima verosimilitud
utilizando un enfoque iterativo de dos etapas: la primera donde el número de va-
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riables se redue mediante promediado estadístio, de modo que en la segunda el
problema de maximizaión original se onvierte en uno más senillo de resolver.
Debido a la omplejidad del modelo de mezlas gaussiano, no existe soluión on
expresión errada para la estimaión de máxima verosmilitud de los parámetros θ.
En lugar de ello, EM maximiza la funión Q(θ/θ
′
) =∑N
i=1Eyi|ki;θ′[log(fki,yi;θ
′ (ki,yi; θ))] en ada iteraión, on el mínimo error uadrá-
tio medio. En la última expresión θ
′
es el estimado del vetor de parámetros alu-
lado en la iteraión previa, fki,yi;θ(·) es la funión de densidad onjunta de los datos
ompletos (Dempster et al., 1977) y Eyi|ki;θ′[·] es el operador esperanza ondiio-
nal. Puede demostrarse que la seuenia θ(l) hae reer la funión de verosimilitud
tal que uando se alanza la onvergenia (entendida omo ambios suientemente
pequeños en la funión de verosimilitud) en la iteraión L-ésima, resulta θ(L) = θˆ
(MLahlan y Krishnan, 2008, p. 81).
El algoritmo EM onsiste en dos pasos prinipales:
1) Paso E: Calular Q(θ/θ(l−1)) usando el estimado previo θ(l−1).
2) Paso M: Calular
θ(l) = argma´x
θ
Q(θ/θ(l−1)).
La estrutura del proeso iterativo es el siguiente:
a) Iniializar el algoritmo apropiadamente, de manera que el primer estimado θ(0)
pueda ser alulado. En el algoritmo presentado, θ(0) se alula en base a la
asignaión de píxeles en la etapa de iniializaión.
b) Repetir los pasos M y E hasta que
ln(L(θ(l);k1, . . . ,kN))− ln(L(θ(l−1);k1, . . . ,kN)) ≤ ǫ.
Suponiendo el modelo desripto en (4.1), la iteraión l-ésima resulta:
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Paso E:
Q(θ/θ(l−1)) =
N∑
i=1
K∑
j=1
γ
(l)
ij log(ωjfj(ki, θj)), (4.2)
γ
(l)
ij =
ω
(l−1)
j fj(ki, θ
(l−1)
j )∑K
r=1 ω
(l−1)
r fr(ki, θ
(l−1)
r )
. (4.3)
Paso M:
ω
(l)
j =
∑N
i=1 γ
(l)
ij
N
, (4.4)
µ
(l)
j =
∑N
i=1 γ
(l)
ij ki∑N
i=1 γ
(l)
ij
, (4.5)
Σ
(l)
j =
∑N
i=1 γ
(l)
ij (ki − µ(l)j )(ki − µ(l)j )H∑n
i=1 γ
(l)
ij
. (4.6)
La E. (4.3) alula la probabilidad a posteriori de que el dato i perteneza a j-
ésima lase, en la iteraión l. Las Es. (4.4) a (4.6) son el resultado de la maximizaión
para ada parámetro en la iteraión l-ésima.
Clasiaión MAP
Después de que EM alanza la onvergenia se realiza la lasiaión MAP.
Siendo L la iteraión en que onverge EM, entones para ada dato i, se analiza
γ
(L)
ij para todas las K lases. La lasiaión se realiza asignando (etiquetando) el
i-ésimo dato a la k-ésima lase si γ
(L)
ik > γ
(L)
ij , para k 6= j, j = 1, . . . , K.
Luego del paso de iniializaión donde ada píxel fue asignado a una de las Kmax
lases, el primer estimado θ(0) para Kmax lases puede alularse utilizando (4.4) a
(4.6) (en este punto, γij se omporta omo una funión indiadora: γij = 1 si el píxel
i pertenee a la lase j, y γij = 0 en aso ontrario), permitiendo a EM omenzar su
proeso iterativo. Una vez alanzada la onvergenia luego de la iteraión LKmax , se
obtiene el estimado θ(LKmax ), es deir, el CGMM está araterizado ompletamente
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para Kmax lases. Además, ada dato queda etiquetado indiando a qué lase fue
asignado.
Después de la evaluaión del modelo mediante BIC, se aplia un proeso de fusión
(expliado luego) para reduir el número de lases en uno. Se alula un nuevo vetor
θ para Kmax−1 lases, basado en θ(LKmax ). Luego se aplia EM nuevamente on este
nuevo vetor θ omo iniializaión para alular el CGMM para las Kmax−1 lases.
Este proeso se repite hasta que se alanza Kmin lases. De esta manera resulta una
seuenia {BICK}, K = Kmax, . . . , Kmin y una lasiaión (datos etiquetados) para
ada valor de K. El orden del modelo es entones seleionado omo el K para el
ual {BICK} es mínimo, y se lo denota KEM. Los datos etiquetados y KEM son
utilizados omo iniializaión en el paso de renamiento.
Criterio de Informaión Bayesiano
Dado el onjunto de datos SAR y el CGMM propuesto, resulta de interés uántas
omponentes gaussianas son neesarias para desribirlo. Desde el punto de vista de
la funión de verosimilitud, uantas más omponentes ontenga el modelo, mejor
se ajustará éste a los datos, ya que su valor máximo aumenta. Sin embargo, de-
masiadas omponentes pueden sobreestimar el número de araterístias diferentes
del terreno. BIC evalúa la probabilidad a posteriori de que los datos hayan sido
generados por un modelo espeío, dados los datos observados. Esto resulta en una
expresión donde la funión de verosimilitud logarítmia se penaliza por un término
que tiene en uenta el número de parámetros a estimar (Konishi y Kitawa, 2008).
En onseuenia, el modelo óptimo seleionado para los datos observados es el que
maximiza diha probabilidad a posteriori. BIC se dene omo el logaritmo natu-
ral de diha probabilidad multipliado por −2, de manera que se transforma en un
problema de minimizaión.
La etapa de seleión de modelo proporiona Kmax−Kmin+1 diferentes modelos,
ada uno desripto por su propio vetor de parámetros. Para evaluar el ajuste del
modelo a los datos, BIC se alula omo
BIC = −2L(θ;k1, . . . ,kN) + p ln(N), (4.7)
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donde L(θ;k1, . . . ,kN) es la funión de verosimilitud logarítmia, θ es el vetor
de parámetros y p es la dimensión. En este aso, L(θ;k1, . . . ,kN) es el logaritmo
natural del produto
∏N
i=1 f(ki; θ). En un CGMM on K lases y datos k ∈ Cd,
hay K matries de ovarianza Hermítias de dimensión d× d, K vetores de media
de d elementos y K fatores de peso ωj. Esto resulta en p = (2d
2 − d + 1)K − 1
parámetros reales. En este aso, d = 3, entones p = 16K − 1.
Fusión de lases
Durante la etapa de seleión de modelo, el número de lases debe ser reduido
progresivamente. Después de ompletar ada ilo de estimaión EM, se seleionan y
fusionan dos lases ombinando sus parámetros (fatores de peso, medias y matries
de ovarianza) para formar una nueva lase. Esta nueva lase y las restantes que
no partiiparon del proeso de fusión, onforman el modelo reduido utilizado omo
iniializaión por el siguiente ilo de estimaión EM. Con el objeto de no afetar
drástiamente el ajuste logrado en la etapa previa, las lases a fusionar deben ser
elegidas de manera que el nuevo CGMM mantenga la mayor la similitud estadístia
posible on el previo CGMM. Para esta tarea se utiliza el método propuesto en
Runnalls (2007), donde el autor trata el problema de fusionar dos omponentes
gaussianas de una mezla utilizando la divergenia de Kullbak-Leibler (KL). Por
ompletitud, seguidamente se explia los fundamentos del método.
Para enfatizar su dependenia on ada parámetro, se denotará on (ωi,µi,Σi) y
(ωj,µj ,Σj) a las omponentes fi(k; θi) y fj(k; θj) de (4.1), respetivamente. La fu-
sión de las omponentes i y j resultan en una nueva omponente gaussiana fij(k; θij),
uyos parámetros (ωij,µij ,Σij) deben determinarse. Una manera adeuada de on-
seguirlo es manteniendo los momentos de orden ero, uno y dos on los que ambas
omponentes ontribuyen a la mezla, de la siguiente manera:
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ωij = ωi + ωj, (4.8)
µij = ωiµi + ωjµj, (4.9)
Σij =
1
ωij
[ωiΣi + ωjΣj +
ωiωj
ωij
(µi − µj)(µi − µj)H ]. (4.10)
Por otro lado, una forma natural de alular la similitud estadístia (o la falta de
ella) entre dos distribuiones, es la divergenia KL. Si f1(k) y f2(k) son dos funiones
de densidad de probabilidad en Rd, la divergenia KL de f2(k) desde f1(k) se dene
omo:
dKL(f1, f2) =
∫
Rd
f1(k) log
f1(k)
f2(k)
dk. (4.11)
Claramente dKL(f1, f2) ≥ 0, y dKL(f1, f1) = 0. Cuanto mayor es dKL(f1, f2),
menos similares son f1(k) y f2(k). Cuando f1(k) ∼ CN(µ1,Σ1) and f2(k) ∼
CN(µ2,Σ2) son densidades gaussianas omplejas, la divergenia KL tiene la ex-
presión errada:
dKL(f1, f2) =
1
2
tr[Σ−12 (Σ1 + Σ2 + (µ1 − µ2)(µ1 − µ2)H)]
+
1
2
log
|Σ2|
|Σ1| . (4.12)
En el aso de CGMM, no existe forma errada para la expresión de la divergenia
KL. Sin embargo, en Runnalls (2007) se alula una ota superior para la divergenia
del modelo CGMM. Esta ota provee una medida de similitud entre modelos CGMM
antes y después de la fusión. En el itado trabajo, el autor muestra que al fusionar
las omponentes fi(k; θi) y fj(k; θj) de la muestra para formar un CGMM reduido,
la divergenia KL del nueva CGMM on respeto al original está aotada, y la ota
puede alularse. En otras palabras, la ota superior de la divergenia KL de la
mezla luego de la fusión respeto de la mezla antes de la fusión de fi(k; θi) y
fj(k; θj), denotada Bdiv((ωi,µi,Σi), (ωj,µj,Σj)), resulta:
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Bdiv((ωi,µi,Σi), (ωj,µj,Σj)) (4.13)
=
1
2
[(ωi + ωj) log |Σij| − ωi log |Σi| − ωj log |Σj |].
Esta expresión, que resulta independiente de las medias, provee un método para
elegir las omponentes a ser fusionadas. Evaluando (4.13) para ada par de ompo-
nentes en la mezla, se eligen los omponentes i y j tales que Bdiv((ωi,µi,Σi), (ωj,µj,Σj))
es mínimo. Los parámetros del nuevo omponente estarán dados por las Es. (4.8) a
(4.10).
4.3.3. Renamiento
Luego de la etapa de seleión de modelo, se aplia un proeso de renamiento
para mejorar la lasiaión. Un método basado en el algoritmo EM, denominado
CEM, se aplia a los datos tomando omo iniializaión los datos etiquetados para
las KEM lases aluladas en la etapa anterior.
El algoritmo CEM se basa en los mismos prinipios que EM, pero inorpora
un paso de lasiaión (paso C) entre los pasos E y M. Después de alular (4.3)
en el paso E, el paso C onsiste en asignar el i-ésimo dato a la k-ésima lase si
γik > γij, para k 6= j, j = 1, . . . , K. Es deir, onsiste en realizar la lasiaión
MAP inmediatamente después del paso E en ada iteraión. La diferenia respeto
de EM onvenional onsiste en que los parámetros de ada lase alulados en el
paso M son estimados utilizando los datos perteneientes a esa lase en partiular,
omo sigue:
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ω
(l)
j =
N
(l)
j
N
, (4.14)
µ
(l)
j =
∑
k∈ lase j k
N
(l)
j
, (4.15)
Σ
(l)
j =
∑
k∈ lase j(k − µ(l)j )(k − µ(l)j )H
N
(l)
j
, (4.16)
donde N
(l)
j = #{k ∈ lase j} es el número de datos perteneientes a la lase j
en la iteraión l. Puede demostrarse (Celeux y Govaert (1992), Prop. 2) que CEM
onverge a un punto rítio de la funión de verosimilitud si los parámetros están
bien denidos. Y más aún, puede alanzar el máximo siendo iniializado on los
parámetros estimados por EM de la etapa previa.
En la mayoría de los asos luego de apliar CEM, se observó que algunas de
las KEM lases ontenían un número bajo de píxeles, indiando la neesidad de una
reduión adiional en el número de lases. La razón es que, al ontrario que en
el proeso de fusión, la lasiaión CEM no ontempla la estrutura global de los
datos. Para evitar las lases no relevantes, se permite que CEM reduza el número de
lases omo sigue. Si el número de miembros de una lase se vuelve no signiante en
ualquier paso de la lasiaión, sus píxeles son reasignados aleatoriamente al resto
de las lases, se redue aordemente el número de lases y la estimaión ontinúa
on el nuevo número de lases. Se delara que el número de miembros de una lase
es no signiante uando es menor a veinte vees el número de parámetros a estimar
para esa lase. Esto evita tener que estimar los parámetros de una lase sobre la que
no se tiene suiente informaión.
Luego de alanzar la onvergenia, CEM proporiona los fatores de peso, medias
y matries de ovarianza estimados de lasKCEM ≤ KEM lases del CGMM, junto on
la lasiaión (datos etiquetados) utilizada para mostrar gráamente el resultado
en una imagen.
Dado que CEM es un algoritmo basado en EM, su uso inmediatamente después
del paso de seleión de modelo donde ya se había apliado EM puede pareer
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de utilidad uestionable. Sin embargo, los resultados obtenidos muestran que una
vez estableido el orden del modelo, CEM logra mejores lasiaiones que EM
onvenional. Esto se debe a que CEM realiza una lasiaión de los píxeles dura,
mientras que EM realiza una lasiaión blanda por medio del parámetro γij . Por
otro lado, CEM no podría utilizarse diretamente en la etapa de seleión de modelo
debido a dos razones prinipales: es muy sensible al punto de iniializaión y los
estimados que provee no son los de máxima verosimilitud requeridos para el álulo
de BIC.
4.3.4. Suavizado
Luego de la lasiaión CEM, la imagen lasiada puede apareer ruidosa,
on grupos de píxeles on etiquetas diferentes a las de los píxeles veinos. Este
efeto es una araterístia onoida de los algoritmos basados en MLE uando no
se utiliza la informaión de píxeles veinos en el proeso de estimaión. Se propone
entones apliar un ltro no lineal de moda a los datos etiquetados, para mejorar la
visualizaión de los resultados.
Teniendo la imagen lasiada, se dene una ventana de ltrado de h×w píxeles,
on h y w impares por onvenienia. El suavizado se realiza asignando a ada píxel
en la posiión [i, j] el valor de la moda de las etiquetas dentro de la ventana del
ltro, uando ésta está entrada en [i, j]. El nuevo valor del píxel aún pertenee
a {1, . . . , KCEM} debido a la operaión moda, y un pequeño grupo de píxeles son
re-etiquetados, reando una imagen más suave. Como ontraparte, la resoluión de
la lasiaión puede verse reduida en la frontera entre lases. El ompromiso entre
resoluión y nivel de suavizado se resuelve heurístiamente estableiendo el tamaño
de ventana, ya que ambos requerimientos son dependientes de la apliaión. En aso
que dentro de la ventana existan diferentes lases on la misma antidad de píxeles,
el píxel analizado se asigna aleatoriamente a una de las lases involuradas. En este
trabajo se ha utilizado h = w = 5.
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4.4. Desempeño on datos simulados
En esta seión se presenta el desempeño del algoritmo propuesto uando se lo
aplia a datos simulados, y la omparaión de los resultados on los obtenidos por el
onoido lasiador Wishart (Lee et al., 1999). Vale la pena notar que la eleión de
un algoritmo para omparar resultados no es una tarea senilla, a pesar de la gran
variedad de algoritmos disponibles. Se ha elegido el algoritmo de Wishart en base
a los siguientes argumentos: es ampliamente utilizado en la bibliografía, el modelo
gaussiano omplejo está ligado a la densidad Wishart para matries de ovarianza
muestrales omo las que se usan en el algoritmo propuesto y, nalmente, se trata de
un algoritmo no supervisado e iterativo omo el que se propone.
Debido a que los datos utilizados en esta seión son simulados, onoemos el
terreno verdadero (ground truth), por lo que podemos utilizar la matriz de onfusión
y el estadístio kappa para omparar resultados.
4.4.1. Datos Simulados
Para evaluar el algoritmo, se simuló un terreno (terreno verdadero simulado) u-
yos datos SLC reibidos se desriben mediante la E. (4.1). La esena es una imagen
de 200 × 200 píxeles formada por seis zonas on diferente araterístias de dis-
persión, ada una respresentada por una omponente gaussiana ompleja fj(k; θj),
j = 1, . . . , 6. La Fig. 4.1(a) muestra la esena simulada y la Tabla 4.1 muestra los
parámetros que desriben ada zona. Cada matriz de ovarianza pertenee a una
región diferente del plano H/α (Cloude y Pottier, 1997) para simular realizaiones
provenientes de meanismos de dispersion diferentes. Los fatores de peso ω resultan
de la proporión de píxeles perteneientes a ada zona sobre la antidad de píxeles
total. Todas las zonas se simularon on media nula.
Debe notarse que las zonas superior e inferior de la Fig. 4.1(a) tienen el mis-
mo olor, representando el mismo tipo de terreno. Lo mismo aplia para las zonas
del extremo dereho e izquierdo. La 4.1(b) es una imagen olor RGB de los datos
simulados SLC de la esena, donde ada olor representa la ontribuión de ada
omponente polarimétria.
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(a) (b)
Figura 4.1: Datos Simulados. (a) Terreno verdadero. (b) Datos SLC. Rojo:|HH-VV|.
Verde:|HV+VH|. Azul:|HH+VV|.
4.4.2. Resultados
Se aplió el algoritmo propuesto a los datos SLC simulados, on Kmax = 10 y
Kmin = 2. La Fig. 4.2 muestra los resultados de la etapa de seleión de modelo y
la Fig. 4.2(a) muestra el valor BIC de auerdo a la reduión del número de lases.
Puede observarse que BIC toma el mínimo valor para K = 6, que es el número
de lases verdadero. El algoritmo establee KEM = 6 omo óptimo y almaena los
orrespondientes datos etiquetados. La Fig. 4.2(b) muestra la imagen etiquetada.
La etapa de renamiento aplia CEM on KEM = 6 a los datos etiquetados ob-
tenidos en la etapa previa. La 4.3(a) muestra la imagen etiquetada resultante, muy
similar a 4.2(b). El número de lases no fue reduido (es deir, KCEM = KEM = 6)
porque la etapa anterior proveyó una iniializaión muy erana a la óptima para el
algoritmo CEM, lo que produjo una poa antidad de píxeles re-etiquetados. Final-
mente, la Fig. 4.3(b) muestra el resultado nal luego de la apliaión del suavizado.
Como se menionó anteriormente, se aplió el algoritmo Wishart a los datos SLC
simulados para K = 6 e iniializaión aleatoria 1. En la simulaiones se utilizó una
1
Se observó que el resultado nal es independiente de la iniializaión, debido al proesamiento
de múltiples observaiones.
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Tabla 4.1: Parámetros del terreno simulado
Zona Σ ω Plano H/α
Zona 1

 0,907 −0,040 + j0,027 0,001 + j0,169−0,040− j0,027 0,043 0,006 − j0,010
0,001 − j0,169 0,006 + j0,010 0,050

 0,2442 región 8
Zona 2

 0,339 0,005 + j0,253 −0,141 + j0,0370,005− j0,253 0,408 −0,031 + j0,119
−0,141 − j0,037 −0,031− j0,119 0,253

 0,2512 región 4
Zona 3

 0,374 −0,048− j0,044 0,461 − j0,060−0,048 + j0,044 0,018 −0,050 + j0,062
0,461 + j0,060 −0,050− j0,044 0,609

 0,1203 región 9
Zona 4

 0,105 −0,045 + j0,208 0,053 + j0,029−0,045− j0,208 0,775 0,113 − j0,156
0,053 − j0,029 0,113 + j0,156 0,120

 0,1257 región 7
Zona 5

 0,434 0,218− j0,012 0,071 − j0,2250,218 + j0,012 0,322 0,030 − j0,112
0,071 + j0,225 0,030 + j0,112 0,244

 0,1221 región 5
Zona 6

 0,396 0,146− j0,046 0,311 + j0,0020,146 + j0,046 0,187 0,126 + j0,105
0,311− j0,002 0,126− j0,105 0,417

 0,1365 región 6
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Figura 4.2: Resultado de la seleión de modelo. (a) Valor BIC, (b)Imagen etiquetada
para K = 6 lases.
matriz de ovarianza de 25 observaiones, obtenidas mediante el promediado de kkH
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(a) (b)
Figura 4.3: Resultados para datos simulados. (a) Renamiento, (b) Suavizado.
on una ventana de 5 × 5. La Fig. 4.4 muestra la imagen etiquetada on las seis
lases identiadas.
Los olores en las lasiaiones resultantes de las Figs. 4.3(b) y 4.4 no indian
araterístias partiulares, sólo indian la estrutura de la lasiaión y el número
de lases.
Figura 4.4: Clasiaión Wishart.
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4.4.3. Desempeño
Un análisis ualitativo de las Figs. 4.3(b) y 4.4 muestra que los dos métodos
identian exitosamente la estrutura de la imagen original. En los resultados del
algoritmo Wishart, los píxeles mal lasiados se loalizan era de los bordes de las
lases donde la resoluión fue degradada por el proesamiento de multiples obser-
vaiones. Por otro lado, los bordes son bien preservados por el algoritmo propuesto,
pero presenta un etiquetado más ruidoso en las zonas ino y seis.
Se aluló la matriz de onfusión y el estadístio kappa para ambas lasiaiones
en base al terreno original simulado de la Fig. 4.1(a) omo terreno verdadero. Las
Tablas 4.2 y 4.3 muestran las matries resultantes y la Tabla 4.4 muestra los índies
de desempeño orrespondientes.
Tabla 4.2: Matriz de onfusión para el algoritmo propuesto.
Algoritmo Propuesto
z1 z2 z3 z4 z5 z6
T
e
r
r
e
n
o
v
e
r
d
.
z1 10040 0 1 9 0 0
z2 0 9754 1 0 0 12
z3 82 438 4759 113 14 56
z4 20 130 0 4799 1 77
z5 57 18 0 10 4783 16
z6 0 0 0 0 0 4810
Tabla 4.3: Matriz de onfusión para el lasiador Wishart
Clasiador Wishart
z1 z2 z3 z4 z5 z6
T
e
r
r
e
n
o
v
e
r
d
.
z1 9956 0 94 0 0 0
z2 6 9022 738 0 1 0
z3 61 138 5217 2 44 0
z4 158 1 230 4600 38 0
z5 24 0 65 0 4795 0
z6 0 0 532 0 7 4271
Las las en las matries de onfusión indian las lases verdaderas presentes en
los datos, mientras las olumnas indian las lases identiadas por los algoritmos.
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Tabla 4.4: Índies de desempeño
Índie
Algoritmo
Propuesto Wishart
Exatitud general 0.9736 0.9465
Estadístio kappa 0.9675 0.9343
El elemento (i, j) india el número de píxeles de la lase i que el algoritmo asignó a
la lase j. Una lasiaión perfeta produe una matriz de onfusión diagonal. Por
lo tanto, la exatitud general se mide on la razón entre la traza y el número total
de píxeles.
El índie kappa ∈ [0, 1] mide el nivel de onordania entre la lasiaión logra-
da on un determinado proedimiento y el terreno verdadero. Este índie no está
afetado por el sesgo produido por el tamaño de las lases. Cuanto mayor es el
índie, mayor es el nivel de onordania.
El alto valor de kappa alanzado por el algoritmo propuesto india que presenta
un nivel de onordania on el terreno verdadero levemente superior al resultado
Wishart.
Estos resultados sugieren que el esquema de lasiaión propuesto supera en
desempeño al método de Wishart porque obtiene una mejor matriz de onfusión y
un mejor índie kappa.
4.5. Desempeño on datos reales
En esta seión se aplia el algoritmo propuesto a datos SAR SLC reales. Se
utiliza un área de 200 × 200 píxeles (Fig. 4.5) extraída de un onjunto de datos de
1750×1000 píxeles de la misión EMISAR (Fig. 4.6), disponible en la página web de
la Agenia Espaial Europea (ESA) (European Spae Ageny, 2014).
4.5.1. Resultados
La Fig. 4.7 muestra los valores BIC de la etapa de seleión de modelo. El mínimo
se alanza en KEM = 6 indiando que se neesitan seis lases para desribir los datos.
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Figura 4.5: Area de interés. Red:|HH-VV|. Green:|HV+VH|. Blue:|HH+VV|.
Figura 4.6: Imagen EMISAR ompleta apaisada. El reuadro rojo india el área
extraída.
La Fig. 4.8(a) muestra los datos etiquetados después de la etapa de renamiento. El
algoritmo CEM redue aún más el número de lases de KEM = 6 a KCEM = 4. En
la Fig. 4.8(b) se observa el etiquetado nal luego del suavizado. EL algoritmo Wis-
hart también fue apliado al mismo onjunto de datos on uatro lases iniializado
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aleatoriamente, on un promediado de 5× 5 píxeles. Los resultados se muestran en
la Fig. 4.9.
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Figura 4.7: Valor BIC para datos reales.
(a) (b)
Figura 4.8: Resultados para datos reales. (a) Renamiento, (b) Suavizado.
80 Clasiaión para datos homogéneos
Figura 4.9: Clasiaión Wishart para datos reales.
4.5.2. Desempeño
En el aso de datos reales, no es posible evaluar el desempeño de los algoritmos
on la matriz de onfusión debido a que no se dispone del terreno verdadero. Por lo
tanto, debe utilizarse una medida de similitud basada en los datos originales y en la
imagen etiquetada úniamente. Respeto de este punto, en Davies y Bouldin (1979)
los autores denen una medida de similitud promedio r de una imagen segmentada
que puede utilizarse para diho propósito.
Denotando on si la dispersión de la lase i y on mij la distania entre entros
de las lases i y j, la razón rij = (si+sj)/mij es una medida de similitud estadístia
entre las lases i y j. La similitud promedio se dene omo:
r =
1
K
K∑
i=1
ma´x
j 6=i
rij . (4.17)
Cuanto menor es la similitud promedio r, mayor es la separaión entre las lases.
Dadas dos lasiaiones A y B on índies rA y rB respetivamente, se establee
que A es mejor que B de auerdo a este índie si rA < rB.
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Las deniiones de si y mij dependen de ada apliaión en partiular. En el
presente trabajo se utilizan las siguientes deniiones:
mi =
1
ni
∑
k ∈ lass i
ki, (4.18)
si =
√
1
ni
∑
k ∈ lass i
(ki −mi)H(ki −mi), (4.19)
Covi =
1
ni
∑
k ∈ lase i
(ki −mi)(ki −mi)H , (4.20)
mij =
‖Covi − Covj‖F
‖Covi‖F ‖Covj‖F , (4.21)
donde ni es el número de elementos en la lase i, ‖ · ‖F representa la norma de
Frobenius y mij es la distania normalizada entre matries de ovarianza de los
datos en las lases i y j.
El índie r se aluló para el método propuesto y el Wishart, para K = KCEM
lases. La Tabla 4.5 muestra los resultados de r, el valor máximo de dispersión smax
y la mínima distania entre lases mmin para ada lasiaión.
Tabla 4.5: Medida de similitud
Índie
Algoritmo
Propuesto Wishart
smax 0.3302 0.3655
mmin 0.5728 0.5898
r 0.2430 0.3801
4.6. Disusión
El algoritmo propuesto resuelve exitosamente la lasiaión de imágenes SAR
polarimétrias donde el modelo omplejo gaussiano aplia, es deir, para objetivos
homogéneos.
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Los resultados obtenidos para datos simulados y reales muestran que su desem-
peño es mejor que el orrespondiente al algoritmoWishart en términos de alidad de
lasiaión. Sin embargo, la omparaión se realizó prinipalmente para orroborar
la validez del algoritmo propuesto.
Vale la pena notar que se ha probado el desempeño de la lasiaión por om-
paraión on el algoritmo de Wishart para un número jo de lases KCEM.
Respeto de la habilidad de identiar el número apropiado de lases on datos
reales, se ha implementado el proeso de fusión sugerido Cloude y Pottier (1997)
para el algoritmo Wishart, y la optimizaión BIC omo en el algoritmo propuesto.
Sin embargo, se notó que el número óptimo de lases estimado por ada algoritmo no
onordaba en todas los onjuntos de datos probados, por lo que no fue posible rea-
lizar una omparaión justa y onable. Debido a que no se dispone de informaión
de terreno verdadero para datos reales, no es posible probar el algoritmo presentado
rigurosamente en ese sentido. Alternativamente, se proedió de la siguiente forma.
El algoritmo se aplió sobre tres onjuntos de datos SLC RADARSAT-2
2
, donde las
lases presentes son visualmente distinguibles. Se denió en ada una, una zona de
ontrol para ada lase presente, bajo la suposiión de que en ada zona sólo hay
datos de la lase representada. Esto permite denir un terreno verdadero ompuesto
por dihas zonas de ontrol y evaluar el desempeño on la matriz de onfusión y los
índies asoiados.
La Fig. 4.10 muestra los resultados. Las imágenes de la izquierda muestran la
esena de ada onjunto, on la deniión de las zonas de ontrol en ada aso. A
la izquierda, se muestra el resultado de ada lasiaión. Se observa que en todos
los asos, el algoritmo fue apaz de identiar el número orreto de lases y la
estrutura de la esena.
En las Tablas 4.6 a 4.8 guran los resultados de la evaluaión de desempeño, mos-
trando una alta onordania entre el terreno verdadero y la lasiaión onseguida,
en los tres asos. Estas pruebas maniestan la habilidad del algoritmo propuesto de
identiar la antidad orreta de lases en una esena.
2
Disponibles en http://gs.mdaorporation.om/SatelliteData/Radarsat2/SampleDataset.aspx
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Tabla 4.6: Desempeño para imagen de San Franiso
Clasiaión Índies
ediado vegetaion mar exatitud kappa
T
e
r
r
.
ediado 1653 1319 15
0.8565 0.7803vegetaión 0 2857 143
mar 0 2 4398
Tabla 4.7: Desempeño para imagen del Estreho de Gibraltar
Clasiaión Índies
vegetaion mar exatitud kappa
T
e
r
.
vegetaión 39005 102
0.9966 0.9932
mar 1 39269
El algoritmo presentado resulta adeuado para apliaiones donde es neesario
aeder a informaión embebida en el momento de segundo orden de los datos. Por
ejemplo, podría utilizarse para identiaión de objetivos on estrutura onoida.
Respeto de este punto, en Hohwald y Nehorai (1995) se presenta una relaión
entre polarizaión y la matriz de ovarianza, relaionando la matriz on un tipo
de objetivo. El osto omputaional para determinar el orden de modelo lleva a
expresar los datos polarimétrios on un CGMM de mínima omplejidad, sin utilizar
informaión previa. Esto sugiere que el método propuesto podría utilizarse omo
iniializaión de otros algoritmos de lasiaión.
4.7. Conlusiones
Se ha presentado el desarrollo de un algoritmo de lasiaión no supervisado
para datos SAR SLC, basado en un modelo CGMM. El algoritmo fue apliado
exitosamente para datos SAR simulados y reales. Los resultados fueron omparados
on aquellos obtenidos por el algoritmo Wishart por medio la matriz de onfusión y
el estadístio kappa para datos simulados, y por medio de una medida de dispersión
para datos reales. El algoritmo propuesto se desempeñó mejor en términos de esos
índies. A pesar de que no se utilizó ltrado de spekle ni informaión de píxeles
veinos, produjo lasiaiones orretas sin utilizar informaión previa omo el
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Tabla 4.8: Desempeño para imagen de Flevoland
Clasiaión Índies
bosque sembrado pasto exatitud kappa
T
e
r
r
.
bosque 1999 1 0
0.9936 0.9887sembrado 0 750 0
pasto 20 1 654
número de lases o zonas de entrenamiento. Además, se ha probado el algoritmo
propuesto en varias imágenes, no mostradas en este trabajo. Los índies alulados
resultaron similares o mejores que los orrespondientes al algoritmoWishart en siete
de diez asos, lo que paree favoreer a al método propuesto.
En el siguiente apítulo se abordará la lasiaión de datos no homogéneos,
donde el modelo gaussiano debe abandonarse para onsiderar la textura. Sin embar-
go, se mantendrá el enfoque del modelo de mezlas de densidades y el método EM
para el desarrollo de un lasiador no supervisado.
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(a) San Franiso. Zonas de interés: ediado, vegetaión, mar.
(b) Estreho de Gibraltar. Zonas de interés: vegetaión, mar.
() Flevoland. Zonas de interés: bosque, sembrado , pasto
Figura 4.10: Imágenes RADARSAT-2. Izquierda: zonas de interés. Dereha: lasi-
aión.
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Capítulo 5
Clasiaión para datos no-homogéneos
5.1. Introduión
La lásia densidad de Wishart basada en el modelo omplejo gausssiano de los
oeientes de dispersión desribe orretamente areas homogéneas sin textura on
spekle ompletamente desarrollado. El onoido método de lasiaión no super-
visado presentando en Lee et al. (1999) está basado en la menionada distribuión
y usa la desomposiión H/α Cloude y Pottier (1997) omo iniializaión. Sin em-
bargo, la reiente resoluión alanzada por los atuales SAR debido a la ontinua
mejora de la tenología provoa que los modelos lásios no siempre se ajusten a los
datos medidos. Por lo tanto, surge la neesidad de utilizar modelos más omplejos
para interpretar las observaiones.
A este respeto, en Frery et al. (1997) los autores han desarrollado la familia
de distribuiones G, apaz de desribir datos altamente heterogéneos. Sin embargo,
la versatilidad del modelo G tiene omo ontraparte la diultad en la estimaión
de sus parámetros. En Horta et al. (2008b) los autores proponen una mezla de
densidades G0p y el método SEM para lasiar datos SAR polarimétrios, utilizando
el método de los momentos para estimar sus parámetros. En Horta et al. (2008a) su
trabajo es extendido on el estudio de diferentes iniializaiones.
En este apítulo se propone la utilizaión del método EM para la lasiaión
de datos SAR polarimétrios modelados on mezla de densidades G0p . Se trata de
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un método iterativo no supervisado donde sólo se informa al algoritmo el ENL de
la imagen. No requiere ninguna informaión adiional para su iniializaión. Debido
a que se utiliza el mismo modelo de datos y un enfoque basado en EM omo en
Horta et al. (2008b), el presente algoritmo puede onsiderarse omo su extensión no
supervisada que provee los estimados de máxima verosimilitud de las matries de
ovarianza y de los parámetros de forma y esala.
5.2. Modelo de Datos
Como se vio en apartados anteriores, los datos SAR se onstruyen a partir de la
señal de retorno que está relaionada on las propiedades dielétrias de la super-
ie. Los datos polarimétrios del SAR monoestátio se forman mediante el vetor
de objetivo k = [shh
√
2shv svv]. En áreas homogéneas el vetor de objetivo k se
desribe por la densidad ompleja gaussiana. Los datos asoiados de múltiples obser-
vaiones MLC, denidos omo Z =
∑n
i=1 kik
H
i /n siguen una distribuión Wishart
ompleja WC(C, n), donde C = E{kkH} es la matriz de ovarianza, n es el número
de observaiones (looks), (·)H denota transposiión y onjugaión, y E{·} india la
operaión esperanza.
En áreas no homogéneas el vetor de objetivo se desvía de la estadístia gaussia-
na. Cada dato polarimétrio Z puede ser desripto omo el produto de dos variables
aleatorias Z = XY , donde X ∈ R+ desribe la dispersión del terreno e Y ∈ C3×3
ontiene la informaión polarimétria y el spekle. Para desribir los datos MLC, se
utilizará la densidad G0p resultante (ver ap.3), que tiene la siguiente expresión:
f(Z; θ) =
nnd|Z|n−dΓ(dn− α)
h(n, d)|C|nΓ(−α)γα (ntr(C
−1Z) + γ)α−dn, (5.1)
donde θ = (α, γ, C, n), h(n, d) = πd(d−1)/2Γ(n) . . .Γ(n − d + 1) and d = 3 es el
número de polarizaiones. El parámetro α < 0 está diretamente relaionado on la
rugosidad del terreno y C desribe sus araterístias polarimétrias. Los símbolos
tr(·) y |.| indian la traza y el determinante respetivamente.
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5.2.1. Modelo de mezlas
Los datos se desriben por un modelo de mezla de K lases dado por:
f(Z,Θ) =
K∑
j=1
ωjfj(Z; θj), (5.2)
donde f1, . . . , fK son las K densidades de probabilidad dadas en (5.1). Cada lase
se desribe on un onjunto de parámetros θj = (αj, γj, Cj, nj). Los oeientes wj
indian la proporión de la j-ésima omponente en la mezla, sujetas a las restri-
iones
∑K
j=1 ωj = 1 y ωj ≥ 0, j = 1 . . .K. El vetor de parámetros de la mezla es
Θ = (ω1, . . . , ωK , θ1, . . . , θK).
5.3. Estrutura del algoritmo
El algoritmo propuesto sigue una estrategia desendente (top-down). Comienza
on una únia lase y divide el onjunto de datos iterativamente en más lases
onforme enuentra evidenia de estruturas más omplejas dentro de ellas. Esta
etapa provee una iniializaión adeuada al algoritmo EM, que estima el vetor de
parámetros de la mezla y la imagen etiquetada. Finalmente, un ltro no lineal de
moda se aplia para suavizar el resultado, omo en el algoritmo de lasiaión para
datos homogéneos.
Luego de una iniializaión trivial, prosigue la etapa de división-fusión que de-
termina la antidad de lases en el onjunto de datos. Se basa en el test de hipó-
tesis para las matries de ovarianza de distribuión Wishart propuesto en Conrad-
sen et al. (2003) y en el lasiador basado en la misma distribuión (Lee et al.,
1999). Esta etapa provee el número de lases de la mezla y la iniializaión (ima-
gen etiquetada) a la siguiente etapa. El paso de estimaión aplia el algoritmo
EM al modelo de mezlas de densidades G0p para estimar su vetor de parámetros
Θ = (ω1, . . . , ωK , θ1, . . . , θK). En la siguiente etapa se realiza la lasiaión MAP
de ada pixel en el onjunto de datos en base a los parámetros estimados. Final-
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mente, se aplia el ltrado no lineal para suvizar el resultado. El pseudoódigo del
proedimiento se presenta en Algoritmo 2.
5.3.1. Iniializaión
La iniializaión del algoritmo es muy senilla, y onsiste en asignar todos los
píxeles (datos) a una únia lase. Este es el primer paso de la estrategia desendente
para apturar la estrutura de lases.
5.3.2. División-fusión
En esta etapa se obtienen el número de lases K presentes en los datos, una parti-
ión de los datos PK y un onjunto de matries de ovarianza {M} = {M1, . . . ,MK},
que desriben ada entro de lase. La partiión PK y el onjunto de {M} =
{M1, . . . ,MK} serán utilizados omo iniializaión por la siguiente etapa. Debe no-
tarse que si bien las Mj son matries de ovarianza, no son denotadas on Cj pues
no son las matries estimadas del modelo 5.2. Las matries Mj sólo atúan omo
desriptores de lase en esta instania.
Esta etapa proede iterativamente. Suponiendo que hay KL lases y una par-
tiión PKL en la iteraión L-ésima, el lasiador Wishart se aplia a los datos de
a ada lase por separado para identiar dos sublases. Luego de alanzar la on-
vergenia, se tienen dos matries Mi1 and Mi2 omo los entros estimados de las
sublases, para ada lase Ci. Luego debe determinarse si estas dos sublases están
lo suientemente separadas estadístiamente omo para onsiderarlas dos lases
ompletamente diferentes. Para eso, se utiliza el test estadístio para matries Wis-
hart desarrollado en Conradsen et al. (2003) omo una medida de separaión entre
lases.
Se onsidera omo hipótesis nula H0 : Mi1 = Mi2 ontra la alternativa H1 :
Mi1 6= Mi2. Bajo H0 el oiente de verosimilitud resulta
logQ = n(2d log 2 + log |Mi1|+ log |Mi2| − 2 log |Mi1 +Mi2|), (5.3)
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donde n es el número equivalente de observaiones. La probabilidad de enontrar un
valor z menor a −2ρ logQ is
P{−2ρ logQ ≤ z} =P{χ2(d2) ≤ z} + wP{χ2(d2 + 4) ≤ z}−
wP{χ2(d2) ≤ z}, (5.4)
donde ρ = 1− 17/12n y w = −d2(1− 1/ρ)2/4 + 7d2(d2 − 1)/(96n2ρ2).
Dada una probabilidad de falsa alarma (PFA), se alula el umbral Λ tal que
P{−2ρ logQ ≤ Λ} = 1− PFA (5.5)
utilizando (5.4) y se ompara on Q′ = −2ρ logQ. Si Q′ ≤ Λ, se aepta H0 y la
lase no es dividida. Si Q′ > Λ, H0 se rehaza, ya que existe suiente evidenia
para suponer que las matries involuradas desriben diferentes lases. Por lo tanto,
la lase se divide de auerdo a la lasiaión Wishart y las matries Mi1 y Mi2 son
los nuevos entros de lase.
Luego de apliar este proeso de división a las KL lases, es neesario apliar
una etapa de fusión porque las sublases perteneientes a diferentes lases no fue-
ron evaluadas, y es posible que pertenezan a la misma lase. Se aplia entones
(5.3) para todas las matries que resultaron del proeso de división: Mik, Mjr ;
i, j = 1 . . .KL, i 6= j; k, r = {1, 2}. Utilizando la misma PFA, aquellos test uyos
valores resulten más pequeños que Λ, indian aeptaión de H0, es deir, perteneen
a la misma lase y son andidatos a ser fusionados. Se toma el más pequeño de
esos valores, orrespondientes a las matries más similares, y se fusionan las lases
involuradas: se re-etiquetan los píxeles on un únio valor y se alula un nuevo
entro de lase igual la media entre los entros de las lases fusionadas.
Luego de este proeso de división-fusión, resultan KL+1 lases, on KL+1 ∈
[KL, 2KL]. En la siguiente iteraión L + 1, el proeso se repite para KL+1 lases.
La etapa onluye uando KM = KM+1 = K y no hubo lases fusionadas en la
iteraión M-ésima.
Este simple proedimiento permite identiar la estrutura de lases del onjunto
de datos utilizando el número de observaiones omo la únia informaión requerida.
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El PFA atúa omo variable de ajuste, estableiendo la sensibilidad del proeso para
difereniar lases.
5.3.3. Estimaión
Para estimar el vetor de parámetros Θ del modelo de mezlas (5.2), se aplia el
algoritmo EM on K lases, partiión PK y entro de lases {M} omo iniializaión.
Los detalles del álulo se enuentran en el Apéndie 5.A. Las expresiones resultantes
para el l-ésimo paso son:
Paso E:
γ
(l)
ij =
ω
(l−1)
j fj(Zi, θ
(l−1)
j )∑K
r=1 ω
(l−1)
r fr(Zi, θ
(l−1)
r )
. (5.6)
Paso M:
ω
(l)
j =
∑N
i=1 γ
(l)
ij
N
=
N
(l)
j
N
, (5.7)
C
(l)
j =− νj
N∑
i=1
γ
(l)
ij
Zi
ntr(C
(l)
j
−1
Zi) + γj
, (5.8)
L(αj , γj, Cj) =N (l)j log(Γ(nd− αj))−N (l)j log(Γ(−αj))−N (l)j αj log(γj) (5.9)
+
N∑
i=1
γ
(l)
ij (αj − nd) log(ntr(C−1j Zi) + γj),
donde νj = (nd− αj)/N (l)j n, N (l)j =
∑
i γij y N es número total de píxeles.
La E. (5.6) alula la probabilidad a posteriori de que el dato i perteneza a la
lase j, en la iteraión l, mientras que la E. (5.8) alula la matriz de ovarianza
de ada lase. L(αj, γj, Cj) es la expresión a maximizar on respeto a αj y γj.
Debido a que las Es. (5.8) y (5.9) no son independientes, se utiliza el método EM
Condiional (ECM) (MLahlan y Krishnan, 2008) que onsiste en maximizar ada
variable ondiionada a las restantes, es deir, restringiendo el espaio de parámetros
en ada maximizaión de forma que el onjunto de restriiones reproduza el espaio
de parámetros ompleto. Por lo tanto, primero se resulve (5.8) on αj y γj jas,
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y luego se maximiza L(αj, γj, Cj) on la Cj obtenida. Ambos proedimientos son
realizados numériamente, para ada iteraión del algoritmo EM.
La soluión para la expresión (5.8) requiere una expliaión mas profunda. Se
trata de una euaión trasendental sin soluión analítia. Para resolverla, se utiliza
el prinipio derivado en Conte et al. (2002), on el que se halla C
(l)
j reursivamente
omo
C
(t+1)
j = −νj
N∑
i=1
γ
(l)
ij
Zi
ntr(C−1j
(t)
Zi) + γj
, (5.10)
iniializando on la matriz de ovarianza alulada en la iteraión previa de EM:
Cj
(t=0) = Cj
(l−1)
. En Conte et al. (2002) se demuestra que para n = 1 y γj = 0 esta
reursión mejora la estimaión de la ovarianza a medida que t ree en el sentido
que la seuenia de estimados de diha matriz aumenta el valor de la funión de
verosimilitud, que es preisamente el objetivo de la reursión EM. Adiionalmente,
en Pasal et al. (2008) se demuestra su onvergenia para ualquier iniializaión.
Si bien no se demuestra aquí la onvergenia de la reursión propuesta uando
n 6= 1 y γ 6= 0, se probó extensamente en gran variedad de asos y en todos ellos
onvergió al valor orreto.
La reursión termina uando
ǫ =
‖C(t+1)j − C(t)j ‖F
‖C(t)j ‖F
(5.11)
se vuelve más pequeño que un valor predenido. ‖ · ‖F representa la norma de
Frobenius. Cuando se alanza la onvergenia, C
(t)
j ≈ C(t+1)j = C(l)j .
Luego de que el algoritmo EM onverge, se dispone de los estimados Θˆ que desri-
ben ompletamente el modelo de mezla (5.2). Debido a que el proeso de estimaión
ompleto omprende dos algoritmos iterativos anidados (EM y la estimaión de la
matriz de ovarianza), puede insumir muho tiempo si se utiliza el onjunto de datos
ompleto. Por lo tanto puede tomarse un subonjunto representativo del mismo para
aelerar el proeso. En las pruebas realizadas, se utilizó un subonjunto formado por
el muestreo aleatorio on un fator de 0.4 (40% del onjunto original) sin degradar
apreiablemente los resultados de la estimaión.
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5.3.4. Clasiaión
En esta etapa se realiza la lasiaión MAP. Cada dato del onjunto original Zi
se asigna a la lase on la verosimilitud más alta:
Cj ← Zi , j = argma´x
j
fj(Zi, θj), (5.12)
∀i ∈ [1 . . .N ], ∀j ∈ [1 . . .K].
5.3.5. Suavizado
Análogamente a lo que suedía en algoritmo presentado en Cap. 4, la imagen
lasiada puede resultar ruidosa debido a que no se utiliza informaión de los píxeles
veinos en la lasiaión. El mismo ltro no lineal basado en la operaión moda
propuesto en 4.3.4 se aplia para suavizar la imagen resultante, esta vez utilizando
h = w = 3.
5.4. Desempeño on datos simulados
Para evaluar el desempeño del algoritmo propuesto, se utilizó un análisis Monte-
arlo. Se simularon imágenes SAR ompuestas de uatro lases de auerdo al modelo
(5.2). Cada lase se desribe on una densidad G0p y ada una de ellas ontribuye a
la mezla on igual peso (ωj = 1/4, j = 1 . . . 4). Los datos de ada lase fueron
generados de auerdo al proedimiento sugerido en Horta et al. (2008b) utilizando
el modelo multipliativo desripto en la Se. 5.2 y n = 4, on los parámetros de la
Tabla 5.1,
Tabla 5.1: Parámetros de los datos simulados
Color αj Cj
yan −1,2 Toepl([1 ρ1 ρ21℄)
rojo −1,8 Toepl([1 ρ2 ρ22℄)
amarillo −3 Toepl([1 ρ3 ρ23℄)
azul −10 Toepl([1 ρ4 ρ24℄)
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Algoritmo 2 Pseudoódigo del algoritmo propuesto
1: Iniializaión:
Etiquetar la imagen ompleta on una únia lase.
2: División-fusión: Repetir mientras nuevo número de lases 6= número de lases
previo:
K ← número de lases previos
para k=1:K (ada lase):
 Apliar el lasiador Wishart para dos lases e iniializaión aleatoria.
 Calular el test de hipótesis sobre ambas matries de ovarianza esti-
madas.
 Si se aepta H0: no realizar la división.
 Si se rehaza H0: onrmar la división, re-etiquetar de auerdo a la
lasiaión Wishart, K ← K + 1.
n para
Calular el test de hipótesis sobre Ml and Mm, para l, m ∈ [1 : K], l 6= m.
Fusionar lases uyo test no rehazóH0 y tomó el mínimo valor.K ← K−1.
Nuevo número de lases← K.
3: Estimaión:
Elegir aleatoriamente un subonjunto de datos Zsub.
Apliar EM a Zsub, para el número de lases y el etiquetado iniial resultante
de la etapa división-fusión.
Estimaión resultante ← Θˆ.
4: Clasiaión:
Asignar ada dato original Zi a la lase j = argma´xj fj(Zi, θj).
5: Suavizado:
Apliar ltro de moda.
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donde ρ1 = 0,8003 + j0,1419, ρ2 = 0,4715 − j0,1927, ρ3 = 0,1576 − j0,9706 y
ρ4 = −0,4404 − j0,1645. Estos valores se utilizaron en Formont et al. (2013) para
generar matries SAR polarimétrias. La expresión Toepl([a b c℄) india la matriz
Hermítia Toeplitz on primera olumna [a b c℄.
En ada onguraión Montearlo se simuló una imagen SAR ompuesta de ua-
tro lases on ovarianzas Cj y α y n tomados de las listas n = {5, 7, 9, 15, 25},
α = {−1,5,−2,−2,5,−3,−3,5,−4,−4,5,−5,−5,5,−6,−10}. Se generaron 50 on-
juntos de datos para ada onguraión, dando un total de 2750 realizaiones.
La Fig. 5.1(a) muestra el terreno simulado on uatro zonas de 100×100 píxeles
ada una. La Fig. 5.1(b) la imagen MLC en intensidad (span) de una realizaión
a modo de ejemplo. Cada zona se identia on una lase del modelo de mezla
simulado.
(a) (b)
Figura 5.1: (a): Terreno simulado. (b): Imagen de intensidad (span).
5.4.1. Resultados
El algoritmo propuesto se aplió a ada realizaión Montearlo. Se evaluaron dos
aspetos diferentes del algoritmo: su habilidad para identiar el número orreto de
lases y la exatitud de la lasiaión. El primero se evaluó ontando la antidad
de lasiaiones resultantes que identiaron las uatro lases presentes, sobre el
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(a) (b)
Figura 5.2: (a): Histograma de la antidad de lases detetada sobre las 2750 reali-
zaiones. (b): Resultado de lasiaión (ejemplo) para datos simulados.
total de lasiaiones. Para evaluar la exatitud se utilizó la matriz de onfusión
y el índie asoiado kappa. El promedio de los valores obtenidos de kappa de todas
las lasiaiones es una medida de la exatitud del algoritmo. También se aplió
el algoritmo desripto en Horta et al. (2008b) al mismo onjunto de datos para
omparar los desempeños. Dado que se trata de un algoritmo supervisado, se informó
el número de lases (uatro) a identiar.
La Fig. 5.2(a) presenta los resultados del análisis Montearlo para el número
de lases identiado, mostrando baja dispersión alrededor del valor orreto. La
Fig. 5.2(b) muestra una lasiaión representativa (resultado de una realizaión
Montearlo) y la Tabla 5.2 muestra su orrespondiente evaluaión de desempeño.
La Tabla 5.3 muestra los índies de desempeño promedio del análisis Montearlo
ompleto para ambos algoritmos. Se observa que ambos logran el grado asi per-
feto de onordania on el terreno simulado, de auerdo a la esala de nivel de
onordania propuesta en Landis y Koh (1977) para los valores de kappa.
5.5. Desempeño on datos reales
En esta seión se aplia el algoritmo a datos reales MLC. Adiionalmente, tam-
bién se aplia el algoritmo desripto en Horta et al. (2008b) on el número de lases
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Tabla 5.2: Desempeño de la lasiaión para una realizaión
Clasiaión exatitud kappa
azul yan amarillo rojo
0.9897 0.9862
T
e
r
r
e
n
o
azul 9591 0 14 395
yan 0 10000 0 0
amarillo 0 0 10000 0
rojo 5 0 0 9995
Tabla 5.3: Desempeño promedio para datos simulados
Índies promedio
exatitud kappa
A
l
g
.
Propuesto 0.9967 0.9958
Horta 0.9873 0.9830
identiado por el algoritmo propuesto para omparar resultados de manera justa.
Se utilizó una imagen AIRSAR 450 × 500 del área de San Franiso1. La Fig. 5.3
muestra la esena en falso olor RGB. Se han denido uatro zonas de ontrol iden-
tiando las diferentes lases en la imagen: mar, vegetaión, ediaión y osta. Las
primeras tres son visualmente distinguibles, mientras que la lase osta está oulta,
pero ha sido identiada en trabajos previos (Lee y Pottier, 2009). Estas zonas son
utilizadas omo terreno verdadero para evaluar el desempeño usando la matriz de
onfusión.
Con el propósito de evaluar la onsistenia y la exatitud, se aplió el algoritmo
propuesto 40 vees al onjunto de datos reales, on PFA=0,05 y n=3,42. Se al-
ularon las matries de onfusión y los índies relaionados para ada lasiaión
resultante y el valor de kappa promedio se utilizó para evaluar el desempeño. El
mismo proedimiento se aplió on el algoritmo de Horta para omparar resultados.
1
Disponible en https://earth.esa.int/web/polsarpro/airborne-data-soures
2
Este valor fue previamente estimado en Horta et al. (2008a) utilizando del mismo onjunto de
datos
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Figura 5.3: Imagen San Franiso. Rojo:|HH-VV|. Verde:|HV+VH|. Azul:|HH+VV|.
Zonas de ontrol: mar, ediado, vegetaión, osta .
5.5.1. Resultados
El algoritmo propuesto identió exitosamente las 4 lases presentes en todas
las 40 ejeuiones, mientras que el algoritmo ompetidor logró haerlo en 2 asos,
siendo la lase osta pobremente identiada en la mayoría de ellos. La Fig. 5.4(a)
muestra una lasiaión representativa del algoritmo propuesto y la Tabla 5.4 in-
dia la orrespondiente matriz de onfusión e índies relaionados. La Fig. 5.4(b)
muestra la mejor lasiaión obtenida on el algoritmo de Horta. Los índies pro-
medio alulados sobre los asos exitosos guran en la Tabla 5.5, mostrando que
ambos algoritmos alanzan el grado de auerdo sustanial on las zonas de prueba
denidas, de auerdo a Landis y Koh (1977). Sin embargo, el algoritmo propuesto
probó ser más onable que el de Horta debido a su mayor tasa de lasiaiones
orretas en la prueba.
Tabla 5.4: Desempeño del algoritmo propuesto para datos reales.
Clasiaión exatitud kappa
mar vegetaión. ediaión osta
0.8850 0.8234
T
e
r
r
e
n
o
mar 63376 0 0 35
vegetaión 0 20733 362 780
ediaión 10 11291 23102 1657
osta 480 9 9 5378
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(a) (b)
Figura 5.4: Ejemplos de resultados para datos reales. (a):Algoritmo propuesto. (b):
Algoritmo de Horta.
Tabla 5.5: Desempeño promedio para datos reales.
Índies promedio
exatitud kappa
A
l
g
.
Propuesto 0.8639 0.7933
Horta 0.8292 0.7382
5.6. Conlusiones
Se desarrolló un algoritmo no supervisado para la lasiaión de datos SAR
polarimétrios basados en el modelo G0p . El enfoque desendente de la etapa división-
fusión provee el número de lases y una iniializaión adeuada para el algoritmo EM.
Debido a que el proeso iniia on una lase únia para toda la imagen, la lasiaión
no depende de la iniializaión. Adiionalmente, el algoritmo propuesto provee los
estimados de máxima verosimilitud de la mezla, a diferenia de los estimados en
base a los momentos de los enfoques en Horta et al. (2008b) y Horta et al. (2008a),
on el osto de un mayor osto omputaional en el paso M.
El algoritmo fue apliado a datos simulados y reales. En el primer aso el análisis
Montearlo mostró baja dispersión en el número de lases identiado, lo que valida
la etapa de división-fusión, y muy buenos resultados en términos de los índies
exatitud y kappa promedio, lo que valida las etapas de estimaión y lasiaión.
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En el aso de datos reales, el algoritmo mostró onsistenia al identiar las zonas
de referenia en todos los asos on gran exatitud en la lasiaión resultante.
También se han omparado los resultados obtenidos on los de Horta et al.
(2008a) on iniializaión on perentiles, el ual se basa en el mismo modelo G0p y
el algoritmo EM. A pesar de que los resultados pareen favoreer al algoritmo pro-
puesto, deben haerse más pruebas en diferentes onjuntos de datos para estableer
onlusiones al respeto. La omparaión presentada fue heha sólo para omprobar
la signiania de los resultados.
El trabajo futuro en esta línea se entrará en mejorar el proeso de división-
fusión. El lasiador Wishart utilizado para estimar las matries de ovarianza po-
dría ser reemplazado por otros métodos menos ostosos omputaionalmente. Ade-
más, a pesar de que no representa un inonveniente en este trabajo, la onvergenia
de la E. (5.8) debe ser estudiada. Una alternativa viable es adaptar el problema a
las hipótesis del trabajo presentado en Formont et al. (2013) donde la onvergenia
ya ha sido probada.
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5.A. Cálulo de EM para mezla de densidades G0p
En este apartado se alulan las expresiones de los pasos E y M de la etapa de
estimaión del algoritmo de lasiaión.
Dentro del ontexto del algoritmo EM, ada dato MLC observado Z ∈ C3×3 tiene
asoiado una variable aleatoria v ∈ R no observada que india a uál de las lases
pertenee Z. La variable ompuesta U = [Z, v] arateriza ompletamente al dato,
de manera que si se onoiera no sería neesario el proeso iterativo de EM, ya que
estaría determinada la estrutura de lases del onjunto. A U se los denomina datos
ompletos, a Z datos observados y a v datos oultos. El algortimo EM trabaja sobre
los datos observados para inferir la informaión de v.
5.A.1. Cálulo de Q(θ/θ
′
)
De forma análoga a lo presentado en la Se. 4.3.2, para estimar los parámetros de
interés se dene se dene la funión Q(θ/θ
′
) =
∑N
i=1 Evi|Zi;θ′ [log(fZi,vi;θ′ (Zi, vi; θ))]
y se maximiza en ada iteraión respeto de las variables de interés.
Desarrollando la expresión de la esperanza ondiional se tiene
Q(θ/θ
′
) =
N∑
i=1
∫ ∞
−∞
log(fZi,vi;θ(Zi, vi; θ))fvi|Zi;θ′(vi|Zi; θ′)dvi. (5.13)
Teniendo en uenta que vi es una variable aleatoria disreta, la integral orres-
pondiente a la esperanza ondiional se expresa omo una sumatoria sobre todos los
valores posibles que puede tomar vi, es deir, una sumatoria sobre las K lases:
Q(θ/θ
′
) =
N∑
i=1
K∑
j=1
log(fZi,vi;θ(Zi, vi; θ))P{vi = vj |Zi; θ′}. (5.14)
Por otro lado, el Teorema de la Probabilidad Total permite reesribir la densidad
ondiional de la siguiente forma
P{vi = vj |Zi; θ′} =
fZi|vi;θ′(Zi|vi; θ′)P{vi = vj; θ′}∑K
l=0 fZi|vi;θ′(Zi|vi; θ′)P{vi = vl; θ′}
. (5.15)
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El fator P{vi = vj ; θ′} en la última expresión orresponde a la probabilidad a
priori de la j-ésima lase, es deir, es el peso de diha lase wj en la mezla. Además,
la densidad ondiional fZi|vi;θ′(·) es la densidad asignada a los datos de ada lase,
en este aso, la densidad G0p . Por lo tanto, puede reesribirse la expresión anterior
en términos de los pesos:
P{vi = vj|Zi; θ′} =
fZi|vj ;θ′(Zi|vj; θ′)wj∑K
l=0 fZi|vl;θ′(Zi|vl; θ′)wl
. (5.16)
La expresión (5.16) se denota γ′ij y representa la probabilidad de que el i-ésimo
dato perteneza a la j-ésima lase. El álulo de este parámetro se realiza en el paso
E para ada iteraión de EM, donde θ′ es el onjunto de parámetros estimado en la
iteraión previa.
La E. (5.14) puede esribirse en funión de γij:
Q(θ/θ
′
) =
N∑
i=1
K∑
j=1
γ′ij log(fZi,vj ;θ(Zi, vj ; θ)). (5.17)
Operando sobre densidad la onjunta fZi,vj ;θ(·) = fZi|vj ;θ(·)wj, se obtiene
Q(θ/θ
′
) =
N∑
i=1
K∑
j=1
γ′ij [log(fZi|vj ;θ(Zi|vj; θ)) + logwj ]. (5.18)
Finalmente, reemplazando fZi|vj ;θ(Zi|vj; θ)) por la expresión de la densidad G0p (5.1),
se obtiene la expresión Q(θ/θ
′
) en funión de los parámetros de interés:
Q(θ/θ
′
) =
N∑
i=1
K∑
j=1
γ′ij[nd logn + (n− d) log |Zi|+ log(Γ(dn− αj))+
(αj − dn) log(ntr(C−1j Zi) + γj)− log(h(n, d))− n log |Cj|−
log(Γ(−αj))− αj log γj ] + logwj . (5.19)
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5.A.2. Maximizaión
Para obtener los estimadores, debe maximizarse Q(θ/θ
′
) respeto de ada pará-
metro (αj, γj, Cj).
Operando respeto de Cj:
argma´x
Cj
(Q(θ/θ
′
)) =
argma´x
Cj
[
N∑
i=1
[γ′ij(αj − dn) log(ntr(C−1j Zi) + γj)]−Njn log |Cj|
]
, (5.20)
donde Nj =
∑N
i=1 γ
′
ij.
Derivando el argumento entre orhetes de (5.20) respeto de Cj e igualando a
ero se obtiene:
N∑
i=1
γ′ij(αj − dn)
−C−1j ZiC−1j
ntr(C−1j Zi) + γj
−NjnC−1j = 0. (5.21)
Despejando el segundo término, y luego multipliando por Cj primero a dereha y
luego a izquierda resulta:
Cj = −(αj − dn)
Njn
N∑
i=1
γij
Zi
ntr(C−1j Zi) + γj
, (5.22)
que es la expresión reursiva (5.8) indiada en el paso M del algoritmo.
Finalmente, para obtener la expresión L(αj, γj, Cj) de la E. (5.9), basta on
identiar en la expresión de Q(θ/θ
′
) los términos dependientes de αj o de γj:
L(αj, γj, Cj) =Nj log(Γ(dn− αj))−Nj log(Γ(−αj))−Njαj log γj]+
N∑
i=1
γ′ij(αj − dn) log(ntr(C−1j Zi) + γj). (5.23)
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Capítulo 6
Conlusiones
En esta tesis se realizaron distintos aportes en la rama del proesamiento de
datos SAR relaionados on la lasiaión de datos polarimétrios.
En primer lugar se estudió la geometría del problema SAR para entender el
proeso de formaión de imágenes. Se entró la atenión en el SAR aerotransportado
en modo stripmap on estrabismo nulo, aunque los prinipios son apliables al SAR
satelital, on las orrespondientes orreiones por urvatura de la Tierra.
Partiendo de una geometría senilla de desplazamiento retilíneo y tierra plana,
y del tipo de señales emitidas por el radar pulsado, se dedujo la señal reibida
por la antena en respuesta a un objetivo puntual. Utilizando la respuesta del ltro
adaptado al pulso emitido se determinó la resoluión del sistema en la direión
de rango. Por otro lado, el onepto de proesamiento Doppler y apertura sintétia
permitieron identiar en la direión de aimut la naturaleza hirp de la señal en
tiempo lento. El proesamiento de la misma on el ltro adaptado permitió estableer
la resoluión SAR en aimut omo una funión dependiente úniamente del largo
físio de la antena, que es la araterístia más sobresaliente del sistema SAR.
La identiaión de la respuesta SAR omo una señal bidimensional que se desa-
rrolla en las direiones de rango y aimut, junto on la simpliaión parabólia de
la fase, permitieron la implementaión de ltros adaptados independientes en ada
direión, que es la base del algoritmo de enfoque RDA. Una implementaión del
mismo fue utilizada para enfoar datos sintétios y visualizar ada etapa del pro-
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esamiento. Posteriormente, una implementaión más ompleta fue utilizada para
enfoar datos reales de la misión SARAT, on buenos resultados.
Esta primera parte del trabajo, entrada fundamentalmente en el proesamiento
digital, permitió la omprensión de la formaión de la imagen SAR ompleja (datos
SLC) a partir de los datos rudos.
Posteriormente se trató la representaión de los datos polarimétrios y el mode-
lado estadístio utilizados en los algoritmos de lasiaión propuestos. Partiendo
de la euaión de radar y del onepto de seión transversal para el radar onven-
ional, se extendió el onepto al aso de objetivos extendidos y se denió la matriz
de dispersión para representar los datos SLC polarimétrios básios. En base al fe-
nómeno de spekle, araterístio de los sistemas donde existe interaión oherente
de las ondas, se estableió la diferenia entre los tipos de datos homogéneos y no
homogéneos. En los primeros, donde la longitud de onda de la señal es muho me-
nor a la rugosidad del terreno, el mismo puede verse omo no texturado. En estos
asos, los datos SLC siguen la estadístia gaussiana y la orrespondiente matriz de
ovarianza muestral tiene distribuión Wishart.
Por otro lado, uando la textura del terreno no puede despreiarse, es neesario
reurrir al modelo multipliativo donde los datos son desriptos por el produto de
dos variables aleatorias, una que desribe al efeto spekle y otra al terreno.
En este ontexto se presentó a la distribuión G0p para modelar los datos MLC
polarimétrios. Esta distribuión resulta del produto de una distribuión Gamma
Inversa y una Wishart ompleja, y ombina las araterístias de versatilidad para
ajustarse a datos de diverso grado de heterogeneidad y tratabilidad matemátia.
Tanto el modelo gaussiano omo el modelo G0p fueron utilizados omo base de los
algoritmos de lasiaión presentados en los Caps. 4 y 5 respetivamente, que es
donde esta tesis realiza su prinipal aporte.
En el Cap. 4 se desarrolló un algoritmo de lasiaión no supervisado para da-
tos polarimétrios homogéneos. En base al modelo gaussiano, se propuso un modelo
de mezla de densidades gaussianas omplejas para desribir a los datos SLC po-
larimétrios, donde ada omponente de la mezla modela una lase presente en el
onjunto de datos. El algoritmo no neesita de informaión previa para realizar la
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lasiaión, y todos los parámetros son estimados mediante el método EM. Previo
a la estimaión, el algoritmo tiene una etapa de seleión del modelo basada en la
distania KL que permite determinar el número de lases presentes en el onjunto de
datos. El algoritmo fue probado en múltiples onjuntos de datos simulados y reales,
obteniendo resultados satisfatorios en ambos asos.
En el Cap. 5 se propuso un algoritmo de lasiaión no supervisado para datos
polarimétrios no-homogéneos. Se utilizó un modelo de mezla de densidades G0p para
los datos MLC y el algoritmo EM para la estimaión de sus parámetros. En este aso,
la etapa de seleión de modelo se realizó en base a un test de hipótesis que ompara
matries de ovarianza, lo que permitió difereniar lases on suiente distania
estadístia entre ellas omo para onsiderarlas lusters diferentes. Al igual que en
aso anterior, el algoritmo se probó satisfatoriamente en datos simulados y reales,
y mostró buen desempeño en omparaión on algoritmos preedentes basados en el
mismo modelo.
En ambos algoritmos se dedió espeial esfuerzo en determinar el orden del mo-
delo, on el objeto de expresar los datos on la mínima omplejidad y reduir el
número de variables a estimar. Respeto al aso de datos homogéneos, partiendo de
un número arbitrario de lases el mismo se redue progresivamente hasta enontrar
el número óptimo en el sentido BIC, evitando fusionar datos de lases bien diferen-
iadas en el sentido KL. Para el aso de datos no homogéneos, el intento de extender
la misma estrategia para datos texturados resultaría inviable, debido a la falta de
una expresión errada para la distania KL del modelo G0p . Se optó entones por un
enfoque desendente (top-down), partiendo de una lase únia e inrementando su
número a medida que el algoritmo halla evidenia estadístia suiente mediante el
test de hipótesis.
Ambas estrategias representan un inremento en el tiempo de ómputo, sin em-
bargo, permiten la lasiaión sin ontar on informaión previa del terreno, omo
datos de entrenamiento o segmentaiones iniiales.
Respeto del desempeño, en ambos algoritmos se utilizó la matriz de onfusión
y los parámetros asoiados para ompararlos on los algoritmos ompetidores. En
el aso de datos simulados, esta forma de medir desempeño en la lasiaión es
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natural, ya que el terreno verdadero es onoido y se dene previamente. Sin embar-
go, para datos reales donde el terreno es desonoido, es neesario denirlo en base
zonas de ontrol donde se presume que existe una sola lase por zona. Si bien este
proedimiento es el más omúnmente utilizado en la bibliografía, puede introduir
errores si las lases no son fáilmente distinguibles.
Debido a esto, se propuso al índie de Davies-Bouldin omo medida de desem-
peño. Este índie se alula en base a los datos etiquetados, independientemente del
modelo utilizado y de los datos originales. Sin embargo, mostró ser dependiente del
número de lases, por lo que sólo es válido utilizarlo para omparar lasiaiones
on igual numero de lases resultante. Su utilizaión omo medida de desempeño
entre dos lasiaiones ualquiera requiere una redeniión de los parámetros de
dispersión y del entro de lases en los que se basa.
En onlusión, el aporte novedoso de este trabajo radia en el desarrollo de dos
algoritmos de lasiaión no supervisados para datos polarimétrios, on etapas de
seleión de orden de modelo que no requieren informaión previa del terreno. Para
el aso de datos homogéneos, si bien el modelo de mezlas de fdp's gaussianas y
el algoritmo EM son extensamente utilizados, se aplian generalmente sobre datos
de intensidad o amplitud, y el número de lases es un parámetro requerido. En el
algoritmo propuesto se onserva la informaión de los tres anales simultáneamente,
a la vez que se mantiene la simpliidad de la estadístia gaussiana. Respeto del
algoritmo para datos on textura, la fdp G0p es una distribuión del estado del arte,
y su utilizaión en modelo de mezlas es limitada. En el algoritmo presentado, se
utilizan on éxito junto al algoritmo EM y se alulan sus estimadores de máxima
verosimilitud, lo que evita las restriiones propias del método de los momentos.
6.1. Trabajo Futuro
En el desarrollo del trabajo de tesis, se ha observado que los algoritmos de lasi-
aión son omputaionalmente ostosos. Esto se debe a que los estimaión de los
parámetros del modelo debe ser resuelta utilizando métodos numérios iterativos,
omo EM, aun uando los modelos sean tan simples omo la mezla de distribuiones
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gaussianas. Por lo ual, al aumentar las dimensiones de la imagen, el tiempo de pro-
esamiento ree de forma exponenial. Una posible forma de ataar este problema
sería fraionar la imagen en bloques y asignar ada uno a un proesador indepen-
diente funionando en paralelo. Debido a que se trata de algoritmos de lasiaión
no supervisados, el desafío onsiste en fusionar los resultados loales para generar
una lasiaión global.
Este problema es similar al que se presenta en redes de sensores on proesamien-
to distribuido, donde ada sensor no tiene aeso a los datos de sus veinos. Para
generar una estimaión global, se requiere un entro de fusión que entraliza la infor-
maión de todos los sensores de la red. También existen ténias de proesamiento
desentralizado que varían según el tipo de informaión que se interambia entre los
sensores. Reientemente se han desarrollado algoritmos que permiten alanzar una
estimaión global onsensuando las estimaiones loales, sin neesidad de un entro
de fusión (Dimakis et al., 2010; Olfati-Saber et al., 2007; Aysal et al., 2009). Como
trabajo a futuro, se busará extender estas ténias de estimaión onsensuada al
problema de lasiaión de imágenes SAR de grandes dimensiones.
Adiionalmente, y fuera del ontexto SAR, se estudiará la posibilidad de apliar
las ténias desarrolladas al problema de lasiaión de datos de radar meteoroló-
gio, donde resulta de interés identiar el tipo de meteoro (lluvia, nieve, granizo,
et.) y su tamaño, a partir de los datos de dispersión en la atmósfera. Si bien los
fenómenos observados son de naturaleza diferente a los del problema SAR, la res-
puesta de ada meteoro diere para distintas polarizaiones, por lo que los datos son
desriptos en base a la matriz de dispersión (Bringi y Chandrasekar, 2001, Cap. 5).
Se espera poder utilizar un modelo de mezlas de densidades y método EM para su
lasiaión.
112 Conlusiones
Bibliografía
Annsen, S., A. Doulgeris, y T. Eltoft. Estimation of the equivalent number of looks
in polarimetri syntheti aperture radar imagery. IEEE Trans. Geosi. Remote
Sens., 47(11):37953809 (2009). ISSN 0196-2892.
Aysal, T. C., M. E. Yildiz, A. D. Sarwate, y A. Saglione. Broadast gossip algo-
rithms for onsensus. IEEE Transations on Signal Proessing , 57(7):27482761
(2009). ISSN 1053-587X.
Bringi, V. N. y V. Chandrasekar. Polarimetri Doppler Weather Radar . Cambridge
University Press (2001). ISBN 9780511541094. Cambridge Books Online.
Celeux, G. y G. Govaert. A lassiation EM algorithm for lustering and two
stohasti versions. Computational Statistis and Data Analysis, 14(3):315  332
(1992). ISSN 0167-9473.
Cheney, M. A mathematial tutorial on syntheti aperture radar. SIAM Rev.,
43(2):301312 (2001). ISSN 0036-1445.
Cloude, S. y E. Pottier. An entropy based lassiation sheme for land appliations
of polarimetri SAR. IEEE Trans. Geosi. Remote Sens., 35(1):6878 (1997).
ISSN 0196-2892.
Conradsen, K., A. A. Nielsen, J. Shou, y H. Skriver. A test statisti in the omplex
Wishart distribution and its appliation to hange detetion in polarimetri SAR
data. IEEE Trans. Geosi. Remote Sens., 41(1):419 (2003).
Conte, E., A. De Maio, y G. Rii. Reursive estimation of the ovariane matrix
of a ompound-Gaussian proess and its appliation to adaptive CFAR detetion.
IEEE Trans. Signal Proess., 50(8):19081915 (2002). ISSN 1053-587X.
113
114 BIBLIOGRAFÍA
Cumming, I. G. y F. H. Wong. Digital Proessing of Syntheti Aperture Radar Data
- Algorithms and Implementation. Arteh House (2005). ISBN 978-1-58053-058-3.
Dabboor, M. y M. Shokr. A new likelihood ratio for supervised lassiation of fully
polarimetri SAR data: An appliation for sea ie type mapping. ISPRS Journal
of Photogrammetry and Remote Sensing , 84(0):1  11 (2013). ISSN 0924-2716.
Davies, D. L. y D. W. Bouldin. A luster separation measure. IEEE Trans. Pattern
Anal. Mah. Intell., PAMI-1(2):224227 (1979). ISSN 0162-8828.
Dempster, A. P., N. M. Laird, y D. B. Rubin. Maximum likelihood from inomplete
data via the EM algorithm. Journal of the Royal Statistial Soiety. Series B
(Methodologial), 39(1):pp. 138 (1977). ISSN 00359246.
Dimakis, A. G., S. Kar, J. M. F. Moura, M. G. Rabbat, y A. Saglione. Gossip al-
gorithms for distributed signal proessing. Proeedings of the IEEE , 98(11):1847
1864 (2010). ISSN 0018-9219.
Doulgeris, A. P., V. Akbari, y T. Eltoft. Automati polsar segmentation with the
U-distribution and Markov random elds. En Syntheti Aperture Radar, 2012.
EUSAR. 9th European Conferene on, págs. 183186 (2012).
Dutta, A. y K. Sarma. SAR image segmentation using wavelets and Gaussian mix-
ture model. En Signal Proessing and Integrated Networks (SPIN), 2014 Interna-
tional Conferene on, págs. 466770 (2014).
European Spae Ageny. ESA sample SAR datasets (2014). (Aessed 11 Deember,
2014).
Fernandez Mihelli, J., M. Hurtado, J. Areta, y C. Muravhik. Polarimetri SAR
image segmentation using CEM algorithm. Latin Ameria Transations, IEEE
(Revista IEEE Ameria Latina), 12(5):910914 (2014). ISSN 1548-0992.
Fernández Mihelli, J., M. Hurtado, J. Areta, y C. Muravhik. Clasiaión de imá-
genes SAR polarimétrias utilizando el método EM y el modelo G0p . En de Trabajo
en Proesamiento de la Informaión y Control, X. R., ed., XVI Reunión de Trabajo
en Proesamiento de la Informaión y Control (2015).
Fjortoft, R., A. Lopes, J. Bruniquel, y P. Marthon. Optimal edge detetion and
edge loalization in omplex SAR images with orrelated spekle. IEEE Trans.
Geosi. Remote Sens., 37(5):22722281 (1999). ISSN 0196-2892.
BIBLIOGRAFÍA 115
Formont, P., J.-P. Ovarlez, y F. Pasal. On the use of matrix information geometry
for polarimetri SAR image lassiation. En Nielsen, F. y R. Bhatia, eds., Matrix
Information Geometry , págs. 257276. Springer Berlin Heidelberg (2013). ISBN
978-3-642-30231-2.
Freitas, C. C., A. C. Frery, y A. H. Correia. The polarimetri G distribution for
SAR data analysis. Environmetris, 16(1):1331 (2005).
Frery, A., H.-J. Muller, C. Yanasse, y S. Sant'Anna. A model for extremely hetero-
geneous lutter. IEEE Trans. Geosi. Remote Sens., 35(3):648659 (1997). ISSN
0196-2892.
Frery, A. C., J. Jaobo-Berlles, J. Gambini, y M. Mejail. Polarimetri SAR image
segmentation with B-Splines and a new statistial model. CoRR, abs/1207.3944
(2012).
Hohwald, B. y A. Nehorai. Polarimetri modeling and parameter estimation with
appliations to remote sensing. IEEE Trans. Signal Proess., 43(8):19231935
(1995). ISSN 1053-587X.
Horta, M. M., N. Masarenhas, y A. C. Frery. A omparison of lustering fully po-
larimetri SAR images using SEM algorithm and G0p mixture modelwith dierent
initializations. En Pro. 19th International Conf. on Pattern Reognition (ICPR
2008), págs. 14 (2008a). ISSN 1051-4651.
Horta, M. M., N. Masarenhas, A. C. Frery, y A. Levada. Clustering of fully polari-
metri SAR data using nite G0p mixture model and SEM algorithm. En Pro. 15th
International Conf. on Systems, Signals and Image Proessing (IWSSIP 2008),
págs. 8184 (2008b).
Kayabol, K. y J. Zerubia. Unsupervised amplitude and texture lassiation of SAR
images with multinomial latent model. IEEE Trans. Image Proess., 22(2):561
572 (2013). ISSN 1057-7149.
Kong, J., A. Swartz, H. Yueh, L. Novak, y R. Shin. Identiation of terrain over
using the optimum polarimetri lassier. Journal of Eletromagneti Waves and
Appliations, 2(2):171194 (1988).
Konishi, S. y G. Kitawa. Information Criteria and Statistial Modeling . Springer
Series in Statistis. Springer (2008).
116 BIBLIOGRAFÍA
Landis, J. R. G. y G. Koh. The measurement of observer agreement for ategorial
data. Biometris, 33(1):159174 (1977). ISSN 0006341X, 15410420.
Lee, J., D. Shuler, R. Lang, y K. Ranson. K-distribution for multi-look proes-
sed polarimetri SAR imagery. En Geosiene and Remote Sensing Symposium,
1994. IGARSS '94. Surfae and Atmospheri Remote Sensing: Tehnologies, Data
Analysis and Interpretation., International , tomo 4, págs. 21792181 vol.4 (1994).
Lee, J. S., M. Grunes, T. Ainsworth, L.-J. Du, D. Shuler, y S.R.Cloude. Unsu-
pervised lassiation using polarimetri deomposition and the omplex Wishart
lassier. IEEE Trans. Geosi. Remote Sens., 37(5):22492258 (1999). ISSN
0196-2892.
Lee, J. S. y E. Pottier. Polarimetri Radar Imaging: from Basis to Appliations.
Optial siene and Engineering. CRC Press, Taylor and Franis Group (2009).
ISBN 978-1-4200-5497-2.
MLahlan, G. J. y T. Krishnan. The EM Algorithm and Extensions. Wiley Series
in Probability and Statistis. John Wiley and Sons, 2 ediión (2008). ISBN 978-
0-471-20170-0.
Noiboar, A. y I. Cohen. Anomaly detetion based on wavelet domain GARCH ran-
dom eld modeling. IEEE Trans. Geosi. Remote Sens., 45(5):13611373 (2007).
ISSN 0196-2892.
Olfati-Saber, R., J. A. Fax, y R. M. Murray. Consensus and ooperation in networked
multi-agent systems. Proeedings of the IEEE , 95(1):215233 (2007). ISSN 0018-
9219.
Pasal, F., Y. Chitour, J. Ovarlez, P. Forster, y P. Larzabal. Covariane struture
maximum-likelihood estimates in ompound Gaussian noise: Existene and algo-
rithm analysis. IEEE Trans. Signal Proess., 56(1):3448 (2008). ISSN 1053-587X.
Pasual, J., J. Fernández Mihelli, N. von Ellenrieder, M. Hurtado, J. Areta, y
C. Muravhik. Image lassiation by means of CEM algorithm based on a
GARCH-2D data model. Latin Ameria Transations, IEEE (Revista IEEE Ame-
ria Latina), 12(5):877882 (2014). ISSN 1548-0992.
Rihards, M. Fundamentals of Radar Signal Proessing . MGraw-Hill (2005). ISBN
0-07-144474-2.
BIBLIOGRAFÍA 117
Runnalls, A. Kullbak-Leibler approah to Gaussian mixture redution. IEEE
Trans. Aerosp. Eletron. Syst., 43(3):989999 (2007). ISSN 0018-9251.
Sánhez-Lladó, F. J., G. Pajares, y C. López-Martínez. Improving the Wishart syn-
theti aperture radar image lassiations through deterministi simulated an-
nealing. ISPRS Journal of Photogrammetry and Remote Sensing , 66(6):845  857
(2011). ISSN 0924-2716.
Shlutz, M. Syntheti Aperture Radar Imaging Simulated in MATLAB . Proyeto
Fin de Carrera, California Polytehni State University, San Luis Obispo (2009).
Shwarz, G. Estimating the dimension of a model. The Annals of Statistis,
6(2):461464 (1978).
Uhlmann, S. y S. Kiranyaz. Classiation of dual- and single polarized SAR images
by inorporating visual features. ISPRS Journal of Photogrammetry and Remote
Sensing , 90(0):10  22 (2014). ISSN 0924-2716.
van Zyl, J. Unsupervised lassiation of sattering behavior using radar polarimetry
data. IEEE Trans. Geosi. Remote Sens., 27(1):3645 (1989). ISSN 0196-2892.
Wang, B.-C. Digital Signal Proessing Tehniques and Appliations in Radar Image
Proessing . Wiley-Intersiene, New York, NY, USA (2008). ISBN 0470180927,
9780470180921.
Yuan, L., J. Song, W. Xue, y W. Zhao. SAR image lassiation based on MAP via
the EM algorithm. En Intelligent Control and Automation, 2006. WCICA 2006.
The Sixth World Congress on, tomo 2, págs. 1011610120 (2006).
Yueh, H. A., A. A. Swartz, J. A. Kong, R. T. Shin, y L. Novak. Optimal lassia-
tion of terrain over using normalized polarimetri data. Journal of Geophysial
Researh (1993).
118 BIBLIOGRAFÍA
