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For the ﬁrst time, differential inclusive-jet cross sections have been measured in neutral current deep
inelastic ep scattering using the anti-kT and SIScone algorithms. The measurements were made for
boson virtualities Q 2 > 125 GeV2 with the ZEUS detector at HERA using an integrated luminosity of
82 pb−1 and the jets were identiﬁed in the Breit frame. The performance and suitability of the jet
algorithms for their use in hadron-like reactions were investigated by comparing the measurements to






those performed with the kT algorithm. Next-to-leading-order QCD calculations give a good description
of the measurements. Measurements of the ratios of cross sections using different jet algorithms are also
presented; the measured ratios are well described by calculations including up to O(α3s ) terms. Values
of αs(MZ ) were extracted from the data; the results are compatible with and have similar precision to
the value extracted from the kT analysis.
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Jet production at high transverse energies in neutral-current
(NC) deep inelastic ep scattering (DIS) at HERA provides unique
tests of perturbative QCD (pQCD) in a cleaner hadron-like envi-
ronment than that encountered in hadron–hadron collisions. In
NC DIS, the jet search is performed in the Breit frame [1] in
which, at leading order (LO) in the strong coupling constant, αs ,
the boson-gluon-fusion (V ∗g → qq¯, with V = γ , Z0) and QCD-
Compton (V ∗q → qg) processes give rise to two hard jets with
opposite transverse momenta.
In previous publications, the observables used to test pQCD in-
cluded inclusive-jet [2–9], dijet [4,6,9–11] and multijet [9,12–14]
cross sections and the internal structure of jets [15–18] deﬁned
using the kT cluster algorithm [19] in the longitudinally invari-
ant inclusive mode [20]. These studies demonstrated that this jet
algorithm results in the smallest uncertainties in the reconstruc-
tion of jets in ep collisions. The kT algorithm is well suited for ep
collisions and yields infrared- and collinear-safe cross sections at
any order of pQCD. However, it might not be best suited to recon-
struct jets in hadron–hadron collisions, such as those at the LHC.
In order to optimise the reconstruction of jet observables in such
environments, new algorithms were recently developed, like the
anti-kT [21], a recombination-type jet algorithm, and the “Seedless
Infrared-Safe” cone (SIScone) [22] algorithms. The measurements
of jet cross sections in NC DIS using these algorithms provide ad-
ditional tests of QCD and also a test of their performance with data
in a well understood hadron-induced reaction.
This Letter presents measurements of differential inclusive-jet
cross sections as a function of the jet transverse energy in the Breit
frame, E jetT ,B, and the virtuality of the exchanged boson, Q
2, based
on the anti-kT and SIScone jet algorithms. Differential inclusive-
jet cross sections as functions of E jetT ,B in different regions of Q
2
are also presented. The analysis is based on the same data sample
which was used in recent publications [4,5] to make cross-section
measurements with the kT jet algorithm. The results are compared
with next-to-leading-order (NLO) QCD calculations using recent
parameterisations of the parton distribution functions (PDFs) of the
proton [23–25] and with previous measurements based on the kT
algorithm. Furthermore, measurements of the ratios of inclusive-
50 Supported by FNRS and its associated funds (IISN and FRIA) and by an Inter-
University Attraction Poles Programme subsidised by the Belgian Federal Science
Policy Oﬃce.
51 Supported by the Spanish Ministry of Education and Science through funds pro-
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compared to pQCD calculations including up to O(α3s ) terms. In
addition, new determinations of αs(MZ ) were obtained so as to
quantify the performance of the anti-kT and SIScone algorithms in
comparison with that of the kT analysis.
2. Jet algorithms
The study of jet production in hadronic reactions has been well
established as a testing ground of pQCD. Such tests rely on a trust-
worthy reconstruction of the topology of the ﬁnal-state partons.
This is best done by using jet algorithms with analogous imple-
mentation in experiment and theory. On the experimental side,
the results of the application of a jet algorithm should not depend
signiﬁcantly on the presence of soft particles or particles which
undergo strong decays. On the theoretical side, they should be in-
frared and collinear safe, so that order-by-order pQCD calculations
can be performed. A close correspondence between the jets and
the ﬁnal-state partons, so that hadronisation corrections are small,
and suppression of beam-remnant jet contributions, when neces-
sary, are also required.
There are two different methods to reconstruct jets from the
ﬁnal-state particles: cluster- and cone-type algorithms. Cluster al-
gorithms, such as JADE [26] or kT , are based on successive re-
combinations of particles. They are usually applied in e+e− ex-
periments, where the initial state is governed by QED and the
ﬁnal-state hadrons arise uniquely from the short-distance interac-
tion so that all hadrons observed should be associated with the
hard process and thus clustered. Cone algorithms, such as the it-
erative cone algorithm [27], are based on a maximisation of the
energy density within a cone of ﬁxed size and are usually applied
in hadron collisions, where the initial state consists of coloured
partons. The initial parton carries only a fraction of the momentum
of the parent hadron, and the spectator partons lead to the pres-
ence of remnant jets and the underlying event, which leads to the
production of soft hadrons not correlated with the hard interac-
tion. Thus, not all ﬁnal-state particles would be associated to jets.
In NC DIS, jets are usually deﬁned using the transverse-energy
ﬂow in the pseudorapidity (ηB)–azimuth (φB) plane of the Breit
frame. The procedure to reconstruct jets with the kT algorithm
from an initial list of objects (e.g. ﬁnal-state partons, ﬁnal-state
hadrons or energy deposits in the calorimeter) is described below
in some detail. In the following discussion, EiT ,B denotes the trans-
verse energy, ηiB the pseudorapidity and φ
i
B the azimuthal angle of








)2) · [(ηiB − η jB




is calculated. For each individual object, the distance to the beam,
di = (EiT ,B)2, is also calculated. If, of all the values {dij,di}, dkl is
the smallest, then objects k and l are combined into a single new
object. If, however, dk is the smallest, then object k is considered a
jet and removed from the sample. The procedure is repeated until
all objects are assigned to jets.
The kT algorithm is infrared and collinear safe to all orders
in pQCD. As a result of the distance between objects deﬁned in
Eq. (1), the jets thus obtained have irregular shapes [28], in con-
trast to jets deﬁned using a cone algorithm. From an experimen-
tal point of view, it may be desirable for jets to have a well-
deﬁned shape, e.g. to calibrate the jet-energy scale or to estimate
the underlying-event contribution. On the other hand, cone algo-
rithms produce jets that have an approximate circular shape in the
pseudorapidity–azimuth plane. However, most implementations of
cone algorithms rely on “seeds” to start the search for stable cones,which results in unsafe infrared and collinear behaviour beyond a
given order in pQCD.
Recently, new jet algorithms have been proposed which pro-
duce jets with an approximate circular shape but maintain the
infrared and collinear safety to all orders in pQCD. Two approaches
have been followed. The SIScone jet algorithm has been developed
to overcome the seed problem. A new recombination-type algo-
rithm, the anti-kT , has been devised which, after a modiﬁcation of
the distance as deﬁned in Eq. (1), yields circular jets.
The SIScone algorithm consists of two steps. First, for a given
set of initial objects, all stable cones are identiﬁed; cones are clas-
siﬁed as stable by the coincidence of the cone axis with that de-
ﬁned by the total momentum of the objects contained in the given
cone of radius R in the ηB–φB plane of the Breit frame. In this
procedure, no seed is used. Stable cones are then discarded if their
transverse momentum is below a given threshold, pt,min. For each
selected stable cone, the scalar sum of the transverse momentum
of the objects associated to it, p˜t , is deﬁned. Second, overlapping
cones are identiﬁed and subsequently split or merged according to
the following procedure. Two cones are merged if the scalar sum
of the transverse momentum of the objects shared by the two
cones exceeds a certain fraction f of the lowest- p˜t cone; other-
wise, two different cones are considered and the common objects
are assigned to the nearest cone. This jet algorithm is infrared and
collinear safe to all orders in pQCD.










· [(ηiB − η jB
)2 + (φiB − ϕ jB
)2]
/R2, (2)
and the distance to the beam, which is deﬁned as di = (EiT ,B)−2.
This procedure preserves the infrared and collinear safety of the
kT algorithm and, in addition, gives rise to circular jets.
For the measurements presented in this Letter, the parameter
R was set to unity and the jet variables were deﬁned according to
the Snowmass convention [29]; for the kT and anti-kT algorithms
the Snowmass prescription was also used in the clustering while
for the SIScone algorithm the E-scheme is the only option avail-
able. In the application of the SIScone algorithm, the fraction f
was set to 0.75 and the transverse momentum threshold pt,min
was set to zero.
3. Experimental set-up
A detailed description of the ZEUS detector can be found else-
where [30,31]. A brief outline of the components that are most
relevant for this analysis is given below.
Charged particles were tracked in the central tracking detector
(CTD) [32], which operated in a magnetic ﬁeld of 1.43 T pro-
vided by a thin superconducting solenoid. The CTD consisted of
72 cylindrical drift-chamber layers, organised in nine superlayers
covering the polar-angle58 region 15◦ < θ < 164◦ . The transverse-
momentum resolution for full-length tracks can be parameterised
as σ(pT )/pT = 0.0058pT ⊕ 0.0065 ⊕ 0.0014/pT , with pT in GeV.
The tracking system was used to measure the interaction vertex
with a typical resolution along (transverse to) the beam direc-
tion of 0.4 (0.1) cm and to cross-check the energy scale of the
calorimeter.
58 The ZEUS coordinate system is a right-handed Cartesian system, with the Z axis
pointing in the proton beam direction, referred to as the “forward direction”, and
the X axis pointing towards the centre of HERA. The coordinate origin is at the
nominal interaction point.
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covered 99.7% of the total solid angle and consisted of three parts:
the forward (FCAL), the barrel (BCAL) and the rear (RCAL) calorime-
ters. Each part was subdivided transversely into towers and lon-
gitudinally into one electromagnetic section and either one (in
RCAL) or two (in BCAL and FCAL) hadronic sections. The small-
est subdivision of the calorimeter was called a cell. Under test-
beam conditions, the CAL single-particle relative energy resolutions
were σ(E)/E = 0.18/√E for electrons and σ(E)/E = 0.35/√E for
hadrons, with E in GeV.
The luminosity was measured from the rate of the brems-
strahlung process ep → eγ p. The resulting small-angle energetic
photons were measured by the luminosity monitor [34], a lead-
scintillator calorimeter placed in the HERA tunnel at Z = −107 m.
4. Data selection
The data were collected during the running period 1998–
2000, when HERA operated with protons of energy Ep = 920 GeV
and electrons59 of energy Ee = 27.5 GeV, and correspond to an
integrated luminosity of 81.7 ± 1.8 pb−1, of which 16.7 pb−1
(65.0 pb−1) was for e−p (e+p) collisions.
Neutral current DIS events were selected using the same criteria
as reported in recent publications [4,5]. The main steps are brieﬂy
listed below.
The scattered-electron candidate was identiﬁed from the pat-
tern of energy deposits in the CAL [35]. The energy (E ′e) and
polar angle of the electron candidate were determined from the
CAL measurements. The Q 2 variable was reconstructed using the
double-angle method [36]. The angle γh , which corresponds to the
angle of the scattered quark in the quark–parton model, was re-
constructed using the hadronic ﬁnal state [36].
The main requirements imposed on the data sample were: an
electron candidate with E ′e > 10 GeV; a vertex position along the
beam axis in the range |Z | < 34 cm; 38 < (E − P Z ) < 65 GeV,
where E is the total energy as measured by the CAL, E = ∑i Ei ,
and P Z is the Z component of the vector P = ∑i Ei rˆi ; in both
cases the sum runs over all CAL cells, Ei is the energy of the
CAL cell i and rˆi is a unit vector along the line joining the re-
constructed vertex and the geometric centre of the cell i; Q 2 >
125 GeV2; and | cosγh| < 0.65. In this selected sample, contami-
nation from non-ep interactions and other physics processes was
negligible.
The anti-kT and SIScone algorithms60 were both used to re-
construct jets in the hadronic ﬁnal state both in data and in
Monte Carlo (MC) simulated events (see Section 5). In the data,
the algorithms were applied to the energy deposits measured in
the CAL cells after excluding those associated with the scattered-
electron candidate. After reconstructing the jet variables in the
Breit frame, the massless four-momenta were boosted into the lab-
oratory frame, where the transverse energy (E jetT ,LAB) and the pseu-
dorapidity (ηjetLAB) of each jet were calculated. Energy corrections [2,
15,38] were then applied to the jets in the laboratory frame, sep-
arately for the anti-kT and SIScone jet samples. In addition, events
were removed from the samples if any of the jets was in the back-
ward region of the detector (ηjetLAB < −2) and jets were not included
in the ﬁnal samples if E jetT ,LAB < 2.5 GeV.
59 Here and in the following, the term “electron” denotes generically both the elec-
tron (e−) and the positron (e+).
60 The implementations of the anti-kT and SIScone algorithms in the Fastjet pack-
age [37], version 2.4.1, were used.Only events with at least one jet in the pseudorapidity range
−2 < ηjetB < 1.5 were kept for further analysis. The ﬁnal data sam-
ples with at least one jet satisfying E jetT ,B > 8 GeV contained 18847
events (12575 one-jet, 6126 two-jet, 145 three-jet and one four-
jet) in the anti-kT sample and 19486 events (13 081 one-jet, 6252
two-jet, 152 three-jet and one four-jet) in the SIScone sample.
5. Monte Carlo simulation
Samples of events were generated to determine the response
of the detector to jets of hadrons and to compute the correc-
tion factors necessary to obtain the hadron-level jet cross sections.
The hadron level is deﬁned by those hadrons with lifetime τ 
10 ps. The generated events were passed through the Geant 3.13-
based [39] ZEUS detector- and trigger-simulation programs [31].
They were reconstructed and analysed by the same program chain
as the data.
Neutral current DIS events including electroweak radiative ef-
fects were simulated using the Heracles 4.6.1 [40] program with
the Djangoh 1.1 [41] interface to the QCD programs. The QCD cas-
cade was simulated using the colour-dipole model (CDM) [42] in-
cluding the LO QCD diagrams as implemented in Ariadne 4.08 [43]
and, alternatively, with the MEPS model of Lepto 6.5 [44]. The
CTEQ5D [45] parameterisations of the proton PDFs were used for
these simulations. Fragmentation into hadrons was performed us-
ing the Lund string model [46] as implemented in Jetset [47,48].
The jet search was performed on the simulated events using the
energy measured in the CAL cells in the same way as for the data.
The same jet algorithms were also applied to the ﬁnal-state par-
ticles (hadron level) and to the partons available after the parton
shower (parton level). Additional MC samples were used to cor-
rect the measured cross sections for QED radiative effects and the
running of αem.
6. Acceptance corrections and experimental uncertainties
To measure the cross sections, the E jetT ,B and Q
2 distributions
in the data were corrected for detector effects using bin-by-bin
correction factors determined with the MC samples. These correc-
tion factors took into account the eﬃciency of the selection criteria
and the purity and eﬃciency of the jet reconstruction. For this ap-
proach to be valid, the uncorrected distributions of the data must
be well described by the MC simulations at the detector level.
This condition was satisﬁed by both the Ariadne and Lepto-MEPS
MC samples. The average between the acceptance-correction val-
ues obtained with Ariadne and Lepto-MEPS was used to correct
the data to the hadron level. The deviations in the results obtained
by using either Ariadne or Lepto-MEPS to correct the data from
their average were taken to represent systematic uncertainties of
the effect of the QCD-cascade model in the corrections (see below).
The acceptance-correction factors differed from unity by typically
less than 10%.
The following sources of systematic uncertainty were consid-
ered for the measured cross sections:
• the uncertainty in the absolute energy scale of the jets was
estimated to be ±1% for E jetT ,LAB > 10 GeV and ±3% for lower
E jetT ,LAB values [38,49,50]. The resulting uncertainty on the cross
sections was about ±5%;
• the differences in the results obtained by using either Ariadne
or Lepto-MEPS to correct the data for detector effects were
taken to represent systematic uncertainties. The resulting un-
certainty on the cross sections was typically below ±3%;
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varying the values of the cuts within the resolution of each
variable; the effect on the cross sections was typically below
±3%;
• the uncertainty on the reconstruction of the boost to the Breit
frame was estimated by using the direction of the track asso-
ciated with the scattered electron instead of that derived from
its impact position in the CAL. The effect on the cross sections
was typically below ±1%;
• the uncertainty in the absolute energy scale of the electron
candidate was estimated to be ±1% [51]. The resulting uncer-
tainty on the cross sections was below ±1%;
• the uncertainty in the cross sections due to that in the simu-
lation of the trigger was negligible.
The systematic uncertainties were similar for both jet algorithms.
Those not associated with the absolute energy scale of the jets
were added in quadrature to the statistical uncertainties and are
shown in the ﬁgures as error bars. The uncertainty due to the ab-
solute energy scale of the jets is shown separately as a shaded
band due to the large bin-to-bin correlation. In addition, there was
an overall normalisation uncertainty of 2.2% from the luminosity
determination, which is not included in the ﬁgures.
7. QCD calculations and theoretical uncertainties
Next-to-leading-order (O(α2s )) QCD calculations were compared
to the measured inclusive-jet cross sections. The calculations were
obtained using the program Disent [52], in the MS renormalisa-
tion and factorisation schemes using a generalised version [52] of
the subtraction method [53]. The number of ﬂavours was set to
ﬁve and the renormalisation (μR ) and factorisation (μF ) scales
were chosen to be μR = E jetT ,B and μF = Q , respectively. The
strong coupling constant was calculated at two loops with Λ(5)
MS
=
226 MeV, corresponding to αs(MZ ) = 0.118. The calculations were
performed using the ZEUS-S [23] parameterisations of the proton
PDFs61. In Disent, the value of αem was ﬁxed to 1/137. The anti-
kT and SIScone algorithms were also applied to the partons in
the events generated by Disent in order to compute the jet cross-
section predictions.
Measurements are also presented of the ratio of inclusive-jet
cross sections based on different jet algorithms. Although the cal-
culations for inclusive-jet cross sections can be made at present
only up to O(α2s ), the differences62 of cross sections using dif-
ferent jet algorithms can be predicted up to O(α3s ) using the
program Nlojet++ [55]. The same parameter settings as deﬁned
above were used for the Nlojet++ predictions. The predicted ratio




= 1+ dσanti-kT /dX − dσkT /dX
dσkT /dX
 1+ C · α
3
s
A · αs + B · α2s
, (3)
since differences between the anti-kT and kT algorithms appear
ﬁrst for ﬁnal states with four partons and were evaluated using the
tree-level eq → eqggg , eq → eqgqq¯, eg → eqq¯qq¯ and eg → eggqq¯
subprocesses. The predicted ratio (dσSIScone/dX)/(dσkT /dX) was
calculated as
61 The LHAPDF package [54], version 5.7.1, was used.
62 The differences of cross sections were evaluated on an event-by-event basis.dσSIScone/dX
dσkT /dX
= 1+ dσSIScone/dX − dσkT /dX
dσkT /dX
 1+ D · α
2
s + E · α3s
A · αs + B · α2s
, (4)
since differences between the SIScone and kT algorithms appear
ﬁrst for ﬁnal states with three partons and were evaluated using
the tree-level three-parton and four-parton subprocesses and the
one-loop three-parton conﬁgurations. Eq. (4) also applies to the
predicted ratio (dσanti-kT /dX)/(dσSIScone/dX).
Since the measurements refer to jets of hadrons, whereas the
NLO QCD calculations refer to jets of partons, the predictions were
corrected to the hadron level using the MC models. The multiplica-
tive correction factor (Chad) was deﬁned as the ratio of the cross
section for jets of hadrons over that for jets of partons, estimated
by using the MC programs described in Section 5. The mean of
the ratios obtained with Ariadne and Lepto-MEPS was taken as
the value of Chad. The value of Chad for the inclusive-jet cross sec-
tions differs from unity by less than 5% [5], 6% and 11% for the
kT , anti-kT and SIScone jet algorithms, respectively, in the region
Q 2  500 GeV2.
Neither Disent nor Nlojet++ include the contribution from Z0
exchange; MC simulated events with and without Z0 exchange
were used to include this effect in the pQCD predictions. In the fol-
lowing, pQCD calculations refer to the fully corrected predictions.
Several sources of uncertainty in the theoretical predictions for
the inclusive-jet cross sections were considered:
• the uncertainty on the NLO QCD calculations due to terms
beyond NLO, estimated by varying μR between E
jet
T ,B/2 and
2E jetT ,B, was below ±7 (±10)% at low Q 2 and low E jetT ,B and
decreased to less than ±5 (±7)% for Q 2 > 250 GeV2 for the
kT [5] and anti-kT (SIScone) algorithms;
• the uncertainty on the NLO QCD calculations due to those on
the proton PDFs was estimated by repeating the calculations
using 22 additional sets from the ZEUS-S analysis, which takes
into account the statistical and correlated systematic experi-
mental uncertainties of each data set used in the determina-
tion of the proton PDFs. The resulting uncertainty in the cross
sections for all three jet algorithms was below ±3%, except in
the high-E jetT ,B region where it reached ±4%;• the uncertainty on the NLO QCD calculations due to that on
αs(MZ ) was estimated by repeating the calculations using two
additional sets of proton PDFs, for which different values of
αs(MZ ) were assumed in the ﬁts. The difference between the
calculations using these various sets was scaled by a factor to
reﬂect the uncertainty on the current world average of αs [56].
The resulting uncertainty in the cross sections was below ±2%
for all three jet algorithms;
• the uncertainty from the modelling of the QCD cascade was
assumed to be half the difference between the hadronisation
corrections obtained using the Ariadne and Lepto-MEPS mod-
els. The resulting uncertainty on the cross sections was less
than ±1.4% [5], ±1.7% and ±2.3% for the kT , anti-kT and SIS-
cone algorithms, respectively;
• the uncertainty of the calculations due to the choice of μF
was estimated by repeating the calculations with μF = Q /2
and 2Q . The effect was negligible.
The total theoretical uncertainty was obtained by adding in
quadrature the individual uncertainties listed above. As a function
of Q 2, the total theoretical uncertainty varies in the range 3–7%
(3–10%) for the anti-kT (SIScone) algorithm; as a function of E
jet ,T ,B
ZEUS Collaboration / Physics Letters B 691 (2010) 127–137 133Fig. 1. The measured differential cross sections (a) dσ/dE jetT ,B and (b) dσ/dQ
2 for inclusive-jet production (dots) using different jet algorithms. The NLO QCD calculations with
μR = E jetT ,B (solid lines) are also shown. The cross sections for the anti-kT and kT [5] algorithms were multiplied by the scale factors indicated in brackets to aid visibility.
The error bars on the data points are smaller than the marker size and are therefore not visible. The shaded bands display the uncertainty due to the absolute energy scale
of the jets. The lower part of the ﬁgures shows the hadronisation-correction factor applied to the NLO calculations together with its uncertainty (hatched bands) for each jet
algorithm; the hadronisation-correction factor for the kT algorithm was shifted by the value indicated in brackets to aid visibility.the range of variation is 5–6% (6–8% ) for the anti-kT (SIScone) al-
gorithm.
It is concluded that the NLO QCD predictions for the inclusive-
jet cross sections are of similar precision for the kT and anti-kT
algorithms and somewhat less precise for the SIScone. A more de-
tailed comparison of the theoretical uncertainties is presented in
Section 8.
8. Results
8.1. Inclusive-jet differential cross sections with different jet algorithms
The inclusive-jet differential cross sections were measured in
the kinematic region Q 2 > 125 GeV2 and | cosγh| < 0.65. The jets
were reconstructed using either the anti-kT or the SIScone jet algo-
rithms and the cross sections refer to jets with E jetT ,B > 8 GeV and
−2 < ηjetB < 1.5. These cross sections were corrected for detector
and QED radiative effects and the running of αem.
The measurements of the inclusive-jet differential cross sec-
tions as functions of E jetT ,B and Q
2 are presented in Fig. 1 for the
anti-kT and SIScone jet algorithms. For comparison, the measure-
ments of inclusive-jet cross sections with the kT algorithm [5] are
also shown. In Fig. 1, each data point is plotted at the abscissa at
which the NLO QCD differential cross section was equal to its bin-
averaged value. The measured dσ/dE jetT ,B (dσ/dQ
2) exhibits a steep
fall-off over three (ﬁve) orders of magnitude for the jet algorithms
considered in the E jetT ,B (Q
2) measured range. The measurements
using the three jet algorithms have a very similar shape and nor-
malisation.
The NLO QCD predictions with μR = E jetT ,B are compared to the
measurements in Fig. 1. The hadronisation-correction factors andtheir uncertainties are also shown. The ratios of the measured dif-
ferential cross sections to the NLO QCD calculations are shown in
Figs. 2a and 2b separately for each jet algorithm. The measured
differential cross sections are well reproduced by the calculations,
with similar precision in all cases. To study the scale dependence,
NLO QCD calculations using μR = Q were also compared to the
data (not shown); they also provide a good description of the data.
To compare in more detail the results of the different al-
gorithms, the ratios of the measured cross sections anti-kT /kT ,
SIScone/kT and anti-kT /SIScone were investigated (see Figs. 2c and
2d). In the ratios, the statistical correlations among the event sam-
ples as well as those among the jets in the same event were taken
into account in the estimation of the statistical uncertainties. These
ratios show that the cross sections with the three jet algorithms
are similar: the ratios as functions of Q 2 differ from unity by less
than 3.2%; as functions of E jetT ,B, they differ by less than 3.6% except
at high E jetT ,B, where the difference is 10%. The pQCD predictions in-
cluding up to O(α3s ) terms for the ratios of cross sections are also
shown in Figs. 2c and 2d. In the estimation of the total theoretical
uncertainty of the predicted ratio, all the theoretical contributions
were assumed to be correlated except that due to terms beyond
O(α3s ) and that from the modelling of the QCD cascade. The inclu-
sion of the O(α3s ) terms in the predictions of the ratios improve
substantially the accuracy of the calculations thanks to the reduced
dependence on the uncalculated higher-order terms. Furthermore,
the inclusion of such terms has allowed a meaningful estimation of
the differences in cross sections between the anti-kT and kT algo-
rithms. The measured ratios are well described by the calculations
including up to O(α3s ) terms within the small experimental and
theoretical uncertainties, which are dominated by the uncertainty
on the modelling of the QCD cascade.
134 ZEUS Collaboration / Physics Letters B 691 (2010) 127–137Fig. 2. The ratios between the measured cross sections (a) dσ/dE jetT ,B and (b) dσ/dQ
2 and the NLO QCD calculations (dots). The inner error bars represent the statistical
uncertainty. The outer error bars show the statistical and systematic uncertainties, not associated with the uncertainty of the absolute energy scale of the jets, added in
quadrature. The hatched bands display the total theoretical uncertainty and the shaded bands display the jet-energy scale uncertainty. The ratios of the measured cross
sections (dots) anti-kT /kT , SIScone/kT and anti-kT /SIScone as functions of (c) E
jet
T ,B and (d) Q
2. In these plots, the outer error bars include also the uncertainty of the absolute
energy scale of the jets. The predicted ratios based on calculations which include up to O(α3s ) terms are also shown (solid lines). The hatched bands display the theoretical
uncertainty on the ratio.
Fig. 3. Overview of the theoretical relative uncertainties for the inclusive-jet cross sections in the kinematic range of the measurements as functions of (a) E jetT ,B and (b) Q
2
for the anti-kT (shaded areas) and SIScone (hatched areas) jet algorithms. Shown are the relative uncertainties induced by the terms beyond NLO, those on the proton PDFs,
that on the value of αs(MZ ) and that on the modelling of the QCD cascade.Fig. 3 shows the contributions to the theoretical uncertainty of
the inclusive-jet cross sections from terms beyond NLO, from the
uncertainty in the PDFs, from that on the value of αs(MZ ) and
from that on the modelling of the QCD cascade, separately for the
anti-kT and SIScone algorithms. The uncertainty coming from the
terms beyond NLO is dominant at low E jetT ,B and low Q
2 in allcases and somewhat higher for the predictions based on SIScone
than those for the anti-kT and kT [5] algorithms. At high E
jet
T ,B, the
PDF uncertainty is dominant in the case of the anti-kT algorithm
and of the same order as that arising from terms beyond NLO for
the SIScone algorithm. At high Q 2, the uncertainty due to terms
beyond NLO is of the same order for both algorithms and remains
ZEUS Collaboration / Physics Letters B 691 (2010) 127–137 135Fig. 4. The measured differential cross section dσ/dE jetT ,B for inclusive-jet production in different regions of Q
2 (dots) using the (a) anti-kT and (b) SIScone jet algorithms.
The measured and predicted cross sections have been multiplied by a scale factor as indicated in brackets to aid visibility. Other details as in the captions to Figs. 1 and 2.dominant. The uncertainty on the modelling of the QCD cascade is
somewhat higher for the SIScone algorithm than for anti-kT , but
signiﬁcantly smaller than that from terms beyond NLO. The total
theoretical uncertainty for the predictions using μR = Q is slightly
larger than that using μR = E jetT ,B.
The inclusive-jet cross sections for different regions of Q 2 as a
function of E jetT ,B are presented in Fig. 4 for both algorithms. The
measured cross sections exhibit a steep fall-off within the E jetT ,B
range considered. As Q 2 increases, the E jetT ,B dependence of the
cross section becomes less steep. The measurements have a similar
shape and normalisation for both jet algorithms and are similar to
the results obtained with the kT algorithm [4]. The NLO QCD pre-
dictions are compared to the measurements in Fig. 4. The data are
well described by the predictions. Fig. 5 shows the ratios of the
measured differential cross sections to the NLO QCD calculations.
The uncertainty of the NLO QCD calculations is also shown: the
uncertainties from the anti-kT predictions are of a similar size as
those encountered for the kT algorithm [4], and those for SIScone
are somewhat larger at low E jetT ,B and low Q
2.
In summary, it is concluded that the data for the kT , anti-kT
and SIScone jet algorithms are well described by the NLO QCD
calculations with similar experimental and theoretical precision.
Furthermore, the measured ratios are well described by the pre-
dictions including up to O(α3s ) terms, demonstrating the ability of
the pQCD calculations with up to four partons in the ﬁnal state to
account adequately for the differences between the jet algorithms.
8.2. Determination of αs(MZ )
The measured differential cross sections dσ/dQ 2 for Q 2 >
500 GeV2 were used to determine values of αs(MZ ) using the
method presented previously [2]. The NLO QCD calculations were
performed using the program Disent with ﬁve sets of ZEUS-S pro-ton PDFs which were determined from global ﬁts assuming differ-
ent values of αs(MZ ), namely αs(MZ ) = 0.115, 0.117, 0.119, 0.121
and 0.123. The value of αs(MZ ) used in each calculation was that
associated with the corresponding set of PDFs. The αs(MZ ) de-







i = Ci1αs(MZ ) + Ci2α2s (MZ ),
where Ci1 and C
i
2 were determined from a χ
2 ﬁt to the NLO QCD
calculations. The value of αs(MZ ) was determined by a χ2 ﬁt to
the measured dσ/dQ 2 values.
The uncertainties on the extracted values of αs(MZ ) due to the
experimental systematic uncertainties were evaluated by repeating
the analysis for each systematic check presented in Section 6. The
overall normalisation uncertainty from the luminosity determina-
tion was also considered. The largest contribution to the experi-
mental uncertainty comes from the jet energy scale and amounts
to ±1.9% on αs(MZ ) for both algorithms (±2% for kT [5]). The the-
oretical uncertainties were evaluated as described in Section 7. The
largest contribution was the theoretical uncertainty arising from
terms beyond NLO, which was estimated by using the method
proposed by Jones et al. [57], and amounted to ±1.5% for both
algorithms63 (±1.5% for kT [5]). The uncertainty due to the pro-
ton PDFs was ±0.7 (±0.8)% for the anti-kT (SIScone) algorithm
(±0.7% for kT [5]). The uncertainty arising from the hadronisation
effects amounted to ±0.9 (±1.2)% for the anti-kT (SIScone) algo-
rithm (±0.8% for kT [5]). Thus, the performance of the three jet
algorithms is very similar.
63 The theoretical uncertainty arising from terms beyond NLO estimated by reﬁt-
ting the data using calculations based on μR = 2E jetT ,B or E jetT ,B/2 amounts to +2.1−0.0
(+3.1−0.7)% for the anti-kT (SIScone) algorithm.
136 ZEUS Collaboration / Physics Letters B 691 (2010) 127–137Fig. 5. The ratios between the measured differential cross sections dσ/dE jetT ,B presented in Fig. 4 and the NLO QCD calculations (dots). Other details as in the captions to
Figs. 1 and 2.As a cross-check, αs(MZ ) was determined by using NLO
QCD calculations based on the CTEQ6.1 [24] (MSTW2008 [25])
sets of proton PDFs: the values obtained are consistent within
±1.2 (±1.0)% with those based on ZEUS-S. The uncertainty arising
from the proton PDFs was estimated to be ±1.5 (±0.7, ±0.4)%
using the results of the CTEQ6.1 (MSTW2008nlo90cl, MSTW2008-
nlo68cl) analysis.
The values of αs(MZ ) obtained from the measured dσ/dQ 2 for
Q 2 > 500 GeV2 are
αs(MZ )|anti-kT
= 0.1188± 0.0014 (stat.) +0.0033−0.0032 (exp.) +0.0022−0.0022 (th.) and
αs(MZ )|SIScone
= 0.1186± 0.0013 (stat.) +0.0034−0.0032 (exp.) +0.0025−0.0025 (th.).
These values of αs(MZ ) are consistent with that obtained using
the kT algorithm [5],
αs(Mz)|kT = 0.1207± 0.0014 (stat.) +0.0035−0.0033 (exp.) +0.0022−0.0023 (th.),
with the current world average of 0.1189 ± 0.0010 [56], with the
results obtained in pp¯ collisions [58] as well as with the HERA
average of 0.1186 ± 0.0051 [59]. It should be noted that the dif-
ferences between the central values of αs(MZ ) obtained using the
three jet algorithms are comparable to the uncertainties due to
higher-order terms in the calculations. It is observed that the pre-
cision in αs(MZ ) obtained with the kT , anti-kT and SIScone jet
algorithms is very similar, and comparable to those obtained in
e+e− interactions [56].
9. Summary and conclusions
For the ﬁrst time, differential cross sections for inclusive-jet
production in neutral current deep inelastic ep scattering weremeasured using the anti-kT and SIScone jet algorithms with
R = 1. The cross sections correspond to a centre-of-mass energy
of 318 GeV and refer to jets of hadrons with E jetT ,B > 8 GeV and
−2 < ηjetB < 1.5 identiﬁed in the Breit frame with the anti-kT or
SIScone jet algorithms. The measurements are given in the kine-
matic region of Q 2 > 125 GeV2 and | cosγh| < 0.65.
A detailed comparison between the measurements as functions
of E jetT ,B and Q
2 for both algorithms and those from a previous
analysis based on the kT jet reconstruction was performed. The
measured cross sections for the three jet algorithms have similar
shapes and normalisations.
The NLO QCD calculations of inclusive-jet cross sections and
their uncertainties for the different algorithms were also com-
pared: the data are well described by the predictions; the calcu-
lations for the anti-kT algorithm have a similar precision as that
of the kT whereas those for the SIScone are somewhat less precise
due to the contribution from terms beyond NLO.
Measurements of the ratios of cross sections using different
jet algorithms were also presented and compared to calculations
including up to O(α3s ) terms. The measured ratios are well repro-
duced by the predictions, demonstrating the ability of the pQCD
calculations including up to four partons in the ﬁnal state to ac-
count adequately for the differences between the jet algorithms.
Values of αs(MZ ) were extracted from the measured inclusive-
jet differential cross sections using each algorithm. QCD ﬁts of the
cross sections dσ/dQ 2 for Q 2 > 500 GeV2 yield the following val-
ues of αs(MZ ):
αs(MZ )|anti-kT
= 0.1188± 0.0014 (stat.) +0.0033−0.0032 (exp.) +0.0022−0.0022 (th.) and
αs(MZ )|SIScone
= 0.1186± 0.0013 (stat.) +0.0034 (exp.) +0.0025 (th.).−0.0032 −0.0025
ZEUS Collaboration / Physics Letters B 691 (2010) 127–137 137These values are consistent with each other and with that obtained
from the kT analysis with a similar precision.
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