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ON THE NUMBER OF INTEGER POINTS IN
TRANSLATED AND EXPANDED POLYHEDRA
DANNY NGUYEN⋆ AND IGOR PAK⋆
Abstract. We prove that the problem of minimizing the number of integer points in
parallel translations of a rational convex polytope in R6 is NP-hard. We apply this result
to show that given a rational convex polytope P ⊂ R6, finding the largest integer t s.t. the
expansion tP contains fewer than k integer points is also NP-hard. We conclude that the
Ehrhart quasi-polynomials of rational polytopes can have arbitrary fluctuations.
1. Introduction
In integer and combinatorial optimization, many problems are computationally hard
when the dimension is unbounded. In fixed dimensions, the situation is markedly differ-
ent as many classical problems become tractable. Notably Lenstra’s algorithm for Integer
Programming, and Barvinok’s algorithm for counting integer points in finite dimensional
rational polytopes are polynomial.
In recent years, there has been a lot of work, including by the authors, to show that
many problems in bounded dimension remain computationally hard as soon as one leaves
the classical framework (see below). This paper proves hardness of two integer optimizations
problems related to translation and expansion of rational polytopes in bounded dimensions.
We then consider the problem of describing Ehrhart quasi-polynomials of rational poly-
topes. These quasi-polynomials are of fundamental importance in both discrete geometry
and integer optimization, yet they remain somewhat mysterious and difficult to study. We
apply our result to prove a rather surprising property: that Ehrhart quasi-polynomials of
rational polytopes can have arbitrary fluctuations of consecutive values (see below).
1.1. Translation of polytopes. The following problem was considered by Eisenbrand and
Ha¨hnle in [EH12].
Integer Point Minimization (IPM)
Input: A ∈ Qm×n, a rational polyhedron Q ∈ Rm, k ∈ N.
Decide: ∃b ∈ Q s.t. #{x ∈ Zn : Ax ≤ b} ≤ k?
Parametric polytopes Pb := {x ∈ Rn : Ax ≤ b} were introduced by Kannan [Kan90], who
gave a polynomial time algorithm for IPM with k = 0 and n bounded. For larger fixed
values k, Aliev, De Loera and Louveaux [ADL16] proved that IPM is also polynomial time
by employing the short generating functions technique by Barvinok and Woods [BW03] (see
also [Bar06b, Bar08]). The following problem is an especially attractive special case:
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Polytope Translation
Input: A ∈ Qm×n, b ∈ Qm, ~v ∈ Qn, and k ∈ N.
Decide: ∃λ, 0 ≤ λ ≤ 1 s.t. #{x ∈ Zn : A(x− λ~v) ≤ b} ≤ k?
In terms of parametric polytopes, this asks for a translation of the original polytope P by
λ~v so that it has at most k integer points. Polytope Translation is a special case of
the Integer Point Minimization problem, when Q is 1-dimensional.
Eisenbrand and Ha¨hnle proved that the Polytope Translation is NP-hard for n = 2
and m unbounded:
Theorem 1.1 ([EH12]). Given a rational m-gon Q ⊂ R2, minimizing |Q+λ~e1| over λ ∈ R
is NP-hard.
Here and everywhere below, |P | denotes the number of integer points in a polytope P ,
and ~e1 = (1, 0, . . . ) is the standard first coordinate vector. We prove a similar result for
n = 6 with a fixed number m of vertices.
Theorem 1.2. Given a rational polytope P ⊂ R6 with at most 64 vertices, minimizing
|P + λ~e1| over λ ∈ R is NP-hard.
This resolves a problem by Eisenbrand.1 Since the dimension is fixed, the number of
facets of P is at most an explicit constant. An integer version of this is:
Theorem 1.3. Given a rational polytope P ⊂ R6 with at most 60 vertices and an integer
N ∈ N, minimizing |P + t~e1/N | over t ∈ Z is NP-hard.
While Theorem 1.3 is implied by Theorem 1.2 by a simple argument on rationality, its
proof is simpler and will be presented first (cf. Section 3). The technique differs from those
in [EH12] and our earlier work on the subject.
To prove Theorem 1.3, we show how to embed a classical NP-hard quadratic optimization
problem into Polytope Translation. This is done by viewing each term in the quadratic
objective as the integer volume of a separate polygon in R2, which are then merged in a
higher dimension into a single convex polytope (cf. [NP17a, NP17b]). Let us mention that
positivity and convexity are major obstacles here, and occupy much of the proof.
1.2. Expansions of polytopes. A quasi-polynomial p(t) : Z→ Z is an integer function
p(t) = c0(t)t
d + c1(t)t
d−1 + . . . + cd(t),
where ci(t), 0 ≤ i ≤ d, are periodic with integer period. For a rational polytope P ⊂ Rn,
consider the following function:
fP (t) :=
∣∣tP ∩ Zn∣∣.
Ehrhart famously proved that fP (t) is a quasi-polynomial, called the Ehrhart quasi-polynomial,
see e.g. [Bar08, §18]. It is well known and easy to see that fP (t) ∼ voln(P )t
n.
Many interesting combinatorial problems can be restated in the language of Ehrhart
quasi-polynomials. We start with the following classical problem:
Frobenius Coin Problem
Input: α = (α1, . . . , αn) ∈ N, gcd(α1, . . . , αn) = 1.
Output: g(a) := max
{
t ∈ N : ∄ c1, . . . , cn ∈ N s.t. t = c1α1 + . . .+ cnαn
}
.
1F. Eisenbrand, personal communication (September 2017).
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In other words, this problem asks for the largest integer t that cannot be written as a
combination of the coins αi’s. Such a t exists by the gcd(·) = 1 condition. Finding g(a)
is an NP-hard problem when the dimension n is not bounded, see [RA96]. For a fixed n,
Kannan proved that the problem can be solved in polynomial time [Kan92, BW03].
We can restate the Frobenius Coin Problem as follows. Let
∆α := {x ∈ R
n : α · x = 1, x ≥ 0} and fα := f∆α .
Then fα(t) counts the number of ways to write t ≥ 0 as an N-combination of the αi’s. Thus,
g(α) is the largest t ≥ 0, such that fα(t) = 0. Beck and Robins [BR04] used this setting to
consider the following generalization:
k-Frobenius Problem
Input: α = (α1, . . . , αn) ∈ N, gcd(α1, . . . , αn) = 1, k ∈ N.
Output: g(α, k) := max
{
t ∈ N : fα(t) < k
}
.
In other words, the problem asks for the largest integer t that cannot be represented as a
combinations of αi’s in k different ways. Aliev, De Loera and Louveaux [ADL16] generalized
Kannan’s theorem to prove that for fixed n and k the problem is still in P. Motivated by the
above interpretation with the simplex ∆α, they also considered the following generalization:
k-Ehrhart Threshold Problem (k-ETP)
Input: A rational polytope P ∈ Rn and k ∈ N.
Output: g(P, k) := max
{
t ∈ N : fP (t) < k
}
.
For a polytope P , this asks for the largest t so that tP contains fewer than k integer points.
Again, when both n and k are fixed, it was shown in [ADL16] that this problem is in P.
However, for varying k we have:
Theorem 1.4. The k-ETP is NP-hard for rational polytopes P ∈ R6 with at most 60
vertices.
It is an open problem whether the k-Frobenius Problem is NP-hard when k is a part
of the input (see §6.1).
1.3. Fluctuations of the Ehrhart quasi-polynomial. It is well known that every quasi-
polynomial p(t) : Z→ Z can be written in the form:
(1.1) p(t) =
r∑
i=1
γi
n∏
j=1
⌊
αijt+ βij
⌋
,
where αi, βi, γi ∈ Q. The smallest n for which p(t) is representable in this form is called the
degree of f(t). It is also known how to compute fP (t) in the from (1.1) efficiently when n
is fixed (see e.g. [VW08]).
Not all quasi-polynomials arise from polytopes. For instance, p(t) = 1 + t⌊ t2⌋ − t⌊
t−1
2 ⌋
cannot be an Ehrhart quasi-polynomial because p(t) > 0 for all t, yet its leading terms
fluctuates between odd and even values of t. However, when restricted to finite intervals,
every quasi-polynomial can be realized as fP of a polytope P , in the following sense:
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Theorem 1.5. Let N ∈ N and p : Z → Z be a quasi-polynomial of the form (1.1), with
γi ∈ Z, αij , βij ∈ Q for 1 ≤ i ≤ r and 1 ≤ j ≤ n. Then there exists a rational polytope
Q ∈ Rd and integers K,M ∈ N, such that:
p(t) +K = fQ(t+M) for every 0 ≤ t < N.
Moreover, we have d = O(n+ ⌈log r⌉), and polytope Q has at most r4n+1 vertices. Here the
vertices of Q and the constants K,M can be computed in polynomial time.
Roughly, this theorems say that locally, Ehrhart quasi-polynomials can fluctuate as badly
as general quasi-polynomials. In particular, we have:
Corollary 1.6. For every sequence c0, . . . , cr−1 ∈ N, there exists a polytope Q ∈ Rd and
K,M ∈ N such that:
ci +K = fQ(i+M) for every 0 ≤ i < r.
Moreover, we have d = O(log r) and polytope Q has at most O(r) vertices. Here the vertices
of Q and the constants K,M can be computed in polynomial time.
Proof. Consider the degree 1 quasi-polynomial
f(t) =
r−1∑
i=0
ci
(⌊
t− i
r
⌋
−
⌊
t− i− 1
r
⌋)
.
Then f(i) = ci for 0 ≤ i < r. Now we apply Theorem 1.5 to f(t) with N = r. 
1.4. Brief historical overview. Integer Programming (IP) asks for given A ∈ Qm×n
and b ∈ Qm, to decide whether
∃x ∈ Zn : Ax ≤ b.
Equivalently, the problem ask whether a rational polytope contains an integer point.
When n is unbounded, this problem includes Knapsack as a special case, and thus NP-
complete (see e.g. [GJ79]). For fixed n, the situation is drastically different. Lenstra [Len83]
famously showed that IP is in P, even when m is unbounded (see also [Sch86]). Barvinok
[Bar93] showed that the corresponding counting problem is in FP, pioneering a new tech-
nique in this setting (see also [Bar08, Bar17]).
TheParametric Integer Programming (PIP) asks for a given A ∈ Qm×n, B ∈ Qm×ℓ
and b ∈ Qm, to decide whether
∀y ∈ Q ∩ Zℓ ∃x ∈ Zn : Ax + By ≤ b,
where Q ⊂ Qℓ is a convex polyhedron given by Ky ≤ u, for some K ∈ Qℓ×r, u ∈ Qr.
Kannan showed that PIP is in P (see also [ES08, NP17b]). In [Kan92], Kannan used
the PIP interpretation to show that for a fixed number ℓ of coins, the Frobenius Coin
Problem is in P. Barvinok and Woods [BW03] showed that the corresponding counting
problem is in FP, but only when the dimensions ℓ and n are fixed (see also [Woo04]).
Although the above list is not exhaustive, most other problems in this area with fixed
dimensions are computationally hard, especially in view of our recent works. Let us single
out one negative small-dimensional result. We showed in [NP17a] that given two rational
polytopes P,Q ⊂ R3, it is #P-complete to compute
#
{
x ∈ Z : ∃z ∈ Z2 , (x, z) ∈ P \Q
}
.
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Note that the corresponding decision problem is a special case of PIP, and thus can be de-
cided in polynomial time. This elucidated the limitations of the Barvinok–Woods approach
(see also [NP18, NP17b]).
The Frobenius problem and its many variations is thoroughly discussed in [RA05], along
with its connections to lattice theory, number theory and convex polyhedra. There are
also some efficient practical algorithms for solving it, see [BHNW05]. The k-Frobenius
Problem, also called the generalized Frobenius problem, has been intensely studied in recent
years, see e.g. [AHL13, FS11].
Ehrhart quasi-polynomials become polynomials for integer polytopes, in which case there
is a large literature on their structure and properties (see e.g. [Bar08, Bar17] and references
therein). We discuss integer polytopes in Section 5. A bounded number of leading coeffi-
cients of Ehrhart quasi-polynomials in arbitrary dimensions can be computed in polynomial
time [Bar06a] (see also [B+12]). There is also some interesting analysis of the periods of
the coefficients ci(t), see [BSW08, Woo05]. It seems that fluctuations of Ehrhart quasi-
polynomials have not been considered until now.
1.5. Notations. As mentioned earlier, |P | always denote the number of integer points in a
convex polytope P ⊂ Rn. We use P + ~w to denote translation of P by vector ~w. The first
coordinate vector (1, 0, . . . ) is denoted by ~e1.
When the ambient space Rn is clear, we use {xi = ξi, . . . , xj = ξj} to denote the subspace
with specified coordinates xi = ξi, . . . , xj = ξj. We write f(t) ≫ g(t) for g(t) = o
(
f(t)
)
as
t→∞. Finally, we use N = {0, 1, 2, . . .} and Z+ = {1, 2, . . .}.
2. Proof of Theorem 1.3
2.1. General setup. We start with the following classical QDE problem:
Quadratic Diophantine Equations
Input: α, β, γ ∈ N.
Decide: ∃u ∈ N, 0 ≤ u < γ s.t. u2 ≡ α (mod β)?
Manders and Adleman [MA78] proved that this problem is NP-complete (see also [GJ79,
§7.2]). Observe that the problem remains NP-complete when we assume α, γ < β, Thus,
the problem can be rephrased as the problem of minimizing
(2.1) f(u, v) := (u2 − α− βv)2 over (u, v) ∈ B ∩ Z2.
where B = [0, γ)×[0, β). Indeed, we have min(u,v)∈B f(u, v) = 0 if and only if the congruence
in QDE is feasible.
Let N = βγ. The two variables (u, v) ∈ B can be encode into a single integer variable
0 ≤ t < N by:
u = ⌊t/β⌋ and v = t (mod β) = t− β⌊t/β⌋.
It is clear that each pair (u, v) ∈ B∩Z2 corresponds to such a unique t ∈ [0, N −1] and vice
versa. So we can restate the problem as minimizing f
(
⌊t/β⌋, t − β⌊t/β⌋
)
over t ∈ [0, N).
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Now we have:
f
(
⌊t/β⌋, t − β⌊t/β⌋
)
=
(
⌊t/β⌋2 − α− β
(
t− β⌊t/β⌋
))2
=
(
⌊t/β⌋
(
⌊t/β⌋ + β2
)
−
(
α+ βt
))2
= ⌊t/β⌋2
(
β2 + ⌊t/β⌋
)2︸ ︷︷ ︸
T1(t)
+
(
α+ βt
)2︸ ︷︷ ︸
T2(t)
− 2⌊t/β⌋
(
β2 + ⌊t/β⌋
)(
α+ βt
)
︸ ︷︷ ︸
S(t)
(2.2)
Here we denote by T1(t), T2(t) and S(t) the three terms in the above sum. First, we need
to convert −S(t) into a positive term. Fix a large constant σ, say σ := 10β5 will suffice for
our purposes. We have:
−S(t) = − S(t) + 2β(β2 + β)(α + βt) − 2β(β2 + β)(α+ βt) + σ − σ
=
[
β(β2 + β)− ⌊t/β⌋
(
β2 + ⌊t/β⌋
)]
2(α + βt) + σ − 2β(β2 + β)(α+ βt)− σ
=
(
β − ⌊t/β⌋
)(
β2 + β + ⌊t/β⌋
)
(2α + 2βt)︸ ︷︷ ︸
T3(t)
+
[
σ − 2β(β2 + β)(α + βt)
]
︸ ︷︷ ︸
T4(t)
−σ.(2.3)
Thus,
f
(
⌊t/β⌋, t − β⌊t/β⌋
)
= T1(t) + T2(t) + T3(t) + T4(t) − σ.
Note that T1(t), . . . , T4(t) > 0 for 0 ≤ t < N . Let
g(t) := σ + f
(
⌊t/β⌋, t− β⌊t/β⌋
)
.
We can rephrase the original NP-hard problem as the problem of computing the following
minimum:
(2.4) min
0≤t<N
g(t) = min
0≤t<N
T1(t) + . . . + T4(t).
Note that each function Ti(t) is a product of terms of the form p± qt or r± ⌊t/β⌋ for some
constants p, q, r > 0. We encode each of these three types of functions as the number of
integer points in some translated polytope. From this point on, we assume that 0 ≤ t < N ,
unless stated otherwise.
2.2. Trapezoid constructions. To illustrate the idea, we start with the simplest function
qt with q ∈ Z+. Let ε = 1/4N2 and ~v = ~e1/N = (1/N, 0, . . . , 0). Consider the following
triangle:
∆ =
{
(x, y) ∈ R2 : x, y ≥ ε, qN(1− x) ≥ y
}
.
(see Figure 1). Fix a line ℓ := {x = 1}. It is easy to see that the hypotenuse of ∆ + t~v
intersects ℓ at the point y = qNt/N = qt. So we have (∆ + t~v) ∩ ℓ = [ε, qt], and thus
|∆+ t~v| = qt.
To encode a function p+qt with p, q ∈ Z+, we take ∆ and extend vertically by a distance
p − 12 below the line y = 0 to make a trapezoid FA. Similarly, to encode a function p
′ − qt
with p′ > qN , we translate the hypotenuse of ∆ up by 2ε, and then extend upward by p′
to get a trapezoid FB (see Figure 1). Formally, let:
FA =
{
(x, y) ∈ R2 : 1 ≥ x ≥ ε, qN(1− x) ≥ y ≥ 1/2 − p
}
and
FB =
{
(x, y) ∈ R2 : 1 ≥ x ≥ ε, p′ ≥ y ≥ qN(1− x) + 2ε}.
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PSfrag replacements
ε
ε
ε
ε
ε
ε
2ε
O 1
slope = qN
∆∆ ℓℓ
ℓ
1
N
2
N
. . .
FA
FB
p − 1
2
p′
Figure 1. The triangle ∆ and trapezoids FA, FB .
Let us show that these trapezoids encode the function as stated above. For FA, we have
(FA + t~v)∩ ℓ =
[
1
2 − p, qt
]
, and thus |FA + t~v| = p+ qt. For FB , the hypotenuse of FB + t~v
intersects ℓ at qt+2ε. Thus, we have (FB+t~v)∩ℓ =
[
qt+2ε, p′
]
, and thus |FB+t~v| = p
′−qt,
as desired.
For the function ⌊t/β⌋, we can encode it with the following triangle:
∆′ =
{
(x, y) ∈ R2 : x, y ≥ ε, γ(1− x) ≥ y
}
.
(see Figure 2). It is easy to see that the hypotenuse of ∆′ + t~v intersects ℓ at the point
y = γt/N = t/β. So (∆′ + t~v) ∩ ℓ = [ε, t/β] and thus |∆′ + t~v| = ⌊t/β⌋.
By modifying ∆′ and keeping the same slope γ, we can encode the functions r + ⌊t/β⌋
and r′ − ⌊t/β⌋ with r, r′ ∈ Z+, r′ > γ, by using the following trapezoids:
FC =
{
(x, y) ∈ R2 : 1 ≥ x ≥ ε, γ(1− x) ≥ y ≥ 1/2− r
}
and
FD =
{
(x, y) ∈ R2 : 1 ≥ x ≥ ε, r′ ≥ y ≥ γ(1− x) + 2ε
}
,
respectively (see Figure 2).
PSfrag replacements
ε
ε
ε
ε
ε
ε
2ε
slope = N/β = γ
∆′
ℓ
slope = N/β = γ
slope = γ
FC
FD
r − 1
2
r′
∆′
ℓ
ℓ
ℓ
Figure 2. The triangle ∆′ and trapezoids FC , FD.
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Let us show that these trapezoids encode the function as stated above. For FC , we have
(FC + t~v)∩ ℓ =
[
1
2 − r,
t
β
]
, and thus |FC + t~v| = r+ ⌊t/β⌋. Similarly, for FD, the hypotenuse
of (FD + t~v) intersects ℓ at y = t/β + 2ε, and thus (FD + t~v) ∩ ℓ =
[
t
β + 2ε, r
′]. Since
t/β < t/β + 2ε < (t+ 1)/β, we have |FD + t~v| = r
′ − ⌊t/β⌋, as desired.
Note that the counting function for each constructed trapezoid is periodic modulo N . In
other words, |FA + t~v| = |FA + (t mod N)~v| for every t ∈ Z, and the same result holds for
FB , FC , FD. From this point on, we let t take values over Z in place of our earlier restriction
t ∈ [0, N).
2.3. The product construction. The next step is to construct polytopes that encode
products functions of the form p± qt and r ± ⌊t/β⌋.
Consider any d functions h1(t), . . . , hd(t) of these forms. We take the trapezoids F1, . . . , Fd
whose counting functions encode hi’s. Each Fi ⊂ R2 is described by a system:
Fi =
{
(x, y) ∈ R2 : µi ≤ x ≤ νi, ρi + τix ≤ y ≤ ρ
′
i + τ
′
ix
}
.
We embed Fi into the 2-dimensional subspace spanned by coordinates x, yi inside Rd+1
(with coordinates x, y1, . . . , yd). Then define:
(2.5) P =
{
(x, y1, . . . , yd) ∈ R
d+1 : max
1≤i≤d
µi ≤ x ≤ min
1≤i≤d
νi, ρi + τix ≤ yi ≤ ρ
′
i + τ
′
ix
}
.
It is clear that for every t and every vertical hyperplane H = {x = x0} in Rd+1, we have
(P + t~v) ∩H =
(
(F1 + t~v
)
∩H)× · · · ×
(
(Fd + t~v) ∩H
)
.2 Therefore, we have
|P ∩ t~v| = |F1 ∩ t~v| . . . |Fd ∩ t~v| = h1(t) . . . hd(t).
So the (d + 1)-dimensional polytope P encodes the product h1(t) . . . hd(t). Note that P is
combinatorially a cube, which means it has 2(d+ 1) facets and 2d+1 vertices.
2.4. Putting it all together. We apply this product construction to each of the four
terms T1, T2 in (2.2), T3, T4 in (2.3) and get four polytopes P1 ∈ R5, P2 ∈ R3, P3 ∈ R4,
P4 ∈ R2 such that
(2.6) |Pi + t~v| = Ti(t mod N) for every t ∈ Z.
Now we embed them into R6 as follows:
(2.7)
Q1 = {x ∈ R
6 : (x1, . . . , x5) ∈ P1, x6 = 1},
Q3 = {x ∈ R
6 : (x1, . . . , x4) ∈ P3, x5 = 1, x6 = 0},
Q2 = {x ∈ R
6 : (x1, . . . , x3) ∈ P2, x4 = 1, x5 = 0, x6 = 0},
Q4 = {x ∈ R
6 : (x1, x2) ∈ P4, x3 = 1, x4 = 0, x5 = 0, x6 = 0}.
Note that Q1, . . . , Q4 are all disjoint. Define the polytope
(2.8) W = conv(Q1, . . . , Q4).
Because of the way P1, . . . , P4 are embedded in R4, for every t ∈ Z we have:
(W + t~v) ∩ Z6 =
4⊔
i=1
(
(Qi + t~v) ∩ Z
6
)
.
2Note that each Fi + t~v intersects exactly one such hyperplane H with x0 ∈ Z.
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Thus, for every t ∈ Z, we have:
|W + t~v| =
4∑
i=1
|Qi + t~v| =
4∑
i=1
|Pi + t~v| =
4∑
i=1
Ti(t mod N) = g(t mod N).
By (2.4), we conclude that computing the following minimum is NP-hard:
min
t∈Z
|W + t~v| = min
0≤t<N
g(t).
Note that the polytopes Q1, Q2, Q3, Q4 have 32, 8, 16, 4 vertices, respectively. Thus, poly-
tope W has in total 60 vertices, as desired. 
3. Proof of Theorem 1.2
We modify the construction in the proof of Theorem 1.3 by perturbing all its ingredi-
ents to ensure that the desired minimum coincides with the one in the integer case. This
construction is rather technical and assumes the reader is familiar with details in the proof
above.
Recall that 0 ≤ α, γ < β, N = βγ, ε = 1/4N2 and ~v = ~e1/N . We perturb all constructed
trapezoids as follows. Denote by s the maximum slope over all hypotenuses of all constructed
trapezoids. By a quick inspection of the terms T1, . . . , T4 in (2.2) and (2.3), one can see that
s < 4β4N < 4β6. Take δ > 0 much smaller than ε and (βs)−1. For example, δ := 1/4β8
works. Now translate each constructed trapezoid F by a distance +δ horizontally in R2.
Let F ′ be such a translated copy of some F .3 Then it is not hard to see that |F+t~v| = |F ′+t~v|
for all t ∈ Z. In fact, due to the δ perturbation, we have:
|F + t~v| = |F ′ + t~v| =
∣∣∣F ′ + ( t
N
+ τ
)
~e1
∣∣∣
for every t ∈ Z and τ ∈ [−δ/4, δ/4]. This can be checked directly for all the trapezoid of
types FA, FB , FC , FD constructed in the proof of Theorem 1.3. Define the real set
(3.1) Zδ =
{ t
N
+ τ : t ∈ Z, −δ/4 ≤ τ ≤ δ/4
}
.
For λ ∈ Zδ, denote by t(λ) the (unique) integer t such that |λ− t/N | ≤ δ/4. By the above
observations, we have |F ′+λ~e1| = |F+t(λ)~v| for every λ ∈ Zδ. Now we take these perturbed
trapezoids and construct P ′1, . . . , P
′
4 as similar to P1, . . . , P4 above, using the same product
construction (see (2.5)). Note that P ′i = Pi + δ~e1 and by (2.6), for every λ ∈ Zδ we have:
(3.2) |P ′i + λ~e1| = |Pi + t(λ)~v| = Ti(t(λ) mod N) (1 ≤ i ≤ 4).
We need to “patch up” Zδ to make it the whole real line R. Let
(3.3) Yδ =
{ t
N
+ τ : t ∈ Z,
δ
8
≤ τ ≤
1
N
−
δ
8
}
.
3Recall that each F encodes some function h(t) as |F + t~v| = h(t mod N) for every t ∈ Z.
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PSfrag replacements
Zδ
Yδ
0
1
N
2
N
N−1
N 1-
1
N
. . .
. . .δ
4
Figure 3. The sets Zδ and Yδ consisting of bold segments.
It is clear that Zδ ∪ Yδ = R. Take a large constant ω, s.t. ω ≫ g(t) for all 0 ≤ t < N .
For example, ω := 10β10 will suffice for our purposes, by (2.2)–(2.4). Now consider the
following parallelogram:
R =
{
(x, y) ∈ R2 : ωN −
1
2
≥ y ≥ 0, 1−
δ
8
−
y
N
≥ x ≥ 1−
1
N
+
δ
8
−
y
N
}
(see Figure 4).
PSfrag replacements
10
δ/8
1/N − δ/8
R slope
y
x = NωN −
1
2
Figure 4. The parallelogram R.
Lemma 3.1. We have: |R + λ~e1| = ω if λ ∈ Yδ, and |R+ λ~e1| = 0 otherwise.
Proof. Denote by R(i) the horizontal slice of R at height i ∈ Z. Then for the bottom edge
R(0), we have |R(0)+λ~e1| = 1 if δ/8 ≤ λ mod 1 ≤ 1/N−δ/8, and |R(0)+λ~e1| = 0 otherwise.
In other words, |R(0) + λ~e1| = 1 if and only if λ lies in some jN -th segment of Yδ (j ∈ Z).
Also every next slice is translated by −1/N , i.e., R(i+1) = R(i) − ~e1/N . There are in total
ωN non-empty slices, which implies the claim. 
Recall the perturbed polytopes P ′1, . . . , P
′
4 above, see (3.2). We embed them into R
5
similarly to (2.7):
(3.4)
Q′1 = {x ∈ R
6 : (x1, . . . , x5) ∈ P
′
1, x6 = 1},
Q′3 = {x ∈ R
6 : (x1, . . . , x4) ∈ P
′
3, x5 = 1, x6 = 0},
Q′2 = {x ∈ R
6 : (x1, . . . , x3) ∈ P
′
2, x4 = 1, x5 = 0, x6 = 0},
Q′4 = {x ∈ R
6 : (x1, x2) ∈ P
′
4, x3 = 1, x4 = 0, x5 = 0, x6 = 0}.
We also embed R into R5 as:
Q′5 = {x ∈ R
6 : (x1, x2) ∈ R, x3 = 0, x4 = 0, x5 = 0, x6 = 0}.
Now let W ′ = conv(Q′1, . . . , Q
′
5). By the above embeddings, we have:
|W ′ + λ~e1| =
5∑
i=1
|Q′i + λ~e1| = |R+ λ~e1| +
4∑
i=1
|P ′i + λ~e1|.
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If λ ∈ Yδ, we have:
|W ′ + λ~e1| ≥ |R + λ~e1| = ω ≫ max
0≤t<N
g(t).
On the other hand, if λ /∈ Yδ, then λ ∈ Zδ by (3.1) and (3.3). In this case, by (3.2) and
Lemma 3.1, we have:
|W ′ + λ~e1| =
4∑
i=1
|P ′i + λ~e1| =
4∑
i=1
Ti(t(λ) mod N) = g(t(λ) mod N).
We conclude that the following minimum is NP-hard to compute:
min
λ∈R
|W ′ + λ~e1| = min
0≤t<N
g(t).
Note that the polytopes Q′1, Q
′
2, Q
′
3, Q
′
4, Q
′
5 have 32, 8, 16, 4, 4 vertices, respectively. Thus,
polytope W ′ has in total 64 vertices. This completes the proof of Theorem 1.2. 
4. Applications
4.1. Proof of Theorem 1.4. Recall the polytope P ⊂ R6 from Theorem 1.3 with 60
vertices and the translation vector ~v = ~e1/N . From the construction in Section 2, it is
clear that P has at least one integer point, which we call ~p. We translate P by −~p so that
(0, 0) ∈ P , meanwhile still keeping |P + t~v| the same for every t ∈ Z.
Consider a very large multiple M of N (quantified later). Then for every 0 ≤ t < N , the
two polytopes
Rt = P + (t+M)~v and R
′
t =
t+M
M
P + (t+M)~v
satisfy Rt ⊂ R
′
t, even though R
′
t is just slightly larger. Since both polytopes are closed, if
they differ by very little, we should have |Rt| = |R
′
t|. To ensure this for all 0 ≤ t < N , it is
enough to pick M so that N/M < d1/D2, where:
d1 = min
0≤t<N
δ
(
P + t~v, Z6\(P + t~v)
)
and D2 = diameter of P.
Here δ(·, ·) denotes the shortest distance between 2 sets. Both 1/d1 and D2 are polynomially
bounded in N and the largest pq over all vertex coordinates p/q of P (see [Sch86, Ch.10]).
So M only needs to be polynomially large in N and the coordinates of P .
Now we have |Rt| = |R
′
t| for every 0 ≤ t < N . Let Q =
1
MP + ~v, then R
′
t = (t +M)Q.
Thus, |Rt| = |(t +M)Q| for every 0 ≤ t < N . Recall that |P + t~v| is periodic modulo N
and N |M . So |Rt| = |P + (t+M)~v| = |P + t~v| for very t. We conclude that
|P + t~v| = |(t+M)Q| for every 0 ≤ t < N.
Thus, computing min0≤t<N |(t+M)Q| = min0≤t<N |P + t~v| is NP-hard.
By binary search, finding min0≤t<N |(t + M)Q| is equivalent to deciding polynomially
many sentences of the from min0≤t<N |(t+M)Q| < k for varying k. From the definition of
k-ETP, we have min0≤t<N |(t +M)Q| < k if and only if g(Q, k) ≥ M . This implies that
computing g(Q, k) is NP-hard. 
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4.2. Proof of Theorem 1.5. The constants K,M will be later quantified. Recall that
(4.1) p(t) =
r∑
i=1
γi
n∏
j=1
⌊
αijt+ βij
⌋
with γi ∈ Z. By increasing d by 1 and writing γi = ⌊0t + γi⌋, we can assume that all
coefficients γi = 1. Let ~v = ~e1/N . First, we construct a polytope W ⊂ Rd such that
p(t mod N) +K = |W + t~v| for all t ∈ Z. We need a technical lemma:
Lemma 4.1. For every n ≥ 2, we have the identity:
3n−1g1 · · · gn + h1 · · · hn =
∑
S⊆[n], S 6=∅
3δ(S)
∏
j∈[n]\S
gj ·
∏
j∈S
(gj + σj(S) τj(S)hj)
where
σj(S) =
{
1 if j − 1 ∈ S
−1 if j − 1 /∈ S
, τj(S) =
{
1 if smax > j
−1 if smax ≤ j
, σ(S) = max(0, n − smax − 1),
and smax = max(S).
Proof. Straightforward by induction, starting with the base case n = 2:
3g1g2 + h1h2 = (g1 − h1)(g2 − h2) + g1(g2 + h2) + (g1 + h1)g2.
The inductive step from n− 1 to n is:
3n−1g1 . . . gn + h1 . . . hn = 3(g1 − h1)(3
n−2g2 . . . gn − h2 . . . hn) +
g1(3
n−2g2 . . . gn + h2 . . . hn) + (g1 + h1)3
n−2g2 . . . gn.
Now replace −h2 by h
′
2 in the first term and apply the (n− 1)-st step. 
The point of this lemma is that if qi(t) =
∏n
j=1 hij(t), where hij(t) = ⌊αijt + βij⌋, and
g ∈ N is big enough then we can write:
(4.2) qi(t) + 3
n−1gn = hi1(t) . . . hin(t) + 3
n−1gn =
∑
S⊆[n], S 6=∅
3δ(S)gn−|S|
∏
j∈S
(
g ± hij(t)
)
.
Now the trapezoid construction from Section 2 can be applied to each term g ± hij(t). In
other words, for each j, we construct two trapezoids F+ij and F
−
ij so that:
|F+ij + t~v| = g + hij(t mod N) and |F
−
ij + t~v| = g − hij(t mod N) for every t ∈ Z.
For each S ⊆ [n] in the sum in (4.2), we take the product of the trapezoids for the terms
g±hij(t) with the construction from Section 2.3. This results in some polytope P
′
S in R
|S|+1
with 2|S|+1 vertices. Then we take a prism of height 3δ(S)gn−|S| over P ′S to get a polytope
PS ∈ R|S|+2 with 2|S|+2 vertices such that:
|PS + t~v| = 3
δ(S)gn−|S|
∏
j∈S
(
g ± hij(t mod N)
)
for every t ∈ Z.
By padding in extra dimensions, we can assume each PS ⊂ Rn+2. To sum over all S (there
are 2n − 1 of them), we pad in another extra n dimensions, and augment each PS with the
coordinates of a distinct point in {0, 1}n (see (2.7)). Taking the convex hull of the resulting
polytopes, we get some polytope Wi ⊂ R2n+2 such that:
|Wi + t~v| =
∑
S⊆[n], S 6=∅
3δ(S)gn−|S|
∏
j∈S
(
g ± hij(t mod N)
)
= qi(t mod N) + 3
n−1gn.
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for ever t ∈ Z. Note that Wi has at most (2n − 1)2n+2 < 4n+1 vertices.
Now we have a polytope Wi ⊂ R2n+2 for each term qi(t) =
∏n
j=1⌊αijt + βij⌋ in (4.1).
Again, to sum up qi over 1 ≤ i ≤ r, we pad each Wi with ⌈log r⌉ extra dimensions and
augment it with a distinct point in {0, 1}⌈log r⌉. Taking their convex hull, we get P ⊂ Rd
such that
p(t mod N) + r3n−1g = |P + t~v| for every t ∈ Z.
Here d = 2n + 2 + ⌈log r⌉ is the dimension, and P has at most r4n+1 vertices. In this
construction, we only need g > |hij(t)| for all 1 ≤ i ≤ r, 1 ≤ j ≤ n and 0 ≤ j < N . So
g = 2⌈max |αij |N +max |βij |⌉ suffices. We let K = r3
n−1g.
Finally, the argument from the proof of Theorem 1.4 can be applied to P . This gives a
polytope Q ⊂ Rd (with the same number of vertices) and an M ∈ N so that:
p(t) +K = |P + t~v| = |(t+M)Q| = fQ(t+M) for every 0 ≤ t < N.
This finishes the proof of Theorem 1.5. 
5. Integer polytopes
While much of the paper deals with rational polytopes in fixed dimensions, we can ask
similar questions about integer polytopes (polytopes with vertices in Zn).
Proposition 5.1. For integer polytopes, the k-ETP problem can be solved in polynomial
time.
Proof. The Ehrhart polynomial fP (t) of an integer polytope P ⊂ Rn is a monotone polyno-
mial of degree at most n, see e.g. [Bar08]. Since n is fixed, the coefficients of fP (t) can be
computed using Lagrange interpolation. Now apply the binary search to solve the k-ETP
problem from definition. 
Note that this approach also extends to (rational) polytopes P with a fixed denominator,
defined as the smallest t ∈ Z+ such that tP is integer.
For Polytope Translation, we do not know if Theorem 1.2 continues to hold for
integer polytopes. However, it is not difficult to see that Theorem 1.3 extends to this
setting:
Theorem 5.2. Given an integer polytope P ⊂ R6 with at most 64 vertices and an integer
N ∈ N, minimizing |P + t~e1/N | over t ∈ Z is NP-hard.
Sketch of proof. The trapezoids in Section 2.2 can be reused, with the ε’s removed to make
all their vertices integer.4 A small complication arises for trapezoids of type FD in Figure 2,
because now |FD + t~v| = r
′ − ⌊(t− 1)/β⌋ instead of r′− ⌊t/β⌋. This is easily circumvented
by considering only t ∈ [0, N) s.t. β ∤ t, and thus ⌊(t − 1)/β⌋ = ⌊t/β⌋. The remaining
t ∈ [0, N) with β|t can be ignored because they correspond to v = 0 in (2.1), which can be
checked directly. 
For the special case of integer polygons, the number of integer points vary quite nicely
under translation (cf. [EH12]).
Proposition 5.3. For every fixed m, the Polytope Translation problem for integer
m-gons can be solved in polynomial time.
4Those ε’s only mattered in Section 3, where we say that small perturbation does not change the number
of integer points in the trapezoids.
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Proof. Let Q ⊂ R2 be an integer m-gon. Then f(λ) := |Q + λ~e1| is a sum of at most m
terms of the form
(
ai + bi⌊ci λ⌋
)
, for some ai, bi, ci ∈ Q. Then the generating function
FQ,N (z, w) :=
N−1∑
k=0
zk wf(k/N)
can be written in the short GF form (see [BP99, BW03]). Here 1/N is a small enough
refinement of the unit interval. Then the short GF technique of taking projections can be
applied to FQ,N (z, w) to find the minimum of f(k/N) in polynomial time. We omit the
details. 
Curiously, Alhajjar proved in [Alh17, Prop. 4.15], that for every integer polygon Q ⊂ R2,
the corresponding maximization problem is trivial:
|Q| > |Q+ λ~e1|, for all 0 < λ < 1.
This does not extend to R3, however. For example, take ∆ ⊂ R3 defined as the convex hull of
points (0, 0, 0), (1, 0, 0), (0, 1, k) and (1,−1, k). Then |∆| = 4, while
∣∣∆+(1/2, 0, 0)∣∣ = k+1,
which is unbounded.
Finally, let us mention a large body of work on coefficients of the h∗-vector for the Ehrhart
polynomials of integer polytopes. This gives further restrictions on the values fQ(t) as in
Corollary 1.6. We refer to [Bra16] for a recent survey article and references therein.
6. Final remarks and open problems
6.1. Now that Polytope Translation is NP-hard, it would be interesting to know its
true complexity. First, it is clearly in PSPACE. Also our proof is robust enough to allow
embedding of general polynomial optimization decision problems (cf. [DHKW06]). Although
we were unable to find a more general optimization problem that fits our framework, we
hope to return to this in the future.
Note that in computational complexity, counting oracles are extremely powerful, as shown
by Toda’s theorem (see e.g. [AB09, Pap94]). From this point of view, our Theorem 1.2 is
unsurprising, since it uses a counting oracle in a restricted setting.
6.2. In another direction, it would be interesting to see if Polytope Translation re-
mains NP-hard in lower dimensions. We believe that dimension 6 is Theorem 1.2 is not
sharp.
Conjecture 6.1. The Polytope Translation problem for rational polytopes P ⊂ R3 is
NP-hard.
In the plane, the polygon translation problem (with a fixed number of vertices) seem to
have additional structures that prevent it from being computationally hard. In the special
case of rational trapezoids, it can be reduced to a Diophantine approximation problem
of unknown complexity (see the approach in [EH12]). We conjecture that the polygon
translation problem is intermediate between P and NP.
Similarly, we believe that hardness still holds for much simpler types of polytopes:
Conjecture 6.2. For some fixed n, the Polytope Translation problem for rational
simplices ∆ ⊂ Rn is NP-hard.
By analogy, we believe that Theorem 1.4 also holds for simplices:
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Conjecture 6.3. k-ETP is NP-hard for rational simplices ∆ ∈ Rn, for some fixed n.
A significantly stronger result would be the following:
Conjecture 6.4. The k-Frobenius Problem is NP-hard for some fixed n.
6.3. Corollary 1.6 is the type of universality result which occasionally arise in discrete
and algebraic geometry (see e.g. §§12,13 in [Pak09] and references therein). It would be
interesting to find a simple or more direct proof of this result. In fact, we conjecture that
the dimension bound d = O(log r) is sharp, cf. Prop. 8.1 in [NP17a].
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