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Abstract
In a previous paper by the first two authors, a tube formula for fractal sprays was obtained which also
applies to a certain class of self-similar fractals. The proof of this formula uses distributional techniques
and requires fairly strong conditions on the geometry of the tiling (specifically, the inner tube formula
for each generator of the fractal spray is required to be polynomial). Now we extend and strengthen the
tube formula by removing the conditions on the geometry of the generators, and also by giving a proof
which holds pointwise, rather than distributionally. Hence, our results for fractal sprays extend to higher
dimensions the pointwise tube formula for (1-dimensional) fractal strings obtained earlier by Lapidus and
van Frankenhuijsen.
Our pointwise tube formulas are expressed as a sum of the residues of the “tubular zeta function” of the
fractal spray in Rd . This sum ranges over the complex dimensions of the spray, that is, over the poles of the
geometric zeta function of the underlying fractal string and the integers 0,1, . . . , d. The resulting “fractal
tube formulas” are applied to the important special case of self-similar tilings, but are also illustrated in other
geometrically natural situations. Our tube formulas may also be seen as fractal analogues of the classical
Steiner formula.
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1. Introduction
Our main results are tube formulas for fractal sprays in Rd , the higher-dimensional analogues
of (geometric) fractal strings in R. In [28], a fractal string is defined to be a bounded open subset
of the real line R; see also [16–19,25,26,29,27,20]. Here, we emphasize the interpretation of a
fractal string as a sequence of positive numbers, rather than as a collection of open intervals in
the geometric sense.
Definition 1.1 (Fractal string). A fractal string L = {j }∞j=1 is a nonincreasing sequence of
positive real numbers j > 0 satisfying limj→∞ j = 0.
In particular, we do not assume that the sum of the lengths of a fractal string is finite. Hence,
L might not have a geometric realization as a bounded open subset of R, in the sense of [28,
Definition 1.2].
Definition 1.2 (Fractal spray). A fractal spray T defined on a bounded open set U ⊆ Rd via
the fractal string L = {j }∞j=1 is a collection of disjoint bounded open sets {Uj }∞j=1 in Rd such
that, for each set Uj with j  1, there exists a similarity transformation Ψj of Rd with scaling
ratio j and satisfying Uj = Ψj (U). The spray T is said to be scaled by the fractal string L,
and the connected components of the set U are called the generators of the fractal spray. The
generators are denoted by Gq , where q ranges over some finite or countable index set. When
there is only one generator, we denote it by G instead of G1.
Hence, a fractal spray on the generator G is just a collection of disjoint scaled copies of G
such that the scaling ratios form a fractal string (in the sense of Definition 1.1), just as in [26]
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and connected subset of Rd , and hence there can be at most countably many generators. We
always assume in the sequel that T has finitely many generators {Gq}Qq=1, which allows us to
study only the case of a single generator G (see the explanation at the start of Section 4, and the
discussion just following (5.7)).
Note that fractal strings in the geometric sense may be viewed as fractal sprays in R gener-
ated by a bounded open interval G; indeed, they are disjoint unions of a sequence of bounded
open intervals. Therefore, geometric fractal strings are included in the setting of fractal sprays.
An important subclass of fractal sprays is formed by self-similar tilings, which appear naturally
in connection with self-similar sets and are higher-dimensional generalizations of the (geometric)
self-similar strings studied in [29,27,28]; see Section 5.
In the classical literature, the ε-parallel set (or ε-neighborhood) of a bounded set A ⊆ Rd
is the set of points within (Euclidean) distance ε of A (see (1.5)), and a tube formula for A is
an explicit expression for the volume of the ε-parallel set of A, viewed as a function of ε; see
Section 1.1. In this paper, we make use of the following “inner” analogues of these notions:
For ε > 0, the inner ε-parallel set (or inner ε-neighborhood) of a bounded open set A ⊆ Rd
is the set
A−ε :=
{
x ∈A ... dist(x,Ac) ε}, (1.1)
and an (inner) tube formula for A is an expression giving the volume V (A, ε) := λd(A−ε) (i.e.,
the d-dimensional Lebesgue measure) of the set A−ε as a function of ε ∈ (0,∞).
Similarly, by a tube formula for a fractal spray T = {Gj }∞j=1, we will simply understand an
expression V (T , ε) for the volume of the inner ε-parallel set T−ε of the union set T :=⋃∞j=1 Gj
of the components Gj as a function of ε; that is,
V (T , ε) := λd(T−ε) =
∞∑
j=1
λd
((
Gj
)
−ε
)= ∞∑
j=1
V
(
Gj, ε
)
. (1.2)
Our main results in this paper are tube formulas for fractal sprays in Rd , which are given in
Theorem 4.1 and Corollary 4.2, and later specialized to the class of self-similar tilings in Theo-
rems 5.7 and 5.12, along with their respective corollaries, the ‘fractal tube formulas’ obtained in
Corollaries 5.9–5.10 and Corollary 5.13.
These tube formulas express the volume V (T , ε) of the inner ε-parallel sets T−ε of the given
fractal spray T in Rd with d  1, as a (typically infinite) sum over the set DT ⊆ C of com-
plex dimensions of T . These complex dimensions are defined as the poles of the tubular zeta
function ζT = ζT (ε, s) associated with the spray T (see Definition 3.5 and Proposition 3.6), and
each summand is equal to the residue1 of ζT at the corresponding complex dimension. Roughly
speaking, we show that for all sufficiently small ε > 0,
V (T , ε) =
∑
ω∈DT
res
(
ζT (ε, s); s = ω
)
, (1.3)
1 We denote by res (f (s); s = ω) the residue of a meromorphic function f at an isolated singularity ω. Recall that this
is the unique value α such that (f (s)−α)/(s−ω) has an analytic antiderivative in a punctured disk {s ... 0 < |s−ω| < δ};
equivalently, the residue is the coefficient a−1 in the Laurent expansion of f .
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tal string L and the geometry of the generator G of the spray. Here, ζL(s) is the meromorphic
continuation of the Dirichlet series
∑∞
j=1 sj , initially defined for Re(s) sufficiently large; see
Definition 3.1. Moreover, the set DT = DL ∪ {0,1, . . . , d} of complex dimensions of T consists
of the integer dimensions 0,1, . . . , d and the scaling dimensions, which are the complex dimen-
sions of the associated fractal string L (defined as the poles of the scaling zeta function ζL); see
Definitions 3.7 and 3.1.
Depending on the assumptions, our pointwise tube formulas are either exact (as in (1.3) just
above) or else contain an error term, which can be estimated explicitly as ε tends to zero. In the
latter case, the aforementioned sum of residues ranges only over the ‘visible’ complex dimen-
sions of T ; i.e., those complex dimensions lying in a window W , the region to the right of a
(suitably chosen) vertical contour S called the screen; see Section 3 for the precise definitions.
The fractal tube formulas obtained in this paper extend previous results in two ways. First,
we extend the scope of the tube formulas of [22] to fractal sprays whose generators may be
arbitrary bounded open sets. Second, we give a pointwise version of the tube formula obtained
in a distributional sense in [22]. This generalizes and clarifies the results previously obtained
in [22,21,32,31,28,20].
Furthermore, formula (1.3) (given precisely in Theorem 4.1) directly extends [28, Theo-
rem 8.7] (the pointwise tube formula for fractal strings) to higher dimensions and implies as
a corollary that all self-similar tilings have a fractal tube formula; see Section 4.1 and Section 5
for more details. The tube formulas with error term also allow us to obtain information concern-
ing the Minkowski measurability (and Minkowski content, when it exists) of fractal sprays and
self-similar tilings under certain conditions; this is taken up in [24].
The tube formulas in this paper may also be interpreted as fractal analogues of the Steiner
formula and its generalizations (see Section 1.1 below, in particular (1.6)). Steiner-type formulas
express the volume of the ε-parallel sets of a given set A as a polynomial in ε with coefficients
that just depend on A. Under the additional assumption that the complex dimensions (i.e., the
poles of ζT ) are simple, our tube formula can be written in the following way (see Corollary 5.9):
V (T , ε)=
∑
ω∈DL
cωε
d−ω +
d∑
k=0
(
ck + ek(ε)
)
εd−k, (1.4)
where the coefficients cω, ck and ek(ε) are given (in (5.19)–(5.21)) in terms of the residues
of ζL(s) and the geometry of the generator G. If, in addition, the tube formula of the generator
G is a polynomial, then the coefficients ek(ε) disappear (see Corollary 5.10) and the remain-
ing coefficients are completely independent of ε, just as the coefficients in the Steiner formula.
(Compare the “fractal power series” in formula (5.23) to the polynomial in (1.6).)
This paper is part of the program of the present authors to develop a fractal notion of curvature
in terms of complex dimensions, and to relate it to other notions of curvature, especially as
developed in [41,30].
We note that related questions are also being concurrently studied by other researchers [6].
Recently, some tube formulas extending aspects of [21,22] have been obtained for tilings associ-
ated to graph-directed iterated function systems in [5].
For our purposes, the precise embedding of T into Rd is not important and the mapping Ψj
associated to Gj is not emphasized. Due to the disjointness of the sets Gj in Definition 1.2,
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geometry of the generator G or on the scaling ratios j .
In particular, for the generator G, we will require that the inner parallel volume of G admit a
Steiner-like formula (Definition 2.1); that is, it can be represented as a ‘polynomial’ in ε where
the coefficients are allowed to depend on ε. The Steiner-like condition should not be viewed
as a restriction on the class of allowed generators G but as a choice of the representation of
its inner parallel volume. In particular, Steiner-like representations are not unique. For the fractal
string L, we assume that it is languid or strongly languid (Definition 3.3 or Definition 3.4), which
is similar to the assumptions made in previous tube formula results. In the case of self-similar
tilings, these languidity assumptions are always satisfied. We describe these conditions in detail
in the following sections.
Remark 1.3. Without loss of generality, and in contrast to [21,22,31,32], we make a normaliza-
tion assumption on the fractal string, for the remainder of the paper:
1 = 1.
This assumption imposes no restrictions on the class of fractal sprays, but will simplify the ex-
position greatly. It amounts to choosing the largest connected set in the spray as the generator (or
one of them, if there is not a unique largest set). Also, instead of thinking of the numbers j as
distances (as in [28], where the terms in a fractal string represent usually lengths of subintervals
of R), we think of them as scales or scaling ratios. Thus, 1 is the scaling factor of the identity
mapping I : Rd → Rd , in accord with the original definition of fractal sprays given in [26] (see
also [28]) and the interpretation in terms of self-similar tilings discussed in Section 5 and in [22,
32,31].
1.1. Tube formulas and classical geometry
To motivate our theorems, we give a brief description of tube formulas in geometry. Such
formulas have myriad applications in convex, integral and differential geometry and have roots in
the results of Steiner [39] (when A is convex) and Weyl [40] (when A is a smooth submanifold).
For connections to convex and integral geometry, see [15,37], and for connections to differential
geometry, see [2,12]. For a bounded set A ⊆ Rd and ε  0, we denote the ε-neighborhood (or
ε-parallel set) of A by
Aε :=
{
x ∈ Rd \A ... dist(x,A) ε}. (1.5)
Sometimes Aε is referred to as a “collar” in the literature. Note that some authors include the set
A in Aε , but we have instead excluded A from Aε . In particular, Aε is not a neighborhood of A
in the topological sense.
The Steiner formula is a foundational result of convex geometry which states that the tube
formula of any compact convex subset of Rd is a polynomial in ε.
Theorem 1.4 (Steiner formula). If K ⊆ Rd is convex and compact, then the d-dimensional vol-
ume of Kε is given by
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d−1∑
k=0
εd−kαd−kVk(K), (1.6)
where the coefficients Vk(K) depend only on the set K , and αj is the volume of the unit ball
in Rj .
Note that formula (1.6) can be extended to
λd(K ∪Kε) =
d∑
k=0
εd−kαd−kVk(K), (1.7)
where Vd(K) := λd(G) is the volume of K . The coefficients V0(K), . . . , Vd(K) are called in-
trinsic volumes or Minkowski functionals of K . They form a system of important geometric
invariants which is, in a sense, complete. Some of them have a simple direct interpretation. In
particular, Vd is the volume of K and Vd−1 is half the surface area of its boundary (provided
K has interior points); furthermore, V1 is, up to a normalization constant, the mean width of K ,
while V0 is its Euler characteristic. For nonempty convex sets K , V0 is always equal to 1. See [37,
Section 4.2] for further details.
When the set K is sufficiently regular (i.e., when its boundary is a C2 surface), the coefficients
Vk(K) can be given in terms of curvature tensors, and the Steiner formula coincides with the
tube formula obtained by Weyl in [40] for smooth submanifolds of Rd without boundary. In [8],
Federer unified both approaches and extended these results to sets of positive reach through
the introduction of curvature measures C0(K, ·), . . . ,Cd(K, ·) and a localization of the Steiner
formula. A set K ⊆ Rd is said to have positive reach iff there is some δ > 0 such that any point
x ∈ Rd with dist(x,K) < δ has a unique metric projection pK(x) to K ; i.e., there is a unique
point pK(x) in K minimizing dist(x,K). The supremum of all such numbers δ is called the
reach of K .
The intrinsic volumes Vk(K) turn out to be the total masses of the curvature measures:
Vk(K) = Ck(K,Rd) for k = 0, . . . , d . Here, the volume measure Cd(K, ·) := λd(K ∩ ·) is added
for completeness.
Federer’s curvature measures and associated tube formulas have since been extended in vari-
ous directions; see, for example, [36,42,43,9,33,34] along with the book [37] and the references
therein. Recently (and most generally), so-called support measures have been introduced in [13]
(based on results in [38]) for arbitrary closed subsets of Rd , which were also shown to admit a
Steiner-type formula.
The total curvatures and the curvature measures above are defined as the coefficients of some
tube formula. It is precisely this approach that we hope to emulate in a forthcoming paper, making
use of the tube formulas obtained in the present paper. We believe that (for a suitable choice of the
Steiner-like representation for the generators) the coefficients appearing in our tube formulas may
also be understood in terms of curvature, in a suitable sense, and that a localization of the results
in this paper may lead to a notion of complex curvature measures (or possibly, distributions) for
fractal sets. We hope to explore such a possibility in a future work; see also Section 8.6.
1.2. Outline
In Section 2, we discuss the geometric hypotheses placed upon the generator(s) of the fractal
spray. In Section 3, we define a zeta function associated to a fractal spray T , which will allow
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mula associated with a self-similar tiling (an important special case of a fractal spray). Several
examples are discussed in Section 6. In Section 7, we give the detailed proof of the main the-
orem (Theorem 4.1), the pointwise tube formula for fractal sprays, as well as of Corollary 5.9,
the fractal tube formula for self-similar tilings. Finally, in Section 8, we discuss the relation with
previously obtained tube formulas and give some possible directions for future research.
2. Steiner-like formulas for generators
In this paper, we consider the interior of a set instead of its exterior, as discussed in Section 1.1.
However, our primary requirement of a generator is that it has a similar (inner) tube formula; see
Definition 2.1 below and also Section 1.1 for motivation of the nomenclature.
For a nonempty and bounded open set G ⊆ Rd , let g = ρ(G) denote its inradius; that is,
the radius of the largest open ball contained in G. It is clear that g is always positive and finite.
In case G is the generator of a fractal spray T , we have
ρ
(
Gj
)= ρ(ΨjG) = ρ(jG) = jρ(G) = jg (2.1)
for the inradii of the components Gj of T .
It will be useful to write the inner parallel volume V (G,ε) of the set G⊆ Rd as a “polynomial-
like” expansion in ε of degree at most d . More precisely, we have the following definition.
Definition 2.1. An (inner) Steiner-like formula (or a Steiner-like representation of the tube for-
mula) for a nonempty and bounded open set G ⊆ Rd with inradius g = ρ(G) is an expression
for the volume of the inner ε-parallel sets of G of the form
V (G,ε) =
d∑
k=0
κk(G, ε)ε
d−k, for 0 < ε  g, (2.2)
where for each k = 0,1, . . . , d , the coefficient function κk(G, ·) is a real-valued function on (0, g]
that is bounded on [ε0, g] for every given ε0 ∈ (0, g].
Remark 2.2 (The choice of the coefficient functions κk(G, ε)). Note that a representation of
the form (2.2) always exists. For example, one can always take a trivial representation with
κd(G, ε) = V (G,ε) and κ0(G, ε) = · · · = κd−1(G, ε) = 0 on (0, g]. Another, slightly less trivial,
representation is given by letting κk(G, ε) = 1d+1V (G,ε)εk−d for k = 0, . . . , d . For brevity, we
may use the term “Steiner-like generator/set” to indicate that a fixed Steiner-like representation
for the tube formula is intended, and write “tube formula” for “inner tube formula”.
We have in mind nontrivial representations of the volume function, in which the coefficients
allow interpretations in terms of curvature. Clearly, not every representation can have such an
interpretation, and so some uniqueness condition will be needed to characterize the correct one
for this purpose. However, this is not our aim here (this issue shall be addressed in a forthcoming
paper by the same authors). For the main results of this paper, the tube formulas for fractal
sprays (and tilings), we make no assumptions on the generators. In fact, our theorems provide
many tube formulas for the same spray — one for each choice of a Steiner-like representation for
the generators. Our formulas should be seen as a general tool to transfer a given representation
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yet know what the canonical choice of the representation for the generator is, but our approach
seems flexible enough to contain it. It seems that a reasonable strategy would be to choose the
coefficients as “constant as possible”. It is likely that some integrals of the support measures
of [13] could provide the coefficients of some canonical representation.
Remark 2.3 (Monophase and pluriphase generators). As noted above, the coefficients in the
expansion (2.2) are clearly not unique. However, if a set G has a Steiner-like representation with
constant coefficients
κk(G, ε) = κk(G) for all ε ∈ (0, g] and k = 0,1, . . . , d,
then such an expansion is unique, and the set is called monophase. More precisely, a bounded
open set G⊆ Rd is monophase iff its inner tube formula may be written in the form
V (G,ε) =
d∑
k=0
κk(G)ε
d−k, 0 < ε  g. (2.3)
For monophase sets, we always choose this canonical Steiner-like representation. In this case,
one has κd(G) = 0, since otherwise limε→0 λd(G−ε) 	= 0. The monophase case has been treated
in [22], at least from the distributional perspective. A variety of natural and classical examples
of self-similar tilings in Rd have monophase generators; see [22, Section 9]. Furthermore, all
geometric (or ordinary) fractal strings (i.e., 1-dimensional fractal sprays) also have monophase
generators, since G is always an interval; see [22, Section 8.2]. In general, however, it is rather
restrictive to assume that the generator is monophase because many sets (including generators of
self-similar tilings) do not have a polynomial expansion with constant coefficients; see Section 6.
For monophase sets, the inner tube formula is a polynomial for ε ∈ (0, g] and this is the reason
for the nomenclature. More generally, as in [22,21], we say a bounded open set G ⊆ Rd is plu-
riphase iff it has a Steiner-like tube formula with coefficient functions κk(G, ·) that are piecewise
constant with respect to a finite partition of [0, g]. In short, the inner tube formula is piecewise
polynomial, with finitely many pieces. (Such a representation is unique if it is assumed that one
takes the partition to have as few components as possible.) We use the term general Steiner-like
(or Steiner-like with variable coefficients) to emphasize the distinction from the special cases
of monophase and pluriphase sets. It was conjectured in [22,21] that all convex polyhedra are
pluriphase.
Remark 2.4. The above definition of “Steiner-like” is slightly more general than in [22, Defini-
tion 5.1], where it was introduced: in particular, the local integrability of each coefficient function
κk(G, ·) and the limit condition for limε→0+ κk(G, ε) have both been removed. The content of
Proposition 2.5 was taken as a hypothesis in [22], but is now seen to follow from the assumptions
in Definition 2.1.
No assumption is made on the uniqueness of the coefficients κk(G, ε) in Definition 2.1 (as
discussed in Remark 2.2), but any choice of coefficients for G satisfying (2.2) gives rise to some
coefficients κk(Gj , ε) for each set Gj = Ψj (G) by defining
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(
Gj, ε
) := kj κk(G,−1j ε), for 0 < ε  ρ(Gj )= jg, (2.4)
as is seen in the following proposition. Here and henceforth, kj denotes the kth power of j .
Proposition 2.5. Let T = {Gj } be a fractal spray on a generator G with a given Steiner-like
representation as in (2.2). Then the inner tube formula of each set Gj has a Steiner-like repre-
sentation in terms of the same coefficients:
V
(
Gj, ε
)= d∑
k=0
kj κk
(
G,−1j ε
)
εd−k, for 0 < ε  ρ(Gj )= jg. (2.5)
Proof. The motion invariance and homogeneity of Lebesgue measure implies that for each
j  1, λd(Gj−ε) = λd(Ψj (G−ε/j )) = dj λd(G−ε/j ), where Ψj is the similarity transformation
of Rd described in Definition 1.2. Whence, by (2.2) and (2.4),
V
(
Gj, ε
)= dj V (G,−1j ε)= dj d∑
k=0
κk
(
G,−1j ε
)(
−1j ε
)d−k = d∑
k=0
κk
(
Gj, ε
)
εd−k
for 0 < ε  ρ(Gj ) = jg, and the Steiner-like representation (2.5) follows. Note that the coeffi-
cients κk(Gj , ·) of Gj clearly inherit the boundedness properties from the coefficients κk(G, ·)
of G. 
In the sequel, we will always work with the coefficient functions of the sets Gj chosen ac-
cording to (2.4). Proposition 2.5 ensures this choice is always possible.
Up to this point, the coefficient functions κk(G, ·) in a Steiner-like formula for G have been
defined only for 0 < ε  g = ρ(G). For k = 0,1, . . . , d , we define κk(G) := κk(G,g) and then
extend κk(G, ε) to ε ∈ (g,∞) as constant functions with this value:
κk(G, ε) := κk(G) for ε  g. (2.6)
Note that (2.2) need not hold for ε > g and so we have the freedom of the choice (2.6). We
emphasize that this choice is vitally important for the tube formulas in Theorem 4.1 and its
corollaries below to be correct.
Note that, for ε = g, Eq. (2.2) implies that the d-dimensional Lebesgue measure of G satisfies
λd(G) = V (G,g) =
d∑
k=0
κk(G,g)g
d−k =
d∑
k=0
κk(G)g
d−k. (2.7)
3. Zeta functions and complex dimensions
We will require certain mild hypotheses on the fractal string L which gives the scaling of the
spray T . These conditions are phrased as growth conditions on a zeta function associated with L,
within a suitable window, as defined just below.
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ζL(s) =
∞∑
j=1
sj (3.1)
for s ∈ C with Re(s) > D, where D is the abscissa of convergence of this series. (Compare
with [28, Definition 1.8], where ζL is called the geometric zeta function of L.) Recall that D :=
inf{α ∈ R ... ∑∞j=1 αj < ∞} and that ζL is holomorphic (i.e., analytic) for Re s > D. Henceforth,
if W ⊆ C contains {Re s > D} and ζL has a meromorphic continuation (necessarily unique)
to a connected open neighborhood of W , we abuse notation and continue to denote by ζL its
meromorphic extension. Under these assumptions, each pole ω ∈ W of ζL is called a visible
complex dimension of L and the set of visible complex dimensions is written as
DL(W)= {ω ∈ W ... ω is a pole of ζL}. (3.2)
Moreover, in the special case when ζL has a meromorphic continuation to all of C, we may
choose W = C and then simply write DL := DL(C) and refer to DL as the complex dimensions
of L .
In practice, W will be a window (the part of C to the right of a screen S) as in Definition 3.2,
just below. The following three definitions are excerpted from [28, Section 5.3].
Definition 3.2. Let S : R → (−∞,D] be a bounded Lipschitz continuous function. Then the
screen is S = {S(t) + it ... t ∈ R}, the graph of a function with the axes interchanged. Here and
henceforth, we denote the imaginary unit by i := √−1. We let
infS := inf
t∈RS(t) = inf{Re s ..
. s ∈ S}, and (3.3)
supS := sup
t∈R
S(t) = sup{Re s ... s ∈ S}. (3.4)
The screen is thus a vertical contour in C. The region to the right of the screen is the set W ,
called the window:
W := {z ∈ C ... Re z S(Im z)}. (3.5)
For a given string L, we always choose S to avoid DL and such that ζL can be meromorphically
continued to an open neighborhood of W . We also assume that supS D, that is, S(t)D for
every t ∈ R.
Definition 3.3. The fractal string L is said to be languid if its associated zeta function ζL satisfies
certain horizontal and vertical growth conditions. Specifically, let {Tn}n∈Z be a sequence in R
such that T−n < 0 < Tn for n 1, and
lim Tn = ∞, lim T−n = −∞, and lim Tn = 1. (3.6)
n→∞ n→∞ n→∞ |T−n|
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in (3.6), such that:
For all n ∈ Z and all α  S(Tn),∣∣ζL(α + iTn)∣∣ c · (|Tn| + 1)γ , L1
and for all t ∈ R, |t | 1, ∣∣ζL(S(t)+ it)∣∣ c · |t |γ . L2
In this case, L is said to be languid of order γ .
Definition 3.4. The fractal string L is said to be strongly languid of order γ and with constant A
iff it satisfies L1 and the following condition L2′, which is clearly stronger than L2:
There exists a sequence of screens Sm for m 1, t ∈ R, with supSm → −∞ as m → ∞, and
with a uniform Lipschitz bound, for which there exist constants γ ∈ R and A,c > 0 such that∣∣ζL(Sm(t)+ it)∣∣ c ·A|Sm(t)|(|t | + 1)γ , L2′
for all t ∈ R and m 1.
By saying “ζL is languid”, we mean just that L is languid. In the rest of this paper, T is
assumed to be a fractal spray with a generator G ⊆ Rd , scaled by the fractal string L = {j }∞j=1
with 1 = 1 as in Remark 1.3. The tubular zeta function first appeared in [22], but we need to
modify the definition in order to extend it to the case when the generators are not monophase;
thus, the following definition is new.
Definition 3.5. The tubular zeta function ζT of the fractal spray T is defined by
ζT (ε, s) = εd−s
∞∑
j=1
sj
(
d∑
k=0
gs−k
s − k κk
(
G,−1j ε
)− gs−d
s − d λd(G)
)
(3.7)
for every ε ∈ (0,∞) and for each s ∈ C such that the sum converges absolutely. As in Defini-
tion 3.1, we will henceforth abuse notation and use ζT (ε, s) to mean a meromorphic extension
of the function defined by the formula (3.7), as convenient.
Note that by (2.7), (3.1), and Proposition 2.5, for ε  g, one has
ζT (ε, s) = εd−sζL(s)
(
d∑
k=0
gs−kκk(G)
s − k −
gs−dλd(G)
s − d
)
= εd−sζL(s)
d−1∑
k=0
gs−kκk(G)(d − k)
(s − k)(d − s) . (3.8)
Since ζL(s) is a Dirichlet series, it has an abscissa of convergence: there is a unique number
D ∈ [−∞,∞] such that ζL(s) converges absolutely for s with Re s > D and diverges for s
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power series. Note that in all reasonable situations we have 0D  d . Indeed, D  0 follows
immediately from the non-finiteness of the fractal string (assumed in Definition 1.1), and D  d
follows if one requires that the generated fractal spray T have finite total volume. (Note that
for fractal sprays with infinite total volume, the question for a (global) tube formula does not
make sense.) For the scaling zeta functions of the self-similar tilings discussed in Section 5,
one has 0 <D < d , and D coincides with the Minkowski dimension, Hausdorff dimension, and
similarity dimension of the associated self-similar set; for a precise statement, please see [22,
Section 4.3] and Section 5 below (especially Remark 5.4).
Note that the tubular zeta function ζT may be viewed as a generating function for the geometry
of the fractal spray T .
Proposition 3.6 clarifies the relation between the scaling zeta function ζL and the tubular
zeta function ζT of a fractal spray T . It also motivates and justifies the definition of complex
dimensions of fractal sprays. The intended application of Proposition 3.6 is with Ω as a suitable
open neighborhood of a window W for the scaling zeta function ζL of T , as in Definition 3.2.
(Proposition 3.6 is extended significantly in Theorem 7.2 and Lemma 7.9.)
Proposition 3.6. If D is the abscissa of convergence of ζL, then for all ε > 0, the series in (3.7)
defining ζT (ε, s) converges absolutely for any fixed s ∈ C \ {0,1, . . . , d} with Re s > D. More
generally, suppose ζL is meromorphic in a connected open set Ω containing {Re s > D}. Then
for all ε > 0, the function ζT (ε, ·) is meromorphic in Ω and each pole ω ∈ Ω of ζT (ε, ·) is a pole
of ζL or belongs to the set {0,1, . . . , d}.
Proof. Fix ε > 0. Upon expanding (3.7) of Definition 3.5 and interchanging the sums, the tubular
zeta function becomes
ζT (ε, s) =
d∑
k=0
εd−sgs−k
s − k
∞∑
j=1
sj κk
(
G,−1j ε
)− εd−sgs−d
s − d ζL(s)λd(G). (3.9)
It is clear that the second term on the right-hand side of (3.9) is convergent for s as in the
hypotheses, so it remains to check that the first term is similarly convergent for each k.
Since ε is fixed and j ↘ 0, define J = J (ε) to be the index of the last scale greater than ε:
J (ε) := max{j  1 ... −1j ε < g}∨ 0. (3.10)
At the end of (3.10), “∨0” indicates that J (ε) = 0 for ε  1g.2 Now κk(G,−1j ε) = κk(G) for
all j > J , by (2.6), and so
∞∑
j=1
sj κk
(
G,−1j ε
)= J∑
j=1
sj κk
(
G,−1j ε
)+ κk(G) ∞∑
j=J+1
sj . (3.11)
2 By convention, sup∅ = −∞. Thus the maximum ∨0 is included so that J (ε) = 0 when ε  1g.
M.L. Lapidus et al. / Advances in Mathematics 227 (2011) 1349–1398 1361Observe that the first sum on the right-hand side of (3.11) is entire, as a finite sum of the entire
functions cxxs , and that the second sum on the right-hand side of (3.11) converges absolutely
exactly where ζL does; that is, for Re s > D.
Justification of the claims of meromorphicity are obtained by parallel reasoning; the de-
composition (3.11) shows that, except possibly for {0,1, . . . , d}, the tubular zeta function is
meromorphic precisely where the scaling zeta function is. 
Definition 3.7 (Complex dimensions). The set
DT = DL ∪ {0,1, . . . , d}
of (potential) poles of ζT is called the set of complex dimensions of T . Let W ⊆ C be a window
for ζL as in Definition 3.2, so that ζL is meromorphic in an open neighborhood of W . (Proposi-
tion 3.6 thus implies that for each fixed ε > 0, the function ζT (ε, ·) is also meromorphic in an
open neighborhood of W .) Then DT (W) := DT ∩W is called the set of visible complex dimen-
sions of L in W , in parallel with (3.2). We refer to DL as the scaling complex dimensions and
{0,1, . . . , d} as the integer complex dimensions of T .
4. Pointwise tube formulas for fractal sprays
Now we are ready to state one of our main results, a pointwise tube formula for a fractal
spray T , which, for ε > 0, describes the inner parallel volume V (T , ε) as a sum of the residues
of its tubular zeta function ζT (ε, s). For fractal sprays with more than one generator, one can
consider each generator independently, and the tube formula of the whole spray is then given by
the sum of the expressions derived for the sprays on each single generator. Thus, there is no loss
of generality in considering only the case of a single generator in Theorem 4.1.
Theorem 4.1 (Pointwise tube formula for fractal sprays). Let T be a fractal spray given by the
fractal string L = {j }∞j=1 and the generator G ⊆ Rd . Fix a Steiner-like representation for G, as
in (2.2), and assume that the abscissa of convergence D of the scaling zeta function ζL of T is
strictly smaller than d .
Tube formula with error term. If ζL is languid of order γ < 1 for some screen S for which
S(0) < 0 (so that W contains the integers {0,1, . . . , d}), then for all ε > 0,
V (T , ε) =
∑
ω∈DT (W)
res
(
ζT (ε, s); s = ω
)+ λd(G)ζL(d)+ R(ε), (4.1)
where the error term R (given explicitly in Remark 4.3 below) is estimated by R(ε) =
O(εd−supS) as ε → 0+.
Tube formula without error term. If ζL is strongly languid of order γ < 2 and with constant
A > 0, then the choice W = C for the window is possible in (4.1), implying that the error term
R(ε) vanishes identically for all 0 < ε < min{g,A−1g}.
Theorem 4.1 and its corollaries are consistent with earlier results in [28] and [22] and general-
ize them in several respects; see Section 8.1. We will give the rather lengthy proof of Theorem 4.1
in Section 7.1. For a description of one of the main new ideas and techniques, we refer the reader
to Remark 7.1.
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one must assume that the sequence of screens {Sm}∞m=1 of Definition 3.4 satisfies Sm(0) < 0 for
each m. However, there is no loss of generality because supSm → −∞.
The following result is really a corollary of the proof of the first part of Theorem 4.1. For this
reason, its short proof is provided in Section 7.1.9 at the very end of Section 7.1.
Corollary 4.2 (The monophase case). If, in addition to the hypotheses of the first part of Theo-
rem 4.1, we assume that G is monophase, then the tube formula with error term remains valid
(with the same error estimate), without the restriction that S(0) < 0, provided this hypothesis is
replaced by the much weaker condition that the screen S avoids the integers 0,1, . . . , d . Hence,
in particular, it still holds for a screen S that is arbitrarily close to the vertical line Re s = D.
Moreover, the error term R is given by (4.3) (or (4.2)).
Remark 4.3. The error term R in formula (4.1) in Theorem 4.1 is explicitly given by
R(ε) = 1
2π i
∫
S
εd−sζL(s)
d − s
(
d−1∑
k=0
gs−k
s − k (d − k)κk(G)
)
ds. (4.2)
The integrand in formula (4.2) will be called the tail zeta function of T and denoted by ζT,tail(ε, s)
in Section 7; see, in particular, Section 7.1.1 and Eq. (7.4). The function ζT,tail(ε, s) is one part of
the head–tail splitting of the tubular zeta function ζT (ε, s) employed in the proof of Theorem 4.1.
In the situation of Corollary 4.2, one has ζT,tail = ζT and thus the error term R is equivalently
given by
R(ε) = 1
2π i
∫
S
ζT (ε, s) ds. (4.3)
See Section 8.1 below for a discussion of the consistency of the error term with earlier results.
Remark 4.4. For investigating delicate questions concerning the Minkowski measurability of
fractal sprays and self-similar tilings (see, for example, [22, Corollary 8.5]), it is important to
be able to drop the assumption that S(0) < 0, as in Corollary 4.2. However, this generalization
poses technical challenges for the case of more general (i.e. non-monophase) generators. In the
monophase case, in contrast, our tube formulas enable us to derive results on the Minkowski
measurability of fractal sprays. For example, for a self-similar tiling T (as discussed in Section 5
below), let us denote
Γs(G) :=
d∑
k=0
gd−s
s − k (d − k)κk(G). (4.4)
Assume that ΓD(G) 	= 0 and (in the lattice case) that ΓD+imp(G) 	= 0 for some m ∈ Z \ {0}.3
If d − 1 <D < d , and the self-similar tiling T has a single monophase generator, then one can
apply the methods of proof (and the conclusions) of Theorems 8.23, 8.30, and 8.36 (along with
Theorems 2.17, 3.6, 3.25 and 5.17) of [28] to see that T is Minkowski measurable if and only
3 See Remark 5.6 for a discussion of terminology and notation in the lattice and nonlattice cases.
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(positive and finite) Minkowski content
res
(
ζL(s);D
) ΓD(G)
d −D , (4.5)
with residues res(ζL(s);D) given by (5.15). In the lattice case, T has average Minkowski content
given by (4.5), with residues res(ζL(s);D) as in (5.14).
With definitions suitably adapted from [28, Chapter 8], an entirely analogous statement can be
made about a self-similar set F . More precisely, if the tiling is also assumed to satisfy the com-
patibility condition (5.7), then analogous results extend to the associated self-similar fractal F .
This strengthens and specifies the results of [22, Corollary 8.5]; see also [22, Remark 10.6].
Further discussion of this issue is lengthy and beyond the scope of the present paper. For the
interested reader, details on the monophase case can be found in [23]; see also Section 8.4. For
more general generators, these results are under further development in [24].
Remark 4.5. In light of Definition 3.3 and Definition 3.4, note that if ζL is strongly languid
of order γ , then it is also strongly languid (and hence languid) of any higher order, but not
necessarily of any lower order. Consequently, the assumptions of the second part of Theorem 4.1
(the strongly languid case) do not imply those of the first part (the languid case). Compare to [28,
Remark 8.8].
Remark 4.6. Define T :=⋃∞j=1 Gj and let T−ε be as defined in (1.1). Note that homogeneity of
Lebesgue measure gives
λd(G)ζL(d) =
∞∑
j=1
dj λd(G) =
∞∑
j=1
λd
(
Gj
)
,
and hence the tube formula (4.1) expresses the fact that the measure of the complement of T−ε
in T is given by
λd(T \ T−ε) = −
∑
ω∈DT (W)
res
(
ζT (ε, s); s = ω
) (−R(ε)). (4.6)
5. Pointwise tube formulas for self-similar tilings
In [31,32,22], the focus is on self-similar tilings. Such an object is a fractal spray associated
to an iterated function system {Φ1, . . . ,ΦN }, N  2, where each Φn is a contractive similar-
ity mapping of Rd with scaling ratio rn ∈ (0,1). For A ⊆ Rd , we write Φ(A) :=⋃Nn=1 Φn(A).
The self-similar set F (generated by the self-similar system {Φ1, . . . ,ΦN }) is the unique (com-
pact and nonempty) solution of the fixed-point equation F = Φ(F); cf. [14]. The fractal F is also
called the attractor of the self-similar system {Φ1, . . . ,ΦN }. To proceed with the construction of
a self-similar tiling, the system must satisfy the open set condition and a nontriviality condition:
A self-similar system {Φ1, . . . ,ΦN } (or its attractor F ) satisfies the open set condition (OSC)
if and only if there is a nonempty open set O ⊆ Rd such that
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Φn(O)∩Φm(O) = ∅ for n 	= m. (5.2)
In this case, O is called a feasible open set for {Φ1, . . . ,ΦN } (or F ), cf. [14,7,1].
A self-similar set F satisfying OSC is said to be nontrivial, if there exists a feasible open
set O such that
O 	⊆ Φ(O), (5.3)
where O denotes the closure of O; otherwise, F is called trivial. This condition is needed to
ensure that the set O \ Φ(O) in Definition 5.2 is nonempty. It turns out that nontriviality is
independent of the particular choice of the set O . It is shown in [32] that F is trivial if and only
if it has interior points, which amounts to the following characterization of nontriviality:
Proposition 5.1. (See [32, Corollary 5.4].) Let F ⊆ Rd be a self-similar set satisfying OSC. Then
F is nontrivial if and only if F has Minkowski dimension (or equivalently, Hausdorff dimension)
strictly less than d .
All the self-similar sets F considered in this paper will be assumed to be nontrivial, and the
discussion of a self-similar tiling T implicitly assumes that the corresponding attractor F is
nontrivial (and satisfies OSC).
Denote the set of all finite words formed by the alphabet {1, . . . ,N} by
W :=
∞⋃
k=0
{1, . . . ,N}k. (5.4)
For any word w = w1w2 · · ·wn ∈ W , let rw := rw1 · · · · · rwn and Φw := Φw1 ◦ · · · ◦ Φwn . In
particular, if w ∈ W is the empty word, then rw = 1 and Φw = Id.
Definition 5.2 (Self-similar tiling). Let O be a feasible open set for {Φ1, . . . ,ΦN }. Denote the
connected components of the open set O \ Φ(O¯) by Gq,q ∈ Q. Then the self-similar tiling T
associated with the self-similar system {Φ1, . . . ,ΦN } and O is the set
T (O) := {Φw(Gq) ... w ∈ W, q ∈Q}. (5.5)
We order the words w(1),w(2), . . . of W in such a way that the sequence {j }∞j=1 given by
j := rw(j) , j = 1,2, . . . , is nonincreasing. It is clear that a self-similar tiling is thus a collection
of fractal sprays, each with fractal string L = {j }∞j=1 and a generator Gq , q ∈Q. In this context,
the mapping Ψj appearing in Definition 1.2 corresponds to Φw(j) .
The terminology “self-similar tiling” comes from the fact (proved in [32, Theorem 5.7]) that
T (O) is an open tiling of O in the following sense: The tiles Φw(Gg) in T (O) are pairwise
disjoint open sets and the closure of their union is the closure of O , that is,
O =
⋃
q∈Q
⋃
w∈W
Φw(Gq).
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given for when the tube formula of a self-similar tiling can be used to obtain the tube formula
for the corresponding self-similar set, the attractor F ; recall from (1.5) that for a bounded set
A⊆ Rd , we define Aε := {x ∈ Rd \A ... dist(x,A) ε}.
Let F ⊆ Rd be a self-similar set satisfying OSC with some feasible open set O and
dimM F < d (i.e., F is nontrivial). Let T (O) be the associated tiling of O , and let K := O and
T :=⋃w∈W,q∈QΦw(Gq). Then [32, Theorem 6.2] states that one has a disjoint decomposition
Fε = T−ε ∪Kε, for all ε  0, (5.6)
if and only if the following compatibility condition is satisfied:
bdK ⊆ F. (5.7)
In this case, the tube formula for the self-similar set F can be obtained simply by adding to
V (T , ε) the (outer) tube formula λd(Kε) as in (1.6) (although note that in the present context,
K need not be convex). For example, the Sierpinski gasket and the Sierpinski carpet tilings
(see Figs. 6.2 and 6.3) satisfy the compatibility condition (5.7), whereas the Koch curve and the
pentagasket tilings do not (see Figs. 6.1 and 6.4). Condition (5.7) will not be assumed in the
remainder of the paper.
From now on, let T = T (O) be a self-similar tiling associated with the self-similar system
{Φn}Nn=1 and the generator G. We refer to the fractal F as the self-similar set associated to T .
For the same reasons as described in the first paragraph of Section 4, we lose no generality by
stating all results for self-similar tilings with one generator, which we will denote by G in the
sequel. (For natural examples of a self-similar tiling with multiple generators, see the pentagasket
depicted in Fig. 6.4 of the examples section, and also Example 6.2, which is depicted in Fig. 6.8.)
Without loss of generality, we may also assume that the scaling ratios {rn}Nn=1 of {Φn}Nn=1 are
indexed in descending order, so that
0 < rN  · · · r2  r1 < 1. (5.8)
It follows from [28, Theorem 2.9] (see also [22, Theorem 4.7]) that ζL has a meromorphic
extension to all of C given by
ζL(s) =
1
1 −∑Nn=1 rsn , s ∈ C, (5.9)
and hence that the set DL of scaling complex dimensions of T consists precisely of the roots
s ∈ C of the equation
N∑
n=1
rsn = 1. (5.10)
It is known from [28, Theorem 3.6] that the set DL lies in a bounded vertical strip: there exists a
real number Dl ∈ (−∞,D) such that
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For the remainder of this paper, we let
DT = DT (C) = DL ∪ {0,1, . . . , d}. (5.12)
Remark 5.4 (Various incarnations of D). Recall that D denotes the abscissa of convergence
of ζL. It follows from [28, Theorem 3.6] that D = DL is a simple pole of ζL and that D is the
only pole of ζL (i.e., the only scaling complex dimension of T ) which lies on the positive real
axis. Furthermore, it coincides with the unique real solution of (5.10), often called the similarity
dimension of F and denoted by δ. Since F satisfies OSC, D also coincides with the Minkowski
and Hausdorff dimension of F , denoted by DF and HF , respectively. (For this last statement,
see [14], as described in [7, Theorem 9.3].) Moreover, it is clear that D > 0 since N  2, and
that D  d ; in fact, Proposition 5.1 implies D < d . In summary, we have
0 <D < d and D = δ = DF = HF . (5.13)
The following result is an immediate consequence of [28, Theorem 3.6], which provides the
structure of the complex dimensions of self-similar fractal strings (even for the case when D may
be larger than 1).
Proposition 5.5 (Lattice/nonlattice dichotomy). (See [22, Section 4.3].) Lattice case. When the
logarithms of the scaling ratios rn are each an integer multiple of some common positive real
number, the scaling complex dimensions lie periodically on finitely many vertical lines, including
the line Re s = D. In this case, there are infinitely many complex dimensions with real part D.
Nonlattice case. Otherwise, the scaling complex dimensions are quasiperiodically distributed
(as described in [28, Chapter 3]) and s = D is the only complex dimension with real part D.
However, there exists an infinite sequence of simple scaling complex dimensions approaching the
line Re s = D from the left. In this case (cf. [28, Section 3.7.1]), the set {Re s ... s ∈ D} appears to
be dense in finitely many compact subintervals of [Dl,D], where Dl is as in (5.11).
Remark 5.6. It follows from [28, Theorem 3.6] that in the lattice case (i.e., when rn = rkn ,
n = 1, . . . ,N , for some 0 < r < 1 and positive integers {kn}Nn=1), the scaling complex dimensions
have the same multiplicity and a Laurent expansion with the same principal part on each vertical
line along which they appear. In particular, since D is simple (see Remark 5.4), all the scaling
complex dimensions {D + imp}m∈Z (where p = 2π/ log r−1) along the vertical line Re s = D
are simple and have residue equal to
res
(
ζL(s);D
)= 1
log r−1
∑N
n=1 knrknD
. (5.14)
In the nonlattice case, D is simple with residue
res
(
ζL(s);D
)= 1∑N
n=1 rDn log r
−1
n
. (5.15)
Note that (5.15) is also valid in the lattice case. Proposition 5.5 and the contents of this remark
are used when applying Theorem 5.7 and Corollary 5.9 to the examples in Section 6.
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The following result is a consequence of the strongly languid case of Theorem 4.1 when
applied to self-similar tilings.
Theorem 5.7 (Exact pointwise tube formula for self-similar tilings). Assume that T is a self-
similar tiling with generator G ⊆ Rd , and that a Steiner-like representation has been chosen
for G as in (2.2). Then for all ε ∈ (0, g),
V (T , ε)=
∑
ω∈DT
res
(
ζT (ε, s); s = ω
)+ λd(G)ζL(d). (5.16)
Proof. The open set condition and nontriviality condition ensure that D < d . It remains to show
that ζL is strongly languid of some order γ < 2 with constant A = rN . Indeed, in view of (5.8)
and (5.9), ζL is strongly languid of order γ = 0 < 2 with constants A = rN and C = 1 > 0, as in
Definition 3.4:
∣∣ζL(s)∣∣=
∣∣∣∣∣ 11 −∑Nn=1 rsn
∣∣∣∣∣ (r−1N )−|Re s|, as Re s → −∞. (5.17)
Clearly, it follows from (5.11) that the sequence of screens {Sm}∞m=1 in Definition 3.4 may be
chosen to be a sequence of vertical lines lying strictly to the left of min{D,0} and tending
to −∞. In particular, this ensures supSm < 0 for all m = 1,2, . . . . Applying the second part of
Theorem 4.1 with A = rN , we deduce that the tube formula for T has no error term and is given
by (5.16) for all 0 < ε < min{g, r−1N g} = g. (Note that since rN < 1, we have r−1N g > g.) 
Remark 5.8. Theorem 5.7 generalizes to higher dimensions the pointwise tube formula for
self-similar strings (i.e. 1-dimensional self-similar tilings) obtained in [28, Section 8.4]. The for-
mula (5.16) holds pointwise, as opposed to the corresponding result in [22, Theorem 8.3], which
was shown to hold only distributionally, also generalizes the tube formula for self-similar tilings
(obtained in [22, Theorem 8.3]) to generators which may not be monophase (or even pluriphase;
see Remark 2.3).
Concerning the proof of Theorem 5.7, see also the discussion in [28, Section 6.4] regarding the
self-similar string L = {j }∞j=1 (this is a generalized self-similar fractal string, in the sense of [28,
Chapter 3]). The following more explicit form of Theorem 5.7 is used to compute examples in
Section 6.
Corollary 5.9 (Fractal tube formula). Assume, in addition to the hypotheses of Theorem 5.7, that
the poles of the tubular zeta function ζT are simple (which implies that DL and {0,1, . . . , d} are
disjoint). Then for all 0 < ε < g, we have the following exact tube formula:
V (T , ε) =
∑
ω∈DL
cωε
d−ω +
d∑
k=0
(
ck + ek(ε)
)
εd−k, (5.18)
where
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(
ζL(s); s = ω
)
d −ω
d−1∑
k=0
gω−k(d − k)
ω − k κk(G), for ω ∈ DL, (5.19)
ck := κk(G)ζL(k), for k ∈ {0,1, . . . , d}, (5.20)
ek(ε) :=
J (ε)∑
j=1
kj
(
κk
(
G,−1j ε
)− κk(G)), for k ∈ {0,1, . . . , d}, (5.21)
and J (ε) := max{j  1 ... −1j ε < g} ∨ 0 as in (3.10). Alternatively, one has
V (T , ε)=
∑
ω∈DL
cωε
d−ω +
d∑
k=0
ck(ε)ε
d−k, (5.22)
where cω is as in (5.19) and ck(ε) := ck + ek(ε) with ck and ek(ε) as in (5.20)–(5.21), for
k ∈ {0,1, . . . , d}.
The proof of Corollary 5.9 is postponed to Section 7.2, as it is technical and depends on the
terminology and technique developed in the first part of Section 7 (the proof of the tube formula
for fractal sprays, Theorem 4.1). Corollary 5.9 also allows us to recover the pointwise version
of [22, Corollary 8.7], where the generator G was assumed to be monophase.
Corollary 5.10 (Fractal tube formula, monophase case). In addition to the hypotheses of Corol-
lary 5.9, assume that G is monophase. Then, for all 0 < ε < g, we have the pointwise tube
formula for self-similar tilings:
V (T , ε) =
∑
ω∈DL
cωε
d−ω +
d∑
k=0
ckε
d−k =
∑
ω∈DT
cωε
d−ω, (5.23)
where cω (for ω ∈ DL) and ck (for k = 0,1, . . . , d) are as in (5.19) and (5.20), respectively.
Proof. When G is monophase, each function κk(G, ·) is constant and equal to κk(G), and hence
ek(ε) = 0 for each ε > 0 and k = 0,1, . . . , d , where ek(ε) is as in (5.21). Consequently, Corol-
lary 5.10 follows immediately from Corollary 5.9. 
Remark 5.11. For an arbitrary fractal spray T satisfying the hypotheses of the strongly languid
case of Theorem 4.1, it follows from Theorem 4.1 (instead of Theorem 5.7), that (5.16) holds
pointwise for all 0 < ε < min{g,A−1g}. If, in addition, all the complex dimensions of T are
simple, then one can deduce from Lemma 7.9 (as in the proof of Corollary 5.9) that (5.18) holds;
see also Remark 7.10 in this regard. Moreover, if G is assumed to be monophase, then (5.18)
takes the simpler form (5.23). A parallel remark holds (under the assumptions of the languid
case of Theorem 4.1) for the tube formulas with error term considered in Section 5.2.
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Theorem 5.12 (Pointwise tube formula with error term for self-similar tilings). Assume that T
is a self-similar tiling with generator G, and that a Steiner-like representation for G has been
chosen. Let S be a screen such that S(0) < 0 (so that all integer dimensions are visible) and let
W be the associated window. Then for all ε > 0,
V (T , ε)=
∑
ω∈DT (W)
res
(
ζT (ε, s);ω
)+ λd(G)ζL(d)+ R(ε), (5.24)
where the error term R(ε) is given explicitly as in (4.2) and satisfies R(ε) = O(εd−supS), as
ε → 0+.
Moreover, if G is monophase, then this same conclusion holds without the assumption that
S(0) < 0, as long as S avoids the set {0,1, . . . , d}.4 In addition, R(ε) is equivalently given
by (4.3) in this case.
Proof. This follows immediately from the first part of Theorem 4.1, since the proof of Theo-
rem 5.7 implies ζL is languid of order γ = 0 < 1 along any screen S. When G is monophase,
the latter claim follows from Corollary 4.2. Finally, it follows from the second part of Remark 4.3
that in the monophase case, R(ε) is equivalently given by (4.2) or (4.3). 
The following result is the exact counterpart of Corollary 5.9 (or of Corollary 5.10 when G is
monophase).
Corollary 5.13 (Fractal tube formula with error term). Assume, in addition to the hypotheses of
Theorem 5.12, that the visible poles of the tubular zeta function are simple (which implies that
DL(W) and {0,1, . . . , d} are disjoint). Then for all ε > 0,
V (T , ε) =
∑
ω∈DL(W)
cωε
d−ω +
∑
k∈{0,1,...,d}∩W
(
ck + ek(ε)
)
εd−k + R(ε), (5.25)
where the error term R(ε) is as in (4.2) and cω, ck , ek are as in (5.19)–(5.21).
Moreover, if G is assumed to be monophase, then (5.25) holds for any screen which avoids
the set {0,1, . . . , d}, and the formula takes the simpler form
V (T , ε)=
∑
ω∈DL(W)
cωε
d−ω +
∑
k∈{0,1,...,d}∩W
ckε
d−k + R(ε), (5.26)
with the error term R(ε) as in (4.3).
Proof. This follows from Theorem 5.12 by the same methods as in Corollary 5.9 (or Corol-
lary 5.10, when G is monophase). 
Remark 5.14. The significance of the assumption S(0) < 0, and more importantly, the need for
being able to omit it, is discussed in Remark 4.4 and Section 8.4. See also [24].
4 In particular, this allows for a screen S which lies arbitrarily close to the vertical line Re s = D.
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Fig. 6.2. The Sierpinski gasket tiling.
Fig. 6.3. The Sierpinski carpet tiling.
Fig. 6.4. The pentagasket tiling has multiple generators: one equilateral pentagon and five isoceles triangles.
Fig. 6.5. The Menger sponge tiling has a Steiner-like generator which is neither convex nor pluriphase; see the computa-
tions for the Cantor carpet in Section 6.1, for which the Menger sponge is a 3-dimensional analogue.
6. Examples
Firstly, it should be noted that Theorem 5.7 implies that all tube formula results for the ex-
amples of self-similar tilings of [22,31,32] are now known to hold pointwise. This includes the
Koch tiling (Fig. 6.1 and [31, Figs. 2 & 3]), the Sierpinski gasket tiling (Fig. 6.2 and [31, Fig. 6]),
the Sierpinski carpet tiling (Fig. 6.3 and [31, Fig. 7]), the pentagasket tiling (Fig. 6.4 and [22,
Fig. 5]), the Menger tiling (Fig. 6.5 and [31, Fig. 8]), and the three U-shaped examples from [32,
Fig. 3] (see Fig. 6.8 for one of them). The tube formulas of the first three of these examples can
be found in [22, Section 9].
In Figs. 6.1–6.6 as well as in Fig. 6.8, the following sets are shown from left to right. The set
O is the initial open set of the tiling construction. (In all examples except the U-shaped one in
Fig. 6.8, O is the interior of the convex hull of the underlying self-similar set.) The second set
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Fig. 6.7. The generator of the tiling C2 is not pluriphase.
shows the generator(s) of the tiling (or, more precisely, the set O \Φ(O)), while the subsequent
ones give the first iterates of the generator(s) under the set mapping Φ . The right-most set always
shows the union of all tiles of the generated tiling T (O).
Of the self-similar tilings mentioned just above, only the Cantor carpet tiling and the U-shaped
tiling will be studied in more detail below. Apart from illustrating how the tube formulas are ap-
plied in general, these two examples exhibit some important new features of the results obtained
in this paper. Indeed, the Cantor carpet tiling (discussed in Section 6.1) has a generator which is
not monophase (and not even pluriphase), a situation not covered by previous results. Further-
more, the U-shaped example (discussed in Section 6.2) has a generator which is itself fractal,
in the sense that it has arbitrary small features and exhibits some kind of self-similarity. Finally,
the binary trees discussed in Section 6.3 and the Apollonian packings discussed in Section 6.4
are natural examples of fractal sprays which are not self-similar tilings.
6.1. The Cantor carpet tiling
We consider the self-similar tiling associated to the Cartesian product C × C ⊆ R2 of the
ternary Cantor set C with itself; see Fig. 6.6. By abuse of notation, we denote the associated
self-similar tiling by C2. The fractal C ×C is constructed via the self-similar system defined by
the four maps
Φj(x) = 13x +
2
3
pj , j = 1, . . . ,4,
with common scaling ratio r = 13 , and points pj being the vertices of a square, as seen in Fig. 6.6.
Consequently, the corresponding string LC2 = {j }∞j=1 has scales
j = 3−[log4 3j ], j = 1,2, . . . , (6.1)
where [x] is the integer part of x.
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monophase (and not even pluriphase), as seen in Fig. 6.7 and formula (6.2). The inradius of
the generator is g = ρ(G) = /(3√2), where  is the side length of the initial square (we set
 = 1 in the sequel), and the relevant partition of the ε-interval (0, g] is
{
ε0 = 0, ε1 = g√
2
= 1
6
, ε2 = g =
√
2
6
}
.
The tube formula for the generator of this tiling is given by the following Steiner-like (but
clearly not pluriphase) representation:
V (G,ε) =
⎧⎪⎪⎨
⎪⎪⎩
(π − 8)ε2 + 12√2gε, 0 < ε  g√
2
,
πε2 − 4 arccos( g
ε
√
2
)
ε2 + 2g√2ε2 − g2 + 8g2, g√
2
< ε  g,
10g2, ε  g.
(6.2)
Here, for ε1 < ε  ε2, the constant term 8g2 = 49 in (6.2) gives the area of the four “protrusions”
of G which are completely contained in G−ε . By (6.2), we can take the coefficient functions
κk(G, ε) to be
κ0(G, ε) =
{
π − 8, 0 < ε  g√
2
,
π − 4 arccos( g
ε
√
2
)
,
g√
2
< ε  g,
κ1(G, ε) =
⎧⎨
⎩
12
√
2g, 0 < ε  g√
2
,
2g
ε
√
2ε2 − g2, g√
2
< ε  g,
κ2(G, ε) =
{0, 0 < ε  g√
2
,
8g2, g√
2
< ε  g.
(6.3)
Since g = √2/6 and κk(G,g) = κk(G) for k = 0,1,2, it follows that
κ0(G) = 0, κ1(G) = 2g =
√
2
3
, and κ2(G) = 8g2 = 49 . (6.4)
Note that according to (6.3), each function κk(G, ε) has a discontinuity at g/
√
2 but is analytic
on each of the two intervals of the partition. Hence, it is piecewise analytic on (0, g] in the sense
of Section 8.5.
From (6.1), the scale 13k appears with multiplicity 4k , for k = 0,1,2, . . . , so the scaling zeta
function is
ζL(s) =
1
1 − 4 · 3−s , s ∈ C. (6.5)
It follows that the scaling complex dimensions are simple, and given by
DL = {D + inp ... n ∈ Z} with D = log3 4, p =
2π
, (6.6)
log 3
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and the corresponding residues are
res
(
ζL(s); s = D + inp
)= 1
log 3
, for all n ∈ Z. (6.7)
Finally, we have the disjoint union DT = DL ∪ {0,1,2}. All that remains is the substitution
of the above quantities into the formula given in Corollary 5.9. We obtain
V (T , ε) = 1
log 3
∑
n∈Z
1∑
k=0
gD−k+inp(2 − k)κk(G)
(D − k + inp)(2 −D − inp)ε
2−D−inp
+
2∑
k=0
(
κk(G)
1 − 4 · 3−k +
J (ε)∑
j=1
3−k[log4 3j ]
(
κk
(
G,3[log4 3j ]ε
)− κk(G))
)
ε2−k, (6.8)
where J (ε) := max{j  1 ... −1j ε < g} ∨ 0 as in (3.10), and [x] is the integer part of x. The
computations for higher-dimensional analogues (like the Menger sponge) are extremely similar.
In each case, the only complication is to obtain the tube formula for the generator. Observe that
T is a lattice tiling in the sense of Proposition 5.5.
6.2. U-shaped modification of the Sierpinski carpet
The U-shaped fractal of Fig. 6.8 is a modification of the Sierpinski carpet obtained by remov-
ing one contraction mapping from the self-similar system, and composing some of the remaining
mappings with rotations of ±π/2. The generator G = G1 of U from Fig. 6.8 provides an exam-
ple of why it is useful to remove the requirement that limε→0+ κk(G, ε) exists from Definition 2.1
(Steiner-like);5 see Fig. 6.9.
To discuss G = G1, let us consider the countable partition of [0, g) defined by the sequence
of intervals Im = [ g3m , g3m−1 ), for m = 1,2, . . . . Then the function m(ε) := [−log3 2ε] gives the
index m= m(ε) for which ε ∈ Im.
In this example, V (G,ε) satisfies a recurrence relation (see the left-hand side of Fig. 6.10)
given for ε ∈ I1 by
V (G,ε) = 9V
(
G,
ε
3
)
+ 17
9
− ε
9
+
(
π − 38
9
)
ε2 for
g
3
 ε < g. (6.9)
5 This assumption was part of the definition of Steiner-like in [22] but was removed in the present paper.
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Fig. 6.10. The relation of V (G,ε) to V (G, ε3 ).
The generator G is a union of countably many rectangles whose interiors are disjoint; consider
these rectangles as defining a sequence of “chambers” {Em}∞m=1, as depicted in Fig. 6.10. For
ε ∈ Im, the constant term in V (G,ε) (corresponding to the region labeled “solid” in Fig. 6.10) is
given by the volume of
⋃∞
=m+1 E, which is
λ2
( ∞⋃
=m+1
E
)
= λ2
(
1
3m
G
)
= 1
9m
λ2(G) = 19m+2 ·
1
4
. (6.10)
6.3. A binary tree
In this section, we consider the example of a binary tree embedded in R2 in a certain way. This
example shows how a very slight modification can change a monophase generator to a pluriphase
generator, and also how one can compute the tube formula for a set which is not a self-similar
fractal (but which does have some self-similarity properties).
Consider the fractal sprays depicted in Fig. 6.11. Each of these figures is formed by an equi-
lateral triangle whose top vertex is the point ξ = (1/2,√3/2) and whose base is the unit interval.
Beginning at ξ and proceeding down one side of the triangle, one reaches the first branching at
the point located 23 of the way to the bottom in (a) and at the point located 34 of the way to the
bottom in (b). Consequently, the leaves of the first tree are the points of the usual ternary Cantor
set, and the leaves of the second tree are the points of the (self-similar) Cantor set which is the
attractor of the system {Ψ1(x) = x4 ,Ψ2(x) = x4 + 34 }. It is clear from the “phase diagram” to the
right of each spray that (a) is monophase and (b) is pluriphase.
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Fig. 6.12. The first three stages of the construction of the Apollonian packing for three circles with equal radii. The
associated fractal spray does not include the outermost circle.
6.4. Apollonian packings
We consider the fractal spray associated to an Apollonian packing; see Fig. 6.12. Recall that
the construction of this packing begins with three mutually tangent circles contained in a disk
which is mutually tangent to all three. For the next stage of the construction, a new circle is
inserted into each lune so as to be tangent to its three neighbors. The Apollonian packing is
obtained by iterating infinitely many times. After removing the outermost disk, the rest of the
circles in the packing form a fractal spray whose (monophase) generator is a disk, by [11, The-
orem 4.1]. This example of a fractal spray was suggested to us by Hafedh Herichi. Full details
on Apollonian packings and the Apollonian group may be found in [10,11]; we recommend the
lecture notes [35] for an introduction.
Apollonius’ Theorem states that given any three mutually tangent circles C1,C2,C3, there
are exactly two circles C+4 ,C
−
4 that are tangent to the other three (allowing the possibility of a
straight line as a circle of infinite radius). Thus, if we have any configuration of four circles, one
may be removed and replaced by its counterpart; see Fig. 6.13.
Let a = (a1, a2, a3, a4) be the 4-tuple whose entries are the reciprocal radii (i.e., the curva-
tures) of the four circles in a mutually tangent configuration. Descartes’ Theorem states that these
numbers must satisfy F(a) = 0, where F is the quadratic form
F(a) = 2(a21 + a22 + a23 + a24)− (a1 + a2 + a3 + a4)2. (6.11)
If we start with circles of given radii a−11 , a
−1
2 , a
−1
3 , then this allows us to find a fourth via
a4 = a1 + a2 + a3 ± 2√a1a2 + a1a3 + a2a3.
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Thus, if we start with three circles of radius a−11 = a−12 = a−13 = 1, as in Fig. 6.12, then the
mutually tangent circle which encloses them will have radius a−14 = (3 − 2
√
3)−1.
For a starting configuration of four mutually tangent circles where one has negative curva-
ture (so it encloses the other four), as in the top of Fig. 6.13, one can use the Apollonian group
(a subgroup of SL4(Z) generated by matrices A1,A2,A3,A4) to geometrically obtain the other
circles of the packing. Beginning with the configuration a = (a1, a2, a3, a4), one replaces a cir-
cle Ci with C′i (its reflection with respect to the other three) and the new inradius is obtained
from the corresponding matrix multiplication. For example, swapping the first circle C1 with its
reflection C′1 yields a′ = (a′1, a2, a3, a4) = (a1, a2, a3, a4)A1, where 1/a′1 is the inradius of the
new circle C′1.
Consequently, the scaling zeta function ζL may be determined by collecting (with the proper
multiplicities) the reciprocals of the entries of the 4-tuples
∞⋃
n=0
⋃
ω∈Wn
{aAw},
where Wn = {1,2,3,4}n is the collection of 4-ary words of length n, and Aw := Ai1Ai2 · · ·Ain
is the matrix product corresponding to w = i1i2 · · · in ∈Wn. If G is a disk of radius r , then it has
inner tube formula
VG(ε) = 2πrε − πε2. (6.12)
This example has a monophase generator with coefficients κ0 = −π and κ1 = 2π , when r = g =
ρ(G) = 1.
Given the radii of four mutually tangent circles (one of which contains the other three), it
is possible (but nontrivial) to determine the radii of the other circles in the packing (and also
to obtain asymptotics for their rate of decay; see [11,10]). Therefore, we omit the full details
of the tube formula for Apollonian packings. Note, however, that up to a normalizing factor,
the scaling zeta function of the Apollonian packing is given by ζL(s) =
∑∞
j=1 sj , where L =
{j }∞j=1 denotes the sequence of radii (i.e., the reciprocal curvatures) of the circles comprising
the packing (written in nonincreasing order and according to multiplicity).
From [11, Theorem 4.2], the collection of circles in any packing is known to have Hausdorff
dimension
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Note that all packings have the same Hausdorff dimension, since any two packings are equivalent
by a Mobius transformation. Note also that the Hausdorff and Minkowski dimensions coincide
for Apollonian packings; see [3] (and compare [28, Theorem 1.10]). We are hopeful that the
methods of this paper will assist in the study of the Minkowski dimension of such objects. More-
over, the determination of the complex dimensions of an Apollonian packing is an interesting
and challenging problem.
7. Proofs of the main results
7.1. Proof of the tube formula for fractal sprays, Theorem 4.1
The proof of Theorem 4.1 is divided into several steps. We begin with a discussion intended
to motivate and explain the approach.
Remark 7.1 (The philosophy behind the head and the tail). A technical part of the proof of
Theorem 4.1 is inspired by the proof of the pointwise explicit formulas given in [28, Chapter 5
and Section 8.1.1]. The main idea underlying the proof, however, is new and relies on the notions
of “head” and “tail”.
In Section 7.1.1, we will split the tubular zeta function into a finite sum, which we call the
head, and an infinite sum, which we call the tail (denoted by ζT,head and ζT,tail , respectively);
see (7.4). Similarly, we will split the tube formula into corresponding finite and infinite sums
(Vhead and Vtail, respectively); see (7.15). This decomposition will allow us to avoid repeating the
same type of argument as appears in the proof of Proposition 3.6, in several different instances.
In particular, the decomposition into “head” and “tail” provides a technical device which allows
us to use the Heaviside function as expressed in Lemma 7.4.
The “head” and “tail” decomposition is justified by the observation that for every fixed J ∈ N,
the complex dimensions of a fractal string L = {j }∞j=1 do not depend on the first J scaling
ratios 1, . . . , J . This is the idea underpinning Proposition 3.6: the zeta function ζLJ of the
string LJ := L \ {1, 2, . . . , J } = {j }∞j=J+1 has the same poles as the zeta function ζL of the
full string L. Indeed, the function f defined by f (s) = ρs , where ρ > 0 is some positive real
number, is entire, and so is any finite sum of such functions. Hence, if ζL is meromorphic in some
connected open neighborhood Ω of W , then since
ζL(s) =
J∑
j=1
sj + ζLJ (s)
for each s ∈ Ω , the truncated zeta function ζLJ is meromorphic in Ω and a point ω ∈ Ω is a
pole of ζL if and only if it is a pole of ζLJ . Moreover, the residues of ζL and ζLJ at ω obviously
coincide. The same applies if the first scaling ratios are changed instead of omitted.
In addition to being technically useful, the “head and tail” decomposition helps one under-
stand the conceptual difference between the contributions made to the tube formula by the integer
and scaling dimensions, and the origin of the error term. Indeed, the bulk of the proof of Theo-
rem 4.1 lies in showing that Vhead is given by the residues of ζT,head(ε, s) at the integer dimensions,
and Vtail is given by the residues of ζT,tail(ε, s) at the scaling dimensions; cf. (7.16) and (7.17).
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For k = 0,1, . . . , d , we define the function fk : (0,∞) → R by
fk(ε) := κk(G, ε)− κk(G). (7.1)
This function measures the error of replacing the kth coefficient function κk(G, ·) by the constant
κk(G). Note that fk(ε) = 0 for ε  g and that in case κk(G, ·) is constant, fk ≡ 0.
By employing the functions fk defined above, the tubular zeta function ζT can be rewritten in
a more convenient way (see Definition 3.5):
ζT (ε, s) = εd−s
∞∑
j=1
sj
d∑
k=0
gs−kfk(−1j ε)
s − k + ε
d−s
∞∑
j=1
sj
(
d∑
k=0
gs−kκk(G)
s − k −
gs−dλd(G)
s − d
)
.
(7.2)
In the second term, it is now possible to separate the scaling zeta function ζL, since the sum
over k does not depend on j any longer. Moreover, according to the fact that j → 0 as j → ∞,
the first sum is taken only over finitely many integers j , namely, those indices for which jg > ε.
(In fact, it is the finiteness of the first sum which ensures that the expression on the right-hand
side in (7.2) converges absolutely exactly when the series defining ζT does. Hence, (7.2) (as well
as (7.4) below) holds for all ε > 0 and all s ∈ C such that the second sum converges.) Set
ρj := ρ
(
Gj
)= jg, (7.3)
and recall that J = J (ε) is the largest index such that ρJ > ε, cf. (3.10). Obviously, ρj is the
inradius of the set Gj = Ψj (G) and Gj ⊆ (Gj )−ε iff j > J . Hence, for all j > J ,
−1j ε  g and fk
(
−1j ε
)= 0 for k = 0,1, . . . , d.
Interchanging the order of summation in the first term of (7.2), and making use of (2.7), we
conclude that the tubular zeta function is given by
ζT (ε, s) = εd−s
d∑
k=0
gs−k
s − k
J∑
j=1
sj fk
(
−1j ε
)
︸ ︷︷ ︸
=:ζT ,head(ε,s)
+ ε
d−sζL(s)
d − s
(
d−1∑
k=0
gs−k
s − k (d − k)κk(G)
)
︸ ︷︷ ︸
=:ζT ,tail(ε,s)
, (7.4)
with J = J (ε), as in (3.10). Note that the d th term in ζT,tail(ε, s) vanishes because of the presence
of the factor (d − k) inside the sum.
In combination with the splitting in (7.4), Proposition 3.6 yields the following result.
Theorem 7.2. Assume that W is a window for ζL and that Ω is a connected open neighborhood
of W in which ζL is meromorphic. Fix an arbitrary ε > 0. Then:
1 (Meromorphic continuation and poles of ζT .) Both ζT (ε, ·) and ζT,tail(ε, ·) are meromorphic
in all of Ω . Furthermore, the set of visible poles of these functions is contained in DT (W) =
DT ∩W , as given in Definition 3.7.
M.L. Lapidus et al. / Advances in Mathematics 227 (2011) 1349–1398 13792 (Head and tail decomposition of ζT .) For every s ∈ Ω (in particular, for every s ∈ W ), the
meromorphic continuation of ζT (ε, ·) to Ω is given by
ζT (ε, s) = ζT,head(ε, s)+ ζT,tail(ε, s). (7.5)
Here, ζT,head(ε, ·) is given by
ζT,head(ε, s) = εd−s
d∑
k=0
gs−k
s − k
J(ε)∑
j=1
sj fk
(
−1j ε
)
, (7.6)
which is meromorphic in all of C, with poles in {0,1, . . . , d}, where fk is as in (7.1) and J (ε) :=
max{j  1 ... −1j ε < g} ∨ 0,6 as in (3.10), while the meromorphic continuation of ζT,tail(ε, ·) to
Ω is given by
ζT,tail(ε, s) =
εd−s
d − s ζL(s)
d−1∑
k=0
gs−k
s − k (d − k)κk(G), (7.7)
where ζL(s) denotes the meromorphic continuation of
∑∞
j=1 sj , as usual.
3 (Residues of ζT .) For each ω ∈ DT (W) = (DL ∪ {0,1, . . . , d})∩W , we have
res
(
ζT (ε, s);ω
)= res (ζT,head(ε, s); s = ω)+ res (ζT,tail(ε, s); s = ω) , (7.8)
which implies
res
(
ζT (ε, s);ω
)= res (ζT,tail(ε, s); s = ω) (7.9)
for each ω ∈ DL(W) \ {0,1, . . . , d}, since ζT,head(ε, s) is holomorphic on C \ {0,1, . . . , d}.
(i) In the case when ω ∈ DL(W) \ {0,1, . . . , d} is a simple pole of ζT (ε, ·) (and hence also a
simple pole of ζL),
res
(
ζT (ε, s);ω
)= εd−ω
d −ω res
(
ζL(s);ω
) d−1∑
k=0
gω−k
ω − k (d − k)κk(G). (7.10)
(ii) In the case when ω = k ∈ {0,1, . . . , d}, we have
res
(
ζT,head(ε, s); k
)= εd−k J (ε)∑
j=1
kjfk
(
−1j ε
)
. (7.11)
6 It may be useful to keep in mind that even though J = J (ε) is finite for every ε > 0, it tends monotonically to ∞ as
ε → 0+ , since j decreases monotonically to 0.
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res
(
ζT,tail(ε, s); k
)= εd−kζL(k)κk(G). (7.12)
If ω = d ∈ W and D < d (as assumed in Theorem 4.1), then d is not a pole of ζL. Hence,
formulas (7.7) and (2.7) imply that
res
(
ζT,tail(ε, s);d
)= ζL(d)(κd(G)− λd(G)). (7.13)
We leave it to the interested reader to perform the necessary (and elementary) computations
needed to deal with the case when ω is a multiple pole of ζT ; see [28, Section 6.1.1].
Remark 7.3. If we assume that ω ∈ {0,1, . . . , d−1}∩DL(W) in part 3 of Theorem 7.2, then one
can express res(ζT,tail(ε, s);ω) in terms of the constant term of the Laurent expansion of ζL(s) at
s = k (even in the case when k is a multiple pole of ζL), much as was done when d = 1 in [28,
Corollary 8.10 and Remark 8.11].
7.1.2. Splitting the parallel volume
For fixed ε > 0, we split the inner parallel volume V (T , ε) in a similar way as the tubular zeta
function above. Taking into account first (2.5) and then (7.1), we can use (7.3) to write
V (T , ε) =
∑
j : ρj>ε
V
(
Gj, ε
)+ ∑
j : ρjε
λd
(
Gj
)
=
∑
j : ρj>ε
d∑
k=0
εd−kkj κk
(
G,−1j ε
)+ ∑
j : ρjε
λd
(
Gj
)
=
∑
j : ρj>ε
d∑
k=0
εd−kkj fk
(
−1j ε
)+ ∑
j : ρj>ε
d∑
k=0
εd−kkj κk(G)+
∑
j : ρjε
λd
(
Gj
)
. (7.14)
Recall that the sum over j in the first two terms is finite for each fixed ε > 0 and that the number
of terms is given by J = J (ε). Therefore, in both terms, the sums can be interchanged. In the third
term, the homogeneity of the d-dimensional Lebesgue measure λd implies λd(Gj ) = λd(jG) =
dj λd(G) for each j . Thus (2.7) yields
V (T , ε)=
d∑
k=0
εd−k
J∑
j=1
kjfk
(
−1j ε
)+ d∑
k=0
κk(G)
∑
j : ρj>ε
εd−kkj + λd(G)
∑
j : ρjε
dj
=
d∑
k=0
εd−k
J∑
j=1
kjfk
(
−1j ε
)
︸ ︷︷ ︸
=:Vhead(T ,ε)
+
d∑
k=0
κk(G)
( ∑
j : ρj>ε
εd−kkj +
∑
j : ρjε
gd−kdj
)
︸ ︷︷ ︸
=:Vtail(T ,ε)
. (7.15)
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In light of (7.15), the tube formula (4.1) of Theorem 4.1 will follow upon verification of the
following two assertions:
Vhead(T , ε) =
∑
ω∈DT (W)
res
(
ζT,head(ε, s); s = ω
)+ Rhead(ε), and (7.16)
Vtail(T , ε) =
∑
ω∈DT (W)
res
(
ζT,tail(ε, s); s = ω
)+ λd(G)ζL(d)+ Rtail(ε), (7.17)
where the error terms Rhead and Rtail are given by
Rhead(ε) =
[S(0)]∑
k=0
res
(
ζT,head(ε, s); s = k
)
, and (7.18)
Rtail(ε) = 12π i
∫
S
ζT,tail(ε, s) ds, (7.19)
respectively. (Here [x] denotes the integer part of x.) Indeed, the assumption S(0) < 0 implies
immediately Rhead ≡ 0 and, by (4.2), we have R(ε) = Rtail(ε). Therefore, if the formulas (7.16)
and (7.17) hold, then since ζT (ε, s) = ζT,head(ε, s) + ζT,tail(ε, s) by (7.4), it follows from (7.15)
that
V (T , ε)= Vhead(T , ε)+ Vtail(T , ε)
=
∑
ω∈DT (W)
res
(
ζT,head(ε, s); s = ω
)+ Rhead(ε)
+
∑
ω∈DT (W)
res
(
ζT,tail(ε, s); s = ω
)+ λd(G)ζL(d)+ Rtail(ε)
=
∑
ω∈DT (W)
res
(
ζT,head(ε, s)+ ζT,tail(ε, s); s = ω
)+ λd(G)ζL(d)+ R(ε)
=
∑
ω∈DT (W)
res
(
ζT (ε, s); s = ω
)+ λd(G)ζL(d)+ R(ε),
and we obtain the tube formula (4.1), with R(ε) given as in formula (4.2):
R(ε) = Rtail(ε) = 12π i
∫
S
ζT,tail(ε, s) ds. (7.20)
Observe that in light of (7.4), the integrand ζT,tail(ε, s) coincides with that of (4.2).
We note that in order to complete the proof of Theorem 4.1, we will still have to establish
that the error term Rtail(ε) (which coincides with the full error term R(ε), since Rhead(ε) ≡ 0,
as noted in (7.20)) satisfies the asymptotic estimate Rtail(ε) = O(εd−supS) as ε → 0+ (in the
languid case) and that Rtail(ε) = 0 for all 0 < ε < min{g,A−1g} (in the strongly languid case).
This will be accomplished, respectively, in Section 7.1.7 and Section 7.1.8.
1382 M.L. Lapidus et al. / Advances in Mathematics 227 (2011) 1349–1398We will establish independently (in Section 7.1.4 and Section 7.1.6, respectively) that
Vhead(T , ε) can be expressed as a sum of residues of ζT,head(ε, s) (as given by (7.16)) and
Vtail(T , ε) as a sum of residues of ζT,tail(ε, s) (as given by (7.17)). While ζT,head(ε, ·) is meromor-
phic in C and has poles only at the integer values 0,1, . . . , d , the function ζT,tail(ε, s) recovers
the full set of the complex dimensions of L (compare Theorem 7.2). This fits perfectly with the
observation (compare Remark 7.1) that the first lengths of a fractal string (or, as here, the first
scaled copies of G in a fractal spray) do not affect its complex dimensions. The scaling complex
dimensions are hidden in the “tail”. The derivation of the first part is elementary and exact in
that the error term just collects the residues at the integer dimensions not contained in W . The
derivation of the second part is more involved. It uses techniques similar to those used in the
proof of [28, Theorem 8.7], the pointwise tube formula for (1-dimensional) fractal strings. Here,
it is necessary for L to be languid (for the first part of Theorem 4.1) or strongly languid (for the
second part).
7.1.4. Proof of (7.16)
The residue of ζT,head(ε, s) at s = k ∈ {0,1, . . . , d} is given by formula (7.11) in Theorem 7.2.
Observing that the kth term of Vhead(T , ε) in (7.15) has exactly the same expression, we conclude
that
Vhead(T , ε) =
d∑
k=0
res
(
ζT,head(ε, s); s = k
)
.
For a fixed screen S (and a corresponding window W ) such that S(0) /∈ {0, . . . , d}, we can split
this sum into two parts, according to whether k is contained in the interior of W or in the com-
plement Wc . Since ζT,head(ε, ·) has no poles outside the set {0, . . . , d}, we can safely extend the
first sum to include the residues at all complex dimensions visible in W . Thus
Vhead(T , ε)=
∑
ω∈DT (W)
res
(
ζT,head(ε, s); s = ω
)+ ∑
k∈{0,...,d}∩Wc
res
(
ζT,head(ε, s); s = k
)
,
where the second sum is Rhead(ε) (as defined in (7.18)). This completes the proof of (7.16). We
note that in the first part of Theorem 4.1, the assumption S(0) < 0 for the screen ensures that
Rhead ≡ 0. In Corollary 4.2, where this assumption is dropped, we also have Rhead ≡ 0, but for
a different reason; indeed, in the monophase case, ζT,head(ε, s) itself vanishes identically. In the
general case (which is not treated in this paper), when the integer dimensions may not all be
visible (i.e., S(0) > 0) and when G is not necessarily monophase, the error term Rhead will have
to be taken into account; see also Section 8.4.
7.1.5. The Heaviside function
Before continuing on to the proof of (7.17), we need to make some remarks on a certain useful
form of the Heaviside function H : R → {0,1}, which is defined (as in [28, (5.10)]) by
H(x) =
⎧⎨
⎩
0, x < 0,
1
2 , x = 0, (7.21)
1, x > 0.
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of the Heaviside function, which comes from number theory [4, p. 105], and was refined in [28,
Lemma 5.1].
Lemma 7.4. For x, y, c > 0, the Heaviside function is given by
H(x − y) = 1
2π i
c+i∞∫
c−i∞
xsy−s ds
s
. (7.22)
Proof. Taking k = 1 in [28, Lemma 5.1] for a screen with T = T+ = −T− > 0, the Heaviside
function is approximated by
H(x − y) = 1
2π i
c+iT∫
c−iT
xsy−s ds
s
+E, (7.23)
where the absolute value of the error term E is bounded by⎧⎪⎨
⎪⎩
(
xy−1
)c 1
T
min
{
T ,
∣∣log(xy−1)∣∣−1}, if x 	= y,
c
T
, if x = y.
(7.24)
It is now easily seen, that, for arbitrary fixed values x, y, c > 0, the error term E = E(T ) vanishes
as T → ∞. Since this is true for all x, y, c > 0, the result follows. 
7.1.6. Proof of (7.17)
The proof of this part follows roughly the lines of the proof of [28, Theorem 8.7]. One can
rewrite the expression of Vtail(T , ε) in (7.15) as
Vtail(T , ε) =
d−1∑
k=0
g−kκk(G)
( ∑
j : ρjε
εd−kρkj +
∑
j : ρj<ε
ρdj
)
+ κd(G)ζL(d). (7.25)
For k = 0,1, . . . , d − 1, denote the expression within the parentheses of (7.25) by vk(ε).
Using the Heaviside function as defined in (7.21), we write
vk(ε) =
∑
j : ρjε
εd−kρkj +
∑
j : ρj<ε
ρdj =
∞∑
j=1
[
εd−kρkjH(ρj − ε)+ ρdj H(ε − ρj )
]
. (7.26)
Note that, in case ε = ρj for some j , the corresponding j th term in the sum on the right-hand
side of (7.26) is
εd−kρkjH(ρj − ε)+ ρdj H(ε − ρj )=
1
2
ρd−kj ρ
k
j +
1
2
ρdj = ρdj ,
which equals the value given by the left-hand side of (7.26).
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abscissa of convergence D of ζL was assumed to be strictly less than d .) Then c − k and d − c
are positive numbers and so, by Lemma 7.4, the j th term in the above sum is given by
c−k+i∞∫
c−k−i∞
εd−k−t ρk+tj
dt
2π it
+
d−c+i∞∫
d−c−i∞
εtρd−tj
dt
2π it
.
Substituting s = t + k in the first integral and s = d − t in the second one, we get
c+i∞∫
c−i∞
εd−sρsj
ds
2π i(s − k) +
c+i∞∫
c−i∞
εd−sρsj
ds
2π i(d − s) .
Combining these integrals, one sees that (7.26) can be rewritten as follows:
vk(ε) = d − k2π
∞∑
j=1
∞∫
−∞
εd−c−it ρc+itj
(c − k + it)(d − c − it) dt. (7.27)
This last integral converges absolutely, which is seen as follows. Since c was chosen strictly
between d − 1 and d , the numbers d − c and c − k are positive and so we have for all real
numbers t ,∣∣(c − k + it)(d − c − it)∣∣= ∣∣(c − k)(d − c)+ t2 + i(d − k)t∣∣ (c − k)(d − c)+ t2.
Hence
∣∣∣∣ εd−c−it ρ
c+it
j
(c − k + it)(d − c − it)
∣∣∣∣= εd−cρcj |ε−it ||ρitj ||(c − k + it)(d − c − it)|  ε
d−cρcj
(c − k)(d − c)+ t2 ,
which implies
1
2π
∞∑
j=1
∞∫
−∞
∣∣∣∣ εd−c−it ρ
c+it
j
(c − k + it)(d − c − it)
∣∣∣∣dt  12π
∞∑
j=1
ρcj ε
d−c
∞∫
−∞
dt
(c − k)(d − c)+ t2
= 1
π
ζL(c)ε
d−c
∞∫
0
dt
(c − k)(d − c)+ t2 < ∞.
Note that the last expression is finite because c was chosen such that c > D, where D is the
abscissa of convergence of ζL. It follows that the integrand in (7.27) is absolutely integrable and
it is safe to interchange the order of summation and integration. Hence
vk(ε) = 12π i
c+i∞∫
εd−s
∞∑
j=1
ρsj
(d − k)
(s − k)(d − s) ds,
c−i∞
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∑∞
j=1 ρsj can be replaced by gsζL(s). Inserting the derived expressions for vk(ε)
into (7.25), we obtain
Vtail(T , ε) = 12π i
d−1∑
k=0
κk(G)
c+i∞∫
c−i∞
εd−sζL(s)
gs−k(d − k)
(s − k)(d − s) ds + κd(G)ζL(d)
= 1
2π i
c+i∞∫
c−i∞
εd−sζL(s)
d − s
d−1∑
k=0
gs−k
s − k (d − k)κk(G)ds + κd(G)ζL(d)
= 1
2π i
c+i∞∫
c−i∞
ζT,tail(ε, s) ds + κd(G)ζL(d),
by (7.4). Since d is not a pole of ζL, it is a simple pole of ζT,tail(ε, ·) and (7.13) yields
res
(
ζT,tail(ε, s); s = d
)= ζL(d)(κd(G)− λd(G)). (7.28)
Therefore, we obtain
Vtail(T , ε) = 12π i
c+i∞∫
c−i∞
ζT,tail(ε, s) ds + res
(
ζT,tail(ε, s); s = d
)+ ζL(d)λd(G).
Now the machinery of the Residue Theorem can be applied. When pushing the line of inte-
gration towards the screen S, we collect on the way the residues of the poles of ζT,tail(ε, ·) that
lie between the line Re s = c and S (see the proof of [28, Theorem 8.7]). The definition of the
screen S and the window W imply that ζL is meromorphic in W and, since D < c, ζL has no
poles to the right of the vertical line Re s = c. Therefore, by Theorem 7.2, any pole of ζT,tail(ε, ·)
in the region between Re s = c and S is either contained in {0,1, . . . , d − 1} or a pole of ζL in W ,
i.e., an element of DT (W) \ {d}. Recall that ζT,tail(ε, ·) has another pole at d but, since d is not
passed when pushing the line of integration towards the screen, it does not occur again.
At this point, the languidness of ζL comes into play. Using the sequence {Tn}n∈Z of Defini-
tion 3.3, we write Vtail(T , ε) as a limit of truncated integrals:
Vtail(T , ε)= lim
n→∞
1
2π i
c+iTn∫
c+iT−n
ζT,tail(ε, s) ds + res
(
ζT,tail(ε, s); s = d
)+ ζL(d)λd(G). (7.29)
If we now replace the vertical line segment C|n := [c+ iT−n, c+ iTn] of integration by the curve
given by the union of the two horizontal line segments and the truncated screen S|n, that is,
U|n :=
[
c + iTn,S(Tn)+ iTn
]
,
ˆ|n :=
[
c + iT−n, S(T−n)+ iT−n
]
, and
S|n :=
{
S(t)+ it : t ∈ [T−n, Tn]
}
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ω∈D(W|n)
res
(
ζT,tail(ε, s); s = ω
)+ Rn(ε)+U ∫n (ε)+L∫n(ε),
where D(W|n) := DT (W) ∩ W|n is the set of (possible) poles of ζT,tail(ε, ·) that lie inside the
region W|n bounded by the curves U|n, S|n, ˆ|n and C|n. Hence, W|n is the “truncated window”
associated to the truncated screen S|n. The term Rn(ε) is given by the integral
Rn(ε) = 12π i
∫
S|n
ζT,tail(ε, s) ds (7.30)
and U
∫
n (ε) and ˆ
∫
n (ε) are the corresponding integrals over the segments U|n and ˆ|n, respectively
(traversed clockwise around W|n). More precisely, U
∫
n (ε) is given by
U
∫
n (ε) = 12π i
c+iTn∫
S(Tn)+iTn
ζT,tail(ε, s) ds
= 1
2π i
c∫
S(Tn)
εd−t−iTnζL(t + iTn)
d−1∑
k=0
gt+iTn−kκk(G)(d − k)
(t − k + iTn)(d − t − iTn) dt
and is absolutely bounded as follows:
∣∣U ∫n (ε)∣∣ 12π
c∫
S(Tn)
εd−t
∣∣ζL(t + iTn)∣∣ d−1∑
k=0
|gt−kκk(G)|(d − k)
|t − k + iTn||d − t − iTn| dt.
According to the languidness condition L1 of Definition 3.3 and the hypotheses of the first part
of Theorem 4.1, there exist constants C > 0 and γ < 1, such that |ζL(t + iTn)|  C(Tn + 1)γ .
Moreover, |t − k + iTn| Tn, for all k = 0, . . . , d − 1 and, similarly, |d − t − iTn| Tn. Hence
we get
∣∣U ∫n (ε)∣∣ 12π C(Tn + 1)γ
d−1∑
k=0
|κk(G)|(d − k)
T 2n
c∫
S(Tn)
gt−kεd−t dt. (7.31)
Since S(Tn)  infS, the integral in this expression is bounded by a constant independent of n.
Thus, there is a constant C1 > 0, independent of n, such that
∣∣U ∫n (ε)∣∣ C1 (Tn + 1)γ
T 2n
. (7.32)
With similar arguments, one can show that the integral ˆ
∫
n (ε) is absolutely bounded by
C2|T−n|−2(|T−n| + 1)γ , for some constant C2 > 0 independent of n. If we now take limits as
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∫
n (ε)| and |ˆ
∫
n (ε)| tend to 0
as n → ∞.
7.1.7. Estimating the error term
To complete the proof of formula (7.17), it remains to show that the limit Rtail(ε) :=
limn→∞ Rn(ε) exists and satisfies the asymptotic estimate Rtail(ε) = O(εd−supS) as ε → 0+,
for which we utilize assumption L2 of Definition 3.3. Recall from (7.30) and (7.4) that the inte-
gral Rn(ε) is given by
Rn(ε) = 12π i
∫
S|n
εd−sζL(s)
d−1∑
k=0
gs−kκk(G)(d − k)
(s − k)(d − s) ds
= 1
2π i
Tn∫
T−n
εd−S(t)−it ζL
(
S(t)+ it) d−1∑
k=0
gS(t)+it−kκk(G)(d − k)
(S(t)+ it − k)(d − S(t)− it)
(
S′(t)+ i)dt,
where S′(t) denotes the derivative of S at t . Note that, since S was assumed in Definition 3.2 to
be Lipschitz continuous with constant LipS, S′(t) exists for almost all t ∈ R and |S′(t)| LipS
at those points. Hence the integral above is well defined and absolutely integrable, which is seen
as follows:
1
2π
Tn∫
T−n
εd−S(t)
∣∣ζL(S(t)+ it)∣∣ d−1∑
k=0
|gS(t)+it−kκk(G)|(d − k)
|S(t)− k + it ||d − S(t)+ it |
∣∣S′(t)+ i∣∣dt
 M(ε)(1 + LipS)
2π
d−1∑
k=0
∣∣κk(G)∣∣(d − k)
Tn∫
T−n
|ζL(S(t)+ it)|dt
|S(t)− k + it ||d − S(t)+ it | , (7.33)
where the number M(ε), defined by
M(ε) = max{εd−supS, εd−infS} · max{gsupS, ginfS} · max{1, g−d},
is a uniform upper bound (in t) for the term εd−S(t)gS(t)−k , for k = 0, . . . , d . Now we use the
languidness assumption L2, which states that there exist constants C > 0 and γ < 1 such that
|ζs(S(t)+ it)| C|t |γ for all |t | 1. Observe that, since the screen S avoids the poles of ζL, the
expression |ζs(S(t) + it)| is bounded on any finite interval for t . Therefore, L2 is equivalent to
assuming that there are C1 > 0 and γ < 1 such that |ζs(S(t)+ it)| C1|t |γ for all |t | t0, where
t0 is some arbitrary but fixed positive constant. (Simply choose C1 sufficiently large.) Next, we
describe how to choose t0. Since the screen S is assumed to be Lipschitz continuous and to avoid
the numbers {0, . . . , d} when passing the real axis, one can find positive constants t0 and r0 such
that |k−S(t)| r0 for all |t | t0 and k = 0, . . . , d . (That is, in a tube of width t0 around the real
axis, the screen S has at least distance r0 to any of the lines Re s = k, for k = 0, . . . , d .)
Now, for the remaining integrals in the above expression (and n sufficiently large), we split the
interval of integration (T−n, Tn) into (T−n,−t0) ∪ (−t0, t0) ∪ (t0, Tn). In the first and the third
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|S(t)− k + it | |t | to see that, for k = 0,1, . . . , d − 1,
−t0∫
T−n
|ζL(S(t)+ it)|
|S(t)− k + it ||d − S(t)+ it | dt  C1
−t0∫
T−n
|t |γ−2 dt = C1
γ − 1
(|T−n|γ−1 − tγ−10 )
and, similarly, that the kth integral over the interval (t0, Tn) is bounded by the constant
C1
γ−1 (T
γ−1
n − tγ−10 ).
In the interval (−t0, t0), |ζL(S(t) + it)| is bounded by a constant, say M , |S(t) − k + it | 
|S(t)−k| r0 and, similarly, |d−S(t)+ it | |d−S(t)| r0. Therefore, for k = 0,1, . . . , d−1,
t0∫
−t0
|ζL(S(t)+ it)|
|S(t)− k + it ||d − S(t)+ it | dt 
2Mt0
r20
=: C2.
Observe that the derived estimates for the kth integrals are independent of k. Thus, putting the
pieces back together, we have that (7.33) is bounded above by
C(ε)
(
C1
1 − γ
(
2tγ−10 − T γ−1n − |T−n|γ−1
)+C2), (7.34)
where C(ε) := M(ε)(1+LipS)2π
∑d−1
k=0 |κk(G)|(d − k). Consequently, Rn(ε) is absolutely integrable
for each n and ε > 0. Moreover, since (7.34) converges to some finite value as n → ∞ (because
γ < 1), it follows that also Rtail(ε) is absolutely integrable and thus integrable; i.e., Rtail(ε) is
finite for each ε > 0. Hence, the error term Rtail(ε) is given as claimed in (7.19). Finally, note
that W|n →W ∩{Re s < c} and DT (W)∩{Re s  c} = {d} imply D(W|n) → DT (W)\ {d}. This
completes the proof of formula (7.17).
Furthermore, from (7.34) and the definition of M(ε) (see the discussion following (7.33)),
it is clear that there is a constant Cˆ > 0 such that |Rtail(ε)|  Cˆεd−supS for all 0 < ε < g; i.e.,
Rtail(ε) is of order O(εd−supS) as ε → 0+. Recalling that R = Rtail, this completes the proof of
the languid case in Theorem 4.1.
7.1.8. The strongly languid case
Now assume that ζL is strongly languid of order γ < 2, as in Definition 3.4 and the second part
of Theorem 4.1. Then there exists a sequence Sm of screens and corresponding windows Wm with
supSm → −∞ as m→ ∞ such that L1 and L2′ are satisfied for each m (with constants C,A> 0
independent of m). In addition, we may assume without loss of generality that supSm < S(0) for
all m 1 (see the discussion preceding Corollary 4.2). For each screen Sm and for fixed n ∈ N,
consider the truncated screen Sm|n (truncated at T−n and Tn) and the corresponding truncated
window Wm|n bounded from above and below by the horizontal lines Im s = Tn and Im s = T−n
and from the right by the line Re s = c. By the Residue Theorem, for each m and n, the nth
integral in the sequence of truncated integrals in (the counterpart of) (7.29) is given by
∑
ω∈D(W )
res
(
ζT,tail(ε, s); s = ω
)+ Rm|n(ε)+U ∫m|n(ε)+L∫m|n(ε),
m|n
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∫
m|n(ε) and L
∫
m|n(ε) over the horizontal line seg-
ments are similar to U
∫
n (ε) and L
∫
n (ε) above, with S replaced by Sm. First we keep n fixed and
show that Rm|n(ε) vanishes as m → ∞. Note that Rm|n(ε) is given by the same expression as
Rn(ε) in (7.30), except that the integral is now over Sm|n instead of S|n. Its absolute value is
bounded by
1
2π
Tn∫
T−n
εd−Sm(t)
∣∣ζL(Sm(t)+ it)∣∣ d−1∑
k=0
|gSm(t)−k+it κk(G)|(d − k)
|Sm(t)− k + it ||d − Sm(t)+ it |
∣∣S′m(t)+ i∣∣dt
 B + 1
2π
d−1∑
k=0
∣∣κk(G)∣∣(d − k)
Tn∫
T−n
εd−Sm(t)gSm(t)−k |ζL(Sm(t)+ it)||t |2 dt,
where we used the inequality |Sm(t)− k + it ||d − Sm(t)+ it | |t |2. Moreover, we utilized that,
since the functions Sm are assumed to be Lipschitz continuous with a uniform Lipschitz bound
B = supm LipSm < ∞, the inequality |S′m(t) + i|  B + 1 holds, whenever S′m(t) is defined
(which is the case for almost all t ∈ R, independently of m). Now, by L2′ of Definition 3.4,
there are constants A,C > 0, independent of n and m, such that, for all t ∈ R and all m ∈ N,
|ζL(Sm(t) + it)|  CA|Sm(t)|(|t | + 1)γ . Therefore, there exists a constant C1, independent of n
and m, such that
∣∣Rm|n(ε)∣∣ C1
Tn∫
T−n
(
ε
g
)−Sm(t)
A|Sm(t)| (|t | + 1)
γ
|t |2 dt.
For m sufficiently large (indeed, without loss of generality, for all m  1), we have Sm(t) < 0
and so −Sm(t) = |Sm(t)|. Thus, provided that ε < A−1g, we can bound the expression
(ε/g)−Sm(t)A|Sm(t)| = (εA/g)|Sm(t)| from above by (εA/g)|supSm|, which is independent of t and
can thus be taken out of the integral. The remaining integral has a finite value for each n. Letting
now m → ∞, |supSm| → ∞ and so |Rm|n(ε)| vanishes.
When taking the limit as m → ∞, the expression U
∫
m|n(ε) extends to an integral over the
whole half-line (−∞ + iTn, c + iTn] and L
∫
m|n(ε) to an integral over (−∞ + iT−n, c + iT−n].
More precisely, U
∫
|n(ε) := limm→∞ U
∫
m|n(ε) is given by
U
∫
|n(ε) =
1
2π i
c+iTn∫
−∞+iTn
ζT,tail(ε, s) ds
= 1
2π i
c∫
−∞
εd−t−iTnζL(t + iTn)
d−1∑
k=0
gt−k+iTnκk(G)(d − k)
(t − k + iTn)(d − t − iTn) dt.
By exploiting the languidness condition L1 (which now holds for all t ∈ R) and the inequalities
|t − k + iTn|  Tn (for k = 0, . . . , d − 1) and |d − t − iTn|  Tn, it is easily seen that there
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∫
|n(ε) is absolutely bounded as
follows:
∣∣U ∫|n(ε)∣∣ C2 (Tn + 1)γT 2n
c∫
−∞
(
ε
g
)−t
dt. (7.35)
The remaining integral is finite, provided that ε < g. Now, as n → ∞, |U
∫
|n(ε)| vanishes, for each
ε < g, and with completely analogous arguments, the same can be shown for |U
∫
|n(ε)|. Hence the
tail volume is given in the strongly languid case by
Vtail(T , ε) =
∑
ω∈DT
res
(
ζT,tail(ε, s); s = ω
); (7.36)
i.e., equation (7.17) holds without error term for ε < min{g,A−1g}. This completes the proof for
the strongly languid case, and thus of all of Theorem 4.1.
7.1.9. Proof of Corollary 4.2
In the monophase case, we have fk(ε) = 0 for all ε > 0 and for each k = 0,1, . . . , d .
Therefore, ζT,head (given in (7.6)) vanishes identically, implying Rhead ≡ 0 (by (7.18)) and thus
Vhead(T , ε) = 0 for each ε > 0 (by (7.16)). Consequently, by (7.15), V (T , ·) = Vtail(T , ·). Since
Rtail(ε) = R(ε), cf. (4.2) and (7.19), the assertion of Corollary 4.2 follows by observing that the
assumption S(0) < 0 is not used in the proof of (7.17) given in Section 7.1.6 and Section 7.1.7.
It is only used to ensure that the screen S avoids the integer dimensions 0,1, . . . , d . Note that
ζT,head ≡ 0 also implies ζT = ζT,tail . Hence, the error term R(ε) is equivalently given by the
integral (4.3) in this case, as explained in Remark 4.3.
7.2. Proof of the fractal tube formula, Corollary 5.9
Before proceeding, we need to compute some residues. To this end, we introduce the tubular
zeta function for the generator G. In addition to being a useful technical device, it reveals the
structure of the residues of the tubular zeta function ζT .
Definition 7.5. Let ζG(ε, s) denote the tubular zeta function of the generator G, where G is
assumed to have a Steiner-like representation as in (2.2). It is defined exactly as ζT (ε, s), except
that the associated fractal string is given by {ˆj }∞j=1 with ˆ1 = 1 and ˆj = 0 for all j  2. In other
words, it is the tubular zeta function of the trivial fractal spray with generator G.
Exactly as in (7.4), we write ζG = ζG,head + ζG,tail , so that for s ∈ C, we have
ζG,head(ε, s) =
{
εd−s
∑d
k=0
gs−k
s−k fk(ε), 0 < ε  g,
0, ε  g,
(7.37)
with fk(ε) = κk(G, ε)− κk(G) defined as in (7.1) for k = 0,1, . . . , d , and
ζG,tail(ε, s) =
εd−s
Ms(G), ε > 0, (7.38)
d − s
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Ms(G) :=
d−1∑
k=0
gs−k
s − k (d − k)κk(G). (7.39)
To see why the second case of (7.37) should be true, consider the definition of ζG,head in the
counterpart of (7.4) and suppose we define
JG(ε) := χ(0,g)(ε), (7.40)
which is in parallel to (3.10), upon inspection.
Observe that for every ε > 0, ζG(ε, ·) is meromorphic in all of C, with poles contained in
{0,1, . . . , d}. Hence, the set of “complex dimensions” of G consists of the integer dimensions
{0,1, . . . , d}, and all of these poles are simple.
Lemma 7.6 (Residues of ζG). For 0 < ε  g, we have the following residues of ζG:
res
(
ζG,head(ε, s); s = k
)= εd−kfk(ε), k = 0,1, . . . , d, (7.41)
res
(
ζG,tail(ε, s); s = k
)= εd−kκk(G), k = 0,1, . . . , d − 1, (7.42)
res
(
ζG,tail(ε, s); s = k
)= κd(G)− λd(G), k = d. (7.43)
Proof. In light of (7.37)–(7.39), each of ζG,head(ε, ·), ζG,tail(ε, ·) and ζG(ε, ·) is meromorphic in
all of C, with (simple) poles contained in {0,1, . . . , d}, for 0 < ε  g. To show (7.43), simply
use (7.38) and (7.39) to compute
res
(
ζG,tail(ε, s); s = d
)= lim
s→d(s − d)ζG,tail(ε, s) = −
d−1∑
k=0
gd−kκk(G) = κd(G)− λd(G),
using (2.7) to reach the last equality. 
The following result will not be used in the sequel but may be helpful for the reader; it provides
a “residue formulation” of the given Steiner-like representation of G.
Corollary 7.7 (Exact tube formula for G). For all ε ∈ (0, g],
V (G,ε) =
d∑
k=0
res
(
ζG(ε, s); s = k
)+ λd(G). (7.44)
Proof. First, note that it follows from (7.41) and (7.1) that for 0 < ε  g,
d∑
res
(
ζG,head(ε, s); s = k
)= d∑ εd−k(κk(G, ε)− κk(G))
k=0 k=0
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d∑
k=0
εd−kκk(G, ε)−
d∑
k=0
εd−kκk(G)
= V (G,ε)−
d−1∑
k=0
εd−kκk(G)− κd(G), (7.45)
where we have used (2.2) in the last equality. Furthermore, by (7.42) and (7.43), we have for
ε ∈ (0, g],
d∑
k=0
res
(
ζG,tail(ε, s); s = k
)= d−1∑
k=0
εd−kκk(G)+
(
κd(G)− λd(G)
)
. (7.46)
Since ζG = ζG,head + ζG,tail , the result now follows by adding (7.45) and (7.46). 
As an alternative proof of Corollary 7.7, one can obtain (7.44) by applying the second part
of Theorem 4.1 to the trivial fractal spray on G. However, we feel that the proof given above is
more edifying and more straightforward.
7.2.1. The residues of ζT
Let T be a self-similar tiling with a fractal string L = {j }∞j=1 and a single generator G for
which a Steiner-like representation has been fixed. Let ζT = ζT (ε, s) denote the tubular zeta
function of T , and let ζT = ζT,head + ζT,tail be its head–tail decomposition, as in Section 7.1.1. In
light of (7.4), we deduce from (7.38) and (7.39) that ζT,tail factors as follows:
ζT,tail(ε, s) = ζG,tail(ε, s)ζL(s). (7.47)
Furthermore, still by (7.4),
ζT,head(ε, s) = εd−s
d∑
k=0
gs−k
s − k
J(ε)∑
j=1
sj fk
(
−1j ε
)
, (7.48)
with fk as in (7.1) and J (ε) as in (3.10), as usual. Recall that J (ε) → ∞ monotonically as
ε → 0+, since j decreases monotonically to 0 as j → ∞.
Remark 7.8. Observe that (7.48) is not at all the counterpart of the factorization given in (7.47).
Indeed, it clearly does not enable us to write ζT,head as the product of ζG,head and ζL (which would
be false). This is the source of some difficulty if we wish to estimate the residues of ζT,head(ε, s)
as ε → 0+.
Lemma 7.9 (Residues of ζT ). Fix ε ∈ (0,G]. Then:
(i) When ω ∈ DL \ {0,1, . . . , d} is a simple pole of ζL, the residue res
(
ζT (ε, s); s = ω
)
is given
by
ζG,tail(ε,ω) res
(
ζL(s);ω
)= εd−ω
d −ω res
(
ζL(s);ω
)
Mω(G), (7.49)
with Mω(G) =∑d−1 gω−k (d − k)κk(G) as in (7.39).k=0 ω−k
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res
(
ζT,tail(ε, s); s = k
)= { εd−kκk(G)ζL(k), k 	= d,
(κd(G)− λd(G))ζL(d), k = d.
(7.50)
(iii) For ω = k ∈ {0,1, . . . , d}, the residue res(ζT,head(ε, s); s = k) is given by
res
(
ζT,head(ε, s); s = k
)= εd−k J (ε)∑
j=1
kjfk
(
−1j ε
)
, (7.51)
with J (ε) as in (3.10) and fk as in (7.1).
Proof. In light of the factorization formula (7.47), (7.49) follows from (7.38) and the fact that,
under the assumption of (i),
res
(
ζT (ε, s);ω
)= res (ζT,tail(ε, s); s = ω) , for ω ∈ DL \ {0,1, . . . , d},
while (7.50) follows from (7.42)–(7.43) of Lemma 7.6. Note that ω is a simple pole of ζL in
part (i), and hence it is at most a simple pole of ζT,tail(ε, s); whence
res
(
ζT,tail(ε, s); s = ω
)= lim
s→ω(s −ω)ζT,tail(ε, s) = ζG,tail(ε,ω) res
(
ζL(s);ω
)
, (7.52)
from which (7.49) follows in light of (7.38). Since ω = k ∈ {0,1, . . . , d} is a simple pole of ζT,head,
res
(
ζT,head(ε, s); s = k
)= lim
s→k(s − k)ζT,head(ε, s),
and hence (7.51) follows immediately from (7.48). Finally, as was already observed, the poles
of ζT,head and ζT,tail belong to {0,1, . . . , d} and DT , respectively. 
Remark 7.10. Note that Lemma 7.9 is valid for an arbitrary fractal spray satisfying the hypothe-
ses of the first part of Theorem 4.1, but without the assumption that S(0) < 0 (which is not
necessary for Lemma 7.9 to hold).
7.2.2. The proof of Corollary 5.9
Let T be a self-similar tiling satisfying the hypotheses of Corollary 5.9. Note that since the
poles of ζT are assumed to be simple, it follows that DL and {0,1, . . . , d} are disjoint; that is, all
poles of ζL are simple and D /∈ {1, . . . , d −1}. Recall that since T is a self-similar tiling, we have
0 < D < d and D is the only pole of ζL on the real axis. See footnote 7. The following proof
makes use of the decomposition ζT = ζT,head + ζT,tail from (7.4). Since DT = DL ∪ {0,1, . . . , d}
is a disjoint union, the present hypotheses and Theorem 5.7 yield (for ε ∈ (0, g) and with ek(ε)
defined as in (5.21), for k = 0,1, . . . , d)
7 Note that if T is a self-similar tiling, then the only real pole of ζL is D = DL < d . Hence, the only way that ω could
belong to both DL and {0,1, . . . , d} would be if ω = D = k, for some k ∈ {0,1, . . . , d − 1}.
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∑
ω∈DL
res
(
ζT,tail(ε, s);ω
)+ ∑
k∈{0,1,...,d}
res
(
ζT,tail(ε, s); k
)
+
∑
k∈{0,1,...,d}
res
(
ζT,head(ε, s); k
)+ λd(G)ζL(d) (7.53)
=
∑
ω∈DL
εd−ω
d −ωMω(G) res
(
ζL(s);ω
)+ d−1∑
k=0
εd−kκk(G)ζL(k)+
(
κd(G)− λd(G)
)
ζL(d)
+
d∑
k=0
εd−kek(ε)+ λd(G)ζL(d), (7.54)
from which (5.18) follows. In (7.54), we have set
Mω(G) =
d−1∑
k=0
gω−k
ω − k (d − k)κk(G)
as in (7.39), so that cω = Mω(G) res
(
ζL(s); s = ω
)
/(d−ω) for ω ∈ DL, and applied Lemma 7.9
to obtain the precise values of the residues of ζT,head and ζT,tail; see (7.49)–(7.51). In particular,
this verifies (5.19). Note also that the residue of ζT,tail(ε, s) at s = d and the term λd(G)ζL(d)
have been combined to yield κd(G)ζL(d) = cd . This verifies (5.20). Note that the expression
of ck given in (5.20) for k ∈ {0,1, . . . , d − 1} follows from the second sum in (7.54).
8. Concluding remarks and future directions
8.1. Relation to previous results
We will now discuss in more detail the consistency of our tube formula with the tube formulas
for fractal sprays and strings previously obtained; see also Remark 5.8.
8.1.1. Comparison of the present pointwise results with the distributional results of [22]
Recall that in [22], the tube formula obtained is only shown to hold distributionally, and only
for fractals sprays with monophase generators. (For a discussion of how Theorem 4.1 extends
results of [22] to generators which may not be monophase (or even pluriphase), see Remark 2.3.)
For monophase generators G, the tubular zeta function ζT in Definition 3.5 simplifies to the
zeta function appearing in [22, Definition 7.1], and consequently Corollary 4.2, the monophase
case of Theorem 4.1, is precisely the pointwise analogue of [22, Theorem 7.4]. We leave this as
an exercise to the reader, with the following hints:
(i) Note that the constant κd(G) has a different meaning in [22, Eq. (5.9)], namely κd(G) =
−λd(G). In this paper, we have κd(G) = 0 in the monophase case (cf. Remark 2.3) and
λd(G) is kept as λd(G) in the formulas.
(ii) When one computes the residue of ζT (ε, s) at s = d in the version of [22], a term appears
which cancels the term λd(G)ζL(d) in (4.1).
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are slightly weaker: the order of languidity is arbitrary, and fractal strings with D = d are per-
mitted for fractal sprays in Rd . The additional assumption D < d on the abscissa of convergence
of ζL in Theorem 4.1 is necessary for the proof to hold and is similar to the assumption D < 1
in [28, Theorem 8.7]. Note that one always has D  d for a fractal spray with finite total volume,
as the latter is given by ζL(d)λd(G). Although it is easy to construct a fractal spray with D = d ,
it follows from Proposition 5.1 that a self-similar tiling cannot satisfy D = d ; indeed, this would
violate the nontriviality condition.
8.1.2. Comparison with the 1-dimensional case
To see that the pointwise tube formula for fractal strings in [28, Theorem 8.7] is a special
case of our tube formula for fractal sprays in Theorem 4.1, let T be a fractal spray in R, i.e.,
a geometric fractal string. Then the generator G is always a bounded open interval of length 2g
(g being the inradius of G) and with a (monophase) Steiner-like representation V (G−ε) = 2ε, for
0 < ε  g, implying κ0(G) = 2 and κ1(G) = 0. The fractal string L = {1, 2, . . .} of the scaling
ratios generating T corresponds to the fractal string L˜ = {˜1, ˜2, . . .} of the lengths ˜j := 2gj
of the intervals used in [28], whence ζL˜(s) = (2g)sζL(s). Since we are in the monophase case,
the tubular zeta function ζT simplifies to
ζT (ε, s) = ε1−sζL(s)
(
2gs
s
− 2g
s
s − 1
)
= ζL˜(s)
(2ε)1−s
s(1 − s) ,
which is precisely the function appearing in [28, Theorem 8.7]. Moreover, the complex dimen-
sions at which the residues are taken also coincide, except for the two integer dimensions 0 and 1.
However, the residue at 1 cancels for the same reasons as in hint (ii) above, and one can show that
the residue at 0 appears in the tube formula (4.1) if and only if 0 ∈ W \ DL(W) = W \ DL˜(W),just as in [28, Theorem 8.7]. Finally, we remark that, in the setting of geometric fractal strings,
the hypotheses of Corollary 4.2 are exactly the same as in [28, Theorem 8.7].
8.2. Origin of the terms in the tube formula
The proof of Corollary 5.9 (given in Section 7.2.2) explains the origin of each term in the exact
tube formula (5.18). Indeed, in (7.53)–(7.54), the first and second sum express the contribution
of the tail zeta function ζT,tail(ε, ·) at the scaling and integer dimensions of T , respectively, while
the third sum expresses the contribution of the residues of the head zeta function ζT,head(ε, ·) at
the integer dimensions.
8.3. The monophase case
Note that if G is monophase, its coefficient functions κk(G, ε) are constant (and equal to
κk(G)). Consequently, the functions fk in (7.1) vanish identically, and hence so does ζT,head(ε, s)
in (7.48). As a result, one has ζT = ζT,tail , which is the case treated in [22]. This is so, in particular,
when d = 1 and G is a bounded interval (i.e., in the case of a fractal string). As a result, the
contributions of the residues of the head tubular zeta function ζT,head vanish identically and thus
do not have to be taken into account. Note that in the monophase case, one must also have
limε→0+ κd(G, ε) = 0, and hence κd(G, ε) = 0 for all 0 < ε  g; see also the discussion of the
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drops out of the fractal tube formula appearing in [22].
8.4. The general case
In Remark 4.4, it was observed that it is extremely useful to be able to drop the assumption that
S(0) < 0, especially for investigating delicate questions concerning the Minkowski measurability
of fractal sprays and self-similar tilings. Indeed, by analogy with [28, Section 8.4], the proof of
such a result requires screens lying arbitrarily close to the line Re s = D. If in the languid case
of Theorem 4.1 one drops the requirement that S(0) < 0, then the tube formula in (4.1) still
holds, provided the error term R(ε) given in (4.2) (or equivalently, given by Rtail(ε) in (7.19)) is
replaced by
R(ε) = Rtail(ε)+ Rhead(ε), (8.1)
with Rhead(ε) as in (7.18). However, while the estimate O(εd−supS) as ε → 0+ remains true for
Rtail(ε), it will not be satisfied in general for Rhead(ε), the sum of the residues of ζT,head over the
hidden integer dimensions. Hence, such a tube formula would be rather useless, as its error term
may be of the same order as (or even dominate) its ‘main term’. As a result, this generalization
of Theorem 4.1 would not be suitable for investigating the Minkowski measurability of fractal
sprays or even of self-similar tilings.
In fact, the assumption S(0) < 0 should be seen as the price one has to pay for the generality
of the allowed Steiner-like representations. Stronger hypotheses on the generator G (or on the
coefficients in the Steiner-like representation) will lead to better estimates of the error term and
thus allow one to drop this assumption, as in the monophase case, and to extend the results on
Minkowski measurability mentioned in Remark 4.4 (and discussed in detail in [23]) beyond the
monophase setting. We plan to address this issue in [24].
8.5. Piecewise analytic Steiner-like representations
In Example 6.1, there is a partition of the interval (0, g] into finitely many pieces, namely
(0, g] = (0, g/√2] ∪ (g/√2, g], such that each coefficient function κk(G, ε) is analytic on the
interior of each subinterval. That is, each κk(G, ε) is continuous and given by an absolutely
convergent power series in ε (in the first subinterval) or 1
ε
(in the remaining subintervals). In
such a case, we say that G has a piecewise analytic Steiner-like representation.
This condition appears to be satisfied by many natural examples of fractal sprays (and self-
similar tilings in particular). Indeed, it may be the key assumption needed to be able to apply
our tube formulas efficiently to a wide variety of examples. In some future work, we plan to
investigate this property further, especially with regard to associated Minkowski measurability
results; see [24] and Section 8.4 just above.
8.6. Fractal curvatures
As was mentioned at the end of Section 1.1, a key motivation for the present work is the search
for a good notion of fractal curvature. (See [28, Section 8.2 and Section 12.7] for a discussion
in the 1-dimensional case.) In our context, this would entail obtaining a local tube formula (with
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urally to an interpretation of the coefficients of such a local tube formula in terms of “curvature
measures” (or rather, distributions) associated with each complex dimension (that is, with each
scaling and integer dimension). We hope to explore such a possibility in future work and to
establish in the process some useful connections with [41] and some of the references (on geo-
metric measure theory and differential geometry) discussed in Section 1.1; see [8,37,13] and [40,
2,12], in particular. Furthermore, we expect that eventually the present work and its ramifications
will be helpful in obtaining global and local tube formulas (and an appropriate notion of fractal
curvature), for more general fractal objects than fractal sprays and self-similar tilings.
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