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Abstract
Let Fn : X1 −→ X2 be a sequence of (multivalued) meromorphic
maps between compact Ka¨hler manifolds. We study the asymptotic
distribution of preimages of points by Fn and the asymptotic distribu-
tion of fixed points for multivalued self-maps of a compact Riemann
surface.
Let (Zn) be a sequence of holomorphic images of P
s in a projective
manifold. We prove that the currents, defined by integration on Zn,
properly normalized, converge to weakly laminar currents. We also
show that the Green currents, of suitable bidimensions, associated to
a regular polynomial automorphism, are (weakly) laminar.
1 Introduction
L’une des motivations de notre travail est le proble`me dynamique suivant.
Soit f : X −→ X une application rationnelle ou birationnelle sur une varie´te´
projective X de dimension k. Soient H+, H− des sous-varie´te´s projectives de
X, de dimensions respectives s, k− s et de degre´s fixe´s. Il s’agit de trouver
des conditions suffisantes pour que la suite des mesures µn, e´quidistribue´es
aux points de f−n(H+)∩fn(H−), tende vers une mesure invariante µ. Nous
pensons que la mesure µ ne de´pendra pas de (H+,H−) ge´ne´rique et sera un
objet dynamique inte´ressant.
Notons Y l’espace (de parame`tres) des (H+,H−). On peut construire
les applications me´romorphes multivalue´es Fn : X −→ Y telles que l’image
re´ciproque de (H+,H−) par Fn soit e´gale a` l’ensemble f
−n(H+) ∩ fn(H−).
On peut alors ramener le proble`me a` l’e´tude de la distribution asymptotique
des pre´images des points par Fn [10].
On peut e´galement approcher ce proble`me d’une autre manie`re [2, 12].
On cherche a` de´montrer que les suites des courants d’inte´gration sur les
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varie´te´s f−n(H+) et f
n(H−), proprement normalise´s, convergent vers des
courants invariants T+ et T−. On attend que ces courants limites conservent
des structures analytiques: ils sont constitue´s par des familles de varie´te´s
complexes. On attend aussi que la mesure invariante T+ ∧ T−, co¨ıncide
avec la mesure obtenue comme intersection ge´ome´trique des varie´te´s qui
constituent T+ et T−. On aura alors limµn = T+ ∧ T−.
Ces deux diffe´rentes approches ont donne´ [2, 10, 13] des re´ponses par-
tielles au proble`me ci-dessus dans le cas des automorphismes polynomiaux
re´guliers au sens de Sibony. Notons qu’en dimension 2 les automorphismes
polynomiaux re´guliers sont ceux du type He´non (voir paragraphe 5 pour la
de´finition).
Dans la premie`re partie de l’article, nous e´tudions la distribution des
pre´images d’une suite d’applications. Soient (X1, ω1) et (X2, ω2) des varie´te´s
ka¨hle´riennes compactes de dimensions respectives k1 et k2. Soit Fn : X1 −→
X2 des applications me´romorphes (multivalue´es). Notons dn le degre´ topologique
et λn le degre´ interme´diaire d’ordre k2 − 1 de Fn (voir paragraphe 2 pour
les de´finitions). On suppose que la se´rie
∑
λnd
−1
n converge. Sodin, Rus-
sakovskii, Shiffman [24] ont montre´, pour le cas des applications rationnelles
entre espaces projectifs, que les pre´images de Fn sont e´quidistribue´es lorsque
n tend vers l’infini. Plus pre´cise´ment, d−1n F
∗
n(δz) − d−1n F ∗n(δz′) tend faible-
ment vers 0 pour z, z′ ∈ X2 hors d’un ensemble pluripolaire E , ou` on a note´
δz la masse de Dirac en z. Le cas ge´ne´ral de ce re´sultat a e´te´ de´montre´ dans
[10]. Si (Fn) est la suite des ite´re´s d’une application me´romorphe (mul-
tivalue´e) f dont le degre´ topologique est plus grand que les autres degre´s
dynamiques, E est contenu dans une re´union de´nombrable d’ensembles ana-
lytiques, voir Lyubich [21], Briend-Duval [4, 3], Guedj [19] et [9, 8, 10]. De
plus, d−1n F
∗
n(δz) converge vers la mesure d’e´quilibre µ de f . Cette mesure
refle`te aussi la distribution des points fixes re´pulsifs de Fn (= f
n).
Nous cherchons des conditions plus ge´ne´rales sur la suite (Fn) pour que E
soit contenu dans une re´union de´nombrable d’ensembles analytiques. Nous
montrons que c’est le cas si la suite des courants postcritiques Sn de Fn
(= 1/dn fois le courant d’inte´gration sur les valeurs critiques de Fn) converge
vers un courant S∞. L’ensemble E est alors essentiellement contenu dans
{ν(S∞, z) > 0} ou` ν(S∞, z) de´signe le nombre de Lelong de S∞ en z. Un
the´ore`me de Siu [27] implique que ce dernier ensemble est une re´union finie
ou de´nombrable d’ensembles analytiques.
Nous e´tudions aussi la distribution des points fixes re´pulsifs dans le cas
ou` X1 et X2 sont e´gales a` une surface de Riemann compacte X. Sup-
posons de plus que, pour tout z 6∈ E , d−1n F ∗n(δz) tend faiblement vers une
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mesure µ qui est singulie`re par rapport a` S∞. Nous montrons que la mesure,
e´quidistribue´e aux points fixes re´pulsifs de Fn, tend faiblement vers µ. Ce
re´sultat e´claire le lien entre les ensembles postcritiques et l’e´quidistribution
des points fixes re´pulsifs. En donnant un exemple, nous montrons que
l’hypothe`se sur le rapport entre µ et S∞ est ne´cessaire.
La de´monstration des re´sultats ci-dessus utilise une me´thode de´veloppe´e
dans Lyubich [21], Briend-Duval [4] et [9, 8]. Il s’agit de construire, pour
des petites boules centre´es en un point ge´ne´rique x2 ∈ X2, un bon nombre
de Fn-branches inverses dont on controˆle la taille. Plus pre´cise´ment, nous
construisons des applications inverses locales de Fn qui sont de´finies sur
les petites boules et qui admettent, comme images, des ensembles de petit
diame`tre. L’e´quidistribution des pre´images s’en de´coule. Pour construire les
points fixes re´pulsifs de Fn : X −→ X, nous utilisons une ide´e de Lyubich
[21]. Si U est un ouvert connexe et simplement connexe tel que µ(U) >
1 − ǫ/4 et S∞(U) << ǫ, nous construisons (1 − ǫ)dn Fn-branches inverses
de U dont les images sont strictement contenues dans U . Une telle Fn-
branche inverse est contractible pour la me´trique de Kobayashi sur U et,
par conse´quent, cre´e un point fixe re´pulsif pour Fn.
Dans la deuxie`me partie de l’article, nous e´tudions la laminarite´ de cer-
tains courants positifs ferme´s. Soit (Zn) une suite d’images de P
s dans une
varie´te´ projective X de dimension k. Supposons que la suite des courants
d’inte´gration sur Zn, proprement normalise´s, converge vers un courant T .
Nous montrons que T est faiblement laminaire et est laminaire si s = k−1 et
si les singularite´s de Zn sont raisonnables. Rappelons la notion de laminarite´
introduite par Bedford-Lyubich-Smillie [2, 12, 6]. On dit qu’un courant posi-
tif T de bidimension (s, s) est faiblement laminaire s’il est localement e´crit
comme une inte´grale de courants d’inte´gration sur des varie´te´s complexes de
dimension s. Si ces varie´te´s sont des graphes disjoints, T est dit laminaire
(voir paragraphe 5 pour les de´tails).
Nous utilisons aussi la construction de branches inverses pour prouver
ce re´sultat. Plus pre´cise´ment, nous conside´rons des projections Fn de Zn
sur un espace projectif Ps. Les Fn-branches inverses des ouverts de P
s, avec
taille controˆle´e, forment des familles normales de varie´te´s complexes dans
X. En passant a` la limite, on obtient des varie´te´s complexes qui constituent
le courant T .
Comme application, nous montrons que les courants de Green, de cer-
taines bidimensions, d’un automorphisme polynomial re´gulier, est lami-
naire ou faiblement laminaire. Nos re´sultats ge´ne´ralisent des the´ore`mes
de Bedford-Lyubich-Smillie [2] et de Dujardin [12] qui ont e´tudie´ le cas des
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courants de bidimension (1, 1). La laminarite´ de courants de Green est
aussi valable pour les automorphismes d’une varie´te´ projective quelconque.
Notons que dans le cas des automorphismes du type He´non, la laminarite´
de courants de Green a permis de de´montrer de nombreuses proprie´te´s dy-
namiques importantes (voir aussi [5, 7, 22, 14] pour le cas des applications
bime´romorphes sur les surfaces). Nous voulons enfin signaler que dans un
travail re´cent [6], de The´lin a montre´ que les limites de surfaces de Riemann
ouvertes, de genres controˆle´s, sont aussi des courants laminaires.
2 Quelques de´finitions
Nous allons introduire dans ce paragraphe quelques notions sur les (semi)-
transformations me´romorphes entre varie´te´s ka¨hle´riennes compactes. La
notion de transformations me´romorphes que nous utilisons ici correspond
aux transformations de codimension 0 de [10].
Le lecteur trouvera aussi dans ce paragraphe les principales notations
utilise´es dans tout l’article. Les varie´te´s ka¨hle´riennes compactes (X,ω),
(X1, ω1) et (X2, ω2) sont de dimensions respectives k, k1 et k2. Leurs formes
de Ka¨hler sont normalise´es par
∫
X ω
k =
∫
X1
ωk11 =
∫
X2
ω2
k2 = 1. Π1 et Π2
sont les projections canoniques de X1 ×X2 ou de X ×X sur le premier et
le second facteur. Les espaces projectifs complexes sont muni de la forme
de Fubini-Study normalise´e ωFS. Les notations δz, aire(.), diam (.), trace (.)
de´signent la masse de Dirac, l’aire, le diame`tre et la trace. La notation ‖ ‖
de´signe la masse d’un courant, la norme d’un vecteur ou d’un ope´rateur
line´aire.
2.1. (Semi)-transformations me´romorphes
On appelle p-chaˆıne holomorphe de X1 × X2 toute combinaison line´aire
Γ := Γ1+· · ·+Γm ou` les Γi sont des sous-ensembles analytiques irre´ductibles
de dimension p de X1 × X2. On ne suppose pas que les Γi sont distincts.
Notons |Γ| := ∪Γi le support de Γ et [Γ] :=
∑
[Γi] le courant d’inte´gration
sur Γ. La multiplicite´ mult(Γ, z) de Γ en un point z est le nombre de Γi qui
contiennent z.
On appelle semi-transformation me´romorphe (STM) de X1 dans X2 la
donne´e d’une k2-chaˆıne holomorphe Γ de X1×X2 telle que la restriction de
Π2 a` chaque composante irre´ductible de Γ soit surjective. On identifie cette
STM a` “l’application multivalue´e” F := Π2 ◦(Π1|Γ)−1 et on dira que Γ est le
graphe de F . Lorsque la restriction de Π1 a` chaque composante irre´ductible
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de Γ est surjective, F est une transformation me´romorphe (TM). La TM
F−1 : X2 −→ X1 de graphe Γ est appele´e TM adjointe de F . Une TM
entre varie´te´s de meˆme dimension est appele´e correspondance me´romorphe
(CM). Si F est une CM telle que le degre´ de Π1|Γ soit e´gal a` 1, F est une
application me´romorphe surjective de X1 dans X2.
Soit F : X1 −→ X2 une STM. Notons I l’ensemble des points x2 ∈ X2 tels
que dimΠ−12 (x2)∩Γ ≥ 1. C’est un sous-ensemble analytique de codimension
au moins 2 de X2. Il est appele´ deuxie`me ensemble d’inde´termination de F .
On appelle degre´ topologique de F le nombre dt de points de Π
−1
2 (x2) ∩ Γ,
compte´ avec multiplicite´, pour x2 ∈ X2 \ I. Ce nombre ne de´pend pas de x2.
Il est aussi e´gal au nombre de points de F−1(x2) compte´ avec multiplicite´
ou` F−1 := Π1 ◦ (Π2|Γ)−1.
Posons F ∗ := (Π1)∗(Π2|Γ)
∗ et F∗ := (Π2)∗(Π1|Γ)
∗. L’ope´rateur F ∗ (resp.
F∗) agit sur l’espace des formes lisses sur X2 (resp. sur X1) a` valeurs dans
l’espace des courants sur X1 (resp. sur X2). L’ope´rateur F
∗ agit aussi sur
les mesures positives ν qui ne chargent pas I. La masse de F ∗(ν) est dt fois
celle de ν. On appelle degre´ interme´diaire d’ordre p de F le nombre
δp(F ) :=
∫
[Γ] ∧Π∗1(ωk2−p1 ) ∧Π∗2(ωp2), 0 ≤ p ≤ k2.
On a
δp(F ) :=
∫
X2
F∗(ω
k2−p
1 ) ∧ ωp2 .
Observons que les degre´s interme´diaires se calculent cohomologiquement.
Pour chaque point z ∈ Γi, notons Γij(z) les germes d’ensemble analytique
irre´ductible de Γi en z. Soit mi,j(z) le degre´ topologique de Π2|Γij(z)
. Posons
ni(z) :=
∑
(mi,j(z) − 1). L’ensemble {ni ≥ 1} est une hypersurface de Γi.
Soit Ci la (k2−1)-chaˆıne holomorphe porte´e par cette hypersurface dont les
multiplicite´s sont donne´es par la fonction ni. Posons C :=
∑
Ci. On appelle
courant postcritique de F le courant S := (Π2)∗[C].
Soit K0 un sous-ensemble connexe de X2. On appelle branche inverse
de K0 toute suite B
K−1, (K̂−1, i),K0
avec K̂−1 un sous-ensemble connexe de Γ
i, K−1 := Π1(K̂−1) telle que Π2
de´finisse une bijection entre K̂−1 et K0. Si K0 n’est pas un ouvert de X2,
on exige que l’inverse τB de l’application Π2 : K̂−1 −→ K0 se prolonge en
application holomorphe d’un voisinage de K0 dans Γ
i. Si K0 est un ouvert
de X2, on exige bien suˆr que τ
B est holomorphe. On dira que τB (resp.
FB := Π1 ◦ τB) est l’application semi-inverse (resp. inverse) associe´e a` la
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branche B. On dira que B est de taille δ si diam (K−1) ≤ δ. L’ensemble
K−1 est appele´ l’image de B. Conside´rons une branche inverse B0 d’un point
x0 ∈ X2:
x−1, (x̂−1, j), x0.
On dira que B est accroche´e a` B0 si x0 ∈ K0, j = i et x̂−1 ∈ K̂−1. Etant
donne´e une branche inverse B0 de x0, par prolongement analytique, il y
a au plus une branche inverse de K0 qui est accroche´e a` B0. En partic-
ulier, K0 admet au plus dt branches inverses. Observons que C et S sont
des obstructions pour construire les branches inverses des ensembles simple-
ment connexes. Par contre, les points singuliers de Γi, dont les composantes
irre´ductibles locales sont lisses, ne le sont pas.
Conside´rons maintenant le cas ou` X1 = X2 = X et ou` f est une CM
de degre´ topologique dt de X dans X. On de´finit l’ite´re´ d’ordre n de f par
fn := f ◦· · ·◦f (n fois) ou` la composition conside´re´e est celle des applications
multivalue´es. On appelle degre´ dynamique d’ordre p de f le nombre
dp := lim sup
n→∞
[δp(f
n)]1/n.
Les degre´s dynamiques de f ne de´pendent pas de la forme de Ka¨hler fixe´e
pour X et on a dk = dt.
Les points fixes de f sont de´termine´s par l’intersection de son graphe
Γ avec la diagonale ∆ de X × X. Soit B une branche inverse d’un point
x ∈ X et soit fB l’application inverse associe´e. Lorsque fB(x) = x on dit
que B de´finit un point fixe re´gulier de f . Si, de plus, les valeurs propres de
fB en x sont de module strictement infe´rieur a` 1, on dit que ce point fixe
est re´pulsif. Quand il n’y a pas de confusion, on note simplement x pour le
point fixe. Les points pe´riodiques re´guliers (re´pulsifs) d’ordre n de f sont
les points fixes re´guliers (re´pulsifs) de fn.
2.2. Suites de (semi)-transformations me´romorphes
Conside´rons une suite de STM Fn : X1 −→ X2. Soient dn le degre´ topologique
et λn le degre´ interme´diaire d’ordre k2−1 de Fn. Notons Sn le courant post-
critique et In le deuxie`me ensemble d’inde´termination de Fn.
Nous allons conside´rer les suites (Fn) ve´rifiant une ou plusieurs des pro-
prie´tie´s suivantes.
(H1) La suite λnd
−1
n tend vers 0;
(H1’) La se´rie
∑
n≥0 λnd
−1
n est convergente;
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(H2) La suite de mesures d−1n F
∗
n(ω2
k2) tend faiblement vers une mesure µ;
on dira qu’alors µ est la mesure d’e´quilibre de la suite (Fn);
(H3) La suite (Sn) tend faiblement vers un courant S∞; on dira qu’alors
S∞ est le courant postcritique de la suite (Fn);
Notons E1 l’ensemble des points x2 ∈ X2 qui appartiennent a` In pour une
infinite´ de n et E2 l’ensemble des points x2 ∈ X2 \ E1 tels que la mesure
µx2n := d
−1
n F
∗
n(δx2) ne tende pas vers µ quand n → ∞. L’ensemble E1
(resp. E2) est appele´ premier (resp. deuxie`me) ensemble exceptionnel de
(Fn). On dira aussi que E := E1 ∪ E2 est l’ensemble exceptionnel de (Fn).
Posons E∗1 := ∪n≥0In. C’est une re´union finie ou de´nombrable d’ensembles
analytiques de codimension au moins 2 de X2. On a E1 ⊂ E∗1 . Dans [10], en
ge´ne´ralisant des re´sultats de Sodin, Russakovskii-Shiffman [24], nous avons
montre´, pour toute suite de TM ve´rifiant (H1’) et (H2), que l’ensemble
exceptionnel est pluripolaire.
3 Ensemble exceptionnel
Dans ce paragraphe, nous de´montrons que si une suite de TM ve´rifie (H1),
(H2), (H3), alors son ensemble exceptionnel est contenu dans une re´union
finie ou de´nombrable d’ensembles analytiques. Nous avons le re´sultat suiv-
ant.
The´ore`me 3.1 Soit (Fn) une suite de TM entre varie´te´s ka¨hle´riennes com-
pactes (X1, ω1) et (X2, ω2). Supposons que (Fn) ve´rifie (H1), (H2), (H3).
Soient S∞ le courant postcritique et E2 le deuxie`me ensemble exceptionnel
de (Fn). Alors E2 est contenu dans l’ensemble E∗2 := {ν(S∞, x2) > 0} ou`
ν(S∞, x2) de´signe le nombre de Lelong de S∞ en x2.
Observons que pour toute suite (Fn) ve´rifiant (H1), (H3), on peut ex-
traire des sous-suites ve´rifiant (H2). Par conse´quent, pour une telle suite,
µx2n − µx
′
2
n → 0 lorsque x2, x′2 6∈ E1 ∪ E∗2 .
Soit f une CM d’une varie´te´ X comme au paragraphe 2.1. Si son degre´
topologique est strictement plus grand que son degre´ dynamique d’ordre
k2 − 1, on peut appliquer le the´ore`me 3.1 a` la suite des ite´re´s de f . Dans ce
cas, la suite (Sn) est croissante, borne´e en masse. Donc elle converge vers un
courant S∞. On obtient alors des re´sultats de Lyubich [21], Freire-Lopes-
Man˜e´ [16], Briend-Duval [4] et [9, 19, 8, 10].
Dans la de´monstration du the´ore`me 3.1, nous construisons, pour chaque
Fn, un bon nombre de branches inverses sur des petites boules centre´es en
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un point x2 ∈ X2 \ E1 ∪ E∗2 . La taille de ces Fn-branches inverses tend vers
0 quand n tend vers l’infini et le the´ore`me 3.1 s’en de´coule. Nous com-
menc¸ons par la construction de branches inverses pour une STM ge´ne´rale
F : X1 −→ X2. Notons Γ =
∑
Γi, d et λ le graphe, le degre´ topologique et
le degre´ interme´diaire d’ordre k2 − 1 de F . Notons I le deuxie`me ensemble
d’inde´termination et S le courant postcritique de F . Posons Ω := d−1F∗(ω1).
Fixons un point x2 ∈ X2 \ I. Pour simplifier les notations et les calculs, nous
allons conside´rer une carte de X2 contenant x2. Dans cette carte, les boules
et la masse de courant seront de´finies ou mesure´es avec la me´trique euclidi-
enne. Ceci ne changera pas le re´sultat.
Soit δ0 > 0 une constante assez petite, que nous pre´ciserons plus loin.
Elle ne de´pend que de la ge´ome´trie de (X1, ω1). Soit Br0 la boule de centre
x2 et de rayon r0. Fixons des constantes ν ≥ 0 et δ ≥ 0 telles que la masse de
S et de Ω dans Br0 soient majore´es par r
2k2−2
0 ν et par r
2k2−2
0 δ. La constante
A, que nous utilisons dans la proposition suivante, sera donne´e au lemme
3.3.
Proposition 3.2 Soit F : X1 −→ X2 une STM comme ci-dessus. Soit ǫ
une constante, 0 < ǫ < 1. Supposons que ν < A−1ǫ2/8 et δ < δ0. Alors il
existe r, 0 < r ≤ r0, inde´pendant de F tel que la boule Br admette au moins
(1− ǫ)d branches inverses de taille δ1/2.
De´monstration du the´ore`me 3.1. Soit x2 ∈ X2 \ (E1 ∪ E∗2 ). On a
ν(S∞, x2) = 0. Il faut montrer que µ
x2
n tend faiblement vers µ. Quitte a`
extraire une sous-suite, on peut supposer que (Fn) ve´rifie (H1’), x2 6∈ E∗1 et
que µx2n converge vers une mesure µ
x2 .
Fixons des constantes ǫ et ν ve´rifiant l’hypothe`se de la proposition 3.2.
D’apre`s la de´finition du nombre de Lelong [28] et puisque Sn → S∞, on peut
choisir r0 > 0 assez petit tel que, pour n assez grand, la masse de Sn dans
Br0 soit majore´e par r
2k2−2
0 ν. Posons Ωn := d
−1
n (Fn)∗ω1. La masse de ce
courant est d’ordre λnd
−1
n . Puisque (Fn) ve´rifie (H1), on peut appliquer la
proposition 3.2 pour n assez grand. Notons Bn,j les Fn-branches inverses de
Br fournies par la proposition 3.2 et F
Bn,j les applications inverses associe´es.
La condition (H1) implique que la taille de Bn,j tend vers 0 quand n tend
vers l’infini.
D’apre`s [10], puisque (Fn) ve´rifie (H1’) et (H2), E est pluripolaire. On
peut donc choisir un point x′2 ∈ Br tel que µx
′
2
n → µ. Posons
µ˜x2n := d
−1
n
∑
j
(FBn,j )∗(δx2) et µ˜
x′2
n := d
−1
n
∑
j
(FBn,j )∗(δx′2).
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Quitte a` extraire des sous-suites, on peut supposer que (µ˜x2n ) et (µ˜
x′2
n ) sont
convergentes. Le fait que la taille de Bn,j tend vers 0 implique que ces deux
suites ont une meˆme limite. D’autre part, pour chaque n assez grand, le
nombre des branches Bn,j est au moins e´gal a` (1 − ǫ)dn. Les masses des
mesures positives (µx2 − lim µ˜x2n ) et (µ− lim µ˜x
′
2
n ) sont donc au plus e´gales a`
ǫ. On en de´duit que la masse de µx2 −µ est majore´e par 2ǫ pour tout ǫ > 0.
D’ou` µx2 = µ.

Dans la suite, nous de´montrons la proposition 3.2. Pour simplifier la con-
struction des branches inverses, on suppose que |Γ| est localement irre´ductible
en tout point. Pour le cas contraire, il suffit d’utiliser une application
τ : Γ˜ −→ Γ afin de se´parer les composantes irre´ductibles locales de Γ et
on remplace Π1, Π2 par Π1 ◦ τ et Π2 ◦ τ .
Soit G la famille des droites complexes passant par x2. On munit G de
la structure de varie´te´ complexe naturelle. Puisque G ≃ Pk2−1, on munit
G de la mesure de probabilite´ invariante naturelle H2k2−2. Notons ∆ξ(r) le
disque de rayon r centre´ en x2 et contenu dans la droite ∆ξ, ξ ∈ G. Notons
aussi [∆ξ(r)] le courant d’inte´gration sur ∆ξ(r).
Lemme 3.3 Soit T un courant positif ferme´ de bidegre´ (1, 1), de masse
r2k2−2M dans la boule Br. Notons G(T, c) la famille des droites ∆ξ telles que
la masse de la mesure T ∩[∆ξ(r)] soit majore´e par c. Alors il existe une con-
stante A > 0 inde´pendante de ǫ, T , M , r telle que H2k2−2(G(T,Aǫ−1M)) ≥
1− ǫ/4.
De´monstration. Par homothe´tie, on peut supposer que r =M = 1. Soient
π : B̂2 −→ B2 l’e´clatement de B2 en x2 et B̂1 := π−1B1. Fixons une me´trique
ka¨hle´rienne sur B̂2. Dans B1, on peut e´crire T = dd
cϕ ou` ϕ est une fonction
p.s.h. De´finissons π∗(T ) := ddcϕ ◦ π. Ce courant ne de´pend pas du choix
du potentiel ϕ et l’ope´rateur π∗ est continu sur l’ensemble des courants T
[23]. Par conse´quent, la masse de π∗(T ) est borne´e par c ou` c > 0 est une
constante inde´pendante de T .
Notons ∆̂ξ(1) l’adhe´rence de π
−1(∆ξ(1)\{x2}). La masse de T ∩ [∆ξ(1)]
est e´gale a` celle de π∗(T ) ∩ [∆̂ξ(1)]. Puisque la fibration de B̂1, forme´e par
les disques ∆̂ξ(1), n’a pas de singularite´, on peut appliquer la the´orie de
tranchage classique pour conclure [15, 4.3.2].

D’apre`s le lemme 3.3, il existe une famille G′ ⊂ G avec H2k2−2(G′) ≥
1 − ǫ/2 telle que pour tout ξ ∈ G′ la masse de la mesure Ω ∩ [∆ξ(r0)] soit
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majore´e par Aǫ−1δ et celle de S ∩ [∆ξ(r0)] soit majore´e par Aǫ−1ν < ǫ/8.
Pour construire les branches inverses de ∆ξ(r), on a besoin du lemme suivant.
Lemme 3.4 Soient Σ une surface de Riemann a` bord lisse et ∆1 le disque
unite´. Soit π : Σ −→ ∆1 une application holomorphe lisse jusqu’au bord.
Supposons que π de´finisse un reveˆtement de degre´ d sans points de ramifi-
cation au bord. Soit m le nombre de points de ramification de π compte´s
avec multiplicite´. Alors Σ admet au moins d − 2m composantes connexes,
irre´ductibles, sur lesquelles π est de degre´ 1.
De´monstration. Notons que tout point singulier de Σ est un point de
ramification dans notre sens. Soient Σ1, . . . ,Σs les composantes connexes
de Σ et πi la restriction de π a` Σi. Soient χi la caracte´ristique d’Euler de
Σi, di le degre´ de πi et mi le nombre de points de ramification de πi compte´
avec multiplicite´. On a
∑
di = d et
∑
mi = m. D’apre`s la formule de
Riemann-Hurwitz [20, p.105], on a χi = di − mi et donc
∑
χi = d − m.
Puisque χi ≤ 1, on a χi = 1 pour au moins d −m indices i. On en de´duit
que χi = 1 et mi = 0 pour au moins d− 2m indices i. Pour un tel indice i,
on a di = χi +mi = 1.

Lemme 3.5 Il existe r1 > 0 inde´pendant de F tel que pour tout ξ ∈ G′,
∆ξ(r1) admette au moins (1− ǫ/2)d branches inverses de taille 12δ1/2.
De´monstration. Soit Σi l’image re´ciproque de ∆ξ(r0) par Π2|Γi . Quitte a`
perturber le´ge`rement r0, on peut supposer que le bord de Σ
i est lisse et ne
contient pas de point de ramification de Π
2|Σ
i . Soit mi le nombre de points
de ramification de Π2|Σi . La somme m :=
∑
mi est e´gale a` d fois la masse
de S ∩ [∆ξ(r0)]. Donc m ≤ ǫd/8. Le lemme 3.4, applique´ aux Σi, implique
que ∆ξ(r0) admet au moins (1− ǫ/4)d branches inverses.
L’aire totale de ces branches inverses est majore´e par d fois la masse de
la mesure Ω ∩ [∆ξ(r0)]. Elle est donc majore´e par Aǫ−1δd. On en de´duit
que pour au moins (1− ǫ/2)d branches inverses de ∆ξ(r0), l’aire est majore´e
par 4Aǫ−2δ. La preuve est comple´te´e par le lemme 3.6.

Lemme 3.6 Soient δ1 > 0 une constante assez petite et ∆R ⊂ C le disque
de rayon R centre´ en 0. Alors, si τ : ∆1 −→ X1 est une application holo-
morphe ve´rifiant aire(τ(∆1)) ≤ δ1, on a
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1. Pour tout c > 0, il existe r, 0 < r < 1, inde´pendant de τ , tel que
diam (τ(∆r)) ≤ c
√
aire(τ(∆1));
2. Pour tout r, 0 < r < 1, il existe c > 0, inde´pendant de τ , tel que
diam (τ(∆r)) ≤ c
√
aire(τ(∆1));
ou` l’aire de τ(∆1) est calcule´e en tenant compte les multiplicite´s des points.
Ce lemme est duˆ a` Briend-Duval. La preuve est donne´e pour le cas de
l’espace projectif, elle est aussi valable pour le cas ge´ne´ral [4]. On peut
e´galement montrer ce lemme en conside´rant une suite ge´ne´rale d’applications
τn : ∆1 −→ X1 avec lim aire(τn(∆1)) = 0. On montre que les valeurs
adhe´rentes de cette suite sont des applications constantes. Ceci permet
d’appliquer la formule de Cauchy dans des cartes convenables pour conclure.
Nous recouvrons X1 par un nombre fini de cartes biholomorphes a` la
boule unite´ de Ck1 . Fixons la constante δ0 telle que tout ensemble de
diame`tre 2δ
1/2
0 soit contenu dans l’une des cartes. Dans la suite, nous allons
travailler avec des sous-ensembles de X1 de diame`tre plus petit que δ
1/2
0 .
Nous pouvons donc utiliser les me´triques euclidiennes sur ces cartes pour
simplifier les notations et les calculs.
Notons F la famille des branches inverses de x2. Pour chaque ξ ∈ G′,
notons Fξ la famille des branches B ∈ F qui accrochent une branche inverse
de taille 12δ
1/2 de ∆ξ(r1). D’apre`s le lemme 3.5, on a #Fξ ≥ (1 − ǫ/2)d.
Notons GB la famille des ξ ∈ G′ tels que ∆ξ(r0) admette une branche inverse
accroche´e a` B. On a∑
B
H2k2−2(GB) ≥ (1− ǫ/2)dH2k2−2(G′) ≥ (1− ǫ/2)2d.
Soit m le nombre d’e´le´ments B ∈ F tels que H2k2−2(GB) ≥ ǫ/4. Puisque
H2k2−2(GB) ≤ 1 pour tout B, on a
(1− ǫ/2)2d ≤
∑
B
H2k2−2(GB) ≤ m+ (d−m)ǫ/4.
D’ou` m ≥ (1− ǫ)d.
Fixons une branche B parmi les m branches qui ve´rifient H2k2−2(GB) ≥
ǫ/4. Soient τB et FB les applications semi-inverse et inverse associe´es a` B.
Ce sont des applications holomorphes au voisinage de x2. Pour terminer
la preuve de la proposition 3.2, il suffit d’appliquer le lemme 3.7 afin de
prolonger τB et FB en applications holomorphes sur B(x2, r) avec r :=
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ur1. Les applications prolonge´es de´finissent alors une branche inverse pour
B(x2, r) qui est de taille δ
1/2.

Lemme 3.7 [1, 26] Soit G′ une famille de droites passant par x2 telle
que H2k2−2(G′) ≥ ǫ/4. Notons Σ l’intersection de ces droites avec la boule
B(x2, r1). Soit τ une application holomorphe d’un voisinage de x2 dans C
k.
Supposons que τ se prolonge holomorphiquement sur ∆ξ ∩ B(x2, r1) pour
tout ξ ∈ G′. Alors il existe u > 0, de´pendant de ǫ, mais inde´pendant de G′
et de τ , tel que τ se prolonge holomorphiquement sur B(x2, ur1). De plus,
si on note encore τ les prolongements holomorphes, on a
sup
x′2∈B(x2,ur1)
‖τ(x′2)− τ(x2)‖ ≤ sup
x′2∈Σ
‖τ(x′2)− τ(x2)‖.
En particulier, on a diam τ(B(x2, ur1)) ≤ 2diam τ(Σ).
Soient H i une p-chaˆıne holomorphe, 0 ≤ p ≤ k2 − 1, a` support dans Γi.
Notons H i∗ l’ensemble des points z ∈ Γi tels que la multiplicite´ de H i en z
est plus grande ou e´gale au nombre de composantes irre´ductibles lisses de
Γi en z. Posons H :=
∑
H i.
Proposition 3.8 Sous l’hypothe`se de la proposition 3.2, il existe une con-
stante ν1 > 0 inde´pendante de F telle que si la masse du courant d
−1(Π2)∗[H]
dans Br0 est majore´e par r
2p
0 ν1ǫ, Br/2 admette au plus 2ǫd branches inverses
K−1, (K̂−1, i),K0
(avec K0 = Br/2) qui ve´rifient K̂−1 ∩H i∗ 6= ∅.
De´monstration. D’apre`s une ine´galite´ du type Jensen [28], la masse de
d−1(Π2)∗[H] dans Br est majore´e par r
2pν1ǫ. D’apre`s une ine´galite´ de Le-
long, lorsque ν1 est assez petit, tout sous-ensemble analytique de dimension
p de Br qui rencontre Br/2, a un volume supe´rieur a` ν1r
2p. Soit B une
branche inverse de Br donne´e par la Proposition 3.2. Notons B′ la branche
inverse
K−1, (K̂−1, i),K0
de Br/2 (= K0) induite par B. Si la branche inverse B′ ve´rifie H iB := K̂−1 ∩
H i∗ 6= ∅, la masse de (Π2)∗[H iB] est minore´e par ν1r2p. Puisque la masse
totale des (Π2)∗[H
i
B] est minore´e par dr
2pν1ǫ, il y a au plus ǫd branches
inverses B ve´rifiant cette proprie´te´. La proposition en de´coule.

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4 Distribution de points pe´riodiques
Conside´rons une suite de CM (Fn)n≥0 de X dans lui-meˆme. Supposons que
(Fn) ve´rifie (H2). Notons FRn la famille des points fixes re´guliers re´pulsifs
de Fn. Dans cette famille, on re´pe`te chaque point un nombre de fois e´gal a`
sa multiplicite´. Posons
µ̂n :=
∑
x∈FRn
δx.
Nous cherchons des conditions suffisantes pour que µ̂n tende faiblement vers
la mesure d’e´quilibre µ de (Fn). Nous donnons dans le cas de dimension 1
un crite`re satisfaisant.
The´ore`me 4.1 Soit X une surface de Riemann compacte lisse. Soit (Fn)
une suite de correspondances de X dans X. Supposons que (Fn) ve´rifie
(H1), (H2), (H3) et
(H4) la mesure S∞ est singulie`re par rapport a` µ.
Alors µ̂n tend faiblement vers µ.
Le cas de dimension supe´rieure nous semble beaucoup plus complique´. Lorsque
(Fn) est la suite des ite´re´s d’une CM F sur une varie´te´ de grande dimen-
sion, pour de´montrer un re´sultat analogue, on fait appel a` une proprie´te´ de
me´lange de F [3, 8]. Dans le the´ore`me 4.1, l’hypothe`se (H4) est ne´cessaire
comme le montre l’example suivant.
Exemple 4.2 Notons z une coordonne´e affine de P1. Soient Fn : P
1 −→ P1,
Fn(z) := z
n + z. La suite (Fn) ve´rifie (H1), (H2), (H3). La mesure µ est
e´gale a` la mesure de probabilite´ invariante sur le cercle unite´. La mesure
S∞ − µ est e´gale a` la masse de Dirac en z = ∞. L’hypothe`se (H4) n’est
pas satisfaite. On ve´rifie que ces applications n’admettent aucun point fixe
re´gulier re´pulsif.
Le lemme suivant donne une majoration de nombre de points fixes au
cas de dimension 1. Pour le cas de dimension supe´rieure, on peut utiliser les
arguments de la proposition 5.7.
Lemme 4.3 Soit F une correspondance de graphe Γ sur une surface de Rie-
mann compacte X. Soient d le degre´ topologique et λ le degre´ interme´diaire
d’ordre 0 de F . Supposons que la diagonale ∆ de X ×X ne soit pas com-
posante de Γ. Alors F admet au plus λ + d + 2g
√
λd points fixes, compte´s
avec multiplicite´s, ou` g est le genre de X.
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De´monstration. Observons que d et λ sont les degre´s de Π2|Γ et Π1|Γ.
L’ope´rateur F ∗ agit sur les groupes de Dolbeault Hp,q de X (on identifiera
H1,0 avec l’espace des (1, 0)-formes holomorphes sur X). D’apre`s la formule
de Lefschetz [17, p.314], le nombre de points fixes de F est e´gal a`
p = traceF ∗|H0,0 + traceF
∗
|H1,1 − 2Re(traceF ∗|H1,0)
= λ+ d− 2Re(traceF ∗|H1,0).
Soit α une (1, 0)-forme holomorphe non-nulle qui est un vecteur propre de
F ∗|H1,0 . Soit η la valeur propre associe´e a` α. Puisque degΠ1|Γ = λ, on a
F ∗(α ∧ α) = (Π1)∗
[
(Π2|Γ)
∗(α) ∧ (Π2|Γ)∗(α)
]
≥ λ−1[(Π1)∗(Π2|Γ)∗(α)] ∧ [(Π1)∗(Π2|Γ)∗(α)]
= λ−1F ∗(α) ∧ F ∗(α) = λ−1|η|2(α ∧ α).
Or la masse de la mesure F ∗(α ∧ α) est e´gale a` d fois celle de α ∧ α. On en
de´duit que |η| ≤ √λd. Donc −Re(traceF ∗|H1,0) ≤ g
√
λd car dimH1,0 = g.

De´monstration du the´ore`me 4.1. L’hypothe`se (H1) implique que la
multiplicite´ de la diagonale ∆ de X × X dans le graphe Γn de Fn est de
l’ordre ø(dn). On peut donc supprimer ∆ dans les Γn pour simplifier la
preuve.
D’apre`s le lemme 4.3, l’hypothe`se (H1) implique que #FRn ≤ dn+ø(dn).
Par conse´quent, quitte a` extraire une sous-suite, on peut supposer que µ̂n
converge vers une mesure µ̂ de masse au plus e´gale a` 1. Fixons un ǫ, 0 <
ǫ < 1. Il suffit de montrer que la masse de µ− µ̂ est plus petite que ǫ.
Soit ν > 0 assez petit. Puisque S∞ est singulie`re par rapport a` µ, on
peut trouver un ouvert U tel que S∞(U) < ν, S∞(∂U) = 0, µ(U) > 1− ǫ/4
et µ(∂U) = 0. En modifiant un peu l’ouvert U , on peut suposer qu’il est
connexe et simplement connexe. Il est donc biholomorphe au disque unite´
de C. Choisissons aussi un ouvert U ′ ⊂⊂ U tel que µ(U ′) > 1− ǫ/4.
Quitte a` diminuer le´ge`rement la taille de U (lemme 3.6), on peut constru-
ire, comme au paragraphe 3, pour n assez grand, (1 − ǫ/4)dn Fn-branches
inverses de U , qui sont de taille Ø(λ
1/2
n d
−1/2
n ). Notons Bn,j ces branches
inverses et FBn,j les applications inverses associe´es.
Fixons un point x ∈ U \ E . On a µxn → µ. Notons Fn la famille des Bn,j
telles que FBn,j (x) ∈ U ′. Puisque µ(U ′) > 1− ǫ/4, on a #Fn > (1− ǫ/2)dn
pour n assez grand. De plus, comme Bn,j est de taille Ø(λ1/2n d−1/2n ), on
a FBn,j (U) ⊂⊂ U pour n grand. La dernie`re relation implique que FBn,j
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admet un point fixe unique xn,j et sa de´rive´e en xn,j est strictement infe´rieure
a` 1 en module. C’est donc un point fixe re´pulsif de Fn.
Posons x′n,j := F
Bn,j (x). Quitte a` extraire une sous-suite, on peut
supposer que d−1n
∑
δx′n,j converge vers une mesure µ
′. Puisque #Fn >
(1 − ǫ/2)dn et µxn → µ, la masse de la mesure positive µ − µ′ est infe´rieure
a` ǫ/2. D’autre part, comme la taille de Bn,j tend vers 0, d−1n
∑
δxn,j tend
aussi vers µ′. Donc µ′ ≤ µ̂. On en de´duit que la masse de µ− µ̂ est majore´e
par ǫ. La preuve du the´ore`me 4.1 est acheve´e.

5 Courants laminaires
Soit X une varie´te´ projective de dimension k. Soit (Zn) une suite de sous-
ensembles analytiques de dimension s de X. Nous cherchons des condi-
tions suffisantes pour que les valeurs adhe´rentes a` la suite des courants
d’inte´gration sur Zn, proprement normalise´s, soient (faiblement) laminaires.
Nous appliquons ce re´sultat pour montrer que les courants de Green, de cer-
taines bidimensions, d’un automorphisme polynomial re´gulier, sont (faible-
ment) laminaires. Rappelons d’abord la notion de laminarite´ introduite par
Bedford, Lyubich, Smillie [2, 12, 6].
Un courant positif ferme´ T de bidimension (s, s) sur le polydisque ∆k1
est appele´ lamine´ s’il s’e´crit T =
∫
[Γa]dΛ(a) ou` les Γa sont des graphes,
deux a` deux disjoints, d’applications holomorphes, au-dessus de s directions
du polydisque et ou` Λ est une mesure positive porte´e par une transversale
aux graphes. Un courant positif ferme´ T de bidimension (s, s) sur une
varie´te´ V est appele´ uniforme´ment laminaire si tout point x ∈ V admet
un voisinage biholomorphe a` ∆k1 sur lequel T est lamine´. Le courant T est
dit laminaire sur V s’il existe une suite croissante de courants positifs (Ti),
des ouverts Vi ⊂ V de mesure Ti ∧ ωs totale, tels que Ti soit uniforme´ment
lamine´s dans Vi pour tout i et tels que limTi = T . Si, dans les de´finitions
pre´ce´dentes, on ne suppose pas que les graphes sont disjoints, on dira qu’alors
T est faiblement lamine´, uniforme´ment faiblement laminaire ou faiblement
laminaire.
Soient Yn des varie´te´s projectives de dimension s, 1 ≤ s ≤ k − 1. Soient
ϕn : Yn −→ X des applications holomorphes a` fibres discre`tes et Zn leurs
images. Notons mn(z) le nombre de composantes irre´ductibles locales de Zn
en z. Nous faisons aussi l’hypothe`se que mn(z) = 1 pour z ∈ Zn ge´ne´rique.
On a mn(z) := #ϕ
−1
n (z). Lorsque s = k−1, l’ensemble analytique (mn ≥ 2)
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est de dimension pure k − 1. Dans ce cas, notons Σn la (k − 1)-chaˆıne
holomorphe porte´e par (mn ≥ 2) dont les multiplicite´s sont donne´es par la
fonction mn. Notons finalement vn (resp. cn) le volume de Zn (resp. de Σn)
et R l’ensemble des points adhe´rents a` la suite des ensembles (mn ≥ 2).
The´ore`me 5.1 Supposons que Yn = P
s pour tout n. Soit T une valeur
adhe´rente de la suite de courants (v−1n [Zn]). Alors T est faiblement laminaire
sur X. Si s = k − 1, T est laminaire sur X \ R. Dans ce cas, si la suite
(cnv
−1
n ) est borne´e ou si T ne charge pas R, il est laminaire sur X.
Montrons d’abord la premie`re partie du the´ore`me. Quitte a` extraire une
sous-suite, on peut supposer que la suite (v−1n [Zn]) converge vers T . Si (vn)
est borne´e, T est porte´ par un ensemble analytique de dimension s. On
peut donc supposer que (vn) tend vers l’infini. Puisque X est projective,
on peut plonger X dans un espace projectif. Donc on peut supposer que
X = Pk. Fixons un sous-espace projectif I de dimension k− s− 1 de Pk tel
que I ∩Zn = ∅ pour tout n. Notons π : Pk \ I −→ Ps la projection de centre
I. On de´finit cette projection de la manie`re suivante. Fixons un sous-espace
projectif Ps dans Pk \I. Pour tout z ∈ Pk \I, π(z) est le point d’intersection
de Ps avec le sous-espace projectif contenant I et passant par z. On choisit
I de sorte que T ne charge pas π−1(Y ) pour tout sous-ensemble analytique
propre Y de Ps. Posons ψn := π ◦ϕn. Ce sont des applications holomorphes
de Ps dans Ps. Notons dn le degre´ topologique de ψn. Observons que le
degre´ de Zn est aussi e´gal a` dn. Puisque vn ∼ dn, quitte a` extraire une
sous-suite de (Zn), on peut supposer que lim vn/dn = c.
Soit Fn : P
k −→ Ps la STM dont le graphe est l’ensemble des points
(z, π(z)) avec z ∈ Zn. Le degre´ topologique de Fn est e´gal a` dn. Le degre´
interme´diaire d’ordre s − 1 est e´gal au degre´ de F−1n (D) pour une droite
projective ge´ne´rique D de Ps. Il est donc aussi e´gal a` dn. Le courant
postcritique Sn de Fn est e´gal a` celui de ψn. Par conse´quent, sa masse est
borne´e par s+ 1 (voir [25] ou proposition 5.3). On peut donc supposer que
la suite Sn converge vers un courant S∞. On peut e´galement supposer que
la suite des courants Ωn := d
−1
n (Fn)∗(ωFS) converge vers un courant Ω∞.
Fixons une constante η > 0 assez petite.
Lemme 5.2 Soit x ∈ Ps tel que ν(S∞, x) = 0 et ν(Ω∞, x) = 0. Alors pour
tout ǫ > 0, il existe r > 0 tel que, si n est assez grand, B(x, r) admette au
moins (1− ǫ)dn Fn-branches inverses de taille η.
De´monstration. Fixons une constante ν > 0 assez petite. D’apre`s la
de´finition du nombre de Lelong [28], si r0 > 0 est assez petit, les masses de
16
S∞ et de Ω∞ sur B(x, 2r0) sont plus petites que r
2s−2
0 ν. Pour n assez grand,
les masses de Sn et de Ωn sur B(x, r0) sont plus petites que r
2s−2
0 ν. Puisque
ν est petit, le lemme se de´duit directement de la proposition 3.2.

On choisit une suite croissante de compacts (Ki) dont la re´union est
e´gale a` Ps \ L ou` L := {ν(S∞, x) > 0} ∪ {ν(Ω∞, x) > 0}. D’apre`s un
the´ore`me de Siu [27], L est une re´union finie ou de´nombrable d’ensembles
analytiques. Rappelons qu’on a choisi I tel que T ne charge pas π−1(L). On
recouvre les Ki par des familles finies de boules Bi,j qui ve´rifient le lemme
5.2 pour ǫ = 1/i. Choisissons des ouverts connexes B′i,j ⊂ Bi,j a` bord lisse
par morceaux tels que
1. Pour chaque i, les ouverts B′i,j sont disjoints;
2. Chaque ouvert B′i+1,j est contenu dans l’un des B
′
i,j ;
3. T ne charge pas π−1(∂B′i,j);
4. La re´union B′i := ∪jB′i,j ve´rifie B
′
i ⊃ Ki.
Conside´rons les Fn-branches inverses de B
′
i,j qui sont de taille η (voir lemme
5.2). Notons Tn,i la somme (en j) des courants d’inte´gration sur les images
de ces Fn-branches inverses. Observons que, puisque η est petit, la famille
des applications holomorphes de B′i,j dans P
k, dont les images sont de taille
η, est normale. Quitte a` extraire une sous-suite, on peut supposer que
v−1n Tn,i converge, dans π
−1(B′i), vers un courant uniforme´ment faiblement
laminaire cTi quand n → ∞. Le choix des ouverts B′i,j implique que la
suite (Ti) est croissante. Comme elle est domine´e par cT , elle converge vers
un courant faiblement laminaire cT∞. Par construction, on a T ≥ T∞ et
(T − T∞) ∧ π∗(ωsFS) = 0 sur Pk \ I.
Soient π′ une autre projection ge´ne´rique de centre I ′. On construit de
la meˆme manie`re un courant faiblement laminaire T ′∞. Observons que, par
construction, T ′∞ domine les Ti et donc T
′
∞ ≥ T∞. Par syme´trie, T∞ = T ′∞.
On en de´duit que (T−T∞)∧(π′)∗(ωsFS) = 0 sur Pk\I ′ pour tout π′ ge´ne´rique.
Donc T est e´gal au courant faiblement laminaire T∞.
Supposons maintenant que s = k− 1. On peut conside´rer X comme une
sous-varie´te´ d’un espace projectif Pk
′
. Soient V et V ′ des voisinages de R
avec V ′ ⊂⊂ V . On construit les Fn-branches inverses et les courants Tn,i,
Ti comme ci-dessus pour un η plus petit que dist(∂V, ∂V
′).
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Conside´rons uniquement les branches inverses de B′i,j dont les images
intersectent X \ V . Les images des B′i,j sont des morceaux de varie´te´ com-
plexe de dimension k − 1 de diame`tre plus petit que dist(∂V, ∂V ′). Elles
ne rencontrent pas V ′. Notons T ′n,i la somme des courants d’inte´gration
sur ces morceaux de varie´te´. On a T ′n,i = Tn,i sur X \ V . Par de´finition
de R, lorsque n est assez grand, les morceaux de varie´te´ de´finissant T ′n,i
sont disjoints. Dans π−1(B′i) \ V
′
, puisque s = k − 1, les diffe´rentes limites
de suites de tels morceaux sont aussi disjointes. On en de´duit que Ti est
uniforme´ment laminaire dans π−1(B′i) \ V . Par suite, T est laminaire dans
X \ (I ∪ V ) et donc dans X \R. Si T ne charge pas R, il est laminaire dans
X.
Supposons maintenant que la suite (cnv
−1
n ) soit borne´e. On peut donc
supposer que la suite des courants d−1n [Σn] converge vers un courant S
′
∞.
On peut appliquer la proposition 3.8 pour des petites boules dont les centres
n’appartiennent pas a` {ν(π∗S′∞, z) > 0}. Ceci nous permet de construire
des Fn-branches inverses de B
′
i,j qui ne rencontrent pas |Σn| et donc qui ne
s’intersectent pas. On obtient, par conse´quent, que T est laminaire sur X.

Le the´ore`me 5.1 est aussi valable pour les deux cas suivants ou` on n’a
pas ne´cessairement Yn = P
s:
1. Le fibre´ canonique KYn de Yn est ne´gatif pour tout n;
2. Le groupe de Picard Pic(Yn) de Yn est isomorphe a` Z et la classe de
Chern cn de KYn ve´rifient
∫
csn = Ø(vn).
Dans le cas de dimension 1, la condition 2 ci-dessus e´quivaut au fait que le
genre de Yn est de l’ordre au plus e´gal a` Ø(vn) [18, p.216].
Pour la de´monstration, il suffit de montrer que la masse du courant
postcritique associe´ a` l’application ψn := π ◦ ϕn est de l’ordre Ø(vn). La
proposition suivante donne l’estimation ne´cessaire.
Proposition 5.3 Soient Y une varie´te´ projective de dimension s et c la
classe de Chern de la fibre´ canonique KY de Y . Soient ψ : Y −→ Ps une
application holomorphe a` fibres discre`tes, d son degre´ topologique et S son
courant postcritique. Alors, si KY est ne´gatif, la masse de S est majore´e
par (s + 1)d. Si Pic(Y ) ≃ Z et si KY est positif, la masse de S est e´gale a`
(s+ 1)d + d1−1/s
( ∫
cs
)1/s
.
De´monstration. Notons R le diviseur de ramification de ψ. Le courant S
est e´gal au courant d’inte´gration sur ψ∗(R). Dans la suite, la notation [ ]
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de´signe les classes de cohomologie. Soit H un hyperplan de Ps. La classe
de Chern de KPs est e´gale a` −(s + 1)[H] [18, p.146]. D’apre`s la formule
de Riemann-Hurwitz [17, p.62], on a [R] = (s + 1)ψ∗[H] + c. Puisque
ψ∗ ◦ ψ∗ = d.id, on a [S] = (s + 1)d[H] + ψ∗(c). On en de´duit que si KY est
ne´gatif, [S] ≤ (s+ 1)d[H]. Donc la masse de S est majore´e par (s + 1)d.
Supposons maintenant que Pic(Y ) ≃ Z et KY est positif. Il existe une
constante positive λ telle que c = λψ∗[H]. On a [S] = (s+ 1)d[H] + dλ[H].
D’autre part, puisque degψ = d, on a
∫
ψ∗[H]s = d. Donc
∫
cs = dλs. La
proposition s’en de´coule.

Remarque 5.4 Dans le cas de dimension s = 1, les re´sultats ci-dessus sont
de´montre´s par Bedford-Lyubich-Smillie [2], Dujardin [12] et ils sont aussi
valables quand X n’est pas une varie´te´ projective, voir de The´lin [6].
Nous allons maintenant donner une hypothe`se plus faible sur la suite
(Zn) telle que le the´ore`me 5.1 reste vrai. Ceci ne´cessite l’introduction des
objets assez sophistique´s. Nous supposons pour simplifier que les Zn sont
lisses mais la me´thode permet aussi de traiter le cas des varie´te´s singulie`res.
Soit TX le fibre´ tangent holomorphe de X. Soit Λk−s(TX) le fibre´ des
(k − s, 0)-vecteurs tangents holomorphes. Notons Xk−s la projectivisation
de Λk−s(TX) et Πk−s : Xk−s −→ X la projection canonique. Observons
que les fibres de Πk−s sont des espaces projectifs de meˆme dimension. Soit
X̂k−s l’ensemble des points [x, v] ∈ Xk−s avec x ∈ X et v un (k − s, 0)-
vecteur tangent simple [15, pp.23-4]. C’est une sous-varie´te´ deXk−s. Notons
Ẑn l’ensemble des points [x, v] ∈ Π−1k−s(Zn) ∩ X̂k−s tels que le (k − s, 0)-
vecteur v ne soit pas transversal a` la varie´te´ Zn. C’est une sous-varie´te´ de
Π−1k−s(Zn)∩X̂k−s. Observons que les fibres de Πk−s|Ẑn (resp. Πk−s|X̂k−s) sont
des varie´te´s (resp. des grassmanniennes) identiques. La fibre Π−1k−s(x)∩X̂k−s
parame`tre les sous-espaces complexes de dimension k−s de l’espace tangent
de X en x.
The´ore`me 5.5 Soient Zn des sous-varie´te´s complexes de dimension s de
volume vn d’une varie´te´ projective X de dimension k. Supposons que les
volumes v̂n de Ẑn ve´rifient v̂n = Ø(vn). Alors toute valeur adhe´rente a` la
suite (v−1n [Zn]) est un courant faiblement laminaire sur X. C’est un courant
laminaire si s = k − 1.
De´monstration. On reprend la de´monstration du the´ore`me 5.1. Puisque
X est projective, on peut la plonger dans un espace projectif. Pour simpli-
fier la preuve, on peut supposer X = Pk. Notons G la grassmannienne qui
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parame`tre les sous-espaces projectifs de dimension k − s de Pk. On associe
tout (k − s, 0)-vecteur simple v, tangent a` Pk en x, au sous-espace projectif
de dimension k − s passant par x et tangent a` v. Ceci de´finit une applica-
tion holomorphe Φ de X̂k−s dans G. Posons Z˜n := Φ(Ẑn). Cet ensemble
parame`tre les sous-espaces projectifs de dimension k − s qui n’intersectent
pas Zn transversalement. L’hypothe`se sur v̂n implique que les volumes v˜n
des Z˜n ve´rifient v˜n = Ø(vn). Dans les notations du the´ore`me 5.1, ceci
implique que les courants Sn sont de masse uniforme´ment borne´e pour π
ge´ne´rique. En effet, l’ensemble des fibres de π correspond a` une sous-varie´te´
Vpi de G. C’est le degre´ de Vpi ∩ Z˜n qui donne l’estimation de masse pour
Sn. Le the´ore`me 5.5 se de´montre exactement comme le the´ore`me 5.1.

Conside´rons a` pre´sent un automorphisme polynomial f de Ck. On peut
prolonger cet automorphisme en une application me´romorphe de Pk dans
P
k. Notons aussi f et f−1 les prolongements de f et f−1. Soient d± et I±
le degre´ alge´brique et l’ensemble d’inde´termination de f±1. On dit que f
est re´gulier (au sens de Sibony) si I+ ∩ I− = ∅. Dans le cas de dimension
k = 2, ce sont les automorphismes du type He´non. Sibony a montre´ [25]
qu’il existe un s, 1 ≤ s ≤ k − 1 tel que dim I+ = s − 1, dim I− = k − s − 1
et dk−s+ = d
s
−. Les ensembles d’inde´termination de f
±n sont aussi e´gaux a`
I±. Sibony a construit les courants de Green T± de bidegre´ (1, 1) associe´s
a` f±1 et montre´ que les produits exte´rieurs T p+ ∧ T q−, avec 0 ≤ p ≤ k − s et
0 ≤ q ≤ s, de´finissent des courants non-nuls, positifs, ferme´s et invariants
par f . Ces courants ne chargent pas les sous-ensembles analytiques propres
de Pk. D’apre`s un the´ore`me de Russakovskii-Shiffman [24, 10], si H± sont
des sous-espaces projectifs ge´ne´riques de dimensions respectives s et k−s, les
suites de courants d
−(k−s)n
+ (f
n)∗[H+] et d
−sn
− (f
−n)∗[H−] tendent faiblement
vers T k−s+ et T
s
−. Le re´sultat suivant ge´ne´ralise un the´ore`me de Bedford-
Lyubich-Smillie [2].
Corollaire 5.6 Les courants T k−s+ et T
s
− sont faiblement laminaires. Si
s = k−1, le courant T+ est laminaire, si s = 1, le courant T− est laminaire.
De´monstration. Soit H+ un sous-espace ge´ne´rique de dimension s qui
n’intersecte pas I−. Les applications f
−n sont holomorphes sur H+. Con-
side´rons la suite d’ensembles analytiques Zn := f
−n(H+). On a T
k−s
+ =
lim d
−(k−s)n
+ [Zn]. Le the´ore`me 5.1 implique que T
k−s
+ est faiblement lami-
naire. Si s = k − 1, l’ensemble R associe´ a` la suite (Zn) est contenu dans
l’hyperplan a` l’infini qui n’est pas charge´ par T+. Donc T+ est laminaire.
La preuve est identique pour T s−.
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Conside´rons maintenant un automorphisme holomorphe f d’une varie´te´
projective complexe X de dimension k. Pour tout 0 ≤ p ≤ k, il existe
une constante dp ≥ 1 et un entier lp ≥ 0 tels que la norme de fn∗ sur le
groupe de Dolbeault Hp,p(X,C) soit de l’ordre nlpdnp . Ceci se voit aise´ment
avec la forme de Jordan de la matrice associe´e a` f∗. On dira que dp est
le degre´ dynamique d’ordre p de f . On a d0 = dk = 1 et l0 = lk = 0.
D’apre`s un the´ore`me de Khovanskii-Teissier, la suite (dp) est concave [19].
En particulier, si dp > dp+1, on a dp > maxq≥p+1 dq.
Observons que si Z est un sous-ensemble analytique de dimension k− p
de X, le volume de f−n(Z) est de l’ordre au plus e´gal a` nlpdnp . Pour estimer
les normes de fn∗ sur Hp,q(X,C), nous avons la proposition suivante.
Proposition 5.7 Il existe c > 0 tel que pour tout n ≥ 1 la norme Ap,q,n de
fn∗ sur Hp,q(X,C) ve´rifie
A2p,q,n ≤ cnlp+lqdnpdnq .
En particulier, le rayon spectral rp,q de f
∗ sur Hp,q(X,C) ve´rifie
rp,q ≤
√
dpdq.
De´monstration. Fixons une forme de Ka¨hler ω sur X. Rappelons que
d’apre`s la the´orie de Hodge [18, p.116], Hp,q(X,C) ≃ Hq,p(X,C). On en
de´duit que Ap,q,n = Aq,p,n. On peut donc supposer p ≤ q. Soit ϕ (resp.
ψ) une (p, q)-forme (resp. (q, p)-forme) lisse ∂-ferme´e sur X. Conside´rons
l’automorphisme F de X × X de´fini par F (x, y) = (f(x), f(y)). Posons
Φ := ϕ(x) ∧ ψ(y) et Ω := ω(x) + ω(y). Il suffit de majorer la norme de la
classe Fn∗[Φ] dans Hp+q,p+q(X ×X,C). Fixons une (2k− p− q, 2k− p− q)-
forme positive ferme´e Θ sur X ×X. Par la dualite´ de Poincare´ [18, p.53],
il faut seulement estimer l’inte´grale
∫
Fn∗(Φ) ∧ Θ. Observons que Φ s’e´crit
localement comme combinaison C-line´aire de (p+ q, p+ q)-formes positives
qui sont faiblement majore´es par ωp(x)∧ωp(y)∧(ωq−p(x)+ωq−p(y)). D’autre
part, Θ est aussi majore´e par un multiple de Ω2k−p−q. D’ou`∣∣∣∣
∫
X×X
Fn∗(Φ) ∧Θ
∣∣∣∣ .
∫
X×X
fn∗ωp(x) ∧ fn∗ωp(y) ∧
∧ (fn∗ωq−p(x) + fn∗ωq−p(y)) ∧Ω2k−p−q
.
(∫
X
fn∗ωp ∧ ωk−p
)(∫
X
fn∗ωq ∧ ωk−q
)
. nlp+lqdnpd
n
q .
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La proposition en de´coule.
Nous rappelons ici la notion de positivite´ faible utilise´e ci-dessus. Une
(s, s)-forme Ψ sur X est positive si, pour tout z ∈ X, Ψ(z) s’e´crit comme
somme de (s, s)-vecteurs de la forme
iα1 ∧ α1 ∧ . . . ∧ iαs ∧ αs
ou` les αj sont des (1, 0)-vecteurs cotangents de X en z. On dira que Ψ
est faiblement positive si en tout point z ∈ X et pour tous (1, 0)-vecteurs
cotangents αj on a
Ψ ∧ iα1 ∧ α1 ∧ . . . ∧ iαk−s ∧ αk−s ≥ 0.
Toute (s, s)-forme lisse sur X s’e´crit comme combinaison line´aire, a` coef-
ficients dans C∞(X), de formes positives. On dit que Ψ est faiblement
domine´e par Ψ′ si Ψ′ ± Ψ sont faiblement positives. Notons (z1, . . . , zk)
des coordonne´es locales de X en z et dzI := dzi1 ∧ . . .∧dzis pour tout multi-
indice I = (i1, . . . , is). On peut ve´rifier que les parties re´elle et imaginaire
de dzI ∧ dzJ sont faiblement domine´es par des combinaisons de is2dzI ∧ dzI
et de is
2
dzJ ∧ dzJ .
La forme Φ sur X × X, conside´re´e pre´ce´demment, s’e´crit localement
comme combinaison line´aire, a` coefficients dans C∞(X ×X), de formes du
type dxI ∧ dxI′ ∧ dyJ ′ ∧ dyJ avec |I| = |J | = p et |J | = |J ′| = q. Ses
parties re´elle est imaginaire sont donc faiblement majore´es par un multiple
de ωp(x) ∧ ωp(y) ∧ (ωq−p(x) + ωq−p(y)).

Remarque 5.8 Lorsque l’ensemble des points pe´riodiques de f n’a pas de
composante de dimension strictement positive, la proposition ci-dessus per-
met d’estimer le nombre de points pe´riodiques d’ordre n en fonction de n. Il
suffit d’appliquer la formule de Lefschetz [17, p.314] et ceci est valable aussi
pour le cas ou` f est une application me´romorphe.
Corollaire 5.9 Soit f un automorphisme holomorphe sur une varie´te´ pro-
jective X de dimension k comme ci-dessus. Soit Z une sous-varie´te´ de
dimension s de X. Supposons que dk−s > dk−s+1. Alors toute valeur
adhe´rente de la suite (n−lk−sd−nk−s[f
−n(Z)]) est un courant faiblement lami-
naire. C’est un courant laminaire si s = k − 1.
De´monstration. On peut supposer que le volume de f−n(Z) est de l’ordre
nlk−sdnk−s. Autrement, le courant limite est nul. Posons Zn := f
−n(Z).
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D’apre`s le the´ore`me 5.5, il suffit de montrer que le volume de Ẑn est de
l’ordre nlk−sdnk−s.
Rappelons que les fibres de Πk−s sont isomorphes a` un espace projectif
P
N . Notons r la dimension de Ẑn. On a r = (k− s+1)s ≥ k et dimXk−s =
N + k. L’application f induit un automorphisme F sur Xk−s qui pre´serve
la fibration F donne´e par Πk−s. Soit Ω une (r, r)-forme strictement positive
et ferme´e sur Xk−s. Il faut estimer
∫
[Ẑn] ∧Ω. Posons Ωn := (Fn)∗Ω. On a∫
[Ẑn] ∧ Ω =
∫
(Fn)∗[Ẑ] ∧ Ω =
∫
Ωn ∧ [Ẑ].
Observons que Hp,q(PN ,C) est nul si p 6= q et Hp,p(PN ,C) ≃ C. Le
groupe H2p(PN ,Z) est isomorphe a` Z et est engendre´ par la classe d’un
sous-espace projectif de dimension N − p. Ceci implique que l’action du
groupe π1(X) sur les cohomologies des fibres de F , est triviale. L’action de
F , elle aussi, est triviale sur les cohomologies des fibres de F . D’apre`s la
the´orie de suites spectrales de Leray et un the´ore`me de Deligne [18, pp.438-
68], il existe un morphisme bijectif τ qui commute avec les actions de f et
de F
τ : H2r(Xk−s,C) −→
∑
0≤p,q≤k
p+q pair
Hp,q(X,C).
Le membre a droite est isomorphe a`∑
0≤p,q≤k
p+q pair
Hp,q(X,C)⊗C H2r−p−q(PN ,C).
Notons τp,q la projection de H2r(Xk−s,C) sur Hp,q(X,C). Posons aussi
cp,q := τp,q[Ω] et cp,q,n := τp,q[Ωn]. On a cp,q,n = (f
n)∗(cp,q). Il reste a`
estimer
∫
τ−1(cp,q,n) ∧ [Ẑ].
La fibration F est localement isomorphe a` un produit. Si U est un
ouvert assez petit de X, on a Π−1k−s(U) ≃ U × PN . La classe τ−1(cp,q,n)
peut-eˆtre repre´sente´e par une forme qui s’e´crit localement comme somme
de formes du type η ∧ ψ ou` η est une forme sur Π−1k−s(U) et ou` ψ est une
forme sur U de bidegre´ (p, q). Par conse´quent, lorsque max(p, q) > s, on a∫
τ−1(cp,q,n) ∧ [Ẑ] = 0 car Πk−s(Ẑ) est de dimension s.
Il suffit maintenant de majorer (fn)∗cp,q pour p ≤ s et q ≤ s. Observons
que la norme de f∗ sur Hp,q(X,C) est e´gale a` celle de f∗ sur Hk−p,k−q(X,C).
D’apre`s la proposition 5.7, on a ‖(fn)∗cp,q‖ . nlk−sdnk−s car dk−s > dm pour
tout m > k − s. La preuve du corollaire est acheve´e.

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Le corollaire 5.9 n’affirme pas que la suite (n−lk−sd−nk−s[f
−n(Z)]) converge.
Nous renvoyons le lecteur a` [10, 11] pour l’e´tude de la convergence de cette
suite vers des courants invariants ainsi que pour les proprie´te´s dynamiques
de courants limites (courants de Green).
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