In this paper, we extend the improved pointwise iteration-complexity result of a dynamic regularized alternating direction method of multipliers (ADMM) for a new stepsize domain. In this complexity analysis, the stepsize parameter can even be chosen in the interval (0, 2) instead of interval (0, (1 + √ 5)/2). As usual, our analysis is established by interpreting this ADMM variant as an instance of a hybrid proximal extragradient framework applied to a specific monotone inclusion problem.
Introduction
We are interested in the following linearly constrained convex problem min{f (x) + g(y) : Ax + By = b, x ∈ R n , y ∈ R p }
where f : R n → R and g : R p → R are convex functions, A ∈ R m×n , B ∈ R m×p and b ∈ R m . We assume that the solution set of (1) is nonempty. Convex optimization problems with a separable structure such as (1) appear in many applications areas such as machine learning, compressive sensing and image processing. The augmented Lagrangian method (see, e.g., [1] ) attempts to solve (1) directly without taking into account its particular structure. To overcome this drawback, a variant of the augmented Lagrangian method, namely, the alternating direction method of multipliers (ADMM), was proposed and studied in [7, 9] . The ADMM takes full advantage of the special structure of the problem by considering each variable separably in an alternating form and coupling them into the Lagrange multiplier updating; for detailed reviews, see [2, 8] .
Recently, several variants of the ADMM for solving (1) have been proposed in the literature; see, for example, [3, 4, 5, 11, 12, 13, 14, 15, 16, 17, 22] . A dynamic regularized ADMM (DR-ADMM) with stepsize θ ∈ (0, (1+ √ 5)/2) was proposed by Gonçalves at al. [11] whose the pointwise iterationcomplexity is substantially better than ones for the ADMMs. More specifically, for given ρ > 0, it was proved in [11] that the DR-ADMM finds a ρ-approximate solution of (1) in at most O ρ −1 log(ρ −1 ) iterations. Although different criteria are used, in general the ADMM and its variants need O ρ −2 iterations to find this same approximate solution (see, e.g., [3, 4, 5, 12, 13, 14, 15, 16, 17, 19] ). The main goal of this work is to extend the improved pointwise iteration-complexity result of the DR-ADMM obtained in [11] for a new stepsize domain θ ∈ (0, (1 − α + √ α 2 + 6α + 5)/2), where α is a nonnegative proximal factor associated to the proximal term added to the second subproblem of the method (see the DR-ADMM in Section 3). Since the limit of ( √ α 2 + 6α + 5− α) as α goes to infinity is 3, the latter stepsize domain becomes (0, 2) (resp. (0, (1+ √ 5)/2)) when α is sufficiently large (resp. α = 0). It is worth pointing out that the ADMM with a larger stepsize parameter can substantially improve the performance of the method in many applications (see [6, 8] for more details). As in [11] , our complexity analysis is done by rewriting problem (1) as a monotone inclusion problem and by analyzing the DR-ADMM in the setting of a generalized hybrid proximal extragradient (HPE). It should be mentioned that paper [10] was the first one to discuss complexity results for the ADMM with stepsize θ ∈ (0, 2) for solving non-convex linearly constrained problems and, subsequently, paper [14] studied convergence and complexity results for the ADMM with the same stepsize domain of this paper for the convex case.
Notation: The set of real numbers is denoted by R. The set of non-negative real numbers and the set of positive real numbers are denoted by R + and R ++ , respectively. For t > 0, we let log + (t) := max{log t, 0}. For a finite-dimensional real vector space X with inner product ·, · , its induced norm is denoted by · . Denote by M X + the space of selfadjoint positive semidefinite linear operators on X . For each H ∈ M X + , the seminorm induced by H on X is defined by · H := H(·), · .
Preliminaries results
In this section, we present a dynamic regularized HPE framework and its pointwise iterationcomplexity result. This framework is an instance of one studied in [11] . Consider the monotone inclusion problem (MIP)
where Z is a finite-dimensional real vector space and T : Z ⇒ Z is a maximal monotone operator 1 . We assume that the solution set of (2), denoted by T −1 (0), is nonempty. The dynamic regularized HPE framework attempts to solve the inclusion (2) by solving approximately a sequence of regularized MIP of the following form
where z 0 ∈ Z, µ > 0 and M ∈ M Z + are fixed. We also assume that the solution set of (3)
is nonempty for every µ > 0. It can be shown that if M is positive definite, then the operator T (·) + µM (· − z 0 ) is maximal µ-strongly monotone which in turn implies that the setZ µ (M ) is
. Moreover, T is maximal monotone if it is monotone and, additionally, if S is a monotone operator such that T (z) ⊂ S(z) for every z ∈ Z then T = S. nonempty for every µ > 0 (see, e.g., [21, Corollary 12. 44 and Proposition 12.54]). Moreover, the following relation betweenZ µ (M ) and T −1 (0) holds for every µ > 0 :
The above relation follows directly from [11, Lemma 3 
Next, we present the dynamic regularized HPE framework for solving (2) , which will be used in order to analyze the ADMM variant of Section 3.
Dynamic regularized HPE (DR-HPE) framework.
+ be given, and set µ = 1 and k = 1;
, then go to step 3; otherwise, set k ← k + 1 and go to step 1.
else, set µ ← µ/2 and k = 1, and go to step 1.
end Remarks. 1) The DR-HPE framework corresponds to the framework 3 in [11] with
M is the identity operator and η k = 0, it becomes the DR-HPE framework in [18] with λ k = 1 and ε k = 0. 2) The scalar µ plays the role of a regularization parameter which is dinamically adapted in order to control the term M (z k − z 0 ) in (6).
3) The DR-HPE framework is a general setting which does not specify how to obtain (z k ,z k , η k ) as in step 1. Specific computation of these elements will depend on implementation of particular instances of the framework and the properties of the operators T and M . 4) If M is positive definite and σ = η 0 = 0, then (7) implies that η k = 0 and z k =z k for every k, and then (6) reduces to an iteration of the proximal point method (in the metric · M ) applied to (3) .
The following result gives the pointwise iteration-complexity bound for the DR-HPE framework.
Proof. First of all, the DR-HPE framework is a special case of framework 3 in [11] where 
DR-ADMM and its pointwise iteration-complexity
In this section, we recall the DR-ADMM for solving (1) and establish its pointwise iterationcomplexity result for any stepsize θ ∈ (0, (1 − α + √ α 2 + 6α + 5)/2), where α is a nonnegative proximal factor associated to the proximal term added to the second subproblem of the method.
The DR-ADMM for solving (1) is described as follows:
Dynamic regularized ADMM (DR-ADMM).
(0) Let an initial point (x 0 , y 0 , γ 0 ) ∈ R n × R p × R m , positive parameters β and θ, a tolerance ρ > 0, a proximal factor α ≥ 0, and matrices R ∈ M R n + and S ∈ M R p + be given, and set µ = 1 and k = 1;
(1) set
where
then go to step 4; else set k ← k + 1 and go to step 1;
then stop and output (x, y,γ, v
; otherwise, set µ ← µ/2 and k = 1, and go to step 1. end Remarks. 1) The DR-ADMM is equivalent to the DR-ADMM in [11] with an appropriate choice of linear operator G. It should be noted, however, that the complexity result presented there does not establish any relationship between the stepsize θ and proximal term defined by G. 2) As in the DR-HPE framework, the scalar µ in the DR-ADMM can be seen as a regularization parameter. 3) Suitable choices of R and S may becomes the subproblems (8) and (9) easier to solve or even have a closed-form solutions (see [15, 23, 24] for more details). 4) For convenience, the term "cycle" will be used to refer to an execution of steps 1-3 of the DR-ADMM with a fixed µ.
In what follows, we show that the DR-ADMM with θ ∈ (0, (1 − α + √ α 2 + 6α + 5)/2) is still a special case of the DR-HPE framework applied to a specific monotone inclusion problem. As a consequence, its pointwise iteration-complexity result will follows from Theorem 2.1.
Let us first deduce the aforementioned monotone inclusion problem. It is well known that a pair (x,ȳ) is a solution of (1) andγ is an associated Lagrange multiplier if and only if (x,ȳ,γ) satisfies
Since it is assumed that the solution set of (1) is nonempty, the existence of the Lagrange multipliers for problem (1) 
In order to analyze the DR-ADMM in the setting of Section 2, consider the vector space Z := R n × R p × R m and the following linear operator
where I is the m × m identity operator. We assume that the setZ µ (Q) as defined in (4) with z 0 = (x 0 , y 0 , λ 0 ), T and Q as in (14) and (15), respectively, is nonempty for every µ > 0. We mention that this assumption is not restrictive. Indeed, it is easy to see that a triple (x, y, γ) ∈Z µ (Q) if and only if (x, y, γ) satisfies the inclusions
which is equivalent to the pair (x, y) be a solution and γ an associated Lagrange multiplier of the following optimization problem min (x,y,u)
Therefore, any classical condition guaranteeing solution of the above problem implies thatZ µ (Q) is nonempty. For instance, coerciviness of f and g, or positive definiteness of R and S and injectiveness of B (which is equivalent to Q be definite positive). The next result shows that the DR-ADMM generates a suitable pair (z k ,z k ) satisfying the inclusion (6) with T as in (14) and M = Q, where Q is as in (15) . Proposition 3.1. Let {(x k , y k , γ k ,γ k )} be the kth iterate of a cycle of the DR-ADMM and let {(∆x k , ∆y k , ∆γ k )} be as in (12) . Then,
where Q is as in (15) . As a consequence, z k = (x k , y k , γ k ) andz k = (x k , y k ,γ k ) satisfy the inclusion (6) with M = Q and T as in (14) .
Proof. From the optimality condition for (8) and definitions ofγ k andx k−1 , we have
Now, from the optimality condition for (9) and definition of u k , we obtain
where the last equality is due to definitions of β 2 andŷ k−1 . On the other hand, definition of γ k in (10) implies that
Hence, the inclusion (16) follows from the last equality, (17) , (18) and definitions in (12) and (15) . The second part of the proposition follows immediately from (16) and definitions of z k ,z k , M and T .
The following lemma describes some important properties of the sequences generated during a cycle of the DR-ADMM. Lemma 3.2. Let {(x k , y k , γ k ,γ k )} be the kth iterate of a cycle of the DR-ADMM and let {(∆x k , ∆y k , ∆γ k )} be as in (12) . Then, the following statements hold:
Proof. (a) Definitions of γ k ,γ k−1 and β 1 in the DR-ADMM imply that
where the last equality is due to definition ofγ k . Hence, item (a) follows by simple calculus and (12).
(b) Let a pointz µ := (x µ ,ȳ µ ,γ µ ) ∈Z µ (Q) (see the assumption following (15)) and definẽ
Using (12), the fact that −2 a, b ≤ a 2 + b 2 ∀a, b ∈ R m , and θ ≥ 1, we obtain
which, combined with (15), yields
On the other hand, note that
As 0 ∈ T (z µ ) + µQ(z µ − z 0 ) and Q(z 0 − z 1 ) ∈ (T (z 1 ) + µQ(z 1 − z 0 )) (see Proposition 3.1 with k = 1), we have Q(z 1 − z 0 ),z 1 −z µ ≤ 0. This inequality together with (21) imply that
Now, using the definitions in (15) and (19), we have
where the first equality is due to item (a) with k = 1. Therefore,
where the second inequality is due to the fact that 2 a, b ≤ a 2 + b 2 for all a, b ∈ R m , and the last inequality is due to (15) and definitions of z 0 , z 1 andz µ . Hence, combining the last estimative with (22), we obtain
Therefore, statement (b) follows from (20) , the last inequality, (5) (12) and (15), we obtain
where g µ,β (y) := g(y) + (µ/2) y − y 0 2 (1+α)βB * B+S for every y ∈ R p . Hence, using item (a), we have
Using (12) and the previous inclusion for j = k − 1 and j = k, it follows from the monotonicity of the subdifferential of g µ,β that
which, combined with the fact that 2 (αβB * B + S)∆y k−1 , ∆y k ≤ ∆y k 2 αβB * B+S + ∆y k−1 2 αβB * B+S , yields item (c).
In the next lemma, we establish a technical result which will be used in order to prove that the DR-ADMM with θ ∈ [1, (1 − α + √ α 2 + 6α + 5)/2) is a special case of the DR-HPE framework. 
where a :
and the matrix
is positive semidefinite for σ =σ.
Proof. First of all, if θ = 1, thenσ ∈ (0, 1) for anyτ ∈ (0, 1/2). Let us now assume that θ ∈ (1, (1 − α + √ α 2 + 6α + 5)/2). Note that, ifτ = 0, then
where the last inequality is due to the fact that θ ∈ (1, (1 − α + √ α 2 + 6α + 5)/2). Moreover,
where the above inequality follows from the fact that the minimum value of h is greater than zero for any θ ∈ (1, 2). Therefore, we conclude that there existsτ ∈ (0, 1/2) close to 0 such that
which in turn impliesσ ∈ (0, 1), concluding the proof of the first part of the lemma. It is a simple algebraic computation to see thatσ is the largest root of the second-order equation det(G(σ)) = 0 and det(G(σ)) > 0 for every σ >σ. Moreover, since det(G(σ)) ≤ 0 for σ equal to
we obtain (24) holds. Therefore, since det(G(σ)) = 0, the diagonal entries of G(σ) are positive, and G(σ) is symmetric, we conclude that G(σ) is positive semidefinite.
In next proposition, we will prove that the sequences {z k } and {z k } as in proposition 3.1 satisfy the error condition (7) with M = Q and appropriate choices of τ , σ and {η k }.
} be the kth iterate of a cycle of the DR-ADMM and let {(∆x k , ∆y k , ∆γ k )} be as in (12) . Consider Q and d 0 as in (15) and Lemma 3.2(b) , respectively. Let τ , σ and {η k } as
(ii) τ =τ and σ =σ, whereτ andσ are given by Lemma 3.3 , and
and η k satisfy the error condition (7) with M = Q.
Proof. Using definitions of z k ,z k and ∆y k , and the fact that M = Q, we have
which, combined with (12) Proof. Let {(x k , y k , γ k ,γ k )} be the sequence generated by a cycle of the DR-ADMM and consider the sequences {z k } and {z k } defined by
It follows from Propositions 3.1 and 3.4 that the sequences {z k } and {z k } satisfy inclusion (6) and the error condition (7) with T as in (14), M = Q, and τ , σ and {η k } as defined in Proposition 3.4. Moreover, using M = Q and (31), it is easy to see that steps 3 and 4 of the DR-ADMM correspond to steps 2 and 3 of the DR-HPE framework, respectively. Therefore, the first statement of the theorem is proved. Now, since η 0 = 0 or η 0 = O(d 2 0 ), the second part of the theorem follows from the first one and Theorem 2.1 with M = Q, T as in (14) , v = (v x , v y , v γ ),z = (x, y,γ) and d = d 0 .
We end this section by making two remarks. 1) As already mentioned in Section 1, if α is sufficiently large (resp. α = 0), then the stepsize θ belong to the interval (0, 2) (resp. (0, (1+ √ 5)/2)). 2) Note that (30) can be seen as an optimality/feasibility measure of (1). Indeed, since Q is symmetric semidefinite positive, if (v x , v y , v γ ) Q = 0, then the left-hand side of the inclusion in (30) is zero, and hence the pair (x, y) is a solution of (1) andγ is an associated Lagrange multiplier.
