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ABSTRACT
e focus of WSDM cup 2019 is session-based sequential skip pre-
diction, i.e. predicting whether users will skip tracks, given their
immediately preceding interactions in their listening session. is
paper provides the solution of our team ekar to this challenge.
We focus on recurrent-neural-network-based deep learning ap-
proaches which have previously been shown to perform well on
session-based recommendation problems. We show that by choos-
ing an appropriate recurrent architecture that properly accounts
for the given information such as user interaction features and song
metadata, a single neural network could achieve a Mean Average
Accuracy (AA) score of 0.648 on the withheld test data. Meanwhile,
by ensembling several variants of the core model, the overall rec-
ommendation accuracy can be improved even further. By using
the proposed approach, our team was able to aain the 1st place
in the competition. We have open-sourced our implementation at
GitHub1.
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1 INTRODUCTION
e accurate prediction/modeling of user action has long been a
topic of vital importance in large-scale web and mobile applica-
tions, the quality of the model or accuracy of prediction plays a vital
role in various revenue generating applications, such as content
recommendation [6], advertisement displaying [16], search result
ranking [21], etc. Traditional approaches, such as matrix Factor-
ization [18] and its variants, seek to model global interactions,
e.g. by learning low-dimensional user and item embeddings and
predicting their interactions in the embedding space. While these
algorithms are able to eectively model static user preferences,
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they fail to account for sequential and dynamical nature of user
behavior. is limitation motivates the study of session-based user
action modeling problem, where the terminology ‘session’ refers to
a group of interactions that take place within a given time interval.
A session usually has a goal, such as nding a good restaurant in a
city, or listening to music of a certain style or mood.
In this year, the WSDM Cup, a competition held annually as part
of the prestigious ACM International Conference on Web Search
and Data Mining (WSDM), challenges competitors from all over the
world to help and build a beer user behavior modeling system [2].
e challenge dataset which consists of roughly 130 million music
listening sessions with associated user interactions, was kindly
produced by Spotify, a major online music streaming service with
online music streaming service with over 190 million active users
interacting with a library of over 40 million tracks. e task is to
predict whether individual tracks encountered in the second half
of a listening session will be skipped by a particular user.
To tackle this challenge, we focus on recurrent-neural-network-
based deep learning approaches since they are able to deal with
large datasets in an ecient and eective way, and have previously
been shown to perform well on session-based recommendation
problems. We show that by choosing an appropriate recurrent
architecture that properly accounts for the given information such
as user interaction features and song metadata, a single neural
network could achieve a Mean Average Accuracy (AA) score of
0.648 on the withheld test data, achieving top 1 position on the
challenge leaderboard. Meanwhile, by ensembling several variants
of the core model, the overall recommendation accuracy can be
improved even further.
e paper is organized as follows. A overview of the WSDM-
Spotify challenge is presented in Section 2, Section 3 discusses the
components of our approach, and the paper concludes in Section 4.
2 THE CHALLENGE DESCRIPTION
2.1 Dataset
e public part of the dataset consists of roughly 130 million lis-
tening sessions with associated user interactions and context fea-
tures on the Spotify service. e user interaction with each lis-
tened song is described by a set of features, such as the skip be-
havior, as well as the number of times the user did a seek for-
ward or seek back within track (“hist user behavior n seekfwd”
and “hist user behavior n seekback”, respectively), on the other
hand, the context features include the hour of day that the listening
happened (“hour of day”) and the type of context the playback
occurred within (“context type”), etc. In addition to the public
part of the dataset, approximately 30 million listening sessions are
used for the challenge leaderboard. For these leaderboard sessions
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the participant is provided all the user interaction features for the
rst half of the session, but only the track ids for the second half.
Meanwhile, the meta information of the tracks that users interacted
with during these sessions are also provided, including numerous
acoustic features and metadata (such as duration and release year).
2.2 Challenge
e task is to predict whether individual tracks encountered in
a listening session will be skipped by a particular user. In order
to do this, complete information about the rst half of a users
listening session is provided, while the prediction is to be carried
out on the second half. Participants have access to metadata, as well
as acoustic descriptors, for all the tracks encountered in listening
sessions. e output of a prediction is a binary variable for each
track in the second half of the session indicating if it was skipped
or not.
2.3 Evaluation Metric
Although it would also be useful to predict the skip behavior across
the entire session, as skip prediction can be used to avoid rec-
ommendation of a potential track to the user based on the user’s
immediately preceding interactions, accurate prediction of whether
the next immediate track is going to be skipped is therefore most
important. Based on these considerations, Mean Average Accuracy
is adopted as the primary evaluation metric for the challenge, with
the average accuracy dened by
AA =
T∑
i=1
A (i)L (i)
T
, (1)
where T is the number of tracks to be predicted for the given session,
A (i) is the accuracy at position i of the sequence, L (i) is the boolean
indicator for if the ith prediction was correct.
3 OUR SOLUTION
3.1 Problem Formulation
e given information about the rst half of a session be summa-
rized as a series of triplets {(Si ,Ai ,Ri )}1≤i≤10, where Si ,Ai , and Ri
denote the song, the user interaction associated with the song, and
the position of song listening event within the session, on the other
hand, information provided about the second half of a session can
be summarized as a series of doublets {(Si ,Ri )}11≤i≤20, with the
user interaction information held out. e objective of the competi-
tion is to predict the user skip behavior associated with songs in the
second half of the session. To integrate the provided information
in a principled way, we parametrize the desired prediction model
as a neural architecture that consists of three main components, as
illustrated in Figure 1:
• InteractionRepresentationLayers that transforms triplets
in the rst half of a session and doublets in the second half
of a session into feature representations;
• Recurrent Representation Layers that utilize recurrent
neural network models to rene the triplet and doublet
representations by exploiting the sequential nature of user
sessions;
Interaction Representation Layer (First Half)
S10 R10A10S1 R1A1 Si RiAi S11 R11 Sj Rj S20 R20
Interaction Representation Layer 
(Second Half)
Recurrent Representation Layer
(Second Half)
Recurrent Representation Layer (First Half)
xhalf
x11 x20
Classification Layer
Skip Behavior Predictions
xj
Figure 1: e overall architecture of our skip prediction
model.
• A Classication Layer that aggregate the outputs of pre-
vious layers and calculate skip probabilities for songs in
the second half of the session.
3.2 Interaction Representation Layers
As mentioned in Section 2, features for user interactions and the
tracks that users interacted with during these sessions are pro-
vided, which can be straightforwardly used as their representations.
Given the sensitivity of neural networks to input scaling [6, 19],
numerical features are normalized to the interval [0, 1], and cate-
gorical features such as ‘context type’ are mapped to dense vectors
via embeddings, which are learned jointly with all other model
parameters through back-propagation.
Additionally, we borrowed ideas from [10, 11], and treated each
track as a word and each listening session as a sentence, Glove [23]
was then used to train on these “sentences” to obtain additional
150-dimensional embeddings for songs.
As for the session position information, we simply incorporate
it as an additional numerical feature. While more sophisticated
positional encoding schemes [26] are readily applicable, we found
that such a simple option already performs well on the challenge
dataset.
All of the aforementioned features are accordingly concatenated
to obtain vector representations for triplets {(Si ,Ai ,Ri )}1≤i≤10 in
the rst half of the session, as well as doublets {(Si ,Ri )}11≤i≤20 in
the second half of the session.
3.3 Recurrent Neural Networks for Session
Modeling
Motivated by the tremendous success of deep neural networks
(DNN) in a number of tasks such as image and natural language
processing (NLP), various approaches have been proposed in recent
years to adapt DNN algorithms for data mining tasks [3, 6, 13]. In
particular, session-based user action modeling problem shares some
similarities with NLP-related problems [14] as they both deals with
sequences. As a result, the Recurrent Neural Networks (RNNs),
which have proven to be suitable for handling various sequence
modeling tasks [9, 12, 22, 25], have also been successfully applied to
session-based user action modeling, achieving remarkable results
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of outperforming traditional recommendation methods by 15% to
30% in terms of various evaluation metrics [1, 7, 14, 20, 24].
e main dierence between RNNs and conventional feedfor-
ward neural network models is the existence of an internal hidden
state in the units that recurrently process and memorize sequences
of inputs. Traditional RNN models usually suer from the vanishing
gradient problem when the models need to process long sequences.
e Gated Recurrent Unit (GRU) network is a technique proposed
by Cho et al. [4] which aims to solve the problem of gradient van-
ishing in RNN. Its basic idea is to control the update of network
states with an update gate and a reset gate. Formally, let xt ∈ Rα
be the input vector in the t step and α is the dimensionality of xt ,
e output vector (also the activation vector in GRU) ot ∈ Rα and
the network state st ∈ Rα is computed as:
ot = (1 − ut )  ot−1 + ut  st ,
ut = σ
(
Wxu · xt +Wsu · st
)
,
st = tanh (Wx · xt +Ws · (rt  ot−1)) ,
rt = σ
(
Wxr · xt +Wsr · st
)
,
(2)
Based on the above considerations, we adopted GRUs to model
user sessions. Concretely, for the rst half of the session, we used
triplet representations described in the previous section as input,
and passed them through 2 stacked GRU networks, the nal states
of which were then concatenated as a vector xhalf to represent
the entire rst half session. Meanwhile, for the second half of the
session, let the doublet representation for session position i be
denoted as xi , we enrich it with xhalf as:
xi =

xi
xhalf
xhalf  ReLU (xi )
 , (3)
where  is the Hadamard product, ReLU is a dense layer with Rec-
tied Linear Units (ReLU) activations [8] to match the dimensions
of xi and xhalf. xi returned by (3) can be considered as an enriched
representation as it encodes the contextual information from the
rst and the second half of the session, as well as the informa-
tion associated with the specic session position i, and all of these
information can be benecial for the considered skip prediction
task.
3.4 Classication Layer
Given the enriched representation (3) as input, the classication
layer is simply a multilayer perception with sigmoid output ac-
tivation function and 2 layers of ReLU activations. Meanwhile,
to inject more information into the model, we further adopt a
multi task scenario where model not only predicts the user skip
behavior, but also other user interactions such as ’context switch’,
’no pause before play’, and ’short pause before play’.
3.5 Implementation Details
e neural network model is implemented using Keras, a diagram of
the model drawn using the Keras function ”plot model” is given in
Fig.2. Note that the user sessions can have unequal length, varying
between 10 and 20 in the challenge dataset, we resolve this issue by
padding short sequences with pre-specied constants. e model
was trained with the Adam algorithm [17] with an initial learning
rate of 0.0005, batch size of 2200.
3.6 Results
Based on the neural network architecture, a single trained model
could achieve a AA score of 0.648 on the withheld test dataset,
already achieving top 1 position on the competition leaderboard,
we also tried several simple variants of the core model, for example
by replacing the ReLU activations with exponential linear units
(ELUs) [5], or by adding batch normalization layer [15] before the
activations, or by varying batch size and number of hidden units.
An ensemble of 6 such model variants could further boost the
leaderboard accuracy to 0.651.
4 CONCLUSION
In this paper, we describe our solution to WSDM cup 2019, we focus
on recurrent-neural-network-based deep learning approaches since
they have previously been shown to perform well on session-based
recommendation problems. We show that by choosing an appro-
priate recurrent architecture that properly accounts for the given
information such as user interaction features and song metadata, a
single neural network could achieve top 1 position on the challenge
leaderboard. Meanwhile, by ensembling several variants of the core
model, the overall recommendation accuracy can be improved even
further.
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input_id: InputLayer
input:
output:
(None, 10)
(None, 10)
embedding_1: Embedding
input:
output:
(None, 10)
(None, 10, 179)
context: InputLayer
input:
output:
(None, 10)
(None, 10)
embedding_2: Embedding
input:
output:
(None, 10)
(None, 10, 25)
start: InputLayer
input:
output:
(None, 10)
(None, 10)
embedding_3: Embedding
input:
output:
(None, 10)
(None, 10, 25)
end: InputLayer
input:
output:
(None, 10)
(None, 10)
embedding_4: Embedding
input:
output:
(None, 10)
(None, 10, 25)
input_fea: InputLayer
input:
output:
(None, 10, 14)
(None, 10, 14)
concatenate_1: Concatenate
input:
output:
[(None, 10, 14), (None, 10, 179), (None, 10, 25), (None, 10, 25), (None, 10, 25)]
(None, 10, 268)
concatenate_3: Concatenate
input:
output:
[(None, 10, 1), (None, 10, 179)]
(None, 10, 180)
gru_1: GRU
input:
output:
(None, 10, 268)
[(None, 10, 350), (None, 350)]
gru_2: GRU
input:
output:
(None, 10, 350)
[(None, 10, 350), (None, 350)]
concatenate_2: Concatenate
input:
output:
[(None, 350), (None, 350)]
(None, 700)
output_fea: InputLayer
input:
output:
(None, 10)
(None, 10)
reshape_1: Reshape
input:
output:
(None, 10)
(None, 10, 1)
output_id: InputLayer
input:
output:
(None, 10)
(None, 10)
reshape_2: Reshape
input:
output:
(None, 700)
(None, 1, 700)
multiply_1: Multiply
input:
output:
[(None, 10, 700), (None, 700)]
(None, 10, 700)
dense_1: Dense
input:
output:
(None, 10, 180)
(None, 10, 700)
lambda_1: Lambda
input:
output:
(None, 1, 700)
(None, 10, 700)
concatenate_4: Concatenate
input:
output:
[(None, 10, 700), (None, 10, 700), (None, 10, 700)]
(None, 10, 2100)
bidirectional_1(gru_3): Bidirectional(GRU)
input:
output:
(None, 10, 2100)
(None, 10, 700)
concatenate_5: Concatenate
input:
output:
[(None, 10, 2100), (None, 10, 700), (None, 10, 700), (None, 10, 400), (None, 10, 400)]
(None, 10, 4300)
bidirectional_2(gru_4): Bidirectional(GRU)
input:
output:
(None, 10, 700)
(None, 10, 700)
bidirectional_3(gru_5): Bidirectional(GRU)
input:
output:
(None, 10, 700)
(None, 10, 400)
bidirectional_4(gru_6): Bidirectional(GRU)
input:
output:
(None, 10, 400)
(None, 10, 400)
dense_2: Dense
input:
output:
(None, 10, 4300)
(None, 10, 1000)
dense_3: Dense
input:
output:
(None, 10, 1000)
(None, 10, 784)
dropout_1: Dropout
input:
output:
(None, 10, 784)
(None, 10, 784)
dense_4: Dense
input:
output:
(None, 10, 784)
(None, 10, 11)
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