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Abstract 
We use networks, powerful abstract representations of systems of interacting 
elements, to represent multiple interacting populations and explore the effects 
of the topologies on the initial growth rate of influenza epidemics. Graph theory 
applied to epidemiological models may yield insight into the nature of disease 
dynamics and provide important complementary perspective on understanding 
these models. We analyze the basic SIR model on three general networks: ring, 
square lattice, small world networks. We explore the evolution of the dominant 
eigenvalues as the network size increases for two different cases, when the total 
population remains constant and when the total population increases as the 
network size increases. The analysis is carried out via numerical simulations as 
well as through the mathematical analysis of simple cases. 
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1 Introduction 
Mathematical models in epidemiology have become vitally important in the develop-
ment of disease prevention strategies. As human populations grow and the far corners 
of the world are more closely linked to one another with transportation such as airlines 
it is now feasible for infectious disease to spread rapidly across continents, as seen 
recently with the outbreak of SARS. Networks provide a way to model more complex 
dynamics of the spread of infectious disease over large scale areas. Unfortunately, 
realistic graphical representations of large-scale systems such as urban environments 
are computationally and analytically unmanageable. 
Network models of the spread of disease allow for high levels of complexity in 
interactions to be taken into account. These models may aid the scientific and med-
ical communities in addressing these issues by providing them with an effective un-
derstanding of the growth and propagation of disease, thus elucidating approaches 
toward the prevention of destructive wide-spread epidemics. Advanced epidemiologi-
cal models, particularly the agent-based decision support simulation system EpiSims, 
are providing insight into the nature of disease dynamics with fine scale resolution. 
Concurrently, modern network theory is providing important perspective on under-
standing the nature of the properties of these graphical models. 
A method of reducing the magnitude of such networks would contribute to in-
creasing the efficiency of computation of complex disease dynamic models. However, 
there is great underlying complexity in the derivation of such a method involving the 
preservation of various properties of the original network. Because of the inevitability 
of information loss in network reduction, a first major issue to resolve in approaching 
this problem is to determine which properties to preserve. A basic understanding of 
the effects of dynamic interactions on epidemic propagation is an important step in 
the direction of reducing the magnitude of large-scale networks. 
Using an influenza epidemic model, an SIR model with no disease-induced death, 
we look for an understanding of the initial growth rate on networks ranging in com-
plexity. We study the evolution of the dominant eigenvalues of the linearized system 
as the network size increases in a ring, square lattice, and small world network. Also, 
we observe the distribution of the eigenvalues as the network size increases. 
Influenza is a disease which has been around for many years and even today it 
occurs annually around the world. Ev.en with our advanced technology we are yet not 
capable of fully understanding the spread of an epidemic. Influenza spreads between 
social groups through just a few contacts. Within these social groups, the disease 
spreads rapidly. By looking at mathematical models, we gain information on how the 
disease spreads between groups and what can be done to prevent this spread. 
With information about how influenza spreads, preventative measures can be 
taken. Influenza is a disease which kills numerous people every year. These lives 
can be saved if we have a better understanding of how the disease spreads within 
the population. With this information we would be able to better prevent high risk 
populations from being exposed to the infection. Also with this knowledge, decision 
2 
makers can help reduce influenza spread through the production of vaccines and other 
preventative measures. 
By increasing knowledge of the initial rate of infection, we hope to contribute to 
the future possibility of allowing for the approximation of a network on the scale of 
urban disease spread by a much smaller model amenable to evaluation by the scientific 
and medical communities. 
2 Overview 
After years of being considered a problem of the past, infectious diseases have once 
again been recognized as an urgent public health problem. It has become important 
to use all of the tools available to devise effective strategies to minimize the impact 
and spread of infectious diseases, and to predict and understand the development 
and spread of resistant strains. Epidemic models of the spread of a disease through a 
population can help the medical/scientific community anticipate the course of an epi-
demic, discern the factors driving its growth, and evaluate the potential effectiveness 
of different approaches for bringing an epidemic under control. 
The general framework that we propose will be suitable for epidemiological inves-
tigation of any contagious disease outbreak. We will apply our model to influenza, in 
particular, with indications of its application to smallpox, because smallpox remains 
a disease of great concern, with the potential to kill large numbers of individuals. 
We will model the spread of an epidemic generally using coupled differential equa-
tions describing the fraction of a population in any of a small number of states (e.g. 
susceptible, infected) as a function of time. The biology of an infectious disease is 
complex and, therefore, so must be the model if it is to be used for quantitative 
predictions. Key biological parameters for modeling an infectious epidemic include: 
• Transmission- the ability of individuals to expose others to the infection. 
• Susceptibility - the sum of biological mechanisms that reduce an individual's 
protection against infection. 
• Recovery- the rate at which a recovered individual retains some level of immu-
nity to infection. 
The coupled rate equations for the spread of an epidemic are appropriate when 
considering a small number of parameters, large populations, and outbreaks in pop-
ulations with only modest heterogeneity in the social behavior of the susceptible 
population within a particular location. They average over the details of how disease 
spreads from person to person, assuming in effect that the whole population is well 
mixed. They can only crudely distinguish the epidemiological consequences of a dis-
ease's properties (susceptibility, latency, etc.) from those produced by the structure 
of social interactions (many small isolated groups, a few individuals who interact with 
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many others, etc.). Thus they shed only a dim light on how to target sub-populations 
for intervention strategies. 
Some attempts have been made to connect different locations by a mobility /transportation 
network. For example, Rvachev and Longini partition a region's population by city 
and estimate the transmission rate among cities based on the number of travelers [10]. 
The small-world models introduced by Watts and Strogatz demonstrate the richness 
of dynamics that can be produced by introducing a small number of partitions [14]. 
The mixing of the population, which allows the virus to spread from person to 
person, is a complex social phenomenon, varying across cultures and between indi-
viduals, and over the life history of a given individual. The distribution of social 
mixing within a population and the amount of mixing between behavioral levels has 
been found to be an important determinant of the rate and extent of spread of many 
infectious diseases. 
3 Epidemic Models on Networks 
Many traditional epidemiological models implicitly contain the assumption of homo-
geneous mixing which means that all individuals in a population contact each other 
with equal probability. While this condition may be relevant within small popula-
tions, it is not likely to hold for large populations such as those of cities. We take the 
approach of applying an SIR model onto a network to allow for heterogeneous mixing 
between groups. 
A network is a mathematical structure consisting of nodes (or vertices) and edges 
connecting these nodes. In applying networks to epidemic models, the nodes may 
represent people or groups of people. People may be grouped demographically such 
as by age class, race or socioeconomic group, or geographically at many levels such 
as by building, neighborhood, or city. Edges may be directed or undirected and 
represent connections between groups such as number of contacts, rate of contact, 
visitation, or migration. 
Careful consideration must be given to the structure of the network used to model 
interactions. The mass-action law "seriously affects the qualitative and quantitative 
behavior of models with interacting subpopulations of varying size" [4]. What this 
means in an epidemic model on interacting populations, is that the total number of 
contacts between group A and group B must be equal to the total number of contacts 
between group B and group A. If the total populations in groups A and B are constant 
and equal, this implies that there is no net inflow or outflow of people. This may be 
the case when nodes represent static demographic groups, that is, when individuals do 
not move from group to group. In this case, an edge may be undirected and represent 
rate of contact Cij between groups i and j. Since the total populations are equal 
NA = NB, then the total number of contacts is preserved NACij = NBcji (Figure 1). 
This same undirected graph may represent visitation, in which case nodes represent 
locations from which people leave and contact people from an adjacent group, but 
ultimately return to their original location. 
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Figure 1: Examples of a contact (undirected) graph and a mobility (directed) graph. 
In contrast, directed graphs are used to represent the number of people travelling 
from one location to another, mij, in which case, conservation of contact number does 
not play a role (??). 
For simplicity, we use undirected graphs representing contact between groups of 
constant and equal size. We apply an epidemic model on this structure to allow for 
heterogeneous mixing and analyze its dynamics. 
4 SIR Model 
4.1 Simple SIR Model 
The epidemiological model known as the SIR model is one in which the population 
consists of three classes of individuals: those who are susceptible to a disease, those 
who are infected and infectious, and those who have recovered (Figure 2). Thus, 
the disease persists throughout the duration of the time period considered. With 
no disease-related death, this model is applicable to diseases such as influenza when 
working over short periods of time, where the population does not lose their immunity 
to the disease. 
I Susceptible H Infected H Recovered I 
Figure 2: The way an epidemic spreads in a simple SIR model. 
In 1927, Kermack and McKendrick created the simple SIR model [8]. This model 
assumes a homogeneous population with random mixing. This model is given by the 
following set of equations: 
s 
I 
R 
-AS 
AS-od 
o:I, 
(1) 
(2) 
(3) 
where ).. represents the rate of infection and a is the rate at which infected people 
recover. The rate of infection is defined as the product of the rate of contact (number 
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of contacts per time) r, the transmissibility of the disease (probability of infection per 
contact given the contact is infected) (3, and the proportion of infected individuals f:J: 
(4) 
4.2 Migration Terms 
Migration terms are added to represent the people leaving and entering the system. 
An equal proportion, f.L, of the susceptible, infected, and recovered people leave the 
system but only susceptible people enter the system. Including these terms the system 
is: 
s -AS+ f.L(A- S) (5) 
I )..S-a!- f.Ll (6) 
R a!- f.LR. (7) 
Assuming the population has stabilized allows us to set those entering the system 
equal to those leaving. Hence, without loss of generality it can be assumed that 
A=S+I+R=N. (8) 
5 Networks 
We have analyzed and observed the initial growth rate of this SIR model, using 
parameters from influenza data, on three different networks: ring, square lattice, and 
small world networks. 
5.1 Ring Networks 
Applying the SIR model to a ring network generalizes the simple SIR model by divid-
ing the population into n groups - or small worlds - based on age, socio-economic 
status or other factors (e.g. the black circles in Figure 3) [12, 11]. People mainly 
interact with members of their own group. The model also allows for interactions 
with neighboring groups - such as the age groups right above or below a person's 
own age group (e.g. the outer circle in Figure 3). 
Each group, i, is modeled as in refbasicSIR yielding a 3n dimensional system: 
Si -AiSi + f.L(Ni- Si) 
ji = )..iSi -ali - f.Lli 
~ = ali - f.L~ . 
(9) 
(10) 
(11) 
The parameter, )..i is dependent on the percent of infected people within the group 
and also on the percent in the neighboring groups: 
[ ( Ji+l ) ( Ji ) ( Ji-1 ) ] ;..i = f3r ei,i+I Ni+l + ei,i Ni + ei,i-1 Nil , (12) 
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Figure 3: A representation of a ring network and how people interact with others 
within the population. 
where ei,i is the proportion interactions that members of group i have with people of 
their own group, ei,i+1 is the proportion of interactions a person in group i has with 
the people in it's neigboring group i + 1, and ei,i-1 is proportion of interactions a 
person in group i has with people in group i - 1. Since e values are all proportions, 
n 
I:ei,j = 1 (13) 
j=l 
We are assuming uniformity in the the1~~oyortion of contacts group i has with it's 
two neighbors by letting ei,i-1 = ei,i+1 = ~· Therefore, when the local population 
in each node is equal, the contacts a group i has with other groups is equally split 
between these two neighboring groups. 
5.2 Interactions between Groups 
Not only must the sum of the proportion of interactions each group has be equal to 
one, but also the number of contacts group i has with group j must be equal to the 
number of contacts group j has with group i. So, each ei,j and ej,i must satisfy, 
(14) 
This is accomplished by all of the models presented here because the local population 
in every node is equal, and each ei,j = ej,i· 
5.3 Square Lattice Networks 
After observing the spread of SIR epidemics on a ring network, we can consider more 
complex interactions between the groups by using a two dimensional periodic n x n 
lattice to model the population (Figure 4). 
The system of equations for each node remains the same but now has slightly 
different notation, for each node ( i, j), 
S·. t,J 
J.. t,J 
~· 
,J 
-.A· ·S. · + u.(N ·- S· ·;\ t,J t,J r t,J t,J 
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(15) 
(16) 
(17) 
Figure 4: A representation of a periodic 3 x 3 square lattice network and how people 
interact with others within the population. 
In this system of equations, >. is now dependent on the infected population in the 
four neighbors of node ( i, j). At the internal nodes, 
>. . . = (3r [e~,j ( Ii,j+l ) + 8i,j . ( Ii+1,j ) + 8i,j ( hj ) 
t,J t,J+l N· . t+1,1 N· . t,J N· . 
t,J+1 t+1,J t,J 
(18) 
. . ( J.. 1 ) . . ( ]. 1 . ) ] +e:·~ ~ + et,J . ~
t,J-1) N· . t-1,J N· . 
t,J-1 t-1,J 
(19) 
At the borders, we can use the same equation for >.i,j as in equation (18) but if 
i- 1 = 0 or j- 1 = 0 then 0 -t n, and if i + 1 = n + 1 or j + 1 = n + 1 then n + 1 -t 1. 
In these equations, e!·,{ is the proportion of contacts group (i,j) has with group (s, t). 
Here, as in the ring network, 
n n 
"""' """' gi ,j = 1 L.....t L.....t s,t 
t=1 s=1 
(20) 
Once again, we assume uniformity in the proportion of contacts groups have by 
l tt. ei,j - ei,j - ei,j - ei,j - (1-o::}l Th £. ei,j · th t. e mg i+1,j - i,j+l - i-1,j - i,j- 1 - - 4-. ere ore, i,j 1s e propor wn 
of contacts members of group ( i, j) have with members within their own group and 
l-:1:} is the proportion of contacts members of group ( i, j) have with members of each 
of their four closest neigboring groups. 
5.4 Small World Ring Networks 
Watts and Strogatz define a small world model as a ring network where each node 
is connected to r neighbors initially, and then each edge is removed with probability 
p and reconnected to another node in the network randomly (Figure 5) [14]. In our 
model we let r equal one, so we are beginning with the ring network described above 
(Figure 3). The edges which are removed between neighbors and then reconnected 
with other random nodes represent random interactions between distant groups -
such as people meeting on a subway. The system of equations remains the same but 
>. changes, so that it allows for each group to have interactions with all the other 
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Figure 5: A representation of a small world ring network model where the radius of the 
network, k is 1 and the parameter p is the probability that an edge will be disconnected 
in the ring and then randomly reconnected. 
groups in the model, 
(21) 
Here, the constant, ei,J, is the proportion of interactions people in group i have with 
people in group j, and IJ I NJ is the proportion of people in group j who are infected. 
Since each ei,J is a proportion, 
n 
:Lei,J = 1 (22) 
j=l 
6 Parameters 
The parameters used in these models are presented in Table 1. These values allow 
us to model the spread of influenza over short periods of time. Acceptable ranges 
for parameters were given by Hyman and Laforce [7]. The ranges for most of the 
parameters were found in epidmiological papers [1, 13]. Hyman and Laforce chose 
values for the number of adequate contacts (probability of transmitting the infection) 
per unit time, r(3, by conducting least squares analysis on a multi-city model. 
I Meaning I Parameter I Baseline I 
rate of recovery (1ldays) [1] a 0.2439 
number of adequate contacts r(3 0.246 
per unit time (contacts I day) 
removal rate of people f-t 0.0002740 
from population in the 
absence of infection(1ldays) 
Table 1: This table shows all the influenza parameter values used in the model and 
all the simulations presented in this paper. These values were taken from Hyman and 
Laforce [7]. 
9 
7 Initial Growth Rate Analysis 
For a system of n nodes in all of the networks, we analyze the initial growth rate by 
linearizing the system near the disease free equilibrium point (when time= 0). First, 
we simplify the system by keeping each Ni constant. This is a valid assumption since 
influenza occurs over a short period of time and also because we are only looking at 
the spread of the disease initially. Therefore, we can reduce the system in each node 
to: 
n I· 
-(3r "\:""e. ·-1 S. + u(N- S·) L....t t,J N. t ~-"' t t 
j=l J 
(23) 
n I· (3r "\:""e. ·-1 S·- er.L- uL L....t t,J N. t t ~-"' t . 
j=l J 
(24) 
Then, we can solve for Ri, 
(25) 
7.1 Linearization 
As explained in Appendix 1, we linearize the system of differential equations for n 
nodes near the disease free equilibrium point. Since we are interested in the initial 
growth rate of the disease we look only at the infected class of each node at t = 0. 
So we have a system of n equations to linearize, 
. Ln I· L = (3r e. ·-1 S·- er.L- ui t t,J N. t t ~-"' t . 
The Jacobian of this system is 
- f-L - er. + (3r81,1 
f3re2,1 
j=l J 
f3re1,2 
- f-L - er. + f3re2,2 
-II- a+ (3re t"' n,n 
(26) 
(27) 
The role of the Jacobian in initial growth rates and stability can be found in the 
appendix. By computing the eigenvalues of the Jacobian matrix, we are able to 
understand when the infected population of the network increases and leads to an 
epidemic of influenza (when the dominant eigenvalue is greater than zero) and when 
the disease dies out (when the dominant eigenvalue is less than zero). We analyzed 
what was happening as we added nodes to each network. By adding a node to 
the network, we are adding another equation to the system. Then we observe the 
dominant eigenvalues of the different systems to try to understand the effect of adding 
nodes on the spread of the disease. 
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7.2 Numerical Analysis 
Using Matlab, we numerically calculated the eigenvalues of the Jacobian presented 
above for all three types of networks as the number of nodes in the network increased. 
We did this by using an ordinary differential equation solver (ODE113 in Matlab) to 
solve the system of equations using the appropriate e matrix depending on the network 
for a short amount of time (around ten days). Then, we used the equations for the 
elements of the Jacobian at time equal to zero and then solved for the eigenvalues. 
For all three networks, we varied the initial conditions while maintaining equal 
populations in all Ni· First, one hundred people were allocated to each node, even as 
the number of nodes increased, therefore as the network grew the population grew. 
In the other two cases of initial conditions, we maintained the entire population at 
5, 000 and 10,000 respectively, and divided the population equally by the number of 
nodes present in the network. In all cases the disease was spread by one person in 
one group. 
The only parameter we varied and observed the effects of was e. For each initial 
condition in each network, we set every ei,i, the proportion of contacts group i has with 
members of their own group, equal to 0.25, 0.50, 0. 75, and 1.0. Then the remaining 
contacts were equally split among all the other groups that this group i was connected 
to depending upon the network. 
7.2.1 Numerical Results: Ring and Square Lattice Networks 
As would be expected for all types of networks, when ei,i = 1 the dominant eigen-
value is just equal to the dominant eigenvalue as if the one node the infected person 
initially resides in is the entire population. This value is 0.002054 with the influenza 
parameters, therefore an influenza epidemic takes off in the one node with the infected 
person but the infection does not spread to the rest of the population. 
For all the other values of ei,i, since the local populations in each node were equal 
and the contacts with other groups were equally divided, the disease spread as if 
the entire population was in one node (homogeneous mixing). This result did not 
vary with the different initial conditions. Once again, this means that the dominant 
eigenvalue was equal to 0.002054 as in the case where ei,i = 1. 
Since the lattice network is just an expansion of the ring network in the sense 
that each node is connected to the four closest neigbors rather than just the two 
closest, the same results were observed for both the square lattice and ring networks, 
as expected 
7.2.2 Numerical Results: Small World Network 
First, we observed cases with the small world network where p, the probability an 
edge would be disconnected from a neighbor and randomly reconnnected to another 
node, was set equal to 0.1. Since each small world network is formed based on some 
randomness, having the same initial conditions and parameters does not guarantee the 
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same network. Therefore, when trying to find the dominant eigenvalues of different 
sized networks, we took the average of the dominant eigenvalue of fifty networks 
with the number of nodes, the parameters, and the initial conditions we wanted. 
These results can be seen in figure 6 for one initial condition. The blue pluses show 
the dominant eigenvalues of each of the fifty networks, and the red plus shows the 
mean. We observed that as the number of nodes increased the dominant eigenvalues 
generally increased. Also, as the proportion of interactions members of a group had 
outside of their respective group, the dominant eigenvalue increased slightly. Similar 
results were seen with the other two initial conditions. 
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Figure 6: Small World Network: The total population of all the nodes always equal 
5000 people. As the number of nodes increases the mean dominant eigenvalue in-
creases and as the proportion of contacts outside one's own group decreases, the mean 
dominant eigenvalue increases. 
After varying the number of nodes, we decided to fix the number of nodes at 
one hundred and look at what happens to the eigenvalues when we vary p. We 
observed the largest and the second largest eigenvalues asp varied between zero and 
one (Figures 7 and 8). Once again we ran fifty realizations at each p value since the 
building of a small world network is a stochastic process. 
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Figure 7: Small World Network: We set the number of nodes equal to 100 (with 
each node having exactly one hundred people) as we varied p and observed the largest 
eigenvalue. Notice when p is less than 0.5 the mean dominant eigenvalues increase 
but then after p = 0.5 level off. Also, when pis greater than 0.5, there is are epidemics 
taking off more quickly even though the mean is lower. 
We also observed all one hundred eigenvalues for p = 0, p = 0.1, and p = 1 (Figure 
9). 
These plots showed us that while p was less than 0.5, asp increased the largest 
and second largest eigenvalues increased. Once p was greater than 0.5, the largest 
and second largest eigenvalues leveled off (and even possibly decreased). Once again, 
all three initial conditions resulted in similar data. 
7.3 Analytic Solution: A Ring Case 
We first attempted to solve for the eigenvalues of the Jacobian for all three networks 
numerically. Looking more closely, we see that we can solve for the eigenvalues of the 
ring network analytically when considering the case where every ei,i is equal to e and 
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Figure 8: emSmall World Network: We set the number of nodes equal to 100 (with 
each node having exactly one hundred people) as we varied p and observed the second 
largest eigenvalue. The second largest eigenvalues follow the exact same pattern as 
the largest eigenvalues. 
0.5 
SW:theta(i,i)=0.25 
20 40 60 
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• p=O 
+ p = 0.1 
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,_ ... ,~·:-•· 
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Figure 9: Small World Network: We set the number of nodes equal to 100 (with each 
node having exactly one hundred people} as we observed all the eigenvalue when p = 0, 
p = 0.1, and p = 1. The plots for p = 0 and p = 0.1 are similar, while the one for 
p = 1 ha.s a different .shape with a flat region in the middle. 
14 
each ei,i = 1; 0 where i # j. The Jacobian for this ring network is 
-f.L- a+ {3re (3 1-0 0 r-2 (3 1-0 
-f.L- a+ (3re (3 1-0 0 r- r-2 2 
0 
0 0 (3 1-0 r-2 (3 1-0 0 0 r-2 
The eigenvectors of this matrix are 
ik(n-1) 
e--2-
ik(n-s> 
e--2-
ik(n-3) 
e-2-
i/c(n-1) 
e-2-
0 
0 
-f.L- a+ (3r0 
(3 1-0 r-2 
(3 1-0 r-2 
0 
0 
(3 1-0 r-2 
-~-L-a+ (3re 
(28) 
(29) 
and the corresponding eigenvalues to be >. = - f-L- a+ f3r + f3r(}( 1 -cos k) [5]. We can 
show that the dominant eigenvalue occurs when k = 0 and therefore the eigenvalue 
is ). = - f-L - a + f3r and the corresponding eigenvector is [111 ... 11 JT. 
Using the Gerschogorin's theorem, we know that any eigenvalue, >.i of this Jaco-
bian, must satisfy the condition, 
I 1-e 1-eJ 1- f-L- a+ {3re- .AI :::; (3r-2-l + l/3r-2- . (30) 
Therefore, any eigenvalue of this Jacobian is bounded by -f.L- a + (3r, so >. = 
- f-L - a + (3r must be the dominant eigenvalue [9]. 
8 Conclusions 
For the cases we looked at with the ring and square lattice networks there are not 
critical local populations at which the disease will die out. But in these cases we 
assumed the local populations were all the same size and that the contacts members 
of a group had with members of other groups were equal, but this is not the case 
in the real world. The world is much more like the small world networks used here. 
In these we can see that how the population is divided does make a difference in if 
the influenza epidemic takes off or not. We observed that as the number of nodes 
increased the epidemic took off a little more quickly. Similar results were seen when 
the proportion of contacts a group had outside of itself increased. 
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For the small world model, we also decided to fix the number of groups the popu-
lation was divided into and observe what happens as p, the probability that an edge 
is removed and then randomly reconnected, was varied. When p = 0, the network 
is equivalent to a ring network, and when p = 1, the network is completly random. 
We observed asp increased until 0.5, as the network changed from a ring network to 
a more random one, the largest eigenvalue increased but after p = 0.5, the largest 
eigenvalue leveled off. This is due to the fact that while pis less than 0.5, the diagonal 
of the Jacobian· is dominant but this is not the case after that. 
By studying the initial growth rates through dominant eigenvalues (and largest 
eigenvalues) of the SIR model on different networks we can better understand the 
impact of our society's organization on the spread of diseases. Understanding this 
allows us to know what kind of reorganization would be useful in preventing the initial 
spread of a newly introduced disease. 
9 Future Work 
This paper presents just the beginning of the work that can be done on looking at 
initial growth rates of epidemics on different networks. This work can be continued by 
looking for the local critical population in small world networks with any parameters 
and initial conditions and for lattice and ring networks when the local population and 
number of contacts are not equal for every group. Also, these ideas can be expanded 
to include scale free networks and the initial growth rate on those networks. Not 
only should we be looking at the dominant eigenvalue but also the range of all of the 
eigenvalues as the number of nodes increases in the networks. 
In this paper we are looking at the relationship between eigenvalues and initial 
growth rate. We can take this one step further by seeing how the eigenvalues of the 
linearized system at nonequilibrium points changes as the epidemic progresses. 
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A Solving Linear Systems of Equations 
In this appendix we will explain how to find and interpret solutions to linear systems 
of equations. We begin by describing methods for finding and interpreting eigenvalues 
and eigenvectors and then discuss the role they play in solutions to linear systems. In 
the final section on linearization we discuss methods and reasons for approximating 
nonlinear systems with linear systems. 
A.l Eigenvalues and eigenvectors 
A.l.l Algebraic explanation 
The eigenvalues, .-\, and the eigenvectors, vi, of a matrix A satisfy the equation 
Av = ,\v, (31) 
where v =f. 0. In other words, the eigenvectors are vectors that the linear tranfor-
mation A, acts upon by scaling with a constant, the corresponding eigenvalue. The 
eigenvalues can be calculated by rewriting equation (31) as, 
(A- >.I)v = 0. (32) 
Since we are looking for the nontrival solution to this equation, the determinant of 
(A- >.I) is zero. Using this condition known as the characteristic polynomial, the 
eigenvalues, ,\i can be found. Once the eigenvalues are known, the corresponding 
eigenvectors can be found by plugging the eigenvalues back into equation (31) [9]. 
Example We will find the eigenvalues and eigenvectors of 
To find the eigenvalues, set (3-,\ 4) det 2 1 _ ,\ = 0 
so the characteristic polynomial is 
,\ 2 - 4,\ - 5 = 0 0 
Solving this polynomial for its roots gives the eigenvalues >.1 = 5 and ,\2 = -1. 
plugging the eigenvalues into (3-,\ 4) 2 1 _ ,\ Vi= 0, 
the two corresponding eigenvectors are found to be 
v1 = ( 2c~1 ) and v2 = ( ~~2 ) , 
where c1 and c2 are constants. 
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(33) 
(34) 
(35) 
By 
(36) 
(37) 
A.1.2 Geometric explanation 
The matrix A may be thought of as a linear transformation which acts upon a vector. 
To demonstrate the geometric meaning of eigenvalues and eigenvectors we will first 
look at the mapping of a unit circle under the linear transformation A. Consider the 
two dimensional vector u = ( ~ ) . This vector may be thought of as a point on the 
unit circle. Acting upon this vector with the matrix A = ( f l), gives 
(i !) (~) = (!) . 
If the vector u is thought of as a point on a plane, this says that the matrix A 
maps the point (0,1) to the point (1,4). Similarly, the point (1,0) would be mapped to 
the point ( 4,1). Continuing this process would reveal that the unit circle is stretched 
into to an ellipse under the transformation A. This mapping can be characterized 
by the eigenvectors and eigenvalues. Using the methods described in the previous 
section, the eigenvalues and corresponding eigenvectors are 
;\1 = 5, v1 = G) and A2 = 3, v2 = ( ! 1) 
The eigenvectors give the principle directions in which the circle is stretched and the 
corresponding eigenvalues tell you how much it is stretched in those directions [9]. 
The point (1,1) on the circle is mapped to (5,5), and the point (1,-1) is mapped to 
(3,-3) under A. 
A.1.3 Solving a linear system 
Next we will look at the solutions to the linear system of ordinary differential equa-
tions. 
y' = Ay, (38) 
with the initial condition y0 = y(O) =xi· From (38) we get 
y'(O) = Ay(O). (39) 
It follows from the initial condition that 
y'(O) =X~, (40) 
and therefore 
Ay(O) = x~ = Axi . 
Since xi is a solution to the system, it can be expressed as a linear combination of 
vectors that span the solution space, the eigenvectors Vi. That is y0 = c1 v1 + c2v2 + 
· · · + CnVn, c1 , c2 , ... Cn constants. Thus we can write x~ = Axi as 
n n 
L civ: = L ciA vi , 
i=l i=l 
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from which we get 
(41) 
Since the eigenvectors and eigenvalues satisfy the equation 
(42) 
( 41) becomes 
Since the solution to (38) will be of the form 
(43) 
where eAt= I::o ~(At)i. If we assume that A is diagonalizable, then (43) is equiva-
lent to 
Substituting for y0 gives 
n 
y = L civie>.;t . 
i=l 
Finally, taking the derivative gives us 
n 
y' = L >..icivie>.;t. 
i=l 
From this expression, we can see that the largest eigenvalue will dominate the behavior 
and therefore determine the growth rate. The corresponding eigenvector indicates the 
direction in which growth occurs. 
A.2 Linearization 
Linearizing a nonlinear function or system means approximating it with a linear model 
while considering small perturbations. One of two main purposes for linearization is 
to produce linear approximations at sampled points along a solution curve which 
may then be interpolated to reconstruct the original curve. The other main purpose 
for linearization in the context of dynamical systems is to understand local behavior 
of nonlinear systems. This will be our focus. Because linear functions and systems 
of differential equations are readily analyzed and in general easier to understand 
than nonlinear systems, linearization is used to approximate information about the 
dynamics of nonlinear equations or systems of equations. By this method, linear 
behavior is simulated locally near a point and then results about the general domain 
are extrapolated based on knowledge of the nonlinear behavior. 
Although many methods of linearizing exist, a widely used method is by Taylor 
expansion. We take the Taylor expansion around a solution to the function or system 
21 
and drop the terms of order two and higher. The expansion of the differential equation 
f(x) = X1 around a point x0 is done as follows [3]. 
Let o(t) = x(t) - Xo be a small perturbation of Xo. We substitute into the differ-
ential equation and find 
01(t) = f(xo + o(t)). 
Assuming the function is continuously differentiable, we take the Taylor expansion 
and get 
01(t) = f(xo) + t(xo)o(t) + r;7o) o(t) 2 + ... + f(n:~xo) o(t)n + .... 
We neglect the terms of order two and higher to get the linear model 
01(t) = f(xo) + t(xo)o(t). 
Linearization is often done near equilibrium points because the dynamics of the linear 
function near this point resemble those of the nonlinear function being approximated 
[3]. If x0 is an equilibrium point (x0 = x00 ), then we know that 
f(xoo) = 0. 
Therefore, we get the following equation for the linear approximation near an 
equilibrium point, 
V 1(t) = f(xoo)v(t). 
Similarly, for a system of nonlinear ordinary differential equations, F(x), the lin-
earization is 
F(xo + o(t)) = F(xo) + DnF(xo)o(t). 
where DnF is the Jacobian matrix of the system. When x0 represents a solution 
to the system of ODE's, the Jacobian matrix gives information about how solutions 
changes if x 0 at that point is changed. Near an equilibrium point, as before, we know 
that 
F(xoo) = 0, 
and we get the following system as a linear approximation near an equilibrium point, 
Since this linear model behaves the same as the original system near an equilibrium 
point, the solutions may be used to determine what happens nearby in the nonlinear 
case. Analyzing these solutions gives eigenvectors and eigenvalues which may be used 
to determine the stability of the equilibria. 
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In this project we linearize our multipopulation SIR model near the disease free 
equilibrium (Ii = 0, i = l..n) and look at the eigenvalue and eigenvector solutions to 
this linearization. We evaluate the effects of network topology on these solutions to 
determine the effects on the initial rate of growth of the infection. 
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