Introduction {#Sec1}
============
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                \begin{document}$$ y_{t}= \mathbf{x}_{t}^{\top} \boldsymbol { \beta} +e_{t}, \quad t=1,\ldots,n, $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$\{\mathbf{x}_{t}=(x_{t1},x_{t2},\ldots ,x_{tp})^{\top}\}$\end{document}$ are real-valued responses and real-valued random vectors, respectively. The superscript ⊤ represents the transpose throughout this paper, $\documentclass[12pt]{minimal}
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                \begin{document}$\boldsymbol {\beta}=(\beta_{1},\ldots,\beta _{p})^{\top}$\end{document}$ is a *p*-vector of the unknown parameter, and $\documentclass[12pt]{minimal}
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                \begin{document}$\{e_{t}\}$\end{document}$ are random errors.

It is well known that linear regression models have received much attentions for their immense applications in various areas such as engineering technology, economics and social sciences. Unfortunately, there exists the problem that the classical maximum likelihood estimator for these models is sufficiently sensitive to outliers. To overcome this defect, Huber proposed the M-estimate which possesses the robustness (see Huber \[[@CR1]\]) by minimizing $$\documentclass[12pt]{minimal}
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                \begin{document}$$ \sum_{t=1}^{n}\rho \bigl(y_{t}- \mathbf{x}_{t}^{\top} \boldsymbol {\beta} \bigr), $$\end{document}$$ where *ρ* is a convex function. It is obvious that many important estimates can be addressed easily. For instance, the least square (LS) estimate with $\documentclass[12pt]{minimal}
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                \begin{document}$\rho(x)={x^{2}}/{2}$\end{document}$, the least absolute deviation (LAD) estimate with $\documentclass[12pt]{minimal}
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                \begin{document}$I(A)$\end{document}$is the indicator function of *A*.
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                \begin{document}$\hat{\beta}_{n}$\end{document}$ be a minimizer of ([2](#Equ2){ref-type=""}) and consequently $\documentclass[12pt]{minimal}
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                \begin{document}$\hat {\beta }_{n}$\end{document}$ is a M-estimate of *β*. Some excellent results as regards the asymptotic properties of $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{\beta}_{n}$\end{document}$ with various forms of *ρ* have been reported in \[[@CR2]--[@CR5]\]. Most of the results rely on the independence errors. As Huber claimed in \[[@CR1]\], the independence assumption on the errors is a serious restriction. It is practically essential and imperative to explore the case of dependent errors, which is a theoretically challenging. Under the dependence assumption of the errors, Berlinet *et al.* \[[@CR6]\] proved the consistency of M-estimates for linear models with strong mixing errors. Cui *et al.* \[[@CR7]\] obtained the asymptotic distributions of M-estimates for linear models with spatially correlated errors. Wu \[[@CR8]\] investigated the weak and strong Bahadur representations of the M-estimates for linear models with stationary causal errors. Wu \[[@CR9]\] established the strong consistency of M-estimates for linear models with negatively dependent (NA) random errors.

In the following we will introduce a wide random sequence, NSD random sequence, whose definition based on the superadditive functions.

Definition 1 {#FPar1}
------------

Hu \[[@CR10]\]
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                \begin{document}$$\phi( \mathbf{x}\vee\mathbf{y})+\phi( \mathbf {x}\wedge\mathbf{y})\geq\phi( \mathbf{x})+\phi( \mathbf{y}), $$\end{document}$$ for all $\documentclass[12pt]{minimal}
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                \begin{document}$\mathbf{x}, \mathbf{y}\in\mathbb{R}^{n}$\end{document}$, where '∨' is for a componentwise maximum and '∧' is for a componentwise minimum.

Definition 2 {#FPar2}
------------

Hu \[[@CR10]\]
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                \begin{document}$(X_{1},X_{2},\ldots,X_{n})$\end{document}$ is said to be NSD if $$\documentclass[12pt]{minimal}
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                \begin{document}$$ E\phi(X_{1},X_{2},\ldots,X_{n})\leq E\phi\bigl(X_{1}^{*},X_{2}^{*}, \ldots,X_{n}^{*}\bigr), $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{t}^{*}, t=1,\ldots,n\}$\end{document}$ are independent random variables such that have same marginal distribution with $\documentclass[12pt]{minimal}
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                \begin{document}$\{X_{t},t=1,\ldots,n\}$\end{document}$ for each *t*, and *ϕ* is a superadditive function such that the expectations in ([3](#Equ3){ref-type=""}) exist.

Definition 3 {#FPar3}
------------

Wang *et al.* \[[@CR11]\]
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                \begin{document}$(X_{1},\ldots,X_{n})$\end{document}$ is called NSD if for all $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$n\geq1$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(X_{1},\ldots,X_{n})$\end{document}$ is NSD.

The concept of NSD random variables, which generalizes the concept of NA, was proposed by Hu \[[@CR1]\]. In such paper, author provided several essential properties and valuable theorems for NSD. It is realized that many multivariate distributions possess the NSD property exhibited in practical examples. Compared with NA, NSD contains more widely sequence \[[@CR12]\], *i.e.*, NA means NSD, but not vise verse. Consequently, NSD has received an increasing attention for its enormous research value in comparison with NA both in copula theory and applications \[[@CR13]--[@CR19]\]. Specifically, a Kolmogorov and a Rosenthal inequality of NSD random variables are introduced in \[[@CR16]\] and \[[@CR17]\], respectively. Furthermore, Wang *et al.* \[[@CR11]\] obtained the complete convergence for weighted sums of NSD random variables and investigated the complete consistency of LS estimates in the EV models. Wang *et al.* \[[@CR19]\] established the strong consistency of M-estimates for linear models with NSD errors via improving the moment condition.

The purpose of this paper is to investigate the M-test problem of the regression parameters in the model ([1](#Equ1){ref-type=""}) with NSD random errors, we consider a test for the following hypothesis: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ H_{0}: \mathbf{H}^{\top}(\boldsymbol {\beta} - \mathbf{b}) = \mathbf{0} \quad \text{versus} \quad H_{1}: \mathbf{H}^{\top }(\boldsymbol {\beta} - \mathbf{b}) \neq\mathbf{0}, $$\end{document}$$ where **H** is a known $\documentclass[12pt]{minimal}
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                \begin{document}$(0< q\leq p)$\end{document}$, **b** is a known *p*-vector.

A sequence of the local alternatives is considered as follows: $$\documentclass[12pt]{minimal}
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                \begin{document}$$ H_{2,n}: \mathbf{H}^{\top}(\boldsymbol {\beta} - \mathbf {b}) = \mathbf{H}^{\top}\boldsymbol {\omega}_{n}, $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document}$$ \bigl\Vert \mathbf{S}_{n}^{1/2}\boldsymbol { \omega}_{n} \bigr\Vert =O(1), $$\end{document}$$ where $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned}& \min_{\mathbf{H}^{\top}(\boldsymbol {\beta} - \mathbf {b})=\mathbf{0}}\sum_{t=1}^{n} \rho\bigl(y_{t}-\mathbf{x}_{t}^{\top}\boldsymbol {\beta} \bigr)=\sum_{t=1}^{n} \rho \bigl(y_{t}-\mathbf{x}_{t}^{\top}\tilde{\boldsymbol { \beta}}\bigr), \\& \min_{\boldsymbol {\beta} \in\mathbb{R}^{p}}\sum_{t=1}^{n} \rho\bigl(y_{t}-\mathbf{x}_{t}^{\top}{\boldsymbol {\beta}} \bigr)=\sum_{t=1}^{n} \rho \bigl(y_{t}-\mathbf{x}_{t}^{\top}\hat{\boldsymbol {\beta}} \bigr), \\& {M_{n}}=\sum_{t=1}^{n} \rho \bigl(y_{t}-\mathbf{x}_{t}^{\top}\tilde{\boldsymbol {\beta }}\bigr)-\sum_{t=1}^{n} \rho \bigl(y_{t}-\mathbf{x}_{t}^{\top}\hat{\boldsymbol {\beta}} \bigr). \end{aligned}$$ \end{document}$$ Actually, $\documentclass[12pt]{minimal}
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                \begin{document}$\hat{\boldsymbol {\beta}}$\end{document}$ are the M-estimates in the restricted and unrestricted model ([1](#Equ1){ref-type=""}), respectively. To test the hypothesis ([4](#Equ4){ref-type=""}), we adopt M-criterion which regards $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$M_{n}$\end{document}$ as the criterion to measure the level of departure from the null hypothesis. Several classical conclusions have been presented in \[[@CR20]--[@CR22]\] when the errors are assumed to be independence, we will generalize the case to NSD random errors. Throughout this paper, let *C* be a positive constant. Put $\documentclass[12pt]{minimal}
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The rest of the paper is organized as follows. In Section [2](#Sec2){ref-type="sec"}, the asymptotic distribution of $\documentclass[12pt]{minimal}
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Main results {#Sec2}
============
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Remark 1 {#FPar4}
--------

(A1)-(A4) are often applied in the asymptotic theory of M-estimate in regression models (see \[[@CR20]--[@CR30]\]). (A5) is reasonable because it is equivalent to the bound of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\max_{1\leq t \leq n}|\mathbf{x}_{t}\mathbf{x}_{t}^{T}|$\end{document}$, and here is a particular case of the condition $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$d_{n}=O(n^{-\delta})$\end{document}$ for some $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$0<\delta\leq1$\end{document}$, which was used in Wang *et al.* \[[@CR19]\]. Those functions were mentioned in ([2](#Equ2){ref-type=""}) whose 'derivative' function *ψ* correspond to least square (LS) estimate with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\psi(x)=x$\end{document}$, least absolute deviation (LAD) estimate with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\psi(x)=\operatorname{sign}(x)$\end{document}$ and Huber estimate with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\psi(x)=-kI(x<-k)+xI(|x|\leq k)+kI(x>k)$\end{document}$ are satisfied with the above conditions.

Theorem 1 {#FPar5}
---------

*In the model* ([1](#Equ1){ref-type=""}), *assume that* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{e_{t},1\leq t \leq n\}$\end{document}$, *which is a sequence of identically distributed NSD random variables*, *is an uniformly integral family on L*2-*norm*, *and* (A1)-(A5) *hold*. *Then* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$2\lambda\sigma^{-2} M_{n}$\end{document}$ *has an asymptotic non*-*central chi*-*squared distribution with* *p*-*degrees of freedom and a non*-*central parameter* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$v(n)$\end{document}$, *namely*, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2\lambda\sigma^{-2} M_{n} \xrightarrow{\mathfrak{D}} \chi_{p,v(n)}^{2}, $$\end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$v(n)=\lambda^{2}\sigma^{-2}\|{\boldsymbol {\omega}}(n)\|^{2}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\omega}(n)=\mathbf{H}_{n}^{\top}\mathbf {S}_{n}^{1/2}\boldsymbol {\omega}_{n}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf{H}_{n}=\mathbf {S}_{n}^{-1/2}\mathbf{H}(\mathbf{H}^{\top}\mathbf {S}_{n}^{-1}\mathbf{H})^{-1/2}$\end{document}$. *In particular*, *when the local alternatives* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\|\mathbf {S}_{n}^{1/2}\boldsymbol {\omega}_{n}\|\rightarrow0$\end{document}$, *which means that the true parameters deviate from the null hypothesis slightly*, *then* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$2\lambda\sigma^{-2} M_{n}$\end{document}$ *has an asymptotic central chi*-*squared distribution with* *p* *degrees of freedom* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2\lambda\sigma^{-2} M_{n} \xrightarrow{\mathfrak{D}} \chi_{p}^{2}. $$\end{document}$$ *For a given significance level* *α*, *we can determine the rejection region as follows*: $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ W=\bigl(0,\chi_{p}^{2}({1-\alpha/2})\bigr) \cup\bigl(\chi_{p}^{2}(\alpha /2),+\infty\bigr), $$\end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\chi_{p}^{2}(1-\alpha/2)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\chi_{p}^{2}(\alpha/2)$\end{document}$ *are the* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(1-\alpha/2)$\end{document}$-*quantile and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\alpha/2$\end{document}$-*quantile of central chi*-*squared distribution with* *p* *degrees of freedom*, *respectively*.

Theorem 2 {#FPar6}
---------

*Denote* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \hat{\sigma}_{n}^{2}=n^{-1}\sum _{t=1}^{n} \psi^{2}\bigl(y_{t}- \mathbf{x}_{t}^{\top}\hat{\boldsymbol {\beta}_{n}}\bigr), \\& \hat{\lambda}_{n}=(2nh)^{-1}\sum _{t=1}^{n} {\psi\bigl(y_{t}- \mathbf{x}_{t}^{\top}\hat{\boldsymbol {\beta }}_{n}+h \bigr)}-{\psi\bigl(y_{t}- \mathbf{x}_{t}^{\top}\hat{ \boldsymbol {\beta}}_{n}-h\bigr)}, \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$h=h_{n}>0$\end{document}$, *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$h_{n}$\end{document}$ *is a sequence chosen to satisfy* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ h_{n}/d_{n}^{1/2}\rightarrow\infty, \qquad h_{n}\rightarrow0,\qquad \lim_{n\rightarrow\infty}nh_{n}^{2}>0. $$\end{document}$$ *Under the conditions of Theorem * [1](#FPar5){ref-type="sec"}, *we have* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \hat{\sigma}_{n}^{2} \xrightarrow{\mathbb{P}} \sigma^{2}, \end{aligned}$$ \end{document}$$ $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& \hat{\lambda}_{n}^{2} \xrightarrow{ \mathbb{P}}\lambda. \end{aligned}$$ \end{document}$$ *Under the assumption* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\|\mathbf{S}_{n}^{1/2}\boldsymbol {\omega }_{n}\|\rightarrow0$\end{document}$, *replacing* *λ*, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sigma^{2}$\end{document}$ *by their consistent estimates* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\lambda}_{n}$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\sigma }_{n}^{2}$\end{document}$, *then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$2\hat{\lambda}_{n} \hat{\sigma}_{n}^{-2} M_{n} \xrightarrow{\mathfrak{D}}\chi_{p}^{2}. $$\end{document}$$

Proof of theorems {#Sec3}
=================

It is convenient to consider the rescaled model $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ y_{nt}=\mathbf{x}_{nt}^{\top}\boldsymbol { \beta }(n)+e_{t},\quad t=1,2,\ldots,n, $$\end{document}$$ where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf{x}_{nt}=\mathbf{S}_{n}^{-1/2}\mathbf{x}_{t}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\beta}(n)=\mathbf{S}_{n}^{1/2}(\boldsymbol {\beta} -\mathbf{b})$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$y_{nt}=y_{t}-\mathbf{x}_{t}^{\top }\mathbf {b}$\end{document}$. It is easily to check that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sum_{t=1}^{n} \bigl\Vert \mathbf{x}_{nt}\mathbf{x}_{nt}^{\top } \bigr\Vert =p. $$\end{document}$$ Assume that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$q< p$\end{document}$, there exists a $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$p\times(p-q)$\end{document}$ matrix **K** with the rank $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(p-q)$\end{document}$ such that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf{H}^{\top }\mathbf {K}=\mathbf{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf{K}^{\top}\boldsymbol {\omega }_{n}=\mathbf{0}$\end{document}$, then, for some $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\gamma}\in \mathbb {R}^{p-q}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${H}_{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${H}_{2,n}$\end{document}$ can be written as $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ {H}_{0}: \boldsymbol {\beta}-\mathbf{b}=\mathbf {K}\boldsymbol { \gamma}, \qquad {H}_{2,n}:\boldsymbol {\beta}-\mathbf {b}=\mathbf {K}\boldsymbol { \gamma}+\boldsymbol {\omega}_{n}. $$\end{document}$$ Denote $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf{H}_{n}=\mathbf {S}_{n}^{-1/2}\mathbf{H}(\mathbf{H}^{\top}\mathbf {S}_{n}^{-1}\mathbf{H})^{-1/2}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathbf {K}_{n}=\mathbf {S}_{n}^{1/2}\mathbf{K}(\mathbf{K}^{\top}\mathbf {S}_{n}\mathbf{K})^{-1/2}$\end{document}$, then $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \mathbf{H}_{n}^{\top}\mathbf{H}_{n}= \mathbf {I}_{q}, \qquad\mathbf{K}_{n}^{\top}\mathbf {K}_{n}=\mathbf{I}_{p-q},\qquad \mathbf{H}_{n}^{\top} \mathbf{K}_{n}=\mathbf {0},\qquad \mathbf {H}_{n} \mathbf{H}_{n}^{\top}+\mathbf{K}_{n}\mathbf {K}_{n}^{\top}= \mathbf{I}_{p}. $$\end{document}$$ Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\gamma}_{0}(n)=(\mathbf {K}^{\top }\mathbf{S}_{n}\mathbf{K})^{1/2}\boldsymbol {\gamma}$\end{document}$. Under the null hypothesis, model ([11](#Equ11){ref-type=""}) can be rewritten as $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$y_{nt}=\mathbf{x}_{nt}^{\top}\mathbf{K}_{n} \boldsymbol {\gamma }_{0}(n)+e_{t},\quad t=1,2,\ldots,n. $$\end{document}$$ Set $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\omega}(n)=\mathbf{H}_{n}^{\top}\mathbf {S}_{n}^{1/2}\boldsymbol {\omega}_{n}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\gamma}(n)=\boldsymbol {\gamma}_{0}(n)+\mathbf {K}_{n}^{\top}\mathbf{S}_{n}^{1/2}\boldsymbol {\omega}_{n}$\end{document}$, under the local alternatives ([13](#Equ13){ref-type=""}), $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \boldsymbol {\beta}(n)=\mathbf {K}_{n}\boldsymbol {\gamma}(n)+ \mathbf{H}_{n}\boldsymbol {\omega}(n). $$\end{document}$$ Define $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol {\beta}}(n)=\mathbf{S}_{n}^{1/2} (\hat{\boldsymbol {\beta}}-\mathbf{b})$\end{document}$, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol {\gamma }}(n)$\end{document}$ satisfies $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\min_{\varsigma\in\mathbb{R}^{p-q}}\sum_{t=1}^{n} \rho\bigl(y_{nt}-\mathbf{x}_{nt}^{\top} \mathbf{K}_{n}\boldsymbol {\zeta}\bigr)=\sum_{t=1}^{n} \rho\bigl(y_{nt}-\mathbf{x}_{nt}^{\top} \mathbf{K}_{n}\hat {\boldsymbol {\gamma}}(n)\bigr). $$\end{document}$$ Obviously, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol {\beta}}(n)$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol {\gamma }}(n)$\end{document}$ are the M-estimates of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\beta}(n)$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol {\gamma}(n)$\end{document}$, respectively. Thus $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\tilde{\boldsymbol {\beta}}=\mathbf{b}+\mathbf {S}_{n}^{-1/2} \mathbf{K}_{n}\hat{\boldsymbol {\gamma}}(n). $$\end{document}$$

Next, we will state some lemmas that are needed in order to prove the main results of this paper.

Lemma 1 {#FPar7}
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-------

*Suppose that* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{X_{n},n\geq1\}$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{a_{nj},1\leq j\leq n\}$\end{document}$ *satisfy the assumptions of Lemma * [4](#FPar10){ref-type="sec"}. *Further assume that* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{X_{n},n\geq1\}$\end{document}$ *is an uniformly integral family on* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$L_{2}$\end{document}$-*norm*, *then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sigma_{n}^{-1}\sum_{j=1}^{n}a_{nj}X_{j} \xrightarrow{\mathfrak{D}} \mathrm{N}(0,1), $$\end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sigma_{n}^{2}=\operatorname{var} (\sum_{j=1}^{n}a_{nj}X_{j} )$\end{document}$.

Proof {#FPar14}
-----

Without loss of generality, we suppose that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$a_{nj}=0$\end{document}$ for all $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$j>n$\end{document}$. By ([18](#Equ18){ref-type=""}), we have $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{Cov}(X,Y)\leq 0$\end{document}$ because of the negativity of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$H(x,y)$\end{document}$. Then, for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$1\leq m\leq n-1$\end{document}$, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \sum_{l,j=1,|l-j|\geq m}^{n} \bigl\vert a_{nl}a_{aj}\operatorname{Cov}(X_{l},X_{j}) \bigr\vert \leq& \sum_{j=1}^{n-u}\sum _{l=j+u}^{n}\bigl(a_{nj}^{2}+a_{nl}^{2} \bigr) \bigl\vert \operatorname{Cov}(X_{l},X_{j}) \bigr\vert \\ \leq & \sum_{j=1}^{n-m}a_{nj}^{2} \sum_{l=j+ m}^{n} \bigl\vert \operatorname{Cov}(X_{l},X_{j}) \bigr\vert +\sum _{l=j+ m}^{n}a_{nj}^{2}\sum _{j=1}^{l-m} \bigl\vert \operatorname{Cov}(X_{l},X_{j}) \bigr\vert \\ \leq & \sum_{j=1}^{n}a_{nj}^{2} \sum_{|l-j|\geq m}^{n} \bigl\vert \operatorname{Cov}(X_{l},X_{j}) \bigr\vert \\ \leq & \sup_{j} \Biggl\vert \sum _{l=1,|l-j|\geq m}^{n} \operatorname{Cov}(X_{l}, X_{j}) \Biggr\vert \Biggl(\sum_{l=1}^{n}a_{nl}^{2} \Biggr). \end{aligned}$$ \end{document}$$ Taking $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\psi(x)=x$\end{document}$ in assumption (A4), we get, for all $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$l\geq1$\end{document}$ and sufficiently large *j*, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\sum_{j:|l-j|\geq m}^{\infty} \bigl\vert \operatorname{Cov}(X_{l},X_{j}) \bigr\vert \rightarrow0. $$\end{document}$$ Therefore, for a fixed small *ε*, there exists a positive integer $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$m=m_{\varepsilon}$\end{document}$ such that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \sum_{l,j=1, |l-j|\geq m} \bigl\vert a_{nl}a_{nj}\operatorname{Cov}(X_{l},X_{j}) \bigr\vert \leq \varepsilon. $$\end{document}$$ Denote $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$N_{0}=[1/\varepsilon]$\end{document}$, where $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$[x]$\end{document}$ denotes the integer part of *x*, and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Y_{nj}=\sum_{k=mj+1}^{m(j+1)}a_{nk}X_{k}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$j=0,1,2,\ldots,n$\end{document}$, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\Upsilon_{j}=\Biggl\{ j:2 N_{0}l \leq j \leq2N_{0}l+N_{0}, \bigl\vert \operatorname{Cov}(Y_{nj},Y_{nj+1}) \bigr\vert \leq \frac{2}{N_{0}}\sum_{j=2N_{0}l}^{2N_{0}l+N_{0}} \operatorname{Var}(Y_{nl})\Biggr\} . $$\end{document}$$ We define $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$s_{0}=0$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$s_{j+1}=\min\{s:s>s_{j}, s\in\Upsilon_{j}\}$\end{document}$, and put $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned}& Z_{nj}=\sum_{l=s_{j}+1}^{s_{j+1}} Y_{nl}, \quad j=0,1,2,\ldots,n, \\& \Lambda_{j}= \bigl\{ m(s_{j}+1)+1,\ldots, m(s_{j+1}+1) \bigr\} . \end{aligned}$$ \end{document}$$ Note that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$Z_{nj}=\sum_{l\in\Lambda_{j}}a_{nl}X_{l}, \quad j=0,1,2,\ldots,n, $$\end{document}$$ it is easy to see that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\# \Lambda_{j}\leq3 N_{0} m$\end{document}$, where \# stands for the cardinality of a set. Next, we will proof that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{Z_{nj},1\leq j \leq n\}$\end{document}$ satisfies the Lindeberg condition.

Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$B_{n}^{2}=\sum_{j=1}^{n}E Z_{nj}^{2}$\end{document}$, by Lemma [2](#FPar8){ref-type="sec"}, it yields $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} B_{n}^{2} =& \sum_{j=1}^{n}E \biggl(\sum_{l\in\Lambda _{j}}a_{nl}X_{l} \biggr)^{2} \\ \leq & \sum_{j=1}^{n}a_{nl}^{2}E \biggl(\sum_{l\in \Lambda _{j}}X_{l} \biggr)^{2} \\ \leq & \sum_{j=1}^{n}\sum _{l\in\Lambda _{j}}a_{nl}^{2}E(X_{l})^{2} \\ \leq & \sum_{j=1}^{n}E(a_{nl}X_{j})^{2}= \sigma_{n}^{2}< \infty. \end{aligned}$$ \end{document}$$ Clearly, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{Z_{nj}^{2}\}$\end{document}$ is uniform integrable since $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{ X_{j}^{2}, j\geq1 \}$\end{document}$ is uniform integrable. Hence, for any positive *ε*, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{Z_{nj},1\leq j \leq n\}$\end{document}$ is verified to satisfy the Lindeberg condition by $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \frac{1}{B_{n}^{2}}\sum_{j=1}^{n}E Z_{nj}^{2}I \bigl\{ \vert Z_{nj} \vert \geq & \varepsilon B_{n} \bigr\} \leq\sum_{j=1}^{n} \biggl(\sum_{l\in \Lambda_{j}}a_{nl}^{2} \biggr)\max_{l\in\Lambda_{j}} E X_{l}^{2} I \biggl\{ \sum_{l\in\Lambda_{j}} \vert X_{l} \vert \geq \varepsilon/ \max_{l\in\Lambda_{j}}|a_{nl}| \biggr\} \\ \leq & \Biggl(\sum_{j=1}^{n}a_{nl}^{2} \Biggr)\max_{1\leq j \leq n} E X_{l}^{2} I \biggl\{ \sum_{l\in \Lambda_{j}}X_{l}^{2}\geq \varepsilon^{2} / \Bigl(\max_{l\in\Lambda_{l}} \vert a_{nl} \vert \Bigr)^{2} \biggr\} \\ \leq & \Biggl(\sum_{j=1}^{n}a_{nl}^{2} \Biggr)\max_{1\leq j \leq n} E \sum_{l\in\Lambda_{j}}X_{l}^{2} I \biggl\{ \sum_{l\in\Lambda_{j}}X_{l}^{2} \geq\varepsilon^{2} / \Bigl(\max_{l\in\Lambda_{j}} \vert a_{nl} \vert \Bigr)^{2} \biggr\} . \end{aligned}$$ \end{document}$$

Now taking an independence random sequence $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{Z_{nj}^{*},j=1,2,\ldots ,n\}$\end{document}$ such that have same marginal distribution with $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$Z_{nj}$\end{document}$ for each *j*. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$F(Z_{n1},Z_{n2},\ldots ,Z_{nn})$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$G(Z_{n1}^{*},Z_{n2}^{*},\ldots,Z_{nn}^{*})$\end{document}$ be the eigenfunctions of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sum_{j=1}^{n}Z_{nj}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\sum_{j=1}^{n}Z_{nj}^{*}$\end{document}$, respectively. Choosing $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$r=\max\{r_{l},r_{j}\}$\end{document}$, we have by Lemma [4](#FPar10){ref-type="sec"} and ([21](#Equ21){ref-type=""}) $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \vert F-G \vert = & \Biggl\vert E\exp \Biggl(i \sum _{j=1}^{n} r_{j} Z_{nj} \Biggr)- E\exp \Biggl(i \sum_{j=1}^{n} r_{j} Z_{nj}^{*} \Biggr) \Biggr\vert \\ =& \Biggl\vert E\exp \Biggl(i \sum_{j=1}^{n} r_{j} Z_{nj} \Biggr)- \prod_{j=1}^{n}E \exp(ir_{j}Z_{nj}) \Biggr\vert \\ \leq & \frac{1}{2}\sum_{j\neq l, j,l=1}^{n} \bigl\vert r_{j} r_{l} \operatorname{Cov}(Z_{nj},Z_{nl}) \bigr\vert \\ \leq & r^{2} \Biggl(\sum_{1\leq l < j\leq n, |l-j|=1}^{n} \bigl\vert \operatorname{Cov}(Z_{nj},Z_{nl}) \bigr\vert + \sum_{1\leq l < j\leq n, |l-j|>1}^{n} \bigl\vert \operatorname{Cov}(Z_{nj},Z_{nl}) \bigr\vert \Biggr) \\ \leq & r^{2} \Biggl(\sum_{j=1}^{n} \bigl\vert \operatorname{Cov}(Y_{ns_{l}},Y_{ns_{l+1}}) \bigr\vert +\sum_{1\leq l < j\leq n, |l-j|>m}^{n} \vert a_{nl}a_{nj} \vert \bigl\vert \operatorname{Cov}(X_{nj},X_{nl}) \bigr\vert \Biggr) \\ \leq & r^{2} \Biggl(\frac{C}{N_{0}}\sum _{j=1}^{n}\operatorname{Var}(Y_{nj})+ \varepsilon \Biggr) \leq\varepsilon\bigl(r^{2}+C \sigma_{n}^{2} \bigr). \end{aligned}$$ \end{document}$$ By Levy's theorem, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${Z_{nj}^{*}}$\end{document}$ obtains the asymptotic normality, applying Lemma [5](#FPar12){ref-type="sec"}, then the identically distribution property of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\{ X_{j}\}$\end{document}$ implies that $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$B_{n}^{-1}\sum_{j=1}^{n}Z_{nj}= \sigma_{n}^{-1}\sum_{j=1}^{n}a_{nj}X_{j} \xrightarrow{\mathfrak{D}} \mathrm{N}(0,1), $$\end{document}$$ which completes the proof of Lemma [6](#FPar13){ref-type="sec"}. □

Lemma 7 {#FPar15}
-------
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Lemma 8 {#FPar17}
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Proof {#FPar18}
-----
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Lemma 9 {#FPar19}
-------
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Proof {#FPar20}
-----
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Proof of Theorem [1](#FPar5){ref-type="sec"} {#FPar21}
--------------------------------------------
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Proof of Theorem [2](#FPar6){ref-type="sec"} {#FPar22}
--------------------------------------------
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Simulation {#Sec4}
==========

We evaluate the parameter estimates and the M-test for the powers by Monte Carlo techniques. Under the null hypothesis, the estimators of regression coefficients and redundancy parameters are derived by some M-methods such as LS method, LAD method and Huber method. Under the local alternative hypothesis, the powers of the M-test is obtained with the rejection region given by Theorem [1](#FPar5){ref-type="sec"}. In this section, the case of the NSD sequence is raised as follows: $$\documentclass[12pt]{minimal}
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The linear model with NSD errors is given by $\documentclass[12pt]{minimal}
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Firstly, we generate a NSD sequence by the Gibbs sampling technique. Figure [1](#Fig1){ref-type="fig"} shows the fitted distribution (full line) of NSD is close to the normal distribution, relatively speaking, the NSD distribution tends to behave a truncated distribution feature. Figure 1**Histograms and fitted distributions of M-estimates residuals with different explanatory variables and M-methods (sample size is** $\documentclass[12pt]{minimal}
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Finally, we study the empirical significant levels and the powers of M-test. Under the local hypothesis, $\documentclass[12pt]{minimal}
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Conclusions {#Sec5}
===========

The results presented here generalize conclusions in \[[@CR20]--[@CR22]\]. In the simulations it turns out that the M-tests for the linear model with NSD errors are insensitive to different choices of M-methods and explanatory variables, therefore it shows robustness, which illustrates that the M-test is effective.
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