ABSTRACT The conventional linear address map can degrade memory utilization and system performance when an access pattern is not linear. To improve memory system performance, the adaptive bank-interleaved linear address map for a DRAM technology is proposed. In our approach, the addresses are efficiently rearranged using the bank-flipping technique for a given application and a memory configuration. The system can configure the address map based on the bank interleaving metric in the systematic way when an application is invoked. Considering image processing applications, the algorithm, the analysis, the design, and the evaluation of the proposed address map are presented. The experimental results show that the presented method can effectively improve the performance with a moderate hardware cost.
I. INTRODUCTION
A modern system on a chip (SoC) increasingly embeds high bandwidth image processing components together with high resolution displays and cameras. Typically, a dynamic random access memory (DRAM) is attached to the SoC as a main memory due to its high density and low cost. As a display resolution increases, the memory bandwidth of multimedia traffic accordingly increases. However, the capacity of a DRAM is still limited and usually is the bottleneck of system performance. From the architecture perspective, the low utilization (or the bottleneck) is related to bank access patterns in a DRAM. A DRAM typically accommodates multiple banks. A bank is organized with two dimensional array of rows and columns. When a different row in the same bank is accessed, the previously accessed row must be precharged and a new row must be activated. This operation (called a bank conflict) requires significant cycles. Frequent bank conflicts degrade memory utilization and system performance. Therefore, it is important to minimize bank conflicts [1] - [3] .
In an image processing application, a pixel is associated with an address. A master generates memory transactions using an address map and accesses memory locations using a memory map. Typically, memory addresses of image pixels
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are organized in the row-wise linear and sequential manner. If the memory access pattern of an application is linear, high utilization can be maintained in a DRAM. This is because bank conflicts are minimized. Accordingly, the linear address map performs well for sequential address patterns such as a raster-scan display operation. In some cases, however, an access pattern is not linear. As an example, when an image is accessed in the vertical direction, adjacent transactions can incur bank conflicts and degrade memory utilization. The conventional method to alleviate this problem is to design a memory map in a slave for particular traffic patterns [2] - [4] . Nevertheless, traffic patterns vary with different use cases, applications, or masters. A memory map for particular access patterns may not be suitable for the other patterns.
A bank interleaving technique is one of the widely used methods to improve memory utilization [1] - [3] . Using this technique, adjacent transactions access multiple banks in the statistically interleaved manner. Subsequently, activating and precharging latencies can be possibly hidden. In some cases, the conventional address map provides desirably interleaved patterns. However, in the other cases, the conventional address map incurs undesirably interleaved patterns. Depending on an application and a memory configuration, bank access patterns are not always interleaved as desired. It is expected that overall performance can be improved by customizing an addressing scheme for those undesirable cases. Based on these motivations, an adaptive approach is proposed. To do this, a configurable address map is devised to enhance bank interleaving. Combining the advantages of the legacy linear address map and the customized address map, the proposed approach can effectively improve memory system performance. The main contributions of this paper are:
1) It is proposed that the linear address map is adaptively rearranged using the bank-flipping technique in the grouped-superpage level. The generalized criteria to apply the proposed method is derived.
2) The method to apply our address map to various memory maps is presented.
3) The performance of the proposed address map is evaluated. 4) A hardware design is presented and the overheads are evaluated. The paper is organized as follows. In Section II, related work is described. In Section III, the conventional designs are presented. In Section IV, the proposed design is presented. In Section V, the experimental results are described. Finally, conclusions are drawn in Section VI.
II. RELATED WORK 1) BANK-INTERLEAVED ADDRESS MAP
In [1] , an address map that is rearranged to enhance bank interleaving is presented. This paper is similar to [1] in that the bank-flipping technique is utilized to rearrange the address map. Additionally, the metric analysis similar to [1] is conducted in this paper. This paper differs from [1] in the following ways. First, the adaptive linear address map is presented in this paper, whereas a tiled map is claimed in [1] . Second, the system in this paper operates in the groupedsuperpage level, whereas the system in [1] operates in the superpage level. As a result, our method can outperform [1] . Third, our design can be utilized for arbitrary image sizes without an additional memory space compared to the conventional design. In [1] , an additional amount of memory space can be required. Fourth, the design method to adapt an address map to various memory maps is presented, whereas only the fixed row-bank-column (RBC) map is considered in [1] . Fifth, the hardware design, the overhead evaluation, and the performance evaluation are described.
2) MEMORY MAPPING IN A SLAVE
A number of works to reduce bank conflicts are reported. In [2] , a memory map using the permutation-based page interleaving is proposed. In [3] , a memory map for the minimal open page is proposed. In [2] and [3] , bank indices are generated using the well-known XOR permutation with the row bit patterns. In [4] , multiple classes of memory components in a system are described. Different types of configurable memory maps are presented in [4] . These permutationbased and configurable approaches are typically used in practice. Moreover, these approaches require an insignificant hardware cost. Table 1 summarizes the reference schemes. In Table 1 , a row, a bank, a column are denoted by R, B, C, respectively.
In [5] , the bit-reversal address mapping scheme is presented. The order of the high address bits is reversed in [5] . In [6] , the memory technology is presented to enable both row-wise and column-wise activations such that the memory device is adapted to an access pattern. In [7] , an applicationspecific memory controller is presented. The DRAM access patterns of an application are analyzed using a combinatorial optimization. Then a customized memory map is generated based on the analysis. In [8] , the DRAM subsystem design space exploration framework is presented. The framework in [8] generates a customized memory map. To do this, the DRAM access trace of an application is analyzed to detect hot-spot row bits. Then XOR permutations (similar to [2] ) are conducted. In our approach, the trace analyses in [7] and [8] are not required.
In [9] , the run-time rearrangement of a memory map is presented. The memory controller contains the on-line prediction hardware that detects workload-specific address mapping using a counter. When an address mapping is changed, the existing data are migrated to new locations in a DRAM. In our work, such a data migration and its overhead are not required. These methods [2] - [9] are implemented in a memory controller or a DRAM device in the slave side. An issue is that it is difficult for a single slave to meet various requirements of different masters and exploit their access patterns. Contrast to [2] - [9] , our adaptive address map in a master exploits its own pattern for a given slave configuration. Our approach does not require the hardware modification of a memory controller.
3) SOFTWARE APPROACH
In [10] , The memory allocator of an operating system (OS) for bank privatization is presented. In [10] , expecting a thread has a high spatial locality, physical frames mapped to the same DRAM bank can be exclusively allocated to a single VOLUME 7, 2019 thread. In [11] , the per-core bank privatization is presented. The memory allocator can map an OS page into a specific memory bank. In [10] and [11] , bank conflicts between processes can be reduced because a process can exclusively access a bank. However, when multiple applications concurrently run, it can be difficult for a single process to privatize a bank because the number of banks is limited. In our work, using the legacy OS allocator, a hardware rearranges an address layout when an application is invoked and bank conflicts are expected.
4) APPLICATION-SPECIFIC DESIGN
In [12] , to exploit regular multimedia data access patterns, the system accommodates the prediction logic that monitors an access pattern. Then the memory controller conducts a prefetch using the monitored information. An issue is that, when multiple applications concurrently run, it is difficult to analyze multiple type of patterns. Additionally, a hardware can be complex to support the run-time prediction. In [13] , the processor architecture that accommodates a customized instruction for multimedia applications is presented. In this architecture, multiple pixel data are computed in parallel using the instruction. In our work, the customized address map for bank-level parallelism in a DRAM is presented. In [14] , conflict-free addressing schemes for the memorybased FFT processor is presented. In [14] , data are distributed to different memory banks and the data can be concurrently accessed. Our work differs from [14] in that an addressing scheme to exploit the characteristics of DRAM banks is presented.
5) ADDRESS LAYOUT IN A MASTER
In the master side, a number of address maps for efficient memory accesses are reported. In [15] - [17] , a tiled address layout is presented. In [15] , the image tile sizing algorithm using the constraint programming is presented. In [16] , the 4D tile format is presented. In [17] , the 4-level Z-order tile format for 2D data processing is presented. These formats can be suitable for a particular access pattern or a system configuration. An issue is that it is difficult to exploit the characteristics of different access patterns because the tile formats are fixed. In our work, the configurable address layout is presented.
In [18] , to reduce bank conflicts, the data-to-DRAM bank mapping algorithm is presented. To do this, a graph traversal analysis is required. In [19] , the hashed addressing for the banked scratchpad in a GPU using the configurable bit-vector is presented. To configure hash functions, a heuristic (exhaustive) search is conducted. Similar to our work, an address layout is reorganized for an application. Our work differs from [18] and [19] in that the address map is selected using a metric criteria in the deterministic way. In our work, the metric criteria is represented by relatively simple formulations. Our approach does not require the off-line analysis.
III. CONVENTIONAL DESIGN
In this section, the conventional address map and the memory map are described as a background. Then an image rotation application is described as a motivational use case. Image pixels are mapped onto a transaction address using an address map. There are three general rules to associate an image pixel with an address. First, a unique image pixel is mapped to a unique address. Second, the address value should be within the allocated memory space. Third, when multiple masters (or processes) communicate using a shared address space, the masters should use the same address map to maintain consistent data.
FIGURE 1. Linear address map (LIAM).

A. LINEAR ADDRESS MAP
The linear address map (LIAM) is one of the most widely used address maps because of its simplicity and clarity. A software developer typically uses the linear map by default. Fig. 1(a) shows the linear map. Addresses sequentially increase in the horizontal direction. ImgH is an image horizontal size and ImgV is an image vertical size in the number of pixels. The address of the coordinate (A, B) is the following:
where BaseAddr denotes the base address of an allocated memory space. BaseAddr is the address of the coordinate (0, 0). BytePixel denotes a pixel size in bytes. ImgHB denotes an image horizontal size in bytes. Suppose an image size is 128 × 64. When BytePixel is 4 B, ImgHB is 512 B (=128 × 4 B). In case BaseAddr is 0, the address of the coordinate (16, 1) is 576 (= 0 + 16 × 4 + 1 × 512) or 0 × 240.
Image pixel data are written to or read from memory in the granularity of a transaction. A transaction is typically a burst of data transfers. A data transfer can contain multiple pixels. Suppose the datawidth of a system bus is 16 B. In case a pixel is represented in 4 B, a data transfer contains 4 (= 16 (=4x4) pixels or 64-byte data. Fig. 1(b) shows the example of a linear map in the transaction granularity. The number in a circle is the transaction number. This number indicates the order of addresses.
B. MEMORY MAP
A transaction address is mapped onto a DRAM location (row, bank, column) using a memory map. Fig. 2 shows the case study that is referred to throughout this paper. Fig. 2 (a) shows a linear address mapping example. ImgHB is 512 B (=128 x 4 B). Fig. 2 (b) shows a memory map. A physical address is organized in the order of row, bank, and column. This is called an RBC memory map. As an example, the address 0x240 of the transaction 9 is mapped to the row 1, the bank 0, and the column 0x40. Fig. 2(c) shows a DRAM organization. The number of banks is 4. A row in a bank is called a page. An entire row of all banks is called a superpage. A superpage size (SPS) is calculated by page size x number of banks. In this example, page size is 128 B. Therefore, SPS is 512 B (=128 B x 4). In Fig. 2 , the entire image data are mapped to 64 superpages with superpage numbers (SPNs) 0 to 63 in the sequential manner.
A memory interface has a command bus, an address bus, and a data bus. To access the data of a DRAM cell, the row of a bank must be activated and copied to the row buffer of the bank. The row buffer stores the currently activated row. Then read or write bursts are issued to the row buffer. When a different row of the bank is accessed, the previously activated row should be precharged and stored back into the memory cell. Then a new row must be activated. This operation (bank conflict) requires typically tens of cycles depending on memory devices. During this period, any data in the same bank can not be accessed. Therefore, it is important to minimize bank conflicts. Additionally, from the utilization perspective, it is desired to access an activated row as much as possible.
C. MOTIVATIONAL USE CASE
Memory performance is in general significantly affected by address patterns. A rotation application is considered as an example since it is widely used in modern mobile devices. Typically, a hardware accelerator conducts this operation because the application requires high memory bandwidth. Fig. 3 shows the rotated preview scenario example. First, a camera captures an image in the raster-scan order and conducts the rotation. Second, the camera controller writes the image in the vertical direction. Third, a display controller reads the image in the raster-scan order and finally displays the rotated image.
In the linear map, a system often suffers from bank conflicts when an access pattern is not linear. In Fig. 2(a) , suppose an image is vertically accessed in the order of 0 , 8 , 16 , and so on. The first transaction 0 accesses the bank 0 and the row 0 (represented by B0R0). The second transaction 8 accesses the bank 0 and the row 1 (B0R1). To do this, the previously activated row 0 should be precharged and the new row 1 should be activated. Fig. 2(d) shows the timing diagram of the transactions 0 , 8 , 16 . The consecutive transactions 8 and 16 incur bank conflicts. Subsequently, the precharge (PRE) and the activation (ACT) operations are serialized. This bank conflict overhead is undesirable.
Another issue is an adaptivity. Fig. 4 shows various memory maps. Specific memory maps (for example [2] , [3] to enhance bank interleaving and [4] to provide configurability) can be designed for particular access patterns. However, applications running in different masters can have different requirements. Even when a master runs a single application, access patterns can vary. An access pattern is often not well matched with the underlying memory map. Moreover, a memory map is typically fixed at design time or configured at booting time. As an underlying memory map is fixed, it is difficult to exploit the characteristics of different access patterns. In [4] , a rule to configure the memory maps is not presented.
IV. BANK-INTERLEAVED LINEAR ADDRESS MAP
The aim is to improve the performance of an application using an adaptive approach. An I/O device accelerator that operates dedicated image processing tasks and generates physical addresses in embedded systems is mainly considered. In this case, the address map is implemented in hardware. Therefore, it is desired to design the hardware with an insignificant cost.
A. OVERVIEW
The bank-interleaved address map that adapts itself to an application for a given memory configuration is devised. The main approach is to exchange bank addresses of the linear map. An example is shown in Fig. 5 . In Fig. 5(a) , a set of addresses (the solid and the dotted rectangles) are flipped in every other row. Then the address map is rearranged by exchanging the addresses. This is shown in Fig. 5(b) . Fig. 6(a) shows the rearranged address map. The addresses in the odd-numbered rows are rearranged. When an image is vertically accessed, the order of addresses is 0x0, 0x300, 0x400, and so on. In this case, the order of mapping patterns is B0R0, B2R1, B0R2, and so on. As clearly can be found, the adjacent addresses are bank interleaved. An implementation technique to rearrange the addresses is to flip the (most significant) bank bit of a LIAM address. This is shown in Fig. 6(b) . The address of the coordinate (16, 1) becomes 0x340. The LIAM address 0x240 is exchanged with the address 0x340 by flipping a bank bit. This is called bank flip address map (BFAM). In this example, BFAM is expected to be beneficial in terms of bank interleaving. Fig. 6(c) shows the timing diagram of the transactions 0 , 12 , 16 . The consecutive transactions 0 and 12 access different banks. The activation (ACT) command for 12 is issued in advance (in cycle 5) while 0 is served. In this way, the bank conflict latency overhead can be hidden. In Fig. 6(c) , BFAM requires 29 cycles. For comparison, in Fig. 2(d) , LIAM requires 42 cycles. In this case, BFAM can significantly reduce bank conflicts and improve memory utilization compared to LIAM. It is noted that, depending on an image size and a superpage size, BFAM may not be always beneficial. It is necessary to clarify the cases where BFAM is expected to be better.
B. METRIC ANALYSES
To compare BFAM with LIAM, three metrics are defined. Then a comparative analysis is conducted.
1) METRIC OF ADJACENT TRANSACTIONS
To compare bank access patterns, the metric of adjacent transactions is defined by the following: (2) where the (low or undesirable) metric -1 is given when adjacent transactions incur bank conflicts. The (higher) metric 2 is given when adjacent transactions access the same bank and the same row. This is because a bank is better utilized in this case. The (high) metric 1 is given when adjacent transactions access different banks. As an example, for the adjacent transactions 15 and 8 in Fig. 6(a) , Metric adj is 1 because they access different banks. It is noted that these metric values are given for the relative analysis.
2) METRIC OF A TRANSACTION
Considering an image is accessed in both vertical and horizontal directions, the metric of a transaction is defined by the following:
where Metric i,j indicates the metric of a transaction in the row i and the column j. Metric i,j is calculated by summing up Metric adj in the northern (N), the southern (S), the eastern (E), and the western (W) directions. As an example, for the transaction 15 in Fig. 6(a) , Metric 1,3 is 5 (= 1+1+1+2). 
3) AVERAGE METRIC
An average metric for the total number of transactions is derived by the following:
In Fig. 7 , the total number of transactions is 512 (=64x8). The average metrics of LIAM and BFAM are 0.8 and 4.7, respectively. The higher metric suggests that bank accesses FIGURE 7. Metric of a transaction in LIAM (Fig. 2) and BFAM (Fig. 6) .
are highly interleaved. In this case, BFAM is expected to be better. In Fig. 2 , ImgHB is 512 B. This is equal to SPS. When an image is vertically accessed, significant bank conflicts are expected to occur. However, when ImgHB is 1.5 times SPS, bank conflicts will be minimized. It is observed that the bank interleaving pattern varies with the ratio of ImgHB to SPS. Subsequently, the average metrics are derived for different image sizes and superpage sizes. This is shown in Table 2 . T denotes the ratio of ImgHB to SPS. In Table 2 , the bold numbers indicate higher metrics. Table 2 , average metrics versus T values are further derived. This is depicted in Fig. 8 . The main observations are:
Similar to
1) The metric is periodic. The period of T is 1.
2) The metrics of LIAM and BFAM are mutually supplementary. The metric of BFAM is higher in one half of a period. , and so on, the metric of BFAM is higher than LIAM.
C. CONDITION TO SELECT BFAM
Based on the observation in Fig. 8 , the condition to select BFAM is derived as follows:
where k is a positive integer. If the condition is met, the metric of BFAM is higher than LIAM. This means that BFAM VOLUME 7, 2019
FIGURE 8. Average metrics versus T values.
is expected to provide better bank interleaving. Otherwise, LIAM is expected to provide better interleaving. Typically, the memory access pattern of an image processing application is regular and has certain strides. A stride is defined as an address distance between adjacent memory transactions. 
Stride
In Eq. (5), k is defined by a round operation as follows:
The T value can be determined when an application is invoked. Based on this value, the system checks the condition in Eq. (5) . If the condition is met, the system selects BFAM. Otherwise, the system selects LIAM.
D. OPERATION OF THE ADDRESS MAP
When an application runs, the address map operates as shown in Fig. 9 . This is summarized by the following: 1) Taking an image coordinate as an input, the address map calculates a LIAM address using Eq. (1). 2) If BFAM is selected, the LIAM address is rearranged to obtain a BFAM address. To do this, the bank-flipping algorithm (in the next section) is applied. 3) If BFAM is not selected, the LIAM address is used.
E. BANK-FLIPPING ALGORITHM
The bank-flipping algorithm is indicated in the line 3 of Fig. 9 . In this section, the algorithm is described. As an image can be arbitrarily sized, a generic algorithm is presented. In the proposed approach, superpages can be grouped. The grouping is conducted to enhance bank interleaving when an image is large sized. A grouped superpage contains k superpages. If superpages are not grouped, k is 1. In this case, the bank flipping operates similar to [1] . For a given LIAM address, our algorithm modifies a bank number as shown in Fig. 10 . This is summarized by the following: 1) Taking a LIAM address as an input, a groupedsuperpage number (GSPN) is calculated. GSPN is defined by floor ( SPN k ). 2) If GSPN is an odd number, the bank flipping is conducted to obtain a new bank number. 3) If GSPN is an even number, the bank flipping is not conducted. In this case, a BFAM address is same as a LIAM address. Fig. 11 shows the mapping example for the image size 256 x 64. In this example, T is 2 (= 1 kB 512 B ). Accordingly, k is 2 (=round (T )). This means a grouped superpage contains 2 superpages. As T is within the range [1.75, 2.25], BFAM is selected. In this case, the bank flipping is applied to the odd-numbered GSPNs 1, 3, 5, and so on. In this way, the addresses are rearranged in every other grouped superpage as shown in Fig. 11 .
Compared to LIAM, BFAM does not require extra memory space. In [1] , it is inherently assumed that an image horizontal size is aligned with a superpage size. This implies that a significant amount of unused memory space can be required in [1] . By using a grouped-superpage number, the presented technique can be utilized for arbitrary image sizes without an additional memory space. In this work, image processing applications (related to image display) are mainly considered. The presented method can be used in applications (for example, 2D data processing) that have the regular address patterns with certain strides. The usage of the presented method in other applications can be further investigated. This investigation is left for future work.
F. ADAPTING TO MEMORY MAPS
In the previous sections, it is assumed that an underlying memory map is RBC format for the sake of simplicity. In case the address starts with a row (for example, RBC, RCBC), these memory maps are called R-star formats. The proposed method can be applied to various R-star formats by changing the bank bit positions. However, the assumed (RBC) map and an underlying memory map may be different. In this case, the bank interleaving pattern highly relies on the underlying memory map. The generated addresses may not be efficient as intended. The approach to handle this issue is to convert the RBC format into the underlying memory map format. This is shown in Fig. 12 . The format is modified with simple bit operations. In this way, the presented design can be adapted to various memory maps. Then memory banks are possibly accessed as intended by a master. Fig. 13 shows the adaptive address map hardware. The hardware implements the operation depicted in Fig. 9 . First, the condition checker selects LIAM or BFAM. Second, taking an image coordinate as an input, the hardware calculates a LIAM address. Third, if BFAM is selected, the hardware calculates a BFAM address. The shaded rectangle in Fig. 13 shows the additional logic to implement the proposed method.
G. HARDWARE DESIGN
1) CONDITION CHECKER
Eq. (5) is implemented in this logic. It is possible that software (or device driver) checks Eq. (5), selects an address map, and configures the hardware. In this work, this is implemented in hardware as follows. First, the hardware calculates the remainder, ImgHB % SPS. Considering SPS is 2 n bytes, the remainder is ImgHB[n-1:0]. Second, the hardware checks whether it belongs to +25% or -25% range from an integer. This can be efficiently implemented by taking two bits and checking the following:
ImgHB[n-1:n-2] is 00 2 or 11 2 (9)
If this value is 00 2 , T belongs to +25% range. If this value is 11 2 , T belongs to -25% range. In case Eq. (9) is true, the system selects BFAM. Otherwise, the system selects LIAM.
2) BFAM ADDRESS CALCULATION
This hardware logic calculates a BFAM address as shown in Fig. 13 . The bank-flipping algorithm shown in Fig. 10 is implemented in this logic. The hardware calculates the remainder, GSPN % 2. If the remainder is 1, GSPN is an odd number. Then the bank flipping is conducted to obtain a new bank number. In this logic, SPN k requires certain cost because it conducts a division. The 1 k is a constant when an image size is determined and the value does not change during run time. Software can configure 1 k using a control register. Then hardware can conduct an integer multiplication. In this work, a divider is used to conservatively measure the hardware area. Other logics are implemented in simple gates and multiplexers. 
3) OVERHEADS
The presented adaptivity feature is added in the address map hardware component. Accordingly, the hardware complexity of the address map itself increases. Two overheads are evaluated as follows. First, to measure the hardware area overheads, the address map is implemented in Verilog, synthesized, placed, and routed in Xilinx FPGA device. Table 3 shows the results. BFAM additionally requires 1137 slice look-up tables (LUTs). BFAM requires 3.5x more area than LIAM. The targeted device contains 612000 LUTs in total. Though BFAM has some area overheads, the additional logic occupies less than 1% of the targeted FPGA device. Accordingly, the area overhead is considered to be moderate. Second, the latency overhead is evaluated. Based on the logic implementation, the presented design has one more cycle latency compared to the conventional design. It is observed that the additional latency is insignificant because the design operates in the pipelined way. In our experiment, the latency overhead is less than 1%.
An image size and a memory configuration significantly affect the degree of bank interleaving in a DRAM. Accordingly, the degree of adaptivity can vary with image sizes and memory configurations. The presented address map is configured using the generic criteria shown in Eq. (5). This criteria is applied to arbitrary image sizes and superpage sizes. The hardware cost (shown in Table 3 ) to implement the criteria does not vary with image sizes and superpage sizes. Subsequently, the variable degree of adaptivity does not affect the hardware cost (or other design parameters) of the address map. It is noted that the presented approach does not require the modification of other system components. The design parameters of other components are not affected by the presented adaptivity feature.
V. EXPERIMENTAL RESULTS
The experimented system is shown in Fig. 14 . The system is configured as shown in Table 4 . The interface of a component operates with AXI bus protocol [21] . Traffic generators are implemented to represent the memory access behavior of masters. A single datum is 128 bits wide. A pixel is represented in 4-byte sized RGB format. A transaction contains 64 bytes of data. A physical address is 32 bits wide. The double data rate 3 (DDR3) timing parameters in [22] are used. To conduct the conservative performance experiment, the device that has the least t CL , t RCD , and t RP values is used. To evaluate the performance of the presented address map, the cycle-based transaction-level performance model is implemented in C++. The model is integrated in the simulation environment of [20] . Execution cycles are significantly affected by memory efficiency. Memory efficiency is highly determined by address patterns and scheduling policies of a memory controller. To improve memory efficiency, high priority is typically given to a request that accesses an activated row in the requested bank [23] . The memory controller model is implemented to increase the memory efficiency [20] . The workloads for the simulation are shown in Table 5 . The rotated preview scenario is described in Section III-C. The image scaler resizes an image. The image blender combines two images to generate a composite image. It is noted that a scenario is associated with multiple processes that concurrently operate in multiple masters. Accordingly, transactions from multiple masters are mixed in the shared main memory. To evaluate the performance of the proposed approach, execution cycles to run a single frame are measured. Three parameters (an image size, a superpage size, a memory map) are explored.
First, different image sizes for a given superpage size and a memory map are experimented. Fig. 15 shows the results for the superpage size 8 kB and the RBC memory map. When an access pattern is (raster-scan) linear, the stride is the transaction size 64 B. In this case, T is 0.008 (= 64 8192 ) and LIAM is selected. As shown in Fig. 15 , LIAM and BFAM provide similar performances. This means BFAM does not degrade performance because bank interleaving is conducted in a superpage. When an access pattern is vertical, the stride is ImgHB. As shown in Fig. 15 , the performances of LIAM and BFAM vary with image sizes. When an image size is 720 x 480, T is 0.35 (= 720x4 8192 ) and LIAM is selected. In this case, LIAM performs up to 14% better than BFAM. When an image size is 4096 x 2160, T is 2 (= 4096x4 8192 ) and BFAM is selected. In this case, BFAM performs up to 50% better than LIAM. The results indicate that the proposed design can improve performance by adapting to an image size.
Second, different superpage sizes for a given image size and a memory map are experimented. Fig. 16 shows the results for the image size 1080 x 1920 and the RBC memory map. When an access pattern is linear, the performance difference between LIAM and BFAM is insignificant similar to the previous experiment. When an access pattern is vertical, the performances of LIAM and BFAM vary with superpage sizes. When a superpage size is 4 kB, T is 1.06 and BFAM is selected. In this case, BFAM performs up to 57% better. When a superpage size is 8 kB, T is 0.53 and LIAM is selected. In this case, LIAM performs up to 13% better. The results indicate that the proposed design can improve performance by adapting to a superpage size.
Third, different memory maps for a given image size and a superpage size are experimented. In [1] , the tiled map operates in the superpage level. For fair comparison, a tile in [1] is sized by 16x1 because it operates as a linear map. Fig. 17 shows the results. The performances of [1] and our design are the same when k is 1. Our design can perform better than [1] when k is greater than 1. In Fig. 17 , our design performs on average 18% better than [1] .
In the reference designs of [2] and [3] , LIAM operates over the permuted memory maps. In the experimented image sizes, ImgHB vary from 2880 B (for 720 x 480) to 16384 B (for 4096 x 2160). When an access pattern is vertical, bit positions 13 and 14 are hot-spots in that these bits frequently change. Therefore, these bits are chosen for the permutation to increase bank interleaving in [2] and [3] . In Fig. 17 , when an access pattern is linear, the performance difference between [2] and ours is insignificant. Our design performs up to 37% better than [3] . This is because memory accesses from multiple masters incur interferences and frequent bank conflicts in [3] . In a certain configuration, the traffic pattern is well matched with [2] and [3] . In Fig. 17(b) , when an access pattern is vertical, bit positions 13 and 14 are well utilized in [2] and [3] . In this case, our performance is comparable to [2] and [3] . However, in Fig. 17(a) , these bit positions in [2] and [3] are not well utilized because of the superpage size. In Fig. 17 , our design performs on average 10% better than [2] and 35% better than [3] . The design in [4] can be configured in BRC or RBC. Accordingly, LIAM operates over BRC or RBC map. When an access pattern is linear, our performance is comparable to [4] . When an access pattern is not linear, our design performs significantly (up to 42%) better than [4] . When [4] is configured in BRC, only a single bank is utilized. When [4] is configured in RBC, it operates in the same way as the LIAM shown in Fig. 2 . In both cases, significant bank conflicts occur. In Fig. 17 , our design performs on average 19% better than [4] . The results indicate that the proposed design can improve performance by adapting to a memory map.
Fourth, various image sizes and memory maps for a given superpage size are experimented. Fig. 18 shows the results of the rotated preview scenario for various image sizes. Similar to the previous experiment, the performance is significantly affected by a memory map. It is noted that a performance is affected by traffic interferences from multiple masters. In a particular configuration, the address patterns match well with [2] and [3] . In these cases, the memory maps in [2] and [3] provide well interleaved bank access patterns. When an image size is 2048 x 1080 and a superpage size is 8 kB, our design performs 39% worse than [2] . When an image size is 1080 x 1920 and a superpage size is 8 kB, our design performs 15% worse than [3] . In overall, however, our design performs well by adapting to a given memory map. In Fig. 18 , our design performs on average 7%, 9%, 29%, 33% better than [1] - [4] , respectively. The results indicate that the proposed design can improve performance by adapting to both image sizes and memory maps. Fifth, the allocated memory size is measured to compare the memory footprint with [1] . In [1] , when the bank flipping is conducted, an image horizontal size is assumed to be aligned with a superpage size. In BFAM, there is no additionally required memory space compared to LIAM. Table 6 shows the results when BFAM is selected.
indicates the improvement of our design in percentage compared to [1] . Our design occupies up to 47% less memory space than [1] .
VI. CONCLUSION
The adaptive bank-interleaved linear address map to reduce bank conflicts is presented. The presented address map is rearranged in a master to explicitly control bank access patterns. To achieve the adaptivity, the configurable scheme that selects LIAM or BFAM is devised. A main advantage is the increased performance. The experimental results indicate that the proposed method performs on average 21% better than the reference designs. Additionally, the presented BFAM occupies the same memory space as LIAM. No extra memory space is required. The presented scheme adapts to an application when the application is invoked. No off-line trace analysis is required to configure the address map. A disadvantage is the increased complexity of the address map. BFAM requires more area than LIAM. The area overhead can be reasonable in that the address map occupies a small portion of the entire device.
