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A Rational Congruence for a Standard Orbit Decomposition 
DINA GHINELLI 
We consider the orbit decomposition given by a standard automorphism group of a 
point-divisible design (SRGDD in Bose and Connor [1] terminology), and we exhibit a rational 
congruence naturally associated to this decomposition. 
1. INTRODUCTION 
It is well known that the orbits of any automorphism group of a design D give rise to a 
tactical decomposition of D (see Hughes and Piper [6], 1.6). In this paper we study the 
orbit decomposition given by a standard automorphism group of a point-divisible 
design and we prove that there is a rational congruence which is naturally associated to 
the decomposition. 
We note that it is possible to apply to this rational congruence the Hasse~Minkowski 
theory to obtain a non-existence theorem for standard automorphism groups of those 
designs (see [3] and [5] for the actual proof, simply sketched here in Section 3.1). That 
non-existence theorem simultaneously generalizes the famous Bruck-Ryser-Chowla, 
Hughes and Bose-Connor theorems (see Section 3). 
To fix notation, we give in this section some definitions and the proof of a preliminary 
lemma (further details and all the definitions we omit can be found in [2], [3] or in 
Hughes and Piper [6]). The main theorem will be stated and proved in section 2. 
DEFINmON 1.1. A point-divisible design (p-divisible, in short) is an incidence 
structure D = D(m, c, k, A', A) satisfying: 
(i) D is a uniform I-design of block size k, for which the v points are partitioned into 
m classes of size c such that points have joining number A' (respectively, A) if they are 
in the same class (respectively, different classes); 
(ii) D is square (i.e. with 
b=v=mc (1.1) 
blocks and thus k blocks through a point); 
(iii) D is non-singular (i.e. it has a non-singular incidence matrix). 
Let Ix and Jx be, as usual, the identity matrix and the all ones matrix of order x, 
respectively; we denote by A an incidence matrix for D associated with the 
point-division (i.e. the first c rows of A correspond to the points of the first class IP\, 
the next c rows to the points of the second class P2, etc.). By definition, A satisfies 
(1.2) 
where x denotes (as throughout this paper) the Kronecker product of matrices and 
c = (k - A')Ie + (A' - A)Je. (1.3) 
Furthermore, 
A.J=JA =kJ. (1.4) 
When c = 1 or A' = A, a p-divisible design is a symmetric (v, k, A). By analogy, we 
define the order of D to be the integer 
0195-6698/90/020105 + 09 $02.00/0 
n = k - A' + c(A' = A). 
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Counting flags (P, y) with P incident with a fixed block x "* y we see that 
n =e- VA. 
The determinant of A is 
(1.6) 
(1. 7) 
where k > 0, k - A' > 0, by definition of D (see, for instance, [2], 2.1 and 2.2, and see 
(1.5) and (1.6) above). Hence, the non-singularity of D implies n > 0; that is, V < e/ A. 
DEFINITION 1.2. An automorphism group G of a p-divisible design acts standardly 
on points, blocks and point-classes if all orbits of G on those sets have length either 1 
or IGI; in the above case, G is said to be standard. Note that this implies that every 
non-identity element of G fixes the same sets of points, blocks and point classes. In 
particular, every group of prime order is standard. We note that an automorphism of a 
p-divisible design must preserve the partition of points. 
From now on, D will be a p-divisible design with a standard automorphism group G, 
of order J.l, which fixes N points and thus has 
V' = {(v - N)/J.l} + N (1.8) 
orbits IP\, ... , IPv' on points. If IBI> ... , IBb , are the orbits on blocks, the orbit theorem 
says that v' = b' (see Hughes and Piper, 1.46); since v = b, this implies that N is also 
the number of fixed blocks. 
As for the action ofG on the point classes PI> ... ,Pm, it is not difficult to see that 
the following holds. 
REMARKS 1.3. (a) If a divisibility class P; contains a point orbit (in particular, a 
fixed point), then P; is a fixed class (i.e. it is union of orbits). 
(b) A non-fixed class does not contain orbits (in particular, fixed points). Furthermore, 
the order of its intersection with an orbit is either 0 or 1. 
Let tP be the number of fixed classes. We denote by 
h = (m - tP)/J.l = (v - tPc)/J.lC 
the number of orbits of non-fixed classes, and by 
u =h + <P, 
the number of orbits on classes. 
(1.9) 
(1.10) 
If i is an integer, 0 ~ i ~ c, we define tP; to be the number offixed classes containing 
exactly i fixed points (and thus 
V; = (c - i)/J.l (1.11) 
orbits of length J.l). We note that 
tP; =0 if i f c (mod J.l). (1.12) 
Clearly, 
c 
N= 2: itP;. (1.13) 
;=0 
Counting orbits of non-fixed points contained in fixed classes, we obtain 
c 
2: tP;v; = v' - N - ch = (ctP - N)/J.l. (1.14) 
;=0 
Rational congruence for standard orbit decomposition 
Hence 
c c 2: <P;(V; + i) = v' - ch, 2: <P;( V; + i-I) = v I - ch - <P. 
;=0 ;=0 
We observe that when fl. > c the situation is much simpler; then 
<P = <Pc = N I c. 
Also, if fl.;;a. c, then <P; = 0 for every i #: 0, c, and <Pc = N Ic, so that 
<P = <Po + Nlc. 
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(1.15) 
(1.16) 
(1.17) 
DEFINITION 1.4. An incidence matrix for D associated with the orbit decomposition is 
a matrix in which the first IIP\I rows correspond to the points of the first point-orbit IPh 
the next 11P21 rows to 1P2 etc. , and similarly for the columns, the first 11B11 correspond to 
the blocks of the first block-orbit IBI> etc. 
Clearly, if A and A are incidence matrices for D associated with the orbit 
decomposition and with the point-division, respectively, there are permutation 
matrices lr and {3 such that 
A = lrA{3. (1.18) 
Therefore 
AAt = lrAAtlrt = lr(Im X C)lrt +),J. (1.19) 
LEMMA 1.5. With the above notation, we can choose A and A such that the 
permutation matrix lr is of the form 
lr = (Ih X 'f) €a I~c, (1.20) 
where 'f is the square matrix of order fl.C defined, for i = 1, ... ,fl., r = 1, ... , c, 
s = 1, ... , c by 
'f{(i-l)c+r} .s = ()s.{(r-l)Il+;}' (1.21) 
where () is the Kronecker symbol. 
PROOF. An ordering for D is defined as follows. Let (1, gl, ... ,gil-I) be a fixed 
ordering for the elements of G. We first consider the m - <P non-fixed classes of D and 
we order them as 
j= 1, . . . , h. (1.22) 
Then, for every fixed j, if jplj = (PI' ... , Pc), we fix, for the points of 1FDf', the following 
order; 
1FDf' = (Pf' , . .. , P~'), s = 1, .. . , fl. - 1. (1.23) 
We next consider for each i, 0.;; i .;; c, the <P; fixed classes with exactly i fixed points. In 
each of these classes we order the points so that we have first the orbits of length fl., 
and then the i fixed points. In this way, the last c points of D are in an order suitable 
for an orbit tactical decomposition, and the result is immediate. 0 
2. THE MAIN RESULT 
In this section we will prove the following theorem; 
THEOREM 2.1. Let D = D(m, c, k, A', A) be a p-divisible design. If D has a standard 
automorphism group G of order fl. , which fixes N points and <P divisibility classes (and 
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thus has v' = {(v - N)fI,t} + N orbits on points and blocks), then the diagonal v' by v' 
matrix 
(2.1) 
is rationally congruent to the matrix 
(2.2) 
where C is as in (1.3) (or, as we also say, is a (k - A', A' - A, c)-matrix), h is the 
number of orbits of non-fixed classes, and 
c 
K = ED (I;p x K i ) 
;=0 l 
(2.3) 
with 
Ki = (k - A'){lYi ED Ill;} + Il(A' - A)JYi +i (Vi = (c-i)/Il, i=O, ... ,c). (2.4) 
The proof of Theorem 2.1 will be deduced from the following general results on 
decomposition of matrices. 
NOTATION 2.2. Let A = (arc), r = 1, ... , v, c = 1, ... , b be a v by b matrix over a 
field F. We denote by ..1 any decomposition of A (i.e. a partition IP\, ... , ifDv ' of the 
rows of A and a partition B1> ... ,Bb , of the columns of A). 
Let X be the v I by v matrix the ith row of which consists of the values of the 
characteristic function of the set ifDi (i = 1, ... ,v'). Similarly, let Y be the b ' by b 
matrix the jth row of which gives the values of the characteristic function of Bj 
(j = 1, ... ,b ' ). We say that the diagonal matrices 
and 
B = diag(IB11, ... ,IBb,l), 
are the diagonal matrices of the decomposition ..1. Clearly, 
V=XXt and B = yyt. 
With the above notation, we have the following lemma: 
(2.5) 
(2.6) 
(2.7) 
LEMMA 2.3. If..1 is a column-tactical decomposition of the matrix A and L denotes 
the matrix of column sums of ..1, then 
XAAtXt = LBV. (2.8) 
PROOF. If..1 is column tactical, we have, by definition (see Hughes and Piper [6], 
1.6) 
XA=LY, (2.9) 
and, by transposition of matrices, 
AtXt = ytLt, (2.10) 
hence XAAtXt = L(yyt)V, which, by (2.7), gives (2.8). 0 
Equation (2.8) is particularly interesting when F = Q and v' = b' is equal to the rank 
of L (or, equivalently, A has rank v and v' = b'). In this case (2.8) establishes a 
rational congruence between the diagonal matrix B and the matrix XAAtX'. 
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From now on, L1 will be the orbit decomposition given by a standard automorphism 
group of a p-divisible design. Hence L1 is tactical and v' = h' (see Hughes and Piper 
[6], 1.45, 1.46). In this case Lemma 2.1 and (1.19) give 
(2.11) 
Since 
(2.12) 
from (2.11) we obtain 
(2.13) 
where 
(2.14) 
NOTATION 2.4. We fix an ordering for our design as in the proof of Lemma 1.5 so 
that Lemma 1.5 holds. 
If rand s are positive integers, then we denote by L(r, sr) the ladder r by (sr) matrix 
obtained from Ir by replacing the jth column with s of its copies. We point out that, if 
M is any (sr) by (sr) matrix and we consider the partition of 
a, f3 = 1, ... , r, (2.15) 
into submatrices of order s, then 
L(r, sr)ML(r, srY = (a(MaP», (2.16) 
wherea(MaP) denotes the sum of all entries in the matrix Map. 
For each i = 0, ... , c, we denote by C(i) the i by i matrix 
C(i) = (k - A')I; + (A' - A)Ji , (2.17) 
with the convention that, when i = 0, the parts of our matrices containing C(i) must be 
suppressed. We also use the convention that, if x = 0, the terms containing Ix must be 
suppressed in a direct sum of matrices. 
With the above ordering and notation, we have for the matrices X and V of the orbit 
tactical decomposition 
Hence, 
X = L(ch, Ilch) EB L~o I.p, X [L(v;, IlV;) EB I;]}, 
V = xxt = IlIhc EB {EB J.p, X [IlIv , EB I;]}. 
Since m = hll + c[J = hll + I;c[J;, we can write 
1m X C = {Ih X (II' xC)} EB {EB ;(I.p, xC)}, 
so that, by (1.20), we obtain 
n(Im X C)nt = {lh x r(II' x C)rt} EB {EB;(I.p, xC)}. 
(2.18) 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
Keeping the definition of C and r in mind, it is not too difficult to prove the following 
statement. 
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LEMMA 2.5. With the above notation, we have 
r(I", X C)rt = E = (Eylj ), 
where Eylj is the /l by /l matrix 
Thus, 
This implies 
{ (k - A)I"" Eylj = (A' - A)I"" 
{ 
/l(k - A), 
a(Eylj) = /l(A' - A), 
y, l'J = 1, ... , c, 
ify=l'J; 
if y -=1= l'J. 
ify=l'J; 
if y -=1= l'J. 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
Now we are able to prove the following lemma, which is a slightly different 
restatement of Theorem 2.1. 
LEMMA 2.6. With the above notation, if a p-divisible design has a standard 
automorphism group G, then we have a rational congruence 
with 
where 
(/lIv'-N) EB IN = D + )Jv" 
D = /l-l(Ih X C) EB {EB i(I<1>, X Di)}, 
(2.27) 
(2.28) 
(Vi = (c - i)//l, i = 0, ... ,c). (2.29) 
PROOF. The ordering fixed for our design in the proof of Lemma 1.5 implies 
(2.30) 
and this, together with (2.13), implies (2.27) with the matrix D defined in (2.14). From 
(2.20), (2.22), Lemma 2.5 and (2.16), we obtain (2.28) where 
Di= {/l-lL(Vi, /lVi)EBUC{/l-lL(Vi, /lvi)EBIiY 
With the use of Notation 2.4, 
I C(c-i) (A'-A)JI· C = (A' - A)J C(i) 
Hence 
D· = I (Di )l1 (DJ12 I 
I (Dib C(i) , 
and 
(2.31) 
(DJ12 = (Di)~l = /l-l(A' - A)L(Vi' /lVi)J = (A' - A)J{Vi,i}' (2.32) 
(where J{Vi,i} is the all ones Vi by i matrix), while 
(Di)l1 = /l-2L(v;, /lV;)C(c - i)L(v;, /lV;)'. 
Now, we partition C(c - i) = (Fall) into submatrices Fall of order /l (a, (3 = 1, ... , v;); 
since 
F - { C(/l), 
all - (A' - A)J, 
if a = {3, 
if a-=l= {3, 
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our Corollary 2.2 in [2] yields 
(F ) = {Jl((k- A') + Jl(A' - A)}, a ap Jl2(A' _ A) 
Thus, by (2.16) we have 
ifa={J; 
if a =#= {J. 
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(2.33) 
From (2.32) and (2.33) it follows that D; has the form it takes in (2.29) and the lemma 
is proved. D 
PROOF OF THEOREM 2.l. This now follows from Notation 2.2, Lemma 2.3, Notation 
2.4, and Lemmas 2.5 and 2.6, just mUltiplying (2.13) by Jl and considering instead of 
y-1L the matrix 
H = Jly-1L. (2.34) 
Restating (2.13) in terms of H gives 
H(Il- 1B)Ht = JlD + Jl)Jv" (2.35) 
where D is given in (2.28). Since B = Y = Jllv'-N EB IN, (2.35) yields that I,,'-N EB Jl-1IN 
is rationally congruent to the matrix Z of (2.2), which completes the proof of Theorem 
2.1 D 
A reason for considering (2.35) instead of (2.13) (and so to give the statement 2.1 
instead of 2.6 for our theorem) is that it is actually easier to compute the Hasse 
invariants of Ih x C than those of Jl-l(Ih x C); this remark will be made clear in Section 
3 (see also [5]). 
Another reason is that the matrix H = (h;j) = Jly-1L, called the generalized 
incidence matrix ([2]), has an interesting geometrical meaning. Namely, if 1'; is a fixed 
base point in P; and Xj is a fixed base block in IBj, then 
h;j = I{g e G I Pf is incident with xj}l. (2.36) 
3. ApPLICATIONS 
In this section we outline how Theorem 2.1 can be applied to obtain non-existence 
theorems, using the Hasse-Minkowski theory on the equivalence of rational quadratic 
forms. 
From l.3 of [2] it is not difficult to deduce that the main results announced by the 
author in [2] (namely, 4.6 and 5.1 of [2]) can be stated as follows: 
THEOREM 3.l. If a point-divisible design D = D(m, c, k, A', A) exists with a standard 
automorphism group G of order Jl, which fixes N points and tlJ divisibility classes (and 
so has v' = {(v - N)/ Jl} + N orbits on points and u = {(m - tlJ)/ Jl} + «P orbits on 
classes) and if n = (k - A') + C(A' - A), then n = k2 - VA and: 
(1) (k - A,)tI-unu-l is a square; 
(ii) the diophantine equations 
(k - A')X2 + (_1)(v '-u)(V'-u+l)l2cuJlN+"'y2 = Z2 (3.1) 
and 
(3.2) 
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are equivalent (i.e. (3.1) has a non-trivial solution in integers iff (3.2) has such a 
solution). 
SKETCH OF THE PROOF (see [3] and [5] for the full proof, which is only very briefly 
sketched here). We know from Theorem 2.1 that the maxtrix 
(3.3) 
where C, hand K are as in Theorem 2.1, is rationally congruent to the diagonal v' by 
v' matrix 
Iv·_Ntf) ll- lIN' 
Precisely, if H is the generalized incidence matrix of Section 2, then 
H(J.,·-N tf) ll- lIN)HT = Z = IlD + ll)Jv" 
where D is given by (2.28). 
Taking determinants, we obtain 
hence 
(3.4) 
(3.5) 
(3.6) 
IZIIlN is a square, (3.7) 
which after a repeated application of Lemma 2.1 of [2] gives (i). 
By the Hasse-Minkowski theorem, (3.5) implies that for all primes p (including 
p = 00), the two matrices Z and J.,·-N tf) ll-lIN have the same Hasse invariants. From 
this, using the Hasse-Minkowski theory and the above-mentioned lemma of [2] it is 
possible to deduce condition (ii). 0 
It is not difficult to verify (see [5]) that when c = 1 (i.e. the design is a symmetric 
(v, k, )..) and v = m, <P = N, so that v' = u), then Theorem 3.1 gives the well known 
Hughes theorem on the non-existence of standard automorphism groups for symmetric 
designs. 
Hence, if Il = c = 1, Theorem 3.1 gives, as a particular case, the Bruck-Ryser-
Chowla theorem. 
For Il = 1 and c =1= 1, Theorem 3.1 yields another well known non-existence theorem, 
the Bose-Connor theorem on the non-existence of point-divisible designs. 
Thus, as a consequence of Theorem 2.1, we obtain not only a simultaneous 
generalization, but also a unified proof of the above theorems. 
Furthermore, Theorem 3.1 can be applied to obtain other non-existence conditions 
for p-divisible designs with a Singer Group (or equivalently, for Relative Difference 
sets) (see [4]). Obviously, these conditions for c = 1 give back the well known 
Hall-Ryser theorem for symmetric designs with a Singer group (or equivalently, for 
difference sets in finite groups). 
For other applications of Theorem 3.1, and thus of Theorem 2.1, the reader is 
referred to [3]. 
REFERENCES 
1. R. C. Bose and W. S. Connor, Combinatorial properties of group divisible incomplete block designs, 
Ann. Math. Statist., 23 (1952), 367-383. 
2. D. Ghinelli Smit, Automorphisms and generalized incidence matrices of point-divisible designs, Ann. 
Discr. Math., 18 (1983), 377-400. 
3. D . Ghinelli Smit, Nonexistence theorems for automorphism groups of divisible designs, Ph.D. thesis, 
University of London, 1983. 
Rational congruence for standard orbit decomposition 113 
4. D. Ghinelli Smit, Hall-Ryser type theorems for Relative Difference Sets, Ann. Discr. Math., 37 (1988), 
189-194. 
5. D. Ghinelli, New and old nonexistence theorems for designs (to appear). 
6. D. R. Hughes and F. C. Piper, Design Theory, Cambridge University Press, 1985. 
Received 4 January 1989 and in revised form 11 April 1989 
DINA GHiNELLI 
Dipartimento di Matematica, 
Universitii degli studi di Roma 'La Sapienza', 
Pie Aldo Moro, 2, /-00185 Roma, Italy 
E-mail: DINA at IRMUNISA (Bitnet) 
