Abstract-In this brief, by combining an efficient wavelet representation with a coupled map lattice model, a new family of adaptive wavelet neural networks, called lattice dynamical wavelet neural networks (LDWNNs), is introduced for spatio-temporal system identification. A new orthogonal projection pursuit (OPP) method, coupled with a particle swarm optimization (PSO) algorithm, is proposed for augmenting the proposed network. A novel two-stage hybrid training scheme is developed for constructing a parsimonious network model. In the first stage, by applying the OPP algorithm, significant wavelet neurons are adaptively and successively recruited into the network, where adjustable parameters of the associated wavelet neurons are optimized using a particle swarm optimizer. The resultant network model, obtained in the first stage, however, may be redundant. In the second stage, an orthogonal least squares algorithm is then applied to refine and improve the initially trained network by removing redundant wavelet neurons from the network. An example for a real spatio-temporal system identification problem is presented to demonstrate the performance of the proposed new modeling framework.
I. INTRODUCTION
Spatio-temporal systems are complex systems where the system states evolve spatially as well as temporally. The dynamics of such a system at a specific spatial location and at the present instant are dependent on the dynamics of the system at other spatial locations and at previous times. Spatio-temporal systems can be viewed as an extension of classical nonlinear dynamical systems where the dynamics at the present instant are determined by only the values of the associated input and state variables at previous times. The evolution trajectory of a traditional nonlinear dynamic system at each instant consists of only one isolated point or just a few points, while the evolution trajectory of a spatio-temporal dynamical system at each specific instant is a snapshot, pattern or image, formed by a collective of a great number of interacting points. Thus, the evolution trajectory of a spatio-temporal system can be viewed as a set of moving objectives (snapshots, patterns, images, or pictures). Spatio-temporal phenomena are widely found in biology, chemistry, ecology, geography, medicine, physics, and sociology. In the literature, several efficient mathematical representations including the well-known cellular automata (CA) [1] , coupled map lattices (CMLs) [2] , and cellular neural networks (CNNs) [3] have been introduced to describe spatio-temporal systems.
While the forward problem of spatio-temporal systems has been extensively studied, with an assumption that the associated models are known to describe some specific dynamics, the inverse problem, which is concerned with finding models based on given observations for structure-unknown spatio-temporal systems, has received relatively little Manuscript attention and relatively few results have been achieved. Identification plays an important role for solving the inverse problem for spatio-temporal systems, where the structure of analytical models is not available. The central objective of this study is to introduce a new family of adaptive wavelet neural networks, where wavelet transforms will be incorporated into a specific type of CML model. This wavelet-based coupled map lattice model will be referred to as the lattice dynamical wavelet neural network (LDWNN). The construction procedure of the new network model is composed of two stages. At the first stage, linear combinations of a number of wavelet functions are chosen as the building blocks to form the initial candidate wavelet neurons. Inspired by the conventional projection pursuit regression method [4] , a new orthogonal projection pursuit (OPP), implemented by a particle swarm optimization (PSO) algorithm, is introduced to augment the network by recruiting a number of optimized wavelet neurons in a stepwise manner. The OPP learning algorithm, similar to the conventional projection pursuit regression, may produce a redundant model. Thus, the objective of the second stage is to remove redundancy from the initially trained network, to produce a parsimonious representation. To achieve this aim, an orthogonal least squares learning algorithm [5] - [7] is applied to refine and improve the initially obtained network by removing potential redundant wavelet neurons from the network.
As will be noted from the proposed learning algorithm, the training procedure for the new network model does not need any prespecified dictionary, as required by existing wavelet-based CML models [8] . Also, as will be seen later from the illustrative example, by combining the PSO-based nonlinear OPP training scheme with an effective forward orthogonal regression algorithm, the resultant wavelet network model can provide good generalization performance. Moreover, one feature of the new wavelet network, produced by the two-stage hybrid learning algorithm, is that now the resultant model is transparent to model users; involved wavelet neurons are ranked according to the capability of each neuron in representing the total variance in the system output signal. This is desirable for many application cases where physical insight on the individual variables and associated wavelet neurons are of interest. In summary, the objective of this study is to present an effective method that can produce sparse and transparent network models using wavelet basis functions, which can adaptively capture the variations of the associated dynamics. The proposed wavelet network is nearly self-implemented, that is, all within-network parameters can automatically be adjusted by the proposed algorithms. This is desirable for any structure-unknown or black-box modeling problems.
II. THE ARCHITECTURE OF THE NEW LDWNN
CML models are a class of dynamical models, with discrete time and discrete space, but with continuous state variables [3] . Taking the 2-D CML model, involving the nearest-neighbor cell coupling on a squared lattice with Moore neighborhoods, as an example, this can be expressed as s i;j (t) = 0rp;qr (1) p;q 8 (1) p;q (s i+p;j+q (t 0 1)) + 0rp;qr (2) p;q 8 (2) p;q (s i+p;j+q (t 0 2)) + 11 1 (1) will become a pure temporal process. The evolution law for boundary cells often needs to be prespecified. If both I and J are very large, boundary conditions may not affect the resultant patterns; if, however, one of the two numbers is small, boundary conditions may significantly distort the original patterns. For details about how to set boundary conditions, see [3] . Then, the objective is to identify, from available data, a d-dimensional model y(t) = f (x(t)) = f (x 1 (t);x 2 (t); ...; x d (t)) (2) or, in an explicit form, with respect to the state variables 
where x(t) and s(t) are state vectors formed by the relative state variables.
One of the most commonly used approaches for constructing the high-dimensional model (2) or (3) is to approximate the multivariate function f using a set of functions of fewer variables (often univariate)
where g j are called the construction functions (hidden units), j are the associated parameter vectors, and w j are the weight coefficients that can be assimilated into the parameter vector j , as shown in the next section.
Wavelets [9] , due to their inherent property and excellent capability, can be used as the elementary building blocks to represent these construction functions g j in (4) as 
wherec k;j = w j c k;j . Now, the remaining key problem is how to construct the wavelet network model (6) . Unlike in fixed grid wavelet network models, where a dictionary of candidate basis functions needs to be prespecified, based on which some search and pruning algorithms are applied to find a set of significant basis functions [10] - [12] , this study will consider a type of growing wavelet neural network, where a constructive learning algorithm that can be used to automatically and adaptively augment such a network will be provided.
III. TRAINING THE NEW LDWNN
Many constructive learning algorithms for constructing typical neural networks can be found in the literature [13] - [16] . The projection pursuit regression [4] and some variations [16] are among the class of the most commonly used approaches for augmenting single-hidden-layer neural networks. Inspired by the successful applications of these popular constructive learning algorithms, this study proposes a practical OPP learning scheme, assisted by a PSO algorithm. Similar to other popular constructive algorithms, networks produced by the OPP algorithm may be redundant. To remove or reduce redundancy, an orthogonal least-squares-type learning algorithm [5] - [7] is applied to refine and improve the initially generated network by the OPP+PSO algorithm. )k 2 g. The associated residual vector may be defined as r1 = r0 0 g1, which can be used as the "fake desired target signal" to produce the second construction vector g 2 . However, it should be noted that the coefficient Equation (7) can be solved by using a PSO method [17] . Let "mPSO" be the maximum number of permitted iterations. The optimization procedure can then be terminated when either the iteration index exceeds "mPSO," or when the parameter to be optimized becomes stable, that is, when k (t + 1) 0
where is a prespecified small number, say 10 05 .
Note that for each step n in the above OPP algorithm, a PSO algorithm repeatedly runs ten times, and the coefficients that produce the smallest value for the object function are chosen to be the parameters for the nth step search. By using this multitime run strategy, the performance of the algorithm including the stability and convergence properties can then be guaranteed. It can be shown that the sequence kr n k 2 is strictly decreasing and positive; thus, by following the method given in [18] and [19] , it can easily be proved that the residual rn is a Cauchy sequence, and as a consequence, rn converges to zero. The algorithm is thus convergent.
B. Refine the Network Using the Forward Orthogonal Regression Algorithm
Assume that a total of m construction functions gj(x; j), where x(t) = [x 1 (t); x 2 (t); 1 
The network refinement problem amounts to finding, from the dictionary D, a full-dimensional subset D n = fp 1 ;111;p n g = f i ;111; i g, where k = i ;i k 2 f1; 2; 1 1 1 ;Mg and k = 1; 2; . . . ;n (generally n M), so that y can be satisfactorily approximated using a linear combination of p 1 ; p 2 ;111;p n . This can be solved by using the orthogonal least squares algorithm given in [5] - [7] . Following the suggestion in [20] , the penalized ESR criterion below is used for model size determination
It is suggested [20] that the adjustable parameter be chosen between 5 and 10.
IV. AN EXAMPLE
As an example of a real spatio-temporal system, the Belousov-Zhabotinsky (BZ) [21] reaction was considered to illustrate the application procedure of the proposed new network modeling procedure. The BZ reaction, as an excitable medium, is an important class of chemical reactions exhibiting a spatio-temporal oscillatory behavior. As a classical example of nonequilibrium thermodynamics, the BZ reaction provides an interesting chemical model of nonequilibrium biological phenomena, and the modeling and identification of these types of reactions is of extreme interest for theoretical analysis of relevant phenomena.
For a comparison purpose, the well-known Levenberg-Marquardt (LM) nonlinear least squares optimization algorithm [22] was also used to solve the nonlinear optimization problems. In order to fairly and objectively evaluate the proposed method, we used an existing LM algorithm available in Matlab, where finite difference gradients are considered.
A. The Data
By adopting the recipe given by Winfree [23] , an experiment resulting in a thin layer BZ reaction was carried out, and a set of images were captured with equal time intervals during the experiment. The sampled images were preprocessed and saved as patterns with a resolution of 480 2 640 pixels. In this example, the LDWNN modeling framework was applied to these sampled images, and the objective is to apply the new network model for the identification of the BZ reaction.
A total of N = 2500 data pairs, fx(k); y(k)g k=1;2;111;N , were used for the network training, where y(k) represents the values of the relevant central cell at the present instant t, and x(k) = [x 1 (k); x 2 (k); 1 1 1 ;x 9 (k)] T represent the observations of the nine involved cells at a squared lattice with the Moore neighborhoods, at the previous instant t 0 1. These 2500 data pairs were formed as follows. First, five adjacent pattern pairs were randomly chosen from the first 50 sampled patterns. Second, 500 data pairs were randomly chosen in each of these five pattern pairs.
B. Some Results
The Mexican hat wavelet, defined as (x) = (1 0 x 2 )e 0x =2 , was used as the elementary building blocks for constructing the wavelet network model, where the time lag [defined in (1) ] was set to be one. A total of 100 construction functions of the form (5) were optimized using the OPP+PSO algorithm, and the associated ESR index is shown in Fig. 1 . The orthogonal least squares algorithm [5] - [7] was then applied to select significant individual wavelets from the pool that contains 900 individual candidate wavelets of the form k;j = (x k ; a k;j ;b k;j ), with k = 1; 2; . . . ;9 and j = 1; 2; . . . ;100, and where both the dilation and translation parameters have already been optimized. The penalized error-to-signal ratio (PESR), produced by the orthogonal least squares algorithm suggested that a total of 15 wavelets should be included in the wavelet network model.
For a comparison, the LM algorithm was also applied in the OPP procedure to solve the relevant nonlinear optimization problems. Similar to the PSO algorithm, we take ten time runs of the LM algorithm at each search step in the OPP procedure; at each time run, the initial values for the unknown parameters to be optimized were chosen in a way similar to that in the OPP algorithm; the corresponding ESR index is shown in Fig. 1 . The associated PESR index suggested that the appropriate number of wavelets included in the network should be 17. From Fig. 1 , it can be noted that PSO yields a better global convergence than the LM algorithm for the problem here, meaning that to achieve the same approximation accuracy, the number of wavelet basis functions in the PSO produced network is less than that in the LM produced network.
To evaluate the performance of the identified LDWNN model, the short-term predictive capability of model estimated using the OPP+PSO algorithm was inspected. Denote the observation of the image (pattern) measured at the present instant t by X(t). The k-step-ahead predictions, denoted byX(t + kjt; f; X (t)), where f represents the given identified model, are the iteratively produced results by the model, on the basis of X (t) but without using information on observations for patterns at any other instants. As an example, the one-step ahead predictions from the model produced by the OPP+PSO algorithm, on the basis of the measurements at a certain instants t were calculated, and these are shown in Fig. 2 . Clearly, the identified model provides good short-term predictions in the sense that these predictions capture the main features of the observed images.
To measure the performance of the identified wavelet network models, the 2-D spatially normalized mean square error (SNMSE) was considered SNMSE(t) = I i=1 J j=1 jsi;j (t) 0ŝi;j (t)j 2 I i=1 J j=1 jsi;j (t) 0 s(t)j 2 (10) where s i;j (t) represent the observations at the instant t;ŝ i;j (t) represent the corresponding predicted values from a given model,
represents the spatial average value at the instant t, and I and J define the size of the associated pattern. The value of SNMSE for the one-step-ahead predictions, relative to the PSO+PSO produced model consisting of 15 wavelet functions, was calculated to be 0:0787. For the LM algorithm produced model consisting of 17 wavelet functions, the value of SNMSE for the four cases was calculated to be 0:0808.
V. CONCLUSION
A novel two-stage training scheme has been proposed for constructing a new class of lattice dynamical wavelet neural networks. It has been demonstrated using real data that the proposed network model is effective for spatio-temporal system identification. The proposed network possesses a few desirable features, for example, the network is almost self-implemented, meaning that by starting with some given conditions (initial, boundary, and termination), all within-network parameters can be estimated and calculated by the proposed algorithms; the network provides a transparent model, where individual wavelet neurons are explicitly available. The main drawback of the new network is perhaps the computation time, which is mainly spent on the nonlinear optimization procedure using the PSO algorithm. Theoretical analysis of the proposed algorithm and comprehensive comparisons between the proposed method and other approaches are worth giving in future studies.
