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Abstract
Fluorescence is a process that can be utilized in many different ways for scientific
research. This potential and versatility has also been noticed by the Nobel Com-
mittee, which, in the last ten years, awarded two Nobel Prizes in Chemistry to
the field, 2008 “for the discovery and development of the green fluorescent protein,
GFP” [1] and just recently in 2014 “for the development of super-resolved fluores-
cence microscopy”. [2] The former greatly extended the capabilities for specifically
tagging individual proteins, opening the doors for the application of fluorescence
microscopy and spectroscopy in studying biological systems. Super-resolution spec-
troscopy, on the other hand, covers less the preparation and more the analysis of a
scientific experimentat. It is the most prominent representative of a wide variety of
fluorescence based methods that have emerged in the last 20 years and were made
possible by advancements in three different fields. The first includes developments
in chemistry and biochemistry that provided fluorescence dyes with better and
unique properties, and also new ways of attaching them to the analyte of interest
in an efficient and specific manner. Another requirement was the improvement of
instrumentation like excitation sources, optical elements, or detectors and other
electronic devices. The third field involves advancements in new analysis methods,
algorithms and software. Extracting the maximum amount of information from the
data reveals more details about the investigated systems and results in a deeper
understanding of their nature.
This thesis puts a strong focus on this last aspect. It describes the development
of software for analyzing advanced fluorescence methods and subsequently the
implementation and application of these techniques.
After a brief introduction in chapter 1, the concepts and methods relevant to this
work are presented in chapters 2 and 3. Hereby, chapter 2 briefly describes the basics
of fluorescence and microscopy in general and the instrumentation used in the other
chapters. Chapter 3 than provides a quick overview of the covered methods, mainly
focusing on fluorescence fluctuation and fluorescence lifetime techniques.
The developed software called PIE Analysis with Matlab (PAM ) is introduced in
chapter 4. PAM was designed as a platform for a multitude of advanced fluores-
cence analysis techniques, with a focus on combining them with pulsed interleaved
excitation. The included methods can be used to analyze single point data (e.g.
fluorescence correlation spectroscopy), images (e.g. image correlation spectroscopy),
as well as fluorescence lifetime information (e.g. phasor fluorescence lifetime mi-
croscopy). Additionally, (PAM ) contains a simulation program allowing the user to
generate data with known parameters, making it possible to test new methods and
theories. The core concepts and focus of the central platform and the individual
applications are presented, followed by a more detailed description of their main
features and most important underlying algorithms.
Chapter 5 focuses on the application of the presented techniques and software for
studying metal-organic frameworks (MOFs). They constitute a group of materials
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formed by connecting inorganic building blocks via organic linkers to a three dimen-
sional crystalline lattice. Due to their high porosity and relative surface area, MOFs
show big potential for a variety of industrial applications, ranging from analyte
sensing, over gas storage, to catalysis. Here, two different MOFs were investigated.
The first one, MIL-101(Al)-NH2, is an aluminum based MOFs with free amino
groups on the organic linker that can be used for posy-synthetic modifications, e.g.
with fluorophores. Using correlative fluorescence lifetime and scanning electron
microscopy, two quenching mechanisms of fluorescein bound to the MOF were
identified. The first one is a photo electron transfer type quenching via unmodified
amino groups, while the second mechanism depends on the particle morphology
and is most likely caused by defects in the structure.
In the second part of chapter 5, different methods for functionalizing the zirconium
MOF UiO-67 were investigated using fluorescence lifetime microscopy. The anal-
ysis showed that de novo incorporation of large, complex functionalities during
synthesis can introduce small defects to the crystal structure. Solvent assisted
linker exchange, the second method investigated, showed less effect on the lattice.
During this process, functional groups are bound in two distinct steps. The first
involves a fast binding of the modified linker to under-coordinated metal sites at
the crystal exterior. The much slower linker exchange only takes place at elevated
temperatures. Since the rate limiting step is the substitution of a bound linker, the
exchange is spatially homogeneous throughout the whole crystal.
In chapter 6 the influence of chrome nano patterns on the diffusion in supported
lipid bilayers is investigated. Since they are believed to completely halt mobility,
chrome barriers are often used to divide lipid layers into individual, non-connected
segments. We could show that, under the investigated conditions, diffusion across
the barriers can still be maintained, albeit at a reduced rate. Detailed pair corre-
lation spectroscopy and scanning electron microscopy analysis revealed no clear
correlation between this mobility and barrier width or height. On the other hand,
fluorescence recovery after photobleaching indicates the presence of a cutoff barrier
thickness that determines whether diffusion is possible or not.
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1. Introduction
A scientific experiment has changed dramatically over the course of history. The
earliest researchers relied on observations and reasoning to describe natural phe-
nomena and place them in a philosophical or theological context. Using their
own senses, they looked at things happening around them. While this approach
of measuring parameters and using the observations to deduce general concepts
and laws still stands today, it has gotten more complex and less straightforward
over time. As our knowledge and understanding of the natural world grew, so
did the complexity of the analyzed topics and the requirements for more intricate
experiments. Rarely can a modern measurement be conducted without a meticulous
design of the experimental conditions and the help of sophisticated equipment.
This definitely holds true for the field of optics and microscopy. With the invention
and improvements of the light microscope, a whole new world on the cellular and
sub-cellular level was uncovered that was previously not observable with the human
eye alone. Traditional microscopy soon reached its limit in the diffraction of light.
Only with the development of new techniques - such as electron, near-field or
super-resolution microscopy - was it possible to resolve structures smaller than a
few hundred nanometers.
However, not only the resolution power but also the contrast is important to
distinguish between different objects. Small structures usually scatter or absorb
light only weakly, making it very hard to differentiate between different objects.
One way to increase the contrast is to stain the sample, a method widely used
for biological samples. The dyes used for staining bind to specific components
of a cell, thus enhancing the contrast between the targeted organelles and the
surrounding cell. Another approach to achieve high contrast and specificity is to
switch from observing transmitted light to measuring photon emission by using
florescence. Although fluorescence is ubiquitous, most molecules show only very
low emission efficiencies in the visible spectrum (e.g. quantum yield of ≈ 10−4 for
DNA). This means that the fluorescence background is also very low and the signal
from fluorophores - chemical groups with high fluorescence quantum yields - can be
detected with very high sensitivity, even down to the single molecule level. Using
modern chemical and biochemical tools, these fluorescent dyes can be attached
specifically to molecules or structures of interest and imaged with high contrast
and specificity, even in such crowded environments like cells.
Fluorescent light not only contains spatial data, used in microscopy, but also a
variety of other parameters like wavelength, polarization or temporal information.
Fluorescence spectroscopy utilizes these data without necessarily imaging the sam-
ple. Depending on the method and experimental conditions, a multitude of different
sample properties can be measured, including molecular interactions, dynamics or
the nanoscopic environment of the probe. In chapters 2 and 3, I introduce some
of these fluorescence spectroscopy methods, especially those that are used in the
following chapters.
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One aspect common to many of these advanced fluorescence techniques is the need
for sophisticated analysis algorithms. Since most of these methods are performed
at very low concentrations and only observe a small volume, the signal is governed
by Brownian motion and random distribution statistics. This makes direct inter-
pretation of the raw data very difficult and thus requires complex mathematical
treatment. However, in many cases, a single type of analysis only reveals a certain
aspect of the data (e.g. temporal fluctuations), and other methods are needed to
investigate additional parameters (e.g. spatial fluctuation). This means that the
maximum amount of information can only be extracted by using multiple analysis
approaches, each one with its own algorithms and software code. This optimal data
utilization is facilitated by programs that combine such a multitude of analysis
methods, especially when they still allow the user flexibility in their application.
The development and implementation of such a versatile and flexible program for
fluorescence spectroscopy is described in detail in chapter 4.
Different fluorescence techniques are nowadays widely used in the life sciences, both
in in vitro applications, as well as in measurements in cell or even whole organisms.
Outside of biological topics, fluorescence is rarely utilized even though it has many
potential applications. One field that can greatly benefit from fluorescence methods
is material science, especially the study of porous materials. This porosity leaves
space for dyes to be incorporated into the material, either during synthesis or
afterwards through diffusion. Using fluorescence imaging, the spatial distribution,
connectivity and accessibility of such porous networks can be mapped. Extending
the measured parameters to the fluorescence lifetime further increases the amount
of information available about the material. Most fluorophores are very sensitive to
their immediate surroundings, resulting in a change in lifetime. This can then be
used to deduce the nanoscopic environment of the dye, even below the diffraction
limit. Chapter 5 presents two studies where fluorescence lifetime imaging was used
to investigate different functionalization methods of metal-organic frameworks, a
type of porous material that is currently receiving a lot of attention as potential
candidates for industrial applications.
One important group of advanced fluorescence techniques is fluorescence fluctuation
spectroscopy (FFS). Unlike most other methods, FFS techniques do not try to
minimize random fluctuations, but rather use them to extract information about
the sample. These variations in the fluorescence signal are not only caused by noise,
but also by differences in concentration or molecular brightness. Thus, temporal
fluctuations contain information about dynamic processes such as diffusion, while
heterogeneities in space reveal the spatial distribution of fluorophores. Fluorescence
pair correlation analysis is a fluctuation technique thats utilizes both the spatial
and the temporal information, and can be used to investigate the local diffusion
behavior. In chapter 6, pair correlation is applied to study the effect of obstacles on
two dimensional diffusion. Here, supported lipid bilayers on chrome nano patterns
are used as a simple model system. Since the size of both barriers and gaps between
them can be controlled precisely, the influence of these parameters on the local
lipid mobility was investigated.
2
2. Confocal Fluorescence
Microscopy
In this chapter I will introduce the basic concepts of time-resolved confocal laser
scanning fluorescence microscopy, the key technique of the experiments presented in
this thesis. Starting with the fundamentals of fluorescence, I will then briefly describe
the principles of confocal laser scanning microscopy followed by the concepts of
time-correlated single photon counting and pulsed interleaved excitation. The last
part of the chapter describes the microscope used for the measurements and its key
components. The actual methods and the principles of data analysis are featured
in chapters 3 and 4, respectively.
2.1 Fundamentals of Fluorescence Microscopy
Molecules that were excited by light have a chance to emit a photon when relaxing
to the electronic ground state. When this transition happens between two singlet
states, the process is called fluorescence and molecules that have a high probability
of photon emission are known as fluorophores.
A normal fluorescence cycle consists of four steps, illustrated in Figure 2.1. First,
an electron undergoes a transition to an excited electronic state, usually S1 or S2.
According to the Franck-Condon principle, this change is too fast for the nuclei
to follow so that the transition also includes a change in the vibrational level.
The next step is a non-radiative relaxation to the lowest vibrational state of S1,
called internal conversion. This is followed by the actual fluorescent transition to
the electronic ground state S0, again to a vibrationally excited level due to the
Franck-Condon principle. The cycle is completed by a second vibronic relaxation.
Besides photon emission, there are several other pathways to the ground state, such
as internal conversion, inter-system crossing, energy transfer or other quenching
mechanisms.
During the two vibrational relaxations, a fraction of the energy is lost to heat so
that the wavelength of the emitted photon is longer than that of the excitation light.
This spectral shift, called the Stokes’ shift, makes it possible to efficiently separate
the excitation light from the fluorescence by using special filters and polychroic
mirrors, that transmit certain wavelength, but reflect or absorb others. This allows
the detection of even weak signals, turning fluorescence into a powerful tool in
microscopy and spectroscopy. Since most molecules show next to no fluorescence
intensity in the visible range, good fluorophores can be imaged with very high
contrast, even down to single molecules. Combined with the specificity achieved by
labeling biomolecules chemically with organic dyes or biochemically with fluorescent
proteins, this makes fluorescence the primary readout parameter of many medical
and biological microscopy applications. Furthermore, unlike x-ray crystallography
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or electron microscopy, fluorescence measurements generally do not require special
experimental conditions, such as fixed or crystallized samples. Therefore, biological
samples can be studies in their natural environment, e.g. a living cell.
Figure 2.1: Jablonski diagram illustrating the most common pathways in an
excitation/de-excitation cycle of a fluorophore.
2.2 Principles of Confocal Microscopy
The first confocal microscope was already described in 1957 by Marvin Minsky [3]
and, although almost six decades have passed since then and a lot of new inventions
and improvements have been added to it, the basic concepts are still the same.
Unlike wide-field microscopy where the whole sample is illuminated, a confocal
microscope focuses the light to a small spot. However, a signal can also originate
from the light cones before and after the focal plane, since the total excitation
intensity is the same for each axial plane (if the changes due to absoption or
reflection are neglected). By introducing a pinhole in the conjugated focal plane,
most of the out-of-focus light can be blocked, resulting in a small detection volume.
The concept is illustrated in Figure 2.2.
The minimal size of this focus spot, called point the spread function (PSF), is
defined by Abbe’s diffraction limit:
d =
λ
2NA
(2.1)
In modern microscopes, this is usually 200–300 nm laterally and around a factor
of 5 to 10 larger in the axial dimension. This small observation volume (<1 fL),
especially when combined with fluorescence detection, enables many techniques
not possible with conventional wide-field microscopes.
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Figure 2.2: Principle of a confocal microscope. The green solid lines indicate excitation
light. While light from the focal plane (red solid line) can pass through the pinhole in the
conjugated plane, out of focus emission (dark red and orange dotted lines) is blocked.
The confocal principle alone, however, cannot resolve an image, because only a
single spot is observed. In order to gather spatial information, different position
in the sample have to be measured sequentially and the full image reconstructed
from the individual data points. Hereby, either the sample or the focus can be
moved. The former is easy to implement, but it is quite slow and the movement
might introduce vibrations, decreasing image quality. The concept of moving the
excitation volume instead of the sample is called laser scanning confocal microscopy
(LSCM) and is discussed in the next section.
2.3 Laser Scanning Confocal Microscopy
In order to move the focus laterally, the incident angle of the excitation beam at
the back focal plane has to be changed. The easiest way to achieve that is to place
a movable mirror in the excitation path. Tilting this mirror along the horizontal
or the vertical axis then translates the focus in the x and y direction. This tilting,
however, does not only result in a change of angle, but also shifts the beam position,
so that the mirror has to be placed very close to the objective or only a small
region can be scanned. This problem can be solved by placing relay optics (such
as telescope lenses or parabolic mirrors) in between the scanning mirror and the
objective. If the focal planes or the tilt axes of neighboring elements coincide, the
lateral translation at the objective back focal plane is eliminated and large regions
of interest can be scanned without any artifacts (see Figure 2.3). In such a setup, a
polychroic mirror is placed before the scanner so that excitation and fluorescence
take the same path. This way, the image is ”descanned”, meaning the fluorescence
light hits the polychroic always under the same angle, independent of the scanner
position, so that a static pinhole and detector can be used.
In camera-based microscopy methods, magnification is fixed and defined by the
optics. Laser scanning, on the other hand, allows free and continuous zooming,
only limited by the minimal angle step as the lower border and by the maximal
deflection that does not overstep the dimensions of the optics as upper limit.
5
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Figure 2.3: Schematic of confocal laser scanning. If the scan mirror position and the
focal planes of neighboring lenses overlap, a tilting of the mirror is relayed to a translation
of the focus in the image plane.
Mirrors that are capable of being tilted in two axes (mainly piezoelectric mirrors)
are usually quite slow and do not improve scanning speed much compared to sample
scanning. Therefore, most LSCMs use galvanometric mirrors that can be moved
with a response that is approximately two orders of magnitude faster, with line
scan frequencies of around 1 kHz. Unfortunately, they only rotate around a single
axis, so that two individual mirrors with perpendicular rotation have to be used
to perform two dimensional scans. In this case, the mirrors are placed very close
together with the focus point of the first telescope lens in between them to minimize
beam shift at the objective back focal plane. For measurements that require very
high precision (like super resolution microscopy), additional relay optics are placed
between the mirrors to eliminate even these small remaining deviations.
The maximal line scan frequency of standard galvanometric mirrors lies at about
1 kHz, corresponding to an imaging rate of about 1-10 frames per second, depending
on the resolution. At higher rates, the mirrors cannot follow the sawtooth signal due
to inertia, resulting in non-linear scanning and distorted images. It is possible to
push this limit by adjusting the input signal to account for the physical properties
of the mirrors. A way to achieve even faster imaging up to video rate is to use
resonant scanners. Hereby, the mirror for the fast axis oscillates at its resonance
frequency. This movement is very regular, but sinusoidal, so that the pixel times
vary and a more complicated image reconstruction is needed. In addition, it is
generally not possible to statically move the beam to a certain position, so that
selection of regions of interest is more limited.
2.4 Time Correlated Single Photon Counting
Many of the methods described later in this thesis (especially pulsed interleaved
excitation and fluorescence lifetime) require a very accurate measurement of the
photon arrival time over many orders of magnitude, ranging from a few picoseconds
6
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up to seconds or even minutes. To achieve this, time correlated single photon
counting (TCSPC) is employed. [4,5] The individual photons are registered with
counting detectors like photomultiplier tubes (PMTs) or, in this case, avalanche
photodiodes (APDs). Each detected photon results in an electronic pulse that is
sent to the TCSPC device, where two different times are recorded for each photon:
the macro- and the micro-time (Figure 2.4).
The macro- or measurement time contains low resolution (about 10–100 ns) in-
formation about the photon arrival relative to the start of the experiment. The
TCSPC card counts the ticks of a synchronization clock since the measurement
began and assigns this value to the detected signal. Because all clocks have a slight,
but noticeable divergence, all time sensitive devices, like TCSPC cards, lasers or
scanners, are ideally synchronized to a single clock.
The high temporal resolution of TCSPC is encoded in the micro- or pulse-time.
This parameter only contains the relative delay between the detected photon and
the previous or following sync pulse, but with a timing accuracy down to a few
picoseconds. Hereby, a synchronization pulse starts a high precision timer (usually
a time-to-amplitude converter, TAC, or a time-to-digital converter, TDC), that
is stopped by the photon signal. Due to the dead time of TACs and TDCs, most
modern devices actually use an inverted start-stop configuration, where the photon
acts as trigger and the sync as terminator. Since photons are much more sparse
compared to clock ticks, this setup reduces the effects of dead time and allows
higher measurement frequencies. The sum of both macro- and micro-time gives the
absolute photon arrival time.
Figure 2.4: Schematic of TCSPC detection. The macro-time counts the synchronization
pulses since the start of the experiment, while the micro-time measures the delay of the
photon arrival with respect to the previous clock tick.
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2.5 Pulsed Interleaved Excitation
An important measurement mode that strongly benefits from using TCSPC detec-
tion is called pulsed interleaved excitation (PIE). [6,7] In PIE, multiple pulsed lasers
- usually different colors, but other parameters like polarization can also be used -
are triggered within one pulse cycle, but shifted in time, creating an alternating
excitation sequence. When the delay between them is significantly longer than the
lifetime of the fluorophores, the responses to the lasers will be clearly separated
in time and each photon can be unambiguously assigned to an excitation source.
This way the signal is not only divided into channels by emission (via dichroic
mirrors and filters), but also by excitation wavelength (via the micro-time), adding
important information otherwise not available (see Figure 2.5).
Figure 2.5: Schematic of the concept of two-color pulsed interleaved excitation (PIE).
A) During each excitation cycle (determined by a sync pulse), two lasers (green and red)
are triggered with a short time delay, defining two timed channels, GX and RX. Photons
are additionally divided by their color, resulting in a total of four channels. Green photons
after green excitation (GG) and red photons after red excitation (RR) originate from the
green and red dye, respectively, after the corresponding laser excitation. Red photons
after green excitation (GR) can be caused by spectral crosstalk of the green dye, direct
excitation of the red dye by the green laser or energy transfer from the green to the
red dye. Due to the fluorescence properties of common dyes, green photons after red
excitation (RG) are highly unlikely and usually negligible. B) Micro time histograms of a
DNA labeled with Atto488 and Atto647N showing fluorescence decays for the channels
GG, GR and RR.
Being able to distinguish excitation sources is a feature that greatly increases sensi-
tivity of fluorescence cross-correlation methods (described in chapter 3.1 and 3.2).
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In the case of a two-color experiment, green emission after green excitation and
red photons after a red laser pulse can only originate from the corresponding
dyes, ensuring that no artificial cross-correlation amplitude is observed between
those channels. Without alternating excitation, spectral crosstalk from the lower
wavelength fluorophore will be detected in the red channel, causing a non-vanishing
cross-correlation signal even in a non interacting sample (green curves in Figure 2.6).
Furthermore, photons from the green dye are added to the red signal and thus
affect the red auto-correlation (red curves in Figure 2.6).
Figure 2.6: Fluorescence cross-correlation curves of Atto488-carboxylic acid and Atto565-
carboxylic acid diffusing independently. Without PIE, the spectral crosstalk affects the
red auto-correlation function (dark red curve) and introduces an artificial cross-correlation
amplitude (dark green curve).
Another method that greatly profits from PIE is single molecule Förster resonance
energy transfer (smFRET). [8] In normal smFRET experiments, only the donor
fluorophore is excited by a single laser. From the intensity observed in the donor
(IGG) and acceptor (IGR) channels, the apparent FRET efficiency can be calculated:
E =
IGR
IGR + IGG
(2.2)
This way, molecules showing very low FRET and the ones lacking an acceptor
fluorophore altogether cannot be distinguished. However, by additionally probing the
presence of the acceptor via red excitation (IRR), a new parameter, the stoichiometry,
defined as the ratio of the intensity after green excitation and the total photon
9
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signal, can be determined:
S =
IGG + IGR
IGG + IGR + IRR
(2.3)
If only one fluorophore is present, either the signal after green excitation (IGG+IGR)
or after red excitation (IRR) vanishes, and the stoichiometry becomes 1 (for donor
only) or 0 (for acceptor only). For a molecule labeled with both dyes, on the other
hand, the value will be somewhere in between. Intuitively, a value of 0.5 seems
ideal, since here the contrast between dual- and single-labeled molecules is highest.
However, in this case half of all photons are detected, red excitation and thus
cannot be used for determining the FRET efficiency. Therefore, it might be better
to increase the stoichiometry and record more photons from green excitation by
adjusting the relative laser intensities.
Alternating excitation is also very useful when performing quantitative FRET
measurements. In order to be able to calculate absolute and setup independent
FRET efficiencies, direct acceptor excitation (α), spectral crosstalk of the donor
(β), and differences between green and red detection efficiencies (γ) need to be
accounted for:
E =
IGR − αIRR − βIGG
IGR − αIRR − βIGG + γIGG
(2.4)
S =
IGR − αIRR − βIGG + γIGG
IGR − αIRR − βIGG + γIGG + IRR
(2.5)
Without PIE, IRR is not accessible and a static value for the direct excitation
has to be used, increasing potential errors in the measurement. Furthermore, the
stoichiometry can be used for directly determining the γ-factor, if the sample shows
multiple species with different FRET values. Since the corrected stoichiometry
(Equation 2.5) is independent of the FRET efficiency, the correct γ can be extracted,
but adjusting it until all species show the same stoichiometry value.
The advantages described so far can also be achieved by quickly alternating con-
tinuous wave lasers. By using PIE, however, also the exact photon arrival time
and therefore the fluorescence lifetime is measured, maximizing the information
extracted from each photon. In fluorescence fluctuation methods, this additional
knowledge can be used to recognize and separate different species while in smFRET,
the lifetime might reveal other quenching processes or molecular dynamics.
2.6 Confocal Microscope
For almost all fluorescence experiments described in this work, a home-built con-
focal laser scanning microscope with TCSPC detection was used. A schematic
representation of the setup is shown in Figure 2.7. The individual components
are described in the following sections. The transmission spectra of the filters and
polychroic mirrors are shown in the appendix.
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Figure 2.7: Schematic of the confocal laser scanning microscope used for fluorescence
experiments presented in this work. The individual components are described in the
following section of this chapter.
2.6.1 Lasers and Excitation Optics
The excitation unit is shown in the red box in Figure 2.7. It consists of three
lasers, a pulsed erbium doped fiber laser with a fixed repetition rate of 27.4 MHz
(FFS.SYS-CONT-COMP-TSHG, Toptica Photonics) tuned to 561 nm, and two
pulsed diode lasers, one at 475 nm (LDH-P-C-470, Picoquant) and the second one
at 635 nm (LDH-P-C-635b, Picoquant). The pulse frequency of the 561 nm laser
serves as a master clock for the other lasers, as well as for all other synchronized
devices (scanner and TSCPC cards). To optimize interleaved excitation, triggering
the other two lasers can be variably delayed electronically with delay intervals of
2 ns.
The red and yellow lasers are superimposed with a Chroma AT600DC dichroic
mirror and afterwards both are combined with the blue laser using a Chroma
500DCXR dichroic mirror (AHF Analysentechnik). To ensure optimal beam shape
and overlay of the different lasers, the light is coupled into the same single mode fiber
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(coupler: HRJC-23AF-400/700-P-20AC; fiber: QPMJ-A3A,3AF-488-3.5/125-3-5-1,
OZ Optics). At the fiber exit the beam is again collimated with a 60FC-4-RGB11-47
achromatic broadband collimator (Schäfter+Kirchhoff).
To adjust the laser power, continuous neutral density filter wheels (OD 0–2 ) are
used before the beam is coupled into the fiber. For experiments requiring very low
light intensities (<100 nW), an additional neutral density filter (OD 3 ) is added.
2.6.2 Laser Scanning Fluorescence Microscopy Path
After the fiber, the light is guided through the scanning unit (green box in Fig-
ure 2.7). The light beam is reflected toward the microscope with a polychroic
mirror (Semrock Di01-R405/488/561/635, AHF Analysentechnik) used for sepa-
rating excitation and fluorescence light. Fast beam scanning is achieved via two
closely-spaced galvanometer scanners (scanner: 6210H; controller: MicroMax 673
Series, Cambridge Technology). Scanning shape, size and speed are controlled
with an arbitrary waveform generator (M2i.6034, Spectrum Systementwicklung
Microelectronic GmbH) that is synchronized with the lasers and detection to ensure
precise position reconstruction without the need of pixel- or line-synchronization.
The midpoint between the scanning mirrors is expanded and projected onto the
back focal plane of the objective through an achromatic Keplerian telescope (achro-
matic lens doublets AC254-050-A and AC254-200-A, Thorlabs), slightly overfilling
the back aperture.
The laser light is focused with one of three different objectives, depending on the
experimental conditions. For measurements close to the glass surface, which require
a high axial stability and lateral resolution, a 1.49 NA 100× oil immersion objective
(CFI Apo TIRF 100×, Nikon) is used. Experiments at larger distances from the
cover glass (>3 µm) or in homogeneous solutions are performed with a 60× 1.27 NA
water immersion objective (Plan Apo IR 60× WI, Nikon). In the case that a dried
sample is imaged from the top (i.e. not going through the glass) or when a bigger
field of view is needed, the Nikon 0.6 NA air objective Plan Apo Lambda 20× is
employed.
2.6.3 Detection Optics and Electronics
The fluorescence is collected with the same objective used for focusing and trav-
els the excitation path backward, until it is separated from the lasers at the
polychroic mirror and enters the detection unit of the microscope (cyan box in
Figure 2.7). The transmitted light is then focused on a 80 µm pinhole and recol-
limated with an identical achromatic lens (AC254-100-A, Thorlabs). Afterwards,
the emission is split spectrally, first by reflecting the blue/green range (565DCXR,
AHF Analysentechnik) and then the orange/red wavelengths (Chroma Q660LP,
AHF Analysentechnik). The three different light beams for the blue/green, the
orange/red and the red/IR spectrum are then focused on single photon avalanche
photodiodes (SPAD or APD), a CountBlue® (Laser Components), a SPCM-AQR-
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14 (Perkin-Elmer) and a Count® module (Laser Components), respectively. To
effectively block the reflected or scattered laser light, a Chroma ET520/40 band-
pass filter is used for the blue/green, a Chroma ET595/50 for the orange/red, and
a Semrock 635 nm EdgeBasic long-pass filter for the red/IR detection modules (all
AHF Analysentechnik). The photon detection signals of each APD are timed and
recorded with a separate TCSPC card (SPC-150/SPC-140, Becker&Hickl).
2.6.4 Wide-Field Microscopy Path
In order to get a better overview of the sample and to quickly locate and identify
appropriate regions of interest or cells, the setup can be switched to a wide-field
illumination mode (blue box in Figure 2.7). For this purpose, a flip-mirror is inserted
into the beam path, blocking the lasers used for confocal excitation and coupling in
a 488 nm and a 561 nm continuous wave laser, which are focused onto the back focal
plane of the objective. The collected fluorescence of the wide-field illumination is
separated from the excitation light via a polychroic mirror (LC-470-568-690TBDR,
Laser Components) and guided to the eye-piece of the TE200 Eclipse microscope
base for optical inspection or imaging with an electron multiplying charge-coupled
device (EMCCD) based camera (QICAM 12-bit Fast Mono, QImaging).
2.6.5 Perfect Focus Unit
Thermal expansion, air flows or unstable focusing mechanics can lead to drift of the
sample, especially in the axial direction. When experiments need to be performed
at a certain position, this drift can have strong unwanted effects on the recorded
signal. Therefore, a perfect focus device has been incorporated into the microscope
(orange box in Figure 2.7). The concept used for achivieng the perfect focus is
illustrated in Figure 2.8.
Figure 2.8: Simplified schematic of the perfect focus principle. The laser hits the surface
under an oblique angle and is reflected. Depending on the distance between the objective
and the reflective surface, the path length of the laser beam changes, resulting in a
changed angle and therefore a displacement on the position sensing device.
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To achieve this, a 980 nm Laser (MDL-III-980-100 mW, CNI Optoelectronics) passes
through a beam splitter that reflects ≈ 90% of the IR light. The weaker laser path
is focused onto the objective, creating a strongly inclined collimated beam after the
objective. Hereby, the IR light passes through a long pass filter (Semrock FF875,
AHF Analysetechnik), with the purpose of guiding both the confocal excitation
light (reflected) and the perfect focus laser (transmitted) to the objective. The
light reflected on the interface between cover glass and sample medium is collected
and again reflected on the 90/10 beam splitter. Hereby, the stronger signal falls
onto a position sensing detector (PSD, CONEX-PSD9, Newport). The position
information of the PSD is used to adjust the focus via an objective piezo (P-517.3CL;
E-501-00, Physik Instrumente). The minimal light intensity required for the PSD is
only achieved with total internal reflection on the glass-sample interface. Therefore,
the perfect focus system is only used with the oil immersion objective.
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3. Advanced Fluorescence
Microscopy and Spectroscopy
Methods
In recent years, the development of more sensitive and accurate equipment, so-
phisticated new fluorescent dyes, as well as advanced data analysis transformed
fluorescence microscopy from simple imaging to a versatile tool to investigate a wide
variety of properties and samples. By expanding the observed parameters beyond
position and color, the new fluorescence microscopy methods try to extract the
maximum possible information from each photon. This chapter will introduce and
shortly describe some of these methods, focusing on techniques used later in this
work, namely fluorescence fluctuation spectroscopy [9–13] and lifetime imaging. [14–17]
3.1 Fluorescence Fluctuation Spectroscopy
Most scientific methods either measure a static property or rely on a perturbation-
response scheme to probe the dynamics of a system. Fluorescence fluctuation
spectroscopy (FFS), on the other hand, uses intrinsic thermal fluctuations to
investigate dynamic properties. As the fluctuation-dissipation-theorem states, small
perturbations from the equilibrium are governed by the same laws as statistic
fluctuations, allowing both approaches to study the same aspects from different
perspectives.
Although the first fluctuation experiments on diffusion were performed more than
a hundred years ago, [18] it took until the late 20th century for FFS to turn into
the powerful tool it is today. One reason for this is that thermal variations are
comparatively small and most pronounced for low particle numbers. Therefore, the
development and advancement of confocal and two-photon microscopy and their
small observation volumes (V < 1 µm3) was needed to establish FFS as more than
a niche method. [19] Things are further complicated by the fact that fluctuation data
is not immediately interpretable. Although the fluctuations follow strict rules and
distributions on average, the occurrence of individual events is random, making
pattern recognition more difficult. Thus, the information hidden in fluctuations is
only accessible after a statistical analysis, while perturbations shows a clear (in
most cases exponential) response.
Over the years, many different FFS methods were developed, but they are all based
on two ways of analyzing the data: Techniques like the photon counting histogram
(PCH) [20], fluorescence intensity distribution analysis (FIDA) [21] or fluorescence
cumulant analysis (FCA) [22] utilize the probability distribution to measure the
amplitude of fluctuations. The temporal aspects of fluctuations, on the other
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hand, can be best visualized using the correlation function, used by fluorescence
correlation spectroscopy (FCS) and its extensions.
3.1.1 Fluorescence Correlation Spectroscopy
Fluorescence correlation spectroscopy (FCS) looks at the self-similarity of a fluores-
cence photon stream by calculating a temporal auto-correlation function (ACF) to
determine the timescales of fluctuations. The theory and first implementation were
introduced in the early 1970s by measuring the diffusion and kinetics of ethidium
bromide reversibly binding to DNA. [19,23,24]
The auto correlation amplitude G of time lag τ can be expressed via intensity (I(t))
or fluctuations (δI(t) = I(t)− 〈I(t)〉):
G(τ) =
〈I(t) · I(t+ τ)〉
〈I(t)〉2
− 1 = 〈δI(t) · δI(t+ τ)〉
〈I(t)〉2
(3.1)
with I describing the photon count rate for times t and t+ τ . The angled brackets
indicate the average over all possible time points t.
The most common type of fluctuations investigated by FCS is a variation of the
number of particles in the observation volume due to diffusion. Fluorescent particles
randomly entering or leaving the focus result in a deviation of the intensity signal
from the average value. While they stay inside or outside of the observed volume,
the deviation has the same sign for short time lags, leading to a positive net
correlation. For long time lags, however, the particles have more time to diffuse
and thus their position is randomized. Therefore, long-time fluctuations are also
random and, averaged over all time points, cancel out, so that the correlation
function decays to zero. The time scale on which the correlation decreases to zero
is determined by the average time a particle spends in the focus, which in turn
depends on the focus size and the particle’s diffusion coefficient.
The second important parameter measured in FCS is the average particle number
N within the focus, which is inversely proportional to the correlation amplitude at
zero lag G(0). The inverse relationship can be easily understood: Assuming that the
movement of different objects is not correlated, the distribution of particles in the
focus follows Poissonian statistics. Thus, the particle fluctuations and consequently
the intensity deviations δI(t) scale with
√
N . The multiplication in the nominator
of equation (3.1) results then in a direct proportionality of the unnormalized
correlation amplitude and the particle number. Since the average count rate 〈I(t)〉
is also proportional to the particle number, but contributes as a square to the
denominator, the final relationship results in G(0) ∝ 1
N
.
For free diffusion through a 3D Gaussian volume (as a good approximation of a
confocal focus), the temporal auto-correlation function can be expressed as:
G(τ) =
γ
N
·
(
1
1 + 4Dτ
ω2r
)
·
√
1
1 + 4Dτ
ω2z
(3.2)
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Here, N represents the particle number, D the diffusion coefficient, while ωr
and ωz denote the radius of the Gaussian for the lateral and axial dimensions,
respectively. The radius is defined as the distance from the center at which the
intensity decreases to 1
e2
of the maximum. The lag time is symbolized by τ . The
shape factor, γ, accounts for the fact that the intensity does not constitute a step
function with clear borders, but only gradually decreases from the center outwards.
For a 3D Gaussian, γ is equal to 2−
3
2 or approximately 0.3536. Figure 3.1 shows an
example of a diffusion correlation function of a fluorescent dye.
Figure 3.1: FCS curve of Atto655 carboxylic acid acquired on a confocal microscope.
Dots represent measured data and the solid line is a fit to equation (3.2). The weighted
residuals of the fit are displayed in the upper panel.
Any process affecting the molecular brightness will also show up in the auto-
correlation function. Some of them result in unwanted artifacts impeding analysis
while others are actually utilized to study the dynamics involved. Some of the most
common sources of fluctuations in FCS are illustrated in Figure 3.2. The fastest
process observable in FCS is the so called antibunching term (I in Figure 3.2). [25,26]
For single emitters, the emission of a second photon is delayed due to the fluorescence
lifetime (1–4 ns for most fluorescent dyes). This leads to sub-Poissonian statistics
and consequently to a decrease of the correlation amplitude. At zero lag time, the
correlation amplitude only drops to zero for truly individual emitters. For particles
carrying multiple fluorophores, however, the depression in the curve is inversely
proportional to the number of emitters. Using this information, the fluorophore
stoichiometry can be measured, e.g. for oligomerization studies. [27,28]
A second fast process in FCS is molecular rotation (II in Figure 3.2), [29–32] ranging
from tens of picoseconds for small synthetic dyes to about 50 ns for fluorescent
proteins. For excitation to occur, the electric field component of the light has to
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align with the fluorohore’s dipole moment. Because the lasers used in most FCS
experiments are linearly polarized (or are missing the longitudinal component if
circular or non-polarized), this leads to a correlation that decays with the rotation
of the molecule. Unlike translation, rotational diffusion depends on the cube of the
radius, making it more sensitive to small changes of the molecular size.
Correlations due to photophysics (III in Figure 3.2), most prominently blinking
from intersystem-crossing to a triplet state, usually appear on the low microsecond
scale. [33–36] Although they are, in most cases, an unwanted byproduct of the
fluorophores used, one can use the blinking to determine stoichiometry, similar to
antibunching.
Figure 3.2: Full correlation curve of GFP depicting the different fluctuation sources. I:
Antibunching. II: Molecular rotation. III: Photophysical fluctuation. IV: Translational
fluctuations.
Diffusion is generally the slowest component of a correlation curve (IV in Figure 3.2).
Depending on the particular situation, it takes a particle on average 10µs up
to seconds to diffuse through the observation volume. Because the transit time
depends on the particle size, interactions with other molecules and the viscosity of
the medium, any process affecting these properties can be measured. In most cases,
diffusional FCS is used to investigate binding or dissociation. When a molecule
labeled with a fluorophore binds to a larger component, its hydrodynamic radius
increases. The resulting change in diffusion coefficient can, in turn, be observed by
FCS, thus identifying and quantifying interactions.
Although most intramolecular dynamics do not directly influence the ACF, they
can be measured by adding a quenching moiety via Förster resonance energy
transfer (FRET) [37,38] or photoinduced electron transfer (PET) [39,40]. In these cases,
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changes in proximity between the quencher and the fluorophore result in intensity
fluctuations, measurable with FCS. Since these fluctuations can originate from a
multitude of different sources, they can appear on any time scale.
Not only dynamic processes of the sample lead to changes in the correlation function.
Properties of the instruments used for measuring, like laser fluctuations or detector
afterpulsing and dead time, might affect the ACF and need to be dealt with in
order to interpret FCS data correctly. [41,42]
3.1.2 Fluorescence Cross-Correlation Spectroscopy
Although FCS is widely used to measure molecular interactions, its sensitivity for
detecting changes in molecular weight is fairly low. For spherical particles, the
diffusion coefficient is directly proportional to the hydrodynamic radius, which,
in turn, scales with the cube root of the molecular mass. This means that upon
dimerization the diffusion time is only changed by about 26%. While FCS is
sensitive enough to detect such a change, substoichiometric interactions resulting
in a mixture of monomeric and dimeric species can be much harder to identify.
In such cases fluorescence cross-correlation spectroscopy (FCCS) can be very helpful.
FCCS expands FCS from looking at the self-similarity of a single signal to comparing
two different signals. When analyzing the signals i and j, the cross-correlation
function (CCF) is calculated according to:
Gij(τ) =
〈δIi(t) · δIj(t+ τ)〉
〈Ii(t)〉 · 〈Ij(t)〉
(3.3)
FCCS follows the same principles as FCS. Indeed, when both signals i and j are
identical, equation (3.3) converges to equation (3.2). Although technically the term
fluorescence cross-correlation spectroscopy refers to any method of discriminating
fluorescent signals (e.g. lifetime, [43] polarization [44–46] or the special case of spatial
separation, which will be discussed later in this chapter), it is generally applied to
a spectral separation, more specifically called dual-color FCCS. [6,47,48]
The big advantage of FCCS is to be able to unambiguously determine interactions:
While the cross-correlation amplitude is inversely proportional to the average
particle number in each individual channel, it is directly proportional to the amount
of double-color particles. Therefore, the ratio of cross-correlation to auto-correlation
amplitude contains information about the fraction of dual color particles. [49] Since
the different species are uniquely associated with a particular signal via their
dye, the cross-correlation will only show a non-vanishing amplitude in the case of
conjoined movement, i.e. interaction between the species. However, this argument
is only true if no artificial cross-talk between the signals is present. For dual-color
FCCS, this can be achieved by using pulsed interleaved excitation, described in
chapter 2.5.
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3.1.3 Scanning Fluorescence Correlation Spectroscopy
One problem often encountered when performing FCS is that the diffusion coefficient
and the focus size cannot be determined independently. One can overcome this
issue by substituting them with the diffusion time τD =
ω2
4D
as a single parameter,
when only relative changes are of interest. Another way is to perform a calibration
measurement with a sample of known diffusion coefficient. This, however, requires
that all parameters influencing the focus size - like cover glass thickness, temperature
or viscosity - stay constant between calibration and experiment. [50] If this is not the
case, the accuracy of a FCS measurement might suffer. A way to circumvent this
problem is to modify the experiment in such a way that the diffusion coefficient
and the focus size become independently fittable. This can be achieved by rapidly
moving the focus spot during acquisition, as is done in scanning FCS, [51,52] thus
introducing an additional spatiotemporal component GST to the pure diffusion
correlation GD:
G(τ) = GD(τ) ·GST (t, τ) (3.4)
Although many different scanning patterns are imaginable, in most cases a sawtooth
type line scan or a circular scan are used. Scanning a circle simplifies analysis, since
the relative distance between the focus positions is only dependent on the lag and
no longer on the absolute measurement time. For the simplest case of free diffusion
with circular scanning, equation (3.4) can be described as:
G(τ) =
γ
N
·
(
1
1 + 4Dτ
ω2r
)
·
√
1
1 + 4Dτ
ω2z
· exp
(
−
d2 · sin2(ωτ
2
)
w2r + 4Dτ
)
(3.5)
Here, d and ω denote the diameter and angular frequency of the scanned circle,
respectively. The other parameters are defined the same as in equation (3.2). As is
evident in the formula, ωr and D appear both as a sum and a quotient, making
them separately determinable. The scanning parameters are independent of effects
changing the focus size and can be easily calibrated.
The effect of scanning on the correlation is shown Figures 3.3 and 3.4. Due to
the rapid movement of the observation volume, each particle spends less time
in the focus, equivalent to an external flow. This results in a faster initial decay
of the correlation function for short lag times. Whenever the focus returns to a
previous position, however, the spatial correlation increases again, and with it also
the correlation amplitude. This periodic behavior manifest itself as an oscillation
in the FCS curve. With increasing scanning frequency, the initial decay becomes
faster. At the same time, the repetition time is decreased, shifting the oscillations
to shorter lag times (Figure 3.3). A larger diameter, on the other hand, also results
in an increased focus velocity, but with a constant repetition rate (Figure 3.4).
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Figure 3.3: FCS curves of Atto488 carboxylic acid acquired on a confocal microscope
while scanning a circle of 1 µm diameter at varying frequencies. Dots represent measured
data and the solid lines are fits to equation (3.5).
Figure 3.4: FCS curves of Atto488 carboxylic acid acquired on a confocal microscope
while scanning a circle of varying diameter at a frequency of 3 kHz. Dots represent
measured data and solid lines are fits to equation (3.5).
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There are two aspects of scanning FCS that need to be accounted for to ensure
a correct interpretation. First, the scanned diameter is highly dependent on the
frequency. The focus movement is usually generated by tilting mirrors (sample
scanning would be too slow) that have both mass and inertia. The faster the
mirrors have to move, the more they are affected by their inertia, resulting in a
decreased diameter for higher frequencies. Therefore, the circle width has to be
calibrated individually for all settings used in an experiment. An example of this is
summarized in Table 3.1, using the data shown in Figure 3.3.
Table 3.1: Determined scan diameter at varying frequencies for data shown in Figure 3.3.
The input diameter was kept constant at 1 µm.
Scanning frequency 1 kHz 2 kHz 3 kHz 5 kHz
Effective diameter 0.91µm 0.89µm 0.84µm 0.53µm
The second drawback of scanning FCS arises from its incompatibility with the
multiple-tau algorithm most commonly used for temporally correlating fluorescence
data. Hereby, the temporal resolution for longer lag times is reduced, thus allowing
correlations over many orders of magnitude at significantly shorter calculation
times. This binning, however, interferes strongly with scanning FCS data. As the
binning increases, more focus positions are averaged, leading to a smearing of the
effective PSF. Once a bin exceeds the revolution time, the apparent focus deforms
into the shape of a static donut. A standard fit model would not account for this,
resulting in analysis artifacts.
A positive side effect of the scanning is a reduced bleaching rate. Due to rapid
movement of the focus, the light intensity is spread out over a larger area and a
greater number of particles. This way, each fluorophore is illuminated for a much
shorter time, thus decreasing its probability of bleaching. At the same time, the
average number of molecules simultaneously in the focus and therefore the maximal
correlation amplitude stay constant and the signal to noise ratio is maintained.
3.1.4 Two-Focus Fluorescence
Cross-Correlation Spectroscopy
A different approach to introduce an external ruler to FCS is two-focus fluorescence
cross-correlation spectroscopy (2fFCCS). [53,54] Unlike scanning FCS, where a single
signal is used and the spatial displacement is generated over time by moving the
focus, 2fFCCS generates two signals with a constant focal shift. A schematic of how
these two foci can be generated and separated is depicted in Figure 3.5. Two pulsed
laser beams with orthogonal polarization are combined in such a way that a single
beam with alternating polarization is created. This can be done by either using
two independent lasers or by splitting a single light source via a polarizing beam
splitter and optically delaying one path in respect to the other (Figure 3.5 A). The
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actual separation of the foci is achieved by adding Nomarski prism in front of the
objective. Due to their orthogonal polarization, the alternating pulses are displaced
differently by the prism, creating two foci spaced a few hundred nanometers apart
(Figure 3.5 B). By using time gated or TCSPC detection, photons can be sorted
by their excitation (Figure 3.5 C), resulting in separate signals for the two foci
(Figure 3.5 D).
Figure 3.5: 2fFCCS principles. A) Schematic showing the generation of laser pulses
with alternating orthogonal polarizations. PBS stands for polarizing beam splitter. B)
Illustration of the mechanism to separate foci using a Nomarski prism. C) Photon arrival
time histogram of two focus excitation. D) Scan of a fluorescent bead. The photon
intensities of the two excitation polarizations are represented with green and red. E)
Cross-correlation function of the two foci. The maximum is shifted from the center
(indicated by the black cross) by the distance between foci.
Unlike in scanning FCS, the distance between foci stays constant over time, so that
the CCF can be expressed as:
G(τ) =
γ
N
·
(
1
1 + 4Dτ
ω2r
)
·
√
1
1 + 4Dτ
ω2z
· exp
(
− ξ
2
w2r + 4Dτ
)
(3.6)
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In this case ξ represent the distance between the center positions of the foci. In
general, the two auto-correlation functions (representing standard FCS data) and
the cross-correlation are fit globally to maximize efficient photon use. An example
of a 2fFCCS measurement is shown in Figure 3.6.
Figure 3.6: 2fFCCS curves for Atto655 carboxylic acid with a lateral focus size of
300 nm and a focal shift of about 200 nm.
Besides using a sample with known diffusion coefficient to calibrate the distance
between foci, it is also possible to use scanning to determine the focal distance.
When recording an image of a fluorescent bead, its position will be slightly shifted
in the two channels (Figure 3.5 D). The inter-focus distance can then be extracted
directly from the images or determined via image cross correlation (Figure 3.5 E).
The later has the advantage that not only single beads, but also images with higher
particle concentrations can be used (an introduction on image correlation is given
in chapter 3.2).
The spatial asymmetry of 2fFCS also allows one to measure directions of flow or
active particle movement. In normal FCS, the focus is symmetrical so that no
spatial information about the particles’ path can be gathered. The second focus,
however, provides additional data that connects the spatial and the temporal
aspects of the movement. A particle moving along the shift axis will pass through
the foci sequentially, while a trajectory orthogonal to the focal displacement will be
simultaneously detected in both channels or only in one focus. For free and random
diffusion, all these effects will be averaged out, but any directed motion creates a
bias that can be measured with 2fFCS.
24
3.1. FLUORESCENCE FLUCTUATION SPECTROSCOPY
3.1.5 Fluorescence Pair Correlation Spectroscopy
When a laser scanning confocal microscope is well calibrated, the exact position
of the focus at any time of the measurement is known. Scanning FCS, however,
averages over all times and therefore also positions and only the time lag and
relative distance in space contribute to the correlation function. But also the
absolute position can contain important information, e.g. when diffusion dynamics
differ depending on the local environment inside a cell. Fluorescence pair correlation
spectroscopy [55,56] extracts the full information about position by separating the
data into spatial bins. Each bin represents an intensity time trace of that location
and can be treated like a single point FCS measurement, although with a reduced
temporal resolution (corresponding to the scanning repetition rate). The individual
traces can be auto-correlated providing an FCS curve for each position. But it is
also possible to cross-correlate pairs of bins, adding a spatial component to the
analysis.
A full pair correlation analysis results in a large three-dimensional dataset with
the correlation amplitude G as a function of time lag τ , spatial lag ξ, and absolute
position x or bin n, making the data display a challenge in itself. In most cases
only certain spatial lags are of actual interest, so that the pair correlation function
(PCF) can be represented as a 2D false color carpet Gξ(n, τ) for a given ξ, as is
shown in Figure 3.7 A.
For increasing spatial lag and therefore also decreasing focal overlap, the correlation
amplitude at low time lags decreases due to the fact that the particle cannot be
at different positions at the same time. For a sufficiently large separation and low
concentration, this can even lead to a negative amplitude. With longer time lags,
however, particles can move further and diffuse to a new focus position, resulting in
an increasing correlation function for low overlap. This is illustrated in Figure 3.8 B.
Although the PCF can be expressed with equation (3.6) for free and homogeneous
diffusion, in most cases, a full quantitative analysis of pair correlation data is not
feasible. A spatially resolved analysis is only needed when the diffusion behavior
changes with the position, which in turn complicates the underlying mechanisms.
For such complex processes, it is almost impossible to find an analytical solution.
But even in these cases, a qualitative or semi-quantitative approach might reveal a
lot of details about the sample that are not as easily detectable with other methods.
One example of this is the case of asymmetric diffusion across barriers, e.g. in
the nucleus. [57,58] If the movement in one direction is inhibited, the correlations
forwards and backwards in space show a clear difference.
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Figure 3.7: A) Pair correlation carpets for Atto647N-DPPE diffusion in a supported
DOPC lipid bilayer for 0 nm (ACF, left), 250 nm (center) and 500 nm (right) spatial lag.
B) Pair correlation curves for Atto647N-DPPE diffusion in a supported DOPC lipid
bilayer for different spatial lags. The curves represent averages over all bins.
3.2 Image Fluctuation Spectroscopy
All techniques previously discussed in this chapter use a temporal correlation
to investigate diffusion or other dynamics. However, most data acquired with a
microscope consist of spatial information, namely images, with the time component
usually being a secondary parameter. So the logical step is to apply the same ideas
to the spatial fluctuations using image correlation spectroscopy (ICS) and related
methods. [12,59–61] While the time domain reveals the kinetics of the processes, the
spatial component contains information about the shape and size of the investigated
sample, as well as its distribution in space.
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3.2.1 Image Correlation Spectroscopy
The spatial equivalent to FCS is image correlation spectroscopy (ICS). [62,63] Unlike
its temporal counterpart, image correlation is performed in two dimensions:
G(ξ, ψ) =
〈Ii(x, y) · Ij(x+ ξ, y + ψ)〉
〈Ii(x, y)〉 · 〈Ij(x, y)〉
− 1 = 〈δIi((x, y) · δIj(x+ ξ, y + ψ)〉
〈Ii(x, y)〉 · 〈Ij(x, y)〉
(3.7)
Here, x and y denote the position in the two dimensions in space, while ξ and ψ
represent the corresponding spatial lags in pixels. The intensity of the signals i
and j is expressed as I. The angled brackets indicate the average over all spatial
positions.
For randomly distributed particles that are significantly smaller than the focus size,
the resulting auto correlation can be fit by a 2D Gaussian function:
G(ξ, ψ) =
γ
N
· exp
(
− δr
2 · (ξ2 + ψ2)
ω2r
)
(3.8)
As in FCS, ω2r describes the radius at which the fluorescence signal decreases to
e−2 with respect to the intensity at the center of the focus. N corresponds to the
average number of particles in the focus, while γ represents the shape factor (2−
3
2
for a 3D and 2−1 for a 2D Gaussian focus profile). The pixel size is denoted by δr.
An example of a spatial correlation function is shown in Figure 3.8.
A spatial correlation function represents the average size and position of particles,
and thus requires sufficient sampling of the underlying distributions in order to
yield reliable results. While in FCS the measurement time can be increased to
sample more temporal fluctuations, the imaged area for ICS is in most case limited
by the maximal field-of-view of the instrument. This means that the correlation
function of a single frame often shows artifacts from under-sampling and multiple
frames are needed for accurate measurements.
Figure 3.8: ICS surface (left) and image (right) plot of simulated immobile particles
with a focus size of 200 nm.
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Since the correlation amplitude is inversely proportional to the number, ICS is
well suited for measuring the density and distribution of particles. By taking
the average intensity 〈I〉 into account, the molecular brightness (ε = 〈I〉
N
) can be
additionally determined. When the shape factor γ is accounted for, ε represent the
countrate from a single molecule in the center of the focus. When the value of ε for
a single emitter is known, the measured molecular brightness can be then be used to
determine the fluorophore stoichiometry and therefore also the oligomerization state
of the sample. In cases when the particle size exceeds the focal spot, it is necessary
to replace wr from (3.8) with the convolution of focus and particle dimensions,
making it in turn possible to measure the average particle size.
Just as with FCS and FCCS, image correlation can be extended to cross-correlation,
called image cross-correlation spectroscopy (ICCS). [64] When cross-correlating two
different images, the resulting function only shows a non-vanishing amplitude in
case of spatial similarity between the data sets. In most cases, the two images
correspond to spectrally separated signals originating from different dyes so that
cross-correlation only occurs when the differently labeled particles colocalize.
3.2.2 Raster Image Correlation Spectroscopy
All the arguments about ICS so far assumed that all pixels of an image are acquired
at the same time. While this is true for widefield microscopy data recorded with
a camera, an image is generated very differently with a confocal scanning micro-
scope. Here, pixel acquisition happens one after another with a slight delay in time.
This introduces a temporal component to the resulting spatial correlation. Raster
image correlation spectroscopy (RICS) [7,65] uses exactly this temporal component
to investigate dynamic processes happening on the timescale of image acquisition.
In a raster scan, the focus is moved along the x-axis (continuously or stepwise for
each pixel). When the end of the line is reached, the beam is quickly retracted to
the start and at the same time moved one pixel in the y-direction. This results in a
different temporal behavior along the fast x-axis (determined by the pixel dwell
time τp) and the slow y-axis (defined by the line time τl) that can be several orders
of magnitude apart. Rapidly diffusing molecules move significantly faster than the
focus, so that the correlation function is mainly determined by the temporal com-
ponent and decays quickly. Slow particles, on the other hand, barely move during
a line scan, resulting in a curve along the fast axis that resembles the focus profile.
In the slow spatial dimension, however, the focus velocity is strongly reduced, thus
increasing the temporal contribution to the correlation. This asymmetry in the
spatial dimensions allows RICS to measure diffusion coefficients on a large range of
timescales. An example is shown Figure 3.9.
While the correlation algorithm is the same as for ICS, the fit function has to be
adjusted. Assuming free diffusion measured with a 3D Gaussian focus, the image
correlation function can be expressed as:
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G(ξ, ψ) =
γ
N
·
(
1 +
4D · (τpξ + τlψ)
ω2r
)−1
·
(
1 +
4D · (τpξ + τlψ)
ω2z
)− 1
2
· exp
(
− δr
2 · (ξ2 + ψ2)
ω2r +
(
4D · (τpξ + τlψ)
)) (3.9)
Here, N denotes the average particle number in the focus, D the diffusion coefficient
and γ the shape factor. The radius of the focus is described by ωr and ωz for the
lateral and axial dimensions, respectively. The pixel size is represented by δr, while
τp and τl describe the pixel and line times, respectively.
Figure 3.9: RICS of eGFP diffusion in a HeLa cell. Surface (A) and image (B) represen-
tation of the RICS correlation function. C) Surface plot of the weighted residuals of the
data shown in (A) fit to equation (3.9). D) On-axis correlation curves for the slow (red)
and fast (blue) scanning axis. Dots represent data with standard error of mean, while
the solid line shows a fit.
Just like scanning FCS, RICS shows many advantages compared to point mea-
surements. The pixel radius serves as an external ruler making it possible to
simultaneously measure the focus size and diffusion coefficients. Due to the scan-
ning, each particle is illuminated for a much shorter time. This strongly decreases
bleaching, which is especially important for cell measurements, where diffusion is
slowed down and mostly fluorescent proteins are used that do not exhibit a very
high photostability.
The same principles for going from an auto- to a cross-correlation that were men-
tioned for FCCS and ICCS, are also applicable to raster image cross correlation
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(ccRICS): [66] Only concerted movement of different dyes results in a cross-correlation
amplitude, making accurate investigations of molecular interactions possible (Fig-
ure 3.10).
Figure 3.10: Raster image auto- (green top; red middle) and cross-correlation (bottom)
of eGFP and mCherry diffusing separately (right) as well as of an eGFP-mCherry tandem
construct (left) in a HeLa cell. The data is an average over 100 frames.
The spatial component of RICS also allows one to account for a wavelength depen-
dent lateral focus shift. In this case, the spatial component is also shifted, while
the temporal correlation is not affected. Adding the shift (δx and δy) to equation
(3.9) results in:
G(ξ, ψ) =
γ
N
·
(
1 +
4D · (τpξ + τlψ)
ω2r
)−1
·
(
1 +
4D · (τpξ + τlψ)
ω2z
)− 1
2
· exp
(
−
δr2 ·
(
(ξ − δx)2 + (ψ − δy)2
)
ω2r +
(
4D · (τpξ + τlψ)
) ) (3.10)
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3.2.3 Temporal Image Correlation Spectroscopy
The application of RICS is limited to processes happening on the timescale of image
acquisition, mainly relatively fast diffusion down to approximately 0.1 µm2 s−1. But
there is still information of slower dynamics hidden in the fluctuations between
consecutive frames. This information can be extracted using temporal image
correlation (TICS). [63,67] Hereby, the individual pixels are correlated with themselves
within consecutive frames, resulting in a temporal correlation function, very similar
to FCS. The time resolution is determined by the frame acquisition speed and is
therefore several orders of magnitude slower than for FCS measurements. However,
many different locations are measured at the same time, presenting a big advantage
compared to point measurements. They can either be averaged to get a higher
sampling of slow and rare events, or analyzed individually. The later method
generates a diffusion map, allowing for the investigation of spatially heterogeneous
dynamics.
3.2.4 Spatio-Temporal Image Correlation Spectroscopy
and Image Mean-Square Displacement
The next step from the purely spatial correlation like in ICS or the solely temporal
one in TICS is to combine both, as is done in spatio-temporal image correlation
spectroscopy (STICS). [59,68,69] In STICS, space and time correlations are analysed
together, thus generating a 3D correlation matrix that links the different dimensions
together and contains more information than the purely spatial or temporal analyses.
The spatio-temporal correlation function can be calculated according to equation
(3.11):
G(ξ, ψ, τ) =
〈Ii(x, y, t) · Ij(x+ ξ, y + ψ, t+ τ)〉
〈Ii(x, , ty)〉 · 〈Ij(x, y, t)〉
− 1
=
〈δIi((x, y, t) · δIj(x+ ξ, y + ψ, t+ τ)〉
〈Ii(x, y, t)〉 · 〈Ij(x, y, t)〉
(3.11)
In this case, the angled brackets correspond to an averaging over both space
and time. The three dimensional STICS data contains all aspects of both ICS
(corresponds to zero time lag) and TICS (zero spatial lags), but also additional
information, not accessible through the other two methods alone. It is especially
interesting to look at how free diffusion and flow affect STICS when looking at
the spatial correlation as a function of time lag: Freely diffusing molecules move
with equal probability in all directions. This results in a spreading of the spatial
correlation with time (Figure 3.11 left). However, if the movement is biased towards
one direction, e.g. drift or flow, the maximum amplitude of the correlation will shift
off center, depending on velocity and direction of the movement (Figure 3.11 right).
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Figure 3.11: Simulated data showing the effect of free diffusion (left) and diffusion with
constant displacement (right) on the spatio-temporal correlation function. In both cases,
the diffusion coefficient was set to 0.01 µm2 s−1. The flow rate for the data on the right
corresponds to 0.6 µm s−1.
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In the case that only one of several species is affected by directed motion, the
resulting STICS function will show two peaks that separate over time (Figure 3.12).
Figure 3.12: Simulated STICS data for two freely diffusing species, where only one is
affected by directed movement.
One application of spatio-temporal correlation data to investigate diffusive behavior
is called image mean square displacement (iMSD). [70] Hereby, the square of the
width of the spatial correlation σr is plotted as a function of temporal lag. The
intercept at zero time lag, corresponding to the focus size, is usually subtracted,
so that the curve starts from the origin (Figure 3.13). The resulting graph shows
the same behavior as a standard mean square displacement plot calculated with
tracking data: While free diffusion results in a straight line, sub- or super-diffusion
have a positive or negative curvature, respectively, indicated by the anomaly factor
α:
σr(τ)
2 = σr(0)
2 + 4Dτα (3.12)
More complicated behaviors like corralled motion or hop diffusion will also show
their unique effects and can be identified by their particular curves in the iMSD
plots.
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Figure 3.13: iMSD plot of simulated STICS data for free, sub- and super-diffusion.
3.2.5 Number and Brightness Analysis
Unlike the previously mentioned techniques for analyzing image fluctuations, the
number and brightness analysis (N&B) [60,71–73] method does not use a full corre-
lation, but utilizes the moments of the photon count distribution. From the first
two moments (mean intensity 〈I〉 and variance σ2) one can calculate the apparent
number N and apparent brightness B:
B =
σ2
〈I〉
and N =
〈I〉2
σ2
(3.13)
It has to be noted that these values still contain contributions from the shot noise
and the focus shape. To make the results comparable with the corresponding values
from a correlation analysis, equation (3.13) has to be modified to:
ε =
1
γ
· σ
2 − 〈I〉
〈I〉
=
1
γ
· (B− 1) and n = γ · 〈I〉
2
σ2 − 〈I〉
= γ ·N ·
(
1 +
1
ε
)
(3.14)
By performing these calculations for each individual pixel it is possible to create
a brightness map of the imaged region. This, in turn, contains information about
the oligomerization state of the sample in different parts of the sample. The N&B
method is usually used to interpret the data in a qualitative fashion by analyzing,
if certain regions show a higher or lower brightness as compared to the rest. In
order to properly quantify the data, especially in the presence of several fluorescent
species, a higher order moment analysis is required.
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3.3 Fluorescence Lifetime Analysis
Although the actual transition between electronic states happens almost instan-
taneously (10−15 s), a fluorophore still spends a significantly longer time in the
excited state before de-excitation can occur. This fluorescence lifetime is not only
determined by the particular fluorophore, but it is also highly dependent on the
local, nano-scale environment of the molecule. Accurately determining the fluores-
cence decay reveals a lot of information about the fluorophore and its surroundings.
The true strength of fluorescence lifetime analysis lies in spatially resolved measure-
ments. In FLIM, short for fluorescence lifetime imaging microscopy, the lifetime is
determined for each individual pixel of an image. [14–17] Thus, changes in fluorescence
decay can be correlated with features of the imaged region, revealing the spatial
distribution of parameters affecting the fluorescent probe.
3.3.1 Fundamentals of Fluorescence Lifetime
A standard fluorescence relaxation cycle constitutes a multi step process (see
chapter 2.2). The internal conversions are on a much faster (10−12 s) timescale than
the S1 − S0 transition (10−9 s), effectively turning fluorescent de-excitation into a
first order process. Therefore, the fluorescence lifetime τ and quantum yield Q can
be calculated by:
τ =
1
Γ + knr
(3.15)
Q =
Γ
Γ + knr
(3.16)
where Γ is the fluorescent rate constant while knr represents the sum of all non-
radiative rate constants, like internal conversion, energy transfer or other quenching
mechanisms.
The fact that fluorescence is a first order process leads to an exponential decay.
This means that whenever two or more exponentials are observed, the sample must
contain multiple species. In most cases this is caused by different fractions of the
sample being quenched to a varying degree, a parameter of high interest in many
measurements. Some fluorophores like eGFP, however, exhibit multiple states with
different fluorescent properties. Since these states interchange quite quickly, but
slower than the fluorescence de-excitation timescale, these dyes will always show a
multi-exponential decay.
For a given fluorophore and solvent, Γ is fairly stable and depends mainly on the
excitation and emission spectra. The non-radiative rate constants, on the other
hand, can be strongly influenced by the local environment or the presence and
absence of certain moieties. By choosing a fluorescent dye that is both sensitive
and specific to a certain parameter or analyte, one can use the change in lifetime
35
3. ADVANCED FLUORESCENCE MICROSCOPY AND SPECTROSCOPY
METHODS
as a readout for the property of interest. [74–78]
A common application for fluorescence lifetime spectroscopy is quenching in a
donor-acceptor system. [79–81] Hereby the energy is transfered from the donor to
the acceptor either via an electron (photo-induced electron transfer, PET) or a
dipole-dipole interaction (Förster resonance energy transfer, FRET), creating a new
relaxation pathway and reducing the observed fluorescence lifetime. This quenching
only happens if the acceptor is in close proximity (about 10A for PET and up
to 100A for FRET) to the donor. When the dye and the quencher are placed
on different molecules or domains of a macromolecule, these methods can resolve
interactions or conformational rearrangements, if they result in a change of the
donor-acceptor distance. The distance dependence of the dipole-dipole interactions
in FRET can even be used to accurately measure the spatial separation of dyes.
E = 1− τFRET
τ0
(3.17)
Here, E is the FRET efficiency, defined as the ratio between the FRET rate and
the total de-excitation rate (including FRET). The measured lifetime is denoted
by τFRET , while τ0 represents the native fluorescence lifetime of the donor dye in
the absence of the acceptor.
The efficiency E shows a power of six dependence on the distance according to:
E =
R0
6
R0
6 + r6
(3.18)
The donor-acceptor distance is represented with r and R0 is the so called Förster
radius, the dye pair specific distance at which the probability for energy transfer
is 50%. For a known R0, the lifetime and therefore the FRET efficiency can be
measured and used as a molecular ruler.
3.3.2 Time Domain Fluorescence Lifetime
Imaging Microscopy
The conceptually easiest way of measuring the fluorescence lifetime is by exciting
the sample with a short laser pulse and looking at the fluorescence intensity as a
function of time. For a first order process, this results in a fast rise of intensity after
the excitation, followed by an exponential decay. The time dependent intensity,
I(t), for a system with k independent species can be described by:
I(t) =
k∑
i=1
αie
−t/τi (3.19)
where τ represents the lifetime of species i and α its relative amplitude at time
point 0. The fractional intensity, f , for each species is given by:
fi =
αiτi∑
j
αjτj
(3.20)
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In a confocal microscope, however, a single pulse is not enough. The small focal
volume combined with the relatively low sample concentration result in only a
few fluorophores being excited at a time. Since each molecule can only emit one
photon per excitation, the number of photons detected per pulse is also low and
an accurate measurement of the fluorescence lifetime is not possible. Therefore, in
modern confocal lifetime microscopes, TCSPC detection is employed. [4,5] Hereby,
the precise time, down to a few picoseconds, of each photon is recorded. Because
the detectors are synchronized with the laser pulses, this allows determination of
the delay of a photon relative to the laser pulse. The fluorescence decay is then
reconstructed by histogramming the arrival time of many pulse cycles.
Ideally, the sample is excited instantaneously, resulting in a nice decay. Practically,
however, the situation is more complicated. First, laser pulses have a non-vanishing
duration. Furthermore, all electronics used in photon detection and timing exhibit a
small amount of temporal jitter. Together, these cause even infinitely short signals
to be detected with a significant temporal width, called the instrument response
function (IRF). For longer lifetimes, the measured signal is therefore a convolution
of the actual decay and the IRF. This concept is illustrated in Figure 3.14.
Figure 3.14: TCSPC data for the fluorescence decay of Atto488 carboxylic acid. The
measured data (blue solid line) and instrument response function (IRF, red dotted line)
are normalized at the maximum. The theoretical decay for an instantaneous excitation
(cyan dashed line) is scaled such that the tail matches the measured curve
There are several ways to analyze time-domain fluorescence lifetime data. The
most accurate approach is to perform a convolution fit that takes the instrument
response function into account. [82,83] This way, the photon information is used most
efficiently and complex signals with multiple components can be analyzed correctly.
The limits of the applicability of this approach are dictated by the data quality
and calculation time. For a single point experiment, it is common to measure
millions and sometimes even billions of photons. Here, the signal-to-noise ratio is
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very high and the single fit is completed in almost no time. In FLIM, on the other
hand, the situation is very different. The signal is spread out over many individual
pixels, so that each point only contains a few hundred to maybe a few thousand
photons. In such a case, the fit quickly becomes unreliable, especially when multiple
components are involved. Furthermore, the fitting routine has to be performed for
many thousands or even millions of pixels, turning calculation time into a critical
issue.
A way to deal with this problem exploits the fact that, in most images, the individual
lifetimes stay constant, while their relative contribution varies. Therefore, all the
photons are pooled and one multi-exponential fit is performed on the full data set.
In a second step, the individual pixels are fit, but the lifetimes, determined by the
initial analysis, are kept constant and only their fraction optimized. This not only
makes the procedure less prone to misfitting, but also increases speed, because only
one parameter is fit and a convolution at every step is no longer required.
A second approach to simplify the fitting procedure it to perform a tail fit. Hereby,
only the later part of the fluorescence decay is used, where the influence of the
IRF is negligible. It has the advantage that knowledge about the IRF is no longer
needed and a very simple fit procedure without convolution can be used. Although
this makes the analysis easier, in many cases, it might not give the right results. It
is often hard to estimate how far the influence of the IRF extends (see Figure 3.14).
Choosing an early cutoff can affect the fit and give wrong results. A late cutoff,
however, discards too much data, decreasing the signal-to-noise. Besides that,
tail-fitting is not applicable for multi-exponential signals. Since the decay rates
are different, the relative contributions of the individual species to the photon
signal changes with the lag time. Therefore, the initial decay is needed in order
to determine the relative fractions of multiple species correctly. By omitting these
first time points from analysis, tail-fitting creates a bias towards the longer lifetime
components.
An even simpler and faster way of interpreting lifetime data is to simply calculate
the mean arrival time. For mono-exponential decays, this calculation yields the
correct lifetime. But this approach has several shortcomings that must be considered
before applying it. Just calculating the mean does not account for the actual shape
of the distribution. This means that, for multi-exponential decays, it is impossible to
distinguish a shift of the actual lifetimes from a change in their relative contribution.
Besides that, this method attributes a lot of weight to photons at late time points,
where the signal is usually low. This leads to an over proportional contribution of
background noise. Still, the mean arrival time analysis is widely used due to its
simplicity.
In recent years, a new method that utilizes analysis in the Fourier space has been
gaining in popularity. This method, called the phasor approach to FLIM, will be
discussed in greater detail later in chapter 3.3.4.
38
3.3. FLUORESCENCE LIFETIME ANALYSIS
3.3.3 Frequency Domain Fluorescence Lifetime
Imaging Microscopy
A second type of experiment for determining fluorescence lifetimes uses a high
frequency modulation (usually 1–100 MHz) of the excitation intensity, resulting in
an oscillation of the fluorescence with the same frequency. However, due to the
finite lifetime, the oscillation of the recorded signal will be delayed and show a
decrease in modulation compared to the excitation, as is illustrated in Figure 3.15.
Figure 3.15: Effect of the fluorescence lifetime on the phase shift and the demodulation
of the signal for excitation modulated at 80 MHz.
This phase shift, Φω, and demodulation, Mω, depend on both the circular modula-
tion frequency ω and the sample decay time τ :
tan Φω = ωτΦ (3.21)
Mω = (1 + ω
2τm
2)−
1
2 (3.22)
From equations (3.21) and (3.22), one can calculate two apparent lifetimes τΦ and
τm. In the case of a single lifetime component with a mono-exponential decay,
these two will be identical. When the signal contains more than one exponential
decay, the lifetimes from the phase and the modulation will differ, depending on the
measurement frequency, the lifetimes of the individual species and their fractional
intensities (Figure 3.16).
For a sample containing multiple species i, the phase shift and demodulation can
be calculated according to:
tan Φω =
∑
i
fiωτi
(1 + ω2τi2)
/
∑
i
fi
(1 + ω2τi2)
(3.23)
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Figure 3.16: Phase shift and demodulation as a function of modulation frequency for a
signal with a single exponential lifetime (blue) and for a sample with two lifetimes (red).
Mω =
((∑
i
fiωτi
(1 + ω2τi2)
)2
+
(∑
i
fi
(1 + ω2τi2)
)2) 12
(3.24)
The advantage of frequency FLIM [84,85] over time domain measurements is the
acquisition speed. Data can be recorded on a camera instead of point detectors,
meaning that all pixels are acquired simultaneously. Although cameras are generally
not fast enough to resolve the fast signal fluctuation, a small trick helps to recover
the phase and modulation. Hereby, the camera sensitivity or gain is modulated
with the same frequency as the excitation light. By changing the phase between
excitation and detection, the modulation is reconstructed on a slower timescale.
Unlike in the time domain where a single decay, in theory, contains all the informa-
tion necessary to resolve a system containing any number of lifetimes, a frequency
domain measurement only provides two data points (phase and demodulation).
However, each additional species introduces two new variables (lifetime and frac-
tional intensity), requiring also two additional parameters to be measured in order
to describe the system unambiguously. Therefore, a measurement at a different
frequency has to be performed for each lifetime species. Ideally, the sample is
measured over a wide range of frequencies and the resulting curves fit with an
appropriate model.
A different way of analyzing the data in a graphical manner is called polar- or
phasor-plot and is described in the next section of this chapter.
3.3.4 Phasor Approach to Fluorescence Lifetime
Imaging Microscopy
In the phasor plot, [86,87] each lifetime measurement or pixel is represented by a
vector with the length corresponding to the demodulation Mω and the angle to
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the abscissa being equal to the phase shift Φω. The Cartesian coordinates s and g
of this phasor (a contraction of phase vector) represent the first sine and cosine
Fourier coefficients of the signal, respectively. They can be calculated according to:
sω = Mω · sin(Φω) =
∞∫
0
I(t) · sin(ωt)dt /
∞∫
0
I(t)dt (3.25)
gω = Mω · cos(Φω) =
∞∫
0
I(t) · cos(ωt)dt /
∞∫
0
I(t)dt (3.26)
I represents the fluorescence intensity at time t and ω is the angular modulation
frequency. It has to be noted that a phasor is specific to a particular frequency.
Although the phasor representation is based on frequency domain principles, it
can also be applied to the pulsed excitation of time domain data, using the same
formulae. After all, repeated pulses are also a kind of modulation, just not sinusoidal.
The difference lies only in the IRF and can be corrected, as will be described later.
The shift to Fourier space simplifies analysis and representation of lifetime data,
based on a few mathematical relationships that are significantly more complicated
in regular time space. The three most important rules are:
1. A convolution in time space leads to a change of base in Fourier space,
resulting in a rotation and rescaling of the coordinate system.
2. All mono-exponential decays lie on the so called universal circle with radius
0.5 around point (0.5,0).
3. The phasor of a mixture corresponds to the fraction weighted vector addition
of the phasors of the pure species.
A consequence of the first rule is that accounting for the IRF becomes very simple.
All one has to know is the phase shift ΦIRF and demodulation MIRF caused by
the instrument itself and apply them to equations (3.25) and (3.26):
sω,ref =
Mω
MIRF
· sin(Φω − ΦIRF ) =
1
MIRF
·
∞∫
0
I(t) · sin(ωt− ΦIRF )dt /
∞∫
0
I(t)dt
(3.27)
gω,ref =
Mω
MIRF
· cos(Φω −ΦIRF ) =
1
MIRF
·
∞∫
0
I(t) · cos(ωt− ΦIRF )dt /
∞∫
0
I(t)dt
(3.28)
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The easiest way to determine the IRF parameters is to measure a sample with
known lifetime and choose a new base such that the measured phasor is mapped
onto the theoretically expected one in the new coordinate system (Figure 3.17 A).
The second rule is a direct result of equations (3.21) and (3.22). For a simple expo-
nential decay, both equations yield the same lifetime, so that an direct relationship
between the phase and demodulation can be established:
Mω = (1 + tan(Φω)
2)
− 1
2 (3.29)
In phasor coordinates this translates to:
sω
2 + (gω −
1
2
)
2
=
1
4
(3.30)
with
sω =
ωτ
1 + (ωτ)2
(3.31)
and
gω =
1
1 + (ωτ)2
(3.32)
As a consequence, all mono-exponential signals will be spread out on the uni-
versal circle defined by equation (3.30), with phasors for shorter lifetimes lying
close to the point (1,0), while a decay time close to infinity will be close to the origin.
Figure 3.17: A) Accounting for the IRF: A new reference base is chosen such, that
the measured phasor Pm falls on the same position in the new coordinate system as
the theoretically expected phasor Pth does in the standard base. B) Any mixture of the
species A, B and C must lie in the colored triangle with A, B and C as vertices. The
mixture MAB of components A and B is on the line connecting them. The exact position
of MAB is determined by their fractional intensities fA and fB.
The last rule is very convenient for analyzing samples containing multiple species.
The vector addition results in the fact that any mixture on n components will fall
inside a n-sided polygon with the base components as vertices. For just two species,
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this means a straight line connecting the pure phasors. The exact position for given
fractional intensities is simply the result of the law of the lever (see Figure 3.17 B).
The phasor of the mixture MAB of components A and B with their fractions fA
and fB is given by:
AMAB
BMAB
=
fB
fA
(3.33)
with AMAB and BMAB representing the distance between the phasors of the
mixture, MAB, and A or B, respectively.
For systems composed of three species, it is still possible to calculate the individual
fractions, as long as the phasors of all pure components are known. When four or
more different lifetimes are involved, additional information (e.g. higher harmonics)
is required to uniquely define the system.
Another consequence of rules two and three is that any combination of one step
processes with exponential decay leads to a phasor inside of or on the universal
circle. If a population is observed that falls outside of that region, it must be a
result of wrong referencing or a multi-step process. A prominent case for the later
is FRET. Here, the fluorescence signal in the donor channel will show a normal
mono- or multi-exponential decay with a phasor inside the universal circle. The
acceptor signal, however, involves two steps: first, the energy is transfered to the
acceptor with the donor decay time. Only then can the photon be emitted by the
acceptor with its own lifetime. This can be considered as a convolution of the donor
and the acceptor decay. Since this corresponds to a change of base in the phasor
space, the measured signal might be shifted out of the circle.
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Advancement of scientific methods is often made possible by the development of
more sensitive and sophisticated equipment, so that weaker signals can be detected
or subtler changes observed. At the same time, the increase of readily available
computational power allows more advanced analysis techniques and algorithms to be
applied to the measured data, extracting an ever increasing amount of information
from each individual experiment. Especially in the field of fluorescence microscopy
and spectroscopy, the last decades have seen a rapid growth in new methodology
accompanied by an equal development of algorithms and analysis software (as shown
in chapter 3). Although a wide variety of programs for the individual techniques
are available, they are usually optimized for a specific application and are not very
flexible with respect to changes in algorithms or data type. Modern microscopy
data, however, contains a huge amount of information that often cannot be utilized
to its maximum potential by a single technique. Therefore, several different and
often incompatible programs need to be used, increasing time, effort and expertise
required to perform a full analysis of the experiments. Additionally, these single
purpose applications are generally very static and not designed to be modified for
new ways of data analysis.
In this chapter. I will present PIE Analysis with Matlab (PAM ), a software package
that is designed for two very different types of users: As a robust, easy-to-use
collection of fluorescence applications for the casual user and as an easily accessible
and adjustable platform for the development and implementation of new analysis
methods for people with programming experience. To facilitate both types of
uses, PAM is based on the Matlab programming language and its implemented
graphical user interface (GUI) and is available as a modifiable open-source code.
The main application methods include the analysis of static (chapter 4.3) and
scanning (chapter 4.4) correlation data, fluctuation imaging (chapter 4.5), as well
as lifetime analysis using the phasor approach (chapter 4.6). Furthermore, a tool
for simulating confocal microscopy and spectroscopy data (chapter 4.7) is included
in PAM. Another important group of functionalities focuses on burst-wise two- and
three-color FRET measurements. These features were developed by Anders Barth
and are therefore not further described in this thesis.
The first and still primary data type of PAM is confocal TCSPC data using pulsed
interleaved excitation, as is evident from the name. However, the code has since
outgrown this single application and is by now compatible with a wide variety of
different microscopy data, including confocal data without TCSPC or with scanning,
or even camera based microscopy, rendering the name a historical remnant.
The software development was done in collaboration with Anders Barth and Dr. Jelle
Hendrix. Several of the presented functionalities are based on previous algorithms
and code, mainly written by Dr. Matthias Höller, Dr. Volodymyr Kudryavtsev and
Dr. Jelle Hendrix, and were reimplemented, optimized and extended to their current
form.
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4.1 General Program Structure and Philosophy
The idea behind developing PAM was to have a singe versatile and flexible program
encompassing many advanced microscopy methods ranging from fluctuation spec-
troscopy over lifetime analysis to single molecule FRET, so that the information
contained in each recorded photon can be maximally utilized. Matlab was chosen
as the primary programing language for PAM since it is the most suited to fulfill
the following basic concepts required for an efficient analysis tool:
 Fast and robust standard algorithms and procedures for efficient analysis of
routine experiments.
 Structural and functional expandability enabling incorporation of new input
formats or analysis methods.
 Ease of access to data at any stage of processing and on the fly analysis.
 High acceptance and familiarization of the language even among
non-programming users.
To facilitate an efficient work flow and user friendliness, PAM is based on a
graphical user interface (GUI). Using the native capabilities for graphical data
visualization of Matlab, the most important and frequently used parameters (like
count-rate or photon arrival time histograms) are automatically calculated and
displayed when a new file is loaded. In this way, the user can quickly judge the
quality of the data without the need of performing a full analysis. At the same
time, most computationally intensive steps are parallelized and run in C++ code
to decrease calculation time. Since many such routine processes (e.g. correlation,
burst identification, etc.) usually require no user input beyond the initial setup,
these calculations can be executed automatically for several data sets in sequence,
minimizing the time investment by the user.
PAM contains a large spectrum of different techniques, each one requiring its
own set of parameters, algorithms and variables. To ensure a correct data flow
while, at the same time, keeping the complexity of the code low, PAM is set
up in a modular fashion with mostly indirect interactions between the different
parts. The work flow usually consists of three to four individual steps, as can be
illustrated by the example of pair correlation analysis. Initially, the raw data is
loaded into the core analysis routine and transformed into a standardized format so
that a variety of file formats can be read and processed. Here, the data is filtered
(PIE channels, chapter 4.2.4), sorted (into position and line bins) and eventually
processed (pairwise correlation). Since data loading and calculation are usually the
most time intensive steps, the (now reduced) data set is saved as an intermediary
file format (.pcor). This way, analysis can be resumed at a later time point without
the need to reprocess the data. An independent application (PCFAnalysis) is then
used to further analyze the data in a more advanced and specialized way. In some
cases, data is further filtered and processed (averaging of different bins and files)
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and exported again (.mcor), before they are finally evaluated (e.g. fitted) in the
last step. An illustration of the PAM data and work flow is shown in Figure 4.1.
This modular structure makes the program easy to expand, both in terms new
functionalities as well as input formats.
The third important aspect PAM offers is flexibility. When working with advance
microscopy or spectroscopy techniques, each new project requires slightly changed
approaches and methods, something that no static software can offer. A suitable
program needs to be able to accommodate small changes and tweaks without having
to overhaul the whole program. In this respect, Matlab constitutes the perfect
platform. Since it is an interpreted language (i.e. the code does not need to be
compiled), lines can be added or rewritten very quickly, even during execution
of the software. Besides that, the powerful command line capabilities of Matlab
increase the flexibility even further. By using a break point or a few lines of code,
data can be easily transferred to the general workspace, where it can be processed,
analyzed or plotted in ways not implemented in PAM. To facilitate this freedom in
analysis, most data in PAM is stored in easily accessible global variables.
Although PAM is structured modularly, the individual features are best described
according to functionalities to better illustrate the work flow.
4.2 PAM: Core Functionalities
PAM is designed to mainly deal with TCSPC data, especially in combination
with pulsed interleaved excitation. Hence, the first steps after loading the raw
data are sorting by the micro- and macro-times as well as definition of the PIE
channels. Only after the initialization of the PIE channels can the other functions
be executed.
Since camera measurements do not contain data of individual photons, but binned
intensities, the data requires a very different treatment. Therefore, the corresponding
.tif files are loaded directly into the appropriate sub-applications (see chapter 4.5).
4.2.1 Profiles, Settings and User Values
Different kinds of experiments often require different configurations, which involves
changing the settings used in analysis. To deal with this PAM, contains a profiles
selection. In this way, the user can quickly switch between configurations automati-
cally applying the correct parameters. These settings are constantly updated when
changed and are stored in a global variable called UserValues that includes:
 Detector settings : Defines the number of different detectors used and associates
them with a file number and routing bit. This way, only data that is needed
for the particular profile is loaded, increasing speed and saving memory space.
 PIE channels: Sorts photons according to micro time and detector into
channels that are then used in further processing (see chapter 4.2.4).
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 Reference data: Contains processed data needed as reference for some appli-
cations (like the IRF in lifetime fitting or dye decays for phasor analysis).
 Standard settings : Parameters like file paths for the different sub-functions,
previously used fit models, color or plotting schemes, as well as a many other
settings are saved and retrieved automatically to decrease the amount of user
input required and to increase ease-of-use.
4.2.2 Loading and Data Handling
Since PAM needs to be able to deal with a wide variety of input file types, data
is transformed into a uniform format upon loading. Hereby, the information is
separated into the pure photon data (stored in TcspcData) and a structure array
containing all additional parameters like clock frequency, scanning settings or
file type and name (stored in FileInfo). TcspcData in itself is divided into the
macro-time (photon arrival relative to the start of the measurement) and micro-
time (photon arrival relative to the sync pulse). Both variables are n ×m large
arrays, with n representing individual TCSPC cards, while m corresponds to the
different routing channels when multiple detector signals are recorded with a
single TCSPC module. Array positions associated with a detector defined in the
profile settings contain an entry for each recorded photon on that detector. The
macro-time is stored as a double precision floating number, counting the number
of synchronization pulses or macro-time clock ticks. Using a floating data type
facilitates subsequent operations that require non-integer values, e.g. fluorescence
lifetime correlations (see chapter 4.3). The micro-time is a 16 bit unsigned integer
corresponding to the TAC/ADC or TDC resolution. Because a unique macro- and
micro-time combination is assigned to each photon, any reorganization and sorting
of photons must be applied to both variables in the same manner.
4.2.3 Detector Fluctuation Correction
Many APDs show a strong dependence of the instrument response function on
the photon count rate, either due to thermal effects or residual electric charges.
In simple cases, this leads to a shift of the mean micro time as a function of
inter-photon time (especially for the Count® and CountBlue® detectors). This
shift is automatically corrected when loading data with PAM, if the dependence
has been referenced. [88]
To calibrate the shift, a measurements with a temporally constant (and preferably
short) fluorescence lifetime is used. The photons are then sorted by the time (in
clock ticks) to the previous photon and a micro-time histogram for each such bin
is generated. For each histogram, the mean micro-time is calculated. To decrease
the influence of background and noise, this is only done for the 100 TAC bins
with the highest number of counts. This results in a relative shift as a function of
inter-photon time. The effect of such a correction is illustrated in Figure 4.2.
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Figure 4.2: Correction of the micro-time dependence of the inter-photon time. A) Mirco-
time histograms for different inter-photon times without correction. B) Plot of the mean
arrival time as a function of inter-photon time. C) Corrected micro-time histograms for
different inter-photon times. D) Total micro-time histograms before and after correction.
4.2.4 PIE Channels
Once the data has been loaded and corrected, most functions in PAM do not
directly use the micro-time information in further analysis. Still, the photon signal
needs to be separated not only by the detection color, but also by the excitation
wavelength. To achieve this, PIE channels are used. Each channel is assigned to
a TCSPC card, a routing bit and a micro-time range. In this way, only photons
falling into the selected channels are used for further processing, such as intensity
traces, images, correlation etc.
In some cases, the signal of several detectors is needed for a full analysis. For this,
combined PIE channels can be created, which then contain the photons of two or
more individual channels.
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Figure 4.3: Screenshot of the PAM core user interface. The PIE channels are defined and
selected in the top left region. The micro-time histograms and corresponding color-coded
PIE regions are displayed on the right. In the bottom left, information associated with
the selected PIE channel, such as an intensity trace or an image, are shown.
4.3 Temporal Correlation
One of the most widely used analysis methods for confocal data is fluorescence
auto- and cross-correlation spectroscopy. It is also the field that strongly benefits
from pulsed interleaved excitation, since PIE allows spectral cross-talk free analysis,
decreasing artificial cross-correlations and increasing sensitivity.
In PAM, any combination of two PIE channels (or combined channels) can be
cross-correlated (or auto-correlated, if the channels are the same). Although it has
been shown that triple signal correlations can be done, [89,90] PAM is still limited
to two signals at a time. To analyze more channels, each pair of signals has to be
correlated individually, yielding enough information for most applications.
4.3.1 Multiple-tau Correlation Algorithm
Information in fluorescence correlation data is spread out over multiple orders of
magnitude in time, from rotations on the nanosecond scale, to diffusion ranging in
the milliseconds or even seconds (see Figure 3.2). Therefore, any algorithm used
needs to achieve a high temporal resolution, but also be able to calculate correlations
with reasonable speed, even for long lag times. In FCS, the most common approach
to deal with these problems is called the photon mode multiple-tau algorithm.
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There are two different approaches to calculating correlation functions, time mode
and photon mode. Time mode uses binned intensities to build up a correlation
function, usually by multiplying the intensities of the different bins shifted by the
lag time. In photon mode, on the other hand, the individual photons are used
by calculating the inter-photon time histogram. This has the big advantage that
the calculation time scales with the square of the number of photons and not the
square of the number of bins, as in time mode. In most FCS measurements, each
individual time bin has far less than one count, while only very few (if any at
all) have multiple entries. This means that, in time mode, most calculations are
wasted on multiplications with zeros. Assuming a countrate of 100 kHz with 1 µs
resolution, photon mode results in a 100 fold decrease of calculation time. Moreover,
the computational demand in photon mode is not directly dependent on the bin
size, so that the resolution can be increased dramatically without a proportional
increase in calculation complexity.
The second method used to reduce computation time is the multiple-tau algorithm.
Hereby, the temporal resolution is reduced stepwise for increasing time lags, dra-
matically reducing the data volume (e.g. from 10 000 000 to ∼100 for a correlation
up to 1 s with 100 ns resolution). Although this binning introduces a triangular
averaging, this effect is < 0.1% if τlag/τbin > 7. As the binning increases, more
and more photons are summed up (gaining a weight of 2 or more), which in turn
reduces the total number of calculations.
Several different multiple-tau methods were proposed for correlating fluorescence
fluctuations data. [91–93] The flow diagram for the algorithm used in PAM [94] is
illustrated in Figure 4.4. In brief, when correlating signal S1 with signal S2, the
algorithm goes through every photon n of S1 and initially searches for the first
photon l that arrives at least τmin later in S2 (green box in Figure 4.4).
Then, starting from m = l, the product of the photon weight InIm is added to the
correlation function at the corresponding lag time for all photons m in S2, until the
upper window τmax is reached (red box in Figure 4.4). Instead of just summing up,
the product InIm is added to allow for combining photons in the re-binning step.
At the same time, this can also be used to give different weight to the photons, e.g.
for lifetime filtered FCS.
Once the upper window is exceeded, the algorithm steps to the next photon n in
S1 and repeats the previous two steps (green and red box in Figure 4.4). Since n
counts upwards, the window of relevant entries also moves upwards. Therefore, the
l of the previous n can be used as the starting point for the lowest delay, drastically
reducing the number of pairs to be checked.
Once the last photon in S1 is reached, the binning is increased (blue box in Fig-
ure 4.4). To do that, the arrival times of all photons are shifted down by one
bit, effectively dividing all times by two and rounding down. In the case that two
photons now have the identical arrival time, the weight of the second one is set
to the sum of both, while the first one is set to zero. Since the algorithm omits
weights of zero, this decreases the number of calculation steps with increasing bin
size, further speeding up the calculation.
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Start
k = 0
τmin = 0
τmax = 20
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m = l
tn + τmax ≤ tm
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End
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Ii−1 = 0
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I = 0
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τmin = 10
τmax = 20
false
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false
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Figure 4.4: Flow diagram of the PAM correlation algorithm. The photon arrival time
is represented by t, while the weights are indicated by I. The correlation is build up by
multiplying and histogramming the photon weights for each binning step (red box). To
save calculation time, the process is only done for photons within the lower (l for τmin)
and upper (m for τmax) bounds. Since the lower threshold increases with n, l starts at
the value of the previous photon (green box). Once the loop runs through all photons, the
data are re-binned (blue box) and the process is repeated for the next lag time sequence
until the maximal delay time is reached.
As a last step, the resulting correlation function g is normalized according to:
G(τ) =
g(τ)
∆ττ ·N(tmax − τ) ·
(
N(tmax)−N(τ)
) − 1 (4.1)
with ∆ττ representing the bin size at the corresponding lag time in clock cycles,
while N(t) describes the total number of photons recorded until time point t. One
is subtracted to get the fluctuation and not the intensity correlation function.
52
4.3. TEMPORAL CORRELATION
4.3.2 Data Sectioning and Selection
For a correct analysis of the correlation data, one needs to know the uncertainty of
each data point in order to perform a weighted fit. While it is possible to estimate
the error directly from the data, [95], the simplest way to determine the uncertainty
is to repeat the experiment several times and calculate the standard error of the
mean. As a shortcut, PAM automatically divides the data into a set number of
segments of equal length, treating each one as an individual measurement. In this
way, the uncertainty can be estimated without the need to manually analyze and
average repeated experiments.
As an added feature, each of these segments can be unselected and disregarded in
the final average, both before and after performing the actual correlation. This is
especially useful when the sample contains bright aggregates or air bubbles. Their
diffusion through the focus results in short intensity bursts, strongly affecting the
correlation analysis. By simply unselecting these regions, the FCS curves of the
homogeneous solution can be recovered.
Due to the special form of the correlation function, normal averaging usually results
in an overestimation of the errorbars for FCS data. The average number of particle
in the focus N changes the correlation amplitude, while not affecting its shape.
Since many experiments are performed at very low concentrations, a significant
variation in N is to be expected. This does not only increase the apparent error in
the amplitude, but also creates an artificial uncertainty in other parameters like
the diffusion time. To minimize this effect, PAM allows the user to first normalize
the total areas of the individual curves to the average and only then calculates the
standard error of the mean for the individual lag times.
4.3.3 FCSFit: Analyzing and Fitting FFS Data
Once the correlation function is computed, it is automatically saved, either as a
Matlab file (.mcor), a text file (.cor), or both. While the first format is easier to
load, analyze and plot with Matlab, the later is compatible with most general
programs like Origin or Excel, and can be used for sharing the raw correlation data.
The processed correlation files can then be loaded with a separate sub-program
called FCSFit (Figure 4.5), designed for analyzing various types of 1D temporal
correlation data. To make FCSFit as versatile as possible, the fit functions are
not hard-coded, but are based on text files. In this way, new fits can be added
and old ones edited by the user, allowing for maximum flexibility in the data
analysis. Furthermore, any fit parameter can be fixed to a set value or globally
linked between multiple data sets.
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Figure 4.5: Screenshot of the FCSFit sub-program of PAM. The upper plot shows
the correlation data with the corresponding fit, while lower one displays the weighted
residuals of the individual datasets. The tabs at the bottom of the screen contain a
table for setting and extracting the fit parameters (Fit), additional fitting, plotting and
exporting settings (Settings), and a table to adjust some display parameters (Plotting
style).
4.4 Fluorescence Pair Correlation
While in one color FCS measurements, all information can be represented with one
curve, a single fluorescence pair correlation experiment results in a large number of
different correlation functions, up to the square of the number of spatial bins. The
added complexity makes it impossible to visualize the full data at once, so that any
analysis software needs to be very dynamic and flexible in selecting and displaying
parts of the data.
4.4.1 Pair Correlation Algorithm
The basic pair correlation algorithm is the same as for the normal point FCS,
with the difference that the photons are first separated into spatial bins. Since the
smallest meaningful time lag is now determined by the scanning and not the pulse
frequency, the time is therefore transformed to scan tick units, resulting in a lower
time resolution.
Calculating any combination of two bins with each other would result in a total
of n2 correlation curves. However, many of them are not useful and just increase
computation time. Very small bin lags show a very high overlap of the point spread
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functions, meaning that they often do not contain relevant spatial information.
Correlation functions for large spatial lags, on the other hand, have a very low
amplitude and therefore also a low signal-to-noise ratio. To circumvent this and
decrease calculation time, PAM allows the user to precisely define which lags to
calculate and which not.
In the end, the correlation data is a four dimensional array with size t×n×(l+1)×2,
where t is the number of temporal lags, n the spatial bins and l the largest spatial
lag (+1 since it also contains the auto correlation). The fourth dimension represents
the forward and backward correlations. Due to the size and high complexity, it is
only feasible to save this data as a Matlab file (.pcor).
4.4.2 PCFAnalysis: Analyzing Pair Correlation Data
PCF data requires a more sophisticated analysis than point FCS curves. First of all,
not all spatial bins are relevant for analysis and have to be filtered. Certain regions
might contain artifacts like laser retraction during scanning or are located in a part
of the sample that is of no particular interest for the current measurement. Due
to the added spatial information, it may be possible to sort the bins into different
categories and additionally average the curves to increase signal-to-noise.
Figure 4.6: Screenshot of the PCFAnalysis sub-program of PAM. The pair correlation
carpet with the corresponding intensity cross-section is plotted in the top left. Selected
ROIs (here as green dotted lines) are listed in the bottom left and can be used to display
individual or averaged correlation curves in the right plot.
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In order to deal with this, PCFAnalysis displays a correlation carpet for a selected
bin lag with the corresponding intensity profile (Figure 4.6 top left). Here, the
user can select regions of interest (Figure 4.6 bottom left). These, in turn, can be
used to select bin pair combinations that either lie both in the same or in different
ROIs and plot them individually or as an averaged curve (Figure 4.6 right). These
can be either averaged further, e.g. for different files, or exported as .mcor files
for fitting with FCSFit. Only for such simple cases as free diffusion can the PCFs
be described with an exact mathematical model. For more complex conditions,
the correlation function can only be approximated or analyzed semi-quantitatively.
Here, an useful approach is to fit the data with a Gauss curve on the logarithmic
scale and extract information about the mode, the amplitude and the width of the
correlation function.
4.5 Microtime Image Analysis (MIA)
The functionalities presented so far are all based on time resolved measurements,
with the spatial component playing no or only a secondary role. However, most
data recorded with a microscope - just as the name suggests - are based on images,
both for confocal and wide-field acquisition. The section of PAM designed to deal
with image data is called Microtime Image Analysis or MIA.
4.5.1 MIA: General Outline and Functionality
Unlike most other functions of PAM, image analysis is not dependent on confocal
data, but is just as much (or even more) applicable to camera based acquisition
methods. Therefore, MIA is more independent and input does not necessarily
need to go through the PAM core program. Although MIA is capable of directly
accessing PAM data for analysis, the primary input are TIFF files, the standard
format for the majority of image acquisition software. Once the data is loaded as
temporal image stacks for up to two channels, the program displays the individual
frames and some basic parameters (like average count-rate and a photon counting
histogram) for a first evaluation of the data quality.
The next step involves the selection of a relevant region of interest. Many parts in a
microscopy image might not be relevant for analysis or even affect it negatively, e.g.
regions outside an investigated cell. Therefore, the actual analysis is only performed
on a user selected rectangular subregion, minimizing the effect of unwanted sections
and, due to the smaller size, increasing processing speed. But this ROI can still
contain parts that need to be excluded from analysis. There are three ways of
dealing with this in MIA. In the first one, the user can manually select relevant
or de-select unwanted regions. This method is very flexible and can be applied for
basically any problem, but it requires a significant amount of user input and might
therefore also be biased. The second way is to discard pixels based on their average
signal intensity using an upper and lower threshold. Thus, regions with too high or
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too low count-rate can be easily, quickly and reliably discarded. Both methods are
applied to individual pixels in the full stack. However, sometimes only a few pixels
within a single frame need to be discarded. In this case, not using the pixels in all
frames would unnecessarily throw away a lot of useful data. On the other hand,
going through each individual frame and de-selecting the affected regions requires
too much time and is not really feasible when dealing with a lot of data. To deal
with this case, MIA has a subregion based automatic de-selection method. Hereby,
around each pixel in each frame, two differently sized regions are used to calculate
the average intensity and variance. If the intensity or variance ratio between these
two regions lie outside of the set thresholds, the pixel is rejected, but only for this
particular frame. This method is designed to exclude small individual particles or
organelles slowly moving through the field of view. Since these objects can have
a very high brightness (or a high negative brightness for dark spots), they would
have a very strong effect on any fluctuation based method.
Figure 4.7: Screenshot of the MIA sub-program of PAM. The two plots on the left
display the count-rate and the photon counting histogram for a quick evaluation. The
two center images show the full frame for the two channels, while the selected region of
interest (white rectangle) is displayed in the two rightmost plots. Pixels with a red hue
were de-selected either manually or automatically.
After the relevant ROI is selected, the images are pre-processed in order to remove
unwanted contributions, like spatial heterogeneities in RICS or bleaching effects in
TICS. Since MIA allows a variety of different analysis methods requiring different
corrections, the pre-processing includes the addition or subtraction of the pixels
mean, the frame mean, or a spatial and temporal running mean.
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4.5.2 Spatial Image Correlation (ICS and RICS)
One of the most important analysis methods in MIA is image correlation spec-
troscopy. For each frame, the two dimensional image correlation function is calcu-
lated using a Fourier transformation algorithm:
G(ξ, ψ) = F−1
(
F
(
δIi(x, y)
)
F ∗
(
δIj(x, y)
))
F−1
(
F
(
N(x, y)
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(4.2)
Where  and  denote an element-wise multiplication and division, respectively.
F indicates a Fourier transformation. δIn represents the fluctuation image for the
nth channel, which can be calculated from the intensity image In:
δIn(x, y) = In(x, y)− 〈In(x, y)〉 (4.3)
The selection map N is used to account for any de-selected pixels in the frame,
containing a 1 for all used pixels and a 0 for excluded pixels. For any 0 entry in N ,
the corresponding pixels are also set to 0 in δI, and disregarded when calculating
the mean. Although the correlation functions can also be calculated according
to the standard definition for the correlation function, using the highly efficient
algorithms for a fast Fourier transformation (FFT) greatly increases performance.
The calculations are performed for each frame individually. In theory, a single image
is enough to get the full spatial correlation. However, due to low signal or molecular
brightness the individual frames contain too much noise. Furthermore, the limited
size of the image relative to the point spread function can lead to under-sampling,
especially for low concentrations. Therefore, the data for the complete stack is
averaged automatically to increase signal-to-noise and the amount of sampled
particles, but the individual frames can also be analyzed separately, e.g. for time
resolved analysis.
The calculated functions are displayed in an extra tab, dedicated to image correlation
data (Figure 4.8). Here, the user can make a preliminary estimation of data quality
and even perform a simple diffusion model RICS fit. This direct feedback allows
for quick evaluation of the image correction and region selection parameters. For
detailed analysis, the data is additionally saved as a Matlab based format file
(.miacor) that can be loaded and processed with another sub-program called
MIAFit, presented later in this chapter.
Although both the acquisition mode and the available information between ICS
and RICS are very different, the correlation algorithms and data structure are the
same and can be used for both methods. The differences only lie in the shape of
the resulting correlation function and therefore in the model used to describe it.
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Figure 4.8: Screenshot of the (R)ICS tab of MIA. The plots show the image (top row)
and a surface representation (middle row), as well as the fit function and/or residuals
(bottom row) plots for the two auto- (left and right) and the cross-correlation (center)
functions. The table on the left is used for a preliminary fitting to a RICS model.
4.5.3 Temporal Image Correlation (TICS)
ICS and RICS reveal the spatial correlation hidden in an image and use the
temporal component only for averaging. In TICS, the approach is inverted, with
the temporal correlation being analyzed while the spatial dimensions are used for
averaging or for separating into different groups. Since the dimensions in an image
stack are conceptually equivalent, the same algorithm presented in equation (4.2)
can be also applied for TICS calculations, with the difference that the single time
dimension is used instead of the two spatial directions.
As with ICS, the calculated temporal correlations are displayed in a special TICS
tab for quick analysis and, since they are essentially equivalent to FCS data, also
be exported as .mcor files for further analysis with FCSFit.
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Figure 4.9: Screenshot of the TICS tab. The plot shows the auto and cross correlation
functions that can be fit with a simple diffusion model. The green and red curves represent
the auto-correlation functions and the yellow curve the cross-correlation function. For the
bottom images the user can choose to display the spatially resolved molecular brightness,
the correlation amplitude or the half-maximum decay time. The gray regions correspond
to areas not used for this particular channel. The table in the top left corner can be used
to perform a preliminary fit of the data.
4.5.4 Spatio-Temporal Image Correlation (STICS and iMSD)
The next logical step from ICS and TICS is to correlate the data both through
space and time in STICS. The algorithm is identical to the ICS calculation, but the
second channel is additionally shifted in time relative to the first one. This generates
a 3D correlation matrix G(ξ, ψ, τ), where zero time lag G(ξ, ψ, 0) is equivalent to
ICS data, while a zero spatial lag G(0, 0, τ) represents the averaged TICS curve.
The sheer size of the data and number of calculations requires a high amount of
processing. Fortunately, the temporal correlation function decays quite quickly,
so that only relative short lag times are required. The user can set a maximal
temporal shift, increasing calculation speed enormously.
Due to its complexity, STICS data is difficult to properly visualize and analyze. A
relatively simple method of utilizing STICS data is image mean-square displacement
(iMSD), where the width of the spatial correlation is plotted as a function of time
lag. To obtain the width, the spatial correlation for each individual lag time is fit
to a 2D Gaussian. The iMSD plot contains the same informations as mean-square
displacement data obtained from single particle tracking experiments and the slope
of the curve can be used to determine both the diffusion coefficient, as well as the
type of motion of the sample. For free diffusion the curve shows a linear dependence
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on time, meaning that the exponent, α, in the proportionality iMSD ∝ tα is equal
to one. Higher or lower values of α indicate the presence of directed motion or
anomalous sub-diffusion, respectively. For an more detailed analysis with MIAFit,
the data is saved as a .stcor file.
Figure 4.10: Screenshot of the STICS tab of MIA. In the top panel, the iMSD plot
and a corresponding fit model are displayed. The green and red curves represent the
auto-correlation functions and the yellow curve the cross-correlation function. The image
plots at the bottom of the screen display the spatial correlation function for a selected
time lag. The table in the top left corner can be used to perform a preliminary fit of the
iMSD data.
4.5.5 MIAFit: Spatial Image Correlation Analysis
and Fitting
MIAFit is the 2D equivalent of FCSFit with the same concept of user defined
fits and the freedom of fixing or globally linking parameters. In contrast to one
dimensional data, it is not possible to plot multiple image correlation functions in
a single plot. Because of this, data in displayed in MIAFit in two different ways.
The first possibility shows the on axis correlation curves G(ξ, 0) and G(0, ψ) for
all loaded files (Figure 4.11). This way of plotting the data is usually enough to
visually evaluate the data and fits. At the same time, it allows the user to compare
different measurements. In some cases, however, the complete shape of the functions
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is important. In this cases, MIAFit plots a single measurement as a surface plot
and additionally the corresponding fit, residuals or both (Figure 4.12).
MIAFit has a special mode when dealing with .stcor files, since the data here are
three dimensional. The spatial correlation at each time lag is loaded and treated as
a separate file, but gets assigned a value corresponding to its position in the time
stack. This value is passed on to the fit function and can be used by the model.
Globally linking the appropriate parameters (given the right model) effectively
turns the different files into a single 3D matrix.
Figure 4.11: 1D data representation of MIAFit. The top plots show the on axis correla-
tion functionsG(ξ, 0) (left) andG(0, ψ) (right) for all selected files, while the corresponding
residuals are displayed in the bottom plots. The dots represent the data and the solid
lines show the fit. The different colors indicate different correlation files loaded, in this
case two auto-correlation functions (green and red) and one cross-correlation function
(yellow).
Figure 4.12: 2D data representation of MIAFit. On the left, a singe spatial correlation
function is displayed as a surface plot. The right plot contains the corresponding fit,
residuals or, in this case, the fit with a color code for the residuals.
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4.6 Phasor Approach to FLIM
PAM is mainly devised to work with TCSPC data, giving the user access to the
lifetime information of the sample. One way of analyzing it in PAM is by using
the phasor approach to FLIM. Hereby, the data is not fit, but transformed into
the Fourier space, thus simplifying many rules and concepts, and allowing a direct
interpretation. The Phasor approach is not only limited to TCSPC data in the
time domain, but can also be used to analyze frequency domain measurements
recorded with a camera.
4.6.1 Phasor Referencing
Digital TCSPC data is not continuous, but binned, so that equations (3.27) and
(3.28) need to be adjusted for the actual calculations for each pixel:
s =
1
MRef
·
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2πn
N
− ΦRef
)
(4.4)
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·
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cos
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2πn
N
− ΦRef
)
(4.5)
with N corresponding to the total number of ADC or TDC bins. Using these
calculations results in a phasor frequency that corresponds to the maximum of the
micro-time range and not necessarily to the laser repetition rate.
In the phasor space, the two functions involved in a convolution are equivalent,
meaning that the measured demodulation and phase can be expressed as:
MMeasured = MIRF ·MSample (4.6)
ΦMeasured = ΦIRF + ΦSample (4.7)
From this, it follows that if the theoretical phasor of a sample is known, the IRF
parameters can be calculated from the measurement, and vice versa. Therefore,
for analyzing an unknown sample, the IRF phasor is needed, which in turn can
be determined via a reference measurement with known lifetime. In PAM this
reference is loaded before the analysis and is stored in the UserValues.
The micro-time histogram might contain artifacts like reflections or crosstalk
from another channel (see Figure 4.13), which can be removed by restricting the
calculation to only a subsection of the full time range, effectively setting the values
outside of that range to zero. As long as the remaining time is long enough to
sample most of the lifetime decay, cutting the micro-time only has minor effects on
the phasor, usually smaller than the statistical noise. Additionally, the reference
decay can be shifted relative to the measurement data to account for small arrival
time variations due to thermal effects of the single photon counting detectors.
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Figure 4.13: Sreenshot of the phasor referencing tab in PAM. The red curve shows the
total micro-time histogram of the measured data, while the blue represents the reference
decay. Since the interval between consecutive laser pulses was lower than the maximal
micro-time range, the curves do not extend over the full rang. The reflection peaks at
the end as well as the edge artifacts can be removed by restricting the relevant range for
the phasor calculations.
The processed data (including parameters like the pixelwise phase, demodulation
and the corresponding lifetimes) is saved as a Matlab based file (.phr) to be analyzed
with the Phasor sub-program.
Since the phasor analysis can be used for both time- and frequency domain data,
PAM also includes a referencing algorithm for TIFF based FLIM data, that
works the same for both acquisition methods, increasing the range of possible
applications. All algorithms are essentially the same as for the TCSPC based data,
using equations (4.6) and (4.7) for the core calculations. Since the data in TIFFs
is stored very differently compared to TCSPC file formats, camera based phasor
referencing is performed in a separate sub-function. This circumvention of the core
PAM functionality simplifies the algorithms and optimizes performance for the
different formats.
4.6.2 Phasor Analysis
When analyzing phasor FLIM, it is important to display the intensity image, to
show the actual phasor histogram, and also to visualize the relationship between
the two. The first two aspects are easy to achieve. In the Phasor sub-program, up to
nine individual images and a single phasor plot for all of them (and any number of
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other active files) can be displayed at the same time, allowing the user to compare
multiple measurements. Alternatively, the user can select to only show a single file
with the corresponding histogram in more detail to better visualize the differences
and patterns within a single image. Showing the correlation between the intensity
and lifetime for each individual pixel is far less straightforward. The amount of
data contained in the phasor image is very high and important information might
be hidden behind irrelevant details when displaying everything at once. Analysis
for each experiment focuses on different relevant aspects, requiring the software to
highlight these particular parameters. Therefore, PAM has four different approaches
to visualize the relationship between the phasor plot and the individual pixels,
allowing for maximal flexibility.
Figure 4.14: Screenshot of the Phasor sub-program of PAM, with the intensity image
for a single file shown on the left and the corresponding phasor histogram on the right.
The fist (and most straightforward) way is to assign a color to a region of interest in
the phasor plot and mark all corresponding pixels with the same color (illustrated
in Figure 4.15). Simply plotting a constant color over a (false color) intensity or
a purely black image can be very useful when only the position or distribution
within the frame are important. With this approach, the intensity information is
mostly lost. To keep both aspects in the image, PAM has a second way of applying
the color. Hereby, the photon counts correspond to the pixel brightness, whereas
the ROI is color-coded into the hue. Pixels that were not selected or lie outside
of the intensity threshold are then displayed in gray-scale. For both methods, up
to six different ROIs with user defined colors can be selected. In case that mul-
tiple ROIs overlap, the programs simply uses the mean of the individual RGB values.
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Figure 4.15: Illustration of the color-coding for phasor ROIs. A) Gray-scale intensity
image of the metal-organic framework UiO67 with 1% of all linkers modified with
Rhodamine B. B) Phasor histogram of Rhodamine B of image A) for a phasor frequency
of 25 MHz. C-E) The ROIs selected in the phasor plot (green and red ellipsoids in B))
applied in different ways to the image. Pixels in the overlap between both ROIs are display
via their mean color (yellow). C) The hue represents the ROIs, while the brightness
indicates the intensity. Unselected pixels are shown in gray-scale. D) Only the selected
ROIs are displayed over a black background. E) The intensity of the image is display
with the Jet color-map, while the selected ROIs are represented with their constant color.
The second way of relating the lifetime data to the actual image is to reduce the 2D
representation of the phasor plot to a single axis. One possibility is to use only the
g or the s axis to visualize differences. This, however, reduces the resolution power
since, in most cases, changes in the fluorescence lifetime result in shifts along both
phasor axes. Therefore, PAM allows the user to define a line, that is then used as the
base axis (Figure 4.16 A). In this way, changes are mapped to the largest distance in
the phasor plot, while still using only one dimension. In practice, the program deter-
mines for each pixel, which position on the line is closest to it but excludes all pixels
that are further away than a user defined distance (Figure 4.16 B). Each point of the
line is assigned a different color, which is used to color-code the individual pixels of
the image in much the same way as for the region of interest method (Figure 4.16 C).
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Figure 4.16: Line selection in the Phasor program. A) Phasor plot of the same mea-
surement shown in Figure 4.15. B) Illustration of the colors assigned to the different
positions in the phasor plot according to the selected red line in A). C) Intensity image
with the color-coding corresponding to the selection in B).
While the line selection is best suited for variations in a mixture with multiple
components (resulting in straight lines), quenching changes in the actual lifetimes
and causes the phasor distribution to follow a curved trajectory. A common source
of quenching in FLIM experiments is FRET. PAM contains a method to show such
a FRET trajectory (or any other quenching mode) and to display the particular
FRET value in the image, illustrated in Figure 4.17. First, the user selects the
phasor position of the unquenched fluorophore (green circle in Figure 4.17) and
the program calculates the corresponding ideal trajectory (green dashed line in
Figure 4.17). In cases where the fluorophore lifetime in not mono-exponential, the
quenching curve cannot be unambiguously determined. Any phasor not on the
universal circle can be the result of different combinations of lifetimes. Therefore,
without knowing the individual components, it is also not possible to calculate
the correct quenching trajectory. However, for almost all dyes used in fluorescence
microscopy the phasor lies very close to the universal circle, meaning that all
possible trajectories for that particular phasor position are very similar. Therefore,
the curve can be approximated by assuming a mixture of two mono-exponentials
and calculate their (unique) trajectories individually, but keeping their fractional
contribution constant. This calculation is further simplified by setting one of the
lifetimes to zero.
Once the ideal trajectory is calculated (green circle in Figure 4.17), the program
also accounts for possible background (blue circle in Figure 4.17), e.g. from cell
autofluorescence, and unquenched fluorophores (green circle in Figure 4.17), e.g.
donor-only molecules in FRET measurements. The resulting modified trajectory
is shown as a orange dotted line in Figure 4.17. Hereby, it is assumed that, with
increasing FRET, the fluorophore’s quantum yield is decreased. This, in turn,
increases the relative contribution of the other sources, so that the trajectory curves
back towards the phasor corresponding to a mixture of background and donor only
(blue dotted line in Figure 4.17). The final curve is then used to color-code the
image in much the same way as for the line selection.
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Figure 4.17: FRET trajectory in the Phasor program. A) Phasor plot of the same
measurement shown in Figures 4.15 and 4.16. The green circle indicates the unquenched
fluorophore phasor, with the green dashed line depicting the ideal FRET trajectory. The
orange dotted line results from taking donor-only and background (blue circle) photons
into account. Due to the decreasing quantum yield, the orange path curves back to a
point on the blue dotted line representing all possible combinations of donor-only and
background. The red x shows the currently selected FRET value. B) Intensity image
color-coded according to the orange FRET trajectory in A). Low FRET values and
therefore long lifetimes are represented with blue and cyan, while high FRET and low
lifetime is shown in red and orange. Green and yellow colors are used for intermediate
values.
So far, the methods presented for relating lifetime and intensity map the phasor
position onto the image. In some cases, however, it is more useful to go the opposite
direction and select regions in the image that are then highlighted in the phasor
plot. In PAM the user can (un)select individual pixels, so that only valid pixels are
then used to generate the phasor histogram. To keep the full image information,
but still differentiate different regions, the unselected pixels are indicated with an
inverted color-scheme (effectively 1-RGB), as is shown in Figure 4.18.
For a narrow distribution in the phasor plot, several hundreds of photons per pixels
need to be recorded. Measurements where such a high numbers cannot be achieved
due to limitations in acquisition time (e.g. for dynamic processes) or maximum
photon yield (e.g. in case of photobleaching) suffer from decreased accuracy in
determining the lifetime. To deal with this problem, the user can select to apply a
spatial moving average of 3× 3 pixels to the phasor data, weighted by their photon
counts. As is shown in Figure 4.19, this strongly decreases the spread in the phasor
plot, but at the same time reduces the spatial lifetime resolution. The intensity
image, however, is not affected by this.
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Figure 4.18: Image region selection in the Phasor program. A and B) Intensity images
of the same measurement as shown in previous figures, with different selected regions.
The active pixels are displayed in the Hot color-map (from black over red to yellow and
white) and a complimentary color-scheme for unselected regions (white over cyan to blue
and black). C and D) Phasor histograms showing only the selected pixels of images A)
and B), respectively.
Figure 4.19: Image and phasor plots of the same measurement as shown in previous
figures. A and B) Intensity images without (A) and with (B) moving average applied.
C and D) Phasor histograms for images A) and B), respectively, showing a decreased
spread when a moving average was used (D). To better illustrate the effect of the moving
average, the spread in the phasor plot was increased by decreasing the the photon counts
per pixel.
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4.7 Simulation in PAM
A quick and reliable method of validating new techniques, approaches or fit models
is to apply them to measurements where all the relevant parameters are well known.
The simplest way to ensure the later is to use simulated data. To acquire these, one
needs a program that can generate simulations suitable for the various applications
of PAM.
Just like with PAM in general, the focus of the simulation subroutine lies on the
random diffusion of particles and FRET between them, as observed with a confocal
microscope. Often, such calculations need to be performed multiple times with
slightly changed parameters. At the same time, each measurement might contain
different species with different particles. Simulating each one of these individually
and then combining them requires a lot of user input. Therefore, this process
is mainly automated in PAM so that, even for long calculation times, the time
invested by the user is short.
Figure 4.20: Screenshot of the Simulation sub-program of PAM.
In a first step for each simulated experiment, the general measurement parameters
are given (General Settings, red box in Figure 4.20), including the measurements
time and scanning settings. These parameters are completely independent of the
type of particles simulated and are applied to all species. The second tier of settings
are particle specific parameters. The user creates a species for each type of particles
and defines their individual settings. The later include values that directly depend
on the particle type, like their number, their diffusion coefficient or how many
different dyes (up to four colors) are attached to them (Species Settings, blue box
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in Figure 4.20). However, also other experimental conditions might vary between
species, like excitation and detection efficiencies (Advanced Settings and Lifetime
Settings, cyan box in Figure 4.20). Furthermore, the program includes an algorithm
to simulate static FRET and interactions with the spatial environment via diffusion
barriers or local quenching (orange box in Figure 4.20).
Several such experiments can be pre-programed and are simulated one after another
(magenta box in Figure 4.20)). The simulation itself is performed sequentially for
each particle, parallelized over multiple CPU cores to speed up the process. To
decrease memory usage and time, the main calculations are written and executed
in C++. The actual algorithm is based on a Monte Carlo approach and consists
of several steps. The pseudorandom numbers required are generated using the
Mersenne Twister Engine.
The individual steps are:
Particle Movement: A random step for the particle is simulated, based on the
diffusion coefficient, the dimensionality and the restraints of the simulation box.
At this point, spatial restrictions on the movement are implemented (if applicable).
This might lead to the particle entering an invalid region. In this case, new steps
are generated from the original position until a valid resting point is reached.
The movement might also cause the particle to exit the predefined simulation box.
When this happens, it is moved to the opposite end of the box. At the same time,
its properties are reset to their original value (e.g. bleaching is reversed). Setting
the size of the box to zero for the z-dimension reduces the particle behavior and all
further calculation to two dimensions.
Focus Movement: In the next step, the deterministic focus position relative to
the confinement is calculated. There are four different types of movement possible:
A stationary focus, a raster scan, line scan or circular scan.
Excitation: Once the relative positions of the particle and the focus are established,
the algorithm checks if the particle is excited. This and all following steps are
repeated for all active colors, both for the excitation laser and the excited dye
(i.e. direct excitation). Considering up to four colors, this means, these steps are
executed for a maximum of 16 times. Generally, the excitation probability of a dye
with a laser with a wavelength that is much longer than the optimal is negligible.
Therefore, only 10 cases need to be checked for a normal four color experiment.
Hereby, the excitation probability is calculated (based of a 3D Gaussian profile). If
a spatial quenching map is used, it is applied at this stage, mimicking an immediate
de-excitation by the quencher.
To generate a random and non-deterministic excitation, the resulting probability is
then compared to a uniformly distributed random number. If the probability is the
higher value, the particle is assumed to be excited. Otherwise, the following steps
are skipped and the next color checked. Since the random number generation is a
very time consuming process, it is only executed, if the total probability exceeds
0.01% and no excitation is assumed for lower values.
FRET: Next, the emitting dye is determined. For this, the algorithm uses a random
number to check if FRET takes place and to which dye, in a similar fashion as for
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the excitation. To simulate FRET cascades over multiple fluorophores, this process
if repeated, until no transfer occurs. In the program, FRET is strictly a downward
process and energy cannot be transfered back to the donor.
If enabled, this is also the stage when the fluorescence lifetime or rather the micro-
time of the photon is determined. At each step during the cascade, a geometrically
distributed random number, based on the (FRET modified) fluorescence lifetime
of the corresponding dye, is added to the photon’s micro-time. This resulting
micro-time distribution is a convolution of the lifetime of all involved dyes. This
is exactly what is theoretically expected for a FRET cascade. To simulate PIE,
the micro-time is additionally shifted by a value corresponding to the delay of the
excitation laser.
Bleaching: Before photon emission, the program analyzes whether bleaching
takes place. Since this is done after the emitting dye is determined, only that
fluorophore can also bleach. Therefore, FRETing donor dyes have an increased
stability. Bleaching is again simulated using a random number check. If a fluorophore
bleaches, no photon is emitted and it can no longer be excited, neither directly nor
via FRET.
Crosstalk and Detection: Lastly, the detection of the photon is probed. Hereby,
a random number is used to check which detector channel the photon falls into.
This process is supposed to emulate spectral crosstalk. A second random number
then determines, whether the photon is actually registered, based on the channel’s
detection efficiency. A detected photon is then assigned a macro-time (cycle step)
and a micro-time, as well as an 8 bit identifier. The later consists of 2 bits each for
the excitation laser, the excited dye, the emitting dye and the detector channel.
This can later be used to determine the photons exact origin.
Once the program has gone through all these steps, it moves to the next time
point and cycles through them again, until the maximal simulation time has been
reached. This is repeated for all particles and then species. At the very last stage,
random noise can be added to the photon stream.
The data can either be saved as a photon file (.sim), to be analyzed in PAM, or
directly as a TIFF, in the case of a raster scanned image. After saving, the next
pre-programed simulation experiment is started.
4.8 Application of PAM
Some of the presented functionalities and sub-programs were used in analyzing
data that will be presented in the following chapters. There are also a number of
collaborations with other groups and coworkers that relied on the program. Since
the main part of the experiments and analyses was not performed by myself in
these cases, they will not be described here in detail but only briefly introduced.
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4.8.1 Organization and Dynamics of Myelin Proteins
In the publication ”The Lateral Membrane Organization and Dynamics of Myelin
Proteins PLP and MBP Are Dictated by Distinct Galactolipids and the Extra-
cellular Matrix” by Ozgen et al., published in PLoS ONE, [96] various correlation
functionalities of PAM were used for analyzing RICS data and scanning FCS
data. Together with other biophysical and -chemical methods these data helped to
determine the effect of myelin typical galactolipids galactosylceramide (GalC) and
sulfatide, as well as of the extracellular matrix on the distribution and dynamics
of the myelin basic protein (MBP) and the myelin proteolipid protein (PLP) in
the oligodendrocyte cell line OLN-93. RICS and z-scan point FCS experiments
revealed that MBP diffusion rates increased in GalC expressing cells. Furthermore,
scanning FCS was used to show that, on an inert or a myelination-promoting
laminin-2 surface, PLP exhibited a decreased mobility in sulfatide containing cells
while its diffusion coefficient increased when the cells were grow on fibronectin, a
myelination-inhibiting substrate. Supported by additional biochemical measure-
ments, these differences in lateral mobility can be attributed to their biophysical
properties, like their specificity for association with lipid rafts.
4.8.2 Protein-Specific Glycosylation in Living Cells
In ”Visualization of Protein-Specific Glycosylation inside Living Cells” by Doll et
al., published in Angewandte Chemie International Edition, [97] a novel method for
measuring the glycosylation state of specific proteins in living cells is introduced and
demonstrated for several different proteins. Hereby, the frequency domain phasor
part of PAM was used to measure FLIM. By monitoring the lifetime decrease
of eGFP coupled to the target protein, FRET to a glycan-anchored fluorophore
was detected. Since FRET can only occur over short distances, donor quenching
is only observed in the case that the protein of interest is also labeled with the
acceptor dye. Since the acceptor fluorophore is attached to a carbohydrate via a
bioorthogonal Diels-Alder reaction, only glycosylated proteins exhibit a noticeable
FRET signal, making the method both sensitive and specific.
4.8.3 Dynamics and Oligomerization of Cytosolic
HIV-1 Gag
The mobility, interactions and oligomerization state of cytosolic HIV-1 Gag was
studied in ”Live-cell observation of cytosolic HIV-1 assembly onset reveals RNA-
interacting Gag oligomers” by Hendrix et al., published in The Journal of Cell
Biology. [98] In this publication a wide variety of complimentary fluctuation imaging
techniques were employed to reveal the oligomerization state of cytosolic Gag. By
analyzing the diffusion behavior, cross-correlation and stoichiometry of the wild-
type protein and of several mutants, two species of cytosolic Gag were identified.
The first was attributed to monomeric Gag, as no cross-correlation was observed
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for this species. From the effect of mutations in the nucleocapsid domain of Gag on
its diffusion it was shown that the protein interacts transiently with RNA. The
second observed species exhibits a strongly decreased mobility and oligomerizes in
a concentration dependent manner.
4.9 Discussion and Outlook
In its current form, PAM already contains a wide variety of different methods
for advanced fluorescence spectroscopy ranging from fluorescence fluctuation over
lifetime to single molecule FRET analysis. Hereby, applications that are used
extensively are more developed and refined than those that are not that much in
the focus of our lab. However, the goal for PAM is to become a program that is
used by a large number of research groups and applied to a broad spectrum of
different methods and topics. For this to happen, especially two aspects of PAM
need to be extended.
The first issue is the compatibility with different data types. Almost every supplier
of microscopy devices has its own file format for saving measurement data. While
the most common TCSPC formats are already implemented, a large number of
commercial microscopes are still not supported.
The second area that needs improvement is the exporting of the analyzed data.
Currently, most implemented export functions require the Matlab development
environment. Since PAM is designed to also be used as a compiled standalone
program, these functions would not work in such a case and the data would not be
accessible. Therefore, the export capabilities need to be extended to common file
formats, e.g. simple text and image files. In the near future, PAM will be published
and made available for a larger group of people. The feedback from the new group
of users will help to improve current features and implement new applications.
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Metal-organic frameworks (MOFs) are a class of crystalline materials consisting of
metal ions or metal containing units (called secondary building units, SBUs) that
are connected via organic linkers, forming a three-dimensional lattice. They have
emerged as an interesting new class of porous materials with potential applications
in various fields (e.g. catalysis, gas adsorption or molecular sensors) [99–102] due to
the following three important characteristics:
Porosity: The ball-and-rod assembly can create large cavities in the crystal, re-
sulting in a high permanent porosity (>50% of the MOF volume). This leads
to a very high active surface area, typically in the range of 1000–10 000 m2 g−1,
thus exceeding those of traditional porous materials such as zeolites and carbons.
This makes MOFs especially interesting for applications in gas and fuel storage,
molecular sieving and sorting, or heterogeneous catalysis.
Tunability: Since MOFs are constructed from individual building blocks, one can
achieve a huge number of different materials just by mixing and matching. By
varying the organic linker or the SBU, almost any property (e.g. pore size and
shape, or catalytic activity) can be changed and adjusted to satisfy the particular
need of the application. The large diversity of both the linkers and the SBUs has
allowed for the synthesis of a large number of different MOFs, with currently more
than 20,000 reported structures. MOFs are therefore a good candidate for the
concept of designed materials.
Functionalization: The versatility of MOFs is not only limited to their scaffold
and structure, but also to the incorporation of different functionalities. Especially
modification of the organic linkers allow for the introduction of functional sided
groups that do not interfere with the formation of the scaffold. This functionaliza-
tion is not only possible during synthesis of the MOF, but can also be performed
after the formation of the framework is complete. The large pore volume allows
molecules to diffuse deep into the MOFs and react with either unsaturated metal
sites or moieties on the organic linker, resulting in post-synthetic modifications
(PSM). [103,104] Another way of changing the properties of a MOF is done by ex-
changing whole building blocks. Hereby, the organic linkers [105,106] or cations [107] of
a MOF are exchanged between neighboring crystals or with the solutions. Thus,
various new capabilities and functions can be added to a MOF scaffold, including
catalytic activity and applications in molecular sensing [108] without affecting the
overall structure.
One topic that is currently attracting a lot of attention in the MOF field is the
concept of multivariate (MTV) functionalities. [109,110] Hereby, multiple different
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functional groups are incorporated into a MOF scaffold at once. This is usually
done by slightly modifying the organic linkers with functional side groups (e.g
amines or halides) that do not interfere with the formation of the scaffold. In
2010, a study showed synergistic effects of such multiple functionalities even when
randomly distributed in the material. [110] Here, a variety of MTV-MOFs where
synthesized and characterized. Interestingly, MOFs with certain combinations of
linker side groups exhibited increased performance in H2 uptake or CO2 selectivity
compared to the materials with just a single moiety, demonstrating that for MOFs
the total is greater than the sum.
A different point of interest focuses on heterogeneities in MOFs and their influence
on function and performance. [111] Even for materials with identical composition
and crystal structure, the distribution of defects might vary from batch to batch.
They can be small irregularities and mismatches in the lattice, but also on a larger
scale like in the case of crystal edges, whose type and abundance strongly depends
on particle size and morphology. Although these heterogeneities only compose a
small fraction of the total material, they have vastly different properties from the
bulk matter and can dramatically alter its behavior and performance.
One aspect common to these two topics is that they are both strongly influenced
by the spatial distribution, either of the different functional groups or the defects.
In both cases, the effect of heterogeneities will be different when they are homo-
geneously distributed throughout the material from when they are localized in
individual phases. Therefore, measuring and controlling this spatial distribution
plays a key role in optimizing the performance of MOFs.
In this work, two different MOF structures were investigated. On the one side, the
correlation between morphology and fluorescence lifetime of fluorescein modified
MIL-101(Al)-NH2 was studied. This work was done in a collaboration with the
group of Dr. Wuttke and was published in Small under the title ”Investigation of
the Co-dependence of Morphology and Fluorescence Lifetime in a Metal-Organic
Framework”. [112] The second investigation focused on the interplay between func-
tional modifications and the scaffold of the MOF UiO-67 under different synthesis
and functionalization conditions. This study was conducted together with the
groups of Prof. Yaghi in Berkeley and Dr. Wuttke at the LMU. For both studies,
fluorescence intensity and lifetime microscopy were the primary analysis methods.
5.1 Correlating Fluorescence Quenching and
Morphology in MIL-101(Al)-NH2
The original MIL-101 (MIL standing for Material of Institut Lavoisier) framework
is a chromium based MOF with terephtalate linkers. [113] In the years following the
first report, equivalent structures with other trivalent metals and modified linkers
were reported, [114] among these the aluminum based MIL-101(Al)-NH2.
[115,116] Here,
four trimeric aluminum octahedra (Figure 5.1 A) are connected by six 2-amino
terephtalate linkers (Figure 5.1 B) forming a super-tetrahedron structure (ST,
76
5.1. CORRELATING FLUORESCENCE QUENCHING AND MORPHOLOGY
IN MIL-101(Al)-NH2
Figure 5.1 C). Like with all MIL-101 MOFs, these tetrahedra assemble to a larger
structure consisting of two types of cages. The smaller ones (29A, Figure 5.1 D)
are build up of 20 STs arranged in a dodecahedron, while the larger cages (34A,
Figure 5.1 E) consist of 28 STs forming both pentagonal (12A) and hexagonal
openings (16A). With a ratio of 2:1, these cages are connected to a Mobil Thirty-
Nine (MTN) zeotype topology.
Figure 5.1: Structure of the MIL-101(Al)-NH2 framework. Four trimeric aluminum
octahedra (A) and six 2-amino terephtalate linkers (B) constitute the vertices and edged
of a super-tetrahedron (ST) (C), respectively. The STs, in turn, form the vertices of two
types of cages. D) In the smaller cages, 20 STs are arranged in a dodecahedron. E) The
larger enclosure consists of 28 STs forming both hexagonal and pentagonal windows.
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The aromatic amines are not directly involved in forming the framework and are
therefore available for covalent PSM with amine selective reagents. Together with
the MOF’s high thermal and chemical stability as well its high porosity (specific
BET surface of ≈3000 m2 g−1), this fact makes MIL-101(Al)-NH2 very interesting
for applications in catalysis, drug delivery and chemical sensing. With respect
to chemical sensing, it has been shown that fluorescein isothiocyanate (FITC)
modified MIL-101(Al)-NH2 can be used to very sensitively and selectively detect
fluoride ions in aqueous solutions. [108] In this case, the light emission of fluorescein
is strongly quenched when bound to the MOF. However, when subjected to fluoride,
the framework is decomposed, releasing the dye and recovering the fluorescence.
The resulting increase in fluorescence signal can be measured very accurately to
detect fluoride concentrations as low as 15 ppb.
Although fluorescence suppression was clearly observed, the exact mechanism of
quenching was not known. In order to investigate whether it is based on auto-
quenching from dye-dye interactions or on a photoinduced electron transfer type
mechanism caused by unreacted amino groups, [117] fluorescence lifetime imaging
microscopy was employed. Virtually all quenching types shorten the fluorescence
lifetime of a dye, making it an ideal property to quantify the quenching amount
and, by varying certain other parameters, deduce the involved mechanism. When
combined with imaging, this additionally provides information about the spatial
heterogeneity.
5.1.1 FITC Self-Quenching in MIL-101(Al)-NH2
The first potential quenching mechanism that was investigated is self-quenching
of fluorescein. If the dye concentration in the framework is too high, multiple
fluorophores are in close proximity and can interact with each other. Depending on
the exact type of dye-dye interactions, this might lead to a decrease in fluorescence
signal coinciding with a shortened lifetime. To check this hypothesis, samples con-
taining varying amounts of FITC (1.23 nmol, 2.46 nmol and 12.3 nmol per 100 mg
MOF) were synthesized and their fluorescence lifetime measured (see chapter 5.3).
Although the dye concentration was changed by a factor of 10, the photon arrival
time histograms for all samples look very similar (Figure 5.2). Minor differences
are only noticeable for times longer than 5 ns after the laser pulse, with the lower
concentration samples showing a higher amount of a long lifetime component
(Figure 5.2 B). This indicates that dye-dye interactions are, at most, just a very
minor contribution to FITC quenching. The differences at long lag times are most
likely caused by the inherent luminescence of the MIL-101(Al)-NH2 framework
(described in more detail in chapter 5.1.4), contributing more to the signal at lower
dye concentrations.
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Figure 5.2: Photon arrival time histograms for three MIL-101(Al)-NH2-FITC samples
with 1.23 nmol, 2.46 nmol and 12.3 nmol FITC per 100 mg MOF, plotted on a linear (A)
and logarithmic (B) ordinate.
5.1.2 FITC Quenching via Unmodified Amino Groups in
MIL-101(Al)-NH2
As self-quenching is not the main cause of the decreased fluorescence in
MIL-101(Al)-NH2-FITC, other sources were investigated. One likely candidate
is the amino groups on the organic linker. The amount of FITC used for modifying
the MOF was significantly lower than the available reaction sides, even when
assuming a 100% labeling efficiency. This leaves a lot of unmodified NH2 groups
in close proximity to the dye. It is well known that amino groups can quench
fluorophores via photoinduced electron transfer (PET) and such a process has even
been shown in dye functionalized MOFs. [117] Although PET only works over very
small distances (≈1 nm), it is still very likely when considering the structure of
MIL-101 (Figure 5.1) and the high density of linkers.
To test this hypothesis, two batches of MIL-101(Al)-NH2-FITC were synthe-
sized with higher FITC content (15.5 nmol per 100 mg MOF) to minimize auto-
luminescence contributions. Parts of both samples were further modified in a
reaction with pivaloyl anhydride (chapter 5.3). [118] In this way, the remaining
amines were transformed to amides, altering their redox properties and decreas-
ing PET type quenching. The bulky tert-butyl group additionally constitutes a
sterical hindrance, further reducing the interactions with the dye. To determine
how this capping affects the fluorescence lifetime as well as how this influence
is distributed spatially, both untreated (MIL-101(Al)-NH2-FITC) and modified
(MIL-101(Al)-NH2-FITC/P) samples were analyzed with phasor FLIM.
As can be seen in Figure 5.3, the samples with free amino groups (Figure 5.3 B-E)
exhibit a significantly shorter average lifetime than their capped counterparts
(Figure 5.3 F-I). This strongly suggests that PET is the main quenching mechanism
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in this MOF. However, there is also evidence that other quenching sources are
involved. The first indication is the fact that, even with capped amines, the lifetime
is still significantly lower than the value expected for unaffected fluorescein (4.0–
4.1 ns), [119], suggesting that the fluorescence quantum yield is still decreased. The
second observation suggesting additional quenching mechanisms is the difference in
lifetime between the two batches, both for pivaloyl treated and untreated samples.
In the first batch (Figure 5.3 B, C, F and G), the lifetime is generally longer than
in the corresponding sample of the second synthesis lot (Figure 5.3 B, C, F and G).
Especially in the case of MIL-101(Al)-NH2-FITC this cannot be explained by differ-
ences in the amount or distribution of the amino groups, since both samples show
the same chemical composition. Therefore, these discrepancies must be caused by
other factors like variations in the MOF structure or morphology at the nano-scale.
Figure 5.3: Phasor FLIM histogram and images of MIL-101(Al)-NH2-FITC samples.
The color of the images corresponds to the pixel position on the red dotted line in the
phasor plot (A). Long lifetimes are positioned on the top left and correspond to a red
and orange hue, while short lifetimes lie at the bottom right and are color coded with
blue and cyan. Intermediate values in the center are displayed in green and yellow. The
images show MIL-101(Al)-NH2-FITC batches one (B and C) and two (D and E), as well
as MIL-101(Al)-NH2-FITC/P for batches one (F and G) and two (H and I).
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5.1.3 Correlation of Morphology and Fluorescence Lifetime
in Fluorescein Modified MIL-101(Al)-NH2
From the observation that the amino groups cannot be the only major mechanism
of quenching in MIL-101(Al)-NH2-FITC, the question arises what other sources and
parameters affect the dye’s fluorescence. For both batches, the PXRD spectra and
nitrogen adsorption isotherms do not show significant differences (see Appendix B),
indicating that the overall structure and composition is identical for the different
samples. However, these methods probe the bulk properties while heterogeneities
and minor populations might not be resolved. Fluorescence, on the other hand,
is much more sensitive to sporadic differences and heterogeneities. Rare defects,
like under-coordinated metal ions, will not affect the overall crystal structure, but
they can interfere with many fluorophores in their vicinity, significantly altering
the fluorescence lifetime.
In order to identify heterogeneities in and the morphology of the materials and to
link these to the differences in lifetime, correlative FLIM and SEM was performed.
For this, samples were first measured with the confocal microscope. Afterwards, the
same regions were identified and imaged with SEM (see chapter 5.3.1). Fluorescence
microscopy reveals the spatial lifetime distribution, but it is limited to a resolution
determined by the diffraction limit of light Therefore, structures below 200 nm are
not resolvable. Electron microscopy, on the other hand, can resolve much smaller
details, but is insensitive to the molecular composition and the detailed nanoscopic
environment. Imaging the same region with both methods extracts the maximal
amount of information and can establish correlations between morphology and
quenching.
It must be noted that the samples had to be dried before imaging. Fluorescence
lifetime, however, is a property that is strongly dependent on the solvation state
of the fluorophore. Therefore, the phasor histograms are shifted as compared to
the same samples measured in water. As evaporation, especially inside a highly
porous material, is very hard to control, different samples might be affected dif-
ferently by the drying process and the resulting lifetimes cannot be compared
directly. Although the phasor position is shifted, the general shape and outline of
the distribution are comparable for dried and hydrated samples, suggesting that
the observed heterogeneities are due to intrinsic differences in the material and not
due to variances in solvation.
Both the unmodified samples (Figure 5.4), as well as those capped with pivaloyl
(Figure 5.5) show strong differences in morphology between batches one and two.
The first morphology, called Type I, consists of aggregates of round particles with
diameters of a few hundred nanometers and a fairly smooth surface (Figures 5.4 A
and 5.5 A). Type II, on the other hand, exhibit a much rougher morphology (Fig-
ures 5.4 B and 5.5 B). Here, the aggregates are covered with significantly smaller
crystals, often with diameters below 100 nm, and show more edges and breaks.
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Figure 5.4: Comparison of FLIM and SEM images for MIL-101(Al)-NH2-FITC of Type I
(A) and Type II (B). The hue in the fluorescence images represent regions of interest
selected in the phasor plot (green and cyan ellipsoids). The red and yellow rectangles in
the FLIM and SEM images highlight the regions imaged with higher magnification.
It is very likely that this difference in morphology between batches one and two
is also the cause for the changes in the fluorescence lifetime, either directly or
indirectly. It is not possible to determine exactly how the morphologies affect the
lifetime, but the most obvious difference between the two structures is the outer
surface area. The larger and smoother particles of Type I have a significantly smaller
outer surface-to-volume ratio than the small and jagged fragments of Type II. These
edges always constitute breaks in the crystal structure and result in changed prop-
erties as compared to the bulk material.
It stands to reason that these defects might quench FITC, which would explain the
lower lifetime observed for Type II samples. Although the influence of the outer
surface will most likely not penetrate more than a few nanometers into the material,
it can still significantly alter the overall lifetime. On the one hand, the distribution
of the fluorophores may not be homogeneous within the MOF. Although the pores
allow the dye to move in the framework, diffusion is nonetheless hindered. This
makes it more likely for the dye to react with sites close to the surface. Since the
crystallite size is on the order of the resolution limit, this gradient, if present, cannot
be observed with a confocal microscope. On the other hand, it is also possible that
the morphology is a symptom, not the cause. If Type II MOFs crystallize with more
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defects, it makes them more prone to irregularities and fragmentation, leading to a
formation of smaller particles. Thus, it is valid to attribute the second quenching
mechanism to defects, either caused by external surfaces or interior lattice breaks.
Figure 5.5: Comparison of FLIM and SEM images for MIL-101(Al)-NH2-FITC/P of
Type I (A) and Type II (B). The hue in the fluorescence images represent regions of interest
selected in the phasor plot (red, magenta and yellow ellipsoids). The colored squares in
the FLIM and SEM images highlight the regions imaged with higher magnification.
5.1.4 Correlation of Morphology and Auto-Luminescence
Lifetime in Unmodified MIL-101(Al)-NH2
While the FITC bearing samples show two vastly different morphologies, it was
not clear in what way the dye influences the crystal shape and size. To test this,
samples not bearing any dye were synthesized and measured using FLIM and
SEM. The framework itself exhibits significant auto-luminescence so the lifetime
can still be quantified. The excitation intensity, however, had to be increased to
5–10µW, showing that its contribution to the dye labeled samples was very small,
not significantly affecting the previous measurements.
As with the FITC samples, both the pure and the pivaloyl capped MOF show the
two morphology types, in this case also within the same sample and even image
(Figure 5.6). Contrary to FITC, which is more strongly quenched for the Type II
morphology, the MOF’s fluorescence lifetime is lower for Type I, and Type II regions
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appear slightly brighter. Since none of the populations in the phasor plot lie on
the universal circle, at least two different emitting states must be present for both
types. At least one of these is linked to the morphology. Changes in the particle
shape then result in variations of the contribution of the different lifetime species
for the two morphologies.
Figure 5.6: Comparison of FLIM and SEM images for MIL-101(Al)-NH2 (A) and
MIL-101(Al)-NH2-P (B). The hue in the fluorescence images represent regions of interest
selected in the phasor plot (cyan, red, magenta and green ellipsoids). The colored squares
in the FLIM and SEM images highlight the regions imaged with higher magnification.
5.1.5 Quantification of Quenching in FITC Modified
MIL-101(Al)-NH2
Analyzing the fluorescence lifetime can not only be used to identify different
quenching mechanisms in a qualitative way, but also to quantify their different
contributions and elucidate the exact way the dyes are affected. The most obvious
aspect in the phasor plot is that none of the observed populations fall on the
universal circle. According to the rules of phasor space, this means that all samples
consist of at least two fluorophore species with different lifetimes. A careful analysis
84
5.1. CORRELATING FLUORESCENCE QUENCHING AND MORPHOLOGY
IN MIL-101(Al)-NH2
reveals that only three species are needed to explain and assign all measured
samples (Figure 5.7).
The first lifetime of 3.8 ns corresponds to unquenched fluorophores and can also be
observed when adding fluoride ions to the solution. This results in a decomposition
of the MOF, releasing the dye and disrupting interactions responsible for quenching.
The lifetime is still shorter than the value expected for free FITC (4.0–4.1 ns),
indicating a slight quenching caused by the organic linker to which the fluorophore
is still bound. Since all dye molecules are now identical, only a single species
remains, resulting in a phasor population lying on the universal circle (Figure 5.7
dark gray ellipsoid).
The two remaining species are connected to the two quenching mechanisms. For
samples modified with pivaloyl, three different populations are observed, two for
Type I (Figure 5.7 red and yellow ellipsoids) and one for Type II (Figure 5.7 purple
ellipsoid). All three are positioned on a straight line connecting the unquenched
species to a species with a mono-exponential lifetime of 0.8 ns. Since the amino
groups are capped, they no longer interfere with the emission and the 0.8 ns can
therefore be attributed to quenching caused by defects.
Figure 5.7: Phasor histogram for all fluorescein modified MIL-101(Al)-NH2 measured
in water. The black dotted lines indicate the mixture trajectories for the unquenched
3.8 ns and the two quenched (0.8 ns and 0.3 ns) species. The different populations for the
individual samples are highlighted by colored ellipsoids.
If one assumes that, in Type I MIL-101(Al)-NH2-FITC environments (Figure 5.7
green ellipsoid), quenching via defects is negligible compared to the contribution of
the amino groups, it is possible to draw a second line that yields a third species
with a lifetime of 0.3 ns. In Type II structures (Figure 5.7 cyan ellipsoid), this is
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the main quenching source, but more defects are present, so that the distribution
in the phasor plot is shifted closer to the 0.8 ns line.
The fact that all species lie on straight lines instead of following a curved trajectory
suggest an all-or-nothing quenching mechanism. Hereby, a particular fluorophore
is either unaffected (3.8 ns), or quenched (0.3 ns for the amino groups or 0.8 ns for
defects), but no intermediate quenching is present. The fraction of fluorophores in
the three states then determines the exact phasor position for the different samples,
while slight fluctuations between pixels cause the distributions to be elongated along
the quenching lines. This can also be used in reverse, calculating the contributions
from the mean phasor, summarized in Table 5.1.
Table 5.1: Fractional contributions of the unquenched (3.8 ns), as well as the amino
(0.3 ns) and defect (0.8 ns) quenched lifetime species.
MIL-101(Al)-NH2-FITC MIL-101(Al)-NH2-FITC/P
Lifetime
Component
Type I Type II
Type I
Long
Type I
Short
Type II
3.8 ns 3% <1% 43% 17% 13%
0.3 ns 97% 90% NA NA NA
0.8 ns NA 9% 57% 83% 87%
5.1.6 Spatial Heterogeneities in FITC Modified
MIL-101(Al)-NH2
So far, all the analyses concentrated on the main populations and effects on the
average lifetime in the different samples and morphologies. Both FLIM and SEM,
however, are imaging techniques. Unlike bulk methods where the results are an
average over the whole sample, imaging can actually resolve heterogeneities spatially
even when their relative contribution is very small. Indeed, most MOF samples
showed some additional populations that deviated significantly from the main
distributions. In many cases, these heterogeneities were only a tiny fraction of the
whole sample and did not have a noticeable effect on the average lifetime.
The most significant of these heterogeneities is a minor population of particles in
Type I MIL-101(Al)-NH2-FITC/P (yellow regions in Figures 5.3 F-G and 5.5 A),
constituting approximately 20% of the total sample (based on the number of pixels).
Although it shows the same morphology as the main population, the lifetimes
differ strongly (Figure 5.5 A). In this subpopulation, the fraction of unquenched
fluorophores is much lower and even closer to that of the Type II morphology.
The data does not allow the source of this deviation to be determined. One can
speculate that these particles are an intermediate species between Types I and II,
where the number of defects in the framework is increased, but not enough to effect
a change to the rough morphology.
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The second type of heterogeneities are individual, small (≈1 µm) particles observable
for all Type I samples and populations (Figure 5.8). Unlike the short lifetime
species of MIL-101(Al)-NH2-FITC/P, these do no form separate aggregates, but
are situated on top of the main population and make up <5% of the pixels. Again,
these heterogeneities cannot be distinguished via morphology (gray regions in the
phasor images of Figures 5.4 A and 5.5 A), but show a clear deviation in lifetime.
Figure 5.8: Phasor histograms and images showing the additional population on top
of the Type I morphology for MIL-101(Al)-NH2-FITC (A), as well as the short (B) and
long (C) MIL-101(Al)-NH2-FITC/P species. The red dotted lines show the axes used for
color coding the images. The bottom left corresponds to blue, the top right to red and
the middle to yellow and green.
5.1.7 Discussion and Conclusion
A careful analysis of the fluorescence lifetime in FITC modified MIL-101(Al)-NH2
revealed two major types of quenching mechanisms in the MOF. One of these is
mediated via photoinduced electron transfer to the unreacted amino groups, while
the second type of quenching originates from the defects in the framework or the
external surface of the MOF crystallites. The phasor plots additionally show that
both of these quenching types follow an all-or-nothing mechanism. At any given
moment a fluorophore is either quenched to the full extend (0.3 ns or 0.8 ns for the
two mechanisms) or completely unaffected (3.8 ns). Thus, the resulting fluorescence
lifetime is only determined by the fraction of molecules in the different states, but
not by the degree of quenching of the individual fluorophores.
Furthermore, two different morphological groups were observed in both dye mod-
ified and pure MIL-101(Al)-NH2. The first one, denoted as Type I, consists of
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aggregates of smooth, round particles with a diameter of a few hundred nanometers.
Type II, on the other hand, forms a more rugged, almost needle-like surface with
significantly smaller crystallites. Using correlative FLIM and SEM microscopy, we
could establish a clear relationship between the morphology and the fluorescence
lifetime of the two types. The changes in lifetime between the different morphologies
are linked to the quenching mechanism via defects. In the Type II morphology, the
smaller and rougher crystals also result in a higher amount of defects, increasing
their contribution in quenching and leading to a shorter lifetime.
This project did not only identify and quantify the different mechanism involved in
FITC quenching in the MOF, but it also demonstrates the power and potential
of FLIM for investigating porous materials, especially when combined with SEM.
Correlative light and electron microscopy is a fairly new technique originating from
the life sciences. It combines the high resolution power of the electron microscope
with the sensitivity and selectivity of fluorescence, revealing new information not
available from the individual techniques alone. This potential is evidenced by
the increase of commercially available integrated light and electron microscopes.
Although a few studies have already been published, [120,121] this approach is still
mostly unexplored in the field of material science. Likewise, FLIM is only rarely, if
at all, used to study solid state materials, although it is a well established technique
in biophysical and medical research. It is usually applied for detecting analytes or
studying interactions between biomolecules in cells or even whole organisms.
Only by combining these two methods was it possible to identify all the relevant
contributions to the FITC quenching. While in this project the aim was to investi-
gate the influence of the morphology and composition on the lifetime, the reverse
approach is also possible and even more promising. Hereby, heterogeneous catalysis
can be of particular interest. The active centers of a catalyst are very likely to
affect a fluorophore. Thus, the lifetime can be used as a parameter to detect these
centers and to study their spatial distribution, while the fluorescence intensity in
combination with the electron image probe the structure and accessibility of the
material.
5.2 De novo and Linker Exchange
Functionalization of UiO-67
One important aspect for the use of porous materials in industrial processes is their
stability. [102] Although many metal-organic frameworks show excellent performances
in catalysis, selective sorting or gas adsorption, their large scale application is still
hindered by their fast degradation. A group of MOFs that show a high stability
both against temperature as well as chemical decomposition (especially water) is
the isoreticular series of UiO-66, -67 and -68 (UiO as an acronym for Universitetet
i Oslo). [122–125] Here, the secondary building units consist of zirconium octahedra
with four µ3-O and four µ3-OH groups capping the eight faces (Figure 5.9 A). The
octahedron’s edges are bridged by carboxyl groups of the organic linker (transparent
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structures in Figure 5.9 A), leading to a zirconium coordination of eight. This results
in a total of twelve connections per cluster. Together with the linear linkers (Fig-
ure 5.9 B), they form a face-centered cubic unit cell (Figure 5.9 C) with octahedral
and tetrahedral pores (Figure 5.9 D). The size of the pores and windows depends
on the linker used for synthesis. For one (1,4-benzenedicarboxylate, UiO-66), two
(biphenyl-4,4’-dicarboxylate, UiO-67) and three (p-terphenyl-4,4”-dicarboxylate,
UiO-68) benzyl rings, the openings are 6, 8 and 10A in diameter, respectively.
Figure 5.9: Schematic structure of the UiO-67 framework. A) Zr6O4(OH)4(R-CO2)12
cluster forming the SBUs of UiO-67. The faces of the zirconium octahedron are capped
by four µ3-O and four µ3-OH groups. The transparent atoms represent the attachment
positions of the carboxyl groups of the biphenyl-4,4’-dicarboxylate linker (B). C) Simplified
model showing the face-centered cubic crystal structure of UiO-67. D) Octahedral and
tetrahedral pores of UiO-67 depicted with green and red spheres, respectively.
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The high stability of these MOFs is to large extend due to the zirconium cluster and
its high coordination. During thermal degradation (at 540 ◦C), the bond between
the phenyl ring and the carboxyl group is broken first, showing the weakest point
is not the connection between the inorganic SBUs and the linker, but rather the
organic linker itself. Before final decomposition, dehydration of the MOF’s SUBs
takes place at 250–300 ◦C. The Zr6O4(OH)4 clusters lose two molecules of water
to form Zr6O6 with a reduced zirconium coordination of seven. The framework
can withstand this rearrangement without breaking down and the whole process is
reversible.
Another usefull feature of UiO-66/67/68 is the possibility of incorporating link-
ers with active groups into the framework without affecting its stability and
crystallinity. This can be done both during de novo synthesis, [124,126,127] as well
as via solvent-assisted linker exchange (SALE). [105,126,128] In the later, individ-
ual linkers in the framework are replaced by modified linkers provided in excess
in the solvent. For UiO-66, such an exchange has been shown for unmodified
linker (1,4-benzenedicarboxylate, BDC) and linkers bearing amino (2-amino-1,4-
benzenedicarboxylate) or bromium (2-bromo-1,4-benzenedicarboxylate) groups. [128]
For all combinations of these linkers, significant exchange efficiencies (≈40-80%)
between the MOF scaffold and the solvent have been shown, with the substitution
degree being affected by a variety of parameters like donor ability, sterics, and
solubility.
The big advantage of SALE is that it opens up a large number of new functionalized
MOFs. In a de novo synthesis route, the introduction of substituents to the linker
often interferes with the MOF formation. This requires the optimization of the
synthesis conditions for each new group or, in the worst case, prohibits framework
formation completely. For linker exchange, on the other hand, lower temperatures
and gentler environments can be used. This means that the conditions are not so
harsh as to alter the structure of MOFs, but they are sufficient to achieve linker
incorporation.
In previous studies, mostly relatively small substituents were used both for de novo
synthesis and SALE. However, many applications might require larger and more
complex functionalities. Furthermore, only the degree of exchange was analyzed,
but not the mechanisms and kinetics defining this process or the spatial distribution
of the exchanged linkers. Especially the last aspect is of high importance, as the
position of different groups relative to each other strongly affects their performance.
In this project, we studied the incorporation of FITC and rhodamine B isothio-
cyanate (RITC) modified linkers into UiO-67 via direct synthesis and via linker
exchange and compared the effect of the dyes on the MOF in these two processes.
UiO-67 was chosen due to its larger pores and windows to allow room for the large
fluorophores. The dyes, on the other hand, are representatives for large, complex
substituents. At the same time, they can function as a readout for their distribution
in the MOF.
Additionally, two different methods (denoted as method 1 and method 2) of syn-
thesizing UiO-67 were used, showing different features that were advantageous
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or problematic for investigating the various aspects. The main difference in the
synthesis conditions between the two protocols is that for method 1 equal stoi-
chiometric amounts of the zirconium salt and the organic linker are used, while
in method 2 the linker is added in excess. The second important difference is the
amount and type of acid used (hydrochloric acid for method 1 and glacial acidic
acid for method 2). The solvent (dimethylformamide), reaction temperature (90 ◦C)
and incubation time (24 h) were identical for both methods.
Method 1 results in small particles that have rounded edges and form stable ag-
gregates (Figure 5.10 A and B). [129] This protocol was mainly used for de novo
functionalization, as it shows a high yield in MOF formation, which results in
lower material consumption and thus allowed us to use higher concentrations of
dye modified linkers. The second synthesis protocol (denoted here as method 2),
on the other hand, leads to larger crystals with sharp edges (Figure 5.10 C and
D). [130] This made it possible to resolve individual particles with the fluorescence
microscope and thus to study the spatial distribution of the dyes in the crystals.
This was especially important for linker exchange studies.
For the purpose of brevity, the two functionalization methods will be abbreviated
with DN and LE for de novo and linker exchange, respectively, while the synthesis
methods will be denoted by M1 and M2.
Figure 5.10: SEM images of UiO-67 synthesized with method 1 (A and B) and method 2
(C and D).
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5.2.1 De Novo Functinalization with Fluorescein
and Rhodamine B
To investigate the incorporation of the fluorophore modified linkers during MOF
formation, samples were synthesized from reaction mixtures containing different
percentages of dye-bound linker, ranging from 0.1% to 2% for both fluorescein
and rhodamine B. Hereby, synthesis method 1 (see chapter 5.3.2) was used, as
this allowed us to use higher concentrations of dye labeled linkers. Additionally,
method 2 was used for a sample with 0.1% FITC to be able to compare the two
synthesis procedures.
Due to their size or solubility, the fluorophore modified linkers have a decreased
probability of incorporation. The actual dye content was determined via fluorescence
of UiO-67 dissolved in a fluoride solution. The incorporation efficiency for FITC was
17-27% for M1 and 54% for M2. This implies an almost twofold better dye insertion
when using method 2. For RITC, the incorporation percentage was significantly
lower at only 2-4% (Table 5.3). As this trend is systematic, the lower yield of
rhodamine B is most likely due to the chemical differences of the two dyes, including
their steric, electrostatic and hydrophobic/hydrophilic properties.
Table 5.2: Fraction of dye modified linkers incorporated into the FITC and the RITC
modified UiO-67 samples.
FITC Samples (Method 1)
set [ppm] 1,000 3,000 7,000 20,000
measured [ppm] 256 808 1624 3,511
FITC Samples (Method 2)
set [ppm] 1,000
measured [ppm] 542
RITC Samples (Method 1)
set [ppm] 1,000 3,000 7,000 20,000
measured [ppm] 38 89 220 410
Fluorescence imaging of the DN-M1 samples revealed that the MOFs consisted
of aggregates of sub-micrometer sized particles of fairly homogeneous brightness
(Figures 5.11 and 5.12). For low percentages of incorporated dye, the fluorescence
signal increased with the dye content. At high concentrations, however, the bright-
ness stagnated or even decreased.
Besides the fluorescence intensity, also the fluorescence lifetime of the MOFs was
analyzed using the phasor approach. For both fluorophores, the average lifetime
decreased with rising dye concentration. This quenching effect is slightly stronger
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for fluorescein, probably due to the higher incorporation efficiency. Although pure
UiO-67 exhibits significant autofluorescence (see Appendix C), the brightness is
100–1000 times lower than in samples modified with fluorophores. Therefore, the
influence of autofluorescence on the lifetime measurements can be neglected.
The increased quenching is in good agreement with the observations of the particle
brightness. For low amounts of the dyes, the rising fluorophore concentration out-
weighs the reduction in quantum yield, so that the particles appear brighter. For
higher dye densities, on the other hand, the quenching increases faster than the
fluorophore number, decreasing the total signal.
Figure 5.11: Phasor FLIM histogram and images of UiO-67 samples with FITC labeled
linker. The phasor positions of the different concentrations are indicated by an ellipsoid
(0.1% red, 0.3% green, 0.7% magenta and 2% yellow). The color of the images corresponds
to the pixel position on the light gray dotted curve in the phasor plot (A). Hereby,
long lifetimes are positioned on the top left and correspond to a red and orange hue,
while short lifetimes lie at the bottom right and are color coded with blue and cyan.
Intermediate values in the center are displayed in green and yellow. The images show
samples synthesized from reactants containing 0.1% (B and C), 0.3% (D and E), 0.7% (F
and G) and 2% (H and I) of labeled linker.
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Figure 5.12: Phasor FLIM histogram and images of UiO-67 samples with RITC labeled
linker. The phasor position of the different concentrations are indicated by an ellipsoid
(0.1% red, 0.3% green, 0.7% magenta and 2% yellow). The color of the images corresponds
to the pixel position on the light gray dotted curve in the phasor plot (A). Hereby,
long lifetimes are positioned on the top left and correspond to a red and orange hue,
while short lifetimes lie at the bottom right and are color coded with blue and cyan.
Intermediate values in the center are displayed in green and yellow. The images show
samples synthesized from reactants containing 0.1% (B and C), 0.3% (D and E), 0.7% (F
and G) and 2% (H and I) of labeled linker.
The fluorescence decay for both fluorophores in UiO-67 is multi-exponential, as
the phasor positions of all samples lie within the universal circle. Furthermore, the
quenching follows a curved trajectory, meaning that the lifetime components change
between different samples. The most likely explanation is that each fluorophore
is quenched to a slightly different degree, resulting in a distribution of lifetimes
and a multi-exponential decay. With increasing dye content, the average quenching
increases, shifting this distribution to lower lifetimes.
There are two possible causes for the increase of quenching with the dye concen-
tration, direct dye-dye interactions via self-quenching of the fluorophores, and dye
induced changes in the structure of the crystals. Self-quenching only occurs at
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very close distances that depend on the exact type of quenching. For mechanisms
involving π-stacking or electron transfer the dyes practically have to be in direct
contact with each other, and even for long range self-quenching, observed for
homoFRET, inter dye distances less then 40–50A are needed. The later has been
shown to be an important self-quenching process for fluorescein and related dyes.
However, homoFRET on its own does not result in quenching, as the energy is
merely transfered between molecules with identical photophysical properties. A
decrease in fluorescence intensity and lifetime is only observed when non-radiative
traps acting as energy sinks (e.g. dyes quenched in other ways) are present in the
population. Therefore, effective quenching will only happen at significantly higher
dye concentrations then measured in the samples.
The more likely explanation is that the fluorophores interfere with the formation of
the MOFs and introduce defects into the crystals. These defects, in turn, quench
the dyes, reducing the observed lifetime. Since these disruptions in the structure
can induce new cracks and flaws, they will propagate and an effect is visible even
at low fluorophore densities. Depending on the extent of a defect or a fluorophores
distance to it, the degree of quenching varies. Therefore, a distribution of lifetimes is
observed that shifts with the dye concentration, consistent with a curved trajectory.
Figure 5.13: Effect of the different synthesis methods for UiO-67 on the FITC lifetime.
A) Phasor histogram for a 0.1% FITC DN-M2 sample (green ellipsoid), and two DN-M1
samples with 0.1% (magenta ellipsoid) and 0.3% (yellow ellipsoid) FITC, respectively. B)
Fluorescence intensity image of DN-M2. C) SEM image for DN-M2.
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In order to investigate the influence of the synthesis method on the fluorophore,
the DN-M2 sample was analyzed in the same way (Figure 5.13). Here, the lifetime
lies between those measured for DN-M1 samples synthesized from 0.1% and 0.3%
FITC solutions. This phasor position corresponds well to the actual FITC content
incorporated into the MOF (Table 5.2), suggesting that, for de novo functional-
ization, the fraction of modified linkers incorporated plays a bigger role than the
synthesis method.
SEM images of the different samples were recorded to determine whether increased
incorporation of functionalized linkers has an effect on the morphology of the MOF.
As can be seen in Figure 5.14, the shape and surface structure of the DN-M1
particles did not change noticeably between the unfunctionalized sample dyes and
those containing dyes. This is not surprising as even the highest concentration
of fluorophore was less than 4. This low functionalization is high enough to
result in local changes and defects, but not to effect large scale changes. The
crystal shape of the DN-M2 sample (Figure 5.13 C) also corresponds well to the one
observed for the unmodified method 2 UiO-67 (Figure 5.10 C and D). Although the
individual crystals are smaller that in the pure MOF, this difference is probably
due to fluctuations in the synthesis conditions rather than due to the dye, as such
variations were also observed for different batches of unmodified UiO-67.
Figure 5.14: SEM images of UiO-67 synthesized with method 1 with 0% (A and B),
0.1% (C and D) and 2% (E and F) FITC modified linker.
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5.2.2 Multivariate Functionality Distribution in UiO-67
For studying how different functionalities interfere with each other and how they are
distributed within the MOF, UiO-67 samples were synthesized from linkers bearing
both FITC and RITC. Synthesis method 1 was used for the same reasons as for the
single dye labeled samples. Two different aspects were analyzed, the distribution
and colocalization of the two dyes, and possible FRET between fluorescein as donor
and rhodamine B as acceptor.
In all samples, the amount of FITC was kept constant at 0.1% while RITC varied
between 0.01% and 1%. As with the single dye MOFs, the actual percentage of
incorporated dye-linkers was lower than the set value. For FITC, the incorporation
efficiency was around 21-27%, while RITC again showed lower values with 4-7%.
Table 5.3: Fraction of dye modified linkers incorporated into two color UiO-67 samples.
set RITC \ FITC [ppm] 100 \ 1,000 300 \ 1,000 1,000 \1,000
measured RITC \FITC [ppm] 7 \ 212 21 \ 264 64 \ 238
set RITC \ FITC [ppm] 3,000 \ 1,000 10,000 \ 1,000
measured RITC \ FITC [ppm] 134 \ 212 529 \ 212
The fluorescence lifetime of FITC is strongly affected by the concentration of RITC
in the MOF (blue curve in Figure 5.15 L). At the same time, the red signal after
475 nm excitation increases (red curve in Figure 5.15 L). A correlation of these two
parameters is not only noticeable from the average values, but it is also apparent in
the individual images, where particles with exceptionally high red signal coincide
with lower FITC count rate and lifetime (Figure 5.15 B-K).
Almost all pixels and particles show significant intensity in both channels, indicating
a very high colocalization between FITC and RITC. This colocalization shows that
both dyes must be present within the point-spread function (ca. 200–300 nm).
Just as in the single color samples, the concentration for both FITC and RITC
fluctuates between different particles, but is homogeneous within a single aggregate
(see Figure 5.15 F and G). The decrease in green fluorescence signal with increasing
rhodamine B concentrations indicates a competition of the two dyes for incorpora-
tion into the MOF. However, particles with high RITC content also show strong
quenching. It is therefore likely that the lower green fluorescence signal is caused
by increased quenching rather than by displacement by RITC, especially since no
significant decrease in FITC concentration is observed in the bulk measurements
(see Table 5.3).
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Figure 5.15: UiO-67 samples with both FITC and RITC labeled linkers. The FITC
content was 0.1%, with 0.01% (B and C, red ellipsoid in A), 0.03% (D and E, green
ellipsoid in A), 0.1% (F and G, magenta ellipsoid in A), 0.3% (H and I, yellow ellipsoid
in A) and 1% (J and K, cyan ellipsoid in A) of RITC. The color of the lifetime images in
the upper rows (B, D, F, H and J) corresponds to the pixel position on the light gray
dotted curve in the phasor plot (A), with green representing long and magenta short
lifetimes. The lower images (C, E, G, I and K) display the intensity ratio between the
red and the green channels after excitation with a 475 nm laser. To optimize the contrast,
the green signal was increased by a factor of 5 compared to the red channel. The average
lifetime (blue dashed line) and ratio (red dotted line) are shown in panel L.
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Both a decrease in lifetime as well as a rise in red signal are indications of FRET.
However, a careful analysis revealed that, in this case, the observed changes are
not caused by FRET. Three different processed lead to an acceptor signal after
donor excitation. The first two are spectral crosstalk from the donor and direct
excitation of the acceptor. Both of them result in an observed lifetime equal to
the corresponding dye. The third process is FRET and the resulting fluorescence
lifetime is a convolution of the donor and acceptor decays, thus longer than either
one. For the UiO-67 samples labeled with both FITC and RITC, the fluorescence
lifetime in the red channel after blue (475 nm) or yellow excitation (565 nm) are
identical (Figure 5.16). This suggests, that the acceptor signal is caused solely by
direct excitation and no significant FRET contribution is present.
Figure 5.16: Phasor FLIM histogram and images of UiO-67 samples with 0.1% FITC
and 1% RITC labeled linkers. A) Phasor plot of the lifetime decay in the green FITC
(green dotted ellipsoid) and the red RITC channel, both for 475 nm and 565 nm excitation.
The color of the images corresponds to the pixel position on the light gray dotted curve in
the phasor plot (A). Hereby, long lifetimes are positioned on the top left and correspond
to a red and orange hue, while short lifetimes lie at the bottom right and are color coded
with blue and cyan. Intermediate values in the center are displayed in green and yellow.
The images show the green FITC signal (B), as well as the red signal after blue excitation
(C) and after yellow excitation (D).
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These results are further substantiated by the low acceptor concentration. Although
FRET extends over much longer distances (up to 100A) than self-quenching,
this is still not enough to result in significant energy transfer in the measured
samples. Considering the 24 linkers per unit cell of UiO-67 (a = 26.783A), a 100A
large sphere therefore contains 654 possible dye positions. Even for the highest
rhodamine B concentration (529 ppm) this results in an average of only about
0.3-0.4 acceptors per sphere, too few to cause a significant FRET signal. These
assumptions are only valid for a completely random distribution of dyes within the
MOF crystals. If the fluorophores showed strong clustering (e.g. at the surface), the
average distance to the nearest neighbor would decrease and result in a measurable
FRET signal. Since this is not the case, it can be concluded that the dyes are
distributed homogeneously throughout the crystals.
The absence of FRET supports the assumptions that fluorescence quenching is
caused by defects in the MOF structure and not by direct dye-dye interactions.
While no energy transfer is observed, both dyes can still introduce defects to the
MOF framework resulting in an indirect quenching of FITC by RITC.
5.2.3 Linker Exchange Mechanisms of UiO-67
Instead of incorporating dye modified linkers into the MOF during synthesis, it
is also possible to add the functionalization after the formation of the scaffold is
complete using linker exchange. As the name suggests, individual linkers within the
MOF are exchanged with those added in excess to the solvent. By using modified
linkers, a dye can be incorporated into a previously unmodified MOF. Studies have
shown that linker exchange in possible for zirconium MOFs, but the mechanism and
spatial distribution within the framework are still unknown. To investigate these
aspects, unfunctionalized UiO-67 was synthesized and subsequently subjected to a
linker exchange with FITC modified biphenyl-4,4’-dicarboxylate (see chapter 5.3.2).
In order to be able to study the spatial distribution of the dye in the MOF,
homogeneous and regular crystals that are significantly larger than the resolution
limit are needed. To achieve this, synthesis method 2 (chapter 5.3.2) was employed.
This procedure results in MOF crystals with a size of around one micrometer and
sharp edges. The low yield of the method was not a big issue in this case, since
only unmodified linker was used. Starting from a batch of unfunctionalized UiO-67,
samples were subjected to linker exchange at different temperatures (25–100 ◦C)
for varying amounts of time (1 h to 7 d).
As is shown in Figures 5.17 B and 5.18 A, already after one hour at room temperature,
a significant amount of FITC modified linker was incorporated into the MOF. The
edges of all crystals are significantly brighter than the interior, indicating that
the initial exchange or binding happens primarily on the outside of the MOFs.
Since the resolution of the fluorescence microscope is limited to around 200 nm, it
is impossible to determine the exact depth the dye penetrated into the crystals.
However, the sharpness of the bright zones suggests that the binding is limited to
a very narrow region, probably just the very surface and the first few nanometers.
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Figure 5.17: FLIM of UiO-67 (Method 2) after linker exchange with FITC modified
biphenyl-4,4’-dicarboxylate for 1 h at 25 ◦C (B and C), 1 d at 65 ◦C (D and E), 1 d at
100 ◦C (F and G) and 7 d at 100 ◦C (H and I). A) Phasor histogram of the four samples.
The grayscale images (B, D, F and H) show the fluorescence intensity images for the
different samples. The false color images (C, E, G and I) show the fluorescence lifetime
of the individual pixels. The color of the FLIM images corresponds hereby to the pixel
position on the light gray dotted line in the phasor plot (A). Long lifetimes are positioned
on the top left and correspond to a red and orange hue, while short lifetimes lie at the
bottom right and are color coded with blue and cyan. Intermediate values in the center
are displayed in green and yellow. A running mean of 3× 3 pixel was used to smooth the
phasor data.
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Figure 5.18: Fluorescence intensity and lifetime images of UiO-67 (Method 2) after
linker exchange with FITC modified biphenyl-4,4’-dicarboxylate for 1 h at 25 ◦C (A)
and 7 d at 100 ◦C (B). The upper images show higher magnification intensity (left) and
lifetime (right) images of the region indicated by the red boxes.
In the fluorescence images, the center of a crystal is not completely dark. One pos-
sible source of these photons is out-of-focus light. Due to the lower axial resolution
of a confocal microscope (≈1 µm), light from the surfaces slightly above and below
the focal plan is also recorded, resulting in residual brightness inside the MOF
crystals. However, phasor analysis showed that the fluorescence lifetime at the
center is slightly, but noticeably longer than at the surface (Figure 5.17 C). Since
out-of-focus light does not change the lifetime, it means that there is an additional
population of fluorophores. The dyes that have permeated deep enough into the
crystals are not affected by the surface, thus exhibiting a different lifetime. This
further substantiates the theory that initial binding happens at the very crystal
surface. Since the fluorescence lifetime only senses the immediate surroundings,
solely dyes that are bound at or close to the surface are affected by it.
Increasing the duration and temperature of the linker exchange reduced the differ-
ence in fluorescence intensity between the center and the surface (Figure 5.17 B,
D, F and H, and Figure 5.18). After 7 d at 100 ◦C, the linker exchange has pro-
gressed so far that the fluorescence intensity is mostly homogeneous throughout the
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MOF’s cross section (Figure 5.18 B). Moreover, the uniformity in the fluorescence
intensity also correlates well with the spatial homogeneity in the observed lifetime.
Particles still showing a pronounced border (bottom left particle in the zoom-in of
Figure 5.18 B) have a long lifetime at the center and a faster fluorescence decay at
the edges. Crystals exhibiting a more uniform fluorescence, on the other hand, also
show a homogeneous lifetime distribution.
This two different binding kinetics - a fast binding at the surface and the slower
homogeneous intensity increase - suggest two independent mechanisms. Hereby,
the slow, spatially homogeneous binding corresponds well to the linker exchange
described previously, especially in the required reaction time and temperatures.
Additionally, the high exchange yields reported for this mechanism imply a ho-
mogeneous substitution throughout the crystal and not just close to the surface,
consistent with out results. The fact that the intensity increases uniformly in space
shows that movement of the dye modified linkers is not the rate limiting step, but
rather that the actual substitution of the original linker determines the reaction
velocity.
The second mechanism, however, was previously not observed. The very fast bind-
ing in less than an hour even at 25 ◦C suggests a low activation energy for the
reaction. This makes it very unlikely that a real linker exchange is involved. The
later involves an initial dissociation of the original linker, a process requiring a
substantial amount of energy. It is far more likely that the organic linker binds to
the MOF in an unspecific manner, or that it reacts with weakly or uncoordinated
metal sites on the surface.
For both mechanisms, the linker binds very tightly, as extensive washing (see
chapter 5.3.2) did not remove the dye. Even after treatment with the lewis base
pyridine, a significant amount of dye remains bound to the outer MOF surface
(Table 5.4, Figure 5.19).
The amount of incorporated dye increased within the first day of exchange, but no
significant changes were observed for longer incubation times and higher tempera-
tures (Table 5.4). This trend suggests that an equilibrium is reached very quickly,
were the total dye content stays constant over time, but is redistributed within the
crystals.
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Figure 5.19: Fluorescence intensity image of UiO-67 after linker exchange with FITC
modified biphenyl-4,4’-dicarboxylate for 1 d at 65 ◦C before (A) and after (B) treatment
with pyridine. The blurry regions in (B) were caused by particles that were not settled
and moved during the acquisition
Table 5.4: Fraction of FITC modified linkers incorporated via linker exchange into
UiO-67 samples.
Linker exchange (Method 2)
exchange conditions 1 h, 25 ◦C 1 h, 65 ◦C 1 d, 65 ◦C 7 d, 65 ◦C
FITC content [ppm] 549 425 ,1670 1,963
exchange conditions 1 d, 100 ◦C 7 d, 100 ◦C 1 d, 65 ◦C, pyridine treated
FITC content [ppm] 1,274 1,510 618
Linker exchange (Method 1)
exchange conditions 1 h, 65 ◦C 6 h, 65 ◦C 24 h, 65 ◦C
FITC content [ppm] 8,188 7,212 9,561
SEM Analysis shows no adverse effect on the regularity of the crystals by the treat-
ment (Figure 5.20). The octahedral shape seems to actually improve and become
more regular with increasing temperature and duration of the exchange. Since all
samples originate from separate synthesis batches, the most obvious explanation for
this behavior are slight variations in the synthesis conditions, which then resulted
in the differences in crystal qualities.
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Figure 5.20: SEM images of UiO-67 synthesized with method 2 without linker exchange
(A and B), as well as after linker exchange with FITC modified linker for 1 h at room
temperature (C and D) and for 7 d at 100 ◦C(E and F).
When performing linker exchange with M1 samples, a similar behavior was observed.
In the fluorescence intensity images, ringlike structures are visible, showing again
that the initial binding happens primarily on the external surface, even though
this heterogeneity is not as obvious as for method 2 due to the crystal size and
morphology. But unlike in LE-M2, the fluorescence lifetime decreased significantly
with the duration of the linker exchange (Figure 5.21 A, C, E and G), even though
the dye incorporation stayed constant (Table 5.4). This implies that prolonged
exposure to dye modified linkers at higher temperatures has an adverse effect on
the MOFs’ structure and increases defect formation. However, considering the high
dye incorporation (Table5.4), quenching is much lower then in DN-M1 samples
with comparable dye concentrations (Figure 5.10). Thus, while linker exchange
influences the MOF scaffold, it affects it to a much lesser degree than de novo
synthesis.
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Figure 5.21: FLIM of UiO-67 samples (Method 1) after linker exchange with FITC
modified biphenyl-4,4’-dicarboxylate for 1 h (B and C), 6 h (D and E) and 24 h (F and
G) at 65 ◦C. A) Phasor histogram of the three samples. The dotted ellipsoids indicate
the different incubation times of 1 h (red), 6 h (green) and 24 h (magenta). The yellow
ellipsoid shows the phasor position of the linker exchange samples synthesized with
method 2. The grayscale images (B, D and F) show the fluorescence intensity images
for the different samples. The false color images (C, E and G) show the fluorescence
lifetime of the individual pixels. The color of the FLIM images corresponds hereby to
the pixel position on the light gray dotted line in the phasor plot (A). Long lifetimes are
positioned on the top left and correspond to a red and orange hue, while short lifetimes
lie at the bottom right and are color coded with blue and cyan. Intermediate values in
the center are displayed in green and yellow.
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5.2.4 Discussion and Conclusion
Our results clearly show that both de novo as well as solvent assisted linker exchange
functionalization can be used to integrate fluorescent dyes, or similarly big and
complex functional groups, into the scaffold of UiO-67. However, since the dyes are
of a similar size (≈14–16A) as the pores, their incorporation shows a much reduced
efficiency. During de novo functionalization of method 1 MOFs, the maximal yield
was 27% for FITC and 7% for RITC. The fourfold lower efficiency of rhodamine B
is caused by the side groups of the fluorophore (Figure 5.24), showing how critical
the size and chemical properties of the functionalization are for efficient integration
into the framework. Moreover, even the dyes that were integrated into the structure
affected the MOF scaffold by introducing defects into the structure. An increase of
the fluorophore content strongly enhanced quenching. While self-quenching is a
possible source of the observed lifetime decrease, the low concentrations and high
distances between fluorophores make it highly unlikely. The other, more probable
explanation is an interaction between the dye and the MOF. Adding a dye modified
linker into the framework creates a steric hindrance around it, so that crystal
growth is disturbed at that position. This results in defects in the structure that
can propagate and, in turn, quench nearby fluorophores.
By adding two different fluorophores at the same time, we could further show
that they colocalize on the scale of the PSF (≈ 200 nm). Moreover, the absence of
FRET suggests that no clustering of dyes occurs, but rather that they are randomly
distributed throughout the crystals.
The dye induced disruption of the MOF structure is much weaker for functionaliza-
tion via linker exchange. For MOFs synthesized with method 2, the fluorescence
lifetime was significantly longer than in de novo functionalized samples with a sim-
ilar dye concentration and it was not affected by the exchange procedure. Method 1
MOFs, on the other hand, showed an increase in FITC quenching with the linker
exchange reaction duration. Therefore, the larger and more regular crystals obtained
by method 2 seem to be more stable and resilient to the effects of the dye modified
linkers on the structure than the irregular particles of method 1 MOFs. However,
quenching was still much lower than with de novo dye modified samples, showing
that, in this case, linker exchange is the gentler approach for MOF functionalization.
Additionally, spatially resolved analysis revealed two different mechanisms that
happen during linker exchange (Figure 5.22). Initially, dye modified linkers bind
primarily to the crystals’ exterior. The spatial distribution, speed of the reaction
and the strength of the adsorption point towards a binding to under-coordinated
metal sites, predominantly found on the outer crystal surface. This is substantiated
by the higher exchange efficiency of method 1, where the smaller and more irregular
particles exhibit a higher relative surface area and more defects in the structure,
thus allowing more dyes to bind.
The second mechanism is the actual linker exchange. Since this exchange happens
homogeneously throughout the whole crystal, the movement must be significantly
faster than the actual binding of the dye modified linker. This fact is quite surpris-
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ing, as the dyes are larger (minimal diameter of 14A for FITC and 16A for the
RITC modified linkers) than the window size of UiO67 (8A) and should therefore
not be able to simply diffuse through the scaffold. However, one should not assume
MOFs to be a completely static and rigid structure. The high porosity and the long
organic linkers allow for quite a lot of flexibility. The fact that linker exchange can
happen at all shows that individual bonds between the inorganic clusters and the
organic linker can open even though the structure as a whole is remarkably stable.
At the high temperatures used for the exchange procedure, transient one-sided
detachment of the linkers might occur, opening up the windows and allowing the
dyes to move through the MOF. Exchange, on the other hand, requires the original
linker to detach completely, a process that is less likely and therefore also slower.
All experiments presented here were performed on samples that were extensively
washed to remove excess dye, so that no direct observations about diffusion in the
scaffold were made. Therefore, a logical future experiment is to add fluorophore
solution to the MOFs and directly observe with the microscope how and under
what conditions diffusion happens in UiO-67.
Figure 5.22: Illustration of the two linker exchange mechanisms in UiO-67 with a fast
initial adsorption at the surface (center) and a slower, spatially homogeneous linker
exchange (right).
5.3 Synthesis, Post-Synthetic Modification and
Characterization Methods
The project with MIL-101(Al)-NH2 was performed in collaboration with the group
of Dr. Stefan Wuttke. Synthesis of MIL-101(Al)-NH2, the subsequent modification
with fluorescein isothiocyanate and pivaloyl anhydride, as well as bulk characteri-
zation of the samples (x-ray diffraction, N2-sorption and mass spectrometry) were
performed by Dr. Stefan Wuttke and Patrick Hirschle. The investigations of the
functionalization of UiO-67 were performed in collaboration with the groups of
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Dr. Stefan Wuttke and Prof. Omar Yaghi. UiO-67 samples were synthesized by
Juncong Jiang. He also performed the linker exchange experiments and the bulk
characterization of the samples (x-ray diffraction, N2-sorption and thermo gravime-
try). Scanning electron microscopy images were taken by Dr. Ramona Hoffmann.
Patrick Hirschle measured the amount of fluorescent dyes incorporated in the MOFs.
These methods are mentioned here for completeness.
5.3.1 Methods for MIL-101(Al)-NH2
Synthesis of MIL-101(Al)-NH2
MIL-101(Al)-NH2 synthesis was performed following a slightly modified procedure
of Hartmann and co-workers: [116] 2-amino terephthalic acid (680.1 mg, 3.75 mmol)
was dissolved in dimethylformamide (150 mL) and heated to 110 ◦C while stirring.
A total of 3.75 mmol AlCl3·6H2O (1809.9 mg) was added to the solution in seven
equal portions in intervals of 15 min. The solution was further stirred for 3 h and
afterwards kept in a closed glass container at 110 ◦C for another 17 h. After cooling
the reaction to room temperature, the yellow powder, that had formed during
the reaction, was removed via filtration and washed with dimethylformamide and
ethanol (both 60 mL) and afterwards further purified by soxhlet extraction in
ethanol (175 mL) for 18 h. The resulting pale yellow powder was dried and stored
under N2-atmosphere.
Post-Synthetic Modification
Post-synthetic modification with fluorescein isothiocyanate (FITC) was done accord-
ing the procedure reported by Bein and co-workers: [108] FITC (varying amounts,
depending on the sample; usually 6.0 µg, 15.5 nmol) was dissolved in absolute
ethanol (both 50 mL) and MIL-101(Al)-NH2 (100 mg) was added to the solution.
After leaving the suspension on the orbital shaker for 48 h, the powder was removed
via filtration and repeatedly washed with ethanol. In the end, the sample (labeled
MIL-101(Al)-NH2-FITC) was dried and kept under N2-atmosphere.
Both MIL-101(Al)-NH2 and MIL-101(Al)-NH2-FITC were further modified by
capping the unreacted amino groups with pivaloyl. Hereby, 75 mg of each sample
was preheated in an oil bath to 100 ◦C. Afterwards, 4 mL pivaloyl anhydride was
added to the round bottom flask via a septum. After 12.5 min, the powder was
filtered, washed five time with acetone (20 mL), and finally dried and kept un-
der N2-atmosphere. The resulting samples were labeled MIL-101(Al)-NH2-P and
MIL-101(Al)-NH2-FITC/P, respectively.
Fluorescence Lifetime Imaging and Scanning Electron Microscopy
A JEOL JSM-6500F equipped with a field emission gun was used to acquire scan-
ning electron microscopy (SEM) images, operated at 5 kV acceleration voltage and
a distance of 10 mm. Before the measurements, the samples were coated with a
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thin carbon layer using an Oerlikon Leybold Vacuum UNIVEX 350 sputter coater
system. A base pressure of 1× 10−6 mbar and an Argon pressure of 1× 10−2 mbar
were set, with a power of 25 W over 5 min.
All fluorescence intensity and lifetime measurements were performed on the mi-
croscope described in chapter 2.6. If no further SEM measurements were planned,
20–30 µL of a suspension containing 1–10µg mL−1 MOF were put on an 8-Well
LabTek I (VWR) slide. Once the particles were sedimented, the surface was imaged
using a 60× 1.27 NA water immersion objective (Plan Apo IR 60x WI, Nikon).
In cases when the sample was further used in electron microscopy, a drop of the
suspension was put on a glass slide. After the water evaporated completely, fluores-
cence images were acquired with a 20× 0.6 NA air objective (Plan Apo Lambda
20x, Nikon). In this case the samples were imaged not through the glass, but from
above to make it consistent with electron microscopy. For all measurements a
region of interest was scanned with a resolution of 300× 300 pixels for a total of
250–500 s. In order to avoid artifacts from too high count rates while ensuring a
good signal-to-noise ratio, a total pixel count of 200–3000 photons is optimal. To
achieve this, the excitation power was adjusted for each individual experiment,
ranging between 100 nW and 1µW as measured before the objective.
In order to correlate fluorescence lifetime to morphology, the same region imaged
with a fluorescence microscope was also recovered and measured with SEM. To
facilitate and speed up this process, a black marker spot, recognizable with both
imaging methods, was placed in the center of the sample, creating a navigational
guidepost. All measurement were then performed close to this spot to further limit
the search space. The fine mapping, in the end, was done using distinct topological
patterns in the sample, as is illustrated in Figure 5.23.
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Figure 5.23: Colocalizing FLIM and SEM images. An overview image of an area close to
the black marker spot (indicated with the white arrow) was recorded with a fluorescence
(A), a bright-field (B) and an electron (C) microscope. Using distinct topological features
(dotted white circle), identical regions of interest (red dotted squares) where identified
in both fluorescence (D) and electron (E) microscopy images. To better resolve the
morphology, the regions indicated with the blue dotted square in (D) and (E) were
imaged in SEM with a higher magnification (F).
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5.3.2 Methods for UiO-67
Synthesis of UiO-67 with Method 1
Biphenyl-4,4’-dicarboxylic acid (H2BPDC), functionalized linker (see Table 1), and
zirconium chloride (18.2 mg, 78.1 µmol) were mixed in a 4 mL scintillation vial. The
functionalized linker was 2-amino-biphenyl-4,4’-dicarboxylic acid modified with
either fluorescein isothiocyanate (FITC-H2BPDC, Figure 5.22 A) or rhodamine B
isothiocyanate (RITC-H2BPDC, Figure 5.22 B). A solution of dimethylformamide
(2 mL) and hydrochloric acid (0.1 mL, 37%) was added to this mixture. After
sonication for 20 min, the vial was heated at 90 ◦C for 24 h yielding functionalized
UiO-67. The sample was then immersed in 4 mL of anhydrous DMF for three days,
during which time the DMF was replaced five times per day. The same procedure
was subsequently repeated with anhydrous methanol. The methanol exchanged
sample was then evacuated at room temperature under vacuum for 24 h.
Table 5.5: Synthesis details for dye-functionalized UiO-67.
Name H2BPDC FITC-H2BPDC RITC-H2BPDC
[mg] [mg] [mg]
UiO-67 18.8 - -
UiO-67-0.1% FITC 18.8 0.0502 -
UiO-67-0.3% FITC 18.7 0.1506 -
UiO-67-0.7% FITC 18.7 0.3514 -
UiO-67-2% FITC 18.4 1.004 -
UiO-67-0.1% RHO 18.8 - 0.0638
UiO-67-0.3% RHO 18.7 - 0.01914
UiO-67-0.7% RHO 18.7 - 0.4466
UiO-67-2% RHO 18.4 - 1.276
UiO-67-0.1% FITC, 0.01% RHO 18.8 0.0502 0.00638
UiO-67-0.1% FITC, 0.03% RHO 18.8 0.0502 0.0191
UiO-67-0.1% FITC, 0.1% RHO 18.8 0.0502 0.0638
UiO-67-0.1% FITC, 0.3% RHO 18.7 0.0502 0.191
UiO-67-0.1% FITC, 1% RHO 18.6 0.0502 0.638
Synthesis of UiO-67 with Method 2
H2BPDC (40.0 mg, 165µmol) and zirconium oxychloride octahydrate (18.0 mg,
55.8 µmol) were mixed in a 10 mL scintillation vial. For the functionalized sample,
0.1% of the H2BPDC were substituted by FITC modified linker (0.1 mg, 0.16 µmol).
A solution of dimethylformamide (8 mL) and glacial acetic acid (0.87 mL) was
added to this mixture. After sonication for 10 min, the vial was heated at 90 ◦C for
24 h to yield UiO-67 as a white powder. The sample was then immersed in 20 mL of
anhydrous DMF for three days, during which time the DMF was replaced five times
per day. The same procedure was subsequently repeated with anhydrous methanol.
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The methanol exchanged sample was then evacuated at room temperature under
vacuum for 24 h.
Figure 5.24: Chemical structure of FITC (A) and RITC (B) modified 2-amino-biphenyl-
4,4’-dicarboxylic acid.
Linker Exchange
For linker exchange measurements, several 20 mL scintillation vials each containing
12.5 mg of UiO-67 (synthesized with either method 1 or method 2) were prepared.
To each of them a solution of FITC-H2BPDC (2.0 mg, 3.1 µmol) in DMF (20 mL)
was added. The vials were heated to different temperatures (25–100 ◦C). At certain
time points (1 h, 6 h, 1 d, 7 d), samples (2 mL) of the suspension were removed.
The solid was separated by centrifuge and subsequently washed with anhydrous
DMF (10 times, 4 mL each) and anhydrous methanol (10 times, 2 mL each). The
methanol washed samples were then evacuated at room temperature under vacuum
for 24 h.
Dye Concentration Measurements
For determining the concentration of dye modified linkers, an aliquot of the respec-
tive samples (0.3–0.6 mg) was suspended in 4 mL of a digestion mixture comprised
of cesium fluoride (137.2 mg, 0.90 mmol) in a mixture of water (1.43 mL) and DMSO
(2.57 mL). The suspension was sonicated for 10 min and subsequently incubated
at room temperature for 2 h. After a second sonication for 10 min, fluorescence
intensity measurements were conducted on the resulting clear solutions.
The undiluted stock solutions (3 mL) were measured in PMMA capillaries on a
fluorescence system consisting of a 814 Photomultiplier Detector, a LPS220B Lamp
Power Supply, a PTi–MD3020 Motor Drive (all Photon Technology International,
PTI) and a TC125 Temperature control (Quantum Northwest). The calibration
curves necessary for the dye-calculations were determined by dissolving raw modi-
fied linker molecules in the digestion mixture and measuring the fluorescence signal
at different dilutions. This data was then fitted with a linear function.
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Fluorescence Lifetime Imaging and Scanning Electron Microscopy
All fluorescence intensity and lifetime measurements were performed on the micro-
scope described in chapter 2.6. A suspension (20–30µL) containing 1–10 mg mL−1
MOF were put on an 8-Well LabTek I (VWR) slide. Once the particles were
sedimented, the surface was imaged using a 60× 1.27 NA water immersion objective
(Plan Apo IR 60x WI, Nikon). For all measurements, a region of interest was
scanned with a resolution of 300× 300 pixels for a total of 250–500 s. Full pixel size
ranged from 100 nm (30µm total image size) to 1 µm (300µm. In order to avoid
artifacts from too high count rates while ensuring a good signal-to-noise ratio, a
total pixel count of 200–3000 photons is optimal. To achieve this, the excitation
power was adjusted for each individual experiment, ranging between 1 nW and
20 nW as measured before the objective.
For SEM imaging, a Zeiss NVision40 microscope was used. Secondary electron
images were acquired using the InLens detector at a low acceleration voltage of 5 kV.
In order to avoid charging effects, the samples were coated with a thin carbon film
before the measurements. The carbon deposition was performed using a BAL-TEC
coating system.
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The plasma membrane is not simply a barrier that separates the inside of the
cell from its surroundings, but it is also the cell’s primary mode of interaction
with its neighbors and the environment. These functions require an extraordinary
degree of complexity in composition, for both lipids and membrane proteins, as
well as in its spatial organization. External stimuli often result in a response of
the cell. In most cases, these responses takes place mainly within the cell, e.g. via
signaling cascades. Some stimuli, however, primarily result in spatial reorganization
of membranes. [131–134] This can be a redistribution of lipids to a new equilibrium
state or a recruitment of receptors to a binding site. In all cases, the mobility of
the membrane’s components is crucial for a well functioning feedback, regardless
of whether the rearrangement if brought about via active transport or passive
diffusion.
Recent studies have shown that movement in the plasma membrane is far from
being ”free”. [135–140] Depending on the investigated biomolecule or organelle, the
experimental conditions and the relevant distances, their diffusion can be described
as slightly anomalous or as compartmentalized. Especially the later case, caused
by different lipid phases (e.g. lipid rafts) or interactions with the cytoskeleton, is
particularly interesting, but not well understood. For example, Fujiwara et al. [135]
showed for unsaturated phospholipids in rat kidney fibroblast membranes confined
diffusion on short timescales (≈ 10 ms) with hopping between the 200 nm sized com-
partments. They also identified a higher level of compartmentalization into 750 nm
large partitions in which the phospholipids were confined for 0.33 s on average.
While the diffusion on small time and spatial scales was observed to correspond well
to movement in simple reconstituted lipid membranes. the confinement resulted in
a much reduced apparent mobility for longer observation times.
This high complexity of the plasma membrane organization and the cell as a whole
contributes to out the lack of understanding of the general principles involved. Due
to the high number of different properties and interaction partners influencing the
substrate’s movement, it is almost impossible to establish a clear cause-and-effect
relationship. Moreover, the obtained parameters highly depend on the investigated
substance so that insights gained in one study cannot be simply extrapolated to a
different system.
A way to deal with this is to use a bottom up approach. Instead of trying to
disentangle the complexity of the full system, it is often easier to investigate the
governing influences individually in a simplified model and use the obtained infor-
mation to understand the big picture. Reconstituted lipid bilayers are the simplest
model systems for studying plasma membranes in which both the environment and
composition can be precisely controlled. Substrates can be patterned in such a way
that the altered surfaces prohibit the formation of lipid bilayers or disrupt their
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mobility. Arranging these barriers in different ways allows one to gain information
about their influence on membranes. [141–144]
For this project, we used glass coated with a chrome pattern as a substrate for
supported lipid bilayers in order to investigate how barriers and obstacles influence
diffusion in membranes. It is believed that chrome surfaces prohibit lipids from
crossing them. Unlike some other substrates, chrome allows formation of bilayers
on top of it while prohibiting mixing with the surrounding regions, either because
the membranes are not connected or because the layer on top of the metal is not
fluid. [145,146] These barriers are then arranged in a special pattern using a procedure
developed by Lohmüller et al. [147] Here, a monolayer of polystyrene beads (diameter
≈ 1 µm) is used as a shadow mask for chrome evaporation, resulting in a hexago-
nal distribution of chrome triangles extending over millimeters. By using plasma
treatment, the beads can be partially etched prior to chrome evaporation, leading
to a decrease of their size. Since they do not move during the procedure, this leads
to larger spacing between the particles and consequently to larger metal patches
and smaller gaps between different compartments (Figure 6.1). By adjusting the
etching time, these parameters are precisely controlled and thus their influence on
diffusion can be studied.
Figure 6.1: SEM images of the hexagonal chrome pattern without etching (A), as well
as with 200 s (B) and 450 s (C) plasma treatment. Increased etching time results in an
increased area covered with metal, thus decreasing the gap size between compartments.
For very long etching times (C), the compartments are completely closed.
Fluorescence pair-correlation is a technique that is well suited to investigate the
influence of obstacles and compartmentalization. Here, the temporal cross correla-
tion between different points on a line is calculated. Since only the same particle
observed at two different points results in a positive correlation amplitude, the
probability and time for crossing that space can be determined. Comparing these
parameters for two points within the same region with those located in different
compartments can reveal how these barriers affect the diffusion.
6.1 Sample Characterization
To determine how the gap and the barrier sizes affect the mobility of lipids in
membranes, patterns with five different etching times (0 s, 150 s, 200 s, 300 s, 450 s),
but identical bead diameter (950 nm) and metal thickness (6 nm) were produced
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(chapter 6.6). As can be seen in the SEM images in Figure 6.2, increased etching
times resulted in larger chrome regions and smaller gap sizes. The metal covered
10% of the total area for the unetched samples, closely corresponding to the packing
efficiency of circles (90.7%). For etched samples, the coverage was 22% (150 s), 30%
(200 s), 44% (300 s) and 50% (450 s). Consequently, the average gaps size decreased
from around 130 nm to 55 nm and 40 nm for samples treated for 150 s and 200 s,
respectively (Figure 6.3), resulting in more connections being completely closed off.
All compartments were completely isolated in samples etched for 300 s or more.
Figure 6.2: SEM (grayscale) and fluorescence (hot color map) images of the hexagonal
chrome pattern without etching (A), as well as with 150 s (B), 200 s (C), 300 s (D) and
450 s (E) etching. The chrome covered regions appear darker in the fluorescence images.
The thick dark lines are caused by defects in the polystyrene bead monolayers and were
excluded from measurements. The SEM and fluorescence images were taken at different
position of the respective samples.
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Figure 6.3: Gap size distribution for samples that were plasma treated for 0 s, 150 s
and 200 s. The black lines indicate the mean and standard deviation.
A supported 1,2-Dioleoyl-sn-glycero-3-phosphocholine (DOPC) bilayer, spiked with
a small amount of fluorescent labeled lipids, was placed on top of the patterned
surfaces. Confocal scanning fluorescence images (Figure 6.2 bottom rows) revealed
two important aspects. First of all, the chrome covered regions appeared darker
than the glass surfaces. The main reason for this is quenching of the dyes due
to their close proximity to the metal surface, evidenced by the decrease of the
fluorescence lifetime close to the chrome (Figure 6.4). Furthermore, the reflective
nature of the chrome layer results in a decreased brightness of the chrome covered
regions. Some of the light is blocked by the metal, decreasing both the excitation
intensity, as well as the photon collection efficiency. This, however, is at most a
minor contribution, since the same dark regions are observed when illuminating
and imaging samples from the top or from the bottom.
Figure 6.4: FLIM image (left) with corresponding phasor plot (right) for a chrome
patterned surface. The color code in the FLIM image corresponds to the pixel position
along the gray line in the phasor histogram, with red representing long, blue short, and
green and yellow intermediate lifetimes. To decrease noise fluctuations, a spatial sliding
average of 3× 3 pixels was applied to the phasor data.
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The short horizontal lines observed in the image (see Figure 6.2) are a consequence
of the raster scanning procedure in combination with the low concentration of
fluorophores. Horizontal scanning is two to three orders of magnitude faster than
the vertical, so that diffusing particles are more likely to stay in focus during a line
scan than between two lines. Since this is only observed when the fluorophores are
moving, it is a good way to check the fluidity of the membrane.
6.2 Dependence of Diffusion on Gap and Barrier
Size
To measure the diffusion of dye labeled lipids between different compartments,
fluorescence pair-correlation analysis was used. A 3 µm long line was repeatedly
scanned over the sample. The line scan was placed to cover three compartments
and either the two gaps or chrome barriers connecting them. Since scanning and
detection are synchronized, the exact detection time was then used to assign the
individual photons to the corresponding positions on this line, yielding the fluores-
cence intensity as a function of time for each spatial bin (Figure 6.5 A).
Figure 6.5: Fluorescence intensity (A) and mean arrival time (B) kymographs of a 3 µm
line scan with 1 kHz repetition rate across two chrome barriers of an unetched sample.
The whole line was divided into 60 bins of 50 nm size. Bins containing the retraction of
the focus were removed. The upper graphs display the time-averaged count rate (A) and
the mean arrival time (B) per bin.
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Additionally, the TCSPC detection provided us with the photon arrival times rela-
tive to the individual laser pulses, which were then used to visualize the respective
fluorescence lifetimes (Figure 6.5 B). Due to quenching, both mean intensity and
arrival time on the barriers were reduced (Figure 6.5). This made it possible to
assign each spatial bin to either a barrier or one of the compartments.
For the actual pair correlation analysis, a temporal cross-correlation between differ-
ent positions was calculated, resulting in a correlation carpet for each bin distance
(Figure 6.6). In most cases, a spatial lag of 500 nm was used for the analysis, a
compromise between the minimal overlap and the maximal signal. Using the mean
intensity and arrival time profile, individual correlation curves were sorted into two
categories and averaged. The first consisted of all data points situated within the
same compartment (Figure 6.6 green region). If the two position on the line belong
to different compartments, they are assigned to the second category (Figure 6.6
magenta regions). The remaining curves contained the laser retraction and position
directly on top of a barrier or gap. Due to difficulties in analyzing these curves,
they were discarded from all further analyses.
Figure 6.6: Pair-correlation carpet of 500 nm spatial lag for an unetched chrome pat-
terned surface. Using the mean intensity profile of i (solid curve in the top plot) and
j (dashed curve in the top plot) of the i× j cross correlation, bins are assigned to the
different compartments (cyan and red bars in the top plot). The individual correlation
curves are then divided into those regions, where the ith and j th bins are in the same com-
partment(green areas), and those where they are in neighboring compartments (magenta
regions).
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Figure 6.7: Results of the pair correlation analysis for different etching times. A) PCF
curves inside and across compartments for unechted and 450 s etched samples. Dashed
lines represent the fits with a lognormal distribution. The amplitudes were normalized to
the maximal amplitude of the curves inside a compartment. The upper graph shows the
weighted residuals of the fit. B) The relative correlation amplitude, calculated from the
ratio of the maximal correlation amplitude of two bins in neighboring compartments and
the value for two bins inside the same compartment. C) Diffusion time across a barrier
between two compartments. D) Diffusion time within a single compartment. The error
bars represent the standard deviation.
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Since, in this case, the diffusion behavior is governed by the complex interplay
of a variety of parameters, an exact analytical description of the pair-correlation
function was not possible. Therefore, a logarithmic Gaussian function was used to
fit the data as it described the general shape of the data very well:
G(τ) = A · exp
(
−
lg2
(
τ
τmode
)
2σ2
)
+G(∞) (6.1)
Where A describes the correlation amplitude at the maximum of the curve, τmode,
and σ is the Gaussian root mean square width. G(∞) is an offset to better describe
curves that did not completely decay to zero.
The time lag at the maximum is related to the average time it takes a molecule
to diffuse the distance between the two spatial positions. Therefore, it can be
used to quantify how much lipids are slowed down when they cross the gaps
compared to free diffusion inside a compartment. The correlation amplitude, on the
other hand, is related to both the number of observed particles, as well as to the
probability of a fluorophore to diffuse from the first position to the second. Changes
in concentration affect all correlations in the carpet the same. The probability of
crossing the distance, however, depends heavily on the local conditions and the
path a particle has to take. By looking at the amplitude of a correlation between
different compartments relative to the amplitude within a single compartment,
the effect of concentration fluctuations is removed, thus reflecting the influence of
obstacles a particle encounters.
As expected, an increase in etching times reduced the average relative correlation
amplitude (Figure 6.7 B). However, even for completely closed gaps, the value did
not decrease to zero, but stayed at around 0.4–0.5 Even when taking into account
occasional open gaps, noise or other sources that could contribute a correlation,
these high values could not be explained, assuming that the lipids do not cross
the chrome barrier. Rather, this observation proofs that, in some cases, the metal
barriers only hinder, but do not completely stop lipid diffusion. This argument is also
supported by the fact that the fluorescence intensity did not significantly decrease
during line scans (Figure 6.8). Considering the laser power and long measurements
times of up to 10 min, a large number of fluorophores would bleach during scanning
if the compartments where closed. Due to the small size of compartments and low
concentration of dyes, this must notably reduce the measured count rate in case
of isolated areas. Only when individual compartments are connected to a much
larger reservoir, can the bleached fluorophores be replenished and a constant steady
state fluorescence signal can be maintained. Therefore, a constant intensity during
measurements suggests a rapid exchange even over chrome barriers.
Not only the correlation amplitudes, but also the diffusion times were affected by
changing the size of gaps and barriers. For patterns showing gaps (0–200 s etching),
the time to diffuse between two compartments stayed at around 25 ms, but increased
by more than 50%, when the gaps were closed (Figure 6.7 C). One possible way
to explain the data is that, as long as two regions are still connected, diffusion is
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Figure 6.8: Fluorescence intensity traces for three different line scans of a 450 s etched
chrome pattern. Although the intensity fluctuates over the course of the measurement,
no significant decrease of intensity is observed with time.
fairly fast and only slightly affected by the gap size. For isolated compartments,
lipids must diffuse over barriers and are thus slowed down. However, these results
show that lipids can move over metal covered areas. Therefore, this path should
always contribute to the lipid crossing, significantly increasing diffusion times even
for shorter etched samples.
A more likely interpretation is that the diffusion time does not depend on the gap
size or even the presence of gaps, but rather on the width of the chrome barriers.
As it be seen from the SEM images in Figure 6.2, the amount of chrome obstructing
the paths between compartments changes only slightly from the unetched samples
to the ones etched for 200 s. However, it increases dramatically when the samples
were etched for 300 s or 450 s. Thus, the largest change in the diffusion time is
observed between the 200 s and 300 s etched samples, consistent with our data. This
argument is also supported by the fact that the diffusion time inside a compartment
(Figure 6.7 D) is lower than between them (Figure 6.7 C), even for the unetched
pattern. Since in all samples the path is significantly blocked by chrome, slower
crossing is expected in all cases.
The effect of the etching time on the diffusion time within a compartment was
not as pronounced as the change in crossing time or the relative amplitude, but
still noticeable (Figure 6.7 D). The diffusion time actually decreased slightly for
long etched samples. This is most likely an effect of the decrease in compartment
size from the larger chrome patches. Since diffusion over the chrome barriers is
hindered, the particles are temporarily confined to the compartments. As the area
a particle can freely explore decreases, the probability of moving to the over focus
increase. Thus, the maximum of the correlation function shifts to shorter lag times.
This decrease in diffusion time within individual compartments was also observed
in Monte Carlo simulations. Here, two dimensional diffusion inside a hexagonal
compartment was assumed, while movement between them was only possible
through 100 nm large gaps. As is shown in Figure 6.9, the diffusion time shows a
strong dependence of the compartment size, similar to the observations of diffusion
on chrome patterned surfaces.
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Figure 6.9: Pair-correlation functions for simulated diffusion inside of separate compart-
ments connected by 100 nm large gaps as a function of compartment size.
6.3 Influence of Fluorescence Quenching on the
Pair Correlation Results
The effect of quenching on the resulting pair correlation function have not been taken
into account so far. The fluorescence signal decreases close (≈ 10 nm) to the chrome
areas, changing the PSF and shifting its center away from the quenched regions
(Figure 6.10). This means that, for two positions inside a compartment, the observed
distance is actually shorter than expected. On the other hand, measurements across
a barrier increase the apparent distance. The discrepancies between the assumed
and the observed spatial lag, in turn, cause effects on the pair correlation function
consistent with the observations for the chrome patterns.
Figure 6.10: Effect of quenching on the apparent focal distance. A) Two foci within
the same compartment are quenched on the outside, decreasing the effective distance.
B) Two foci on the opposite sides of a barrier are quenched on the inside and therefore
appear further apart.
To estimate how much and under which conditions quenching would influence the
pair correlation function, Monte Carlo simulations were performed and analyzed
124
6.3. INFLUENCE OF FLUORESCENCE QUENCHING ON THE PAIR
CORRELATION RESULTS
in the same way as in the actual experiments. Specifically, free, two dimensional
diffusion was assumed. Whenever a particle resided in a region corresponding to
the chrome areas, its fluorescence was completely quenched.
These simulations show that quenching does affect correlations (Figures 6.11 and
6.12), however, less than what was observed for the experiments. Even for 300 nm
wide barriers, the decrease in amplitude and increase in diffusion time across the
barrier are still below the experimental values. Although a larger focus also shows
larger effects, a barrier and focus far exceeding the measured parameters are re-
quired to emulate the experiments in silico.
Figure 6.11: PCF curves of simulated data for different barrier widths. A) For positions
within a single compartment, the maximum amplitude increases while the correlation
time decreases with increasing barrier width. B) In contrast, correlations across a barrier
show the opposite behavior with increasing diffusion time and decreasing amplitude.
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Figure 6.12: Results of the PCF simulation. A-C) Apparent relative correlation ampli-
tude (A), as well as diffusion times across a barrier (B) and inside a compartment (C) as
a function of barrier width for a focus size of 200 nm. D-F) Apparent relative correlation
amplitude (D), as well as diffusion times across a barrier (C) and inside a compartment
(D) as a function of the focus size for a barrier width of 200 nm.
Another way of checking the influence of quenching on the correlation functions
is to compare bins close to the chrome to those, located farther away. As shown
in Figure 6.13, by selecting spatial bins right at the edge of the barriers, where
quenching is very strong, the relative correlation amplitude and the diffusion time
inside a compartment changes only slightly, while the time to cross a barrier remains
unaffected. However, these observed differences are minor compared to the changes
seen for increasing etching times and the edge bins are usually discarded during
analysis.
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Figure 6.13: PCF curves of the 450 s etched sample for spatial bins in the center of
compartments (blue and red curves), and those close to the edge of quenched regions (cyan
and magenta curves). Dashed lines represent the fits with a lognormal distribution. The
amplitudes were normalized to the maximal amplitude of the curves inside a compartment.
The upper graph depicts the weighted residuals of the fit.
Together with the simulated data, these results strongly suggest that quenching
influences the correlation function to a certain degree. However, this effect is much
smaller than the observed changes with etching time, indicating that a second
mechanism affecting the diffusion behavior is present.
6.4 Influence of the Barrier Height and Width
A variety of methods have been used previously to show that chrome forms a
complete barrier and that no crossing is possible. However, our data clearly show,
that fluid lipid layers can form on top of chrome regions, connecting compartments
and thus allowing diffusion across these compartments. Moreover, we observed that
the metal surface affects mobility of lipids diffusing across the barriers. So what
are the parameters determining whether diffusion takes place?
The most obvious parameter is the width of the barrier. As shown in chapter 6.2,
larger chrome diameters hinder diffusion of lipids, decreasing the correlation ampli-
tude and increasing the crossing time. Therefore, it is quite likely that a further
increase of the width may result in a complete abrogation of mobility between
compartments. Secondly, the thickness of the metal layer will also affect the mobility.
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As the height of the barriers increases, the curvature of the lipid layer at the edge
also needs to adapt. A further increase in barrier height results in a disruption of
the lipid layer. Therefore, the lipids on the glass and on the chrome are no longer
connected and diffusion is prevented (Figure 6.14).
Figure 6.14: Influence of the metal height on lipid mobility. A) For thinner chrome layers,
the lipid bilayer spans the chrome barriers, allowing diffusion between compartments. B)
For high barrier heights, bilayers are no longer connected, preventing diffusion between
the two sides.
To test these hypotheses, additional samples of varying thickness of the chrome
layer (6 nm, 18 nm and 37 nm) were synthesized. 1280 nm large polystyrene beads
were plasma treated for 400 s and then used to form closed-off compartments with
an average barrier width of 160 nm. During chrome coating, an additional mask
was used to create a grid on the sample. This mask was used to identify exact
positions in the sample, thus allowing us to perform confocal fluorescence and
scanning electron measurements on the same regions. This correlative approach
was used to investigate the influence of the width of the barriers.
Figure 6.15: Results of the pair correlation analysis for different chrome heights. A)
Relative correlation amplitude. B) Diffusion time across a barrier between two compart-
ments. C) Diffusion time within a single compartment. The error bars represent the
standard deviation.
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A PCF analysis revealed that the chrome layer thickness has only a minor effect
on diffusion (Figure 6.16). The 6 nm and 18 nm samples showed almost identical
results. Only at the highest thickness of 37 nm were some changes noticeable, with
the amplitude dropping from around 60% to 42% (Figure 6.16 A). However, the
diffusion times were not affected (Figure 6.16 B and C).
Analysis of SEM images of different samples has revealed another possible cause of
changes observed with 37 nm high barriers. While lower chrome thicknesses resulted
in relatively smooth metal surfaces, synthesis of higher layers has produced less
regular metal coating (Figure 6.16). For a chrome height of 37 nm, the metal seems
to form two slightly shifted layers in some regions. This structure may change
the properties of lipid layers, while the actual metal height may have very little effect.
Figure 6.16: Scanning electron microscopy images of samples with 6 nm (A), 18 nm (B)
and 37 nm (C) high chrome layers.
Figure 6.17: Correlative fluorescence and electron microscopy of a 6 nm high chrome
sample. A region was first measured with a confocal fluorescence microscope (A). Using
the grid and defects in the structure for identification, the same area was then imaged
using the SEM (B).
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To determine the influence of the barrier width, individual regions were first ana-
lyzed with pair-correlation. Afterwards, the same regions were imaged with SEM
in order to precisely measure the barrier width (Figure 6.17). The results of these
measurements show no significant correlation between the amplitude, diffusion
time and the barrier width (Figure 6.18). However, the distribution of barrier
sizes was very narrow, with most values ranging from 100 nm to 200 nm, with
only a few values above that range. Due to fluctuations and the noise of the pair
correlation data, the small dependence of the barrier width might be hidden and
only visible for larger barriers. Wider obstacles, however, are problematic to mea-
sure with PCF, since quenching and a lower signal-to-noise ratio reduce data quality.
Figure 6.18: Scatter plot of the relative pair correlation amplitude and the diffusion
time between two compartments as a function of barrier width. The blue stars represent
the 3D positions, while the gray dots show the three 2D projections.
In most cases, the fluorescence intensity did not decrease during PCF measurements.
However, using high laser powers to illuminate certain areas with exceptionally
many defects or wide barriers resulted in a reduced intensity (Figure 6.19). This
bleaching was not confined to the directly illuminated compartment, but extended
beyond it and resulted in bleached areas with irregular shapes, with the illumi-
nated spot usually not directly in the center (see gray, green and purple circles in
Figure 6.19). In many cases, the borders of these regions coincided with defects in
the pattern, visible as thick black lines (indicated by blues lines in Figure 6.19 A).
These observations suggest that most compartments are connected to their neigh-
bors, with some barriers being completely closed off. None or only very slow
fluorescence recovery events were observed when a section of the border was cut off.
Since these impenetrable borders are often formed by extremely wide barriers, these
results indicate that the absence of diffusion between compartments correlates with
130
6.4. INFLUENCE OF THE BARRIER HEIGHT AND WIDTH
the barrier width. Unfortunately, pair-correlation is not able to reliably measure
diffusion for such large barrier width. Bleaching experiments, on the other hand,
do not contain information about the directionality of the diffusion. This means
that absolute barriers may only be observed for extended defects, while the dyes
can diffuse around individual wide barriers, and therefore no bleaching is observed.
Figure 6.19: Images from fluorescence bleaching experiments on a sample with 18 nm
high chrome barriers. A) Fluorescence image after illumination of the region marked with
the gray circle for 2 min with 30 µW of the 635 nm laser. The blue lines show particularly
thick barriers caused by defects in the polystyrene beads monolayer during pattern
synthesis. B) Image after additional illumination of the region marked with the green
circle for 4 min. The white dotted circle indicates a compartment that merged with
the darker region next to it between images A) and B), slightly increasing the average
intensity of the region. C) Image after an additional illumination of the compartment
indicated by the purple circle for 7 min. The fluorescence intensity of the region bleached
between images A) and B) partially recovered in C).
While most experiments showed some correlation amplitude across a barrier, such
behavior was not uniform throughout the whole sample. Some regions (extending
over several tens to hundreds of micrometers) showed a much lower connectivity
between compartments. Here, no direct diffusion was observed between the majority
of compartments, accompanied by increased bleaching (Figure 6.20). Even in these
areas, the compartments were not completely isolated. Judging from the PCF data
and the bleached patterns (Figure 6.20 B), on average about two to three out of
six sides allowed diffusion. This was enough to form larger connected regions that
were, however, completely isolated from the neighboring regions. Over the course
of the experiment, this resulted in various degrees of bleaching, depending on the
size of the region and the duration it was illuminated (Figure 6.20 B). Interestingly,
the degree of connectivity of the area was maintained even when the sample was
cleaned and a new lipid bilayer formed (Figure 6.20 C). The exact barriers allowing
or impeding diffusion, however, were different each time, indicating some degree of
variation and probabilistic behavior.
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Figure 6.20: Fluorescence and electron microscopy images of a region showing low
compartment connectivity on a sample with 18 nm chrome layer. A) Fluorescence image
before pair correlation measurements. B) Image of the same region after the pair-
correlation measurements were performed. The blue dotted lines indicate regions that
were illuminated during the scans. In this case, scans were performed along the y-axis.
C)Fluorescence image of the same area as in A) and B) for a new, freshly prepared lipid
bilayer. To test quenching, similar regions as in B) were illuminated. D) SEM image of
the same area as in A-C).
Figure 6.21: Width distribution for barriers which allow diffusion (blue, n = 83) and
prevent it (red, n = 39).
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Although these data were not used for the pair correlation analysis, the regions were
still imaged with SEM to determine the barrier width (Figure 6.20 C). No obvious
differences to areas allowing diffusion were detected when viewed by electron
microscopy. Even the barrier size distribution is the same, with most barriers
widths being around 100–200 nm (Figure 6.21). However, the low conductivity of
the sample, even after evaporation of a carbon layer, prohibited recording of higher
resolution images. Therefore, other features that might affect diffusion behavior,
such as surface properties or the steepness of the barriers, could not be resolved.
6.5 Discussion and Conclusion
According to literature, chrome surfaces are believed to form clear and absolute
borders for fluid lipid layers, preventing any diffusion across them. [145,146] Here,
however, we unambiguously show that under certain conditions, the mobility of
lipids on top of the chrome can still be maintained. While bleaching experiments
established that individual compartments are connected, pair correlation analysis
combined with electron microscopy has revealed that lipid bound dyes move
directly across the metal barriers. Although pair correlation could not show a
direct relationship between the diffusion behavior and barrier width and height,
it revealed a decrease in diffusion as a result of an increased plasma etching time
and, therefore, the chrome coverage. Furthermore, wide metal barriers (caused by
defects in the monolayer of the polystyrene beads) often formed the borders of
patterns created during fluorescence bleaching experiments. This strongly suggests
that the barrier size is a key factor controlling diffusion. Moreover, the presence of
areas exhibiting low connectivity, even for similar barrier width distributions when
compared to better connected regions, indicate that other contributions must be also
considered. These areas maintained their degree of connectivity throughout several
measurements and cleaning cycles, albeit with variations in the fine structure. This
suggests that certain randomness aspects are present and that it is the probability
of a connection between compartments that depends on the barrier width.
Many of our results are in good agreement with the results reported by Tsai et
al. in 2008. [148] The authors described the synthesis of long, parallel spacers of
chrome and titanium, which were used for forming supported lipid bilayers. Using
fluorescence recovery after photobleaching, they investigated the influence of these
spacers and of the size of gaps on the diffusion parallel and perpendicular to
these barriers. Although no crossing was observed for continuous chrome spacers,
titanium still allowed diffusion across barriers without any gaps. The study further
showed that complete fluorescence recovery was possible even for a square pattern
forming individual compartments, as long as the duration of light exposure was
short. Longer photobleaching resulted in broken patterns and fragmentation, similar
to our observations in some regions (Figure 6.20). However, when the width of
the titanium spacers was increased from 50 nm to 100 nm, the mobility across the
metal was prevented completely.
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In contrast to our results, the mobility was only observed on titanium and not
on the chrome, and the cutoff barrier width was significantly smaller. These
discrepancies, however, are most likely caused by the different methods used to
form the lipid bilayers. While Tsai et al. used egg phosphatidylcholine unilamellar
vesicles generated by extrusion through 50 nm pores, our preparation method used
200 nm sized unilamellar vesicles consisting of DOPC. The difference in diameter
of vesicles is important if one assumes that the lipid bilayer requires interactions
on both sides of the barrier to form a connection, as was discussed by Tsai et al..
Larger vesicles can therefore bridge wider barriers while still having a maximum
span. For a diameter of 50 nm, the cutoff is somewhere in the range of 50–100 nm.
Assuming a linear dependence, the maximal barrier width for 200 nm large vesicles
would be somewhere between 200 nm and 400 nm. These values correspond very
well both to the 200–300 nm wide barriers still allowing diffusion (Figure 6.21), as
well as to the width of defects (typically >400 nm) that prohibit mobility.
A variety of different factors may have contributed to the distinct behavior of
chrome in our case, including the method of generating the patterns, the surface
roughness and barrier steepness, the lipids used, as well as the concentration and
type of dye. Chrome may have a lower propensity for allowing lipid bridges to form
compared to titanium, thus requiring larger vesicles for the same barrier width.
In conclusion, our experiments clearly demonstrate that chrome is not always an
absolute barrier for lipid diffusion and that connections over the metal are possible.
These connections allow lipids to cross the barriers, albeit at a slower rate. These
results strongly suggest that the interplay between the barrier and the vesicle size
is essential in determining this behavior.
6.6 Sample Preparation and Experimental Con-
ditions
The chrome patterned substrates were synthesized and characterized by Dr. Paul
Kühler and Anastasia Babynina in the Group of Dr. Theobald Lohmülller. SEM
experiments for correlative microscopy were performed together with Anastasia
Babynina. These methods are mentioned here for completeness.
Chrome Pattern Generation
Colloidal lithography was used for the fabrication of chrome nano-triangle pat-
terns. [147] In a first step, a hexagonal monolayer of polystyrene beads (950 nm
or 1280 nm diameter) was self-assembled on a water surface. It was deposited
on borosilicate glass substrates by slowly pumping out the water. Samples were
subsequently etched with an oxygen plasma (Plasma System FEMTO equipped
with a RIE electrode, Diener Electronic). Different times of etching (100–450 s
for 950 nm sized beads and 400 s for 1280 nm sized beads) were selected to adjust
gap size and barrier width. A group of patterns were not etched to achieve the
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largest gap sizes. For patterns with 950 nm diameter 6 nm thick chrome layer was
evaporated at a pressure of 2× 10−6 mbar with a rate of 2A s−1 using an Edwards
Auto 306 Turbo thermal evaporator (Edwards). The metal height was set to 6 nm,
18 nm or 37 nm for 1280 nm sized samples using the same conditions. Finally, the
polystyrene beads were removed with a sticky tape.
Scanning Electron Microscopy
High resolution images were recorded with a Gemini Ultra Plus field emission
scanning electron microscope (Zeiss). Acceleration voltage was set either to 1 kV
or 3 kV. The working distance ranged between 4.0 mm and 5.9 mm. Both values
were adjusted to achieve optimal image quality for each individual sample.
Vesicle Preparation
For preparing vesicles, 30µL of a DOPC solution in chloroform (10 mg mL−1) was
added to a test tube and dried with a nitrogen stream. After complete evaporation
of the chloroform, the test tube were further dried for 2 h in an exicator. The same
procedure was also performed with a solution containing an additional 5 µg mL−1
of Atto647N labeled 1,2-dipalmitoyl-sn-glycero-3-phosphoethanolamine (Atto647N-
DPPE), resulting in 0.05 wt % of dye modified lipids. The test tubes were sealed
off with parafilm and stored at −20 ◦C for up to a month.
Before each experiment, 400 µL of 5× phosphate buffered saline solution (5×PBS,
685 mm NaCl, 13.5 mm KCl, 50 mm Na2HPO4, 9 mm KH2PO4) was added to the test
tubes. The lipids were resuspended using a vortexer, creating multilamellar vesicles.
Large unilamellar vesicles (LUVs) were formed via extrusion of multilamellar
vesicles through a membrane with 200 nm large pores (LiposoFast, Sigma Aldrich)
for a total of 30 times. Atto647N-DPPE spiked and pure DOPC LUV solutions
were mixed in a 1:10 ratio, resulting in 5 ppm of labeled lipids.
Generation of the Lipid Bilayer
Before applying the lipid bilayer to the patterned surfaces, the chrome substrates
surface was cleaned and activated for 30–45 min with a plasma cleaner (Plasma
System Zepto, Diener Electronic) under air atmosphere. After adding a drop of
LUV solution, it was placed face down on a petri dish, forming a thin water layer
between the two surfaces. Afterwards, the whole petri dish was submerged in
50–100 mL of deionized water to make the vesicles burst. Keeping the sample under
water, a cover glass was attached. A thin spacer (a double sided tape or clear nail
polish) on the glass created a small chamber ensuring that the lipid bilayer was
kept hydrated during the measurements. Only after sealing the chamber was the
sample removed from the water bath, dried externally and used for experiments.
After fluorescence measurements, the sample was submerged in chloroform for a
few hours to remove the tape or nail polish and the lipids. Afterwards it was rinsed
135
6. INFLUENCE OF CHROME BARRIERS ON DIFFUSION IN LIPID
BILAYERS
extensively with ethanol followed by deionized water, then dried and stored until
further experiments.
Confocal Fluorescence Microscopy
All fluorescence experiments were performed on the confocal microscope described
in chapter 2.6 using a 1.49 NA 100× oil immersion objective. The sample was
positioned to allow all the individual compartments to form a straight line along
either the x- or the y-axis. To keep the lipid membrane in focus, a perfect focus
system was employed during the experiments.
For pair-correlation experiments, a 3 µm long line was repeatedly scanned across
two barriers and three compartments. Each measurement lasted for 2 min and was
repeated 5 times, resulting in a total duration of 10 min. The long measurement time
ensured a high signal-to-noise ratio while repeated experiments allowed simpler cor-
rection of a small axial drift during the analysis. The 635 nm excitation laser power
was kept at 3–5 µW measured before the objective. When correlative SEM mea-
surements were performed, a fluorescence image at maximal range (60µm×60 µm)
was recorded. Additionally, bright field images of the area were taken, using the
100× oil immersion and a 30× air objective. This facilitated identification of the
same region that was subsequently measured by electron microscopy.
For bleaching experiments, individual compartments were illuminated with higher
laser power (30–200µW) for several minutes. Images were recorded before and after
bleaching.
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The central aspect of this thesis is the development of software for analyzing
advanced fluorescence spectroscopy data and the subsequent application of these
algorithms to current research topics. The goal during the design and optimization
of the program, called PIE Analysis in Matlab (PAM ), was to create a platform
that is both versatile by supporting a multitude of different data types and analysis
methods, as well as flexible by allowing the adjust the underlying algorithms to
the needs of the current project. To achieve these two aims, PAM is structured as
a core program that branches into semi-independent applications for the different
analysis methods. This modular setup minimizes the direct interactions between
the individual parts of the program, simplifying the implementation of new func-
tionalities and the modification of existing algorithms.
Currently, the capabilities of PAM include, among others, auto-, cross- and pair-
correlation analysis (FCS, PCF), various image fluctuation techniques (RICS,
STICS, etc.), fluorescence lifetime analysis (Phasor FLIM) and burst-wise FRET
analysis (programed by Anders Barth). This broad spectrum of analysis methods
is one of the main strengths of PAM. While a variety of other software packages
for quantitative fluorescence data analysis have been developed and published,
most of these programs focus on just a single analysis technique (e.g. FCS [149],
stochastic reconstruction microscopy [150]), limiting the amount information that
can be extracted from the data. The second big advantage of PAM is its utilization
of pulsed interleaved excitation (PIE) data. Although several other programs are
equipped to use PIE, [151] PAM is unique in putting PIE into the center of its design
concept, optimizing its potential for multi-color analysis.
PAM ’s capabilities were utilized for two projects concerning metal-organic frame-
works (MOFs). MOFs consist of inorganic clusters that are cross-linked by organic
linkers forming extended crystalline structures. This versatility in composition
and the high porosity make MOF potential candidate for a variety of industrial
applications. In the first project, fluorescence quenching of fluorescein in the
MIL-101(Al)-NH2 was investigated. For the MOF, two morphological groups were
identified, one consisting of aggregates of smooth round particles, while the second
morphology showed a rougher needle-like structure. The differences in morphol-
ogy are linked to differences in fluorescein quenching mediated via defects in the
crystal structure. Furthermore, a second all-or-nothing quenching mechanism was
attributed to unmodified amino groups.
In the second project, de novo and solvent assisted linker exchange functionalization
mechanisms in the MOF UiO-67 were investigated. Detailed fluorescence lifetime
analysis revealed that the fluorophores are incorporated homogeneously throughout
the crystals during synthesis. However, the incorporation of the large complex
functional groups introduces defects into the structure. The introduction of the dye
into the scaffold via linker shows less effect on the lattice. Here, the fluorophores
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modified linkers bind in two distinct mechanism to the crystals. Initially, the link-
ers attach to under-coordinated metal sites at the outer surface. In the second
mechanism, requiring more time and elevated temperatures, individual linkers are
exchanged homogeneously throughout the crystals. The data further proved that
linker exchange is based on substitution and not on dissolution/recrystallization.
In a third application, pair-correlation analysis and fluorescence bleaching were
used to study the influence of chrome nano barriers on the diffusion in supported
lipid bilayers. Such nano-scaled chrome patterns are frequently used to separate
reconstituted membranes into non-connected compartments. Our results prove
that, contrary to the previous understanding, these chrome structures do not
necessarily constitute absolute barriers that prohibit diffusion between individual
compartments. Rather, the presence or absence of mobility across chrome structure
is determined by the width of the barrier.
Currently, a clear trend that goes towards a more quantitative analysis of fluo-
rescence image data is noticeable in the life sciences. This is accompanied by an
increase in the number of scientists who are working with advanced fluorescence
techniques and using the analysis software. Given their background, these new users
are more likely to be experts in the field of biology or biochemistry rather than
specialists in fluorescence applications. This means that the software tools need to
be adjusted to this new group of lay users. In its current state, PAM is targeted
more towards experts in the individual methods. While the better established
approaches, such as FCS, are implemented in a straightforward and easy-to-use
way, the more advanced techniques, e.g. image fluctuation analysis, still require
considerate expertise in their application. One challenge in the future development
of PAM will be to create a balance between these two sides: Being simple and
accessible enough for casual users, but at the same time allowing the specialist to
use a variety of techniques and approaches.
Another consequence of the increased popularity of quantitative fluorescence meth-
ods is the development of new approaches and applications. In the last decade, the
number of different advanced fluorescence techniques has grown considerably (see
chapter 3) and the variety is bound to increase further in the future. Moreover, the
applicability of these methods is not only limited to the biophysical field. As I have
shown in chapter 5, fluorescence spectroscopy and microscopy can also be utilized
in material science where they are still rarely used. Combining the established
techniques with fluorescence application can be a powerful tool to investigate the
properties of and processes in solid-state materials.
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Appendix A: Abbreviations
2fFCCs Two-focus fluorescence cross-correlation spectroscopy
ACF Auto-correlation function
ADC Analogue-to-digital converter
APD Avalanche photodiode
BET Brunauer–Emmett–Teller
BDC 1,4-benzenedicarboxylate
CCF Cross-correlation function
ccRICS Raster image cross-correlation spectroscopy
DMF Dimethylformamide
DMSO Dimethyl sulfoxide
DNA Deoxyribonucleic acid
DOPC 1,2-dioleoyl-sn-glycero-3-phosphocholine
DPPE 1,2-Dipalmitoyl-sn-glycero-3-phosphoethanolamine
eGFP Enhanced green fluorescence protein
EMCCD Electron multiplying charge-coupled device
FCA Fluorescence cumulant analysis
FCS Fluorescence correlation analysis
FCCS Fluorescence corr-correlation spectroscopy
FFS Fluorescence fluctuation spectroscopy
FFT Fast Fourier transformation
FITC Fluorescein isothiocyanate
FLIM Fluorescence lifetime image microscopy
FRET Förster resonance energy transfer
Gag Group specific antigen
GalC Galactosylceramide
GUI Graphical user interface
H2BPDC Biphenyl-4,4’-dicarboxylic acid
HIV Human immunodeficiency virus
IC Internal conversion
ICCS Image cross-correlation spectroscopy
ICS Image correlation spectroscopy
iMSD Image mean square displacement
IR Infrared
IRF Instrument response function
ISC Inter-system crossing
LSCM Laser scanning confocal microscopy/microscope
LUV Large unilamellar vesicles
MBP Myelin basic protein
MNT Mobile Thirty-Nine
MOF Metal-organic framework
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MTV Multivariate
N&B Number and brightness analysis
NA Numerical aperture
PBS Phosphate buffered saline
PCF Pair correlation function
PCH Photon counting histogram
PET Photo electron transfer
PFS Perfect focus system
PXRD Powder X-ray diffractometry
PIE Pulsed interleaved excitation
PLP Myelin proteolipid protein
PMMA Poly(methyl methacrylate)
PMT Photomultiplier tube
PSD Position sensing detector
PSF Point spread function
PSM Post-synthetic modification
RGB Red green blue
RICS Raster image correlation spectroscopy
ROTC Rhodamine B isothiocyanate
RNA Ribonucleic acid
ROI Region of interest
SALE Solvent assisted linker exchange
SBU Secondary building unit
SEM Scanning electron microscopy
SPAD Single-photon avalanche diode
ST Super-tetrahedron
STICS Spatio-temporal image correlation spectroscopy
TAC Time-to-amplitude converter
TCSPC Time correlated single photon counting
TDC Time-to-digital converter
TICS Temporal image correlation spectroscopy
TIFF Tagged image file format
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Appendix B: Filters
Figure B.1: Transmission spectra of the dichroic mirrors, AT600DC (magenta dotted
line) and 500DCXR (cyan dotted line), used for combining the excitation lasers. The
three solid lines show the wavelengths of the excitation lasers at 488 nm (blue), 561 nm
(yellow) and 635 nm (red).
Figure B.2: Transmission spectra of the polychroic mirror,Di01-R405/488/561/635,
gray dotted line), used for the separation of excitation and fluorescence light. The three
solid lines show the wavelengths of the excitation lasers at 488 nm (blue), 561 nm (yellow)
and 635 nm (red).
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Figure B.3: Transmission spectra of the filters and polychroic mirrors used for fluores-
cence detection. The 565DCXR dichroic mirror (cyan dotted line) reflects the blue/green
spectrum , while the Q660LP dichroic mirror reflects the orange/red light. The emission
filters ET520/40, ET595/50 and 635 EdgeBasic are used in the blue/green, organge/red
and red/IR detection channels, respectively.
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Figure C.1: X-ray powder diffraction patterns of Type I MIL-101(Al)-NH2, MIL-101(Al)-
NH2-FITC, MIL-101(Al)-NH2-P and MIL-101(Al)-NH2-FITC/P.
Figure C.2: X-ray powder diffraction patterns of Type II MIL-101(Al)-NH2, MIL-
101(Al)-NH2-FITC, and MIL-101(Al)-NH2-FITC/P.
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Figure C.3: Nitrogen sorption isotherms at 77 K of Type I MIL-101(Al)-NH2, MIL-
101(Al)-NH2-FITC, MIL-101(Al)-NH2-P and MIL-101(Al)-NH2-FITC/P.
Figure C.4: BET surface areas of all samples calculated from the nitrogen sorption
isotherms shown in Figure C.3 of Type I MIL-101(Al)-NH2 samples.
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Figure C.5: Nitrogen sorption isotherms at 77 K of Type II MIL-101(Al)-NH2, MIL-
101(Al)-NH2-FITC, and MIL-101(Al)-NH2-FITC/P.
Figure C.6: BET surface areas of all samples calculated from the nitrogen sorption
isotherms shown in Figure C.5 of Type II MIL-101(Al)-NH2 samples.
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Figure C.7: Phasor data of unmodified UiO-67 autofluorescence synthesized with
method 1 (B) and method 2 (C). The color code of the images corresponds to the position
on the gray dashed line in the phasor plot (A). Here, blue and cyan colors are positioned
at the bottom left and red and orange hues at the top right of the line.
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