A boosting framework for constructing orthogonal features targeted to a given loss function is developed. Combined with techniques from spectral methods such as PCA and PLS, an orthogonal boosting algorithm for linear hypothesis is used to efficiently construct orthogonal latent features selected to optimize the given loss function. The method is generalized to construct orthogonal nonlinear features using the kernel trick. The resulting method, Boosted Latent Features (BLF) is demonstrated to both construct valuable orthogonal features and to be a competitive inference method for a variety of loss functions. For the least squared loss, BLF reduces to the PLS algorithm and preserves all the attractive properties of that algorithm. As in PCA and PLS, the resulting nonlinear features are valuable for visualization, dimensionality reduction, improving generalization by regularization, and use in other learning algorithms, but now these features can be targeted to a specific inference task/loss function. The data matrix is factorized by the extracted features. The low-rank approximation of the data matrix provides efficiency and stability in computation, an attractive characteristic of PLS-type methods. Computational results demonstrate the effectiveness of the approach on a wide range of classification and regression problems.
Introduction
We consider the problem of feature construction targeted towards a given inference task. The class of features considered are linear combinations of the input attributes. The quintessential unsupervised feature extraction method for such linear features is principal component analysis (PCA). PCA constructs orthogonal features consisting of linear combinations of the input vectors called principal components. In PCA, the principal components are chosen to maximize the explained variance and to be orthogonal to each other. The resulting principal components are useful for visualization, understanding importance of variables, and as a form of dimensionality reduction or regularization when used in inference functions, e.g principal component regression. PCA takes into account only the input variables and does not use the response variables. While PCA is widely used, it is not appropriate for every task. The approach is entirely based on the least squares loss, which may not be appropriate when the underlying noise is non-Gaussian. PCA may not produce good features or may require more features for supervised learning tasks such as classification, regression, and ranking.
Our goal is to construct orthogonal features that are targeted toward a given inference task. The features are assumed to be linear combinations of the input data that are orthogonal to each other. The features constructed from factorizations of the data and hypothesis space are targeted toward a specific inference task as defined by the loss function. We seek a small set of features that span the portion of the hypothesis space of interest for the specific inference task. The features act as a form of regularization: the loss function is minimized with respect to the smaller set of features instead of in the original typically much higher dimensional input space. This relatively small set of features can then be used for many purposes such as predictive models, visualization, and outlier detection.
The primary motivation for this approach comes from boosting which can be viewed as a method for constructing features as well as predictive models. Ensemble methods such as AdaBoost [10] and Gradient Boost [12] construct a linear combination of hypotheses in order to optimize a specified loss function. But the resulting hypotheses do not meet our goals. Ensemble methods typically use many weak hypotheses. But our goal is to create a few orthogonal features that span the space of interest. The key missing property in ensemble methods, for the purpose of reducing dimensionality of the feature space, is orthogonality. Forcing orthogonality can dramatically increase the convergence speed of the boosting algorithm. Thus much fewer features need to be constructed to obtain the same decrease in loss function. By simply adding orthogonality to the ensemble method, the desirable properties of PCA are once again regained -a small set of orthogonal features are identified that explains properties of the data of interest; but now the definition of interest can go beyond explaining variance.
Thus, we propose a boosting method with orthogonal components as its weak hypotheses. Boosting has been shown to be equivalent to gradient descent projected into a hypothesis space. At each iteration, the hypothesis or feature is constructed to maximize the inner product with the gradient. In orthogonal boosting, we construct the feature that is orthogonal to all previous features that maximizes this inner product. For linear hypotheses, this constrained optimization problem can be very efficiently and exactly solved by projecting the data into the orthogonal subspace.
Orthogonal boosting of linear hypotheses is very closely related to spectral or data factorization methods such as PCA, canonical correlation analysis, factor analysis, and partial least squares regression (PLS) analysis [17, 29] . For least squares regression, orthogonal boosting with linear regression of linear hypotheses reduces exactly to PLS. The proposed approach generalizes PLS to an arbitrary loss function. In PLS, the linear hypotheses are called latent variables or factors. Thus we call boosting of such linear hypotheses, Boosted Latent Factors (BLF).
Many papers have been written on PLS and its properties from many different perspectives. The boosting perspective given here is novel but our goal is not to give another perspective on PLS. Our goal is to create an efficient orthogonal feature construction method that maintains the benefits of PLS. BLF and PLS both construct a set of orthogonal linear factors that form a factorization of the input and response variables. The BLF algorithm shares with PLS efficiency and elegance for computing inference functions. PLS has been shown to be a conjugate gradient method applied to the least square regression. BLF is also a subspace method, closely related to but not identical to nonlinear conjugate gradient algorithms. Previously CGBOOST used a nonlinear conjugate gradient algorithm in function space but it did not produce orthogonal hypotheses and computational results were mixed due to overfitting [19] . Like PLS, BLF is a form of regularization of the loss function that reduces the norm of the solution as compared to the unconstrained optimal solution, alleviating overfitting. An extensive discussion of regularization in PLS and alternative gradient based regularization strategies can be found in [13] .
A major benefit of BLF is that it can be elegantly and efficiently extended to create nonlinear latent hypotheses and functions through the use of kernels. Using an approach very similar to that of kernel partial least squares [26] , data can be mapped into a feature space and the orthogonal features are constructed in the feature space. Kernel methods exist for construction of orthogonal nonlinear feature such as kernel principal component analysis, kernel partial least squares, and kernel canonical correlation analysis, but they are all based on the least squares loss [28] . See [5] for discussions of their common ancestry. Neural network approaches have been used to generalize PLS to nonlinear functions (e.g. [20] ). But these methods face the problems of neural networks: inefficiency, local minima, limited loss functions, and lack of generality that are largely eliminated in kernel methods. Iterative reweighted partial least squares generalized linear PLS to exponential loss functions [21] using a generalized linear model approach, but this approach is more computationally costly, less general, and theoretically somewhat more obtuse than BLF.
BLF is efficient and stable computationally for kernel logistic regression (KLR). KLR can be solved by a boosting-type method [30] with the regularization term explicitly included in its objective function but without orthogonalization. An open question is if there are additional advantages to orthogonalizing weak hypotheses in terms of generalization. Orthogonal least squares regression and its variants [7, 23] utilize a similar approach. They orthogonalize weak hypotheses each consisting of a single support vector, not a linear combination of support vectors. The BLF can also be applied to extend their methodologies to other loss functions.
This chapter is organized as follows. We review AnyBoost [22] to provide a general framework for ensemble methods for differentiable loss functions, and use this to introduce the orthogonalized version of AnyBoost, OrthoAnyBoost. Section 3 shows how OrthoAnyBoost can be efficiently implemented in linear hypothesis spaces forming the Boosted Latent Factor Algorithm. Section 4 examines the convergence properties of BLF. In Section 5, PLS is shown to be the special case within the BLF framework of the squared loss functions with linear weak hypotheses. Section 6 provides variants of BLF for three more loss functions. The kernel version of BLF is developed in Section 7. Computational results found in Section 8 illustrate the potential of kernel BLF for feature construction. In addition, standard benchmarks demonstrate the approach is quite competitive with existing classification and regression algorithms.
The following explains the notation used throughout the paper. Assume we are given a training data set of size m with a single response, ((x1, y1) T . The reader should be careful to distinguish the use of dot products from that of outer products. Iteration indices are expressed as superscripts. Subscripts indicate components of a matrix or vector. In a slight abuse of notation, we use ∇l(y, f ) to denote the gradient or the subgradient of the function l with respect to f if the gradient does not exist.
General Framework in BLF
This section investigates a boosting algorithm that combines properties of the orthogonal components of PCA and PLS with the flexibility of general ensemble and boosting methods with respect to a loss function. The goal is to create a set of orthogonal features or functions that explain the response according to some loss function. We adapt notation of the general ensemble method, AnyBoost [22] .
AnyBoost
Boosting algorithms construct a set of features called hypotheses that try to span the response e.g. y ≈ Tc for regression or y T Tc > 0 for classification. AnyBoost (Algorithm 1) [22] constructs an optimal linear combination of hypotheses to fit the response by performing gradient descent in function or hypothesis space. Let T be a set of real-valued functions that are the hypotheses. The span of T forms a linear function space. The inner product in this function space is defined as
Thus we can also think of t as an m-vector with ti = t(xi). A linear combination of the hypotheses,
as T c where the columns of T are the hypotheses and the vector c contains their coefficients. We want to find the element, t ∈ span(T ) that approximately minimizes some loss function l(y, f ). AnyBoost accomplishes this by doing gradient descent in the hypothesis space. Note ∇l(y, T c) = ∇f l(y, T c) will be used to denote the gradient of the loss function in the function space. Ideally T spans the same space as y but this is generally not the case. Thus the linear functional is minimized with respect to the loss function to fit the response.
Given the current function f = T c, a descent direction in the hypothesis space, t i+1 is constructed. Any function with a positive inner product with the negative gradient (−∇l(y, Tc)
T t i+1 ) must be a descent direction. In AnyBoost, a weak learning algorithm is used to construct a hypothesis that approximately maximizes the inner product of the hypothesis with the negative gradient at each iteration. The hypothesis is added with an appropriate stepsize c i+1 to the current function to form T c + c i+1 t i+1 . The algorithm terminates if the weak learner fails to produce a weak hypothesis that is a descent direction indicating convergence, or if it reaches the maximum number of iterations.
Algorithm 1 (AnyBoost) Given: class of weak hypotheses T , l(y, t) with gradient ∇l(y, t), weak learner that finds t ∈ T maximizing u T t:
Choose
Variations can be developed by specifying the weak learner in Step 4, the loss function, and the algorithm to optimize the step size c i (Step 6). For example, in [22] , it is shown that AdaBoost [10] minimizes the exponential loss with exact line search, ConfidenceBoost [27] minimizes the exponential loss with an inexact line search, and LogitBoost [11] minimizes the negative binomial log-likelihood with a single Newton step used to compute c. Cost sensitive decision tree algorithms are commonly used as the weak learner.
AnyBoost with Orthogonal Weak Hypotheses
Our goal is to create a set of orthogonal features that explains the response, i.e. 
6. Optimize c to reduce l(y,
This simple change has some immediate ramifications. We may now use more powerful hypotheses since the hypothesis subproblem is now regularized. Second, the approach is no longer a gradient descent algorithm. We have transformed it into a subspace algorithm [24] similar but not equivalent to a nonlinear conjugate gradient algorithm. At each iteration, the algorithm computes the optimal solution over the current subspace. This is a form of regularization of the original problem. Subspace methods such as conjugate gradient can be much faster than gradient methods particularly for ill-posed problems such as the ones that we are considering. Empirically BLF converges much faster than boosting without orthgonalization. In fact for linear hypotheses, we can prove finite termination of BLF at an optimal solution of the full problem. For the least squares loss with linear hypotheses, BLF reduces to the conjugate gradient method. We will not show this directly but instead show that the method reduces to partial least squares which has been previously shown to be a conjugate gradient algorithm [25] . Note for finite termination, the regression coefficients c must be reoptimized (refitted) at every iteration, an approach not typical of most boosting or ensemble algorithms.
BLF with Linear Functions
The OrthoAnyBoost framework can be applied to linear hypotheses. Linear hypotheses are of the form tk = x T k v in input space or tk = φ(xk)
T v in feature space for use in a kernel framework. We reserve discussion of the natural extension to kernels to Section 7. To apply OrthoAnyBoost to linear hypotheses requires that the weak learner (Step 4) and the hypotheses weighting computation (Step 6) be modified accordingly. The big advantage of linear hypotheses is that the optimal orthogonal linear function found in Step 4 can be efficiently computed in closed form by recasting the problem into the null space of the constraints using a widely-used procedure commonly known as "deflation." For clarity we first provide a detailed description of deflation since it has proven a source of confusion and an understanding of deflation is necessary for all other parts of the algorithm.
Enforcing Orthogonality in Linear Spaces
The requirements that the new hypotheses be orthogonal to all previous constraints form linear equality constraints in hypothesis space. For linear hypotheses, t = Xv,
Step 4 in OrthoAnyboost reduces to
The linear equalities can be eliminated by mapping the problem into the null space of the linear constraints, as in power methods for computing principal components. This also provides a way to naturally bound the hypothesis space T so that Problem 
Note that the constraint w T w = 1 must be added to insure that the problem is bounded and that an optimal solution always exists. Problem (2) has a closed form
An equivalent way to solve Problem (2) is to map the data into the null space
i−1 by "deflating" or orthogonalizing the data with respect to the constraints. At the i th iteration, the linear hypothesis t
While not obvious, deflating X in this way is equivalent to multiplying X by the appropriate null space matrix. At the i th iteration, Problem (2) is equal to
A major advantage of this form of the problem is that the optimal solution has a closed form w
The optimal solution in the transformed space is w i . The optimal solution is the original space is v
The fact that orthogonality is enforced, i.e. T i T X i+i = 0, can be proved by induction. Consider the second iteration, where t
Thus the optimal solution of Problem (3) for the second iteration (the first has no linear constraints) will satisfy the orthogonality constraints. For the i th iteration
By the assumption, t
thus we need only worry about t
satisfies the orthogonality constraints of Problems (1) and (2) . Note that the optimal w i at each iteration is in the deflated space. Steps at the end of BLF map the solution back to the original data space. As shown in the next section, this can be done efficiently using the stored vectors w i and p
without explicitly deflating the data.
Boosting Latent Factors
Algorithm 3 provides the full algorithm for boosting orthogonal linear hypotheses or latent factors. To start the algorithm, the initial or "zero th " weak hypothesis is taken to be a constant hypothesis t ∝ e, a vector of ones. The step size on the constant column is obtained by solving mincl(y, ce), For example for the least squares loss function, c = µy = mean(y). The first hypothesis is then f = ce. The data is deflated by the scaled t 0 = e e so X 1 = X − t
where X is the mean of X. Thus deflation centers each attribute. Frequently centering is done as preprocessing, thus we treat it as a distinct first step.
Algorithm 3 (Boosted Latent Factors (BLF))
Input: data X; response y; number of latent variables N .
Compute µy = arg minµ y l(y, µye).
Set X = 1 m X T e. Deflate X 1 = X − e T X . u 1 = −∇l(y, µye), T = [ ].
For
Compute optimal solution to Problem (3):
5.
Deflate:
Compute function: (µy, c) = arg min (µy,c) l(y, µye + Tc) 
Using arguments much like those in Section 3.1, it can be shown that deflation forces orthogonality of many of the vectors constructed in the algorithm. 
The vectors t i are mutually orthogonal:
t i T t j = 0, for i = j.
The vectors w
i are orthogonal to the vectors p
Proof. These properties also hold for PLS and the proofs for PLS in [15] apply to BLF without change.
The end products of the algorithm are the final predictive function and the latent linear factors. Recall that the weights for the linear hypotheses were computed in the null space using the deflated data, thus Steps 9 and 10 are added to create the linear functions and final predictive function to the original space. As shown in the following theorem, it is not necessary to explicitly compute the null matrices or deflate the data to compute the final coefficients of the latent factors.
Theorem 1 (Mapping to original space). The linear hypotheses
Proof. The algorithm can run until the centered data matrix f X is fully factorized:
i p i T and it can be divided into two parts.
Multiplying by W on both sides yields:
By Lemma 1,
Exploiting the fact that P T W is invertible (it is in fact a triangular matrix), solving for T yields the solution.
The final steps in Algorithm 3 give the final latent factor function and predictive functions in the original space. These steps are always the same regardless of the particular loss function used.
Step 9 computes the features or latent factors. The features may be scaled by the importance represented by the coefficients c,
As written, BLF does full refitting, i.e. the problem in Step 6 is solved to optimality. This allows us to prove some additional properties of the algorithm.
Lemma 2. Optimal Refit Let l be a convex continuously (sub)differentiable function. At each iteration after
Step 6 is successfully completed
Proof. We prove this for the subgradient case since the differentiable functions are just a special case and let ∇ denote a subgradient. For convex unconstrained minimization with subgradients, a solution is optimal if and only if there exists a zero subgradient at that point [1] . The optimality condition for c is: 0 = ∇cLoss(y, µye + Tc) = T T ∇Loss(y, µye + T c) by the chain rule. Corollary 1. Orthogonality of U and T At iteration i let u i+1 = −∇l(y, µye + Tc), where ∇l(y, µye + Tc) is the optimal subgradient found by refitting satisfying (8) , then
Proof. By Lemma 1, at the i
This property permits W to be expressed in terms of the original variables. For AdaBoost with discrete functions, the step sizes c i are not reoptimized at later iterations.
Step 6 in Algorithm 3 optimizes just one c i . Therefore, the inequality i > j in Equation (9) only holds with i = j + 1. The relation u j+1 t j = 0 is known in AdaBoost as "the weak hypothesis will be exactly uncorrelated with the labels" [27] , where "labels" corresponds to the pseudo residual u.
Convergence Properties of BLF
If BLF is not stopped early by restricting the number of latent variables, BLF constructs a solution of the full model ming,µ y l(y, Xg + µye) (10) in a finite number of iterations. Without loss of generality, assume that the threshold is eliminated by augmenting X with a constant column and that data centering is optionally done as a preliminary step to form f X. Equivalently we can say BLF constructs an optimal solution of ming l(y, f Xg) (11) or if f X = T P T . Then BLF terminates in a finite number of iterations and g is optimal for (11) .
Proof. The algorithm will terminate finitely since the number of iterations is limited by the rank of f X. If g is optimal then the result holds. If the algorithm terminates because f X = T P T then due to refitting 0 = T By introducing orthogonality, BLF goes from being a gradient descent algorithm which may have slow convergence for ill-conditioned loss functions to a conjugategradient-like subspace method with finite termination. As we show in the next section, BLF with least squares loss reduces to PLS which has been previously shown to be a conjugate gradient algorithm. Thus we can view BLF as a novel nonlinear conjugate gradient algorithm. Empirically the difference in convergence rate of the gradient/boosting method versus the orthogonal BLF method can be quite marked for some loss functions. Figure 1 illustrates the different convergence rates for the negative binomial or logistic loss evaluated on the training data with the kernel trick explained in detail in Section 7. Without deflation and refit the method is just boosting. Without deflation and with refit the method is a gradient method with a more extensive line search. Details about the logistic loss implementation are provided in Section 6.2. The figure shows that without deflation the algorithm stalls and fails to make progress, a classic problem with gradient descent methods. With deflation, convergence improves markedly, with the fastest algorithm being BLF with deflation and refitting.
In practice BLF would be halted after a few iterations and the difference between BLF with and without refitting is not large in the first five iterations. This suggestions that full refitting may not be necessary to achieve good testing set results, but we leave the computational study of the best BLF variant to future work.
PLS and BLF
For the least squares loss function, orthogonal boosting with linear hypotheses reduces to the well studied partial least squares regression (PLS) algorithm. We derive BLF with least squares loss and show it reduces to PLS (Algorithm 4).
Algorithm 4 (Linear PLS)
Input: X, y, N.
Center data and compute mean response:
X = 1 m X T e, X 1 = X − e T X , µy = 1 m e T y. u 1 = y − µye T = [ ].
For
Compute optimal solution to problem (3):
5.
6.
Compute function:
Compute negative gradient: 
The PLS loss function is the squared loss: l(y, f ) = y − f 2 2 . The negative gradient in Step 7 in Algorithm 3 is simply the residual: u 1 = −∇l(y, f ) = (y − f ). As discussed above, the first step of BLF uses the constant hypothesis so deflation is equivalent to centering the data. Also at the constant hypothesis, the negative gradient of the squared loss is −∇l(y, µye) = y − µye, which is precisely u 1 in PLS (Step 1), the step that mean centers the response. In general, at the i th iteration, the negative gradient is:
The negative gradient is exactly the residual for the squared loss. At the i th iteration, the algorithm finds the descent direction by maximizing the inner product between u i and the data projection X i w i . Since, all the variables are centered, maximizing the inner product becomes equivalent to maximizing the covariance of the residual response with the linear hypothesis, which corresponds to the statistical interpretation of the PLS optimization problem.
Step 6 computes the regression coefficients. PLS optimizes one coefficient at a time in closed form, but because of the orthogonality of latent factors and the least squares loss function, the coefficient is globally optimal for the loss function and there is no need for refit. PLS will be equivalent to ordinary least squares or the full model when the full rank of the original matrix is used in the extracted features. As noted above, for a generic loss function, refit is needed to insure convergence to the optimal solution of for the full-model and can increase the convergence rate.
BLF can be regarded as a generalization of PLS to an arbitrary loss function. The algorithmic and regularization properties of PLS have been extensively studied. PLS is in fact a classic conjugate gradient or Lanczos method [25] . Thus for least squares loss, BLF reduces to a conjugate gradient method that exploits second order properties of the loss function. BLF is not a classical nonlinear conjugate gradient algorithm. Conjugate gradient boosting in hypothesis space has been tried previously with mixed results [19] . BLF requires the hypotheses to be orthogonal in the hypothesis space. A nonlinear conjugate gradient algorithm would not enforce this property. BLF is a novel subspace optimization algorithm. It would be interesting to investigate the convergence rate properties of BLF and to compare BLF with a nonlinear conjugate algorithm but we leave these for future work.
PLS is known to regularize the solution and the extent of the regularization depends on the number of features constructed. See [13] for a nice analysis of these properties. When the number of feature is equal to the rank of the data, the PLS solution will coincide with the ordinary least squares solution. The norm of the regression weights increases as more latent factors are added. This property is also maintained but we have not formally proven it. BLF is closely related to the gradient based regularization also proposed in [13] .
BLF for Arbitrary Loss
As discussed, Algorithm 3 gives the general framework for BLF. Among many choices of loss functions, the following loss functions are examined:
2. Least absolute deviation (1-norm loss)
3. Exponential loss
4. Negative binomial log-likelihood (logistic loss)
Note we introduced local weighting γi (> 0) for each data point xi to be applicable for more general settings such as cost sensitive learning. Additionally, there are many possible strategies for optimizing the loss function that effect how to optimize w for creating the weak hypotheses and the step size c. Following OrthoAnyBoost, w is determined by maximizing the inner product between the latent factor determined by w and the negative gradient. The step size or hypothesis weight c is optimized by an exact line search or one iteration of a Newton method, ensuring the full model can eventually be obtained.
Least Absolute Deviation
The least absolute deviation loss is more robust to outlying points that the squared loss function. Here a Least Absolute Deviation (LAD) loss function is used for regression problems. Support Vector Machines (SVM) for regression is one example of a method that uses a more robust loss function than ordinary least squares [9] . The LAD loss can be seen as a special case of the -insensitive loss [9] in which is set to zero. In principle, it is possible to use the -insensitive loss for BLF and it may make the model more tolerant to noise. We leave this to future work. The LAD loss function is defined as
where f (xi) is the sum of weak hypotheses:
, and f is a vector representation of the function f . The γi > 0 are fixed error weights for each point. The LAD loss function is not differentiable at every point, but an appropriate subgradient does exist. For BLA, the LAD subgradient is defined as: , see for example [14] . Once µy is obtained, the negative gradient u is computed. Thus, u 1 at the first iteration is written by
There are two options for optimizing the function coefficients c. We can optimize one c i associated with t i then fix the value of c i for later iterations. Or we can refit, e.g. re-optimize all the regression coefficients [µy c] = µy, c 1 , . . . , c i associated with the weak hypotheses selected so far:
where is a vector representation of {γi} m i=1 . In general, this problem can be solved using linear programming. Since (µy, c) are incrementally optimized, column generation methods can be used to efficiently update the solution at each iteration. Note that if reoptimization/refitting is not chosen, a closed-form solution can be utilized. See [12] for more detail. Once the regression coefficients are solved, the negative gradient, or pseudo response, is updated:
where t i j is the j th element of the i th weak hypothesis t i . In summary, the steps in Algorithm 3 for LAD loss are specified as follows:
• Step 1: µy = median (y) and
Step 6: LAD loss is minimized by linear program (18)
Exponential Loss
The exponential loss function was used in AdaBoost [10] for binary classification problems. AdaBoost changes the weights on the data points at each iteration; more difficult instances are given larger weights. The algorithm can be understood as minimizing the exponential loss functional [11, 18] :
where the responses are given in binary coding: yi ∈ {+1, −1}, i = 1, . . . , m.
Computing Descent Directions in BLF
Let's discuss how to formulate the exponential loss in BLF. At first a constant weak hypothesis is added to the additive model. Then the regression coefficient µy on the constant hypothesis is determined by optimizing 
where C + is a set of positive data points and C − is a set of negative data points.
With this simplification, it is now easy to solve the optimality condition ∂l(y,µy ) ∂µy = 0, to compute the solution:
The next step computes the negative gradient of the loss function:
As seen in Equation (23), the weak hypotheses in previous iterations are absorbed in the "weight" defined as γke
. This weighted response becomes a new response variable to fit in creating a new weak hypothesis, which corresponds to the weight updates on each of the data points in the AdaBoost algorithm.
Solving for Function Coefficients
At every iteration i, BLF computes the function coefficients c when a new weak hypothesis or latent factor is added to the model. Refitting for exponential loss minimizes the following loss function with respect to µy and c:
It is convenient to define a matrix notation. Let
Then the loss function is simply expressed by
The gradient with respect to (µy, c) is given by
The Hessian is given as follows:
Since yi ∈ {+1, −1} for binary classification, the Hessian can be written as
Thus the Newton step is given by:
which is just a weighted least squares problem with the vector d determining the weights on data points. Since µy and c are incrementally optimized, the Newton step can be started from the previously optimized value to reduce the number of iterations to converge. In practice, a few iterations are sufficient to get a good fit to the response variable. In summary, the steps in Algorithm 3 for the exponential loss are specified as follows:
• Step 1 and 7:
• Steps 6: the step size (µy, c) optimized by the Newton step
The Negative Binomial Log-likelihood
The binomial likelihood is parameterized by
Equivalently, f (x) is expressed by p(y = 1|x) and p(y = −1|x):
The negative log-likelihood loss, including local weighting γi, is given by
Note that this loss function is used for additive logistic regression [11, 18] and is just a factor of 2 different from the loss in logistic regression. It is also known that negative binomial loss is equivalent to the exponential loss up to the second order [11, 18] .
Computing the Descent Directions in the Negative Binomial Log-likelihood
In Step 1, a constant hypothesis is added to the model: 
The next step computes the negative gradient of the loss function.
This equation means that the new pseudo response is given by the residual between y and the hyperbolic tangent of the linear combination of the weak hypotheses, just like in neural networks.
Solving for Function Coefficients
Refitting re-optimizes the function coefficients c at each iteration. The loss function is written by
The gradient with respect to (µy, c) is 
where d is defined as follows:
Thus the Newton step is given by
This optimization is done in the same fashion as for exponential loss. The Newton step may not always lead to a decrease in the objective function, leading to a condition that can be readily detected while training. A modified Newton step, which adds a multiple of the identity matrix to the Hessian before computing the Newton step, can be used. The following heuristic for a Modified Newton step was found to work well in practice based on the parameter 0 ≤ λ ≤ 1, Hessian H = ∇ 2 (µy ,c) l, and iteration number i:
Then c H is used to compute a modified Newton step in Step 6 instead of the original Newton step. In summary, the steps in Algorithm 3 for the negative binomial log-likelihood loss are specified as follows:
• Steps 1 and 7:
Step 6: the step size (µy, c) optimized by the modified Newton step
Kernel BLF
The kernel extension of BLF is similar to that of kernel PLS [26] . BLF is expressed in terms of inner products of data points, or equivalently in terms of the Gram matrix XX T . We then transform the input space into the kernel-defined feature space: XX T → K. With this basic rule in mind, we can modify the BLF algorithm (Algorithm 3). In Step 1, the deflation of the data matrix should be replaced by centering the kernel matrix. That is,
Steps 3 and 4 are combined to avoid expressing w. Namely, the latent factor is computed by t i ∈ {t|u
Step 5 is replaced by the kernel deflation:
The step computing the function coefficients associated with the original data matrix X is now computed using the dual function coefficients, e . The formula in
Step 9 in Algorithm 3 is expressed in terms of dual variables t, u, and the kernel K.
As shown in Section 3, the properties P = f X
c, which
gives the formula for the kernel PLS regression coefficients:
c.
The first property P = f X T T results from deflation. However, as shown in Corollary 2, W = f X T U only holds if the step sizes are refitted. Thus, early termination of the Newton iteration to determine c i or fixing the step size for earlier iterations will violate Equation (9) . Therefore, we need to find a matrix A such that W = f X T A in order to express the inference functions in terms of the original data. Using the deflation formula, we can readily find a formula for an i th column of the matrix A:
Using the matrix A, we can write the formula for the function coefficients as follows:
Using the dual regression coefficient e , the final prediction is written by
where the centered test kernel is denoted by e
The formula for the centered test kernel is easily derived first by considering a linear kernel, then extending to general kernels:
where K is a mean vector of the kernel matrix: K = 
With Equation (47), prediction can be done using the uncentered kernel, modified dual regression coefficient and a constant bias term (−µK + µy).
Algorithm 5 (Kernel Boosted Latent Factors)
Input: K, y, N.
Compute µy = arg minµ y l(y, µye).
Deflate K 1 = ; I − 1 m ee T K ; I − 1 m ee T . u 1 = −∇l(y, µye), T = [ ].
For
i = 1 to N 3. Compute latent factors: t i = K i u i , t i ← t i / t i , T = [T t]
4.
Compute the function:
(µy, c) = arg min (µy,c) l(y, µye + T c)
6.
Compute: 
Final prediction function is:
f
Computational Results
This section presents computational results for linear and kernel BLF. Recall BLF can be used both to construct orthogonal features targeted to a particular loss function and to create predictive models for a loss function. Figure 2 illustrates the value of orthogonal features targeted to a specific loss. The Cancer data set from the UCI machine learning repository [4] is used. The first two features of the nine dimensional Cancer data constructed by PCA, BLF with least squares (BLF-LS) loss, which is equivalent to PLS, and BLF with logistic loss (BLF-LOG) are shown.
The PCA plot does not use information from the response and does not capture the class structure as well. The PCA plot looks rather noisy since the outliers have more influence; outliers account for the high variance. BLF-LS and BLF-LOG discriminate the two classes more clearly and could be used as input another modeling method or the BLF function could be used for classification. BLF-LOG constructs a nice Gaussian blob for each class. The next two subsections are devoted to quantitative studies of BLF. The first set of experiments illustrates BLF's competitive performance as a predictive modeling tool on standard machine learning test beds using common cost functions. In the second case study, we investigate the use of kernel BLF on a very high dimensional unbalanced classification problem, T hrombin, from the KDD cup 2001 (also known as the Dorothea dataset in the NIPS 2003 Feature Selection Challenge).
The Benchmark Data Sets
In this subsection, real world data sets, Boston Housing, Cancer, Diabetes, Liver, and Wisconsin Breast Cancer (WBC) from the UCI machine learning repository [4] , and Albumin (a drug discovery dataset) [2] , are examined. Boston Housing and Albumin are regression data sets. All others are binary classification problems. We report both the mean and the standard deviation of the mean squared error in case of regression or accuracy in percentages in case of classification. Except for Boston Housing, all the experiments are repeated 100 times. For Boston Housing, 10-fold cross validation (CV) is adopted. Uniform weighting of data is always used.
For each of the trials, 10% of the data are held out as a test set and the rest are used for training. Every experiment uses the same splits of training and test sets. The number of latent features N is determined by 10-fold CV inside the training set. N is selected to be the number of latent features that minimizes a moving average For kernel BLF, the radial basis function (RBF) kernel,
is used. The kernel parameter σ is determined so that the value of σ creates reasonably good models for all the loss functions by 10-fold cross-validation runs over all the data points. Five to ten different σs are tried depending on the data set. Refitting the step size is used with in all of the loss functions except least squares. But least squares, not refitting is mathematically equivalent to refitting. LAD refit was solved exactly by linear programming. For exponential and logistic loss, the Newton step is iterated only once for computational efficiency. The modified Newton step in Equation (42) with λ = 0.1 is used. For the RBF kernel, the kernel matrix has full rank m, and without the regularization provided by the single modified Newton
Step the model overfits the training set quickly. We leave a more formal treatment of regularization within BLF to future work.
As a reference, we also perform the same experiments with SVMs [6] . The experimental settings are the same as other BLF models except for a selection of trade-off parameter C. Depending on the data set, a wide range of values of C (about 10) is examined by 10-fold CV inside the training data and the one that minimizes the CV error is chosen. SVM light [16] is used for all the SVM experiments.
The paired student t-test is used to test significance. Since the baseline method is BLF-LS (PLS), the t-test is performed against the results of BLF-LS. Bold numbers indicate the method was significantly better than BLF-LS with quadratic loss using a significance level of 0.05. Note that SVM models are not compared in the t-test. Table 2 . Classification results for linear models for the quadratic, exponential and logistic loss functions. SVM results provided for reference. Data sizes (m × n) are also shown.
As shown in Table 1 , BLF works well for all of the loss functions. For regression, BLF with LAD loss (BLF-LAD) and BLF-LS achieve results for Boston Housing that are not significantly different. Note that only 10 trials were performed for Boston Housing, which might be why the difference is not significant by the t-test.
For Albumin, the results for the LAD loss show significantly better performance. For classification (Table 2) , BLF-LOG performs better than BLF-LS on all of the data sets except for Liver. The exponential loss (BLF-EXP) is not as good as BLF-LOG for all of the data sets. Figure 3 shows accuracy versus number of latent factors for BLF-LOG and BLF-LS on the cancer data. BLF-LS's quadratic loss function penalizes points that are classified"too well", which serves as a form of capacity control for BLF-LS. BLF-LS does not always fit training and test sets well but the behavior is stable. BLF-LOG, however, does not have such penalization via the loss function, so BLF-LOG can fit the training data better than BLF-LS. Eventually BLF-LOG ovefits. Selecting the number of latent factors in BLF serves as regularization, and the experiments show that the tuning number of latent factors by CV succeeds in avoiding over-fitting -an advantage over regular logistic regression. The kernel version of BLF is also examined for the same data sets. The RBF kernel is used with parameters, σ, as follows: 50 for Albumin, 4.24 for Boston Housing, 5 for Cancer, 5 for Diabetes, 3 for Ionosphere, 6 for Liver and 9 for WBC. In kernel models, especially with the RBF kernel, regularization plays a key role for capacity control, and capacity control is much more important for nonlinear models. As mentioned in linear models, BLF-LS has a natural penalization for overfitting, but the classification loss functions do not have such penalization except for early stopping. As seen in Table 4 , the advantage observed in linear models seems to be reduced and the differences between the models are less significant. This observation suggests that the kernel BLF with explicit regularization in the objective function may be better to exploit the logistic and other loss function without overfitting.
Comparison with PCA
To evaluate the effectiveness of BLF at feature construction, we repeated the kernel classification experiments using principal components instead of latent factors. The Table 4 . Classification results for kernel models for quadratic, exponential, and logistic loss functions. Data sizes (m × n) are also shown.
results show that much fewer latent features than PCA latent features are required to achieve comparable accuracies. The experiments for kernel models in Table 4 are repeated using the principal component from PCA instead of the latent factors from BLF. For the least squares loss, this becomes the standard principal component regression algorithm. In terms of generalization error, the methods with PCA and BLF features were very similar: the paired t-test resulted in 2 wins (significantly better results) for BLF, 2 wins for PCA, and 8 ties for Cancer, Diabetes, Ionosphere, and Liver. For Wisconsin Breast Cancer, BLF wins for all the loss functions. Significantly fewer boosted latent features than principal components were required to achieve similar/slightly better performance. Figure 4 plots the number of latent factors used for BLF and PCA. PCA always required more features. Fig. 4 . Number of the principal components and latent factors for kernel classification models. Quadratic (Q), exponential (E), and logistic (L) loss functions are used for both BLF and PCA. PCA requires more dimensions to obtain similar performance to BLF.
Case Study on High Dimensional Data
We use a very high dimensional data set, T hrombin from KDD Cup 2001, to illustrate BLF as a feature construction method. T hrombin is a classification problem to predict a compound's binding activity (active/inactive) to Thrombin. The original training/test split for the 2001 KDD Cup is very challenging: 42 active and 1867 inactive compounds (actives to inactives ratio is about 2.25%) with 139,351 binary features. However the test set is more balanced: 150 actives and 484 inactives (31%). In order to slightly reduce the difficulty in the training set, the original training and test sets are merged and randomly divided so that the new training/test split is 100 actives and 330 inactives. This gives the active/inactive ratio 4.55% in the new training split and 30% in the new test split. We repeat the experiment 100 times to compare models. Note that all 100 experiments use the same traininig/test splits. Because of the unbalanced class distribution, we adopt a local weighting γi for each data point xi:
This weighting has been previously used in [3] . For numerical stability in the weighted logistic loss function, the modified Newton step in equation (42) with λ = 0.1 was used to optimize the function coefficients in Step 6 of Algorithm 3.
In order to compare the quality of the orthogonal latent features created by different loss functions in BLF, SVM models are created using the BLF features. The quality of the features is evaluated by the performance of SVM on the test set. BLF with logistic loss and squared loss (BLF-LS) are used for constructing the features. Since our goal is to show BLF is an effective feature construction method, the full 139,351 binary features, without any preprocessing, are used for the input space of the BLF models. Figure 5 shows the area under ROC curve (AUC) for BLF-LOG and BLF-LS, as a function of the number of latent factors. As seen in the previous section, logistic loss fits the data faster than squared loss: the "peak" appears at a smaller number of latent factors in logistic loss than for squared loss. We pick 5 and 15 as the number of orthogonal features that are used in the next stage of SVM experiments. Obviously, five features is before the peak and the dimensionality may have been reduced too much to have good predictive ability. But for the case with 15 latent factors, the curves for both squared loss and logistic loss seem to be stabilized and we can expect better predictability. We use the nonlinear orthogonal features, Tdiag(c) as in Equation (7), as the input data to a classic linear SVM [8] . Since features in T are normalized to have length one, we need to use feature weighting diag(c) for better performance especially for the relatively small dimensional space used here. Figure 6 illustrates the AUC for SVM models with a wide spectrum of the cost parameter C in the SVM. As baseline cases, results of SVM models trained with the full data set are also shown in the figure. SVM is given a better metric space trained by BLF so it can overfit as the value C gets large. However, the SVM models that use the original features stay at almost the same value of AUC within the value of C shown in Figure 6 . As seen in Figure 5 , at LF=5 and 15, BLF-LOG and BLF-LS have very similar performance. However, after training by SVM, the features from BLF-LOG are slightly better than those from BLF-LS. Overall, with a reasonably good choice of parameter C, SVM using reduced features by BLF can improve models with the original features. Further, features created by logistic loss perform slightly better than those constructed using the squared loss over a wide range of C.
Conclusion
In this chapter, a framework for constructing orthogonal features by boosting, OrthoAnyBoost, was proposed. Using techniques from spectral methods such as PCA and PLS, OrthoAnyboost can be very efficiently implemented in linear hypothesis spaces. The resulting method, BLF, was demonstrated to both construct valuable orthogonal features and to be a competitive predictive method by itself for a variety of loss functions. BLF performs feature construction based on a given (sub)differentiable loss function. For the least squared loss, BLF reduces to PLS and preserves all the attractive properties of that algorithm. As in PCA and PLS, the resulting nonlinear features are valuable for visualization, dimensionality reduction, improving generalization, and use in other learning algorithms, but now these features can be targeted to a specific inference task. The data matrix is factorized by the extracted features. The low-rank approximation of the data matrix provides efficiency and stability in computation. The orthogonality properties of BLF guarantee that it converges to the optimal solution of the full model in a finite number of iterations. Empirically, orthogonality makes BLF converge much faster than gradient boosting. The predictive model is constructed in a reduced dimensionality space thus providing capacity control leading to good generalization. The method is generalized to nonlinear hypotheses using kernels. Computational results demonstrate how BLF can be applied to a wide range of commonly used loss functions. The results illustrate differences in loss functions. As always, the best loss function depends on the data and inference task. The least absolute deviation is more robust than the squared loss and the version of BLF using the LAD loss showed some improvements for drug discovery data where attributes are inter-correlated and noisy. Classification loss functions such as exponential loss and logistic loss are more natural for classification problems and the loss functions can be weighted to handle problems with unbalanced data or unequal misclassification costs. Future work is need to investigate the theoretical properties of BLF from both optimization and learning points of view and to apply the approach to other learning tasks/loss functions such as ranking.
