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a b s t r a c t
We consider integral operators on the unit sphere generated
by positive definite kernels. Under smoothness conditions of
Lipschitz-type on the kernel, we obtain a decay rate for the
eigenvalues of the integral operator. The approach we have chosen
is a multi-dimensional version, adapted to the spherical setting,
of a known procedure used in the analysis of a similar problem
for integral operators on the interval [0, 1]. In addition to spectral
theory, the critical arguments in the paper involve the use of
special covers of the sphere generated by quadrature formulas. The
estimates themselves are comparable to others in the literature.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Sm be the unit sphere in Rm+1 and σm the usual Lebesgue measure on Sm. Mercer’s theorem in
its generalized form states that a continuous positive definite kernel K : Sm × Sm → C is a uniformly
convergent series of the form
K(x, y) =
∞∑
k=0
akYk(x)Yk(y), x, y ∈ Sm, (1.1)
in which {ak} is a nonincreasing sequence of nonnegative numbers satisfying ∑∞k=0 ak < ∞ and
{Yk : k = 0, 1, . . .} is an orthonormal system in L2(Sm). The positive definiteness of K means that
n∑
µ=1
n∑
ν=1
cµcνK(xµ, xν) ≥ 0, (1.2)
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for all positive integers n, complex numbers c1, c2, . . . , cn and points x1, x2, . . . , xn in Sm. For more
details on this concept see [3].
Differentiability of a function defined on Sm usually refers to the differentiability of its radial
extension to Rm+1 \ {0} followed by a restriction to Sm. The same remark applies to kernels when
we treat each variable separately. If the orthonormal system in the description above is composed
of functions which are differentiable up to a certain order, then the action of convenient differential
operators on the kernel makes sense. Depending on the operator, the resulting kernel can be positive
definite itself (see [16] for results in this direction). Given a multi-index α := (α1, α2, . . . , αm+1), we
shall write the basic differential operator symbol generated by α as
Dα := ∂
|α|
∂xα11 ∂x
α2
2 . . . ∂x
αm+1
m+1
= ∂
|α|
∂xα
. (1.3)
If such an operator is acting on a kernel we shall write either Dαx or D
α
y to indicate which variable the
operator is acting on.
If K ∈ L2(Sm × Sm) is an hermitian kernel then the integral operator K associated with it and
defined by the relation
K(f )(x) =
∫
Sm
K(x, y)f (y) dσm(y), x ∈ Sm, (1.4)
is a compact operator on L2(Sm). In addition, if K is positive definite then K is self-adjoint
and hermitian and the spectral theorem for compact operators can be applied. In particular, the
spectrum of K is a countable set of nonnegative reals with no accumulation point, except possibly
zero. Arranging the eigenvalues ofK in decreasing order like λ1(K) ≥ λ2(K) ≥ · · ·, counting them
according to their multiplicities, the main result in this paper describes a decay rate for the sequence
{λn(K)}when n→∞, under additional differentiability conditions on the kernel K . There are many
papers in the literature dealing with similar problems, under either different sets of hypotheses or
different manifolds; some of them are quoted in the reference list at the end of the paper. [6,14] The
approachwe have chosen is to adapt to the sphere, themethod employed in [5] to reach similar results
for operators generated by kernels defined on a closed interval.
An outline of the paper is as follows. In Section 2,we collect basic results on partitions of the sphere,
φ-nets and spherical quadrature formulas. Such concepts are used in the definition of a key auxiliary
kernel introduced at the end of the section. In Section 3, we introduce the notion of smoothness
we refer to in the title of the paper and obtain basic estimates on the auxiliary kernels under the
smoothness assumption on the original kernel. Section 4 contains a basic inequality connecting the
sum of all eigenvalues of K with the sum of all eigenvalues of the auxiliary kernel while Section 5
contains a refinement of that inequality. In Section 6, we derive themain result of the paper. Section 7
contains a typical examplewhere all the conditions needed throughout the paper are satisfied. Finally,
in the last section of the paper, we present an additional example, now using degenerate kernels to
construct convenient integral operators. The example indicates that the estimate in the main result
of the paper is probably optimal.
2. φ-nets and partitions
We intend to use partitions of Sm constructed from special covers of Sm by spherical caps. Recall
that the spherical cap centered at x ∈ Sm defined by φ ∈ [0, pi] is the set
S(x, φ) = {y ∈ Sm : x · y ≥ cosφ}. (2.1)
The base radius of S(x, φ) is then the radius of the (m− 1)-dimensional sphere
{y ∈ Sm : x · y = cosφ}. (2.2)
If {x1, x2, . . . , xN} ⊂ Sm is a φ-net of cardinality N [15], that is,
Sm ⊂
N⋃
j=1
S(xj, φ), (2.3)
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then a convenient partition P = {Oj : j = 1, 2, . . . ,N} of Sm can be constructed via the following
procedure:
O1 = S(x1, φ) Oj = S(xj, φ) \
j−1⋃
l=1
S(xl, φ), j = 2, 3, . . . ,N. (2.4)
A partition constructed from a φ-net will be called a φ-partition of Sm. Given a positive integer N , an
N-partition of Sm is a partitionP = {Oj : j = 1, 2, . . . ,N} of Sm possessing the following two features:
N ≥ N and there exists a constant δm depending on m such that every Oj is contained in a spherical
cap of base radius at most δm/2N . A partition of Sm which is both, a φ-partition and an N-partition, is
called a (φ,N)-partition of Sm.
The sequence of lemmas below will describe a very peculiar method to construct φ-partitions of
Sm from φ-nets of cardinality (4N + 1)(2N)m−1, N ≥ 1.
Lemma 2.1. Let N be a positive integer. Then there exist a subset ΓN of Sm of cardinality dN := (4N +
1)(2N)m−1 and a set {wx : x ∈ ΓN} ⊂ [0, 1] such that the quadrature formula∫
Sm
f (x) dσm(x) ∼ 1dN
∑
x∈ΓN
wxf (x) (2.5)
is exact for elements of P4N(Sm), the space of spherical polynomials of degree at most 4N.
Proof. This is Theorem 4 in [4]. 
Lemma 2.2 describes a method to produce a φ-net from quadrature formulas. The version we
describe here is due to Reimer [20,21].
Lemma 2.2. Let N be a positive integer and Γ a finite subset of Sm of cardinality d = d(N). If a quadrature
formula∫
Sm
f (x) dσm(x) ∼ 1d
∑
x∈Γ
wxf (x), wx > 0, (2.6)
is exact for elements of P2N(Sm) then Γ is a φm-net of Sm, in which cosφm is the greatest zero of the
Gegenbauer polynomial P (m−1)/2N of degree N associated with (m− 1)/2.
There is an estimate for the numberφm described in Lemma2.2which depends on the degreeN and
nothing else. The partition of Sm produced by the φm-net is then a (φm,N)-partition. Such an estimate
can be found in [20].
Lemma 2.3. Let φm be as in the previous lemma. Then there exists a positive constant δm such that
φm ≤ δm/2N.
Theorem 2.4. Let N be a positive integer and cosφm the greatest zero of the Gegenbauer polynomial
P (m−1)/2N . Then there exists a (φm,N)-partition of Sm having cardinality N := (4N + 1)(2N)m−1.
Proof. It is a consequence of the lemmas above and the comments preceding them. 
Given a smooth kernel K : Sm × Sm → R and c ∈ Sm, Taylor’s theorem shows that we can
decompose K in the form
K(x, y) = T ky K(x, c)+ rk(x, y− c), y ∼ c, (2.7)
in which
T ky K(x, c) :=
∑
|α|≤k−1
1
|α|!D
α
y K(x, c)(y− c)α, (2.8)
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and rk is the corresponding remainder. In particular, we can write
rk(x, y− c) = 1k!
∑
|α|=k
Dαy K(x, θ)(y− c)α, (2.9)
where the vector θ belongs to the segment joining c and y. The function y ∈ Sm → T ky K(x, c) is
the Taylor polynomial of y ∈ Sm → K(x, y) around c up to degree k − 1. Below, we use the Taylor
polynomial to define an auxiliary kernel to be used in the sections ahead.
Let K : Sm × Sm → C be a smooth kernel, write K := K1 + iK2 and fix a partition P = {Oj : j =
1, 2, . . . ,N} of Sm. The P -decomposition of K is the kernel KP given by the formula
KP (x, y) :=
N∑
j=1
χOj(x)K(x, y)χOj(y), x, y ∈ Sm, (2.10)
where χO stands for the characteristic function of O. If one chooses points xj ∈ Oj, j = 1, 2 . . . ,N , the
auxiliary kernel LP given by
LP (x, y) = KP (x, y)+ 12
2∑
ν=1
iν+1
N∑
j=1
χOj(x)
(
T k+1y Kν(x, xj)+ T k+1y Kν(y, xj)
)
χOj(y),
x, y ∈ Sm,
is a discrete version of rk+1 := r1k+1 + ir2k+1, in which r jk+1, j = 1, 2, are the remainders obtained from
the application of Taylor’s theorem to both K1 and K2.
The results in the paper will depend upon properties of the kernels KP and LP and the associated
integral operatorsKP andLP . The basic properties of the kernels are registered below.
Theorem 2.5. Under the notation introduced in the previous paragraphs, if K is hermitian then KP and
LP are both hermitian. If K is positive definite then the same is true of KP .
Assuming that K is positive definite, we will use estimates on the eigenvalues of the integral
operators LP and standard spectral properties of compact operators to deduce estimates for the
eigenvalues of the integral operatorK .
3. Estimates related to the auxiliary kernels
In this section, we assume positive definiteness and smoothness conditions of Lipschitz-type on
the kernel K in order to deduce the following two facts: an estimate for |LP | and basic estimates on
the eigenvalues of the integral operatorLP .
Let β ∈ (0, 1] and B ∈ L2(Sm). Denote the usual norm of Rm+1 by ‖ · ‖. A kernel K is said to be
(B, β)-Lipschitz when
|K(w, x)− K(w, y)| ≤ B(w)‖x− y‖β , x, y, w ∈ Sm. (3.1)
Since all kernels have a radial extension to (Rm+1 \ {0}) × (Rm+1 \ {0}), the definition above can be
extended in the following way:
|K(w, rx)− K(w, sy)| ≤ B(w)‖x− y‖β , r, s ∈ (0,∞) x, y, w ∈ Sm. (3.2)
A variation of the above definition replaces the norm on the right-hand side of the inequalities by
the geodesic distance on Sm. So, the reader is advised that the use of such a variation would require
changes in the proofs of some of the results ahead.
Another conceptwe shall use in the section is that of degeneracy of a kernel. A kernelK : Sm×Sm →
C is said to be degenerate of rank n if there are two linearly independent sets {aj : j = 1, 2, . . . , n} and
{bj : j = 1, 2, . . . , n} of complex functions defined on Sm satisfying
K(x, y) =
n∑
j=1
aj(x)bj(y), x, y ∈ Sm−1. (3.3)
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The formula defining LP − KP (end of Section 2) justifies the following basic result.
Theorem 3.1. Let K : Sm × Sm → C be a kernel and k a nonnegative integer. Assume that Dαy K exists
whenever |α| = k. Let P = {Oj : j = 1, 2, . . . ,N} be a partition of Sm−1, choose points xj ∈ Oj,
j = 1, 2, . . . ,N and consider the auxiliary kernel LP . Then LP − KP is degenerate of rank at most
2
∑
|α|≤k 1.
Fromnowon,wewill write Cmk to denote the number 2
∑
|α|≤k 1. An estimate for |LP | is the content
of Theorem 3.2.
Theorem 3.2. Let K : Sm × Sm → C be positive definite and k a nonnegative integer. Assume that Dαy K
exists, is continuous, and is (Bα, β)-Lipschitz, whenever |α| = k. Let P = {Oj : j = 1, 2, . . . ,N} be an
N-partition of Sm, choose points xj ∈ Oj, j = 1, 2, . . . ,N and consider the kernel LP . Then there exists a
constant C(k,m, β), so that
|LP (x, y)| ≤ C(k,m, β)Nk+β (B(x)+ B(y)) , x, y ∈ S
m, (3.4)
where B := max{Bα : |α| = k}.
Proof. It suffices to deduce the estimate when x, y ∈ Oj for some j. Fix j ∈ {1, 2, . . . ,N} and write
LP = L1 + iL2. Using Taylor’s theorem, we can find θ1 in the segment joining xj and y and φ1 in the
segment joining xj and x so that
2k!|L1(x, y)| ≤
∣∣∣∣∣∑|α|=k
(
Dαy K1(x, θ1)− Dαy K1(x, xj)
)
(y− xj)α
∣∣∣∣∣
+
∣∣∣∣∣∑|α|=k
(
Dαy K1(y, φ1)− Dαy K1(y, xj)
)
(x− xj)α
∣∣∣∣∣ , x, y ∈ Oj.
Going one step further, we see that
2k!|L1(x, y)| ≤
∣∣∣∣∣∑|α|=k Re
(
Dαy K(x, θ1)− Dαy K(x, xj)
)
(y− xj)α
∣∣∣∣∣
+
∣∣∣∣∣∑|α|=k Re
(
Dαy K(y, φ1)− Dαy K(y, xj)
)
(x− xj)α
∣∣∣∣∣ , x, y ∈ Oj.
The triangle inequality and the inequality |Re z| ≤ |z|, z ∈ C, imply that
2k!|L1(x, y)| ≤
∑
|α|=k
∣∣Dαy K(x, θ1)− Dαy K(x, xj)∣∣ |(y− xj)α|
+
∑
|α|=k
∣∣Dαy K(y, φ1)− Dαy K(y, xj)∣∣ |(x− xj)α|, x, y ∈ Oj.
Repeating the process for L2, we conclude that
2k!|L2(x, y)| ≤
∑
|α|=k
∣∣Dαy K(x, θ2)− Dαy K(x, xj)∣∣ |(y− xj)α|
+
∑
|α|=k
∣∣Dαy K(y, φ2)− Dαy K(y, xj)∣∣ |(x− xj)α|, x, y ∈ Oj,
with θ2 andφ2 belonging, respectively, to the same intervalswhere θ1 andφ1 do. Using the hypotheses,
we deduce that
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2k!|LP (x, y)| ≤ B(x)
(‖θ1 − xj‖β + ‖θ2 − xj‖β) ∑
|α|=k
|(y− xj)α|
+B(y) (‖φ1 − xj‖β + ‖φ2 − xj‖β) ∑
|α|=k
|(x− xj)α|, x, y ∈ Oj.
To conclude the proof, we need to estimate the two summands above. If |α| = k and α =
(α1, α2, . . . , αm) then
|(y− xj)α| = |y1 − x1j |α1 |y2 − x2j |α2 . . . |ym − xmj |αm
≤ [max{|yµ − xµj | : µ = 1, 2, . . . ,m}]|α|
≤ ‖y− xj‖k, y ∈ Oj.
Since Oj is contained in a spherical cap of radius δm/2N , for some δm, we conclude that |(y − xj)α| ≤
δkm/N
k, y ∈ Oj. Since θ1 belongs to the segment joining xj and y, it follows that ‖θ1−xj‖β ≤ ‖y−xj‖β ≤
δ
β
m/Nβ . Proceeding in a similar manner to bound the other quantities, it is quite clear now that the
following estimate holds
2k!|LP (x, y)| ≤ 2δ
k+β
m
Nk+β
(∑
|α|=k
1
)
(B(x)+ B(y)) , x, y ∈ Oj. (3.5)
Thus,
|LP (x, y)| ≤ C(k,m, β)Nk+β (B(x)+ B(y)) , x, y ∈ Oj, (3.6)
where
C(k,m, β) := δ
k+β
m
k!
∑
|α|=k
1. (3.7)
The proof is complete. 
For the estimation of the eigenvalues of LP , we shall use the following well-known result [13, p.
465].
Lemma 3.3. The spectrum of a bounded self-adjoint linear operator A on a Hilbert space (H, 〈·, ·〉) lies in
the closed interval determined by the real numbers inf{〈A(x), x〉 : x ∈ H; 〈x, x〉 = 1} and sup{〈A(x), x〉 :
x ∈ H; 〈x, x〉 = 1}.
From now on, ‖ · ‖2 will stand for the norm in L2(Sm).
Theorem 3.4. Under the conditions in Theorem 3.2, consider the integral operator LP associated with
LP . Then the spectrum of LP lies in the interval
[−C1(k,m, β)N−k−β , C1(k,m, β)N−k−β ], (3.8)
where C1(k,m, β) := 2C(k,m, β)‖B‖2σm(Sm) and B := max{Bα : |α| = k}.
Proof. In view of Lemma 3.3 and Fubini’s theorem, it suffices to estimate the quantity
I :=
∫
Sm
∫
Sm
LP (x, y)f (x) f (y) dσm(x) dσm(y) (3.9)
when f ∈ L2(Sm). Using Theorem 3.2, we have that
|I| ≤
∫
Sm
∫
Sm
|LP (x, y)||f (x)||f (y)| dσm(x) dσm(y)
≤ 2C(k,m, β)
Nk+β
[∫
Sm
B(x)|f (x)| dσm(x)
∫
Sm
|f (y)| dσm(y)
]
.
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Since B ∈ L2(Sm), after an application of Holder’s inequality, the above inequality takes the form
|I| ≤ 2C(k,m, β)
Nk+β
‖B‖2‖f ‖22σm(Sm) =
C1(k,m, β)
Nk+β
‖f ‖22, (3.10)
where C1(k,m, β) := 2C(k,m, β)‖B‖2σm(Sm). 
4. Eigenvalues of the operator associated with aP -decomposition
This section includes estimates on the eigenvalues of the integral operatorKP associated with the
P -decomposition KP of K , when K is positive definite and sufficiently smooth andP is anN-partition
of Sm.
We begin with several technical results concerning singular values of compact operators. If T is a
compact operator on a Hilbert space, recall that a singular value of T is an eigenvalue of (T ∗T )1/2. In
what follows, we shall enumerate the nonzero singular values of T in decreasing order, taking account
of their multiplicities: s1(T ) ≥ s2(T ) ≥ · · ·. If the rank ρ of (T ∗T )1/2 is finite, sj(T ) = 0, j ≥ ρ+ 1. The
eigenvalues of T are enumerated in decreasing order in accordance with the spectral theorem for
compact operators, say, |λ1(T )| ≥ |λ2(T )| ≥ · · ·, taking into account multiplicities.
The following basic result makes a connection between the sequences {sj(T )} and {λj(T )}.
Lemma 4.1. If a compact operator T on a Hilbert space is either hermitian or normal then sj(T ) = |λj(T )|,
j = 1, 2, . . ..
Lemma 4.2. Let T1 and T2 be compact operators on a Hilbert space. The following assertions hold:
(i) If T2 − T1 is an operator of rank at most n then sj+n(T1) ≤ sj(T2), j = 1, 2, . . . ;
(ii)
∑n
j=1 sj(T1 + T2) ≤
∑n
j=1 sj(T1)+
∑n
j=1 sj(T2), n = 1, 2, . . . .
Proof. Corollary 2.1 in [10] justifies (i) while Corollary 3.6 in [9] implies (ii). 
Lemma 4.3. Let T be a compact linear operator on a Hilbert space (H, 〈·, ·〉). If {φj : j = 1, 2, . . . , l} is
an orthonormal system in H then
n∑
j=1
sj(T ) ≥
n∑
j=1
|〈T (φj), φj〉|, n = 1, 2, . . . , l. (4.1)
Proof. This is the closing statement of Lemma 4.1 in [10]. 
Theorem 4.10 below presents an estimate on the eigenvalues of the integral operatorKP , when
we keep the hypotheses of Theorem 3.2 on K . The result is an important step towards the estimation
of the eigenvalues ofK . Prior to that, we need several technical results, two of them about trace-class
operators, a special class of compact operators on Hilbert spaces described as follows. An operator T
on a Hilbert space (H, 〈·, ·〉) is trace-class if∑v∈B〈(T ∗T )1/2v, v〉 <∞wheneverB is an orthonormal
basis of H . Basic examples of trace-class operators are given by the lemma below.
Lemma 4.4. A finite rank operator on a Hilbert space is trace-class.
Proof. See Theorem 18.11-(d) in [8]. 
Every trace-class operator is compact. The following result takes care of the converse.
Lemma 4.5. Let T be a compact operator on a Hilbert space. Then T is trace-class if and only if∑∞
j=1 sj(T ) <∞.
Proof. See [19, p. 209]. 
Returning to the spherical context, the following theorem is crucial.
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Theorem 4.6. Let K : Sm × Sm → C be a positive definite kernel such that∫
Sm
K(x, x) dσm(x)+
∫
Sm
∫
Sm
|K(x, y)|2 dσm(x) dσm(y) <∞. (4.2)
Then the eigenvalues of K satisfy
∞∑
j=1
λj(K) =
∫
Sm
K(x, x)dσm(x). (4.3)
In particular,K is trace-class.
Proof. Formula (4.3) is a direct consequence of the classical Mercer’s theorem for kernels on compact
Hausdorff spaces (see Section 7 in [22]). As for the trace-class claim, it follows from Lemmas 4.1 and
4.5. 
It is easily seen that the continuity of K is sufficient for (4.2) to hold.
In the following two lemmaswe prove the basic spectral properties of the kernels generated by KP
and LP , when K is positive definite.
Lemma 4.7. Let K be as in the previous theorem and P a partition of Sm. ThenKP is trace-class and
∞∑
j=1
λj(KP ) =
∫
Sm
K(x, x) dσm(x). (4.4)
Proof. The positive definiteness of KP was mentioned in Theorem 2.5. The definition of KP implies
that ∫
Sm
KP (x, x) dσm(x) =
∫
Sm
K(x, x) dσm(x) (4.5)
and ∫
Sm
∫
Sm
|KP (x, y)|2 dσm(x) dσm(y) ≤
∫
Sm
∫
Sm
|K(x, y)|2 dσm(x) dσm(y). (4.6)
Thus, the result follows from Theorem 4.6. 
Lemma 4.8. Let K be as in the previous theorem and P a partition of Sm. ThenLP is trace-class and
∞∑
j=1
|λj(LP )| ≤
∫
Sm
LP (x, x) dσm(x). (4.7)
Proof. Theorem 3.1 shows thatLP −KP has finite rank. Hence, due to Lemma 4.4, it is a trace-class
operator and, obviously,
∞∑
j=1
sj(LP −KP ) =
∫
Sm
(LP (x, x)− KP (x, x)) dσm(x)
=
∫
Sm
LP (x, x) dσm(x)−
∫
Sm
K(x, x) dσm(x).
Being a sum of trace-class operators, LP is then trace-class itself. Recalling Lemma 4.7 and using
Lemma 4.2-(ii), we now deduce that
∞∑
j=1
sj(LP ) ≤
∞∑
j=1
sj(LP −KP )+
∞∑
j=1
sj(KP ) =
∫
Sm
LP (x, x) dσm(x). (4.8)
The inequality of the lemma now follows from Lemma 4.1. 
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Lemma4.9 is an operator version of awell-known result from the theory of positive definite kernels
and matrices (see [1,17] for example).
Lemma 4.9. Let K1, K2 : Sm × Sm → C be kernels. If K1 is hermitian, K2 is positive definite and K2 − K1
is degenerate of rank n then the integral operator K1 has at most n negative eigenvalues.
Proof. This is Lemma 1 in [7]. 
Theorem 4.10. Let K : Sm × Sm → C be positive definite and k a nonnegative integer. Assume that Dαy K
exists, is continuous, and is (Bα, β)-Lipschitz, whenever |α| = k. Let P = {Oj : j = 1, 2, . . . ,N} be an
N-partition of Sm, choose points xj ∈ Oj, j = 1, 2, . . . ,N and consider the kernel LP . Then
∞∑
ν=N+Cmk +1
λν(KP ) ≤
N∑
j=1
1
σm(Oj)
∫
Oj
∫
Oj
(LP (x, x)− LP (x, y)) dσm(x) dσm(y)
+ 2Cmk
C1(k,m, β)
Nk+β
,
in which the constant C1(k,m, β) is that one derived in Theorem 3.4.
Proof. Lemma 4.9 shows that LP has at most Cmk negative eigenvalues. Recalling Theorem 3.4 and
using Lemma 4.8 we conclude that∫
Sm
LP (x, x)dσm(x) ≥
∞∑
ν=1
|λν(LP )| + 2
∑
{λν(LP ) : λν(LP ) < 0}
≥
∞∑
ν=1
|λν(LP )| − 2Cmk
C1(k,m, β)
Nk+β
.
Next, we break the very last sum above at N and estimate the resulting sums. Due to Lemmas 4.1 and
4.2-(i) and the fact thatKP is positive definite, we deduce that
λν+Cmk (KP ) = |λν+Cmk (KP )| = sν+Cmk (KP ) ≤ sν(LP ) = |λν(LP )|, ν = 1, 2 . . . . (4.9)
Hence,
∞∑
ν=N+1
|λν(LP )| ≥
∞∑
ν=N+Cmk +1
λν(KP ). (4.10)
Combining Lemmas 4.1 and 4.3, we know already that
N∑
j=1
∫
Sm
∫
Sm
LP (x, y)φj(x)φj(y)dσm(x)dσm(y) ≤
N∑
j=1
sj(LP ) =
N∑
j=1
|λj(LP )|, (4.11)
whenever {φj : j = 1, 2, . . . ,N} is an orthonormal system of L2(Sm). In particular, taking φj =
(σm(Oj))−1/2χOj , j = 1, 2, . . . ,N , we obtain
N∑
j=1
1
σm(Oj)
∫
Oj
∫
Oj
LP (x, y)dσm(x)dσm(y) ≤
N∑
j=1
|λj(LP )|. (4.12)
Finally, inequality (4.10) leads us to
∞∑
ν=N+Cmk +1
λν(KP ) ≤
∫
Sm
LP (x, x)dσ(x)+ 2Cmk
C1(k,m, β)
Nk+β
−
N∑
j=1
|λj(LP )|, (4.13)
while (4.12) and an easy computation lead us to the inequality in the statement of the theorem. 
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5. Estimates on the eigenvalues ofK
The P -decomposition of K coincides with K when we restrict both to an element of the
partition P . So, a question that needs to be accomplished is how to compare the eigenvalues of the
corresponding integral operators KP and K . Using the min-max theorem for compact self-adjoint
operators [10, p. 25] it is not hard to see that λ1(KP ) ≤ λ1(K), but it is not so easy to go any further. If
the kernel K is smooth in the sense described in the previous section, the results in this section will
show that a better comparison can be made.
Lemma 5.1 allows us to deduce two additional inequalities linking the eigenvalues ofKP andK .
Lemma 5.1. Let T be a compact operator on a Hilbert space H and {Pl : l = 1, 2, . . . , k} a set of mutually
orthogonal projections on H. If Tk :=∑kl=1 Pl ◦ T ◦ Pl then
n∑
l=1
sl(Tk) ≤
n∑
l=1
sl(T ), n = 1, 2, . . . . (5.1)
Proof. See [10, p. 52]. 
Lemma 5.2. Let K : Sm × Sm → C be positive definite and P a partition of Sm. Then
n∑
j=1
λj(KP ) ≤
n∑
j=1
λj(K), n = 1, 2, . . . (5.2)
and
∞∑
j=n+1
λj(K) ≤
∞∑
j=n+1
λj(KP ), n = 1, 2, . . . . (5.3)
Proof. From Lemma 4.7 we know that
∞∑
j=1
λj(KP ) =
∞∑
j=1
λj(K). (5.4)
Hence, to prove the lemma, it suffices to prove its first assertion. Write P = {Oj : j = 1, 2,
. . . ,N}. Clearly, the set {Pl : l = 1, 2, . . . ,N}, where Pl(f ) = fχOl , f ∈ L2(Sm), is a set of mutually
orthogonal projections on L2(Sm) and KP = ∑Nl=1 Pl ◦ K ◦ Pl. Thus, (5.2) is a consequence of
Lemma 5.1. 
Theorem 5.3 establishes an estimate for the eigenvalues of the integral operator K , when the
positive definiteness and the smoothness of K are maintained.
Theorem 5.3. Let K : Sm × Sm → C be positive definite and k a nonnegative integer. Assume that Dαy K
exists, is continuous, and is (Bα, β)-Lipschitz, whenever |α| = k. Given an N-partition P of Sm, there
exists a constant C2(k,m, β) such that
∞∑
ν=N+Cmk +1
λν(K) ≤ C2(k,m, β)Nk+β . (5.5)
642 J.C. Ferreira et al. / Journal of Complexity 24 (2008) 632–647
Proof. Let P = {Oj : j = 1, 2, . . . ,N} be an N-partition of Sm, choose points xj ∈ Oj, j = 1, 2, . . . ,N
and consider the auxiliary kernel LP . Combining Lemma 5.2 and Theorem 4.10, we deduce the
inequality
∞∑
ν=N+Cmk +1
λν(K) ≤
N∑
j=1
1
σm(Oj)
∫
Oj
∫
Oj
(LP (x, x)− LP (x, y)) dσm(x) dσm(y)
+ 2Cmk
C1(k,m, β)
Nk+β
.
Since
∞∑
ν=N+Cmk +1
λν(K) ≤
N∑
j=1
1
σm(Oj)
∫
Oj
∫
Oj
(|LP (x, x)| + |LP (x, y)|) dσm(x) dσm(y)
+ 2Cmk
C1(k,m, β)
Nk+β
,
in order to finish the proof, it suffices to estimate the right-hand side of the inequality above conve-
niently. Recalling Theorem 3.2, we can estimate the finite sum appearing above in the following way
S ≤
N∑
j=1
1
σm(Oj)
∫
Oj
∫
Oj
C(k,m, β)
Nk+β
(3B(x)+ B(y)) dσm(x) dσm(y)
= 4C(k,m, β)
Nk+β
N∑
j=1
1
σm(Oj)
∫
Oj
∫
Oj
B(x) dσm(x) dσm(y)
= 4C(k,m, β)
Nk+β
N∑
j=1
∫
Oj
B(x) dσm(x).
It follows that
∞∑
ν=N+Cmk +1
λν(K) ≤ C2(k,m, β)Nk+β , (5.6)
in which
C2(k,m, β) := 4C(k,m, β)
∫
Sm
B(x)dσm(x)+ 2Cmk C1(k,m, β). (5.7)
The proof is complete. 
6. Decay rate for the eigenvalues ofK
In this sectionwe deduce a decay rate for the eigenvalues ofK , still under the positive definiteness
and smoothness of K .
Lemma 6.1 is purely technical. It will be used in the proof of the main result here.
Lemma 6.1. Let {aν} be a nonincreasing sequence of nonnegative real numbers. Let l, q and N0 be
nonnegative integers, p a positive integer at least 1 and γ ∈ R. Suppose there exists a constant C > 0
satisfying the following property: if N ≥ N0, there exists N ≤ pN l such that
∞∑
ν=N+q+1
aν ≤ CNγ . (6.1)
Then, the set {n1+γ /lan : n = 1, 2, . . .} is bounded.
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Proof. It is easily seen that
nl+γ a2pnl+q = nlnγ a2pnl+q
≤ nγ apnl+q+1 + · · · + nγ a2pnl+q−1 + nγ a2pnl+q
≤
∞∑
ν=pnl+q+1
nγ aν
≤
∞∑
ν=N+q+1
nγ aν ≤ C, n ≥ N0.
Hence, the set {nl+γ a2pnl+q : n = 1, 2, . . .} is bounded. For every integer j ≥ q, we can find a
nonnegative integer nj so that
2pnlj + q ≤ j ≤ 2p(nj + 1)l + q. (6.2)
In particular,
j1+γ /laj ≤ (2p(nj + 1)l + q)1+γ /la2pnlj+q. (6.3)
Since
lim
n→∞
(p(n+ 1)r + q)γ
pγ+1nrγ
= 1
p
< 1, (6.4)
there exists a positive integer N1 so that
(2p(nj + 1)l + q)1+γ /l < (2p)2+γ /lnl+γj , j ≥ N1. (6.5)
Hence,
j1+γ /laj ≤ (2p)2+γ /lnl+γj a2pnlj+q ≤ (2p)
2+γ /l sup
n∈N
{nl+γ a2pnlj+q}, j ≥ N1. (6.6)
The lemma follows. 
Here is the main result of the paper.
Theorem 6.2. Let K : Sm × Sm → C be positive definite and k a nonnegative integer. Assume that Dαy K
exists, is continuous, and is (Bα, β)-Lipschitz, whenever |α| = k. Then the sequence {n1+(k+β)/mλn(K)}
is bounded.
Proof. Let N ≥ 1. Due to Theorem 2.4, we can pick a (φm,N)-partition of Sm of cardinality N :=
(4N + 1)(2N)m−1. Using Theorem 5.3, we can find a constant C2(k,m, β) such that
∞∑
ν=N+Cmk +1
λν(K) ≤ C2(k,m, β)Nk+β . (6.7)
Since the constant C2(k,m, β) does not depend upon N and N ≤ 2m+2Nm, Lemma 6.1 implies that
{n1+(k+β)/mλn(K) : n = 1, 2, . . .} (6.8)
is bounded. 
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7. An example
This section contains an example of integral operator whose eigenvalues possess the decay rate
described in Theorem 6.2.
Lemma 7.1. If β ∈ (0, 1) then the sequence {(n− 1)β−1∑nj=1 j−β : n = 2, 3, . . .} is bounded.
Proof. It is easily seen that
n∑
j=1
j−β < 1+
∫ n
1
x−βdx = 1+ 1
1− β +
n1−β
1− β , n = 2, 3, . . . . (7.1)
Thus,
(n− 1)β−1
n∑
j=1
j−β ≤
(
2− β
1− β
)
(n− 1)β−1 + 1
1− β
(
n
n− 1
)1−β
, n = 2, 3, . . . (7.2)
and the result follows. 
Lemma 7.2. If β ∈ (0, 1) then the sequence {nβ∑∞j=n+1 j−β−1} is bounded.
Proof. It is similar to the proof of Lemma 7.1. 
Theorem 7.3. Let k be a nonnegative integer and β ∈ (0, 1). The kernel K : Sm × Sm → C given by
K(x, y) :=
∞∑
j=1
j−β−k−1eij(y−x)·l, x, y ∈ Sm, (7.3)
in which l := (1, 1, . . . , 1) ∈ Rm+1, satisfies the assumptions in Theorem 6.2
Proof. It is needless to say that the series defining K is uniformly and absolutely convergent. The
positive definiteness of K follows from the equality
n∑
µ,ν=1
cµcνK(xµ, xν) =
∞∑
j=1
j−β−k−1
n∑
µ=1
∣∣cµeijxµ ∣∣2 . (7.4)
Next, let α ∈ Zm+1+ with |α| = k. It is easily seen that
Dαy K(x, y) =
∞∑
j=1
j−β−k−1Dαy e
ij(y−x)·l =
∞∑
j=1
j−β−k−1
(
m+1∏
µ=1
(ij)αµ
)
eij(y−x)·l, x, y ∈ Sm.
Since the very last series above is absolutely and uniformly convergent, Dαy K coincides with the series
and is continuous in Sm × Sm. To verify Dαy K is (Bα, β)-Lipschitz for some Bα , we estimate the right-
hand side of
Dαy K(w, x)− Dαy K(w, y) =
∞∑
j=1
j−β−k−1
(
eij(x−w)·l − eij(y−w)·l) m+1∏
µ=1
(ij)αµ , x, y, w ∈ Sm.
To do that, we assume x 6= y and break the sum at an integer n chosen so that n−1 < ‖x − y‖ ≤
2(n− 1)−1. If
S1 :=
n∑
j=1
j−β−k−1
(
eij(x−w)·l − eij(y−w)·l) m+1∏
µ=1
(ij)αµ , (7.5)
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it is easily seen that
|S1| ≤
n∑
j=1
j−β−k−1
∣∣e−ijw·l∣∣ ∣∣eijx·l − eijy·l∣∣ m+1∏
µ=1
|(ij)αµ | =
n∑
j=1
j−β−1 (2− 2 cos j(x− y) · l)1/2 .
Hence, using the Cauchy–Schwarz inequality, we deduce that
|S1| ≤
n∑
j=1
j−β |(x− y) · l| ≤
n∑
j=1
j−β‖l‖‖x− y‖ = (m+ 1)1/2‖x− y‖
n∑
j=1
j−β . (7.6)
Finally, recalling our choice of n and using Lemma 7.1, we can find a constant C so that
|S1| ≤ C(m+ 1)1/2‖x− y‖(n− 1)1−β ≤ 21−βC(m+ 1)1/2‖x− y‖β . (7.7)
If
S2 :=
∞∑
j=n+1
j−β−k−1
(
eij(x−w)·l − eij(y−w)·l) m+1∏
µ=1
(ij)αµ (7.8)
then
|S2| ≤
∞∑
j=n+1
j−β−1
(∣∣eijx·l∣∣+ ∣∣eijy·l∣∣) ≤ 2 ∞∑
j=n+1
j−β−1. (7.9)
Due to Lemma 7.2, we can find a constant C1 so that
|S2| ≤ 2C1 1nβ ≤ 2C1‖x− y‖
β . (7.10)
Thus, ∣∣Dαy K(w, x)− Dαy K(w, y)∣∣ ≤ |S1| + |S2| ≤ 2 (2−βC(m+ 1)1/2 + C1) ‖x− y‖β . (7.11)
It follows that Dαy K is (Bα, β)-Lipschitz in which Bα(w) = 2(2−βC(m + 1)1/2 + C1). The proof is
complete. 
8. Another example
In this section, we exhibit a sequence of integral operators of finite rank whose kernels satisfy
the hypotheses of Theorem 6.2 The number of positive eigenvalues increases with the rank of the
operator. The example indicates that the decay rate described there is probably optimal.
We will employ a fixed complete set {Yµ,ν : ν = 1, 2, . . . ,N(m, µ);µ = 0, 1, . . .} of spherical
harmonics inm+ 1 variables. So,
N(m, µ) := 2µ+m− 1
µ+m− 1
(µ+m− 1)!
µ!(m− 1)! (8.1)
is the dimension of the spaceHmµ of spherical harmonics of degree µ inm+ 1 variables and∫
Sm
Yµ,ν(x)Yµ′,ν′(x)dσm(x) = δµ,µ′δν,ν′ . (8.2)
The kernels we intend to discuss are given by the formula
Kp(x, y) = (1+ x · y)p, x, y ∈ Sm, (8.3)
where p is a nonnegative integer. They are positive definite due to the Schur Product theorem [12,
p. 455]. For a nonnegative integer k fixed and a multi-index α such that |α| = k,
Dαy Kp(x, y) = p(p− 1) · · · (p− k+ 1)(1+ x · y)p−kxα, x, y ∈ Sm, p ≥ k. (8.4)
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Hence, for x, y, w ∈ Sm,
|Dαy Kp(w, x)− Dαy Kp(w, y)| = p(p− 1) · · · (p− k+ 1)
∣∣(1+ w · x)p−k − (1+ w · y)p−k∣∣ . (8.5)
Applying the Mean Value theorem to f : [0, pi] → R given by f (t) = (1+ cos t)p−k, it is seen that∣∣(1+ w · x)p−k − (1+ w · y)p−k∣∣ ≤ (p− k)2p−k−1|dm(w, x)− dm(w, y)|, x, y, w ∈ Sm,(8.6)
where dm stands for the usual geodesic distance in Sm. On the other hand, if β ∈ (0, 1] has been fixed,
it is promptly seen that there exists a positive constant c = c(β) such that dm(x, y) ≤ c‖x − y‖β ,
x, y ∈ Sm. Thus,
|Dαy K(w, x)− Dαy K(w, y)| ≤ c
(
p(p− 1) · · · (p− k)2p−k−1) ‖x− y‖β , x, y, w ∈ Sm, (8.7)
that is, Kp is (Bα, β)-Lipschitz, where
Bα(w) = c p(p− 1) · · · (p− k)2p−k−1, w ∈ Sm. (8.8)
It is now clear that the hypotheses in Theorem 6.2 are fulfilled. To finish the discussion, we state our
final theorem, and justify the additional information listed in its statement.
Theorem 8.1. The sequence {Kp} introduced above has the following features:
(i) Every Kp satisfies the hypotheses of Theorem 6.2;
(ii) Kp is degenerate of rank N(m, 0)+ N(m, 1)+ · · · + N(m, p);
(iii) The sequence{
sup
n
{n1+(k+β)/mλn(K) : n = 1, 2, . . . , p}
}
(8.9)
decreases to 0 as p→∞.
Proof. Only (iii) requires a proof. Using the well-known Funk–Hecke formula [11, p. 98], it is not
difficult to see that the only nonzero eigenvalues ofKp are given by the formula
λj(Kp) = p!2
p+m−1
(p− j+ 1)!
Γ (p+m/2)Γ ((m+ 1)/2)
pi1/2Γ (p+ j+m− 1) , j = 1, 2, . . . , p. (8.10)
Each λj(Kp) occurs with multiplicity N(m, j) and the corresponding eigenfunctions are the basic
elements ofHmj . According to computations presented in [2,18], the following estimates hold
A(p,m)
(j+ p+m− 2)2p+m−1/2 < λj(Kp) <
B(p,m)
(j+ p+m− 2)p+m−1/2 , j = 1, 2, . . . , p, (8.11)
where
A(p,m) := e
pp!
2pi3/2
(2e)p+m−1e−1/6p−p−1/2Γ (p+m/2)Γ ((m+ 1)/2) (8.12)
and B(p,m) := (2pi)1/2e1/6pp+1/2A(p,m). Taking into account the multiplicities, to bound the
sequence in the statement of the theorem, it suffices to find a lower bound for the set
Γp :=
{
λj(K) (N(m, 0)+ N(m, 1)+ · · · + N(m, j− 1))1+(k+β)/m , j = 1, 2, . . . , p.
}
.
However, the number N(m, 0)+ N(m, 1)+ · · · + N(m, j− 1) coincides with the dimension
dmj =
(m+ j− 1)!
m!(j− 1)! +
(m+ j− 2)!
m!(j− 2)! (8.13)
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of the space of all spherical polynomials of degree at most j − 1 in m + 1 variables. Since dmj ≥
2(j− 1)m/m!, a lower bound for the set Γp is then
min
{
λ1(Kp), A(p,m)
(
2
m!
)1+(k+β)/m 1
(2p+m− 2)2p+m−1/2
}
. (8.14)
Since this quantity approaches 0 when p→∞, (iii) follows. 
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