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Abstrakt
Diplomová práce je zameˇrˇena na metodu ekvalizace histogramu a její rozšírˇení o adaptivní okolí.
Práce obsahuje popis základních pojmu˚, na kterých je metoda ekvalizace a adaptivní ekvalizace
postavena. Dále se zabývá vlastnostmi lidského videˇní a principy jeho napodobení. Praktická cˇást
této práce se veˇnuje zhotovením software, který umožnˇuje tyto metody použít a na záveˇr prˇed-
kládá výsledky, kterých bylo dosaženo.
Summary
The diploma thesis is focused on histogram equalization method and his extension by the adaptive
boundary. This thesis contains explanations of basic notions that histogram equalization method
was created. Next part is described the human vision and priciples of his imitation. In practical
part of this thesis was created software that makes it possible to use methods of adaptive his-
togram equalization on real images. At the end is showed some results that was reached.
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Úvod
Ekvalizace histogramu je jedna ze základních matematických metod užívaných pro úpravu obrazu˚.
Prˇedpokládá, že „nejlepším“ obrazem je obraz, který má rovnomeˇrné rozdeˇlení hodnot pixelu˚.
Jejím hlavním prˇínosem je zviditelneˇní míst v obrazu, které cˇloveˇk není schopen rozeznat. Du˚vo-
dem je omezená rozlišovací schopnost lidského videˇní, která dokáže rozeznat úrovneˇ jasu v rˇádu
stovek, kdežto dnešní digitální obrazy používají úrovneˇ jasu v rˇádu˚ tisíc cˇi dokonce milionu˚.
Metoda je hojneˇ používána prˇi zpracování hlavneˇ technických, medicínských a prˇírodoveˇdných
obrazu˚.
Cílem diplomové práce bylo rozšírˇit metodu ekvalizace histogramu o další prvky, které by ji ješteˇ
více prˇiblížili lidskému videˇní. Takto vylepšenou metodu oznacˇujeme termínem Adaptivní ekval-
izace histogramu, kde termín adaptivní vyjadrˇuje prˇizpu˚sobení se lokálním vlastnostnem obrazu
a napodobení tak konstrukce obrazu lidského videˇní. Dalším úkolem bylo vytvorˇení software,
který dokáže metody ekvalizace a adaptivní ekvalizace histogramu použít na reálných obrazech.
První kapitola je zameˇrˇena na základní rozdeˇlení grafických dat, dále se zameˇrˇuje na zavedení
digitálního prostoru spolu s jeho metrikou, logickou a fyzickou doménu, jejich valuace a základní
operace s valuacemi.
Druhá kapitola se zabývá Digitální teorií barev. Popisuje jak a procˇ barvy vznikají a jak je cˇloveˇk
vnímá. Dále se kapitola zabývá rozdeˇlením barevných prostoru˚ a detailneˇ popisuje barevný pros-
tor RGB.
Trˇetí kapitola se dotýká základu˚ Pravdeˇpodobnostního prostoru, na nichž je metoda ekvalizace
histogramu postavena. Cˇtvrtá kapitola se zabývá digitálním obrazem a jeho vytvorˇením.
V páté kapitole se nejdrˇíve zameˇrˇíme na analýzu lidského videˇní a využití vlastností lidského
oka prˇi budování matematických metod zabývajících se úpravou digitálních obrazu˚. Dále si prˇed-
stavíme lineární a nelineární filtry.
V šesté nejdu˚ležiteˇjší kapitole si prˇedstavíme metodu ekvalizace histogramu a na ní navazující
adaptivní metody. V této kapitole je kladen du˚raz na prˇesné matematické zavedení všech metod
adaptivní ekvalizace histogramu.
V sedmé kapitole je strucˇneˇ popsán software, který se snaží ukázat sílu adaptivních metod ekva-
lizace histogramu.
V poslední osmé kapitole jsou ukázány výsledky aplikace metod adaptivní ekvalizace na reálné
obrazy a jsou zde popsány výsledky a problémy, se kterým se mu˚žeme prˇi použití metod adaptivní
ekvalizace histogramu setkat.
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1 Grafická data
Grafická data se deˇlí na data vektorová a bitmapová (rastrová).
Vektorová data, jak již název napovídá, jsou založena na objektu jménem vektor, který je zto-
tožnˇován s „orientovanou“ úsecˇkou, tj. úsecˇkou, na které rozlišujeme pocˇátecˇní a koncový bod,
poprˇ. s velicˇinou, která je urcˇena velikostí, smeˇrem a orientací. V zásadeˇ lze rˇíci, že vektorový
grafický soubor obsahuje informace o objektech složených z krˇivek a jednoduchých teˇles, které
umožnˇují jejich geometrickou konstrukci. Vektorová data jsou použita naprˇ. v technických výkre-
sech.
Bitmapová (rastrová) data neobsahují „vektorové“ informace o uloženém objektu. Soubor teˇchto
dat obsahuje informace o velikosti obrazu, o zpu˚sobu prˇípadné komprese a kódování barev.
Samotný obraz je uložen jako matice, jejíž každý prvek znamená jeden bod obrazu. Rastroveˇ
jsou ukládány informace, které již nebudou dále uprovány systémem, kterým byly vytvorˇeny
nebo obrazy, které nebyly porˇízeny pocˇítacˇem (naprˇ. fotografie). Na rastrovém principu fun-
guje veˇtšina zobrazovacích zarˇízení (monitory, tiskárny, televize apod.). Rastrová data ukládáme
jako sourˇadnice bodu˚, které jsou v souladu s tradicˇní euklidovskou geometrií modelovány jako
bezrozmeˇrné objekty. Zobrazovací plocha výstupního zárˇizení je však fyzické zarˇízení a „body
bez rozmeˇru˚“ zobrazovat resp. vnímat neumí. Místo pojmu bod je proto používán pojem pixel
(z anglického picture element) jako nejmenší zobrazitelný útvar. Prˇi matematickém modelování
je trˇeba rozlišovat pixely ve smyslu logickém (tj. výstupní zarˇízení chápat jako množinu izolo-
vaných euklidovských bodu˚) a ve smyslu fyzickém (tj. výstupní zarˇízení chápeme jako množinu
elementárních plošek).
Navzdory poneˇkud nevhodnému termínu se však nebude jednat o pixely implementované na
konkrétních zarˇízeních, ale o matematický model pixelu˚, který abstrahuje od vlastnosti daných
konkrétním zarˇízením a ponechává jedinou, která je teˇmto zarˇízením spolecˇná – totiž nenulové
rozmeˇry. Vzhledem k tomu, že výstupní zarˇízení pocˇítacˇu˚ jsou témeˇrˇ výhradneˇ obdélníková,
budeme definovat digitální rovinu i fyzické pixely jako obdélníky. Pixely budeme modelovat
jako po dvou disjunktní, prˇestože ani tato vlastnost není na konkrétních zarˇízeních (zvlášteˇ prˇi
nastavení prˇíliš vysokého rozlišení) splneˇna.
Logické pixely: Jestliže chceme na fyzický pixel odkazovat sourˇadnicemi, pak na rˇadeˇ grafických
aplikacích je du˚ležité také to, na který euklidovský bod fyzického pixelu odkazujeme – zda na
strˇed, neˇkterý z vrcholku˚ (a na který), cˇi na neˇjaký jiný bod. Body, na které odkazujeme sourˇad-
nicemi, se obvykle nazývají logické pixely a jejich prˇípadneˇ potrˇebná výše uvedená specifikace
se nazývá adresace cˇi mapování. Mapování (tj. vzájemné prˇirˇazení) mezi fyzickými a logickými
pixely musí odpovídat skutecˇné velikosti a usporˇádání fyzických pixelu˚. Na jednotlivé logické
pixely se odkazuje tzv. sveˇtovými sourˇadnicemi.
Barva: Každý pixel je v bitmapovém souboru reprezentován urcˇitým pocˇtem bitu˚. Tím je urcˇen
pocˇet barev, které mu˚že daný pixel nabýt. Je-li n pocˇet bitu˚ na pixel, je možno zobrazit 2n barev.
Dvouúrovnˇová (jednobitová) zarˇízení dovolují zobrazovat dveˇ úrovneˇ (naprˇ. jehlicˇkové tiskárny).
Lidské oko má konecˇný pocˇet barevných receptoru˚, které obsáhnou rozsah sveˇtelných frekvencí
380 – 770 nm. Tvrdí se, že lidské oko dovede rozeznat až deset milionu barev. Zarˇízení, které
je schopno zobrazit 224 = 16 777 216 barev, považujeme proto za true color (pravé barvy). True
color zarˇízení tedy potrˇebuje 24 = 3 × 8 bitu˚ = 3 byty na pixel.
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1.1 Definice digitálního prostoru a digitální geometrie
V celém textu uvažujme k ∈ {1, 2, ..., n}.
Definice 1.1. Necht’ kI = {0, 1, ..., ik, ...,mk} jsou indexové množiny. Pak množinu I(n) =
n
k=1
kI
nazýváme multiindexem.
Definice 1.2. Necht’ kJ = 〈ak; bk) jsou intervaly. Množinu J(n) =
n
k=1
kJ nazýváme n-rozmeˇrným
nosicˇem digitálního prostoru.
Definice 1.3. Necht’ kD =
{
kx0, kx1, ..., kxik , ..., kxmk
}
jsou ekvidistantní deˇlení intervalu˚
kJ = 〈ak; bk). Množinu D(n) =
n
k=1
kD nazýváme ekvidistantním multideˇlením nosicˇe J(n).
Definice 1.4. Necht’ J(n) =
n
k=1
kJ je nosicˇ digitálního prostoru, D(n) =
n
k=1
kD jeho ekvidistantní
multideˇlení. Usporˇádanou dvojici D(n) =
(
J(n); D(n)
)
nazýváme n-rozmeˇrným digitálním pros-
torem. Usporˇádanou n-tici r = (m1,m2, ...,mk, ...,mn) nazýváme rozlišení prostoru D(n).
1.2 Fyzická doména, fyzický prostor
Definice 1.5. Podmnožinu F(n) ⊂ J(n) nosicˇe J(n) digitálního prostoru D(n) =
(
J(n); D(n)
)
nazýváme
fyzickou n–D doménou práveˇ tehdy, když
F(n) =
〈
1xi1 ; 1xi1+1
) × 〈2xi2; 2xi2+1) × ... × 〈kxik ; kxik+1) × ... × 〈nxin; nxin+1) = n
k=1
〈
kxik ; kxik+1
)
.
Zapisujeme F(n) =
n
k=1
〈
kxik ; kxik+1
)
= F(n)[i1,i2,...,ik ,...,in] = F
(n)
i .
Cˇíslo kvi = kxik+1 − kxik ; ik ∈ i nazýváme k-tým rozmeˇrem fyzické n–D domény F(n)i .
Veˇta 1.1. k-té rozmeˇry kvi všech fyzických n–D domén Fi ∈ D(n) jsou si rovny.
Du˚kaz. Tvrzení plyne prˇímo z prˇedpokládané ekvidistantnosti deˇlení kD. 
Poznámka 1.1. Veˇta umožnˇuje vynechávat u rozmeˇru˚ fyzické n–D domény jeho multiindex,
tj. psát jen kv. Nebude-li hrozit nedorozumeˇní, budeme u n–D domény rovneˇž vynechávat údaj o
její dimenzionaliteˇ, tj. místo n–D doména bude psát jen doména.
Veˇta 1.2. Množina F(n) =
{
F(n) =
n
k=1
〈
kxik ; kxik+1
)
; ik ∈ kI
}
všech fyzických domén nosicˇe J(n) di-
gitálního prostoru D(n) =
(
J(n); D(n)
)
je rozkladem nosicˇe J(n).
Du˚kaz. Du˚kaz je uveden v [1], str. 50. 
Veˇta 1.3. Necht’ D(n) =
(
J(n); D(n)
)
je digitální prostor, A, B ∈ J(n) libovolné body jeho nosicˇe.
Relace ρ ⊂ J(n) × J(n) definovaná vztahem ρ (A, B) ⇔ ∃Fi ∈ F(n) : A ∈ Fi ∧ B ∈ Fi je ekvivalence
na J(n).
Definice 1.6. Faktorovou množinu F(n) = J(n)/ρ z prˇedchozí veˇty nazýváme fyzickým prostorem
nosicˇe J(n) resp. prostoruD(n) =
(
J(n); D(n)
)
. Rozlišením fyzického prostoru F(n) rozumíme rozlišení
prostoru D(n).
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Poznámka 1.2. V literaturˇe se cˇasto používají pojmy „pixel“ jako „nejmenší (nedeˇlitelný) objekt
zobrazitelný na daném výstupním zarˇízení“, méneˇ cˇasto „voxel“ jako „nejmenší (nedeˇlitelný)
objemový element“. Z hlediska budované teorie jsou tyto objekty speciálními prˇípady domén –
pixel je fyzickou 2–D doménou, voxel fyzickou 3–D doménou. Ve výše uvedené definici domén
je zámeˇrneˇ vynechán požadavek „nedeˇlitelnosti“, nebot’ v jistých speciálních prˇípadech bude
„deˇlitelnost“ výhodou.
1.3 Logická doména, logický prostor, mapování
Definice 1.7. Necht’ F(n) je fyzický prostor digitálního prostoru D(n), kv rozmeˇry jeho fyzických
domén. Dále necht’ C ∈ J(n) : C = [c1, c2, ..., ck, ..., cn] ; ck ∈ 〈0; kv). Množinu
CL
(n) =
n
k=1
{
krik ∈ R|∀k ∈ {1, 2, ..., n} : krik ∈
〈
kxik ; kxik+1
) ∧ krik − kxik = ck}
nazýváme logickým prostorem prostoru D(n) =
(
J(n); D(n)
)
, její prvky CLi; i = [i1, i2, ..., ik, ..., in],
logické domény. Rozlišením logického prostoru CL(n) rozumíme rozlišení prostoru D(n).
Veˇta 1.4. Necht’ F(n) je fyzický prostor, CL(n) logický prostor téhož digitálního prostoru
D(n) =
(
J(n); D(n)
)
. Zobrazení Cϕ : F(n) → CL(n) takové, že Cϕ (Fi) = CLi ∈ Fi, je bijekce.
Du˚kaz. Du˚kaz je uveden v [1], str. 51. 
Definice 1.8. Zobrazení Cϕ : F(n) → CL(n) z prˇedchozí veˇty nazýváme mapování fyzického pros-
toru F(n). Bod C ∈ J(n) : C = [c1, c2, ..., ck, ..., ] ; ck ∈ 〈0; kv) nazýváme jeho rˇídícím bodem.
Poznámka 1.3. V du˚sledku veˇty 1.4 existuje ke každému mapování Cϕ : F(n) → CL(n) mapování
inverzní, tj. Cϕ−1 : CL(n) → F(n). Díky tomu je možné každé fyzické doméneˇ Fi mapováním
Cϕ prˇirˇadit práveˇ jednu logickou doménu CLi a naopak každé logické doméneˇ CLi inverzním
mapováním Cϕ−1 práveˇ jednu fyzickou doménu Fi.
Definice 1.9. Mapování Vϕ : F(n) → VL(n), v jehož rˇídícím bodem je bod V = [0, 0, ..., 0],
nazýváme vrcholovým mapováním. Mapování Sϕ : F(n) → SL(n), jehož rˇídícím bodem je bod
S =
[
1v
2 ,
2v
2 , ...,
kv
2 , ...,
nv
2
]
, nazýváme strˇedovým mapováním.
Definice 1.10. Necht’ D(n) =
(
J(n); D(n)
)
je digitální prostor, kv rozmeˇry jeho domén, Cϕ : F(n) →
CL
(n) libovolné mapování. Dále necht’ Rn je n-dimenzionální reálný vektorový prostor s bází
{ek}nk=1 ; ek = (0, 0, ..., kv, ..., 0). Usporˇádanou (n + 2)-ticiLn =
〈
L(n), S , e1, e2, ..., ek, ..., en
〉
nazýváme
sveˇtovou sourˇadnou soustavou logického prostoru L(n). Usporˇádanou (n + 2)-tici
Fn =
〈
F(n), S , e1, e2, ..., ek, ..., en
〉
nazýváme sveˇtovou sourˇadnou soustavou fyzického prostoru
F(n) indukovanou mapováním Cϕ. Usporˇádanou (n + 2)-tici Dn =
〈
D(n), S , e1, e2, ..., ek, ..., en
〉
nazýváme sveˇtovou sourˇadnou soustavou fyzického prostoru D(n) indukovanou mapováním Cϕ.
1.4 Metriky digitálního prostoru
Veˇta 1.5. Necht’ F(n) je fyzický prostor, ck > 0, E(n)F ; P
(n)
F
; C(n)
F
zobrazení F(n) × F(n) → R
taková, že E(n)
F
(
F(n)i ; F
(n)
j
)
=
√
n∑
k=1
ck (ik − jk)2; P(n)F
(
F(n)i ; F
(n)
j
)
=
n∑
k=1
ck |ik − jk|; C(n)F
(
F(n)i ; F
(n)
j
)
=
max {ck |ik − jk|}nk=1. Pak E(n)F ; P(n)F ; C(n)F jsou metriky F(n).
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Du˚kaz. Du˚kaz je uveden v [1], str. 52. 
Definice 1.11. Metriky E(n)
F
; P(n)
F
; C(n)
F
z prˇedchozí veˇty nazýváme po rˇadeˇ váženou euklidovskou,
váženou pošt’áckou a váženou cˇtvercovou metrikou fyzického prostoru F(n).
Veˇta 1.6. Necht’ L(n) je logický prostor, ck > 0, E(n)L ; P
(n)
L
; C(n)
L
zobrazení L(n) × L(n) → R
taková, že E(n)
L
(
L(n)i ; L
(n)
j
)
=
√
n∑
k=1
ck (ik − jk)2; P(n)L
(
L(n)i ; L
(n)
j
)
=
n∑
k=1
ck |ik − jk|; C(n)L
(
L(n)i ; L
(n)
j
)
=
max {ck |ik − jk|}nk=1. Pak E(n)L ; P(n)L ; C(n)L jsou metriky L(n).
Du˚kaz. Du˚kaz je analogický k veˇteˇ 1.5. 
Definice 1.12. Metriky E(n)
L
; P(n)
L
; C(n)
L
z prˇedchozí veˇty nazýváme po rˇadeˇ váženou euklidovskou,
váženou pošt’áckou a váženou cˇtvercovou metrikou logického prostoru L(n).
Poznámka 1.4. Je zrˇejmé, že metriky E(n)
F
; P(n)
F
; C(n)
F
v prostoru F(n) jsou po rˇadeˇ ekvivalentní
s metrikami E(n)
L
; P(n)
L
; C(n)
L
v prostoru L(n). Pokud bude zrˇejmé, ve kterém prostoru pracujeme,
budeme psát strucˇneˇ E(n); P(n); C(n). Nadále bude pro strucˇnost vynechávat prˇívlastek „vážená“.
Definice 1.13. Necht’ F(n)i ; F
(n)
j jsou dveˇ ru˚zné fyzické domény téhož fyzického prostoru F (n), F
(n)
i ;
F
(n)
j jejich uzáveˇry. Doménu F
(n)
j nazveme sousedem domény F
(n)
i práveˇ tehdy, když F
(n)
i ∩F
(n)
j , ∅.
Definice 1.14. Necht’ F (n) je fyzický prostor, CL(n) je logický prostor téhož digitálního prostoru
D(n), L(n)i , L(n)j ∈ CL(n), Cϕ−1 : Li → Fi, Cϕ−1 : L(n)j → F(n)j . Logickou doménu L(n)j nazveme
sousedem logické domény L(n)i práveˇ tehdy, když F
(n)
j je sousedem F
(n)
i .
Veˇta 1.7. Fyzická doména F(n)j je sousedem domény F
(n)
i práveˇ tehdy, když C
(n)
L
(
F(n)i ; F
(n)
j
)
= 1.
Du˚kaz. Du˚kaz je uveden v [1], str. 54. 
1.5 Valuace a digitální objekty
Klasická euklidovská syntetická geometrie modeluje své objekty tak, že studuje prvky a podm-
nožiny prostoru En, jejich vzájemné vztahy („polohové úlohy“), cˇi tyto podmonžiny definovaným
zpu˚sobem meˇrˇí („metrické úlohy“). Je-li v En definována podmnožina – euklidovský objekt P,
znamená to, že je známo pravidlo, podle kterého lze jednoznacˇneˇ rozhodnout, zda bod X ∈ En do
P patrˇí cˇi nikoliv, tj. zda je X ∈ P anebo X < P. Toto pravidlo lze formálneˇ zapsat jako zobrazení
ρ : En → Rn, jehož prostrˇednictvím prˇirˇazuje bodu˚m sourˇadnice.
Provedeme-li analogickou konstrukci v digitálním prostoru, lze tímto zpu˚sobem urcˇit jeho podm-
nožiny – fyzické objekty. Je-li totiž P(n)
F
⊆ F(n) a definujeme-li zobrazení ρF : F(n) → {0, 1} tak,
že ∀Fi ∈ F(n) : ρF (Fi) = 1 ⇔ Fi ∈ P(n)F , je zrˇejmé, že množina P(n)F ⊆ F(n) jednoznacˇneˇ urcˇuje
zobrazení ρF a naopak. Zcela analogicky pro logický prostor(
P(n)
L
⊆ L(n)
)
∧
[(
ρL : L(n) → {0, 1}
) (
∀L(n)i ∈ L(n) : ρL
(
L(n)i
)
= 1⇔ L(n)i ∈ P(n)L
)]
.
Konstrukce zobrazení ρF resp. ρL na jedné straneˇ a množin P(n)F resp. P(n)L na straneˇ druhé tak
prˇedstavuje pouze dva ru˚zné pohledy na tentýž problém. Zobrazení ρF resp. ρL budeme nazývat
binární valuací fyzického resp. logického prostoru a objekt „indukovaný“ tímto zobrazením pak
rozmeˇrný objekt (n–D objekt). Nebude-li nutné rozlišovat mezi fyzickým a logickým prostorem,
lze obecneˇ mluvit o digitálním objektu.
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Definice 1.15. Necht’ F(n) je fyzický prostor. Zobrazení βF : F(n) → {0, 1} nazýváme binární
valuací fyzického prostoru F(n).
Definice 1.16. Necht’ F(n) je fyzický prostor, βF : F(n) → {0, 1} jeho binární valuace. Dále necht’
CL
(n) je logický prostor téhož digitálního prostoru D(n), Cϕ : F(n) → CL(n) mapování. Zobrazení
βL : CL(n) → {0, 1} takové, že
∀L(n)i ∈ CL(n) : βL
(
L(n)i
)
= 1⇔
(
Cϕ
−1 (L(n)i ) = F(n)i ) ∧ (βF (F(n)i ) = 1)
nazýváme binární valuací logického prostoru CL(n).
Definice 1.17. Euklidovským n–D objektem rozumíme libovolnou podmnožinu EP(n) nosicˇe J(n)
digitálního prostoru D(n).
Definice 1.18. Necht’ F(n) je fyzický prostor. Fyzickým n–D objektem rozumíme libovolnou podm-
nožinu FP(n) prostoru F(n).
Definice 1.19. Necht’ CL(n) je logický prostor. Logickým n–D objektem rozumíme libovolnou
podmnožinu LP(n) prostoru CL(n).
Definice 1.20. Necht’ F(n) je fyzický prostor, FP(n) fyzický n–D objekt. Dále necht’ CL(n) je logický
prostor téhož digitálního prostoru D(n), Cϕ : F(n) → CL(n) mapování. Logický n–D objekt LP(n),
pro který je Cϕ : FP(n) → LP(n), budeme nazývat logickým obrazem objektu FP(n). Objekt FP(n)
budeme nazývat fyzickým vzorem logického objektu LP(n).
Definice 1.21. Necht’ J(n) je nosicˇ digitálního prostoru D(n), EP(n) ⊆ J(n) je euklidovský n–D
objekt. Množinu FP(n) ⊆ F : FP(n) =
{
Fi ∈ F(n) | Fi ∩ EP(n) , ∅
}
budeme nazývat fyzickým grafem
euklidovského n–D objektu EP(n) ve fyzickém prostoru F(n). Logický obraz LP(n) fyzického grafu
FP(n) objektu EP(n) budeme nazývat logickým grafem tohoto v F(n).
Definice 1.22. Necht’ F(n) je fyzický prostor, A je libovolná, minimálneˇ dvouprvková množina.
Zobrazení βF : F(n) → A nazýváme obecnou valuací fyzického prostoru F(n).
Definice 1.23. Necht’ F(n) je fyzický prostor, A je libovolná, minimálneˇ dvouprvková množina,
βF : F(n) → A jeho obecná valuace. Dále necht’ CL(n) je logický prostor téhož digitálního prostoru
D(n), Cϕ : F(n) → CL(n) mapování. Zobrazení βL : CL(n) → A takové, že
∀Li ∈ CL(n);∀a ∈ A : βL (Li) = a⇔
(
Cϕ
−1 (Li) = Fi
)
∧ (βF (Fi) = a)
nazýváme obecnou valuací logického prostoru CL(n).
Definice 1.24. Necht’ β : D(n) → A je valuace digitálního prostoru. Je-li A cˇíselná množina,
nazýváme valuaci β numerickou valuací. Speciálneˇ, je-li A ⊂ N
(A ⊂ Z; A ⊂ Q; A ⊂ R; A ⊂ C) hovorˇíme o valuaci prˇirozené (celé, racionální, reálné, komplexní).
Definice 1.25. Valuaci digitálního prostoru libovolnou m prvkovou množinou nazýváme m-ární
valuací digitálního prostoru.
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1.6 Základní operace s valuacemi
Definice 1.26. Necht’ βi : D(n)i → Ai; i = 1, 2, ..., k je posloupnost cˇíselných valuací digitálních
prostoru˚ F(n)i . Dále necht’ F j ∈
r⋂
i=1
F
(n)
i , βi
(
F j
)
= ai a f : Rk → R je funkce k promeˇnných, pro
jejíž definicˇní obor je D( f ) ⊇ k⋂
i=1
F
(n)
i . Valuaci β :
(
k⋂
i=1
F
(n)
i
)
→ A prostoru k⋂
i=1
F
(n)
i nazýváme složení
valuací βi práveˇ tehdy, když pro každé F ∈
k⋂
i=1
F
(n)
i platí β (F) = f (a1; a2; ...; ak).
Definice 1.27. Necht’ βi : D(n)i → Ai; i = 1, 2, ..., r je posloupnost cˇíselných valuací digitálních
prostoru˚ F(n)i . Zobrazení
r⊗
i=1
βi :
(
k⋂
i=1
D
(n)
i
)
→
(
r
i=1
Ai
)
nazýváme soucˇinem valuací βi.
Definice 1.28. Zobrazení β : B→ A se nazývá valuace
fyzického prostoru fyzickým prostorem práveˇ tehdy, když B = F(n); A = F(m),
fyzického prostoru logickým prostorem práveˇ tehdy, když B = F(n); A = L(m),
logického prostoru fyzickým prostorem práveˇ tehdy, když B = L(n); A = F(m),
logického prostoru logickým prostorem práveˇ tehdy, když B = L(n); A = L(m).
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2 Digitální teorie barev
Obraz na výstupním zarˇízení vzniká obarvením fyzických pixelu˚. Pocˇet barev, kterými lze daný
pixel obarvit, je dán pocˇet hodnot, kterých mu˚že každý pixel nabýt, tj. pocˇet bytu˚ rezervovaných
v obrazové pameˇti pocˇítacˇe pro každý pixel.
Viditelné sveˇtlo je polarizovaným elektromagnetickým zárˇením s vlnovou délkou od 720 nm
(cˇervené sveˇtlo) do 380 nm (fialové sveˇtlo). Zárˇení s vyššími vlnovými délkami (nižší frekvencí)
oznacˇujeme jako infracˇervené, mikrovlnné (tepelné) a rádiové zárˇení s nižší vlnovou délku (vyšší
frekvencí) je pak ultrafialové, rentgnenové a kosmické. Smeˇr elektrického a magnetického pole
jsou navzájem kolmé a oba smeˇry jsou kolmé na smeˇr šírˇení vlny.
2.1 Zdroj sveˇtla
Nejcˇasteˇji se zdroje sveˇtla deˇlí podle tvaru˚, resp. rozmeˇru˚ na zdroje bodové a plošné. A dále se
deˇlí podle prˇícˇiny zárˇení na zdroje vlastní a nevlastní. Za vlastní považujeme teˇlesa, u nichž jsou
splneˇny podmínky, za nichž vzniká zárˇení prˇímo v teˇlese (Slunce, žárovka apod). K nevlastním
rˇadíme zdroje, které samy nezárˇí, ale odrážejí a rozptylují zárˇení jiných zdroju˚ (Meˇsíc, mraky,
papír apod.).
2.1.1 Bodové a plošné zdroje
Zdrojem meˇrˇitelného množství energie mu˚že být jen zdroj nenulových rozmeˇru˚. Pozorujeme-li ho
však ze vzdálenosti, která znacˇneˇ jeho rozmeˇry prˇevyšuje, lze tyto rozmeˇry zanedbat a hovorˇíme
o neˇm jako o zdroji bodovém.
Definice 2.1. Zárˇivý tok je cˇíselneˇ roven podílu energie prˇenášené zárˇením a cˇasu : Φ = dEdt .
Fyzikální rozmeˇr zárˇivého toku je [Φ] =
[
J
s
]
= [W].
Definice 2.2. Intenzita vyzarˇování je cˇíselneˇ rovna podílu zárˇivého toku a zárˇicí plochy H = dΦdS .
Rozmeˇr [H] =
[
W
m2
]
.
Prostudujme nejdrˇív prˇíklad, kdy rozmeˇry sveˇtelného zdroje jsou zanedbatelné (bodový zdroj).
Uvažujme paprsky vycházející z bodového zdroje a protínající v prostoru zvolenou plochu S .
Ty tvorˇí tzv. zárˇivou trubici. Prˇedpokládáme-li, že se zárˇení šírˇí v neabsorbujícím prostrˇedí, pak
zárˇivý tok Φ, který prochází rˇezem zárˇivé trubice s libovolnou další plochou je stálý, nebot’
plášteˇm trubice žádná energie neprochází. Je-li tímto rˇezem pru˚nik zárˇivé trubice s kulovou plo-
chou se strˇedem v bodovém zdroji, pak pomeˇr plochy rˇezu a cˇtverce polomeˇru kulové plochy
S 1
r21
= S 2r22
= ω je stálý a definuje tzv. prostorový úhel. Pro danou trubici jsou tedy zárˇivý tok Φ a
prostorový úhel ω stálém jejich podíl urcˇuje zárˇivost:
Definice 2.3. Definujme zárˇivost bodového zdroje I = dΦdω .
Definice 2.4. Definujme meˇrnou zárˇivost plošného zdroje I = ∆I
∆S .
Rozmeˇr meˇrné zárˇivosti je [L] =
[
J
m2
]
= [H]. Meˇrná zárˇivost je tedy rozmeˇroveˇ rovna intenziteˇ
vyzarˇování. Cˇíselneˇ je rovna zárˇivosti plochy, jejíž pru˚meˇt do roviny kolmé k danému smeˇru má
jednotkovou velikost.
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2.1.2 Vlastní zdroje
Lze je deˇlit podle zpu˚sobu, jakým jsou buzeny. Buzení mu˚že být realizováno vysokou teplotou –
tepelné zdroje, absorbcí zárˇení – luminiscencˇní zdroje, u plynu˚ též elektrickým polem – výbojové
zdroje.
Tepelné zdroje vydávají tepelné zárˇení. Obecneˇ nemusí každá ploška zárˇicího teˇlesa vysílat stejný
zárˇivý tok, zákony teplotního zážení budou proto vyjadrˇovat pomocí intenzity vyzarˇování.
Každá látka zárˇení nejen vysílá, ale i prˇijímá. Toto zárˇení je cˇástecˇneˇ odraženo, cˇastecˇneˇ pohlceno
a cˇástecˇneˇ teˇlesem prochází.
Definice 2.5. Relativní absorbce je pomeˇr mezi pohlcenou a prˇijatou energií
α = EaE .
Definice 2.6. Absolutneˇ cˇerné teˇleso je látka, pro kterou je α = 1.
Definice 2.7. Kandela je 160 zárˇivosti plochy 1 cm
2 absolutneˇ cˇerného teˇlesa kolmé ke smeˇru šírˇení
paprsku˚ prˇi teploteˇ tuhnoucí platiny 1772 ◦C za normálního tlaku 1,01352·105 Pa.
Veˇta 2.1. Kirchhoffu˚v zákon: Oznacˇme H0 intenzitu vyzarˇování absolutneˇ cˇerného teˇlesa. Pak
existuje funkce f taková, že H0 = f (T ).
Podle Kirchhoffova zákona tedy intezita vyzarˇování absolutneˇ cˇerného teˇlesa závisí pouze na jeho
teploteˇ.
Definice 2.8. Intenzita vyzarˇování na vlnové délce λ: Hλ = dHdλ .
Rozmeˇr [Hλ] =
[
Wm−3
]
.
Definice 2.9. Zárˇivý tok na vlnové délce λ: Φλ = dΦdλ .
Rozmeˇr [Φλ] =
[
Wm−1
]
.
Veˇta 2.2. Stefanu˚v – Boltzmannu˚v zákon:
H0 = σT 4;σ = 5, 67 · 10−3Wm−2K−4.
Podle Stefanova – Boltzmannova zákona lze naprˇ. urcˇit teplotu slunecˇního povrchu. Ze známé tzv.
solární konstanty, která vyjadrˇuje ozárˇení zemského povrchu Sluncem, vychází pro povrchovou
teplotu Slunce 5900 K.
Veˇta 2.3. Wienu˚v zákon: oznacˇme λmax vlnovou délku, na které teˇleso o teploteˇ T vysílá maximum
hustoty intenzity vyzarˇování. Pak
λmaxT = b; b = 2, 898 · 10−3mK.
Poznámka 2.1. Z Wienova zákona vyplývá, že roste-li teplota, posouvají se maxima ke kratším
vlnovým délkám.
Veˇta 2.4. Plancku˚v zákon:
T H0λ =
2pi
λ5
· hc
2
exp
(
hc
kTλ
)
− 1
,
kde c = 2, 9979245 · 108ms−1 je rychlost sveˇtla ve vakuu, h = 6, 626176 · 10−34Js je Planck-
ova konstanta, k = 1, 380662 · 10−23JK−1 je Boltzmannova konstanta, T je absolutní teplota v
Kelvinech.
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Definice 2.10. Bílým zárˇením rozumíme zárˇení ve viditelné oblasti, jehož zdrojem je absolutneˇ
cˇerné teˇleso.
Poznámka 2.2. Všechny uvedené vzorce platí i pro oblast viditelného spektra. Vztahujeme-li
je však pouze na viditelné sveˇtlo, používáme místo „zárˇení“, „zárˇivý“ apod. pojmy „sveˇtlo“,
„sveˇteˇlný“ apod. Místo pojmu „meˇrná zárˇivost“ je pak cˇasteˇji používán pojem „jas“ (místo
„meˇrná svítivost“).
2.2 Pozorovaný prˇedmeˇt
Dalším faktorem, který ovlivnˇuje výsledný barevný vjem, jsou reflexní a absorbcˇní vlastnosti
pozorovaného prˇedmeˇtu. Jak již bylo konstatováno, na rozhraní dvou optických prostrˇedí dochází
k odrazu – reflexi, pohlcení – absorbci a pru˚chodu do nového prostrˇedí se soucˇasnou zmeˇnou
smeˇru šírˇení zárˇení – refrakci.
Veˇta 2.5. Zákon odrazu: Necht’ ω je plocha ohranicˇující jistý 3-D objekt, B ∈ ω je bod na této
ploše, n je normála ω procházející bodem B, l1 sveˇtelný paprsek dopadající na plochu ω v bodeˇ
B. Oznacˇme α1 odchylku prˇímek n, l1. Oznacˇme l2 paprsek vystupující z bodu B do pu˚vodního
prostrˇedí – odražený paprsek, který svírá s normálou n úhel α2. Pak platí: prˇímky l1, n, l2 leží v
téže rovineˇ a α1 = α2.
Poznámka 2.3. Je-li hranicí pozorovaného prˇedmeˇtu cˇást roviny, pak v du˚sledku zákona odrazu
je dopadající rovnobeˇžný svazek paprsku˚ odražen opeˇt jako rovnobeˇžný svazek. To je však dostatecˇ-
neˇ prˇesneˇ splneˇno jen u tzv. reflexních ploch, tj. dokonale vylešteˇných kovových a podobných
ploch. Cˇím drsneˇjší je povrch pozorovaného prˇedmeˇtu, tím náhodneˇjší je smeˇr normály v daném
bodeˇ a tím náhodneˇjší je i smeˇr odraženého paprsku. Takové plochy nazýváme difuzními. U
ideální difuzní plochy je každý bod dopadu zdrojem svazku paprsku˚ šírˇících se rovnomeˇrneˇ všemi
smeˇry. Tomuto ideálu dokonale rozptylujícího povrchu se blíží nepolévaný porcelán, neklížený
papír, cˇerstveˇ napadlý sníh, sádra, krˇída apod.
Veˇta 2.6. Zákon lomu: Necht’ ω je plocha ohranicˇující jistý 3-D objekt, B ∈ ω je bod na této
ploše, n je normála ω procházející bodem B, l1 sveˇtelný paprsek dopadající na plochu ω v bodeˇ
B, n1 index lomu pu˚vodního prostrˇedí. Oznacˇme α1 odchylku prˇímek n, l1. Oznacˇme l2 paprsek
vystupující z bodu B do nového prostrˇedí s indexem lomu n2 – lomený paprsek, který svírá s
normálou n úhel α2. Pak platí: prˇímek l1, n, l2 leží v téže rovineˇ a sinα1sinα2 =
n1
n2
.
Poznámka 2.4. Také zákon lomu je prakticky dobrˇe splneˇn jen u hladkých ploch. U drsných
povrchu˚ dochází k rozptylu lomeného svazku podobneˇ, jako v prˇedchozí poznámce.
Index lomu závisí jednak na optickém prostrˇedí, jednak na vlnové délce použitého sveˇtla. Tento
jev umožnˇuje rozklad bílého sveˇtla na barevné svazky – spektrum. Závislost indexu lomu na
vlnové délce je nazývána disperze materiálu:
Definice 2.11. Disperze materiálu: D = dndλ .
Definice 2.12. Zárˇení ve viditelné oblasti, které vznikne bud’ odrazem bílého sveˇtla od daného
objektu (u nevlastního sveˇtelného zdroje) nebo jehož je objekt sám zdrojem (u vlastního zdroje) –
tzv. emisní spektrum, nebo pru˚chodem bílého sveˇtla objektem – tzv. absorbcˇní spektrum.
Veˇta 2.7. Oznacˇme F (T, λ) spektrum absolutneˇ cˇerného teˇlesa ve viditelné oblasti (spektrum
bílého teˇlesa), E (T, λ) emisní spektrum prˇedmeˇtu po dopadu tohoto bílého sveˇtla, A (T, λ) ab-
sorbcˇní spektrum téhož prˇedmeˇtu po pru˚chodu téhož bílého sveˇtla. Pak F (T, λ) = E (T, λ) +
A (T, λ). Jinými slovy – absorbcˇní spektrum je negativem spektra emisního.
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2.3 Pozorovatel – lidské videˇní
Zrak je smysl, který umožnˇuje živocˇichu˚m vnímat sveˇtlo, ru˚zné barvy, tvary a slouží k orientaci v
prostoru. Zrak je zameˇrˇen prˇedevším na vnímání kontrastu, tím i kontur a dovoluje videˇní kontur
prˇedmeˇtu˚, jejich vzdálenost a významneˇ se podílí na orientaci v prostoru.
Zrakový vjem vzniká tím, že sveˇtelné paprsky po odrazu od okolních prˇedmeˇtu˚ vstupují do oka,
procházejí optickou soustavou a spojují se na sítnici. Nejcitliveˇjší místo sítnice, tj. žlutá skvrna je
v pru˚secˇíku osy oka se sítnicí. Naopak nejméneˇ citlivým místem je slepá skvrna, která se nachází
v místeˇ, kde do oka vstupuje zrakový nerv. Sítnice je tvorˇena 11 vrstvami dvou druhu˚ citlivých
buneˇk – nazývají se tycˇinky a cˇípky. Na cˇípcích se vyskytují bunˇky X, Y, Z – každá má svoji prˇesneˇ
definovanou spektrální citlivost. Následkem absorpce dopadajícího sveˇtla v barvivech zmíneˇných
buneˇk dochází ke zmeˇneˇ jejich stavu, což zpu˚sobuje nervové podráždeˇní prˇenášené ocˇním nervem
až do mozku.
Obrázek 1: Relativní citlivost cˇípku˚ ve viditelném spektru
Definice 2.13. Uvažujme X (λ), Y (λ) a Z (λ) jako relativní citlivost jednotlivých buneˇk, S (λ)
sveˇtlený zdroj, R (λ) remisní spektrum a Qx, Qy, Qz jsou váhové koeficienty pro tyto bunˇky. Potom
x, y a z oznacˇíme jako míru podráždeˇní buneˇk X, Y, Z. Jednotlivé míry podráždeˇní definujeme jako
x = Qx
∫ 700
400
X (λ) S (λ) R (λ) ,
y = Qy
∫ 700
400
Y (λ) S (λ) R (λ) ,
z = Qz
∫ 700
400
Z (λ) S (λ) R (λ) .
Definice 2.14. Barevné sourˇadnice x, y, z prˇíslušné spektrální barvy jsou definovány vztahy:
x = xx+y+z , y =
y
x+y+z , z =
z
x+y+z . Platí: x + y + z = 1
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Obrázek 2: Diagram chromaticˇnosti
Charakteristickou vlastností tycˇinek je, že jsou znacˇneˇ citlivé na zmeˇnu intenzity sveˇtla, ale
všechny barvy bychom jimi vnímali jen jako šedomodré. Proto jsou urcˇeny k videˇní prˇi slabém
osveˇtlení. Naopak citlivost cˇípku˚ na sveˇtlo je menší, avšak práveˇ jimi rozeznáváme prˇi beˇžném
denním osveˇtlení barvy kolem nás. Rozložení tycˇinek a cˇípku˚ na sítnici není rovnomeˇrné. Ve
žluté skvrneˇ prˇevládají cˇípky, na 1 mm2 jich je až 150 tisíc, zatímco tycˇinek pouhé 3 tisíce. Se
zveˇtšující se vzdáleností od žluté skvrny však hustota tycˇinek vzru˚stá, celkový pocˇet tycˇinek se
odhaduje na 120 až 150 miliónu˚ a cˇípku˚ na 6 až 7 miliónu˚.
Oko není citlivé ke všem barvám stejneˇ, nejcitliveˇji vnímá sveˇtlo o vlnové délce 555 nm, tedy
žlutozelenou barvu. Z celkového zárˇivého toku jen velmi malá cˇást má schopnost vzbudit zrakový
vjem. Jak velká tato cˇást je, závisí na teploteˇ zárˇicˇe. Nejveˇtší (asi 50%) je prˇi teploteˇ asi 6000K.
Není jisteˇ náhodou, že se jedná práveˇ o povrchovou teplotu Slunce. Lidské oko bylo beˇhem svého
dlouhodobého vývoje na tento zárˇicˇ optímálneˇ naladeˇno.
Definice 2.15. Fotometerickým jasem rozumíme meˇrnou zárˇivost v oboru viditelného spektra.
Fyziologickým jasem rozumíme zhodnocení fotometrického jasu lidským okem.
Je zrˇejmé, že fotometrický jas je objektivní meˇrˇitelná velicˇina, zatímco fyziologický jas závisí na
pozorovateli (je urcˇen osveˇtlením sítnice).
Lidský zrak nemá schopnost meˇrˇit intenzitu a spektrální složení sveˇtla, umí pouze srovnávat z
hlediska jasu (srovná daný bod s okolím). Data ze sítnice jsou prˇenášena do mozku, který je
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zpracovává. To co vidíme je ve skutecˇnosti matematický model, který se neustále opravuje v
závislosti na datech ze sítnice, zkušeností (prˇi zpracování obrazu) a prˇedchozích znalostí.
Rozlišovací schopnost lidského oka je omezena, a to jak co do pocˇtu barev, které je schopno
rozeznat (barevná rozlišovací schopnost, tak co do velikosti pozorovaných prˇedmeˇtu˚ (tvarová
rozlišovací schopnost). Beˇžná barevná rozlišovací schopnost je 3,5 – 5 milionu˚ barev, u speciálneˇ
trénovaných jedincu˚ až 10 milionu˚. Velikost prˇedmeˇtu˚, které dokáže oko rozlišit, závisí na rˇadeˇ
faktoru˚, z nichž nejdu˚ležiteˇjší je kontrast prˇedmeˇtu˚ vzhledem k pozadí a rozlišovací shopnost oka.
Pozorujeme-li barevnost prˇedmeˇtu˚ kolem nás, je tento vjem dán celkovým spektrálním složením
zárˇení, které do našeho oka vstupuje. To závisí na použitém sveˇtelném zdroji a na vlastnostech
prostrˇedí, kterými sveˇtlo odražené od prˇedmeˇtu˚ na cesteˇ do oka projde. Odhadem toho, jak bude
výsledný barevný vjem vypadat, se zabývá teorie barev, ve které rozlišujeme dva základní druhy
skládání barev, a sice soucˇtové (aditivní) a rozdílové (subtraktivní).
2.4 Systémy barev
Rozlišujeme dveˇ základní skupiny barevných systému˚: aditivní a subtraktivní.
V aditivních systémech je vychází z cˇerného podkladu a barvy vznikají prˇidáváním základních
barev. Prˇítomnost všech základních barev v plné intenziteˇ dá (teoreticky) bílou barvu.
V subtraktivním systému je podklad bílý a barvy vznikají odecˇítáním od bílé. Prˇítomnost všech
základních barev v plné intenziteˇ dá (teoreticky) barvu cˇernou.
RGB (RED – GREEN – BLUE) je aditivní barevný model, ve kterém je smícháno spolecˇneˇ cˇer-
vené, zelené a modré sveˇtlo ru˚znými cestami k reprodukci obsáhlého pole barev. Název modelu
pochází z iniciálu˚ trˇí aditviních primárních barev – cˇervené, zelené a modré.
CMY (CYAN – MAGENTA – YELLOW) je barevný model založený na subtraktivním míchání
barev (mícháním od sebe barvy odcˇítáme, tedy omezujeme barevné spektrum, které se odráží od
povrchu). Používá se ve veˇtšineˇ inkoustových a laserových tiskáren. Barvy se zobrazují emulzí
nebo inkoustem na bílém povrchu. Jestliže emulze pohlcuje cˇervenou, jeví se na bílém sveˇtle jako
azurová, nebot’ odráží zelenou a modrou. Pohlcení zelené vidíme jako purpurovou, je-li pohlcena
modrá, vidíme žlutou. Jsou-li emulsí pohlcovány všechny složky, vzniká (teoreticky) cˇerná. Je-
likož je vznik cˇerné barvy mícháním základních barevných složek skoro nemožný, používá se
CMYK, kde K znacˇí cˇernou barvu. Ta se do systému prˇidává jako nezávislá.
HSV (Hue – Saturnation – Value) je reprezentace bodu˚ v barevném prostoru RGB, který se pok-
ouší popisovat vnímání barevných vztahu˚ prˇesneˇji než RGB, prˇesto zu˚stává vypocˇtoveˇ jednoduchý.
Hue (odstín) je barva odražená nebo procházející objektem. Meˇrˇí se jako poloha na standardním
barevném kole (0◦ až 360◦). Obecneˇ se odstín oznacˇuje názvem barvy. Saturace je sytost barvy,
prˇímeˇs jiné barvy. Neˇkdy též chroma, síla nebo cˇistota barvy, prˇedstavuje množství šedi v pomeˇru
k odstínu, meˇrˇí se v procentech od 0% (šedá) do 100% (plneˇ sytá barva). Value je hodnota jasu,
množství bílého sveˇtla. Relativní sveˇtlost nebo tmavost barvy. Jas vyjadrˇuje kolik sveˇtla barva
odráží, dalo by se také rˇíct prˇidávání cˇerné do základní barvy.
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2.5 Barevný prostor RGB
Prˇi formalizaci úvah z prˇedchozích kapitol budeme vycházet z emipricky stanovených zákonu˚,
jejichž autorem je neˇmecký fyzik Grassman (1809–1877):
1) Všechny pomeˇry míšení barev jsou spojité.
2) Pro urcˇení každé barvy stacˇí 3 nezávislé velicˇiny.
3) Barvy, které poskytují stejný fyziologický vjem at’ již vznikají jakýmkoliv zpu˚sobem, dávají
prˇi aditivním míšení stejnou výslednou barvu.
Definice 2.16. Necht’ λ ∈ Iλ = 〈λ0; λm〉; Dλ = {λ0, λ1, ..., λk, ..., λm} je ekvidistantní deˇlení inter-
valu Iλ. Usporˇádanou dvojici D(1) = (Iλ,Dλ) budeme nazývat digitálním oborem zárˇení. Je-li λ1
= 380nm; λ2 = 720 nm, pak digitální obor zárˇení nazýváme digitální obor (viditelného) sveˇtla.
Poznámka 2.5. Lze snadno ukázat, že digitální obor zárˇení je speciálním prˇípadem digitálního
prostoru D(n) pro n = 1.
Definice 2.17. Necht’ D = D(1) je digitální obor zárˇení. Jeho reálnou valuaci budeme nazý-
vat digitálním spektrem. Je-li tato valuace definována na digitálním oboru viditelného sveˇtla,
nazýváme ji fotometrickou barvou. Množinu všech fotometrických barev budeme nazývat fotomet-
rický barevný prostor.
Je zrˇejmé, že digitálním spektrem lze velmi dobrˇe aproximovat libovolné spektrum: je-li hustota
vyzarˇování obecneˇ Hλ a fyzické vlnové délky digitálního oboru zárˇení jsou λk; k = {1, 2, ...,m},
zrˇejmeˇ zvolíme valuaci S tvaru ∀k ∈ {1, 2, ...,m} : S (λk) =
∫
λk
Hλkdλ. Prˇesnost této aproximace
zrˇejmeˇ závisí na rozmeˇru fyzické vlnové délky λk neboli na délce intervalu, který reprezentuje
logická vlnová délka λk – k dosažení lepší aproximace je trˇeba deˇlení oboru zárˇení zjemnˇovat.
Jak však bude patrné z dalšího, lidské oko postupuje prˇi vyhodnocování zrakového vjemu práveˇ
naopak.
Valuace definovaná na oboru viditelného sveˇtla jako fotometrická barva velmi dobrˇe vyhovuje 1.
Grassmanovu zákonu, definujeme-li „míšení“ barev následujícím zpu˚sobem:
Definice 2.18. Oznacˇme Bm fotometrický barevný prostor, jehož prvky jsou barvy definované na
oboru viditelného sveˇtla s fyzickými vlnovými délkami λk; k = {1, 2, ...,m}. Necht’ dále β1; β2 ∈ Bm
jsou dveˇ fotometrické barvy takové, že ∀k ∈ {1, 2, ...,m} : β1 (λk) = 1ck; β2 (λk) = 2ck. Pak soucˇtem
fotometrických barev β1; β2 ∈ Bm rozumíme fotometrickou barvu β = β1 ⊕ β2 ∈ Bm, pro kterou je
∀k ∈ {1, 2, ...,m} : β (λk) = 1ck + 2ck.
Definice 2.19. Oznacˇme Bm fotometrický barevný prostor, jehož prvky jsou barvy definované na
oboru viditelného sveˇtla s fyzickými vlnovými délkami λk; k = {1, 2, ...,m}. Necht’ dále β ∈ Bm je
fotometrická barva takové, že ∀k ∈ {1, 2, ...,m} : β (λk) = ck. Pak fotometrickou barvou d⊗β ∈ Bm
rozumíme fotometrickou barvu, pro kterou je ∀k ∈ {1, 2, ...,m} : d ⊗ β (λk) = d · ck.
Definice 2.20. Oznacˇme Bm fotometrický barevný prostor, jehož prvky jsou barvy definované na
oboru viditelného sveˇtla s fyzickými vlnovými délkami λk; k = {1, 2, ...,m}. Barvu β ∈ Bm nazveme
monochromatickou fotometrickou barvou s vlnovou délkou λk práveˇ tehdy, když
f (x) = ∀i ∈ {1, 2, ...,m} : β (λi) =
{
c , 0⇔ i = k
0⇔ i , k
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Definice 2.21. Barvu β ∈ Bm nazveme lineární kombinací fotometrických barev β1; β2 ∈ Bm
práveˇ tehdy, když existují d1; d2 ∈ R takové, že β = (d1 ⊗ β1) ⊕ (d2 ⊗ β2).
Vnímání barev lidským okem se zúcˇastnˇují fotosenzibilní látky, absorbující v cˇervené, zelené a
modré cˇásti spektra tak, jak bylo popsáno v prˇedchozí kapitole. Zrakové ústrojí cˇloveˇka skládá
všechny barvy, které vnímá, jen z teˇchto trˇí složek, náš barevný prostor je trojrozmeˇrný. Je to
za cenu toho, že ne každé dveˇ fotometrické barvy, které jsou urcˇeny ru˚zným spektrem (a jejichž
rozdíl je možno lidskému oku vizualizovat naprˇ. hranolem), jsme schopni jako ru˚zné barvy vnímat
v pu˚vodní „integrované“ formeˇ. Prˇi zpracování zrakového vjemu dochází k rozkladnu množiny
Bm na trˇídy ekvivalentních barev, které oko nerozlišuje. Prˇíslušná faktorová množina je prˇitom
trojrozmeˇrným prostorem. Všimneˇme si nejdrˇíve obecneˇ n-rozmeˇrného prostoru.
Definice 2.22. Množinu Cr = {c ∈ N | 2 ≤ c ≤ r} nazveme chromatickou množinu.
Je zrˇejmé, že valuací fyzické resp. logické roviny výše definovanou chromatickou množinou
dostaneme obraz tak, jak ho beˇžneˇ chápeme.
Definice 2.23. Chromatickou množinu Cr, pro kterou je r = zn; z > 1 nazýváme n-dimenzionální
chromatickou množinou. Cˇíslo z nazýváme rozlišením n-dimenzionální chromatické množiny.
Poznámka 2.6. Je zrˇejmé, že n-dimenzionální chromatická množina Czn je n-digitálním pros-
torem.
Veˇta 2.8. Necht’ Cr = Czn je n-dimenzionální chromatická množina s rozlišením z a pro i ∈
{0, 1, ..., n − 1} je ci ∈ {0, 1, ..., z − 1}. Pak existuje bijekce β : Cr → Czn taková, že pro každé
c ∈ Cr je β(c) = [ci]n−1i=0 ⇔ c =
∑n−1
i=0 ciz
i. Na množineˇ Czn existuje usporˇádání [ci]n−1i=0 < [di]
n−1
i=0 ⇔∑n−1
i=0 ciz
i <
∑n−1
i=0 diz
i.
Definice 2.24. Fyziologickou barvou rozumíme libovolnou reálnou valuaci digitálního oboru
viditelného sveˇtla D s rozlišením m = 3. Množinu všech fyziologických barev nazýváme fyzio-
logickým barevným prostorem. Fyziologický barevný prostor budeme znacˇit tucˇné B, jeho barvy
tucˇné β.
Fyziologický barevný prostor je tedy z cˇisteˇ matematického hlediska speciálním prˇípadem foto-
metrického barevného prostoru.
Je zrˇejmé, že pro každý prostor Bm, pro který je m ≥ 3, existuje ekvivalence ρ taková, že
B3 = Bm/ρ (teˇchto ekvivalencí existuje obecneˇ dokonce více). Odtud vyplývá výše zavedené
znacˇení B3 = B = Bm/ρ jako faktorové množiny a β =
{
β ∈ Bm | ∃β′ ∈ Bm : [β, β′] ∈ ρ} jako
trˇídu rozkladu indukovaného ekvivalencí ρ.
Jednu z relací z prˇedchozí poznámky realizuje zrakové centrum lidského mozku prˇi každém
zrakovém vjemu a lze ji slovneˇ popsat jako relaci „vyvolávat stejný zrakový vjem“ zápisy[
β1; β2
] ∈ ρ resp. β1ρβ2 je trˇeba cˇíst „barvy β1; β2 vyvolávají stejný zrakový vjem“ resp. β1; β2 ∈ β
znamená „fotometrické barvy β1; β2 reprezentují tutéž fyziologickou barvu β“. V dalším textu
budeme pracovat výhradneˇ s touto relací, kterou budem nazývat fyziologickou poprˇ. vizuální
ekvivalenci. Barvy β1; β2 ∈ β pro které je β1ρβ2, budeme nazývat fyziologickou poprˇ. vizuálneˇ
ekvivalentní.
Rˇezy a palety v prostoru RGB: Cˇasto se stává, že není žádoucí pracovat se všemi barvami,
které prostor RGB poskytuje. Neˇkdy to dokonce není možné vu˚bec (pokud zarˇízení, na kterém
pracujeme, není true color). V takových prˇípadech je trˇeba barevné odstíny, pomocí nichž bude
obraz sestrojen, vybrat a usporˇádat, a to s ohledem na informace, které má obraz poskytovat.
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Definice 2.25. Necht’ Cr je r-barevná množina, Pr její nejméneˇ dvouprvková podmnožina, <p
usporˇádání množiny P. Pak množinu P nazveme paletou vybranou z r-barevné množiny Cr.
Modelování jasu v prostoru RGB: Jas byl definován jako meˇrná zárˇivost ve viditelném oboru
spektrsa, prˇicˇemž meˇrná zárˇivost plošného zdroje je L = ∆I
∆S , kde I =
dΦ
dω a sveˇtelný tok Φ =
dE
dt .
Pozorujeme-li tedy vyzarˇování téže plochy pod konstantním úhlem, je její jás dán sveˇtelným
tokem, který plocha a který je úmeˇrný toku dopadajícímu ze zdroju˚ zárˇení R,G,B, prˇicˇemž toky
ΦR; ΦG; ΦB z jednotlivých zdroju˚ se jako výkony jejich zárˇivé energie scˇítají. Znamená to, že pro
celkový jas L ∼ ΦR +ΦG +ΦB. Prˇedpokládejme, že plocha je osveˇtlena bílým sveˇtlem, její remisní
spektrum lze modelovat smícháním složek R,G,B v pomeˇru r : g : b, pro její barvu tedy platí
β = rR + gG + bB, prˇicˇemž r ∼ ΦR; g ∼ ΦG; b ∼ ΦB. Oznacˇíme-li tedy Lβ jas barvy β, je
β = rR + gG + bB⇒ Lβ ∼ r + g + b.
Jas barvy je tedy úmeˇrný soucˇtu koeficientu˚ lineární kombinace jednotlivých barevných složek
R,G,B, další dveˇ zatím blíže nespecifikované charakteristiky (cˇistota a sytost) pak jejich pomeˇru.
Obarvení digitální roviny F(2) barvou z prostoru RGB je valuace β : F(2) → RGB, tj. β : F(2) →
R × G × B, neboli β = βR ⊗ βG ⊗ βB, kde βR : F(2) → βR, βG : F(2) → βG, βB : F(2) → βB. Tuto
valuaci lze chápat jako obraz β osveˇtlený sveˇtlem nikoli bílým, ale cˇerveným, zeleným resp. mod-
rým (prˇesneˇji rˇecˇeno sveˇtly, zárˇícími na bázových vlnových délkách Rλ; Gλ; Bλ). Jas jednotlivých
pixelu˚ roviny obrazu na teˇchto vlnových délkách je prˇímo úmeˇrný sveˇtelným toku˚m ΦR; ΦG; ΦB
na teˇchto vlnových délkách. Tyto hodnoty mohou naprˇ. klesat vlivem absorbce prostrˇedí a mohou
být modelovány valuacemi ΦR : F(2) → 〈0, 1〉, ΦG : F(2) → 〈0, 1〉, ΦB : F(2) → 〈0, 1〉, kde krajní
hodnoty znamenají nulový, resp. maximální tok. Složení
βR ⊗ ΦR : F(2) → R × 〈0, 1〉 , βG ⊗ ΦG : F(2) → G × 〈0, 1〉 , βB ⊗ ΦB : F(2) → B × 〈0, 1〉
pak umožnˇují modelovat obraz β osveˇtlený bázovými monochromatickými zdroji se zapocˇtením
úbytku˚ sveˇtelných toku˚. Podobneˇ jako obarvení v prostoru RGB mu˚žeme chápat jako β = βR ⊗
βG ⊗ βB, lze i celkovou jasovou funkci obdržet jako soucˇin Φ = ΦR ⊗ ΦG ⊗ ΦB : F(2) → 〈0, 1〉3
a složením β ⊗ Φ modelovat obarvení prostoru RGB se zapocˇteným úbytkem sveˇtelných toku˚
bílého sveˇtla na bázových vlnových délkách. Tato valuace digitální roviny F(2) šestirozmeˇrným
digitálním prostorem
β ⊗ Φ : F(2) → R ×G × B × ΦR × ΦG × ΦB.
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3 Pravdeˇpodobnostní prostor
Definice 3.1. Necht’ S je σ-algebra. Zobazení P : S → R nazveme pravdeˇpodobností, jestliže
platí:
a) Ω ∈ S,
b) Pro každé A ∈ S je P (A) ≥ 0,
c) P (Ω) = 1,
d) Jestliže Ai ∈ S; i ∈ N a pro každé i , j je Ai ∩ A j = ∅, pak P
(⋃
i∈N
Ai
)
=
∑
i∈N
(Ai).
Usporˇádanou trojici (Ω,S, P) nazýváme pravdeˇpodobnostní prostor.
Definice 3.2. Zobrazení X :→ R nazveme náhodnou velicˇinou práveˇ tehdy, jestliže pro každé
x ∈ R je {ω; X (ω) < x} ∈ S.
Pravdeˇpodobnost jevu {ω; X (ω) < x}, že náhodná velicˇina X nabývá hodnoty menší než x, tj.
P({ω; X (ω) < x}) znacˇíme strucˇneˇ P (X < x), místo P ({ω; X (ω) = x}) píšeme P(X = x).
Definice 3.3. Necht’ X je náhodná velicˇina. Funkci F : R → R, pro kterou je F (x) = P (x < X),
nazýváme distribucˇní funkcí.
Definice 3.4. Náhodná velicˇina X je diskrétní, jestliže existují posloupnosti {xi} ; {pi} ; pi ≥ 0
takové, že P (X = xi) = pi a
∑
i
P (X = xi) =
∑
i
pi = 1.
Definice 3.5. Náhodná velicˇina X je absolutneˇ spojitá, jestliže existuje nezáporná funkce f : R→
R, taková, že pro každé x ∈ R je F (x) = P (x < X) =
x∫
−∞
f (t) dt. Funkci f : R → R nazýváme
hustota pravdeˇpodobnosti.
Definice 3.6. Diskrétní náhodná velicˇina X se nazývá integrovatelná, jestliže rˇada E (X) =
∑
i
xi pi
absolutneˇ konverguje. Soucˇet E (X) této rˇady nazýváme pak strˇední hodnotou integrovatelné
diskrétní náhodné velicˇiny.
Definice 3.7. Absolutneˇ spojitá náhodná velicˇina X se nazývá integrovatelná, jestliže existuje
integrál
∞∫
∞
|x| f (x) dx nazýváme pak strˇední hodnotou integrovatelné absolutneˇ spojité náhodné
velicˇiny.
Definice 3.8. Jsou-li X a (X − E (X))2 integrovatelné náhodné velicˇiny, pak D (X) = E
{
(X − E (X))2
}
nazýváme disperzí (rozptylem) a σ (X) =
√
D (X) smeˇrodatnou odchylkou.
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4 Digitální obraz
Obraz je možno chápat jako matici typu Výška × Šírˇka nezáporných celých cˇísel, prˇicˇemž nejnižší
hodnota 0 odpovídá cˇerné a nejvyšší 16 777 215 barveˇ bílé prˇi barevné hloubce 24 bitu˚.
Definice 4.1. Necht’ In je nosicˇ digitálního prostoru. Funkci g(x) definovanou pro každé x =
[x1; x2; ...; xn] ∈ Rn nazveme vzorkovanou práveˇ tehdy, když ∀x ∈ In : g (x) = g (Trunc (x)), kde
Trunc (x) = [Trunc (x1) ; Trunc (x2) ; ...; Trunc (xn)].
Definice 4.2. Necht’ W = 〈0; w) ⊂ R; w ∈ N (Šírˇka); H = 〈0; h) ⊂ R; h ∈ N (Výška); V =
〈v1; v2) ⊂ R (Value Set) jsou intervaly. Funkci I : W × H → V nazveme (analogovým) obrazem.
Je-li funkce I vzorkovaná, mluvíme o vzorkovaném obrazu, je-li definicˇním oborem W×H funkce I
fyzická (logická) rovina, mluvíme o fyzickém (logickém) obrazu. Rozlišením fyzického (logického)
obrazu rozumíme rozlišení jeho nosicˇe. Je-li funkce I vzorkovaná a H ⊂ N, mluvíme o digitálním
obrazu.
Prˇedcházející definice je dostatecˇneˇ obecná na to, aby jí vyhovoval každý „obraz“ tak, jak ho
beˇžneˇ chápeme – fotografie (cˇervnobílá nebo barevná), mapa, nákres a dokonce i reálný zrakový
vjem okolního sveˇta. Vše závisí na oboru hodnot V tohoto obrazu. Má-li být analogový obraz
zpracován pocˇítacˇem, musí být nejdrˇíve prˇeveden na obraz digitální. Tento prˇevod je nazýván
digitalizací obrazu.
Digitalizace obrazu probíhá ve dvou fázích – vzorkování a kvantování. Úkolem vzorkování je
prˇevod analogového obrazu na obraz vzorkovaný, tj. transformovat analogový obraz tak, aby na
celém pixelu fyzické roviny meˇl konstatní hodnotu. Veˇtšinou postupujeme tak, že hodnoty, které
budou prˇirˇazeny jednotlivým pixelu˚m, odebíráme z analogového obrazu pomocí tzv. vzorko-
vací funkce. Z pu˚vodního signálu jsou v pravidelných intervalech odebírany vzorky pomocí
vysokofrekvencˇní periodické funkce s velkou amplitudou. Po této operaci až na neprˇíliš cˇasté
výjimky dochází ke ztráteˇ informace. Tato ztráta nemusí být prˇíliš významná. Nesprávné vzorková-
ní však mu˚že obraz znehodnotit velmi podstatneˇ.
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5 Matematické metody zpracování obrazu
5.1 Srovnání lidského zraku s fotografií
Fotografie je proces získávání a uchování obrazu za pomocí specifických reakcí na sveˇtlo, a také
výsledek tohoto procesu. Zahrnuje získání záznamu sveˇtla tak, jak jej odrážejí objekty, na sveˇtlo-
citlivé médium pomocí cˇasoveˇ omezené expozice. Proces je uskutecˇneˇn mechanickými, chemi-
ckými nebo digitálními prˇístroji – fotoaparáty. Každý pixel fotografie prˇedstavuje informaci o
intenziteˇ sveˇtla.
Lidský zrak je diferenciální analyzátor, což mu dává možnost pouze srovnat intenzitu v bodeˇ
s jeho okolím. Obraz, který vnímáme nemá nic spolecˇného s tím, co se nám promítá na sít-
nici. Lidské videˇní mu˚žeme oznacˇit za virtuální realitu. Lidské oko funguje jako vstupní senzor,
zachytí obraz na sveˇtlocˇivné bunˇky sítnice, prˇevede jej do kódu nervových vzruchu˚ a ty putují do
zrakového centra v mozkové ku˚rˇe. Nervové bunˇky pak podrobí signál velice du˚kladné analýze.
Hodnotí kontrast, linie a také pohyb obrazu po sítnici. Analýza má svu˚j prˇesný rˇád a nervové
bunˇky prˇi ní plní zcela specifické úkony.
Po narození nemá lidský mozek o sveˇteˇ žádné poznání, musí se vše ucˇit pokaždé od zacˇátku.
Hrany a barvy prˇedmeˇtu˚ mu nedávají smysl, nebot’ je neumí dát do souvislosti. Postupným
všteˇpováním vzpomínek a asociací k prˇedmeˇtu˚m do pameˇti si mozek utvárˇí jakousi mapu, se
kterou pozdeˇji srovnává noveˇ prˇíchozí obrazy. V útlém veˇku má tuto rozpoznávací úlohu ješteˇ
teˇžší, nebot’ vlivem vlastností ocˇní cˇocˇky dopadají sveˇtelné paprsky na sítnici obráceneˇ. To zpu˚-
sobuje, že malé deˇti vidí sveˇt vzhu˚ru nohama. Mozek si s tím ale postupem cˇasu poradí, nebot’ je
pro neˇj jednodušší obraz otocˇit než pohybovat teˇlem s hlavou dolu˚.
Vlastnosti lidského oka, ze kterých vychází matematické modely zpracování:
• Lidský zrak je diferenciální analýzator tj. kritické je dodržet vlastnosti obrazu v malých
detailech (na vysokých prostorových frekvencích, na nízkých frekvencích témeˇrˇ nezáleží).
• Prˇi kontrastu, kterého je možné dosáhnout na soucˇasných zobrazovacích zarˇízeních (moni-
tory, dataprojektory apod.) je schopen lidský zrak rozlišit pouze neˇkolik set úrovní jasu.
• Adaptivita – prˇi poskytnutí prohlížení obrazu mu˚žeme meˇnit všechny parametry lidského
zraku – zaostrˇení, clona (= velikost duhovky), citlivost, kontrast – vyvážení bílé.
• Lidský zrak není jediným smyslem, který je využíván prˇi konstrukci obrazu (kromeˇ smyslu˚
jsou využívany i znalosti a zkušenosti).
5.2 Lineární filtry
V analýze obrazu jsou beˇžneˇ používány tzv. lineární obrazové filtry, které hodnotu každého pixelu
Fi j 2–D obrazu nahrazují hodnotou 2–D konvoluce obrazu I v pixelu Fi j s konvolucˇní maticí C.
Definice 5.1. n–D konvolucí dvou funkcí C(x), g(x) definovaných pro každé x = [x1; x2; ...; xn] ∈
Jn a na množineˇ Jn integraovatelných s kvadrátem rozumíme integrál
C(x) ⊗ g(x) =
∫
J(n)
C(t)g(x − t)dt.
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Konvoluci digitalizovaného obrazu s digitalizovaným jádrem pak popisuje následující veˇta:
Veˇta 5.1. Jsou-li C(x), g(x) digitalizované funkce, pak
C(x) ⊗ g(x) =
∫
J(n)
C(t)g(x − t)dt =
[1;...,n]∑
t=[−1;...,−n]
C(t)g(x − t),
je-li n = 2 a na J(2) je definována fyzická rovina s jednotkovou velikostí fyzických pixelu˚, pak
C(Fi j) ⊗ g(Fi j) =
∑
m=−
∑
m=−
C(Fmn)g(Fi−m; j−n) =
∑
m=−
∑
m=−
C(m; n)g(i − m; j − n).
Poznámka 5.1. Vzhledem k tomu, že digitalizovaný obraz má diskrétní a konecˇný obor hod-
not, musí být hodnota této konvoluce zaokrouhlena a prˇípadneˇ orˇezána. Pro n = 2 je C(m, n)
„dvojrozmeˇrná tabulka“ reálných hodnot – matice. Tu lze formálneˇ definovat jako zobrazení
C(m; n) : {−1; ...; 0; ...; 1} × {−2; ...; 0; ...; 2} → R, n-rozmeˇrná matice C(t) v n–D je tedy zrˇejmeˇ
C(t) :
n
i=1
{−i; ...; 0; ...; i} → R. Filtry, které lze popsat výše uvedenou konvolucí, prˇirˇazují pix-
elu hodnotu lineární kombinace pixelu˚ z jeho obdélníkového (veˇtšinou cˇtvercového) okolí. Jsou
proto oznacˇovány jako lineární. Filtry, které touto konvolucí vyjádrˇit nelze, jsou oznacˇovány jako
nelineární.
Definice 5.2. Matice C(m, n) resp. C(t) z veˇty 5.1 nazýváme 2–D resp. n-D konvolucˇní maticí.
Lineární filtry pracují tak, že prˇi procházení celého obrazu nahrazují hodnoty zpracovávaného
pixelu lineární kombinací pixelu˚ ležících v jeho okolí. Deˇje se tak pomocí konvolucˇní matice
C =
(
ci, j
)
, což je cˇtvercová matice rˇádu 2n+1. Oznacˇíme-li ai, j pu˚vodní hodnotu pixelu, D aditivní
konstantu pro jas a E multiplikativní konstantu pro kontrast, pak novou hodnotu bi, j dostaneme
takto:
bi, j = E
n∑
k=−n
n∑
l=−n
ak,lck−i+2,l− j+2 + D.
Tyto filtry se nazývají lineární proto, že novou hodnotu zpracovávaného pixelu dostaneme tzv.
lineární kombinací hodnot pixelu˚ v jeho okolí.
Konvolucˇní matici C lze zvolit tak, že má všechny prvky nulové až na prvek centrální, který
položíme roven jednicˇce. Takový „filtr“ pak funguje tak, že aditivní konstanta D zajišt’uje zmeˇnu
jasu, multiplikativní konstanta E pak zmeˇnu kontrastu. Zvolíme-li centrální prvek konvolucˇní
matice jednicˇku, multiplikativní konstantu minus jednicˇku a aditivní 256, dostaneme negativ. Prˇi
jiné volbeˇ konvolucˇní matice dochází k dalším efektu˚m, z nichž neˇkteré zmíníme dále.
K tomu, aby lineární filtr fungoval odpovídajícím zpu˚sobem, je trˇeba vhodneˇ nastavit konvolucˇní
matici. Vhodnou volbou lze získat filtry nejru˚zneˇjších vlastností. Základní dve skupiny filtru˚ jsou
filtry typu dolní a horní propust, jejichž typicˇtí prˇedstavitelé vypadají takto:
E =
1
9
; C =

0 0 0 0 0
0 1 1 1 0
0 1 1 1 0
0 1 1 1 0
0 0 0 0 0
 ; D = 0
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E = 1; C =

0 0 0 0 0
0 −1 −1 −1 0
0 −1 9 −1 0
0 −1 −1 −1 0
0 0 0 0 0
 ; D = 0
Dokonalý obraz má vyrovnanou frekvencˇní charakteristiku, tj. jsou rovnomeˇrneˇ zastoupeny nízké
a vysoké frekvence ve smyslu Fourierovy transformace. To má za následek, že malé i velké ob-
jekty v obraze jsou zobrazeny se stejným kontrastem. Nejcˇasteˇjším nedostatkem obrazu˚ vytvorˇených
beˇžnými zobrazovacími systémy je potlacˇení vysokých prostorových frekvencí, což se vizuálneˇ
projevuje jako snížená ostrost obrazu. Filtry typu horní propust propoušteˇjí více vysoké frekvence
a jsou schopny tento nedostatek cˇastecˇneˇ vyrovnat. Centrální prvek jejich matic je symetricky
obklopen minus jednicˇkami (cˇím je jich více, tím je filtr „tvrdší“). Soucˇet všech prvku˚ kon-
volucˇní matice zárovenˇ urcˇuje celkovou zmeˇnu kontrastu obrazu. Nemá-li k ní tedy dojít, je trˇeba,
aby soucˇet všech prvku˚ matice byl jedna a podle toho je trˇeba volit centrální prvek. Je-li horní
propust spojena s vysokým kontrastem, pak nízké frekvence zcela potlacˇí a lze jich použít na
detekci hranic objektu˚.
Soucˇasneˇ s preferencí vysokých frekvencí však horní propust také zvýraznˇuje šum. Ten je naopak
možno odfiltrovat filtrem dolní propust. Tyto filtry potlacˇují vysoké frekvence a zvýraznˇují
frekvence nižší. Používají se k vyhlazování obrazu. Za cenu mírného rozostrˇení obrazu jsou
schopny úcˇinneˇ omezovat šum. Centrální prvek jejich matice (veˇtšinou jednicˇka) je symetricky
obklopen opeˇt jednicˇkami. Zachování celkového kontrastu zajistíme nejlépe, tak že multiplika-
tivní konstantu volíme jako prˇevrácenou hodnotu soucˇtu prvku˚ v konvolucˇní matici. Hodnotu
zpracovávaného pixelu tak nejcˇasteˇji nahrazujeme aritmetickým pru˚meˇrem hodnot pixelu z jeho
jistého okolí.
Prˇi potlacˇení cˇi naopak zvýrazneˇní vysokých prostorových frekvencí však mají podstatneˇ lepší
výsledky tzv. gaussovské filtry. Jsou to lineární filtry urcˇené konvolucˇními maticemi, jejichž prvky
jsou urcˇeny vztahem
cm,n = k · exp
{
−m
2
σ2m
− n
2
σ2n
}
; m, n = −a, ..., a.
Konstanta k se u filtru˚ typu dolní propust volí tak, aby soucˇet všech prvku˚ byl jedna. U filtru˚ typu
horní propust jsou prvky matice (kromeˇ centrálního) záporné a centrální prvek se volí tak, aby
soucˇet všech prvku˚ byl roven jedné.
5.3 Zobecneˇné digitální filtry
Filtry lze zobecnit také co do „pocˇtu rozmeˇru˚“ filtrovaného objektu. Filtrovat lze nejen obraz jako
2–D objekt, ale také 2–D objekty. Tak lze modifikovat naprˇ. vlastnost mikroskopických preparátu˚,
lomových ploch, výbrusu˚ apod. Tato zobecneˇní provedeme aparátem digitální geometrie.
Definice 5.3. Necht’
(∗D(n), µ) je digitální prostor s mapováním Φ a metrikou µ, (∗D(n), µ) jeho
podprostor takový, že -ové okolí každého voxelu F ∈ ∗F(n) má v F(n)i stejný pocˇet prvku˚. Pak
prostor ∗F(n) =
⋂ ∗F(n) nazýváme r–-ovým obalem prostoru F(n) (vzhledem k metrice µ).
Definice 5.4. Necht’ β : D(n) → A je numerická valuace prostoru F(n), β : D(n) → A valuace
r–-ového obalu taková, že pro každé F ∈ ∗F(n) je β (F) = ∗β (F). Pak valuaci ∗β : D(n) → A
nazýváme r–-ovým obalem valuace β : D(n) → A.
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Definice 5.5. Necht’ β : D(n) → A je numerická valuace digitálního prostoru F(n)i , β : D(n) → A
její r–-ový obal, kde r–-ové okolíO (F) domény F ∈ F(n) má r prvku˚. Dále oznacˇme f : Rr → R
funkci r reálných promeˇnných a O (Fi) = {F1; F2; ...; Fr} ∈ F(n) usporˇádané r prvkové okolí fyz-
ické domény Fi ∈ F(n). Numerickou valuaci ΦβΦ : D(n) → A takovou, že pro každé Fi ∈ F(n)
je Φβ
Φ f (Fi) = f (β (F1) ; β (F2) ; ...; β (Fr)), nazýváme zfiltrovanou valuací β : D
(n) → A funkci
f pak prostorovým n–D filtrem. Funkci round
(
Φβ
Φ f (Fi)
)
= round ( f (β (F1) ; β (F2) ; ...; β (Fr)))
nazýváme zaokrouhlením filtru Φβ
Φ f (Fi). Jestliže existuje funkce g : R
r → R a zobrazení C (t) :
n
i=1
{−i; ...; 0; ...; i} → R takové, že
Φβ
Φ f
(Fi) = f (β (F1) ; β (F2) ; ...; β (Fr)) =
∑
t∈O (Fi)
C (tβ (Fi − F),
nazýváme funkci f lineárním filtrem.
Objektový n–D filtr se od prostorového tedy liší tím, že nesecˇítáme prˇes celé okolí O (Fi), ale
prˇes pru˚nik tohoto okolí s prˇíslušným objektem – O (Fi) ∩ P. Programoveˇ je výhodné zajistit
zajistit tento pru˚nik binární valuací. Je-li dán prostorový filtr f a objekt P ⊆ F(n) je urcˇen binární
valuací ρ : F(n) → {0; 1}, pak prˇíslušný objektový filtr je dán vztahem
p =

0⇔ r∑
i=1
ρ (Fi) = 0
f (ρ(F1)β(F1);ρ(F2)β(F2);...;ρ(Fr)β(Fr))
r∑
i=1
ρ(Fi)
⇔ r∑
i=1
ρ (Fi) , 0
Definice 5.6. Lineární n–D filtr nazýváme konstantní práveˇ tehdy, když jeho n–D konvolucˇní
matice je tvaru
C (t) =
{
0 ⇔ t , [0; 0; ...; 0]
1 ⇔ t = [0; 0; ...; 0] .
Konvolucˇní matice konstantního filtru má tedy centrální prvek roven jedné, ostatní jsou nulové.
Takový filtr nemeˇní hodnotu pixelu. Je-li tedy f konstantní filtr a β libovolná valuace, pak pro
každé Fi ∈ F(n) je β (Fi) = ΦΦ f (Fi).
5.4 Nelineární filtry
Nelineární filtry opeˇt nahrazují hodnotu zpracovávaného pixelu hodnotou získanou z jeho okolí,
k jejímu výpocˇtu však nepoužívají lineární kombinace. Nejcˇasteˇjšími funkcemi jsou minimu,
maximum a medián.
Maximum – nahrazuje zpracovávaný pixel nejveˇtší hodnotou z jistého jeho okolí. U cˇernobílých
obrazu˚ je to nejvyšší stupenˇ šedi, u barevných mu˚že být toto maximum definováno více zpu˚soby.
Minimum – nahrazuje zpracovávaný pixel nejnižší hodnotou z jistého jeho okolí. U cˇernobílých
obrazcu˚ je to opeˇt nejnižší stupenˇ šedi, u barevných mu˚že být toto maximum definováno opeˇt
více zpu˚soby. V rˇešeném prˇíkladu je definováno opeˇt po složkách.
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5.5 Další metody
• Expanze kontrastu,
• Ztrátová expanze kontrastu,
• Amplitudový zoom,
• Pilovitá transformace,
• Vyrovnání (ekvalizace) histogramu.
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6 Vyrovnání (ekvalizace) histogramu
Jedna z možných definic dokonalého obrazu se vyznacˇuje tím, že obraz má rovnomeˇrné rozložení
hodnot pixelu˚ – všechny vyskytující se hodnoty mají stejnou cˇetnost, tj. všechny úrovneˇ jasu mají
stejnou plochu.
Definice 6.1. Necht’ X je spojitá náhodná velicˇina s distribucˇní funkcí F(x) a hustotou pravdeˇpodob-
nosti f (x), Y je spojitá náhodná velicˇina s distribucˇní funkcí G(x) a hustotou pravdeˇpodobnosti
g(x). Pak ekvalizaci histogramu definujeme jako transformaci
Y(t) = m · F (X (t)) ,
kde m je maximální výsledná hodnota pixelu.
Veˇta 6.1. Náhodná velicˇina Y, která vznikla transformací (ekvalizace histogramu) z náhodné
velicˇiny X má rovnomeˇrné rozdeˇlení.
Du˚kaz. G (x) = P (m · F ◦ X ≤ x) = P
(
X ≤ F−1 (mx)
)
= F
(
F−1 (mx)
)
= mx. 
Pro úpravu digitální obrazu není vhodné použít teorii ekvalizace vycházející ze spojitého prˇístupu,
proto si dále ukážeme diskrétní prˇístup.
Definice 6.2. Necht’ máme dvourozmeˇrný fyzický prostor F(2) s rozlišením (w; h) a s hloubkou
barev n bitu˚, valuaci βRGB : F(2) → RGB, tj. β = βR ⊗ βG ⊗ βB; βR : F(2) → R, βG : F(2) → G, βB :
F(2) → B; R,G, B = {0, 1, ..., 2n − 1}. Definujme digitální jas pixelu Fi ∈ F(2) jako soucˇet valuací
βR; βG; βB tohoto pixelu
TFi = βR(Fi) + βG(Fi) + βB(Fi).
Poznámka 6.1. Dále v textu bude L = 3 · (2n − 1) oznacˇovat maximální hodnotu digitálního jasu
TFi , kterou mu˚že nabýt pixel Fi ∈ F(2) prˇi hloubce barev n bitu˚.
Definice 6.3. Necht’ F(2) je dvourozmeˇrný fyzický prostor s rozlišením (w; h) a s hloubkou barev
n bitu˚. Diskrétní histogram p =
[
p0, p1, ..., pL
]
definujeme jako
pk =
1
w · h
∑
i
χk
(
TFi
)
; χk
(
TFi
)
=
{
1 pro TFi = k
0 pro TFi , k
; k = 0, 1, ..., L.
Definice 6.4. Necht’ p je diskrétní histogram fyzického prostoru F(2) s rozlišením (w; h) a s
hloubkou barev n bitu˚. Diskrétní kumulativní histogram P = [P0, P1, ..., PL] definujeme jako
Pk =
k∑
l=1
pl; k = 0, 1, .., L.
Definice 6.5. Necht’ P je diskrétní kumulativní histogram fyzického prostoru F(2) s rozlišením
(w; h) a s hloubkou barev n bitu˚. K diskrétnímu histogramu p definujeme vyrovnaný (ekvalizovaný)
histogram q =
[
q0, q1, ..., qL
]
následovneˇ:
qk = m · Pk; k = 0, 1, ..., L,
kde m je maximální výsledná hodnota pixelu.
Hlavní myšlenkou ekvalizace histogramu je využití všech jasových hodnot, které jsou pro daný
obraz k dispozici. Tato metoda je velice úcˇinná u tmavých (podexponovaných) nebo sveˇtlých
(prˇeexponovaných) obrazu˚. V jednoduchosti lze rˇíci, že tato metoda spocˇívá v tom, že nová hod-
notu jasu každého pixelu je odvozena z jasového histogramu, který byl vytvorˇen ze všech pixelu˚
tvorˇící obraz. Výpocˇtová obtížnost není nikterak nárocˇná a doba pro vytvorˇení ekvalizovaného
obrazu se pohybuje v rˇádu milisekund.
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6.1 Adaptivní ekvalizace histogramu
Metoda je inspirována vlastnostmi lidského oka, která má schopnost meˇnit zaostrˇení, citlivost,
clonu, kontrat, vyvážení bílé barvy apod. Výsledný obraz pak v našem veˇdomí vzniká po cˇástech,
prˇicˇemž pro analýzu jednotlivých cˇástí obrazu byly použity ru˚zné parametry nastavení oka.
Definice 6.6. Necht’F(2) je dvourozmeˇrný fyzický prostor, C(2)
F
(
F(2)i ; F
(2)
j
)
= max {|i1 − j1| , |i2 − j2|}
je cˇtvercová metrika. Okolí fyzického pixelu Fi ∈ F(2) o polomeˇru R definujeme jako množinu
OFi,R =
{
F j ∈ F(2) | C(2)F
(
F(2)i ; F
(2)
j
)
≤ R
}
.
Definice 6.7. Necht’ Fi ∈ F(2) je pixel fyzického prostoru,OFi,R jeho okolí o polomeˇru R, pro každý
pixel F j ∈ F(2) je definován jeho digitální jas TF j . Diskrétní histogram pFi,R =
[
p0, p1, ..., pL
]
;
definujeme jako
pk =
1
S
∑
j
χk
(
TF j
)
; χk
(
TF j
)
=
{
1 pro TF j = k ∧ F j ∈ OFi,R
0 jinak ,
kde k=0,1,...,L a S = card
(OFi,R).
Definice 6.8. Necht’ pFi,R =
[
p0, p1, ..., pL
]
je diskrétní histogram z okolí OFi,R. Diskrétní kumula-
tivní histogram PFi,R = [P0, P1, ..., PL] definujeme jako
Pk =
k∑
l=1
pl; k = 0, 1, .., L.
Definice 6.9. Necht’ PFi,R = [P0, P1, ..., PL] je diskrétní kumulativní histogram z okolí OFi,R.
Transformaci, kdy pro pFi,R definujeme vyrovnaný histogram qFi,R =
[
q0, q1, ..., qL
]
následovneˇ:
qk = m · Pk; k = 0, 1, ..., L,
kde m je maximální výsledná hodnota pixelu.
Tato metoda je nadstavbou ekvalizace histogramu v tom, že porovnává jas sousedních pixelu˚
(adaptivnost), podobneˇ jak to deˇlá lidský zrak. Pocˇítá novou hodnotu jasu pixelu z histogramu,
který je urcˇen z okolí o polomeˇru R tohoto pixelu.
Du˚ležitým parametrem je polomeˇr okolí R. Pokud R zvolíme prˇílíš malé, dosáhneme velké adap-
tivity, ale ztratíme tím informace o veˇtších objektech v obraze a zobrazí se nám pouze malé ob-
jekty a struktury. Po zvolení R prˇíliš velkého ztracíme adaptivitu. Jediným hlediskem správnosti
zvolení parametru R je, že upravený obraz bude „vypadat dobrˇe“. Metoda adaptivní ekvalizace
histogramu nám umožnˇuje videˇt v obrazu objekty, které beˇžným okem nevidíme – použití v krim-
inologii, archeologii atd.
Jediným úskalím této metody je to, že si nedokáže poradit s výrazným rozhraním, a proto na ni
navazuje metoda s adaptivím okolím.
6.2 Adaptivní ekvalizace histogramu s adaptivním okolím
Metoda se snaží napodobit lidský zrak v tom, že okolí, se kterým se srovnává daný bod má
promeˇnný tvar. Používají se dva typy okolí – CV a CA okolí.
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6.2.1 Adaptivní ekvalizace histogramu s adaptivním CV-okolím
CV-okolí je množina všech pixelu˚, jejichž hodnota jasu se od hodnoty jasu výchozího pixelu liší
méneˇ než o  a jejichž vzdálenost je menší než R.
Definice 6.10. Necht’ F(2) je dvourozmeˇrný fyzický prostor a k neˇmu prˇíslušící cˇtvercovou metriku
C(2)
F
(
F(2)i ; F
(2)
j
)
= max {|i1 − j1| , |i2 − j2|} . CV-okolí fyzického pixelu Fi ∈ F(2) o velikosti R definu-
jeme jako množinu
OCV,Fi,R =
{
F j ∈ OFi,R |
∣∣∣LFi − LF j ∣∣∣ ≤ } ,
kde  oznacˇuje maximální rozdíl digitálních jasu˚ pixelu˚ Fi a F j.
Definice 6.11. Necht’ Fi ∈ F(2) je pixel fyzického prostoru, OCV,Fi,R jeho CV-okolí o polomeˇru
R, pro každý pixel F j ∈ F(2) je definován jeho digitální jas TF j . Diskrétní histogram pCV,Fi,R =[
p0, p1, ..., pL
]
; definujeme jako
pk =
1
S
∑
j
χk
(
TF j
)
; χk
(
TF j
)
=
{
1 pro TF j = k ∧ F j ∈ OCV,Fi,R
0 jinak
,
kde k=0,1,...,L a S = card
(
OCV,Fi,R
)
.
Definice 6.12. Necht’ pCV,Fi,R =
[
p0, p1, ..., pL
]
je diskrétní histogram z okolí OCV,Fi,R . Diskrétní kumu-
lativní histogram PCV,Fi,R = [P0, P1, ..., PL] definujeme jako
Pk =
k∑
l=1
pl; k = 0, 1, .., L.
Definice 6.13. Necht’ PCV,Fi,R = [P0, P1, ..., PL] je diskrétní kumulativní histogram z okolí OCV,Fi,R .
Transformaci, kdy pro pCV,Fi,R definujeme vyrovnaný histogram q
CV,
Fi,R
=
[
q0, q1, ..., qL
]
následovneˇ:
qk = m · Pk; k = 0, 1, ..., L,
kde m je maximální výsledná hodnota pixelu.
Volba maximálního rozdílu hodnoty jasu˚ : Pokud  zvolíme prˇíliš malé, je velká pravdeˇpob-
nost, že okolí bude obsahovat pouze výchozí pixel. Prˇi volbeˇ  prˇíliš velkého dochází k malé
adaptiviteˇ a vzniku míst s malým kontrastem. Nevýhodou je, že se nám nemusí podarˇit nalézt
vhodné  (naprˇ. u snímku hveˇzdné oblohy).
6.2.2 Adaptivní ekvalizace histogramu s adaptivním CA-okolím
CA-okolí je množina k pixelu˚, které mají od daného pixelu vzdálenost menší než R, a jejichž
hodnota jasu se nejméneˇ liší od hodnoty jasu výchozího pixelu.
Definice 6.14. Necht’ F(2) je dvourozmeˇrný fyzický prostor, OFi,R okolí fyzického pixelu Fi o ve-
likosti R, a máme neklesající posloupnost rozdílu˚ jasu˚
{
a j
}
, kde a j=
∣∣∣TFi − TF j ∣∣∣. CA-okolí pixelu
Fi ∈ F(2) o velikosti R definujeme jako množinu, kterou tvorˇí k pixelu˚ F j ∈ OFi,R , které jsou
odpovídající prvním k cˇlenu˚m neklesající posloupnosti
{
a j
}
.
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Definice 6.15. Necht’ Fi ∈ F(2) je pixel fyzického prostoru, OCA,kFi,R jeho CA-okolí o polomeˇru
R, pro každý pixel F j ∈ F(2) je definován jeho digitální jas TF j . Diskrétní histogram pCA,kFi,R =[
p0, p1, ..., pL
]
; definujeme jako
pk =
1
S
∑
j
χk
(
TF j
)
; χk
(
TF j
)
=
{
1 pro TF j = k ∧ F j ∈ OCA,kFi,R
0 jinak
,
kde k=0,1,...,L a S=card
(
OCA,kFi,R
)
.
Definice 6.16. Necht’ pCA,kFi,R =
[
p0, p1, ..., pL
]
je diskrétní histogram z okolí OCA,kFi,R . Diskrétní kumu-
lativní histogram PCA,kFi,R = [P0, P1, ..., PL] definujeme jako
Pk =
k∑
l=1
pl; k = 0, 1, .., L.
Definice 6.17. Necht’ PCA,kFi,R = [P0, P1, ..., PL] je diskrétní kumulativní histogram z okolí OCA,kFi,R .
Transformaci, kdy pro pCA,kFi,R definujeme vyrovnaný histogram q
CA,k
Fi,R
=
[
q0, q1, ..., qL
]
následovneˇ:
qk = m · Pk; k = 0, 1, ..., L,
kde m je maximální výsledná hodnota pixelu.
Nevýhodou CA-okolí je, že má tendenci zvýraznˇovat i rozhraní, které se liší velmi málo a lidské
oko by rozdíl vu˚bec nepostrˇehlo.
V praxi se používají oba histogramy spocˇtené z CV-okolí a CA-okolí, které se pak vhodneˇ
zpru˚meˇrují nebo nakombinují.
6.3 Adaptivní ekvalizace histogramu adaptivní vzhledem k šumu
Definice 6.18. Necht’ A je pu˚vodní obraz, S oznacˇme obraz jehož pixely jsou stachasticky nezávislé
realizace náhodné velicˇiny X s normálním rozdeˇlení – X ∼ N
(
0, σ2
)
. Definujme obraz B = A+S .
Nyní proved’me ekvalizaci histogramu (resp. adaptivní ekvalizaci histogramu, adaptivní ekval-
izaci histogramu s adaptivním CV-okolím, adaptivní ekvalizaci histogramu s adaptivním CA-
okolím) obrazu B a použijme tutéž transformaci pixelu na obraz A. Pak rˇekneme, že na obrazu A
byla provedena σ-ekvalizace histogramu (resp. adaptivní σ-ekvalizace histogramu, adaptivní σ-
ekvalizace histogramu s adaptivním CV-okolím, adaptivní σ-ekvalizace histogramu s adaptivním
CA-okolím).
Smyslem σ-transformace je snížit zesílení v teˇch cˇástech obrazu jejíž histogram je blízký his-
togramu šumu. Hodnotu σ volíme veˇtší než je smeˇrodatná odchylka šumu odhadnutá pomocí
autokovariancˇní funkce z obrazu.
Veˇta 6.2. Necht’ velicˇiny X a Y jsou nezávislé a necht’ mají po rˇadeˇ distribucˇní funkce F1 a F2.
Pak velicˇina Z = X + Y má distribucˇní funkci
F(z) =
∫
F2(z − x)dF1(x).
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Du˚kaz. Vzhledem k nezávislosti velicˇin X a Y mu˚žeme distribucˇní funkci F postupneˇ upravit na
tvar
F(z) = P(Z < z) = P(X + Y < z) =
"
x+y<z
dF1(x)dF2(y)
=
∫ ∞
−∞
[∫ z−x
−∞
dF2(y)
]
dF1(x) =
∫ ∞
−∞
F2(z − x)dF1(x).

Funkci F, danou vzorce v prˇedchozí veˇteˇ, nazýváme konvolucí distribucˇních funkcí F1 a F2 a
znacˇíme ji symbolem F = F1 ∗ F2. Prˇitom platí F1 ∗ F2 = F2 ∗ F1.
Jelikož je analýza šumu obrazu pomocí autokovariacˇní funkce nad rámec této diplomové práce,
budeme smeˇrodatnou odchylku šumu volit dle vlastního uvážení s prˇihlédnutím na výsledný obraz
po σ-transformaci. Po neˇkolika pokusech dostaneme prˇibližnou prˇedstavu o smeˇrodatné odchylce
šumu v obraze.
Další zlepšování teˇchto adaptivních metod již vyžaduje vložit do metody neˇjaké dodatecˇné in-
formace o obraze. Tím se snažíme napodobit to, že lidský zrak využívá i znalosti, zkušenosti
apod.
35
7 Software
Dalším cílem této diplomové práce bylo vytvorˇení funkcˇního software, který by dokázal aplikovat
všechny výše uvedené metody Adaptivní ekvalizace histogramu. Program byl vytvorˇen v Borland
Delphi 7.0. Pracuje se souborovým formátem BIF nebo-li Big Image File, který mi byl doporucˇen
panem profesorem Druckmüllerem.
V souboru BIF jsou zapsány data typu record o paremetrech R,G,B, které jsou typu Word. Typ
Word je 16 bitový a mu˚že nabývat 65536 hodnot. A jelikož je každý pixel dán 3 hodnotami typu
Word, má proto každý pixel obrazu barevnou hloubku 48 bitu˚. Do BIF soubory jsem neukládal
jen 48 bitové soubory, ale také 24 bitové, které jsem získal z BMP souboru˚, a proto bylo nutné do
BIF souboru prˇidat jeden parametr a to „ImgColorDepth“.
Obrázek 3: Pracovní plocha vytvorˇeného programu
Program se skládá z hlavního menu, kde najdeme záložky „Soubor“ a „Úpravy obrazu“, dále pak
z pracovní plochy, kde se nám zobrazují pu˚vodní nebo ekvalizované obrazy. V nabídce „Soubor“
najdeme položku „Otevrˇít“, „Uložit jako“ a „Konec“, jejichž funkce je na první pohled zrˇejmá.
V nabídce „Úpravy obrazu“, která je do otevrˇení programem známého souboru zamcˇena, na-
jdeme 4 ekvalizacˇní metody – Ekvalizace histogramu, Apaptivní ekvalizace histogramu (AHE),
AHE s CV-okolím a AHE s CA-okolím.
Po spušteˇní, kterékoliv z výše uvedených metod se nám zobrazí panel, kde je pro každou metodu
nutné nastavit její vstupní parametry:
• Ekvalizace histogramu: velikost smeˇrodatné odchylky šumu σ prˇi zapnutí funkce Adap-
tivnost vu˚cˇi šumu,
• Adaptivní ekvalizace histogramu: velikost polomeˇru okolí R, velikost smeˇrodatné od-
chylky šumu σ prˇi zapnutí funkce Adaptivnost vu˚cˇi šumu,
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• Adaptivní ekvalizace histogramu s adaptivním CV-okolím: velikost polomeˇru okolí R,
maximální absolutní hodnota rozdílu výchozího a okolního pixelu , velikost smeˇrodatné
odchylky šumu σ prˇi zapnutí funkce Adaptivnost vu˚cˇi šumu,
• Adaptivní ekvalizace histogramu s adaptivním CV-okolím: velikost polomeˇru okolí R,
maximální pocˇet pixelu˚ k z okolí použitých pro výpocˇet nové hodnoty výchozího pixelu,
velikost smeˇrodatné odchylky šumu σ prˇi zapnutí funkce Adaptivnost vu˚cˇi šumu,
Obrázek 4: Nastavení Adaptivní ekvalizace histogramu s adaptivním CV-okolí
Další zajímou funkcí je „Pru˚meˇrování výchozího a upaveného obrazu“, kde váženým pru˚meˇrováním
dostáváme z teˇchto dvou obrazu˚ jeden.
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8 Praktické ukázky zpracovaných obrazu˚
V této kapitole si prˇedvedeme jak metody ekvalizace a adaptivní ekvalizace histogramu fungují
na reálných obrazech. Jelikož lidské videˇní vychází ze zkušeností a znalostí a ty se u každého
cˇloveˇka liší, mu˚že proto dojít k menším sporu˚m mezi mnou a Vámi cˇtenárˇi. Proto moje názory
berte jako mu˚j vlastní subjektivní náhled, snažící se Vám popsat svoje vjemy prˇi posuzování
upravených digitálních obrazu˚.
Obrázek 5: Neupravený digitální obraz blíže nespecifikované slitiny
Na Obrázku 5 vidíme 8 bitový digitální obraz slitiny, kde cˇerná místa zobrazují shluky uhlíku,
které se ve slitineˇ vyskytují. Nejdrˇíme provedeme ekvalizaci histogramu pu˚vodního digitálního
obrazu, výsledek vidíme na Obrázku 6.
Obrázek 6: Digitální obraz slitiny po použití ekvalizace histogramu
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Prˇi srovnání pu˚vodního (Obrázek 5) a ekvalizovaného digitálního obrazu (Obrázek 6) si všim-
neme zlepšení viditelnosti struktury povrchu slitiny. Toto zlepšení se ovšem neprojeví na strukturˇe
povrchu shluku˚ uhlíku˚, která se od pu˚vodního obrazu nikterak závažneˇ nezmeˇnila.
Obrázek 7: Digitální obraz slitiny po použití adaptivní ekvalizace histogramu s polomeˇrem okolí
R=20
Na Obrázku 7 vidíme obraz, který vznikl po aplikaci metody adaptivní ekvalizace histogramu na
neupravený obraz (Obrázek 5). Prˇi srovnání s ekvalizovaným obrazem (Obrázek 6) vidíme další
zlepšení viditelnosti struktury povrchu slitiny a to dokonce i u shluku˚ uhlíku˚.
Obrázek 8: Digitální obraz nespecifikované slitiny po použití adaptivní ekvalizace histogramu s
adaptivním CV-okolím o polomeˇru R=20 a maximálním rozdílem jasu =120
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Prˇi pozorování obrazu (Obrázek 7), který nám vznikl po použití adaptivní ekvalizaci histogramu
si mu˚žeme všimnout šedých obrysu˚ shluku˚ uhlíku˚. Tyto obrysy vznikají v místech významného
rozhraní tj. na hranici, kde se strˇetává sveˇtlá a tmavá oblast. Tyto šedé oblasti v sobeˇ mohou
skrývat du˚ležitou informaci, které lidský zrak není schopen rozeznat. S teˇmito rozhraními si
neumí metoda adaptivní ekvalizace poradit, a proto ji vylepšuje navazující metoda adaptivní ek-
valizace histogramu s adaptivním CV-okolí (Obrázek 8), která výslednou hodnotu pixelu nepocˇítá
ze sveˇtlých pixelu˚ v okolí, pokud je výchozí pixel tmavý a nepocˇítá ji z tmavých pixelu˚ v okolí,
pokud je výchozí pixel sveˇtlý. Na Obrázku 8 mu˚že pozorovat hranice shluku˚ uhlíku, které nám
metoda adaptivní ekvalizace ponechala skryté.
Obrázek 9: Digitální obraz nespecifikované slitiny po použití adaptivní ekvalizace histogramu s
adaptivním CA-okolím o polomeˇru R=20 a maximální pocˇtem pixelu˚ k=120
Pro úplnost uvádíme i obraz, který vznikl po použití metody adaptivní ekvalizace histogramu s
adaptivním CA-okolím (Obrázek 9), která nám ale nedává žádné nové informace.
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V druhé ukázce zpracování digitálních obrazu˚ za zameˇrˇíme na odstraneˇní šumu pomoci
σ-transformace.
Obrázek 10: Neupravený obraz
Obrázek 11: Digitální obraz, který byl adaptivneˇ ekvalizován s polomeˇrem okolí R=20
Pokud naši pozornost zameˇrˇíme na cˇtverový objekt uprostrˇed blíže nespecifikovaného digitálního
obrazu (Obrázek. 11), všimneme si velkého zašumneˇní jeho plochy. Toto zašumneˇní je dáno
hladkostí povrchu, se kterou si metoda adaptivní ekvalizace neumí poradit. Po použití adaptivní
σ-ekvalizace histogramu se nám podarˇí šum z veˇtším cˇasti eliminovat viz Obrázek 12.
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Obrázek 12: Digitální obraz, který byl adaptivneˇ σ-ekvalizován s polomeˇrem okolí R=20 a se
smeˇrodatnou odchylkou σ=40
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Poslední ukázkou a dle mého názoru nejnázorneˇjší je digitálním obraz dvou trepek velkých
porˇízeného mikroskopem. Tento obraz je velmi podexponovaný (tmavý) a není na neˇm mnoho
videˇt.
Obrázek 13: Digitální obraz trepky velké
Síla metody ekvalizace histogramu se nejvíce projeví, pokud tuto metodu použijeme na podex-
ponovaný nebo prˇeexponovaný výchozí obraz. A jak vidíme na Obrázku 14, tak se tento prˇed-
poklad skutecˇneˇ potvrdil. Hlavním rozdílem oproti výchozímu obrazu je zvýrazneˇní oblasti kolem
trepek, ve kterých jsou ne prˇíliš výrazneˇ videˇt bicˇíky, pomocí nichž se trepka pohybuje.
Obrázek 14: Digitální obraz trepky velké po ekvalizaci histogramu
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Nyní se zameˇrˇíme na oblast kolem trepek, ve které se nám ukrývají bicˇíky. Prˇi použitíσ-ekvalizace
histogramu se nám tato oblast vycˇistí od šumu a poté vyniknou jednotlivé bicˇíky, jak se mu˚žeme
prˇesveˇdcˇit na Obrázku 15.
Obrázek 15: Digitální obraz, na kterém byla provedena σ-ekvalizace histogramu se smeˇrodatnou
odchylkou σ=100
Dalším zájmem naší pozornosti se stává struktura buneˇk obou trepek. Prˇi použití adaptivní
σ-ekvalizace s adaptivním CV-okolím se nám naskytne jedinecˇný pohled na stavbu buneˇk obou
trepek.
Obrázek 16: Digitální obraz, na kterém byla provedena adaptivní σ-ekvalizace histogramu s ada-
ptivním CV-okolím R=10, rozdílem jasu =1500 a se smeˇrodatnou odchylkou σ=40
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Záveˇr
Hlavní náplní této diplomové práce byla aplikace adaptivních okolí pixelu˚ závislých na lokál-
ních vlastnostech obrazu˚ na metodu ekvalizace histogramu˚. Na zacˇátku této práce jsme museli
vybudovat matematickou teorii, na kterou jsme mohli metodu ekvalizace histogramu postavit
a po sléze ji vylepšit o adaptivní okolí, u kterých jsme se nechali inspirovat vlastnostmi lidského
oka. Dalším du˚ležitým problém, kterým jsme se zabývali, byl šum a jeho následné odstraneˇní.
Po zvládnutí teoretické cˇásti této diplomové práce prˇišla na rˇadu praktická cˇást a s ní spojen
vývoj software, na kterém bysme mohli názorneˇ demostrovat sílu metod adaptivní ekvalizace
histogramu. Tento úkol se nám i prˇes malé problémy splnil. Na vývoj softwaru navázala velmi
zajímavá ale zdlouhavá práce prˇi zkoušení a hledání optimálního nastavení parametru˚ potrˇebných
prˇi aplikaci metod adaptivní ekvalizace histogramu. Výsledné obrazy museli každého prˇesveˇdcˇit,
že toto odveˇtví obrazové analýzy má obrovský potenciál a cˇeká na masivní využití v jakémkoliv
odveˇtví technické praxe.
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