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We develop Auslander’s theory of coherent functors in the case of functors on
modules of finite type over a noetherian ring A. In particular, the duality of coherent
functors, which interchanges representable functors and tensor products, plays a
special role. We apply these coherent functors to study cohomology of a flat family
of sheaves on projective space over an affine base scheme T=Spec A. These results
form a basic tool which is used in forthcoming work on the variation of the Rao
module in a flat family of curves in P3.  1998 Academic Press
0. HISTORICAL INTRODUCTION
The writing of mathematics is not historical. It does not record the
development of ideas and how they reached their present form. Ever since
the example of Euclid, more than two thousand years ago, mathematics
has been written as a logical structure, beginning from first principles or
known results and proceeding by deductive reasoning to further results.
This is not how mathematical results are discovered. The process of
creating new mathematics is tortuous and uncertain, full of groping around
in the unknown and trying many false paths before a successful line of
reasoning is found. This process is difficult to describe, and few mathe-
maticians, even if they are aware of their own creative process, make any
effort to record it. So the written record of a mathematician’s research
leaves little clue as to the origin of the results.
The historian wishing to understand the development of mathematical
thought must therefore attempt to infer the creative process, based only on
the end result of published papers, and with very little other documenta-
tion. Even if the historian should succeed, it is not clear how useful or
illuminating the account would be, with its many dead-ends and unsuccess-
ful attempts.
What may be more useful to the understanding of modern theories is
what Edwards [19] calls a ‘‘genetic introduction’’, tracing the development
of those ideas which have succeeded and act as precursors to modern
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concepts. Even this process, though it may be a part of the historical truth,
is distorted to fit another mold, which we might, after Plato, call the ‘‘ideal
history’’ of mathematics: not how it actually happened, but how it might
have happened if events always occurred in correct logical order, and each
new idea acted as a stepping stone for the next.
This ideal history may be as distant from historical truth as the written
account of mathematical results is from its discovery; and it is as much an
artificial creation of its author as the mathematical research article. However
I would justify its value as leading to greater understanding of mathematics,
and helping chart a course for the future, just as the rewritten history of
certain political systems serves as an ideological basis for their further
development.
What we present here, then, will be an attempt at such an ideal history
of the concepts leading to the theory of coherent functors. It will suggest
how these concepts may have developed, with references to tie it to the
historical record.
Finiteness Conditions and Coherent Sheaves
We could begin our consideration of finiteness conditions in modern
algebra with Hilbert’s basis theorem, which says that any ideal in a polyno-
mial ring in n variables over a field is generated by a finite number of elements.
The property that every ideal is finitely generated was then taken by
Emmy Noether as the definition of a noetherian ring. Over a noetherian
ring, Hilbert’s theorem is generalized to say that any submodule of a
finitely generated module is finitely generated. This applies in particular to
the module of relations of elements of a ring: if f1 , ..., fn are elements of a
noetherian ring A, the module of relations M is the subset of An consisting
of those (c1 , ..., cn) for which  ci fi=0. This module M is also finitely
generated.
The importance and power of finiteness theorems can perhaps be best
illustrated by mentioning some situations where an expected finiteness
theorem does not hold. One such is the negative solution to Hilbert’s 14th
problem, which says that if A is a finitely generated domain over a field k,
with field of fractions K, and if kLK is an intermediary field, then the
algebra B=A & L need not be finitely generated over k [10].
Another example is the problem of finiteness of the integral closure.
Whenever A is a finitely generated domain over a field k, then its integral
closure A in its field of fractions K is a finitely generated A-module.
However, this does not hold for an arbitrary noetherian integral domain A
(see [22], Sect. 13.3).
The concept of coherence appears first in the work of Cartan and Oka
on several complex variables in the 1940’s, about the same time that Leray
introduced the notion of a sheaf. These notions all have their origin in a
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single source, namely, on a topological space, how to relate what is happening
at one point with what is happening at nearby points.
Cartan [14, p. 156] defines the notion of a ‘‘syste me cohe rent de modules
ponctuels de fonctions holomorphes’’. In a domain of the complex n-space Cn,
we assign for each point x, a ‘‘module’’ Mx of r-tuples of germs of holo-
morphic functions at the point x. Since the local ring of germs of holomorphic
functions is noetherian, the module Mx at each point is finitely generated.
The collection [Mx for x # U] is called coherent if for each point x # U
there is a neighborhood V of x, and a finite number of r-tuples of functions
on V, which generate the modules My for all y # V. This is what we would
call today a locally finitely generated subsheaf of OrU , where OU is the
structure sheaf of germs of holomorphic functions. At the end of this
paper, Cartan enunciates two basic problems which he had not been able
to solve: (1) if f1 , ..., fr are holomorphic functions on U, do the punctual
modules of relations [Mx] for x # U form a coherent system? and (2) if
YU is a subset defined locally by analytic equations, do the punctual
ideals [Ix] of germs of analytic functions vanishing on Y form a coherent
system?
Meanwhile Oka [47] (see also [48]), working independently (because
of wartime conditions he did not have access to Cartan’s 1944 paper)
developed the notion of ‘‘ideals with indeterminate domains’’, meaning
collections of functions defined on different open setswhat we would now
call a sheaf of ideals. He also consider the property of having a ‘‘finite
pseudobasis’’, which means finitely generated in small neighborhoods:
the same property which Cartan called coherent. Oka then proves (his
problem (K)) that the module of relations of a set of holomorphic func-
tions has a finite pseudobasis, thus solving the problem (1) which Cartan
had left open. He was also apparently aware of the affirmative answer to
Cartan’s problem (2).
Cartan [15] having the benefit of a pre-publication manuscript of Oka’s
paper, simplified his proof and rewrote the foundations of the theory. These
results, reworked again in the Cartan Seminar of 195152 gave rise to the
famous Theorems A and B of Cartan: (A) on a Stein manifold every coherent
analytic sheaf is generated by its global sections, and (B) again on a Stein
manifold, the cohomology groups Hq(F) of any coherent sheaf F are zero
for all q>0 (see also Cartan [16]).
The modern definition of a coherent sheaf as a sheaf F which on suf-
ficiently small open sets U can be written as a cokernel O pU  O
q
U  FU  0
essentially says that F is locally finitely generated and the sheaf of relations
among those generators is also locally finitely generated. The equivalence
of this definition with Cartan’s original definition is precisely the content of
Oka’s theorem (K). In that sense, the modern definition incorporates Oka’s
theorem.
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Serre in his famous paper [51] observed that the same notions could be
carried over to algebraic geometry, and since then coherent sheaves and
their cohomology have been ubiquitous in algebraic geometry.
Duality
Concepts of duality occur frequently in algebra, topology, and algebraic
geometry. We would like to distinguish three different senses in which the
word duality is used, and then illustrate these notions.
The first is duality of objects (called functional duality by MacLane [45]),
where each object of a certain class is made to correspond to a dual object,
in such a way that the dual of the dual is the original object, at least up
to a natural isomorphism. The typical example of this kind of duality is the
dual V* of a finite-dimensional vector space V over a field k. The double
dual (V*)* is naturally isomorphic to V.
The second kind of duality is duality of procedures or duality of statements
(called axiomatic duality by MacLane). A classical example is the duality
principle for theorems in plane projective geometry: by interchanging the
words ‘‘point’’ and ‘‘line’’, a theorem is transformed into a dual theorem.
So, for example, the statement that ‘‘any two distinct points lie on a unique
line’’ becomes ‘‘any two distinct lines meet in a unique point’’.
A more recent example, highlighted by Buchsbaum [11] in disengaging
the notion of an abstract abelian category, is the duality of statements
and proofs obtained by ‘‘reversing the arrows’’ in diagrams. Thus, having
defined Tor by taking projective resolutions of one of the variables, and
having established such properties as independence of the choice of resolu-
tion, and the long exact sequence associated to a short exact sequence of
modules, one can say that the definition of Ext, using injective resolutions
in the second variable, and its properties, follows by the dual proof, revers-
ing the arrows in the category, so that the injections become surjections,
projective objects become injective objects, and so forth. This economy of
proof was one of the main motivations for the introduction of abelian
categories.
The third kind of duality is duality theorems, where one object (say a
cohomology group) obtained by one method turns out to be the dual
object (in the first sense described above) of another object obtained by a
different means. A good example of this is Serre duality for a nonsingular
projective variety X of dimension n over a field k. It says that if F is a
coherent sheaf on X, and 0in an integer, then the cohomology group
H i (X, F), which is a finite-dimensional vector space over k, is isomorphic
to the dual vector space of Extn&iX (F, |), where | is the dualizing sheaf
on X. Thus the two constructions from F to H i (X, F) and from F to
Extn&i (F, |) give rise to dual vector spaces.
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Now let us return to the first kind of duality, duality of objects, and see
in what ways the duality of finite-dimensional vector spaces can be extended
to more complicated objects. In fact, one of the reasons for the complexity
of various theorems in algebraic topology (e.g. the universal coefficients
theorem) and algebraic geometry (e.g. Grothendieck’s generalized relative
duality theorem) is precisely the failure of the notion of dual vector space
to extend to the category of finitely generated abelian groups or of finitely
generated modules over a noetherian ring.
Of course, if F is a free finitely generated module over a ring A, one can
define its dual F6=Hom(F, A), and the double dual will be isomorphic
to F. More generally, for any A-module M one can define a dual module
M6=Hom(M, A). Then there is a natural map M  M66, and we say M
is reflexive if this map is an isomorphism. But we do not obtain a duality
which works for all A-modules.
A way of getting duals for all A-modules is the notion of Matlis duality [27],
when A is a complete local ring. We let I be an injective hull of the residue
field k of A, and for any finitely generated A-module M, we define D(M)=
HomA(M, I ). This in general is no longer a finitely generated module, but
it is a cofinite module, meaning a submodule of a direct sum of finitely
many copies of I. Then D acts as a duality which interchanges the categories
of finitely generated modules and cofinite modules. D is exact and contra-
variant on each of these categories and M$D2(M) for M in either category.
When A is a field, this duality just reduces to ordinary duality of finite-
dimensional vector spaces.
In this paper we give another way of creating duals for all A-modules,
by enlarging the category of modules of finite type. If A is a noetherian
ring, the category Mfg of finitely generated A-modules can be embedded in
the category C of coherent functors by associating to each module M the
functor M } . Thus we can think of C as an extension or enlargement of
the category Mfg . On the category C we have a duality (see Sect. 4) which
to each functor F associates its dual functor F*. The dual of the functor
M } is the representable functor hM , which is also a coherent functor,
though not in the image of Mfg by the map M [ M } , unless M is a
projective A-module.
Both methods of creating duals of modules just described lead to general-
izations of the Serre duality theorem. In the first case, let A, m be a complete
Gorenstein local ring of dimension n, and let M be a finitely generated
A-module. Then Grothendieck’s local duality theorem [27] says that the
local cohomology modules H im(M), which are cofinite A-modules, are dual,
via Matlis duality D, to the modules Extn&iA (M, A), which are finitely
generated A-modules.
Using the duality of coherent functors, we can obtain a relative form of
Serre duality for a scheme X which is projective and smooth of relative
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dimension n over an affine scheme Y=Spec A, where A is a noetherian
ring (see Sect. 7). For any coherent sheaf F, flat over Y, the functors
H i (X, FA } ) and Extn&iX (F, |A } ) are dual coherent functors in the
sense described above. This result can be deduced from the much more
comprehensive generalized duality theorem of Grothendieck [29], but it
has the advantage that its statement does not use the language of derived
categories, and that it is more accessible for calculations in applications.
Variation of Cohomology in a Family
The area of algebraic geometry where the theory of coherent functors is
useful is the study of how cohomology groupos behave when you deform
a variety in a family. For nonsingular or normal projective varieties, the
notion of a family is the natural one: they should be defined by equations
depending on some parameters. To get a correspondingly appropriate notion
of a family of schemes, or of a scheme with a varying sheaf on it, we require
that the schemes and sheaves should be flat over the base scheme. This is the
algebraic condition which best embodies the intuitive notion of continuous
variation in a family.
The question is, how do various invariants of a variety vary in a family?
For example, the dimension remains constant, the arithmetic genus remains
constant, and the Hilbert polynomial of a family of varieties embedded in
projective space remains constant.
Other properties can change. For example, in a family of abstract curves
of genus g3, a special member of a family can be hyperelliptic while the
general one is not. This can be expressed in terms of a cohomology group
by saying that there is a family of divisors D of degree two on the curves
so that H0(L(D))=0 on the general fiber, and H 0(L(D))=1 on the
special fiber.
Another example is in a family of surfaces obtained by blowing up six
points in the projective plane. If the points are in general position, you
obtain a surface which can be embedded in P3 as a nonsingular cubic
surface. It has 27 lines, each having self-intersection &1. There are no
curves on the surface with self-intersection less than &1. But if three of the
six points become collinear, then the line through them becomes a curve
with selfintersection &2 on the blown-up surface. This also can be expressed
by a cohomology group. Let D be the divisor class L&E1&E2&E3 , where
L is a line in P2, and Ei are the exceptional curves obtained by blowing up
the points Pi . Then D is not effective on the general surface, but becomes
effective on the special surface. In terms of cohomology, H0(L(D))=0 in
general but H0(L(D))=1 on the special surface.
For varieties embedded in projective space, there are properties of the
embedding that can change in a family. For example, if C is a nonsingular
rational quintic curve in P3, then in general C will not be contained in a
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quadric surface, but in a special case it can be. This is a change in postula-
tion, meaning the conditions for the curve to be contained in surfaces of a
given degree. In terms of cohomology, this is expressed by H0(IC(2))=0
for the general curve, but H0(IC(2))=1 for the special curve, where IC is
the ideal sheaf of the curve.
One can also make examples where the specialty, meaning the cohomology
groups H1(OC(n)), changes in a family. For example, if C is the projection into
P3 of the canonical embedding of a curve of genus 5 in P4, then |C $OC(1)
and so H 1(OC(1))=1. But this curve, in P3, is a special member of the
family of all curves of degree 8 and genus 5, whose general member is
nonspecial, i.e. H1(OC(1))=0.
In each of these examples, a cohomology group changes in a family, and
we note the direction of change is that the dimension of the cohomology
group gets larger at special points of the family. These are special cases of
the semicontinuity theorem for cohomology, first proved in a special case
for locally free sheaves on complex manifolds by Kodaira and Spencer [43].
Chow and Igusa [17] proved an analogous result in algebraic geometry.
Grauert [24] noted that the semicontinuity property followed algebraically
from the coherence of higher direct image sheaves of coherent sheaves by
a proper morphism, which he proved for general complex analytic spaces.
Grothendieck [26] made a thorough study of the variation of cohomology
in the context of schemes, reproving Grauert’s theorems in the algebraic
case, including the semicontinuity theorem, and formulating the more
general ‘‘property of exchange’’ (see also [31, III Sect. 12] where it is called
‘‘cohomology and base change’’).
To see how this relates to coherent functors, let us examine the situation
in some more detail. Let f : X  Y be a morphism of schemes, and let F be
a coherent sheaf on X, flat over Y. The problem is to understand how the
cohomology groups H i (Xy , Fy) on the fibers of the morphism f vary as y
varies in Y.
If Y=Spec A is affine, then we are looking at the group H i (X, FA Ap)
as p ranges over the prime ideals of A. In his proof of the theorems of
cohomology and base change Grothendieck makes a systematic use of the
functors M [ H i (X, FA M) from A-modules to A-modules. These functors
turn out to be coherent, and recognizing this fact makes Grothendieck’s
proofs more natural (cf. Sect. 7 below).
In analogy to Grauert’s theorem of coherence of the direct images of a
coherent sheaf, one can ask for any proper morphism f : X  Y=Spec A,
and any coherent sheaf F on X, whether the functors M [ H i (X, FA M)
are coherent. This turns out to be false in general if F is not flat over Y.
An example was given by Jaffe [41], based on earlier work of Cohen and
Verdier. We give here a new example (2.11) in the very simplest case of a
non-flat morphism, namely the blowing-up of a plane at one point.
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Categories and Functors
The language of categories and functors was introduced in the paper of
Eilenberg and MacLane [21] to make precise the compatibilities of ‘‘natural’’
isomorphisms in algebraic topology. The new language secured its hold on
current mathematical expression through the fundamental books of Eilenberg
and Steenrod [20], which gave the first axiomatization of homology and
cohomology theories for topological spaces, and Cartan and Eilenberg [13],
which set the standard for homological algebra through the systematic
development of derived functors and all the attendant theory. Exact sequences
and commutative diagrams played a significant role in both books.
While the book of Cartan and Eilenberg was set entirely in the category
of modules over a ring, Buchsbaum [11] observed that everything works
just as well in the context of an abstract ‘‘exact category’’. Grothendieck
[25] went a step further. He rewrote the theory of exact categories
developed by Buchsbaum [12], calling them ‘‘abelian categories’’. He then
observed that certain categories of sheaves on topological spaces were
abelian categories, and that the standard cohomology theories could be
reinterpreted as derived functors on these categories. By now the notion of
cohomology as a derived functor, and its generalization using the derived
categories of Verdier has so pervaded algebraic geometry that it is hard to
imagine any other way of developing the subject.
One of the questions I had hoped to answer in this introduction was
what motivated Auslander to consider coherent functors? What purpose
did he have in mind? The best answer I can give is that I don’t know, and
perhaps he did not know either. It seems that Auslander had an uncanny
knack for pursuing questions or developing theories which later turned out
to have important applications, though at the time he did not have any
particular purpose in mind. David Buchsbaum expressed it this way (personal
communication):
It was always a little difficult to know just what Maurice had in
mind when he started on something. Certainly in the case of coherent
functors, the choice of the term ‘‘coherent’’ indicates that he was
onto the notion of finite presentation... when he first spoke to me
about coherent functors, he didn’t speak about them in any way in
connection with the applications he finally came up with. He was
playing; his representable functors were his finitely generated projec-
tives, and so his coherent functors generalized existing notions of
the time (this is what he told me).
Contents of this Paper
A problem one often encounters in algebraic geometry is to study the
variation of the cohomology in a flat family. Let X=PnT be the projective
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n-space over an affine scheme T=Spec A, and let F be a coherent sheaf
on X, flat over T. In proving the standard theorems of cohomology and
base extension [26, III Sect. 7] or [31, III Sect. 12], Grothendieck made
use of the functors
F i (M)=H i (X, FA M)
for any A-module M. It was apparently M. Artin [1] who first noticed
that these functors were coherent in the sense of Auslander [2]. Coherent
functors on the category of A-algebras have been used by Jaffe [41] to
study torsion in the Picard group. An analogous theory of U-coherent sheaves
on the big Zariski site was discovered independently by Hirschowitz [39]
and used by him in the study of constructible functions.
My own motivation to study coherent functors comes from the problem
of classification of algebraic space curves. An important invariant of a
curve C in P3k is its Rao module
MC= 
n # Z
H1(IC(n)).
A good understanding of how the Rao module varies in a flat family will
give valuable information about the Hilbert scheme of space curves. In
joint work with Martin-Deschamps and Perrin [33], [34], [35], it became
clear that the most natural approach to these questions involves the systematic
use of coherent functors.
The purpose of this paper, then, is to explain the general theory of coherent
functors on the category of finitely generated modules over a noetherian
ring A, and to give some applications to cohomology of coherent sheaves
on projective space.
The first few sections recall the definition, some examples and general
properties of Auslander’s theory of coherent functors in our context. Section
4 introduces the dual functors, whose use streamlines a number of proofs,
and replaces the ‘‘Auslander transpose’’ used in earlier treatments.
Section 5 treats the Ext functor, and functors arising from a complex,
which are useful in applications. Section 6 discusses the special case when
A is a discrete valuation ring. In this case we can give a necessary and
sufficient condition for a functor to be coherent, in terms of commuting
with certain inverse limits.
Section 7 gives applications to cohomology of coherent sheaves on
projective space. Grothendieck’s relative duality theorem now can be stated
in terms of dual coherent functors (7.4). We define the Rao functor of a flat
family of space curves, and describe its behavior under liaison (7.7). Finally,
we generalize an old theorem of Horrocks, to give a criterion (7.9) when
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a coherent sheaf on X=PnA is dissocie , meaning that it is isomorphic to a
direct sum of sheaves of the form OX (li)A M i for various projective
A-modules Mi .
Applications of these results to the study of families of space curves will
appear in the above-mentioned papers with Martin-Deschamps and Perrin.
1. COHERENT FUNCTORS
Let A be a commutative noetherian ring. Let M be the category of
A-modules. Let Mfg be the category of finitely generated A-modules. We
denote by F the category of all covariant A-linear functors from Mfg
to Mfg .
Definition. F # F is representable if there is a module M # Mfg such
that F( } )=HomA(M, } ).
We denote the functor HomA(M, } ) by hM . Note that M [ hM is a
contravariant left-exact fully faithful functor from Mfg to F.
Note that F is an abelian category in which kernels, cokernels, etc. are
defined module by module: If f : F  G is a morphism of functors, then its
kernel K is defined by K(M)=ker(F(M)  G(M)) for each module M.
Definition. F # F is finitely generated if there exists a surjection
hM  F  0 for some M # Mfg . F is coherent if it can be written as a cokernel
hN  hM  F  0
of a map of representable functors.
Theorem 1.1. (a) If F wf G is a morphism of coherent functors, then
ker f, coker f, im f are also coherent.
(b) If 0  F  G  H  0 is an exact sequence of functors with F, H
coherent, then G is coherent.
The proof will be preceded by several lemmas.
Lemma 1.2. For any M # Mfg and any F # F, there is a natural isomor-
phism HomF(hM , F )$F(M).
Proof. Given , # HomF (hM , F ) let ! # F(M) be the image by , of the
identity 1M # hM(M)=HomA(M, M). Conversely, given ! # F(M), define
,: hM(N)  F(N) for any N by sending any f # hM(N)=HomA(M, N)
to F( f )(!).
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Lemma 1.3. For any M # Mfg , the functor hM is a projective object in the
category F.
Proof. Suppose given a surjective map of functors F  G  0 and a
morphism hM  G. This corresponds to an element ! # G(M). But F(M) 
G(M)  0 is surjective, so ! lifts to a !$ # F(M), which defines a map
hM  F lifting the map hM  G.
Lemma 1.4. Let F # F be a coherent functor, and let hR  F  0 be any
surjective map. Then there is a module S # Mfg and an exact sequence
hS  hR  F  0.
Proof. Since F is coherent, by definition there is an exact sequence
hN  hM  F  0.
On the other hand, we have the surjective map hR  F  0. Since hR is
projective, there is a map %: hR  hM compatible with the maps to F.
By (1.2) the maps hN  hM and hR  hM arise from module maps
M  N and M  R. Let S be the fibred sum (NR)M. Then we obtain
a commutative diagram
hS ww hR ww F ww 0
=
hN ww hM ww F ww 0.
From this it is clear that the composition hS  F is 0. To show the top row
is exact, we must show for any module Q, given x # hR(Q) which goes to
0 in F(Q), it comes from an element of hS(Q). Well, x gives an element
y # hM(Q) which lifts to a z # hN(Q). Now from the universal property of the
fibred sum, there exists a w # hS(Q) having images x # hR(Q) and z # hN(Q).
Lemma 1.5. If F # F is coherent, and if
hN  hM  F  0
is exact, then there is an R # Mfg so that
0  hR  hN  hM  F  0
is exact.
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Proof. Indeed, the map hN  hM comes from a module map f : M  N.
Let R=coker f. Since h is left exact, we then get
0  hR  hN  hM  F  0
as required.
Proof of (1.1). (b) Given 0  F  G  H  0 with F, H coherent, and
given resolutions of F, H by representable functors, since these functors hM
are projective objects in the category, we can build a resolution of G whose
objects are the direct sums of the terms of the resolutions of F and H. Since
hM hN=hMN for any M, N, it follows that G is coherent.
(a) We proceed in several steps. First suppose given a map f : F  G
and resolutions
hN ww hK
hM ww hL
F wwf G ww R ww 0
0 0
as shown, and let R=coker f. Because these are projective resolutions, the
map f lifts to the resolutions, and then a diagram chase shows that
hM hK  hL  R  0
is exact. Hence R is coherent.
Next we show that the kernel of a surjective map of coherent functors is
coherent. So let 0  C  F  G  0 be exact, with F, G coherent. Let
hN  hM  F  0
be a resolution of F. Then hM  G is surjective, so by (1.4) we can extend
that to a resolution of G. Furthermore, by (1.5) the tails of these resolu-
tions are also representable, so we get a diagram
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0 0
hR ww hT
hN ww hL
hM ww hM
0 ww C ww F wwf G ww 0
0 0 .
Now splitting these vertical sequences in the middle, we obtain coherent
functors U, V and a diagram
0 0
U ww V
hM ww hM
0 ww C ww F ww G ww 0
0 0 .
Now it follows that C is isomorphic to the cokernel of the map of coherent
functors U  V, which is coherent by the previous step.
Passing to the general case, if f : F  G is any morphism of coherent
functors, then im f =ker(G  coker f ) is coherent by the previous step,
and ker f =ker(F  im f ) is also coherent by the previous step.
Corollary 1.6. A direct summand of a coherent functor is coherent.
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Proof. Suppose FG=H is coherent. Then H  G  H by projection
followed by inclusion gives a map of H  H whose kernel is F. Hence F is
coherent by (1.1).
References for Sect. 1. These results, which hold in any abelian
category, are proved by essentially the same method in [2, Sect. 2].
2. EXAMPLES OF COHERENT FUNCTORS
As before, A is a commutative noetherian ring. Mfg is the category of
finitely generated A-modules. F is the category of A-linear functors from
Mfg to itself. We denote by CF the category of coherent functors.
Example 2.1. For any M # Mfg , the functor hM=HomA(M, } ) is
coherent. Indeed we can write 0  hM  hM  0.
Example 2.2. For any M # Mfg , the functor MA } is coherent. Indeed,
let P1  P0  M  0 be a resolution of M by finitely generated projective
A-modules. Since the tensor product is right exact, we have an exact
sequence of functors
P1  }  P0  }  M }  0.
But for P projective, P } =Hom(P6, } )=hP 6( } ). Hence M } is coherent.
Example 2.3. (a) Let P } be a complex of finitely generated A-modules.
Fix an index i, and let F be the functor hi (P }  } ). Then F is a coherent
functor. Indeed, the functor Zi ( } )=ker(Pi  }  Pi&1  } ) is coherent by
(1.1) and Bi ( } )=im(Pi+1  }  Pi  } ) is coherent by (1.1) so also F=
coker(Bi ( } )  Zi ( } )) is coherent.
(b) If furthermore the modules Pi are projective A-modules, then the
functor F=hi (P }  } ) is half-exact, meaning that if
0  L  M  N  0
is a short exact sequence of modules, then
F(L)  F(M)  F(N)
is exact in the middle. Indeed, projective modules are flat over A, so we get
a short exact sequence of complexes
0  P } L  P} M  P } N  0.
The associated long exact sequence of homology shows that F is half-exact.
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Definition. If F # C and if there exists a complex P} of finitely generated
projective modules, and an i such that F=hi (P }  } ) as in (2.3), we will
say that F arises from a complex.
Example 2.4. For any M # Mfg and any i>0, the functor TorAi (M, } ) is
coherent. Indeed, let P }  M  0 be a projective resolution. Then Tori (M, } )
=hi (P }  } ) is coherent by (2.3).
Example 2.5. For any M # Mfg and any i>0, the functor Ext iA(M, } ) is
coherent. Again let P } be a projective resolution of M. Then Ext
i (M, } )=
hi (Hom(P } , } ))=h
i (P6}  } ), which is coherent by (2.3).
Example 2.6. Let Y=Spec A, let f : X  Y be a projective morphism of
schemes, and let F be a coherent sheaf on X, flat over Y. Then for any
i0 the functor T i defined by
T i (M)=H i (X, FA M)
is a coherent functor. Indeed, by [31, III.12.2] there is a complex L} of free
finitely generated A-modules such that T i (M)=hi (L }M). Thus T i arises
from a complex, so is coherent, by (2.3).
Jaffe [41] has given an example to show that if F is not flat over Y then
T i need not be coherent. We give another such example below (2.11). See
also (6.4).
Example 2.7. Again let Y=Spec A, let f : X  Y be a projective
morphism of schemes, let F and G be coherent sheaves on X, and assume
that G is flat over Y. Then for any i0 the functor
T(M)=Ext iX (F, GA M)
is coherent. To see this, first choose an n0>0 so that H i (X, G(n))=0 for
all nn0 and all i>0, by Serre vanishing. Next, note that since G is flat
over A, it follows that for all finitely generated A-modules M, H i (X, G(n)
A M)=0 for i>0 and nn0 . (For example use resolutions 0  N  Ar
 M  0 and descending induction on i.) Now take a resolution E} 
F  0 by sheaves Ei where each Ei= (O(&q i)) and qi>n0 . Then
Exti (Ej , GA M)=0 for all i>0 and each j, so we can compute
Exti (F, GM)=hi (Hom(E} , GM)).
But this can be rewritten as
hi (H0(E6} G)A M)
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and the sheaves H0(E6} G) are finitely generated flat A-modules, hence
projective (see e.g. the proof of [31, III.9.9]). So our functor arises from a
complex, hence is coherent by (2.3).
Remark 2.8. Of the examples given above, (2.1) is left-exact, (2.2) is
right exact, and all the remaining examples (except possibly (2.3a) are
half-exact.
Next we give an example to show that a coherent functor need not be
half-exact.
Example 2.9. Let A be a discrete valuation ring with parameter t. Fix
an integer n1, let Atn+1  Atn  0 be the natural map, and define for
any M a functor F by
0  F(M)  Atn+1M  Atn M  0.
Then F is a kernel of a map between coherent functors, so it is coherent
by (1.1). We can compute easily
F(A)$k=At
F(Atm)${k0
if mn+1
if mn.
Now if we apply F to the short exact sequence
0  At wt
n
Atn+1  Atn  0,
we get
0  k  0,
which is not exact. Thus F is not half-exact. Note that this example is a
special case of (2.3a), taking P } to be the complex At
n+1  Atn.
Example 2.10. Let A be a discrete valuation ring with parameter t, and
for any M, let {(M) be the torsion sub-module of M. Then { is left exact,
but we will show that { is not finitely generated, and therefore not coherent.
Suppose to the contrary that there is a surjective map hM  {  0 for
some finitely generated A-module M. Then M is a direct sum of indecom-
posable modules Mi , and for each i, by (1.2), the map hMi  { corresponds
to an element !i # {(Mi). Furthermore, for any module Q and any ’ # {(Q)
there must be maps f i : Mi  Q such that ’= fi (!i).
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This, however, leads to a contradiction. Each !i is annihilated by some
power tni of t. Let n>max[ni], take Q=Atn, and take ’=1 # {(Q)=Q.
Then ’ cannot be written as a sum of images of !, because ’ is not anni-
hilated by any power of t less than n.
The functor id{ gives an example of a functor which is finitely generated
but not coherent, since { is not finitely generated (1.4).
Example 2.11. We give an example to show that if F in (2.6) is not
flat over Y, then T i need not be coherent.
Let k be an algebraically closed field, let A=k[x, y], and let f : X  Y=
Spec A be the blowing up of the origin defined by the ideal m=(x, y) [31,
Ch.I Sect. 4]. Let F=OX . We will show that the functor
T(M)=H0(X, OX A M)
is not coherent on the category of A-modules.
In fact, we will show the stronger result, that the restriction of T to the
category of B-modules, where B=Am2, is not coherent.
For this, we need to know something about the structure of B-modules.
Since B is local, every finitely generated module is a direct sum of indecom-
posable modules. To give a B module M is equivalent to giving the two
k-vector spaces V=MmM and W=mM, and the two maps +x : V  W,
+y : V  W representing multiplication by x and y, up to a suitable equiv-
alence. Such pairs of linear maps were analyzed by Kronecker (see [36]
and [6, p. 302 ff ]). We find that any indecomposable finitely generated
B-module is isomorphic to one of the following:
(a) Mn=mn&1mn+1, for n1 (so M1=B), or
(b) Np, n=Mnpn for n1, where p is a point in the projective line P1k ,
representing a linear form p=ax+by, with a, b # k, or
(c) Wn=Mn (xn, yn) for n1 (so W1=k).
Furthermore, the only nondegenerate morphisms between these modules
(we say a morphism Q  R of B-modules is nondegenerate if it does not
factor through QmQ) are in the directions shown by the arrows (and
compositions of such) in the following diagram:
M1 ww M2 ww M3 ww } } }
Np, 1 wwww Np, 2 wwww Np, 3 wwww } } }
W1 W2 ww W3 ww } } } .
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Note also for p{q there axe no nondegenerate maps between Np, n
and Nq, m .
Next, we calculate the value of the functor T on the indecomposable
B-modules. Let E be the exceptional fiber of X over Y, so that OX A k=OE .
For any B-module Q, we denote by f *Q the sheaf OX B Q. Then T(Q)=
H0( f *Q). Note also that for any Q there is a natural map Q  T(Q).
Using standard properties of blowing up, whose details we spare the
reader, we find that the exact sequence of B-modules
0  kn+1  Mn  kn  0
gives rise to an exact sequence of sheaves on X
0  OE (n)  f *Mn  OnE  0,
and from this we conclude that the natural map
Mn  T(Mn)
is an isomorphism.
For the modules Np, n , the sequence
0  kn  Np, n  kn  0
gives
0  knp  f *Np, n  O
n
E  0,
where kp is the skyscraper sheaf k at the point p # E$P1k . From this we
find
Np, n  T(Np, n)
is also an isomorphism.
On the other hand the sequence
0  k2  Mn  Wn  0
gives rise to an isomorphism f *Wn $OnE , because the two sections xn, yn
generate the subsheaf OE (n) of f *MN . Therefore T(Wn)$kn, and the
natural map Wn  T(Wn) identifies T(Wn) with WnmWn .
The natural maps Q  T(Q) for any B-module Q give a morphism of
functors id  T. Let F be the kernel of this map. If T were coherent, then
F would be also. But we will show that F is not finitely generated.
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Indeed, F(Mn)=F(Np, n)=0 and F(Wn)=mWn for all n. If F were
finitely generated, then as in (2.10), there would be a finite number of
!i # F(Wni) which generate all the others. But if we take n>max[ni], and
take ’ # F(Wn), since there are no nondegenerate maps Wni  Wn , we
cannot write ’ as a sum of images of the !i .
Thus we see that the original functor T=H0(OX  } ) is not coherent,
neither on B-modules nor on A-modules.
References for Sect. 2. The functors T i of (2.6) were used by Grothendieck
in his theory of cohomology and base extension, as explained in [26, III,
Sect. 7] or [31, III, Sect. 12]. It seems that Artin [1] was the first to note
that they were coherent.
3. SOME PROPERTIES OF COHERENT FUNCTORS
We keep the same hypotheses as in Sect. 1 and Sect. 2: A is a commutative
noetherian ring, F the category of covariant A-linear functors from Mfg to
itself, and C the category of coherent functors.
Proposition 3.1. Let F be any functor in F (not necessarily coherent).
(a) There is a natural map of functors :: F(A) }  F( } ).
(b) The functor F0=coker : has the property that F0(A)=0. If F is
coherent, so is F0 . If F is half-exact, so is F0 .
(c) The map : is an isomorphism if and only if F is right exact.
In particular, note that F is right exact if and only if it is of the form
M } for some module M.
Proof. (a) An element m # M defines a morphism fm : A  M by send-
ing 1 to m. Hence also a map F( fm): F(A)  F(M). Now given any element
 :i mi # F(A)M, send it to  F( fmi )(a i) in F(M).
(b) F0(A)=0 is obvious. If F is coherent, then F0 is a cokernel of
a map of coherent functors, hence coherent. If F is half-exact, a standard
diagram chase shows also that F0 is half-exact.
(c) If : is an isomorphism, of course then F=F(A) } is right exact.
Conversely, if F is right exact, first note that :(A) is an isomorphism, hence
:(L) is an isomorphism for any finitely generated free A-module. Now for
any M, let L1  L0  M  0 be a free resolution. Applying : and using the
5-lemma, we find :(M) is an isomorphism.
Definition. We denote by C0 the subcategory of C formed by the
coherent functors F such that F(A)=0.
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Remark 3.2. C0 is closed under kernels, cokernels, images, and extensions.
For example, for any A-module N, and for any i>0, the functor Tori (N, } )
is in C0 .
Remark 3.3. Although we have considered only functors defined on
finitely generated A-modules, we often may have occasion to apply them to
non-finitely generated modules. So for any functor F # F, defined from Mfg
to Mfg , we define a functor F : M  M by setting F (M)= F(M i) where
Mi runs over the finitely generated submodules of M. Since  is an exact
functor, this gives us an equivalence of categories of F with the category
F of covariant A-linear functors from M to M that send finitely generated
modules to finitely generated modules, and that commute with direct limits.
Furthermore, the extensions by t of the functors hN , N } , Tor i (N, } ),
Exti (N, } ) are just the same functors applied to arbitrary A-modules. So in
the following we will simply identify the functors F and F as long as no
confusion will result.
Proposition 3.4. Let f : A  B be a homomorphism of noetherian rings,
and let F # CA be a coherent functor on finitely generated A-modules. Then
the functor f *F defined by f *F(M)=F (M) for any B-module M is a
coherent functor on finitely generated B-modules. Furthermore, f * is an
exact functor from CA to CB , and f * of a left-, right-, or half-exact functor
is again left-, right-, or half-exact.
Proof. Since a finitely generated B-module M may not be finitely
generated over A, we put F as in (3.3) for emphasis. For a finitely generated
A-module N and any B-module M, we have
HomA(N, M)$HomB(NA B, M).
Indeed, this holds trivially for N=A, the functor } B is right exact, and
the Hom functors are contravariant left exact in the first variable, so this
holds for all finitely generated A-modules N. Now if hN  hM  F  0 is a
presentation of the coherent functor F, then
hNB  hMB  f *F  0
is a presentation of f *F. Thus f *F is a coherent functor over B, and in parti-
cular, it takes finitely generated B-modules to finitely generated B-modules.
Proposition 3.5. Let A, m, k be a local noetherian ring, and let F # C be
a coherent functor. Then for any M # Mfg , the natural map
F(M)7   F(MmnM)
is an isomorphism.
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Proof. First let us consider the case F=hN . By definition of  we
have
hN( MmnM)= hN(MmnM).
On the left-hand side we have hN(M ), which is also isomorphic to hN(M)7.
So the result holds for F=hN . Now consider a coherent functor F with a
resolution
hL  hN  F  0.
Then we have
hL(M)7  hN(M)7  F(M)7  0
because the completion functor is exact. On the other hand, for each n we
have
hL(MmnM)  hN(MmnM)  F(MmnM)  0
and these build an exact sequence of inverse systems. Now all these modules
are of finite length, so the kernel inverse systems all satisfy the Mittag
Leffler condition (ML) and hence taking inverse limits gives a sequence
which is still exact. Then by the 5-lemma we get the result.
Proposition 3.6. Let F be a coherent functor which arises from a complex
P} of projective A-modules. Then there are finitely generated A-modules C, H
and there is a four-term exact sequence of functors
Tor2(C, } )  H }  F( } )  Tor1(C, } )  0.
Proof. We may assume that the complex is
P2  P1  P0
and F( } )=h1(P }  } ), because in any case, only three consecutive terms of
the complex are needed to compute F. Then let H=h1(P })=F(A), and let
C=h0(P }). Our sequence then appears as the exact sequence of terms of
low degree of a spectral sequence. To derive it explicitly (without using a
spectral sequence), let R=coker(P2  P1). Then we have
0  H  R  P0  C  0
and F( } )=ker(R }  P0  } ). Splitting this exact sequence into two short
exact sequences, and writing the long exact sequences of Tor for each gives
the result. (Note we only need P0 projective for the proof.)
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Corollary 3.7. If the coherent functor F arises from a complex as
in (3.6), then the functor F0 defined in (3.1) is isomorphic to Tor1(C, } ) for
some A-module C.
Proof. From the exact sequence of (3.6) it follows that H=F(A), so the
map in the middle is just the map : of (3.1). Thus F0 $Tor1(C, } ).
Remark 3.8. Two natural questions arise here, to which we will return
later: (a) Under what conditions do two A-modules N1 , N2 give rise to
isomorphic functors Tor1(N1 , } )$Tor1(N2 , } )? cf. (5.2); and (b) Under
what conditions can we assert that every half exact coherent functor in C0
(i.e. such that F(A)=0) is of the form Tor1(N, } ) for some N? cf. (5.11). At
the same time we will study the question, does every half exact coherent
functor arise from a complex? cf. (5.10).
Proposition 3.9. Let A, m, k be a local noetherian ring, and let F be a
half exact coherent functor. If the map
F(A)k  F(k)
is surjective, then F is right-exact, and F(A)M  F(M) is an isomorphism
for all A-modules M.
Proof. We first give a very simple proof in the case that F arises from
a complex. In that, case, from the four-term exact sequence (3.6) we find
that Tor1(C, k)=0. This implies that C is flat over A, so Tor1(C, } )=
Tor2(C, } )=0. Thus :: F(A) }  F( } ) is an isomorphism.
In the general case, for any half exact coherent functor F, we consider
the functor F0 of (3.1), which will be half-exact and has the property that
F0(k)=0. Now the half-exactness, together with induction on the length,
shows that F0(M)=0 for all M of finite length. Then from (3.5) and faith-
ful flatness of A over A we conclude that F0(M)=0 for all M, so that the
map :: F(A) }  F( } ) is surjective.
Now for any exact sequence
0  M$  M  M"  0
we have an exact commutative diagram
F(A)M ww F(A)M" ww 0
F(M) F(M"),wwww
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where the vertical arrows are surjective. It follows that F(M)  F (M") is
surjective, so F, being already half-exact, is right exact, and then it follows
from (3.1) that : is an isomorphism.
Corollary 3.10 (‘‘Nakayama’s Lemma’’). If F is a half-exact coherent
functor, and if F(k)=0, then F=0.
Proof. If F(k)=0, the proposition applies. F(A)k=0, so F(A)=0,
so F=0.
Remark 3.11. Ogus and Bergman [46] have shown by a clever de vissage
argument that (3.9) and (3.10) hold also without the hypothesis that F is
coherent. Example (2.9) above shows that the hypothesis F half-exact is
necessary.
Proposition 3.12. Let F be any coherent functor.
(a) There is a unique finitely generated A-module S and a morphism of
functors ;: F  hS with the property that F(I )  hS(I ) is an isomorphism for
every injective A-module I.
(b) The functor F1=ker ; has the property that F1(I )=0 for every
injective A-module I. If F is half-exact, so is F1 .
(c) The map ; is an isomorphism if and only if F is left-exact. In
particular, a coherent functor F is left exact if and only if it is of the form
hS for some module S.
Proof. (a) Take a resolution
hN  hM  F  0.
The map hN  hM arises from a map of modules M  N. Let S be the
kernel
0  S  M  N.
Then we get an exact sequence of functors
hN  hM  hS
and hence a natural map ;: F  hS . If I is an injective A-module, the
functor Hom( } , I ) is exact, so we find that F(I )  hS(I ) is an isomorphism.
Since hS is left-exact, clearly S is uniquely determined by knowing hS(I ) for
all I.
(b) The fact that F1(I )=0 for injectives is obvious, by construction.
A simple diagram chase shows that F1 is half-exact if F is.
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(c) Of course if ; is an isomorphism, then F is left-exact. Conversely,
suppose F is left-exact. For any A-module M, take an injective resolution
0  M  I 0  I 1. Then applying hS and F and isomorphism on injectives
and the 5-lemma, we find F(M)  hS(M) is an isomorphism for all M.
Definition. We denote by C1 the category of coherent functors F with
the property that F(I )=0 for all injective A-modules. Clearly C1 is closed
under kernels, cokernels, images, and extensions. For example, if N is a
finitely generated A-module, then Exti (N, } ) # C, for i>0.
Example 3.13. A left-exact functor which is not coherent need not be
isomorphic to a functor of the form hS for any S. For example, consider the
torsion submodule functor { of (2.10). Since it is not coherent, it cannot be
of the form hS for any finitely generated A-module S.
References for Sect. 3. (3.1) is well-known and appears for example in
[26, III.7.2.5] or [31, III.12.5]. (3.5) is proved in [26, III.7.4.7] in the
special case that F arises from a complex. It is proved in the special case
of cohomology functors (2.6) in [31, III.11.1]. The four-term exact sequence
(3.6) appears in [2, Sect. 7]. (3.9) is the key step in proving the theorem
of cohomology and base change. It appears in [26, III. 7.5.2] taking as a
hypothesis the conclusion of (3.5), and again in [31, III.12.10] with essen-
tially the same proof. The paper of Ogus and Bergman [46] has freed this
result of unnecessary hypotheses. (3.12) appears in [26, III.7.4] and also in
[31, III.12.4] in the special case that F arises from a complex. The construc-
tion of the functors F0 (3.1) and F1 (3.12) appears in a much more general
categorical setting in [3, Ch.I].
4. DUALITY FOR COHERENT FUNCTORS
As before, we let A be a noetherian ring, and C the category of coherent
functors on finitely generated A-modules. We will define a functor V: C  C
which is a dualizing functor for the category C, that is, V is exact, contra-
variant, and VV=id. For any F # C we will call F* the dual functor of F.
Proposition 4.1. There is a unique functor V: C  C which is exact,
contravariant, and has the property that for any finitely generated module M,
hM( } )*=M }. Furthermore, VV$idC .
Proof. The uniqueness is clear, because if F is any coherent functor,
and if
hN  hM  F  0
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is a presentation, then
0  F*  M }  N }
determines F*.
To show existence, we proceed as follows. For each coherent functor F,
fix a presentation
hN  hM  F  0.
The map hN  hM comes from a map of modules M  N, so we can define
F*( } )=ker(M }  N } ).
Given another functor G, with its fixed presentation
hR  hL  G  0
and given a morphism of functors f : F  G, since the functors hM , hN are
projective objects of C (1.3), we can lift the map f to a map of complexes
hN ww hM ww F ww 0
f2 f1 f
hR ww hL ww G ww 0.
This induces a map of functors f *: G*  F*. If we chose a different lifting
f $1 , f $2 of f, then there would exist a homotopy map $: hM  hR such that
f1& f $1=d b $ where d: hR  hL . It then follows that the induced map f *
from G*  F* is the same. Thus f is independent of the lifting chosen.
Now suppose g: G  H is another morphism of functors and let hS  hT
 H  0 be its fixed presentation. Then g lifts to a map of presentations
defining g*, and the composition of the liftings of f, g is a lifting of g b f, so
by independence of the lifting we see that (g b f )*= f * b g*. Thus we have
defined a contravariant functor V: C  C, which apparently depends on the
choice of fixed presentations for all the functors.
Lemma 4.2. Let F # C, and let hR  hL  F  0 be another presentation
of F, possibly different from the one fixed above, and let F - be the functor
defined by
F -( } )=ker(L }  R } ).
Then F* and F - are isomorphic functors.
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Proof. Imitating the construction above, the identity map 1F lifts to a
map of the first presentation into the second, and thus defines a morphism
of functors f : F -  F*. On the other hand, 1F going the other way lifts and
thus defines a map of functors g: F*  F -. Because of independence of
liftings, we see that g b f =1F- and f b g=1F* , so f, g give an isomorphism
between the two functors.
Proof of (4.1) continued. To see that V is an exact functor, let
0  F  G  H  0
be an exact sequence of coherent functors. Take three-term projective
resolutions of F and H as in (1.5). Then, as in the proof of (1.1b) we can
find a resolution of G using direct sums of the terms of the resolutions of
F and H. The resolutions then form a split exact sequence. From this,
taking the corresponding diagram of tensor-product functors, and using the
snake lemma, it follows that
0  H*  G*  F*  0
is exact.
Now if F is a functor of the form hM , we can take the trivial presentation
0  hM  hM  0, by (4.2) and thus we see that hM( } )*=M }.
Finally, to show that VV=id, since we already know that V is contra-
variant and exact, it will be sufficient to show that hM**=hM , in other
words, we need to show that (M } )*=hM . Take a projective resolution
P1  P0  M  0. Then, as in (2.2),
hP 16  hP06  M }  0
is a presentation of the functor M }. Hence,
(M } )*=ker(P60  }  P
6
1  } ).
But this is equal to
ker(hP0  hP1).
Since h is a left-exact contravariant functor, we have an exact sequence
0  hM  hP0  hP1 .
Thus (M } )*=hM as required.
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Remark 4.2.1. Note that we used in an essential way the fact that we
are working in the category of finitely generated A-modules. Without that,
F* would not be coherent, and F** would not be equal to F.
Proposition 4.3. (a) F is left-exact if and only if F* is right-exact.
(b) If F arises from a complex of projective A-modules P } , then F*
arises from the dual complex P6} .
Proof. (a) If F is left-exact, then F$hS for some S (3.12). Thus
F*$S } is right exact. Conversely, if F is right exact, then F$M } for
some M, and in that case F*=hM as is shown in the proof of (4.1) above,
so F* is left exact.
(b) Suppose F arises as h1(P }  } ) for a complex P2  P1  P0 of
projective A-modules. Let R=coker(P2  P1). Then we have exact sequences
P2  }  P1  }  R }  0
and
0  F  R }  P0  } .
Dualizing we get
0  hR  hP1  hP2
and
hP0  hR  F*  0.
But for any projective module P we have hP $P6 } . Thus we see that F*
is just h1(P6}  } ) where
P6} : P
6
0  P
6
1  P
6
2 .
So F* arises from the dual complex P6} .
Corollary 4.4. For any finitely generated A-module M, the functors
Tori (M, } ) and Exti (M, } )
are duals to each other.
Proof. Let P}  M  0 be a projective resolution of M. Then Tori (M, } )
=hi (P }  } ) and Exti (M, } )=hi (P 6}  } ), so they are dual by the
proposition.
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Proposition 4.5. Suppose that F # C arises from a complex. Then there
are finitely generated A-modules C, H and a four-term exact sequence
0  Exti (C, } )  F( } )  hH( } )  Ext2(C, } )
Proof. The dual functor F* also arises from a complex so we can apply
(3.6) to get an exact sequence
Tor2(C, } )  H }  F*( } )  Tor1(C, } )  0.
Now just dualize this exact sequence of functors and use (4.4).
Of course, one could also prove this directly, imitating the proof of (3.6)
using the long exact sequence of Ext.
Proposition 4.6. A coherent functor F # C is half -exact if and only if it
is a direct summand of a functor G # C arising from a complex.
Proof. One direction is trivial, since a functor G arising from a complex
is half-exact (2.3b) and a direct summand of a half-exact functor is half-exact.
Conversely, let F be a half-exact coherent functor, and let hN  hM  F  0
be a presentation of F. Let P  N  0 be a surjection of a projective
module P to N, and let M$ be the fibred product defined by
0  M$  PM  N  0.
We define a functor G by
hP  hM$  G  0.
Then we have
0  G*  M$ }  P } .
If P2  P1  M$  0 is a projective resolution for M$, then G* arises from
the complex P2  P1  P. Hence by (4.3), G also arises from a complex.
Now we consider the diagram
%
hN ww
d hM ww
= F ww 0
f $ g f
hP ww
d$ hM$ ww G ww 0,
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which induces a morphism of functors f : F  G. Since F is half-exact, we
obtain an exact sequence
F(M$)  F(P)F(M)  F(N).
We interpret these modules as maps of h-functors into F by (1.2). Taking
(0, =) # F(P)F(M), it has image 0 # F(N), so there exists a % # F(M$)
giving (0, =). This gives a map
%: hM$  F
such that ==% b f $ and % b d $=0. Thus % induces a map g: G  F, and because
of the compatibility of the maps, we see that g b f =1F . Hence F is a direct
summand of a functor G which arises from a complex, as required.
Corollary 4.7. If F # C is half-exact, then F* is also half-exact.
Proof. Indeed, F is a direct summand of G, which arises from a complex,
so F* is a direct summand of G* which also arises from a complex, so F*
is half-exact.
Proposition 4.8. The duality functor V interchanges the constructions
of (3.1) and (3.12). For any functor F, (:F)*=;F* and (;F)*=:F* . Also
(F0)*=(F*)1 and (F1)*=(F*)0 . Finally, V interchanges the two subcategories
C0 and C1 .
Proof. Start with F and a presentation
hN  hM  F  0.
Let S=ker(M  N) as in (3.11). Then we have
0  F1  F w
; hS .
Dualizing gives
S }w;* F*  (F1)*  0.
But since F*=ker(M }  N } ), it is clear that F*(A)=S. Thus ;*=:
and (F1)*=(F*)0 .
Conversely, for any functor G, we write G=F* for some F. Then
G(A) }w: G  G0  0,
where :=;* and G0=(F1)*. Thus dualizing we get :*=; and (G0)*=(G*)1 .
72 ROBIN HARTSHORNE
If F # C1 , then F=F1 , and if G # C0 , then G=G0 , so clearly V inter-
changes C0 and C1 .
Proposition 4.9. A coherent functor F is a projective object of the
category C if and only if it is of the form hM for some M # Mfg . It is an injec-
tive object of C if and only if it is of the form M } for M # Mfg .
Proof. We have seen (1.3) that every hM is a projective object of F,
and hence also of C. If F is any projective object, since it is coherent, it
is a quotient of hM for some M. Then since it is projective, it is a direct
summand of hM . Thus there is a map of hM to itself with kernel F:
0  F  hM  hM .
This arises from a map M wf M. If R=coker f, then f =hR . Thus every
projective object of C is of the form hR .
The second statement follows from the first by duality, since a dualizing
functor on a category interchanges injective and projective objects, and
(hM)*=M } .
References for Sect. 4. The existence of a dualizing functor for the
category of coherent functors appears in [28, Sect. 5] with a different
proof. They first show that the functors M } are injective objects in C(A).
Then they invoke a theorem of Gabriel [23] which will show that C(A)
and C(A)op are equivalent categories, because their subcategories of injec-
tive objects are both equivalent to Mfg , via M  M } and M  hM . (4.5)
appears in various forms in [2]. The proofs in this section are all inspired
by reading the papers of Auslander, though none of these statements
appears there. In particular, (4.6) appears to be new.
5. THE FUNCTOR EXT
In this section, we study some properties of the functor Ext. This will
allow us to describe better the coherent functors arising from complexes.
Proposition 5.1 (Eckmann, Hilton). Let A be a commutative noetherian
ring and let M, N be finitely generated A-modules. For each f # Hom(M, N)
we consider the associated map of functors
f : Ext1(N, } )  Ext1(M, } ).
(a) Every map of functors Ext1(N, } )  Ext1(M, } ) is of the form f for
some f # Hom(M, N).
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(b) Given f # Hom(M, N), the associated map f is zero if and only if
f factors through a projective module: M  P  N.
(c) The functors Ext1(N, } ) and Ext1(M, } ) are isomorphic if and only
if there exist projective A-modules P, Q such that MP$NQ. (In this
case we say M, N are stably equivalent.)
Proof. We use the notion of a satellite functor [3, p.19ff]. Recall that
if F is any additive functor on A-modules, its first left satellite functor S1 F
is defined as follows. For any module T, take an exact sequence
0  R  P  T  0
with P projective. Then,
S1 F(T)=ker(F(R)  F(P)).
We wish to describe the first left satellite functor of the functor Ext1(N, } ).
For any T, with an exact sequence as above, we find
S1(Ext1(N, } ))(T)=ker(Ext1(N, R)  Ext1(N, P)).
From the long exact sequence of Hom and Ext it is thus clear that
S1(Ext1(N, } ))(T )=coker(Hom(N, P)  Hom(N, T )).
Since P  T is surjective, the image of Hom(N, P)  Hom(N, T) is just the
subgroup K(N, T) consisting of those f # Hom(N, T) which factor through
a projective module. Thus we have an exact sequence of functors
0  K(N, } )  hN  S1(Ext(N, } ))  0.
By the way, it is easy to see that K(N, } ) is also equal to the image of the
map :: hN(A) }  hN of (3.1), so that S1(Ext1(N, } ))=(hN)0 . However
we will not use this fact in our proof.
Now to prove (a), suppose given a map of functors ,: Ext1(N, } ) 
Ext1(M, } ). This induces a map , on the satellite functors S1 . Since hN is
projective in the category of functors, this lifts to a map ,$: hN  hM , which
in turn arises from a morphism f : M  N of A-modules
0 ww K(N, } ) ww hN ww S1(Ext1(N, } )) ww 0
,$ ,
0 ww K(M, } ) ww hM ww S1(Ext1(M, } )) ww 0.
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To show that f =,, we will show that Ext1(N, } )) is the first right satellite
functor of S1(N, } )=S1(Ext1(N, } )). Thus , is completely determined by , ,
and hence also by f. Indeed, for any module T, take an exact sequence
0  T  I  Q  0
with I injective. Then we obtain a diagram
wwww wwww
0 0
K(N, I ) ww K(N, Q) R 0
hN(I ) ww hN(Q) ww Ext1(N, T ) ww 0
S1(N, I ) ww S1(N, Q) ww S1S1(N, T ) ww 0
0 0 0,
where the bottom row gives the right satellite functor S 1S1(N, T) by defini-
tion. The snake lemma shows that the right-hand column is exact, so we
have only to show R=0 to get the desired isomorphism Ext1(N, } )$
S1S1(N, } ).
An element of R comes from a map g: N  Q which factors through a
projective P. Since P is projective, the map P  Q lifts to I, so g is in the
image of K(N, I ), and so R is zero. This completes the proof of (a).
Conversely, if f : M  N induces ,= f on the Ext’s which is zero, then
, =0, so the ,$ determined by f will factor through K(M, } ). But f =,$(1N),
so f will be in the image of K(M, N), i.e. f factors through a projective
module. This proves (b).
Finally, suppose Ext1(N, } ) and Ext1(M, } ) are isomorphic functors.
Then by part a), there are maps f # Hom(M, N) and g # Hom(N, M) such
that gf induces the identity on Ext1(M, } ) and fg induces the identity on
Ext1(N, } ). Hence 1& gf # Hom(N, M) factors through a projective module
P: there exist maps M wa P wb M such that 1& gf =ba. It follows that if
we define maps
M ww( f, a) NP ww( g, b) M
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the composition is the identity. Thus M is a direct summand of NP, so
we can write NP=MQ for some A-module Q. Finally, note that
Ext1(N, } )$Ext1(NP, } )$Ext1(M, } )Ext1(Q, } ).
But by hypothesis, Ext1(N, } )$Ext1(M, } ) (by the same map) so
Ext1(Q, } )=0, which implies that Q is projective.
Corollary 5.2. Again with A noetherian, and M, N finitely generated
A-Modules, the functors Tor1(M, } ) and Tor1(N, } ) are isomorphic if and
only if M and N are stably equivalent.
Proof. This follows directly from the proposition, using the duality of
Tor and Ext (4.4).
Remark 5.2.1. From the proof of (5.1c) it follows more precisely, that
if f : M  N is a map which induces an isomorphism of functors Ext1(N, } )
 Ext1(M, } ), or dually, an isomorphism Tor1(M, } )  Tor1(N, } ), then
there exists a projective module Q and a split surjection MQ ww( f, b) N, so
that MQ$NP with P projective.
Proposition 5.3. Let A be a noetherian ring. Then the following three
categories are equivalent
(i) The category of coherent functors F which arise from a projective
complex (2.3b), and morphisms of such.
(ii) The category of complexes P2  P1  P0 of projective A-modules,
and morphisms of complexes modulo the subgroup of Hom(P } , P$}) consisting
of morphisms which induce the zero map on h1(P })  h1(P$}) and such that the
induced map h0(P })  h0(P$}) factors through a projective.
(iii) The category whose objects are triples (C, H, !), where C, H
are finitely generated A-modules, and ! # Ext2(C, H), and whose morphisms
are (g, f ): (C, H, !)  (C$, H$, !$) where f # Hom(H, H$), g # Hom(C, C$)
K(C, C$), and f
*
(!)= g
*
(!$) in Ext2(C, H$).
Proof. Given a complex P } , we take F to be the functor h1(P }  } )
as in (2.3). We let H=h1(P }) and C=h0(P }) so that there is a four-term
sequence as in (3.6), whose dual gives a four-term exact sequence
0  Ext1(C, } )  F*  hH  Ext2(C, } )
as in (4.5). We let ! # Ext2(C, H) be the image of 1 # hH(H).
Furthermore, if we let W=coker(P2  P1), then there is an exact
sequence
0  H  W  P0  C  0
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and we have
hP0  hW  F*  0.
To verify all the details of this proof would take forever, so we will just
indicate the main points.
Given F in (i), it arises from a complex P } by definition. A morphism of
functors F  F $ induces a morphism F $*  F* which lifts to the resolutions
hP$0 ww hW$ ww F $* ww 0
hP0 ww hW ww F* ww 0,
so we get a diagram
W ww P0
W $ ww P$0 ,
which lifts to a map of complexes P }  P$} .
If two maps of complexes ,1 , ,2 : P }  P$} induce the same morphism of
associated functors F  F $, then ,1 and ,2 agree on H=F(A)  H$=F(A).
So ,1&,2 is 0 on h1(P })  h1(P$}). From the four-term exact sequence we
then see that ,1 and ,2 induce the same map on
Ext1(C, } )  Ext1(C$, } ),
where C=h0(P }), C$=h0(P$}). Hence ,1&,2 factors through a projective,
by (5.1). This establishes the equivalence of (i) and (ii).
It is clear that we have a functor from (ii) to (iii). So the only non-obvious
part is to show that every such triple (C, H, !) arises from a complex and
every morphism of triples arises from a morphism of complexes. Given
! # Ext2(C, H), let
Q3  Q2  Q1  Q0  C  0
be a projective resolution of C. Then ! # h2(Hom(Q } , H)). This lifts to a
cycle !$ # Z2(Hom(Q } , H)). If we let
Q3  Q2  T  0,
then
0  Hom(T, H))  Hom(Q2 , H))  Hom(Q3 , H)),
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so we get !$ # Hom(T, H). Now write
0 ww T ww Q1 ww Q0 ww C ww 0
0 ww H ww W,
where W is the fibred sum (HQ1)T. Then take P0=Q0 to get a
sequence
0  H  W  P0  C  0.
If P2  P1  W  0 is a projective resolution of W, then P } is the required
complex.
If P } and P$} are two complexes, and if we are given a morphism (g, f ):
(C, H, !)  (C$, H$, !$) of the associated data from (iii), we obtain a
morphism of P } to P$} as follows. Let W, W$ be as before, so that we get
exact sequences
0 ww H ww W ww P0 ww C ww 0
f g
0 ww H$ ww W$ ww P$0 ww C$ ww 0.
Lift the map g to a map P0 to P$0 . Then the compatibility f*(!)= g*(!$)
in Ext2(C, H$) implies that there is a map W  W$ completing the com-
mutative diagram. This map lifts to maps of the resolutions P2  P1 
W  0 and P$2  P$1  W$  0, giving the desired map of complexes.
Corollary 5.4. Two functors F, F $ arising from complexes P, P$ are
isomorphic if and only if H$H$, C and C$ are stably equivalent, and !=!$
under the resulting isomorphism of Ext2(C, H)$Ext2(C$, H$), in the notation
of the proposition.
Remark 5.4.1. We have seen that a functor arising from a complex of
projective A-modules is half exact (2.3b). An interesting question is the
converse: under what conditions does a half-exact functor arise from a
complex? Auslander investigated this question in [2] and [4]. He found
that the answer is yes if the ring A has finite global projective dimension,
such as a regular local ring. (See (6.2) below for the case of a discrete
valuation ring.) He also showed implicitly that F arises from a complex if
and only if the functor F1 (cf. (3.12)) is of the form Ext1(D, } ) for some
finitely generated module D.
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Here we will content ourselves with giving an example.
Example 5.5. A half-exact functor need not arise from a complex. At
the same time we will see that a direct summand of a functor Ext1(B, } )
need not be of the form Ext1(C, } ) for any C.
Let A be the local ring of an ordinary double point on an integral curve
over an algebraically closed field k. Let B be the normalization of A in its
quotient field. Then B is a semilocal ring with two maximal ideals mP , mQ ,
and B is a finitely generated A-module. We consider the functor G=Ext1A(B, } ).
We claim that for every M # Mfg , G(M) is an A-module of finite length.
First consider M=A. Since A is a Gorenstein local ring, by the local
duality theorem [27], Ext1A(B, A) is dual to H
0
m(B), which is 0 because B
is a torsion-free A-module. If M is a torsion module over A, then clearly
G(M) is finite length. If M is torsion-free of rank r, then we can find an
exact sequence
0  M  Ar  R  0,
where R is torsion. The exact sequence of Ext gives
} } }  Hom(B, R)  Ext1(B, M)  0,
hence G(M) is torsion. Finally for any M # Mfg we write
0  Mtor  M  Mtf  0
and by half-exactness we find G(M) is finite length.
Now we consider completions. Let A be the completion of A, and let
B =BA A be the completion of B. Then B splits into the direct sum of
the two local rings, B P and B Q where P and Q are the two points of the
normalization lying over the double point.
Since G(M) is finite length for any M, we see that
G(M)=G(M)7=Ext1A (B , M ).
Thus G is isomorphic to the direct sum of the two functors
FP(M)=Ext1A (B P , M ) and FQ(M)=Ext
1
A (B Q , M ).
The functor F=FP is our example. We claim that F cannot be isomor-
phic to Ext1(C, } ) for any C # Mfg . For if it were, then by an argument
similar to the proof of (5.1c), FQ $Ext1(D, } ) for some D and then B and
CD would be stably equivalent A-modules. But over a local ring A, the
only projective modules are free, so by splitting off free modules, every
stable equivalence class has a unique smallest element containing no free
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direct summands. B is already minimal, since it has rank 1 over A and is
not free. We may assume that C and D are also minimal. Then we would
have B$CD, which is impossible since B has rank 1. Thus F cannot be
isomorphic to any Ext1(C, } ).
Now we show that F cannot arise from a complex. For if it did, by (4.5)
there would be modules C, H and an exact sequence
0  Ext1(C, } )  F  hH  Ext2(C, } ).
But the module H is isomorphic to F*(A). On the other hand, F is a direct
summand of G=Ext1A(B, } ) so F* is a direct summand of G*=Tor1(B, } ).
This vanishes on A, so H=0. Then F would be isomorphic to Ext1(C, } ),
a contradiction.
References for Sect. 5. (5.1) is a theorem of Eckmann and Hilton, first
stated in [37] and proved in [38]: see also [3, Ch. I, Sect. 4]. Our proof
is distilled from the discussions in [3]. (5.2) can also be deduced from a
theorem of Auslander and Reiten [5, Prop. 2.2, p. 250], which is proved
using the Auslander transpose instead of the duality of coherent functors.
The result of (5.3) is more or less contained in [2, Sect. 4].
The example (5.5) is also due to Auslander [4] but we have given a
different proof.
6. DISCRETE VALUATION RINGS
In this section we consider coherent functors on the category of modules
of finite type over a discrete valuation ring A with parameter t. Some
simplifications of the general theory occur in this case. Also, we are able
to give a necessary and sufficient condition for a half-exact functor to be
coherent.
Proposition 6.1. Over the discrete valuation ring A, t, any half -exact
coherent functor is a direct sum of functors of the three following types:
(a) I=identity functor, which is exact.
(b) Atn } , for any n1, which is right exact.
(c) Hom(Atn, } ) for any n1, which is left-exact.
Proof. Given F coherent and half-exact, we consider the exact sequence
F(A) } w: F  F0  0
of (3.1). Then F0 is also coherent and half-exact, and F0(A)=0.
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First we will show that : is injective. Since any finitely generated A-module
is a direct sum of a free module and modules of the form Atn for various n1,
it is enough to consider those two cases. Now :(A) is an isomorphism by
construction. For any n1 consider the exact sequence
0  A wt
n
A  Atn  0.
Since F is half-exact the sequence
F(A) wt
n
F(A)  F(Atn)
is exact in the middle. This tells us that
F(A)tnF(A)  F(Atn)
is injective, in other words : is injective.
Next we will show that F0 is left-exact. Since F0(A)=0, we need only
show for any injection of torsion modules 0  M$  M, that F0(M$) 
F0(M) is injective. We reduce to the case 0  Atn  Atm, and by composi-
tion, it is enough to show that if
0  Atn&1 wi Atn,
then F0(i) is injective. For this purpose we consider the exact sequence
0  A ww(t, ?) AAtn&1 ww(?, &i) Atn  0,
where ? represents the natural surjections A  Atn&1 or A  Atn. Since
F0 is half-exact and F0(A)=0, we find F0(i) is injective.
Thus F0 is left-exact and coherent, so F0 $hM for some M, by (3.12).
Furthermore, since F0(A)=0, M is a torsion module. Thus F0 is a direct
sum of functors of type c) above.
On the other hand, hM is a projective object in the category of coherent
functors, so the above sequence splits to show
F$(F(A) } )F0 .
Splitting F(A) into a free module plus torsion modules, the functor
F(A) } is a direct sum of functors of types (a) and (b) above.
Corollary 6.2. Any half-exact coherent functor over a discrete valuation
ring arises from a complex.
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Proof. This follows directly from the proposition, since each of the
three types arises from a complex. We do not need to appeal to Auslander’s
theorem (5.4.1).
Proposition 6.3. A half-exact A-linear functor F on the category of
finitely generated modules over the discrete valuation ring A, m is coherent
if and only if it satisfies the condition
F(A)7 [  F(Amn). (V)
Proof. The necessity of the condition follows from (3.5). To prove
sufficiency, we proceed as follows. Let F be a half-exact A-linear functor
satisfying (V). We consider the map : of (3.1), and it follows as in the proof
of (6.1) above that
0  F(A) }  F  F0  0
is exact. Furthermore F0 is also half-exact, and F0 will also satisfy (V), since
F(A) } and F do, and the inverse limits which arise all satisfy (ML), cf.
proof of (3.5). Since an extension of coherent functors is coherent, it is
sufficient to show that F0 is coherent.
Changing notation, we have thus reduced to proving the proposition
under the additional hypothesis that F # C0 , i.e. F(A)=0. As in the proof
of (6.1), it follows in this case that F is left-exact.
For each n1 consider the exact sequence
0  Atn&1 wi Atn w? k  0
and the resulting exact sequence
0  F(Atn&1) wi F(Atn) w? F(k).
Let Mn F(k) be the subvectorspace equal to the image of ?. For n$>n
there are natural maps Mn$  Mn , so we have a filtration
F(k)=M1 $M2 $ } } } .
Because of the hypothesis (V) and F # C0 , it follows that  F(Atn)=0.
This implies that  Mn=(0). For otherwise we would be able to find a
compatible sequence of elements xn # F(Atn) and the inverse limit would
not be zero. So we can write our filtration as
F(k)=Mn1>Mn2> } } } >Mnk>0,
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where for each i, ni is the maximum integer among the set of n for which
Mn=Mni . Now for each i, choose elements xij # F(At
ni ) whose images
in Mni form a basis for Mni Mni+1 , for j=1, ..., ri . Let
N= (Atnii )
ri.
The elements xij we have chosen determine a map of functors hN  F. We
claim this is an isomorphism.
Since hN(A)=F(A)=0, it will be sufficient to show it is an isomorphism
for each Atn. This we do by induction on n. For n=1, note hN(k)  F(k)
is an isomorphism by construction, since the images of the xij form a basis
for F(k). For n2 consider the exact sequence
0  Atn&1 wi Atn  k  0.
We get a commutative diagram
0 ww hN(Atn&1) ww hN(Atn) ww hN(k) ww } } }
& r
0 ww F(Atn&1) ww
i
F(Atn) ww
?
F(k) ww } } } .
The two outside vertical arrows are isomorphisms by the induction hypo-
thesis. Therefore the middle arrow is injective. On the other hand, the
image ?(F(Atn)) in F(k) is just Mn , and it follows from our construction
of the xij that hN(Atn)  Mn is surjective. Hence the middle arrow is an
isomorphism as claimed. So F$hN is coherent, which completes the proof.
Corollary 6.4. If A is a discrete valuation ring, the functors T i=
H i (X, FA M) of (2.6) are coherent, even if F is not flat over Y=Spec A.
Proof. According to the theorem on formal functions [31, III.11.1], the
functors T i satisfy the condition (V) of (6.3), and therefore are coherent.
Example 6.5. We give some examples to show that (6.3) does not hold
without the hypothesis half-exact. Let I be the identity functor, and
consider a subfunctor FI defined as follows. Since any A-module is a
direct sum of copies of A and Atn for various n, it is enough to give the
value of F for each of them. We take F(A)=0, and let F(Atn) be the
submodule of Atn generated by tk where n=2k or n=2k&1. Note that
 F(Atn)=0, because for each n, the map F(At2n)  F(Atn) is the zero
map. Thus F satisfies (V). However, F is not finitely generated, because the
elements tn # F(At2n) are all independent, for n=1, 2, ... . Thus F is not
coherent, since it is not finitely generated.
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If we consider the quotient functor G=IF, then G is finitely generated
and satisfies (V), but it is not coherent because F is not finitely generated.
Example 6.6. Here we show that (6.3) fails over local rings of higher
dimension. Let A=k[x, y] (x, y) , with k a field of char. 0. Then its comple-
tion is A =k[[x, y]]. Let I be the ideal generated by
y&ex+1= y&x& 12x
2& 16x
3& } } } .
For any finitely generated A-module M, let
F(M)=HomA (A I, M ).
Then F(M) is finitely generated over A . We will show in fact that F(M) is
finite length, and hence finitely generated over A.
Since F is left-exact, we consider a filtration of M with quotients Api for
various prime ideals pi . It will be sufficient to show F(Api) is finite length
for each prime ideal p. If p=0, we have F(A), which is 0. If p=m, already
Am has finite length. If ht p=1, then the curve defined by p may split into
several analytic branches in A , but none of them can be equal to I, since
ex is a transcendental function. Therefore F(Ap) has support in V(I ) &
V(pA )=[m]. Hence F(Ap) is finite length.
Thus we see that F is a left exact functor from finitely generated A-modules
to A-modules of finite length.
The functor F clearly satisfies the condition (V) of (6.3), because Hom
commutes with  in the second variable.
Now we will show that F is not finitely generated, and therefore not
coherent. If F were finitely generated, there would be a finitely generated
A-module N and a surjective map hN  F  0, given by an element
! # F(N) (1.2). Since F(N) has finite length, there exists an n such that
mnF(N)=0. Then for any M, mnhN(M)=0, and so mnF(M)=0.
But this gives rise to a contradiction. For any l>n, let M=(A I)Aml.
Then there is a nonzero element ’ # F(M), annihilated by ml but by no
lower power of m. Hence F is not finitely generated.
So we have found an example of a left-exact functor on finitely generated
A-modules, which satisfies (V) of (6.3), but which is not finitely generated,
and hence not coherent.
References for Sect. 6. The results of this section are new. However I
would like to acknowledge my indebtedness to the unpublished manuscript
of George Bergman [9] which makes clear the philosophy that to under-
stand an additive functor F on modules over the discrete valuation ring A,
it is enough to know F(A) and F(Atn) for each n, and the maps of these
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coming from the natural maps A  Atn and i: Atn&1  Atn and ?: Atn
 Atn&1. The coherence result (6.4) was proved by Jaffe [41] by another
method.
7. APPLICATIONS TO COHOMOLOGY
Our main motivation for studying the theory of coherent functors is the
applications to cohomology. The use of coherent functors explains and
clarifies the natural context for questions of cohomology and base change.
The main idea is this. Let Y=Spec A, and let f : X  Y be a projective
morphism. For a coherent sheaf F on X, flat over Y, instead of simply
studying the cohomology modules H i (X, F) we study the functor M [
H i (X, FA M) for any A-module M. We will see that the theorems on
base change and duality are expressed very simply in terms of these
functors.
Proposition 7.1 (Base change). Let A be a noetherian ring, let
Y=Spec A, let f : X  Y be a projective morphism, and let u: Y$  Y be a
base change, where Y=Spec B for another noetherian ring B. Let X$=X_YY$,
with maps v to X and f $ to Y$
X$ wwv X
f $ f
Y$ wwu Y.
Then, for any coherent sheaf F on X, flat over Y, we have an isomorphism
of coherent functors over B
H i (X$, (v*F)B } )$u*(H i (X, FA } ),
where u* is the base change for functors as defined in (3.4).
Proof. Since v is an affine morphism, for any B-module N,
H i (X$, (v*F)B N)=H i (X, FA N),
since v
*
(v*FB N)$FA N. Hence the functor on the left is obtained
by applying the functor on the right to B-modules regarded as A-modules,
and that is just the definition of u*.
Remark 7.2. The usual theorems on cohomology and base extension as
in [31, III Sect. 12] can now be obtained by applying the propositions
(3.5) and (3.9) to these coherent functors.
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Remark 7.3. If we apply the results of Sect. 3 to the coherent functor
ExtiX (F, GA } ) of (2.7), then we obtain the theorems of cohomology and
base change for the functor Ext, which have been discovered and
rediscovered several times over: [42], [7], [44], [18], [50].
Proposition 7.4 (Duality). Let Y=Spec A with A noetherian, let f : X  Y
be a smooth projective morphism of relative dimension n, and let |XY=0nXY
be the relative dualizing sheaf. Let F be a coherent sheaf on X, flat over Y.
Then the functors on A-modules
Extn&iX (F, |XY A } ) and H i (X, FA } )
are dual coherent functors (in the sense of Sect. 4).
Proof. We deduce this from the generalized duality theorem of
Grothendieck [29]. That says in this case, for any A-module M,
R HomX (F, |XY[n]A M)$R HomA(Rf*F, M)
as objects of the derived category. On the left, the cohomology of this
complex in degree &i is just Extn&i (F, |XY M). On the right, if we
represent the complex Rf
*
F by a complex L } of finitely generated projec-
tive A-modules we will get h&i (L6} M). By (4.3), this is the dual functor
to the functor hi (L } M), and this in turn, since F is flat over Y,
represents the functor H i (X, F } ) by (2.6).
Remark 7.5. One could also prove this result by imitating the proof of
Serre duality as given in [31, III, Sect. 7]. First obtain the result for
X=PnA and F=O(l) for any l # Z, using the explicit calculations of
[31, III.5.1]. Then resolve an arbitrary coherent sheaf F on X by sheaves
of the form E=O(&qi) with qi>>0. Finally pass from the case X=PnA
to any X smooth over A using the Ext formulas for change of rings. We
leave the details to the reader.
Corollary 7.6. With the hypotheses of (7.4), if furthermore F is
locally free on X, then the functors
H i (X, FA } ) and Hn&i (X, F6|XY A } )
are dual coherent functors.
As an application, we discuss the Rao functor associated to a family of
space curves.
Definition. Let A be a noetherian ring, and let CP3A=X be a family
of space curves over A, which means that C is a closed subscheme of X, flat
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over Y=Spec A, and for every y # Y, the fiber Cy Xy is a locally Cohen
Macaulay curve. Let SA=A[x0 , x1 , x2 , x3]. We define the Rao functor of
the family C to be the functor which to each finitely generated A-module
M assigns the graded SA -module
F(M)= 
n # Z
H1(X, IC(n)A M).
Note that we can write F= Fn according to the grading n. Then each Fn
is a coherent functor on A-modules. Only finitely many of the Fn will be
different from zero. The SA-module structure can be expressed by morphisms
of functors xi : Fn  Fn+1 with the usual commutation rules to make F(M)
a graded SA-module for each M.
We would like to see how the Rao functor behaves under liaison of
families of curves. To simplify the discussion, let us assume that our base
ring A is Gorenstein, so that we can use the language of generalized
divisors [32]. We define a surface SX=P3A to be a closed subscheme,
flat over Y, such that the fiber Sy for each y # Y is a surface in P3k( y) , locally
defined by a single equation. It follows that IS is an invertible sheaf on X,
and so we can write IS $OX (&d ) f *L for some integer d>0, the degree
of S, and some invertible A-module L (cf. [31, III, Ex. 12.6]).
We define liaison for families of curves C, DX=P3A following
[32, Sect. 4]. We say the two families of curves C, D are linked by a complete
intersection Z, if there are surfaces S, TX such that Z=S & T is a curve
(this defines a complete intersection curve Z), and such that D=Z&C as
generalized divisors on S.
Proposition 7.7. Let C, D be families of curves in X=P3A , with A a
Gorenstein ring, and suppose C, D are linked by a complete intersection
Z=S & T where IS $OX (&d1) f *L1 , IT=OX (&d2) f *L2 . Let FC , FD
be the associated Rao functors. Then
F*D $FC[d1+d2&4] (L1 L2)&1.
This means that for each n # Z, the coherent functor FD, n is dual (in the sense
of Sect. 4) to the functor
FC, d1+d2&4&n  (L1 L2)
&1,
and furthermore, the operations of xi giving the graded SA-module structure
are the transposes of each other.
Proof. We follow the method of proof of [32, 4.7], using the duality
theorem (7.4) above. From the exact sequence
0  IS  IC  IC, S  0,
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we find that
H1(IC(n) } )$H 1(IC, S(n) } ),
and similarly for D. From the definition of liaison, we have
ID, S $IZ, S I6C, S .
Since Z=S & T, we find
IZ, S $OS(&d2) f *L2 .
From the duality theorem (7.4) above, we obtain the analogue of Serre
duality as stated in [32, 2.19] for the corresponding functors instead of
modules. So the functor
FD, n $H 1(S, ID, S(n) } )
will be dual to the functor
T=H1(S, I6D, S(&n)|S  } ).
From the adjunction formula we find |S $OS(d1&4) f *L&11 . Substituting,
we find
T=H1(S, IC, S(d1+d2&4&n) f *(L1 L2)&1 } ),
which is isomorphic to
FC, d1+d2&4&n  (L1 L2)
&1.
Note that any coherent functor on A-modules commutes with tensoring
by an invertible sheaf, so the notation FL is unambiguous. The graded
SA -module structures carry over by naturality.
Remark 7.8. Because of this result, we can say that the Rao functor of
a family of curves is well-defined on the liaison equivalence class, up to
dualizing, shifting degrees, and tensoring with an invertible module on A.
The detailed study of liaison of families of curves and their associated
Rao functors is the subject of the papers [33], [34], [35].
We conclude this section with a useful criterion for a sheaf to be ‘‘dissocie ’’.
Let A be a noetherian ring, and let X=PnA . We say a coherent sheaf F on
X is dissocie if there exist projective A-modules Mi and integers mi such
that
F$
r
i=1
Mi A OX (mi).
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Note that if A is a local ring, this says simply F$O(mi). The following
result is a generalization to the relative case of a theorem of Horrocks for
the case A=k is a field.
Theorem 7.9. Let A be a noetherian ring, and let X=PnA as above. A
coherent sheaf F on X, flat over A, is dissocie if and only if
(a) n2 and the functor on A-modules
H i (X, F(l)A } )
is zero for all 0<i<n and all l # Z, and for i=0 and l<<0, or
(b) n=1 and the functor on A-modules
H0(X, F(l)A } )
is right exact for all l # Z, and 0 for l<<0.
Proof. If F is dissocie , these results follow directly from the explicit
calculations of the cohomology of projective space [31, III Sect. 5).
For the other direction, first note that since F is flat over A, the functors
mentioned are all coherent functors (2.6).
Next note that the conditions (a), (b) are stable under any base exten-
sion A  A$. In particular, if y # Y=Spec A is any point with residue field
k=k( y), then the sheaf Fy is coherent on Xy=Pnk and satisfies H
i(Xy , Fn(l))
=0 for all 0<i<n and all l # Z, and for i=0, l<<0. Now by the original
Horrocks theorem, [40] [30, p.137], over a field it follows that Fy is
dissocie on Xy , for each y # Y. In particular, Fy is locally free, which
together with flatness implies F locally free.
Because of the long exact sequences of cohomology, the condition that
the H1-functor is zero in case (a) implies that the H0-functor of (b) is right
exact in case (a) also.
Let us consider the dual sheaf F6, which is also locally free on X. By
duality (7.6), we find in case (a) that the functors
H i (X, F6(l)A } )
are also zero for 0<i<n and all l # Z. In case (b), we find that the functor
H1(X, F6(l)A } )
is left exact for all l # Z, which implies that the functor
H0(X, F6(l)A } )
is right exact. Thus F6 also satisfies the conditions (a) or (b) of the
theorem.
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Now to complete the proof, it will be sufficient to prove the following.
Lemma 7.10. With A, X as above, let F be a locally free sheaf on X
such that
(1) For every y # Y=Spec A, the sheaf Fy on Pnk( y) is dissocie , and
(2) The functors H0(F(l) } ) and H 0((F6(l) } ) are right exact
for all l # Z.
Then F is dissocie on X.
Proof. We may assume without loss of generality that Y is connected.
We proceed by induction on the rank of F. If the rank is 0, there is nothing
to prove.
Since the functor H 0(F(l) } ) is right exact, we have H 0(F(l)Q)=
H0(F(l))Q for any A-module Q by (3.1). On the other hand, H0 is
always left-exact, so this functor is actually exact. Hence H0(F(l)) is a flat
A-module. Being finitely generated it is also locally free, hence a projective
A-module. Furthermore, for any y # Y, H0(F(l)k( y))=H0(F(l))k( y),
so we see that the ranks of the cohomology groups on the fibres H0(Fy(l))
are all equal to the rank of projective A-module H0(F(l)).
Let m be the largest integer for which H0(F(&m)){0, and denote the
projective module H0(F(&m)) by M. Then there is a natural map
,: MOX (m)  F.
In the fibres, since each Fy is dissocie , and since this construction commutes
with passing to the fibres, we see that for each y the map , induces a map
,y : Mk( y)OXy(m)  Fy ,
which is an isomorphism of the first sheaf onto a direct summand of the
second.
It follows that the dual map
,6: F6  M6 OX (&m)
is surjective, and has for a kernel a locally free sheaf which we will call G6.
Dualizing again we have an exact sequence of locally free sheaves
0  MOX w
,
F  G  0 (V)
with rank G<rank F.
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Furthermore, since ,6 induces in each fibre a projection of a dissocie
sheaf onto a direct summand, it follows by Nakayama’s lemma that for
each l, the map of A-modules
H0(,6(l)): H 0(F6(l))  M6H0(O(l&m))
is surjective.
Now we can verify that G satisfies the hypotheses of the lemma. In each
fibre, , induces an isomorphism onto a direct summand of the dissocie
sheaf Fy , so Gy is dissocie . On the other hand, using the exact sequence of
(V) and its dual, and the fact that H0(,6(l)) is surjective for each l, one
checks easily that the functors H 0(G(l) } ) and H0(G6(l) } ) are right
exact.
Therefore, by the induction hypothesis, G is dissocie .
To complete the proof of the lemma, it remains to show that the
sequence (V) is split exact. The extension is classified by an element
! # Ext1X (G, MO(m)), and ! can be obtained as $ (1) in the exact
sequence
Hom(F, MO(m)) w% Hom(MO(m), MO(m)w$ Ext1(G, MO(m)).
The map % can be rewritten as
%: H0(F6(m))M  M6 H 0(O)M,
and this map is just H0(,6(m))M, which is surjective. Hence $ is the
zero map and the extension splits.
Remark 7.11. A theorem of Grothendieck says that any locally free
sheaf on P1k , with k a field, is dissocie . The corresponding statement over
a ring A is not true without the additional hypothesis we have put in part
(b) of (7.9). For example, one can have a locally free sheaf F of rank 2 on
P1A with A=k[t], belonging to an exact sequence
0  O(&1)  F  O(1)  0
in such a way that Ft $OO for t{0 and Ft $O(&1)O(1) for t=0.
Just define the extension by t # Ext1(O(1), O(&1))=H1(O(&2))$A. Then
F is locally free but not dissocie .
References for Sect. 7. The ‘‘usual’’ theory of cohomology and base
change we refer to is developed in [26, III Sect. 7] and in [31, III Sect. 12].
Specific references for the Grothendieck duality theorem in [29] are as
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follows: the general duality theorem for a projective morphism is on p. 210.
If f is smooth, the functor f ! is equal to f * (p. 190), and this in turn is
defined as f *|XY[n] (p. 145). The remarks on p. 298 show the same
result holds for a Gorenstein morphism or a Cohen-Macaulay morphism.
A morphism f : X  Y of noetherian schemes is Gorenstein (resp. Cohen
Macaulay) if f is flat, and all the fibers are Gorenstein (resp. Cohen
Macaulay) schemes. In that case, the complex f !OY used in the duality
theorem reduces to a simple coherent sheaf on X, which we call |XY . It is
flat over Y, and is invertible in the Gorenstein case.
Proposition (7.7) is the generalization to the relative case of the well-
known result that linked curves have dual Rao modules.
Horrocks shows in [40, 7.4] that a locally free sheaf E on Pnk is deter-
mined, up to direct sums with dissocie sheaves, by its cohomology groups
H i (E(l)) for 0<i<n and all l # Z, and certain extensions among these. In
particular, if the H i (E(l)) are all zero, E is dissocie . Other proofs of this
last result are given in [30, p. 137] and [8, p. 334], and [49, p. 39].
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