We present the FORTRAN-code HPOLY.f for the numerical calculation of harmonic polylogarithms up to w = 8 at an absolute accuracy of ∼ 4.9 · 10 −15 or better. Using algebraic and argument relations the numerical representation can be limited to the range x ∈ [0, √ 2 − 1]. We provide replacement files to map all harmonic polylogarithms to a basis and the usual range of arguments x ∈] − ∞, +∞[ to the above interval analytically. We also briefly comment on a numerical implementation of real valued cyclotomic harmonic polylogarithms.
Introduction
Many analytic higher order and multi-leg calculations result into representations based on harmonic polylogarithms (HPLs) [1] [2] [3] . This function space has been introduced in Ref. [4] . It is formed by the Volterra-iterative integrals over the alphabet
with
H 0, . . . ,0
By definition all HPLs are zero for x = 0. The harmonic polylogarithms are generalizations of the classical polylogarithms [5, 6] and the Nielsen integrals [7] [8] [9] . They obey algebraic [10] and argument relations [4] . Furthermore, they are dual structures, by the Mellin transform
to the nested harmonic sums [11, 12] 
In the past numerical representations of a series of classical polylogarithms and Nielsen integrals were given in [8] and have been in wide use for decades. The generalization to harmonic polylogarithms has been performed in [13] up to weight w = 4 and in a private version to w = 5. An implementation using the package Ginac [14] has been given in [15] . The Mathematica packages HPL [16] and HarmonicSums [18] [19] [20] [21] [22] do also allow the numerical evaluation of harmonic polylogarithms. There is also an implementation in Maple [17] . In various applications one needs the numerical representation of higher weight harmonic polylogarithms, e.g. to weight w = 6 in Refs. [23] [24] [25] , which were given in [26] . Numerical implementations of the analytic continuation of harmonic sums to complex arguments have been given in [27] . In the foreseeable time fast numerical implementations of harmonic polylogarithms are also needed for higher weights. In the present paper we present a FORTRAN implementation for harmonic polylogarithms up to weight w = 8. If one compares the computational times between FORTRAN implementations and the ones in Ginac [15] or Mathematica [16, 18] the latter ones are somewhat slower. In many phenomenological and experimental applications users prefer to work with numerical programmes only. The other existing programmes have of course also advantages against pure numeric implementations, since they can be tuned to arbitrary precision and allow analytic functional mappings.
The number of harmonic polylogarithms grows rapidly with the weight. Therefore it is necessary to give numerical representations only after the algebraic relations have been used. Furthermore, it is sufficient to represent the harmonic polylogarithms in the core interval x ∈ [0, √ 2 − 1] since the representations for the remaining real domain can be given by functional relations.
In Section 2 we describe the numerical implementation for the harmonic polylogarithms. Technical aspects on the code and its use are discussed in Section 3. In Section 4 we comment on the corresponding numerical implementation for cyclotomic harmonic polylogarithms 1 and Section 5 contains the conclusions. Numerical examples are given in Appendix A. Appendix B contains the list of auxiliary files attached to this paper to perform preparatory calculations in Mathematica. Others are subsidiary files used in the initialization of the FORTRAN-code.
The Numerical Implementation
In order to keep the numerical implementation as compact as possible the user is asked to perform mappings on his expressions beforehand into the main interval x ∈ [0, √ 2 − 1]. This can be done using the Mathematica package HarmonicSums [18] [19] [20] [21] [22] . For this purpose we work with bases of harmonic polylogarithms for the different weights. These are listed in the files LIST1.m, ..., LIST8.m attached to this paper. The file LIST.m contains the combined basis. The number of basis elements per weight is given in Table 1. weight # of basis elements Table 1 : Number of basis elements as a function of the weight.
The number of basis elements can be calculated using a formula by Witt, cf. [10] , for a 3-letter alphabet
Here µ denotes the Möbius function.
We have e.g.
1 Beyond these functions various more special functions contribute in analytic calculations in Quantum Field Theories. For recent surveys see [28, 29] .
The relations of all other HPLs are stored in the replacement list
attached to this paper. Usually one has expressions with main argument x of the harmonic polylogarithms in x ∈ ] − ∞, +∞[. For the arguments x ∈] − ∞, 0] one first applies the procedure
of HarmonicSums. Example:
The same command maps
Example:
Now only two regions have to be considered:
The expression in the second region is obtained from the first one by the mapping
In the case one is leaving the basis one uses
to get back to the basis again. In order to carry out these function calls, the following subsidiary files are useful. More precisely, the corresponding substitution rules are tabulated in the file hrel.m. For the other operations we provide the following substitution files :
In case we have HPLs over a two-letter alphabet, i.e. {0, −1} or {0, 1}, only one branch cut is present, i.e. [−1, −∞[ or [1, ∞[. In all other cases one has to consider a cut separated representation of the respective HPL. This cut separation is performed by using the command
The sum of the two terms yields the original expression again.
To reduce this representation in optimal terms one also needs the replacement table for the multiple zeta values up to w=8 [30] . All the polynomial basis constants contribute,
Now the Bernoulli-improvement [31] , see also [13] , of the respective series expansion is performed. To this end we substitute
and expand into series in u and v up to a certain order N max , which we choose N max = 40. This representation converges much faster than the corresponding Taylor series. The representations obtained are power series in u and v and logarithms of u and v to a certain power. At weight w there are contributions of up to O(ln w−1 (u)) and of O(ln w−2 (v)). In Appendix A we give one example for illustration.
One stores now the corresponding constants appearing in the expansion for each weight w in a data file. These constants are read into a very compact FORTRAN programme. Herewith we obtain a representation of all basis HPLs up to w = 8 for x ∈ R, after arguments from all other regions are mapped using the commands described above. This allows to work with real representations only. Complex valued HPLs are already separated into their real and imaginary part by the above transformations. The corresponding auxiliary files can be used in an usual Mathematica session even without invoking the package HarmonicSums.
Description of the code
The code HPOLY provides the calculation of all HPLs, using the basis representation and argument mappings described in Section 2 in the region x ∈ [0, √ 2 − 1]. It shall be compiled using
There is a user-routine UHPOLY through which the corresponding calculations can be made. Through the initialization routine UHPOLYIN the maximal weight of the calculation is chosen setting the variable IW. If the calculation of an HPL is intended at a higher weight than w = 8, the code cannot perform the calculation. Choosing IW = 8 the initialization time is longest with 0.2375 sec for reading in the constant tables. Through UHPOLY the user can arrange special output formats. Only the routines UHPOLYIN and UHPOLY are free to be modified by the user. A built in logic checks whether the required HPL is contained in the basis and whether the variable is in the correct range. The routine HPOLYIN performs necessary initializations.
The main routine is
numerical evaluation of HPLs up to weight w = 8 * * J. Bluemlein, 17.9.2018
&'**** HPOLY: calculation of HPLS up to w=8 ****' CALL UHPOLYIN * CALL HPOLYIN WRITE(6,*) '**** HPOLY: initialization finished ****' * CALL UHPOLY * WRITE(6,*) '**** HPOLY: finished ****' STOP END 
Running the above example produces the following output values:
0.57153046109648109e-6 3.47e-18 Table 2 : The result of a test calculation of the code HPOLY.f with x = 0.3.
The absolute accuracy has been determined comparing with the corresponding result obtained using Ginac [15] . We have compared the numerical values produced by HPOLY and using Ginac forming the difference in a Maple programme, which can handle floating point number inputs straightforwardly, seeming to be more subtle in Mathematica.
Cyclotomic Harmonic Polylogarithms
In the following we would like to make a few brief remarks on the numerical evaluation of cyclotomic harmonic polylogarithms [20] . These functions emerge in massive calculations from 3-loops onward. Usually their main argument x is located in the interval [−1, 1] . This is going to be the range we are considering in the following. The new letters are of cyclotomy 3,4 and 6 :
While here the transformations x → 1/x and x → −x are class preserving, the transformation
There is also no reason, why the above Bernoulli-improvement should accelerate the convergence of the expansions, given the structure of the above letters. Yet one would like to have a series representation in the interval [−1, 1], see e.g. Ref. [24, 25] . One possibility is given by Taylor series in x around x = 0, 1 and x = −1, which can be calculated analytically using the command
of HarmonicSums, where n denotes the highest power in the expansion. The series are intended to hold at a convergence radius of ρ = 1/2 at double precision, i.e. 53 · ln 10 (2) ≈ 15.955 digits [33] . The expansion around x = −1 may be performed by mapping
more effectively. We note that some of the cyclotomic HPLs can be complex for x ∈ [−1, 0[. The accuracy of the respective representation can be tested comparing the numerical result with the complex-valued representations provided by Ginac, cf. Ref. [15] . To have these explicit series representations is of importance since they usually perform faster than the algorithm based on a Hölder convolution in [15] . However, the latter one has the advantage that it can be extended to arbitrary precision.
In Table 3 we summarize the performance for a series of values using both implementations by considering the example of H ({6,1},0,-1,x) . The function is graphically illustrated in Figure 1 . In case of the planar contributions to the 3-loop massive Formfactors [24, 25] 206 real-valued cyclotomic polylogarithms up to w=6 contribute. Their numerical representation is given in Ref. [25] .
Conclusions
We presented a compact FORTRAN code which calculates the HPLs numerically up to weight w = 8.
Computer-readable replacement files are provided to allow the analytic representation of a corresponding polynomial of HPLs over the chosen algebraic basis, mapping the emerging arguments
Mathematica session during a preparatory step. For the implementation of the HPLs we used the Bernoulli-improvement [31] . The numerical accuracy of the representation is ∼ 4.9 · 10 −15 or better. We also compared run times with corresponding implementations in Ginac. Because we limit the accuracy to about double precision, the FORTRAN implementation is faster. This is of advantage for larger scale phenomenological and experimental applications. The present code extends earlier work of the authors of Ref. [13] to far higher weight.
We briefly commented on the numerical implementation of cyclotomic harmonic polylogarithms, which are important in massive higher loop calculations, as e.g. for the massive Formfactors from 3-loop order [24, 25, 32] . Here, precise Taylor series around x = 0, 1, −1 providing sufficient convergence in a circle of radius ρ = 1/2 within x ∈ [−1, 1] serve the purpose. Detailed representations are given in Ref. [25] .
The use of the FORTRAN-code HPOLY.f and of the attached subsidiary files requires the citation of the present paper. Discovered bugs shall be reported to Johannes.Bluemlein@desy.de.
A Numerical examples

A.1 Harmonic Polylogarithms
In the following we show the explicit representation for one example, H[-1,1,0,x] and give some numerical illustration. This harmonic polylogarithm is represented by 
for
x HPL run time Fortran run time Ginac 
Here H[0, −x] = H[0, x] + iπ and one can see that the function is real for x ≥ 0 and complex for x ≤ 0. In Table 4 we present some numerical results and compare the runtimes of HPOLY and Ginac [15] . In Figure 2 the behaviour of H[−1, 1, 0, x] in the range x ∈ [−3, 3] is illustrated for the real and imaginary part of this function. We have also measured the run times for all HPLs in HPOLY and Ginac at x = 0.3, yielding 9 · 10 −3 sec and 2.7 sec, respectively.
A.2 Cyclotomic Harmonic Polylogarithms
We discuss the representation of the cyclotomic harmonic polylogarithm
i.e. a real representation w.r.t. the indices of this iterated integral, and give some numerical illustrations. The treatment is very similar to the case of the usual harmonic polylogarithms, since only more letters (regular on x ∈ [−1, 1]) are added to the alphabet. In the following we display the first 40 expansion coefficients, which show that the series converges only slowly, requiring the expansion coefficients |ξ| ≤ 1/2 to reach double precision. 
for x ∈ [−1, −1/2]. Here we used the notation x ± = (1 ± x).
B List of the attached files
The following files are attached to this paper. The analytic files are given in Mathematica format and can be easily converted into Maple or FORM [34] format. The data files TTTn.m contain 360, 1600, 5040, 17280, 51040, 162240, 486000 constants for w = 2...8. Initially the external files for reading or writing are all set to STATUS="NEW", as e.g.
OPEN(UNIT=14,FILE="TTT2.m",FORM="FORMATTED",STATUS="NEW", & ACTION="READ")
In later use the standard input files have to be set to STATUS="OLD". For convenience we provide two versions of HPOLY.f. HPOLYnew.f contains the file status: "NEW" and HPOLY.f the file status "OLD".
