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Microtechnologies for Single-cell Studies 
Shijun Xu 
Department of Chemical and Biological Engineering 
Chalmers University of Technology 
 
Abstract 
This thesis describes the development and application of microdevice-based techniques and methods 
for single cell studies, which include determinations of intracellular enzymatic activity, the influence 
of temperature on enzymatic activity in single-cells, instant assessment of single-cell viability, and 
directed chemical cell-to-cell communication between nanotube-interconnected cells.  
The initial focus was on the development of new approaches for single-cell studies using the benefit 
of microfluidic superfusion. Using the “Dynaflow” microflow superfusion device, intracellular 
enzymes in single cells could be directly titrated to map their function and performance under 
different external conditions. An estimation of intracellular enzyme activity was achieved using a 
newly established analytical model which was applied to the titration data. Subsequently, a novel 
microfluidic superfusion device, the multifunctional pipette, was applied to selected single cells. This 
technology generates a virtual flow cell at the size scale of a mammalian cell in an open volume, able 
to create an isolated chemical environment around it. We demonstrated instant assessment of single 
cell viability in different cell lines with high efficiency, and measured the influence of temperature, 
which was locally adjusted with an IR fiber laser heating microprobe, on the enzyme activity in 
single cells. Furthermore, a single-cell electroporation protocol was established using 
microelectrodes integrated into the multifunctional pipette, with which the uptake of calcium ions by 
the cell was quantified. The original focus was extended to investigations of chemical 
communication between single cells, using micromanipulation and injection techniques to form 
intercellular connections. In the first study, lipid nanotubes were artificially generated between two 
biological cells, and ions as well as an enzyme substrate were shown to migrate between them. In a 
subsequent investigation, the formation of interconnecting protrusions between adherent cells was 
initiated and directed by appropriately micropatterned Teflon AF surfaces. Tunneling nanotube-like 
interconnections were formed in a controlled manner, and their transport capabilities were examined 
by means of the Multifunctional Pipette. The set of microtechnology-based methods and techniques 
established in this work provides exciting experimental opportunities for single adherent cell studies, 
and has the potential to open new application areas.  
 
Keywords: Single-cell studies, intracellular enzyme assay, single-cell viability, cell-to-cell 
communication, microfluidic superfusion, Multifunction al Pipette, laser microheating, single-cell 
electroporation.  
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Chapter 1: Introduction 
 
The biological cell is the basic structural and functional unit of living organisms, considered as 
the "building block of life"1. Much biological research is directed towards deeper understanding 
of the cell – its structure2, components3, metabolism4, communication5, and development6. 
Progress in each of these areas of interest faces specific challenges, which are being addressed by 
modern research. One major contemporary challenge is to understand cell-to-cell heterogeneity7, 
i.e., the subtle differences between single-cells of the same species, and the importance of these 
differences in the development of diseases8-9. Heterogeneity arises from many origins, such as 
differences in size, cell cycle progression and gene expression10-13. Even cells which are identical 
in their properties can show differences in their individual behavior, such as molecular actions 
and signaling during differentiation and development, and possibly in response to various 
external stimuli, signals and environmental stress14-15. Such subtle variances among cells could be 
identifiable, e.g., in cell division, the cell cycle, and in case of stem cells, in the differentiation 
potential16-17. 
Typical cell-based assays, which are common in biology laboratories today, are carried out on 
collectives of tens, to hundreds of thousands of cells, which generate an ensemble average 
response. In such experiments, the differences between the individual cells are obscured, and 
single-cell related information cannot be extracted18-19. For instance, in tumor studies, including 
collectives of different types of cells including immune cells, endothelial cells and other 
infiltrating cells, it is difficult to identify the origin of the disease20-21, its progression, or the role 
of the individual cells in disease development, and to assign efficient treatments with minimal 
damage to unaffected cells22-23.  
Single-cell techniques are required for an analysis of individual cells in a sample, which 
interrogate the cell-to-cell heterogeneity, extracting detailed information relevant to the nature 
and history of the aberrant condition24. By profiling the individual cells, it may be possible to 
discover rare cells, transient cell states, and subtle influences of organization and environment on 
the cell states, which cannot be described by conventional ensemble measurements25-26.  
There is currently a pronounced lack of innovative technologies to better define cell 
heterogeneity. The National Institutes of Health (USA) have in 2013 initiated a program to 
develop tools and instrumental techniques which can systematically measure, analyze and model 
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cell-to-cell variation, and identify crucial differences and rare biological states, with the long 
term goal of correlating these findings with important cellular functions and malfunctions, most 
importantly in the context of the origins of disease, disease progression and development.  
A single cell entails a rather small sampling volume (~10-12 L) which is mainly composed of 
water, inorganic ions and small organic molecules including sugars, vitamins and fatty acids6. 
About one quarter of its content consists of protein and DNA/RNA. There are as many as 109 
molecules of various kinds distributed within the cell. More than 108 protein molecules are 
among them, which include receptors, signaling enzymes and structural proteins27. These 
proteins are not equally abundant; some rare species are present in very low copy numbers. Thus, 
a single-cell analysis approach has to account for low concentration conditions, sometimes even 
down to the single molecule level28.  
In order to meet those constraints, a single-cell-oriented experimental system requires the 
capability of a) manipulating the cell at its size scale, b) processing small volumes accurately 
without sample loss and contamination, and c) detecting ultra-low concentrations with high 
sensitivity29-30. Beside these fundamental figures of merit, modern analytical single-cell 
techniques must aim for rapid analysis (automation), high selectivity and easy integration with 
existing biological equipment. Gentle cell handling for prolonged cell viability and determination 
of cell viability are additional requirements, which also need to be addressed31-32.  
The work presented in this thesis focuses on the development and application of 
microtechnology-based devices and methods for adherent single-cell studies, including 
intracellular enzymatic activity, the influence of temperature on enzymatic activity in single cells, 
instant assessment of single-cell viability, and direct chemical cell-to-cell communication 
between nanotube-interconnected cells.  
Herein, we use the benefits of various microtechnologies, in particular surface micropatterning, 
microoptics, micromanipulation and microfluidic “Lab on a Chip” devices. The project began 
with a novel strategy to determine the enzymatic activity and inhibition within a single 
suspended cell and established a deterministic model of intracellular enzyme activity (Paper I). 
For probing intracellular enzyme kinetics, a permeated cell, formed by exposure to a pore-
forming agent, allows the substrate to enter a cell, and the reaction product to diffuse out through 
the pores formed in the plasma membrane. Similar behavior is observed if the enzyme substrate 
is delivered through tunneling nanotubes, which were fabricated between single mammalian cells 
by micromanipulation (Paper II). The challenges experienced in the single-cell studies 
performed in Paper I, using the commercial Dynaflow device, inspired application of a new 
superfusion concept - the Multifunctional Pipette. This novel device features a localized, 
Microtechnologies for Single-cell Studies 1. Introduction 
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hydrodynamically confined virtual flow chamber at the size scale of a single biological cell. This 
device can be readily positioned in an open volume, enabling creation of an isolated chemical 
environment around any chosen adherent cell. The first application example is a single-cell 
viability assay for different cell lines (Paper III). The pipette was also used in combination with 
an IR laser microheating probe for determining the temperature influence on enzymes within 
single adherent cells (Paper IV). We further investigated the transport of molecules in cell-to-cell 
tube interconnections, where the new device was utilized to deliver chemical compounds to one 
of the interconnected cells (Paper V), and performed simultaneous single-cell superfusion and 
electroporation by means of pipette-integrated electrodes (Paper VI).  
In chapter 2, the basic concept of enzyme reactions and inhibition is introduced. 
In chapter 3, the concept of cell-to-cell communication including nanotube or junction 
communication between cells is described. Current approaches in cell-to-cell communication 
research are addressed focusing on the aspects connected to the thesis work.  
In chapter 4, background on cell viability assays is provided.  
In chapter 5, the methods and techniques used in the experimental work that led to this thesis are 
introduced. This includes microfluidic techniques, confocal microscopy imaging, and the IR 
laser heating setup.  
In chapter 6, background information on cell culturing, handling and manipulation is provided.  
Hopefully, further development of the techniques described in this thesis will lead to more 
sophisticated single-cell methods. The use of microfluidic devices, in particular the 
Multifunctional Pipette, has so far been a very promising road to better access the single-cell 
world. It is clearly foreseeable that better, more localized techniques to investigate connectivity 
and communication between such cells, potentially using extensions of strategies mentioned in 
this thesis, can have a significant beneficial impact on the progress in this field.  
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Chapter 2: Enzymes 
 
The cell is the basic unit of life, which can be viewed as a system of interconnected nanoreactors 
in which millions of chemical reactions occur simultaneously in order to maintain biological 
homeostasis33. These reactions are regulated by biochemical catalysts - enzymes, which are 
responsible for supporting and controlling most of the chemical transformations in the cell34, 
such as removing of hydrogen atoms by oxidoreductases35, adding large ribosomal subunit onto 
proteins by peptidyltransferase36, removing phosphate groups form proteins by phosphatase,37 
and many more (Figure 2.1).  
 
Figure 2.1 Schematic drawing of a single eukaryotic cell. Major organelles and components of the 
cytoskeleton are named, along with essential enzymes that are present in them.  
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If the enzymes dysfunction on a large scale, various pathological conditions result. For example, 
Gaucher’s disease is caused by an inherited deficiency of glucocerebrosidase38, and the absence 
of, or deficiency in, acid alpha-glucosidase leads to Pompe disease39; Dysfunction in alkaline 
phosphatase (AP) results in Paget’s disease of bone, liver disease and bile duct obstruction40-41. 
Thus, assays on enzyme regulation have become crucial for clinical diagnosis and therapeutics42. 
Because of limitations in the currently available assay methods, it is very hard to examine 
enzymes within an intact single cell. Consequently, the enzymatic experiments are based on bulk 
experiments, lysed cells or enzyme extracted from them (typically 103-106 cells). Such 
experiments in vitro provide only information of an ensemble average of the cell response, where 
it is hard to reveal the behavior of individual cells. Therefore, investigating the enzyme kinetics 
in single cells has become a new important direction in enzyme studies18-19,43-45.  
 
2.1 Enzymatic Reaction Kinetics 
In order to elucidate the mechanisms of enzyme catalysis and regulation, it is crucial to study the 
kinetic behavior of enzyme-catalyzed reactions. Kinetic information on enzymes, including 
metabolism regulation and the influence of different external conditions, is fundamental for 
understanding various pathological states34 37. In particular for effective treatment of diseases, 
deep understanding how enzymes perform their work is critical. This is closely related to the 
understanding the mechanism of drugs actions, because many drugs work by interacting with a 
certain enzyme. Knowledge about the reaction kinetics, the binding site and inhibition conditions 
offers useful information for designing new drugs and treatments18,24,46.  
 
2.1.1 Enzymatic Reaction Order 
Chemical reaction kinetics is the study of the rates of chemical processes under different 
conditions. Any chemical reaction occurs following a specific reaction mechanism, which 
describe in a stepwise manner the exact collisions and events that are required for the conversion 
of reactants into products. To classify chemical reactions in this respect, one approach is 
according to its reaction order. The overall reaction order is proportional to the sum of the 
exponents of the reactant concentrations, i.e., it describes how many concentration terms must be 
multiplied in order to get an expression for the rate of the reaction47. In enzymatic reactions, the 
Microtechnologies for Single-cell Studies 2. Enzymes 
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order can also be classified in this manner, where the reactions are defined as zero (concentration 
independent), first (one concentration term), and second order (two concentration terms), and so 
on 34,48. 
 
2.1.1.1 Zero Order Reaction 
Enzymatic reactions are a somewhat special case with respect to reaction order. They are 
independent of the reactant concentration, and are consequently defined as zero order. In this 
case, the reaction rate is constant, irrespective of the concentration of the participating 
compounds. The rate equation of this reaction is: 
 𝑣 = − 𝑑[𝐴]
𝑑𝑡
= 𝑑[𝑃]
𝑑𝑡
= 𝑘 (1)  
 
where 𝑣 is the rate (velocity), [𝐴] and [𝑃] are substrate and product concentrations, respectively, 
𝑡  is the time coordinate, and 𝑘  is the zero order rate constant. This equation states that the 
velocity is equal to the change in concentration of substrate or product over the time interval in 
which the reaction was followed. Since the rate is independent of the concentrations of [𝐴] and [𝑃], the velocity is constant for the reaction.  
 
2.1.1.2 First Order Reaction 
The simplest chemical reaction is the irreversible spontaneous conversion of substrate 𝐴 into a 
product 𝑃, in which the rate 𝑣 can be determined by the decrease in the number of molecules 𝐴 
or from the increase in 𝑃. The rate 𝑣 is proportional to the concentration of reactant 𝐴. For this 
reaction, the velocity of the reaction can be expressed as: 
 𝑣 = − 𝑑[𝐴]
𝑑𝑡
= 𝑑[𝑃]
𝑑𝑡
= 𝑘1[𝐴] (2)  
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Since we assume the reaction is irreversible, the velocity is 𝑘1 times the substrate concentration 
at any given time. Thus, 𝑘1 represents how rapidly the reaction will occur at any concentration of 
𝐴 in certain units of time. In a first-order reaction, the rate depends on the concentration of only a 
single species (substrate). This means that the velocity increases linearly with increasing the 
reactant concentration. 
 
2.1.1.3 Second Order Reaction 
If two reactants join to form a product, it can be expressed by: 
𝐴 + 𝐵   𝑘1   �⎯� 𝑃 
The turnover rate of this reaction depends on the consumption of substrates 𝐴 and 𝐵 for the 
formation of product  𝑃 . This reaction is described as second order because the rate is 
proportional to the concentrations of both reactants. The velocity of this reaction can be 
expressed as 
 𝑣 = − 𝑑[𝐴]
𝑑𝑡
= − 𝑑[𝐵]
𝑑𝑡
= 𝑑[𝑃]
𝑑𝑡
= 𝑘1[𝐴][𝐵] (3)  
 
In case of equal amounts of reactants, [𝐴]=[𝐵], equation (3) can be simplified to: 
 𝑣 = − 𝑑[𝐴]
𝑑𝑡
= 𝑘1[𝐴]2 (4)  
 
As introduced above, in higher-order reactions, the rate depends on the number of reactants, and 
is defined by the sum of the exponents of the concentration terms. Thus, the reaction rates 
increase exponentially. 
In my thesis work, two enzymes, alkaline phosphatase and protease were investigated. Reactions 
of alkaline phosphatase and its substrate fluorescein diphosphate, as well as protease and the 
substrate BODIPY FL casein are both first-order reactions. Details of these two specific cases 
will be discussed in Chapter 6.  
Microtechnologies for Single-cell Studies 2. Enzymes 
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2.1.2 Michaelis-Menten Kinetics 
The enzymatic reaction is in many cases a more complicated chemical reaction, which cannot be 
categorized to any single of the reaction types mentioned above. These reactions are not only 
based on simple collisions between molecules. A complex is formed between the enzyme and 
substrate, which greatly influences the kinetics. The general reaction scheme of an enzyme-
catalyzed reaction is as follow:  
𝑆 + 𝐸  𝑘−1 �⎯⎯�  𝑘1  �⎯⎯�  𝐸𝑆 𝑘2→  𝐸 + 𝑃 
The substrate reacts with the enzyme by binding to the enzymatic active site, forming an 
enzyme-substrate complex 𝐸𝑆, which then decomposes to regenerate the free enzyme 𝐸 and the 
new product 𝑃. In most enzymatic reactions, the time progression can be divided into three 
phases: 1) pre-steady-state phase, 2) steady-state phase, 3) substrate depletion. In the initial phase, 
where free enzyme 𝐸 is consumed, the 𝐸𝑆 complex formed and product 𝑃 rapidly increased as 
second-order reaction. The turnover rate is low and the rate of product accumulation increases 
over time in this region. In the second phase, the concentration of the 𝐸𝑆 complex remains nearly 
constant and the product linearly increases with time, and the turnover rate reaches its highest 
value. In the depletion phase, the substrate is exhausted, the complex 𝐸𝑆  decays, and the 
concentration of product reaches a plateau. The turnover rate starts to drop, finally reaching zero. 
The turnover rate is defined as the product formation, expressed as 
 𝑣 = 𝑑[𝑃]
𝑑𝑡
= 𝑘2[𝐸𝑆] (5)  
 
The concentration of 𝐸𝑆 is not a linear function of 𝑆. In fact, the change in concentration of 
complex 𝐸𝑆 over time is somewhat more complicated and can be calculated by 
 𝑑[𝐸𝑆]
𝑑𝑡
= 𝑘1[𝐸][𝑆] − 𝑘−1[𝐸𝑆] − 𝑘2[𝐸𝑆] (6)  
 
When the enzyme reaction progression is in the steady-state phase, the change of the complex 𝐸𝑆 
remains constantly and 𝑑[𝐸𝑆]/𝑑𝑡=0. The equation (6) can be rearranged as 
Shijun Xu, 2014 
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𝑘1[𝐸][𝑆]
𝑘−1 + 𝑘2 = [𝐸𝑆] (7)  
 
The three rate constants  𝑘1 ,  𝑘−1  and 𝑘2  are combined as a new term. 𝐾𝑚 , known as the 
Michealis-Menten constant, can be expressed as 
 𝐾𝑚 = 𝑘−1 + 𝑘2𝑘1  (8)  
 
This equation can be rewritten as 
 
[𝐸][𝑆]
𝐾𝑚
= [𝐸𝑆] (9)  
 
In equation (9), the enzyme [𝐸] is the concentration of unbound enzyme, which varies over the 
progress of the reaction, since some share of free enzyme reacts with substrate 𝑆 to form the 𝐸𝑆 
complex. However, the total amount of enzyme (𝐸𝑡𝑜𝑡𝑎𝑙) is constant as 
 [𝐸𝑡𝑜𝑡𝑎𝑙] = [𝐸] + [𝐸𝑆] (10)  
Introducing this into Equation (9) gives 
 
[𝐸𝑡𝑜𝑡𝑎𝑙][𝑆]
𝐾𝑚 + [𝑆] = [𝐸𝑆] (11)  
 
According to turnover rate definition, the equation can be rewritten to  
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 𝑣 = 𝑘2[𝐸𝑡𝑜𝑡𝑎𝑙][𝑆]
𝐾𝑚 + [𝑆]  (12)  
 
If the entire available enzyme is bound to substrate, the maximum possible reaction rate can be 
determined: 𝑘2[𝐸𝑡𝑜𝑡𝑎𝑙] is equal to the maximum velocity 𝑉𝑚𝑎𝑥. Equation (12) can be simplified 
as 
 𝑣 = 𝑉𝑚𝑎𝑥[𝑆]
𝐾𝑚 + [𝑆] (13)  
 
This equation is known as Michaelis-Menten equation. It is based on the following steady-state 
theory assumptions: 1) the enzymes are catalysts, which do not change during measurement of 
the reaction. 2) When 𝑘1 ≈ 𝑘−1>𝑘2, the 𝐸𝑆 complex rapidly proceeds to equilibrium. 3) The 
concentration of enzyme is much smaller than the concentration of the substrate. Thus, the 
amount of enzyme could be considered as constant. 4) At initial time point, 𝑡 = 0, the product 
concentration is zero, and is normally omitted34,48-49.   
In Paper I, an analytical modeling is established to acquire the characteristic 𝐾𝑚 for enzymatic 
reactions, based on single cell experiments.  We show with this model how to utilize the 
Michaelis-Menten theory to analyze reactions involving enzymes in a single cell.  
 
2.2 Enzyme Inhibition 
The catalytic activity of enzymes in a cell can be regulated at many levels of biological 
organization. Normally, the regulation is realized by enzyme inhibitors, which can reduce or 
completely halt the enzyme activity through binding to a certain site on an enzyme in a reversible 
or irreversible way. Enzyme inhibition is a key factor for understanding the reaction properties of 
enzymes. It is very attractive for the development of therapeutic drugs. It has been reported that 
the therapeutic efficacy of more than 50% of all drugs is derived through enzyme inhibition. In 
the following, the three basic mechanisms of inhibition are outlined; competitive, 
noncompetitive and uncompetitive inhibition34,49-51. 
Shijun Xu, 2014 
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2.2.1 Competitive Inhibition 
Competitive inhibition occurs when the inhibitor is a close analogue of the substrate, which 
causes competition between inhibitors and substrates. These inhibitors bind to active sites which 
should be occupied by substrate, decreasing the ability of an enzyme to bind its substrate. The 
competitive inhibition reaction scheme follows the following mechanism34. 
 
At steady state, the dissociation constant can be expressed as 
 𝐾𝑖 = [𝐸][𝐼][𝐸𝐼]  (14)  
A new term is added to equation (10) in order to express the total amount of enzyme, as some 
enzyme is consumed by the binding inhibitor: 
 𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸 + 𝐸𝑆 + 𝐸𝐼 (15)  
 
The rate equation can be rearranged to 
 𝑣 = 𝑉𝑚𝑎𝑥[𝑆]
𝐾𝑚 �1 + [𝐼]𝐾𝑖 � + [𝑆] (16)  
 
This equation can be modified according to the Lineweaver-Burk equation, to take the form y = 
mx+b: 
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 𝑣 = �1 + [𝐼]
𝐾𝑖
�
𝐾𝑚
𝑉𝑚𝑎𝑥
1[𝑆] + 1𝑉𝑚𝑎𝑥 (17)  
In competitive inhibition, 𝑉𝑚𝑎𝑥 is unaffected by the inhibitor, as it binds to only a certain amount 
of enzyme molecules, while the others continue to react normally, i.e., 𝑉𝑚𝑎𝑥 is only determined 
by the maximum possible concentration of the 𝐸𝑆 complex, which only depends on the amount 
of enzyme involved in the reaction.  
 
2.2.1 Noncompetitive Inhibition 
Noncompetitive inhibition occurs when the inhibitor does not only bind to the free enzyme but 
also to the enzyme-substrate complex. The following reaction scheme describes the mechanism 
for a noncompetitive inhibition reaction. In this simple case, the association and disassociation 
rates 𝑘1 and 𝑘−1 are equal to 𝑘4 and 𝑘−4, and 𝑘3 and 𝑘−3 are identical to 𝑘5 and 𝑘−5. 
 
The resulting rate equation can be written as 
 𝑣 = 𝑉𝑚𝑎𝑥[𝑆](𝐾𝑚 + [𝑆]) �1 + [𝐼]𝐾𝑖 � (18)  
 
which can be rearranged to take the form y=mx+n: 
 1
𝑣
= �1 + [𝐼]
𝐾𝑖
�
𝐾𝑚
𝑉𝑚𝑎𝑥
1[𝑆] + (1 + [𝐼]𝐾𝑖 )𝑉𝑚𝑎𝑥  (19)  
Shijun Xu, 2014 
 
14 
In noncompetitive inhibition, the linear slope is �1 + [𝐼]
𝐾𝑖
�
𝐾𝑚
𝑉𝑚𝑎𝑥
 , the intercept with the y-axis is (1+[𝐼]
𝐾𝑖
)
𝑉𝑚𝑎𝑥
 and with the x-axis  1
𝐾𝑚
. If the concentration of inhibitor increases, it will only lower 𝑉𝑚𝑎𝑥 
without affecting 𝐾𝑚. 
 
2.2.1 Uncompetitive Inhibition 
In this type of inhibition reaction, an uncompetitive inhibitor exclusively binds to the enzyme-
substrate complex. The scheme below describes the process. Thus, only when substrate reacts 
with the enzyme to form the enzyme-substrate complex, a binding site will be generated for the 
uncompetitive inhibitor. 
 
The resulting rate equation is 
 𝑣 = 𝑉𝑚𝑎𝑥[𝑆]
𝐾𝑚 + [𝑆](1 + [𝐼]𝐾𝑖 ) (20)  
which can be rearranged to the form y=mx+n: 
 1
𝑣
= 𝐾𝑚
𝑉𝑚𝑎𝑥
1[𝑆] + 1 + [𝐼]𝐾𝑖𝑉𝑚𝑎𝑥  (21)  
 
Where the y-intercept is at (1 + [𝐼]
𝐾𝑖
)/𝑉𝑚𝑎𝑥 and the x-intercept at−(1 + [𝐼]𝐾𝑖)/𝐾𝑚, with slope 𝐾𝑚𝑉𝑚𝑎𝑥. 
This gives a number of lines in the Lineweaver-Burk plot that are parallel to the normal line with 
decreased 1/𝑉𝑚𝑎𝑥 , and  −(1 + [𝐼]𝐾𝑖)/𝐾𝑚 proportional to the concentration of the uncompetitive 
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inhibitor. In uncompetitive inhibition, some of 𝐸𝑆  complex is sequestrated by forming  𝐸𝑆𝐼 , 
which decreases the dissociation rate (𝑘2) of the enzyme-substrate complex.  
In Paper I, the investigation of the uncompetitive inhibitor levamisole for alkaline phosphatase 
was used to establish that quantitative measurement of inhibition for intracellular enzyme can be 
realized using a steady-state microfluidic solution delivery device. The dose-inhibition curves 
could be acquired and the inhibition constant 𝐾𝑖  was estimated at the single-cell level. 
 
2.3 Macromolecular Crowding 
The cell as a highly compartmentalized system of biochemical reactions comprises a 
heterogeneous mixture of biomacromolecules6. Evidence shows those macromolecules occupy 
approximately 40% of the cell’s volume52, creating an environment which reaches much higher 
concentrations than found in artificial conditions for in vitro studies43,45. Macromolecules with 
similar physical properties, such as hydrophobicity and charge, often associate and exclude other 
molecules from occupying the same space (excluded volume) 53. This macromolecular crowding 
effect will affect protein folding and aggregation54-55, enzyme kinetics56, cell signaling57 and the 
rates of diffusion of substrates to enzymes58. In the following section, I will briefly introduce 
how macromolecular crowing affects enzyme activity and the association of molecules which are 
crucial for enzyme kinetics.   
 
2.3.1 Macromolecular Crowding Effecting on Enzyme Activity 
The kinetics of some chemical reactions shows a large difference between in vitro and in vivo 
environments59. Because intracellular proteins and other biological macromolecules are present 
in high concentrations in a comparatively small volume, a complex macromolecular crowding 
environment is generated. Macromolecular crowding affects enzyme kinetics, protein folding 
and aggregation, diffusion, cell signaling, protein stability and a range of other conditions within 
the cell40,44. Since most of the enzymes are proteins, their function depends strongly on their 
three dimensional structures60-61, which are dependent on hydrogen bonds, van der Waals-, and 
ionic interactions. These binding interactions are to a large extent determined by the composition 
of the environment62-63. Conventional in vitro experiments are carried out under conditions 
where only dilute aqueous solutions are used, which is quite different from the crowded 
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environment present within the cell. As schematically depicted in Figure 2.26, the 3D structures 
of large enzyme macromolecules are greatly influenced by a crowding environment, which leads, 
in comparison with a non-crowded environment, to differences in activity64.  
In Paper I, the determined constants Km and Ki from single cell and bulk experiments show quite 
different values. Single-cell experiments were performed on mildly permeated cells with a 
presumably well-preserved intracellular environment, whereas the cells in bulk experiments were 
more heavily permeabilized, so that the enzymes experienced a more diluted chemical 
environment. One possible explanation is that the activity of an enzyme changes due to a change 
in structure when it experiences different concentration environments65. 
 
 
Figure 2.2. Macromolecular crowding contributes to compaction of protein molecules. A) A protein 
molecule (red band) in an environment of low concentration of macromolecules (green dots) B) 
Compacted protein conformation in an environment with high concentration of macromolecules. 
 
2.3.2 Macromolecular Crowding Affecting the Association Rate 
 
In vitro, the chemical reaction is affected by molecular dynamics, such as diffusion, which could 
be thought to be simple diffusion as described by the Stokes-Einstein relations66. This equation is 
applied to diffusion through a continuous, hydrodynamic fluid with a constant viscosity. 
Conversely, the crowded environment is complex and heterogeneous. Diffusion in such 
conditions is more complicated and depends on the concentration of macromolecules in the cells. 
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Thus, the kinetics of chemical reactions including enzymatic reaction is different, owing to 
hindered diffusion under macromolecular crowding conditions45,58.   
The diffusion directly affects the association rates. The association constant is used to describe 
the bonding affinity between two molecules, which can generally be expressed as  
 𝑘𝑎 = 𝑘𝐷𝑘𝑟𝑒𝑎𝑐𝑡𝑘𝐷 + 𝑘𝑟𝑒𝑎𝑐𝑡 (22)  
 
where 𝑘𝐷  is the rate constant under diffusion control and 𝑘𝑟𝑒𝑎𝑐𝑡  is the rate constant under 
reaction or transition-state control. There are two factors affecting the association constant 
differently. As depicted schematically in Figure 2.3, the increased crowding decreases the 
diffusion of the molecules, thus acts to decrease 𝑘𝐷. At the same time, the reactants experience 
more attractive interaction between each other due to crowing, which could partially compensate 
for the deceasing in 𝑘𝐷. However, the overall effect is generally 𝑘𝐷  deceasing with increased 
crowding. On the other hand, 𝑘𝑟𝑒𝑎𝑐𝑡 is relative to the energy barrier for transition state controlled 
reactions, which is dictated by the energy needed for formation changes before forming the 
product. In a crowded environment, it assists the reactant molecules to compact and effectively 
lower the association energy barrier, which results in an increase of the association rate. Because 
fast associations are typically under diffusion control and slow associations are under reaction 
control. Thus, macromolecular crowding generally increases the rate of slow association and 
decrease the rate of fast association45,58. 
 
Figure 2.3 Macromolecular crowding contributes to diffusion of reagent molecules. A reagent molecule 
(depicted as red sphere in an environment of other molecules shown as green spheres) diffuses differently 
A) in dilute conditions, e.g. in vitro and B) in a crowded environment, e.g. in vivo. 
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As shown in Paper I, our results are consistent with theoretical predictions of differences in 
enzyme behavior for environments that deviate from the native crowding environments inside an 
intact cell. The activity of alkaline phosphatase and levamisole inhibition is different between the 
intracellular and extracellular environment. Alkaline phosphatase is a highly efficient enzyme 
with a fast association rate which is limited by the limited diffusion in crowding. Therefore, the 
higher concentrations of the AP substrate fluorescein diphosphate (FDP) are needed to reach the 
maximum product formation rate in our single-cell experiment compared to bulk experiments, 
yielding a higher 𝑘𝑚 in the single-cell experiment. For inhibition experiments, levamisole is an 
inhibitor that is hard to be consumed and associates slowly with the enzyme. Therefore, it is 
reasonable that the inhibition is more efficient in single-cell experiments compared to in bulk, 
resulting in a lower 𝑘𝑖.  
In this thesis, we focus on the development of new methods to investigate the behavior of 
intracellular enzyme substrates, under preservation of the intracellular environment. With the 
conventional techniques, measurements are based on cell extracts, heavily permeabilized or 
partly disintegrated cells. Detailed information on native single cells, possessing all the complex 
properties and influential factors is still lacking19. Most importantly, results obtained in bulk 
measurements may have limited applicability to in vivo situations, as several key environmental 
parameters of cells are neglected in such experiments. Examples include macro-molecular 
crowding, the presence of inhomogeneities, modulated chemical potentials, fluctuating 
geometries, and effects of micro- and nano-scale confinement, all of which may affect transport 
and reaction dynamics within a biological cell19,43,45,56. Conformational reorganization could be 
required as enzymes may exist in an inactive form that demands post-translational processing for 
activation, or may be inactive due to binding to natural inhibitors46. In a crowded environment, 
interactions between enzymes, with other proteins and with structural elements of the cell can be 
facilitated45,53. Those interactions can regulate enzyme activity, and can create phenomena such 
as substrate channeling46,67-68. It has been shown that rate constants estimated from bulk 
measurements can be incorrect by more than an order of magnitude53. It has also been 
demonstrated that physiological effects such as crowding, confinement, and low copy numbers 
of species can lead to interesting properties, e.g., compartmentalization of enzyme reactions can 
give rise to self-organized synchronous behaviors69. Geometrical hindrance of diffusion within 
small volumes can result in wave-like product formation over time19. For single enzyme 
molecules, deviations from Michaelis-Menten kinetics, as well as molecular memory effects, 
have been observed70-72. To eradicate several of the necessary parameters in in vivo experiments, 
additional components can be added to simulate the natural environment. For example, 
macromolecular species have been added to mimic crowding conditions43, vesicles have been 
Microtechnologies for Single-cell Studies 2. Enzymes 
 
19 
used as small, biomimetic reaction chambers73, and polymers have been added to imitate 
cytoskeletal elements. While these approaches consider some physiological effects, it is 
obviously more relevant to perform experiments within whole cells rather than adding 
complexity to a test tube sample. However, since the cell membrane is naturally impermeable to 
most substances of interest, several different techniques have been developed to allow entry by 
impermeable substrates74 and enzyme kinetics have been studied for chemically permeabilized75, 
electroporated cells76-77 and lipid-replaced systems78. Thus, the maintaining of physiological 
conditions is one of the biggest challenges for the study of intracellular components. 
 
2.4 Influential Factors on Enzyme Reaction  
Enzymatic reactions are most efficient under defined conditions, including an optimal chemical 
and physical environment. The velocity of an enzymatic reaction is influenced by a number of 
solution conditions, such as ionic strength, pH, the presence of specific cations, and 
temperature34,48. When the conditions deviate even only slightly from the optimum, the enzyme 
activity will decrease to a certain degree, which leads to significant error and lack of 
reproducibility in measurements. Enzyme activity is typically measured in vitro based on 
suspensions of lysed cells or using recombinant proteins, an approach which neglects several 
environmental parameters in vivo, such as effects of micro- and nano-scale confinement, the 
presence of particular salts, and others. Some conditions, such as optimum pH, temperature, and 
ionic strength are convenient to control and simulate by modern chemical and biophysical 
technologies. In many cases, artificial conditions can be created to mimic in vivo conditions to 
the fullest extent possible. Therefore, better and more comprehensive understanding of the 
parameters affecting the activity of enzyme in the single cell will aid in extrapolating the 
enzymatic functions occurring in vivo48-49. 
 
2.4.1. Temperature Effect on Enzyme Activity 
For most chemical reactions, the reaction rate approximately doubles in response to a rise of 
temperature of 10ºC. This rule of thumb is displayed by almost all chemical reactions including 
enzyme-catalyzed reactions. Enzymes, however, are also proteins with characteristic properties, 
which change their conformation with temperature and undergo thermal denaturation after 
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reaching a certain critical temperature. Therefore, the efficiency of enzymatic catalysis can be 
influenced by temperature change only in a finite range, outside of which it rapidly diminishes. 
When the temperature reaches this optimal point, the enzyme conformation is very sensitive to 
any alteration in thermal environment. This enzyme conformation change leads to the changes in 
the enzyme surface and to disruption of the active site, such that the substrate may not fit 
properly, and the reaction rate decreases. For most enzymes from bacteria and higher organisms, 
the optimum temperature is around 37°C34 48-49. 
An analysis of the changes in enzyme activity that accompany changes in temperature can be 
mechanistically informative. According to the Arrhenius equation, the rate of a reaction can be 
expressed by the activation energy as follows:  
 𝑘𝑐𝑎𝑡 = 𝐴𝑒(− 𝐸𝑎𝑅𝑇) (23)  
 
where 𝑅 is the ideal gas constant (1.98 × 10-3 Kcal/mole·degree), 𝑇 is the temperature in Kelvin, 
and 𝐴 a pre-exponential constant of proportionality. Taking the common logarithm of both sides 
we obtain: 
 log(𝑘𝑐𝑎𝑡) = −𝐸𝑎 12.3𝑅𝑇 + log (𝐴) (24)  
 
Thus, a linear relationship is obtained between log (𝑘𝑐𝑎𝑡) of an enzymatic reaction and 1/2.3𝑅𝑇 
with a slope of −𝐸𝑎. Since the temperature of a reaction has such a dramatic effect on the kinetic 
parameter of an enzyme-catalyzed reaction, it is interesting to study how enzymes respond to 
changes in temperature. In essence, when observing the change in enzyme activity with 
temperature, 𝑘𝑐𝑎𝑡 will decrease accompanied with increase in temperature above the optimum. 
Denaturation of enzymes at those temperatures occurs as irreversible thermal inactivation or 
reversible unfolding of the proteins79-80.  
In Paper IV we present a new microfluidics- and local heating-assisted method for directly 
probing the influence of temperature on alkaline phosphatase (AP) and protease activity in single 
cells. The results show that the optimum temperature for both AP and protease is 37ºC.  
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2.5 Enzymes used in the Studies 
In this project, alkaline phosphatase (AP) and protease have been used to gain information on 
enzyme kinetics in single cells. AP and protease are both common and crucial enzymes for all 
major cellular processes including transcription and translation of genes, ATP conversion and 
protein synthesis, and others. In this section, these two enzymes are briefly introduced. 
 
2.5.1 Alkaline Phosphatase 
Alkaline phosphatases (AP) are found in a wide variety of organisms from eukaryotes to 
prokaryotes and in different locations, from tissues to organelles, serving various purposes81. AP 
is responsible for hydrolyzing phosphate groups from many species, e.g. nucleotides, proteins, 
and alkaloids, which is essential in many dephosphorylation processes. In mammals, AP is 
basically found in all organ tissues. The activity is higher in bone, the liver and the associated 
bile duct, the kidney, and in the placenta. AP is thought to be involved in bone ossification and 
transport of nutrients across epithelial membranes, but the exact function is not completely 
known. Its analysis is carried out in the medical context for diagnosing bone disease. 
AP is a dimeric structure with three active sites consisting of the amino acids asparagines, serine 
and alanine, where serine is deprotonated and conducts a nucleophilic attack on the phosphate of 
the substrate. In addition, each active site also coordinates two Zn2+ ions and Mg2+ ions, in which 
the presence of Zn2+ is an essential requirement for catalysis. Studies have also shown that both 
Zn2+ and Mg2+ ions must be present in the incubation medium to reach maximum activity82. 
Similarly, other ions, such as Co2+ and Mn2+ have been shown to act as agonists, prompting the 
activity of AP when present83. Conversely, there are several known inhibitors, the most well 
known of which is phosphate (Pi), causing competitive inhibition with high affinity for AP. 
Several amino acids cause uncompetitive or mixed inhibition on AP. L-phenylalanine and 
levamisole are well known uncompetitive inhibitors. Levamisole, the L-stereoisomer of 
tetramisole, is a potent uncompetitive and reversible inhibitor of tissue non-specific alkaline 
phosphatase (TNAP). The inhibition by levamisole is not due to steric hindrance, but rather 
depends on the particular presence of the amino acids in certain positions84-85. 
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2.5.2 Protease 
Protease is almost universally present in various organisms from plants, animals and 
microorganisms. It is one of earliest discovered enzymes. Protease is a collective term, which 
consists of a group of enzymes cleaving peptide bonds, thereby hydrolyzing proteins. 
Specifically, those enzymes catalyze the conversion of protein or large polypeptides to smaller 
units, such as peptone, polypeptides, dipeptides and amino acids, which can be absorbed and 
utilized by the cells for nutrition. Thus, owing to their hydrolytic ability, proteases are involved 
in protein degradation, providing nutrition for synthesizing proteins, post translation reactions, 
modulating gene expression, as well as secreting and modifying enzymes. In addition, 
intracellular proteases play a crucial role in many biological processes such as in zymogen 
activation, autolysis, spore germination and other physiological phenomena86-88.  
In industrial applications, many microbial proteases have been purified, characterized and 
commercialized for the food industry, detergents, and medical and biotechnology. Due to the use 
and biological importance of proteases, the study of their properties remains a common task, and 
the development of new methods and techniques is in demand, both in research and in the 
industrial context. For example, commercial utilization is depending on a number of practical 
factors, such as large scale availability, and feasible process temperatures. The activity of the 
enzyme in large scale production is mostly controlled and adjusted by temperature change. 
Accurate determination of cellular kinetics at different temperatures is therefore also of interest 
for industrial biotechnology. 
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Chapter 3: Cell Networks 
 
In higher living organisms, cells do not exist in isolation, but they communicate in many 
different ways with their neighbors89-90. The communication between cells is realized through the 
secretion of signaling molecules, the formation of proteinaceous pores and gap junctions 
between adjacent cells. Even membranous nanotubes have been found to form in vitro over long 
distances between cells91-92. Through these communication pathways, the cells can communicate 
with each other in order to coordinate their activities, which is crucial for maintenance of 
function and reproduction93-96. Disruption in cell-to-cell communication may lead to severe 
pathological conditions in organisms, for example the development and growth of cancer. Thus, 
cell-to-cell communication studies are important to develop better fundamental understanding of 
biological organisms, and of various diseases afflicting them. Normally, there are four basic 
mechanisms for cell-to-cell communication: 1) the paracrine, endocrine and autocrine signaling97 
2) synaptic signaling98 3) direct contact99, and 4) protrusions100. In this chapter, the direct contact, 
in particular nanotube and protrusion formation, which I have studied in my thesis work, will be 
briefly introduced. 
 
3.1 Nanotube Communication between Cells 
Tunneling nanotubes (TNTs) are nanoscale cytoplasmic tunnels between two cells, representing 
direct cell-to-cell connections for physical transport of materials, such as ions, small molecules, 
vesicles, and others, between adjacent cells. Tunneling nanotubes (TNTs) were fist discovered 
by Rustom et al. in 2004101, who reported the formation of thin continuous membranous 
structures of 25-200 nm in diameter and a length up to 10 mm between rat adrenal 
pheochromocytoma (PC 12) cells 95-96,102. Those TNTs are not surface-adhered like filopodia, but 
exist suspended between the connected cells.  
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Figure 3.1. Confocal fluorescence micrographs of naturally occurring (TNT-like) intercellular nanotubes, 
connecting human embryonic kidney (HEK 293) cells (A), and Chinese hamster ovary (CHO) cells (B) in 
a tissue culture environment. Visualization of the nanotubes was aided by staining the cell membranes 
with FM 1-43, a membrane-soluble fluorescent dye. The white arrows point to the TNT-like nanotubes. 
The scale bars represent 10 µm. 
 
TNTs formed between cultured human embryonic kidney (HEK 293), as investigated in my 
experimental work, are displayed in Figure 3.1. The growing interest in TNTs mainly concerns 
the function that they presumably play in cell-to-cell communication. TNTs have been shown to 
enable in vitro selective long-distance transfer of various cellular components, even bigger 
organelles like mitochondria, membrane constituents and signaling molecules, but also 
pathogens between cells103-104. The latest studies report that bacterial communication could be 
mediated through intercellular nanotubes, and HIV transmission was also shown to occur 
through nanoconduits105-106. 
The understanding of TNT properties and functions in different cells species and tissue is the aim 
of many recent studies, and various techniques and strategies for analyzing, imaging and lately 
also artificial generation of such tubes have come into focus. In Paper II, a cellular network with 
interconnecting nanotubes could be established using microinjection techniques. Figure 3.2 
shows schematically the experimental procedure used for the generation of artificial cell-to-cell 
connections. This man-made network between cultured cells also proved useful for the study 
cell-to-cell communication. 
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Figure 3.2 Fabrication of an artificial intercellular nanotube-network, and materials transport between 
cells. A) Glass micropipette with an internal electrode penetrates the cell membrane following 
application of a combination of electric field and mechanical force. B) A lipid nanotube is created by 
retracting the micropipette. C) The length of the nanotube is increased to reach an adjacent cell. D) The 
nanotube formed is connected to the target cell by applying a similar electric pulse as in A). E) Particles 
diffuse from the micropipette into the first, and then to the second cell.  
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We demonstrated how TNTs created between living HEK cells could be used to initiate and 
follow the delivery and transport of ions and molecules such as calcium and the AP substrate 
FDP without compromising cell viability. The generation of these networks can offer new 
possibilities to initiate exchange of cell constituents and components in a controlled and efficient 
manner, and to influence the dynamics of biochemical reactions in living cells to a greater degree 
than currently possible with naturally formed interconnections. 
The rate of chemical transport between cells varies, depending on the nature and purpose of the 
molecular cargo. For example, excretion processes, such as paracrine signaling, occur between 
cells in close vicinity to each other. Its communication occurs by unrestricted diffusion, which 
leads to a rapid response to the signal by the target cell. In synaptic signaling, the response 
between nerve cells is even faster than in excretion, since the membranes of the two cells 
involved come extremely close, or may actually fuse. The diffusive transfer of signal molecules 
is limited to small confined zones, and the rate of transfer is consequently very fast.  
For cell-to-cell communication through nanotubes, the transfer of substrate and signal molecules 
is much slower. The diffusion through the nanotube, as a passive mode of transport, is typically 
associated with a far longer transfer time, owed to the very small cross-section of the tubes of 
~100 nm. The size of the transported molecule is also very important. For example, the 
diffusional transport of small ion through a nanotube is much more efficient than that of enzyme 
substrates and organelles.  
 
3.2 Junction Communication between Cells  
The gap junction is one of the most common modes of intercellular communication. They are 
formed when cellular protrusions, such as filopodia, make connections with adjacent cells or 
other protrusions, for example during cell migration107-108. They are used by cells to sense 
external chemical or mechanical signals109-110. Normally, filopodia consist of actin-rich plasma-
membrane, and form slender protrusive structures of micrometer dimensions in length and 
diameter, which originate from the leading edge of motile cells111-112. The filopodia play an 
important role in cellular immigration and connection, intercellular information and components 
exchange, gene delivery and others112-114. Most studies in this context focus on identifying 
crucial sets of proteins, which are of importance for filopodia formation in different cell lines. 
The proteins effecting filopodia formation are different among various organisms and their cell 
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species. There are several problems unsolved in this area, such as key factors effecting filopodia 
formation, dynamics of filopodia formation115-120, and others. 
In Paper VI, experiments revealed that the formation of cell-to-cell networks is related to the 
distance over which cells can overcome obstacles and establish a connection amongst them. To 
investigate the growth of cell protrusions on patterned structures, HEK 293 cells were placed and 
grown on surface-supported Teflon AF enclosed glass patterns with micro gaps ranging from 2 
to 16 µm. The gaps of different widths were designed to determine the distance across, which 
cells can span for making contact to neighboring cells. For selected cases, where such a 
connection was observed, diffusion of calcium ions was also investigated and transport through 
this connection was visualized. The experimental process is illustrated in Figure 3.3. 
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Figure 3.3. Schematic drawings depicting the growth of tubular cell membranes on glass surface 
microchannels along a Teflon AF enclosed glass microlane, and assessment of transport through the 
connection. The dimensions are not to scale. A) A glass surface with Telfon AF microstructures. B) The 
cells are placed on the micropatterned glass surfaces. C) Protrusions from cells grow along the glass 
microchannels. D) After reaching a microgap, a connection forms between protrusions that cross the 
microgap. E) One of the interconnected cells is locally superfused for studies of molecular transport 
between them. 
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Chapter 4: Cell Viability 
 
Cell-based assays are often used for screening to determine if the test molecules have detrimental 
effects on cell proliferation or show direct cytotoxic effects that eventually lead to cell death121-
122. Cell-based assays also are widely used in conjunction with measuring receptor binding, and a 
variety of signal transduction events, for example the expression of genetic reporters, trafficking 
of cellular components, or monitoring organelle function123-126. It is well known that there is a 
big difference between a viable cell and a dead cell with respect to homeostasis, organization, 
metabolism, growth, adaptation, response to stimuli and reproduction, and others, which can 
strongly influence the outcome of experimental studies127-130. As reported at 2009, Gregory et al. 
found that there is an inverse correlation between the proportion of apoptotic cells at the 
beginning of culture and subsequent antibody production in a hybridoma line131. Careful 
estimates of cell viability in cell experiments are one of the most crucial fundamental 
measurements in biological studies, including tissue culture, drug discovery, toxicology, and cell 
metabolism studies132-135. An assessment of viability is almost universally required for the 
generation of reliable data. 
A non-viable cell is defined as a cell that has an inhibitory effect on the reproductivity of the 
remaining cell population. In modern experimental protocols, the term ‘viability’ is often 
mentioned, but requires clarification. For most basic cell assays, viability could simply mean that 
the cells are not dead. For advanced cell studies, a viable cell is defined by its ability to divide 
twice (two generations), or the ability to maintain cellular respiration136-137. However, the time 
required to follow the cellular development process for two generations amounts to several hours, 
and involves incubation and careful growth monitoring. It is in most cases unpractical and 
inconvenient. Therefore, rapid determination of cell viability is based upon the examination of 
particular cellular functions. A number of assays that correlate with either reproductive or 
functional capabilities of cells have been developed. The major criteria employed in viability 
assays include the assessment of survival and growth in tissue culture, functional assays, 
metabolite incorporation, structural alteration, and membrane integrity. Cell viability may be 
evaluated by morphological changes or by changes in plasma membrane permeability 
and/physiological state inferred from the exclusion of some dyes and/or the uptake of others. 
Typically, cell viability assays fall in one of three distinct categories: 1) assessment of cell 
membrane integrity 2) directly measurement of metabolic marker 3) testing metabolic 
activity135,138-140.  
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4.1 Cell Viability Test Agents 
Three of the more common tests among the membrane integrity assessment methods for 
quantifying mammalian cell viability survival and death are fluorescein diacetate (FDA), trypan 
blue (TB) and propidium iodide (PI) uptake. These three agents all work under the basic 
assumption that viability is related to the integrity of the cell plasma membrane and sustained 
enzyme location and activity, which can be established by probing the uptake or exclusion of 
certain dyes135. 
  
4.1.1 Fluorescein Diacetate  
Fluorescein diacetate (FDA) is normally a nonfluorescent, nonpolar acetoxymethyl ester 
derivative of fluorescein, which is a cell-permeant esterase substrate. FDA serves as a viability 
probe via measuring the activity and location of nonspecific esterase enzymes. When the 
nonpolar FDA molecules permeate the cell membrane, intracellular esterases hydrolyze the FDA, 
yielding the fluorescent product fluorescein, which cannot leave the cell through the intact 
membrane. The viable cell with its active metabolism and cell membrane integrity104,141-143can 
generate and accumulate sufficient fluorescein to permit observation by fluorescence microscopy. 
Figure 4.1 shows an example of a single cell with internalized FDA, visualized under the 
microscope. 
 
 
Figure 4.1 A) Differential interference contrast  and B) fluorescence images of a viable cell, stained with 
fluorescein diacetate (FDA) 
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4.1.2 Trypan Blue 
Trypan blue (TB), a toluidine derivative, is commonly used to examine the change in cell 
membrane permeabilization, which is associated with cell injury and death. TB, one of earliest 
cell viability test compounds, is a hydrophilic molecule that cannot be taken up by the healthy 
cell. When the cell plasma membrane is injured, TB will cross a compromised cell membrane 
and accumulate in the cytoplasm, giving the characteristic blue color. Dead cells readily take up 
the dye, but not all cells that do not take up dye can necessarily be judged healthy. Figure 4.2 
shows an example of a single cell with internalized TB, visualized under the microscope. An 
additional direct confirmation of viability is therefore required, e.g. by a double staining 
experiment with FDA, as mentioned above. TB is also to some extent cytotoxic, which causes 
other cells in the culture to die upon exposure. Thus, TB is applied to test the cell viability at 
particular time points during an experiment135,144. 
 
 
Figure 4.2 DIC images for A) alive and B) dead cell staining with Trypan blue (Adapted from ref.145 
Copyright 2013, The Plant Journal) 
 
4.1.3 Propidium Iodide 
The internalization of propidium iodide (PI) follows same basic principle as trypan blue. 
Generally, PI molecules are membrane impermeant and thus excluded from viable cells, but 
readily enter the dead cell through the compromised plasma membrane, and accumulate in the 
cytoplasm. However, while TB accumulates in the cytoplasm such that an absorption change can 
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be detected, PI binds to DNA and becomes highly fluorescent. It is an intercalating agent with a 
molecular mass of 668.4 Da. The fluorescent intensity is sufficient to be quantified using optical 
microscopes and spectrometers135,146-148. Figure 4.3 shows an example of a single cell with 
internalized PI, visualized under the microscope135,146-148.   
 
 
Figure 4.3 A) DIC and B) fluorescence images of a dead cell stained with prodidium iodide 
 
In Paper III, the cell viability is assessed though the examination of cell membrane integrity, 
using PI as main viability stain. Double staining with FDA and PI is employed for distinguishing 
viable and non-viable cell simultaneously by their fluorescence emissions at 505 and 610 nm. In 
this thesis work, the double staining method in conjunction with the Multifunctional Pipette for 
delivery of the dyes was applied to three different cell lines: mouse neuroblastoma x Rat glioma 
hybrid Neuroblastoma x glioma hybrid (NG108-15), human embryonic kidney (HEK 293), and 
Chinese hamster ovary (CHO), where in each case a similar response was observed. For 
verification, TB was used afterwards for validating the test. All viability assessments obtained by 
the new microfluidics-assisted double staining assay could be confirmed by TB staining 
experiments. 
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Chapter 5: Techniques and Methods 
 
5.1 Superfusion Techniques 
The term microfluidics describes devices, platforms and methods that control and manipulate 
liquid flow with characteristic length scale in the range of 0.5-500 µm, resulting in femtoliter to 
microliter volumes of transported fluid149-152. As a research field, the use of microfluidics 
emerged in the 1990s when DARPA (the central research and development organization of the 
department of defense in the Unites States of America), introduced and applied microfluidic 
systems as a revolutionary tool and concept for addressing chemical and biological threats. The 
general advantages are: low consumption of reagents and samples, low production of waste, and 
a shorter time requirement for monitoring chemical reactions153-155. Having dimensions similar to 
that of a cell, microfluidics has opened a new area and offers significant possibilities for 
biological analysis at single-cell level. It has explosively developed within academic research 
fields, especially single-cell studies. In this thesis, the requirement for performing the single-cell 
experiments stems from the ability to control and rapidly alter the chemical environment around 
cells and cell constituents. To achieve this, two microfluidic systems: the Dynaflow chip and the 
Multifunctional Pipette were applied to solve different biological issues in single cells29,156. 
 
5.1.1 Physics of Microfluidics 
When we start to drive fluids into small length scales, microfluidics even to nanofluidics, the 
continuum approximation starts to break down and new approaches are developed for analyzing 
liquid in these small length scales. The dynamic behavior of an incompressible homogeneous 
fluid can be described by a differential equation, the Navier-Stokes equation as follow157: 
 𝜌
𝜕𝑣
𝜕𝑡
+ 𝜌𝑣 · 𝛻𝑣 = −𝛻𝑝 + 𝜂𝛻2𝑣 + 𝐹 (25)  
where ρ is the density of fluid, 𝑣 is the flow velocity, 𝑝 is the pressure, 𝜂 is the viscosity of fluid 
and F is external body forces such as gravity. This equation is obtained by Newton’s second law 
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of motion to a differential volume of a continuous fluid. The left hand side shows the 
acceleration of fluid in both time and space expressed in mass per unit volume times and the 
right hand side contains the sum of force experienced by the liquid including pressure gradient, 
viscosity and gravity. 
 
Figure 5.1. A) Laminar and B) turbulent flow 
 
In microfluidic systems, the flow shows distinct behavioral properties from macroscopic systems. 
Effects such as diffusion and surface tension, which are generally not considered at larger length 
scales, are essential as length scales become smaller or the surface to volume ratio increases. The 
Reynolds number (Re) of a fluid flow is often mentioned to characterize its flow regime in two 
different types; laminar or turbulent flow as presented in Figure 5.1. Laminar flow occurs when 
layers of fluid move parallel to each other, without disturbance between the different layers. 
Conversely, the position of any particles in turbulent flow is impossible to predict as the flow 
becomes chaotic and stochastic in nature. The Reynold number for flow in channel is calculated 
by;  
 𝑅𝑒 = 𝜌𝑣𝐷ℎ𝜇  (26)  
 
where 𝜌 is the fluidic density, 𝑣 is the characteristic velocity of the fluid, 𝜇 is the viscosity and 
𝐷ℎ is the hydraulic diameter, which is determined on the channel’s cross-sectional geometry. The 
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balance between velocity and viscosity shows the balance the viscous and inertial forces for each 
fluid element. If the Reynolds number is small (< 2300), this means the viscous force are much 
larger than inertial force, forming a strong coupling between the fluid elements, which is laminar 
flow. In contrast, for high Reynolds numbers (> 2300), the viscous forces are much lower than 
inertial forces, where the fluid elements move randomly and independently from the surrounding 
elements, and hence become turbulent flow158-160.  
The mixing of fluid on the microscale is comprised of two parts, advection of the fluid and 
diffusion. When liquid meets, the Peclet number is a useful parameter to represent the ratio 
between the system length and the diffusion length. Peclet number is defined as  
 𝑃𝑒 = 𝐿𝑣𝐷  (27)  
 
where 𝐿 is the width of the channel, 𝑣 is the velocity of fluid and D is mass diffusion coefficient. 
If the Peclet number is large, it indicates higher advection mixing, which leads o a diffusion 
length much short than the characteristic length155. For low Peclet number, however, higher 
diffusion causes the mixing of fluid, where a longer diffusion distance can be obtained as Figure 
5.2 shown. 
 
 
Figure 5.2. The diffusion distance between of laminar flow with A) high and B) low Peclet number 
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Reynolds number and Peclet number are basic parameters for microfluidic design. As the 
characteristic dimension of the fluid is designed at a small scale, low Reynolds and Peclet 
number become the intrinsic property of microfluidic fluid. Thus, laminar flow is the dominant 
flow, and mixing between the adjacent streams takes place by primarily by diffusion. This 
characteristics offer the possibility to realize single-cell exposure to different chemical 
environments, within a confined area, coupled with the capability of fast switching between 
those environments, and hydrodynamic confined flow inside another liquid. In Paper I, a 
microfluidic chip with 16 channels was used, each exiting into the open volume, creating a 
pattern of 16 different environments which do not mix. Close to channel outlets, the boundary 
between the different solutions is very sharp, enabling fast switching by translating between the 
different streams. In Paper III, IV, V and VI, the multifunctional pipette was used, forming a 
hydrodynamic confined flow region of one liquid inside another. This localized phenomenon is 
used to superfuse single cells without disturbing other cells in the sample dish. 
 
5.1.2 PDMS Microfluidics 
Microfluidic devices have been fabricated from a variety of materials, such as glass, hard plastics, 
metals, silicon, ceramics and elastomers. Silicon is a common substrate due to the wealth of 
existing fabrication techniques from microelectronic production, where the precise dimensions of 
channels are constructed using photolithography and etching processes. For simpler detection 
and better visualization, these processes were translated from silicon to glass, which is 
transparent and ease to integrate161-164.      
For more sophisticated applications, glass and silicon gave the way to polymers-
polydimethylsiloxane, namely PDMS. Polymers are inferior in chemical resistance, aging, 
thermal and optical properties to silicon and glass, but are vastly simpler to process. The first use 
of PDMS as a material for constructing microfluidic devices was presented by George M. 
Whitesides in the mid 1990’s152. Since the empirical formula of PDMS is a number of repetitions 
of the monomer combining with siloxane bonds, it allows the form of PDMS to be liquid or half 
solid. Due to the functionality of the cross-linking, it allows PDMS to have a high degree of 
viscoelasticity. This characteristic leads to the standard fabrication protocol of replica molding; 
the liquid PDMS is poured over a master mold structure, typically a silicon wafer with structures 
defining the channel geometry. After the polymer is cured on structure, the PDMS can be easily 
peeled from master and bonded to glass to close the micro-channels156,160. The whole procedure 
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from idea to device is presented in Figure 5.3. With the advantages of low cost, flexibility, and 
rapid prototyping in fabrication, PDMS has become widespread, and a standard material in this 
research field. In my thesis, two microfluidic technologies, the dynaflow chip and the 
multifunctional pipette, both fabricated in PDMS, are used to solve different biological problems 
using their characteristic functions. In Paper I, the dynaflow chip is made of PDMS, bonded to a 
thinner glass, where the dynaflow chip with 16 channels generates parallel flow streams to create 
distinct chemical environments to probe AP activity and inhibition for Km and Ki determination. 
In Paper III, IV, V and VI, the multifunctional pipette is completely fabricated from PDMS, 
where exit three channels at the tip, create a recirculation area to form a local chemical 
environment for introduction of different solution to single cell. This property was used to 
measure intracellular enzymes, assess single cell viability, and to probe cell-to-cell 
communication. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 5.3. Microfluidic device fabrication from idea to device: rapid prototyping by replica molding. 
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5.1.3 Dynaflow Chip 
In Paper I of this thesis work, a commercial microfluidic device was used, the Dynaflow chip by 
Cellectricon. This PDMS microfluidic device was plasma-bonded to a glass coverslip of 
thickness of approximately 150 µm, to allow for high magnification and high aperture optics to 
be used. The device contains 16 channels which are each connected to a sample reservoir, where 
the outlet of the channels exit into an open volume as a closely packed array with channel 
dimensions of 50 µm in width and 57 µm in height, illustrated in Figure 5.4. 
As the channels exit into the open volume, they are separated by walls of 22 µm in thickness. 
Prior to the experiment, the sample reservoirs are loaded with different solutions or 
concentrations according to the experimental requirement. In order to create a closed system, the 
sample reservoirs are sealed by a polycarbonate lid which is connected to a single pneumatic 
pump through PE tubing. When the pump supplies positive pressure, a flow from the reservoirs 
is generated at the exit into the open volume. If the pressure applied allows the flow to be 
operated in the low Reynolds number regime, a patterned laminar stream system is established in 
the open volume near the channel exits165-166.  
 
 
Figure 5.4. Schematic drawing of the Dynaflow chip. A) The 16 sample reservoirs are individually 
connected to the open volume. B) A magnified view of the channels exiting into the open volume, from 
where the different solutions are accessible to a suspended cell. By translating the device, the cell will be 
pass the parallel flows in front of the channels, and hence experience different solution environments. 
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In Paper I, an application of the Dynaflow platform is described, designed to control and vary 
the chemical environment around a cell for characterizing enzyme activity within single cells. As 
shown in Figure 5.4 B, a target cell is held by a pulled glass pipette and positioned in the 
patterned stream. By placing this microfluidic device on a computer-controlled stage, the 
targeted cell could be translated and exposed to a sequence of solutions with high positional 
precision. The device was used for the titration of enzymatic activity, delivering sequentially the 
permeabilization test agent and different concentrations of substrate in solution. The time 
required to exchange the solution around the cell is on order of tens of milliseconds. With this 
approach, it was possible to generate quantitative estimates for intracellular alkaline phosphatase 
activity with and without levamisole inhibition. 
 
5.1.4 Multifunctional Pipette 
 
In this project, a hydrodynamically confined microflow device was used, termed the 
Multifunctional Pipette (MFP), which was also fabricated by replica molding from PDMS. To 
improve the efficiency and convenience of single-cell experiments, there was a need to create a 
freely positionable device, capable of generating an isolated local chemical environment about 
an adherent cell. This need was met by the development of the MFP, shown in Figure 5.5. 
Briefly, the sharp-tipped MFP, mounted into its holder, can be readily positioned to a desired 
region within a cell dish, using a conventional micromanipulator. By adjusting the positive and 
negative pressures in the three adjacent channels, which exit into the open volume channels, a 
hydrodynamically confined flow volume can be established, generating an isolated chemical 
environment, i.e., a virtual flow cell, at the tip. A pneumatic control unit connected to the holder 
provides each well with an individual pressure, enabling computerized modulation of the 
solution flow and switching the content of the flow within 100 ms. The typical perfusion area is 
90x80 µm, with flow rates of 4-8 nL/s. Up to 4 solutions can be stored on-chip. Owing to the 
small flow rates employed, a cell located within the superfusion zone experiences very little 
shear force ( ~8 pN), which does not affect the cell viability167.  
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Figure 5.5. The Multifunctional Pipette, which was used in some of the superfusion experiments. A) 
Schematic drawing of the device B) Magnification of the fluidic switching junction and the virtual flow 
cell at the pipette tip. 
This microfluidic device was used for the study of alkaline phosphatase and protease (Paper IV), 
as well as for a new viability test assay (Paper III) specifically for individual cells without 
affecting the other cells in the same culture dish. In Paper V, parts of a cell-to-cell 
communication network were exposed to a substrate, and diffusive transport along the network 
could be examined. A major benefit in comparison to the Dynaflow chip is the easy handling 
along with the possibility to apply the MFP in conjunction with other probes, such as an optical 
fiber for localized heating (Paper IV) and electrodes for single-cell electroporation (Paper VI).      
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5.2 Fluorescence and Laser Scanning Confocal Microscopy 
Fluorescence microscopy is a beneficial technique for visualizing small objects with high 
resolution, able to separate signals from only the targeted objects. Careful choice of fluorescent 
target needs to be considered when performing live cell imaging, to achieve both specificity of 
target and stability. Direct detection of enzymatic reactions is not possible. Instead, the behavior 
of an enzyme can be followed by monitoring the consumption of a fluorogenic substrate, to yield 
fluorescent product which could be detected using fluorescence microscopy. Thus, fluorescence 
microscopy techniques were utilized on multiple occasions throughout my thesis work168.  
5.2.1 Fluorescence and Fluorophores  
 
 
 
Figure 5.6. Jablonski diagram showing an 
electronic transition for a fluorescent 
molecule, where S0 is the electronic 
ground state, and S1 is the first excited 
state. The absorption and fluorescence 
transitions are represented by straight 
lines of blue and re color, respectively, 
whereas vibrational relaxation is 
represented by a wavy dotted line. 
 
 
 
Fluorescence is a type of luminescence, whereby light of slightly lower energy is generated in 
response to the absorption of light by a fluorophore. The response of a fluorophore to absorption 
light is schematically illustrated in the simplified Jablonski diagram in Figure 5.6. When a 
fluorophore absorbs a photon, the molecule at its ground state can be excited to higher electronic 
states.  The excited molecule can return to the ground state by both radiative and non-radiative 
pathways. Vibrational relaxation is one of the non-radioactive processes, in which the molecule 
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relaxes from the higher vibrational level of excited singlet state to its lowest without the emission 
of light, losing energy instead as heat. Conversely, fluorescence is the process that the molecule 
relaxes from an excited singlet state to the ground state with concomitant emission of light. 
Because of the energy loss from vibrational relaxation, fluorophores absorb light with a certain 
wavelength and emit it at a longer wavelength (lower energy). The difference between the 
excitation wavelength and emission wavelength is known as the Stokes shift for the fluorophore. 
The choice of fluorophore is critical to efficiently address the architecture and dynamics of living 
cells. To excite fluorophores in and around cells, the cell will be exposed for prolonged periods 
with intense light. This light, depending on the wavelength, can potentially have detrimental 
effects on the health of the cell, as in addition to fluorescence, certain undesirable effects caused 
by absorption of the light can occur, namely phototoxic and photobleaching effects169. 
Phototoxicity is a process in which cells undergo a detrimental morphological change during the 
image acquisition process, due to the prolonged exposure to intense light. This is predominately 
caused by a local rise in temperature and the generation of highly reactive free radicals when the 
fluorophore molecules are excited170. In addition, photobleaching is the process in which 
fluorescent signals are diminished or lost during imaging. It is largely dependent on the 
molecular stability of the fluorescent dye selected. While it does not directly harm the cell, it can 
greatly reduce data quality. To minimize these effects, the laser intensity and frequency of image 
acquisition are minimized171. 
 
5.2.2 Confocal Microscopy 
Although the fluorescence microscopy technique is a powerful technique for visualizing a 
biological specimen, capable of resolving sub-micron components, the images can be quite often 
are blurred, especially when compartments from multiple regions are labeled equally. 
Typical wide area or scanning fluorescence microscopy excites and collects light from the entire 
sample addressable by the objective, typically microns in probe depth. The simultaneous 
collection of light from all objects within the light path makes identification of a target location 
quite challenging, and can often camouflage the desired target, e.g., if the outer membrane of a 
cell fluoresces while trying to interrogate the interior of a cell.  
To resolve this issue of out of focus fluorescence collection, an optical sectioning technique, 
confocal microscopy, was developed by Minsky in 1957. This technique was developed as a 
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point detection method, placing a pinhole in light path in front of detector. As presented in 
Figure 5.7, when the laser is reflected by a dichroic mirror and excites a volume within the 
specimen, the fluorescent signal emitted from the same, is collected by the objective and passes 
back through the dichroic mirror, towards the pinhole and subsequently the detector.  
 
Figure 5.7. Schematic of the laser confocal microscope. 
 
The fluorescent responses from within the same spatial volume are focused at the detector 
pinhole aperture, significantly blocking fluorescence emission from above and below the 
objective focal plane. This characteristic offers confocal microscopy the ability to control depth 
of field, while improving the resolution. Serializing the method, though implementation of either 
beam or sample scanning, enables micrographs to be generated, forming either 2D or 3D image 
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stacks. This optical sectioning technique delivers a means to accurately determine and measure 
the location of fluorescent objects within a labeled 3D structure, a greatly beneficial ability when 
studying cellular mechanics171-174. 
 
5.2.2.1 Resolution Considerations 
 
 
Figure 5.8. Numerical aperture of an objective. The numerical aperture is a function of the refractive 
index of the media between the objective and the sample (n) and the half angle of the maximum cone of 
light that can enter or exit the lens (θ). Oil immersion objectives are used to collect more light than air 
objectives, because less light is lost due to refraction at the air-glass interface. 
 
Resolution can be defined as the ability of a microscope to allow one to distinguish between 
small objects. The objective, a fundamental part of microscope, is responsible for the delivery 
and collection of light. One key element of the objective is the extent to which this light can be 
focused or collected, which in turn governs the optical resolution. This ability is known as the 
numerical aperture (NA) which can be expressed as  
 𝑁𝐴 = 𝑛 𝑠𝑖𝑛𝜃 (28)  
where 𝑛 is refractive index of the medium between the specimen and the lens and 𝜃 is the half-
angle of the maximum cone of light that can enter the front lens of the objective, as shown in 
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figure 5.8. For confocal microcopy, the resolution can then be calculated with the following 
equation:  
 𝑅 = 0.61 𝜆
𝑁𝐴
 (29)  
where 𝜆 is wavelength of the excitation light. As the resolution of a confocal microscope is 
limited both by the illumination wavelength and the objective numerical aperture, low 
wavelength and high numerical aperture are needed for greatest resolution. Figure 5.8 presents 
the difference in light collection and focusing ability between a low NA (Air) and a high NA (oil 
immersion) objective175-177. 
 
5.2.2.2 Cell Imaging Using Confocal Microscopy 
Fluorescent indicators are not only used for imaging structural aspects, but also for interrogating 
cell physiology. In this thesis work, physiological fluorescence monitoring is crucial; for titration 
of enzymatic activity and inhibition, assessment of cell viability and examination of species 
migration within nanotube networks. Although the combination of fluorescent imaging 
technology with the availability of a multitude of fluorescent probes has many advantages for 
imaging live cells at high resolution, it is sometimes advantageous to combine fluorescence 
imaging with DIC (differential interference contrast) imaging, to obtain additional membrane 
and location information. DIC imaging can provide information about physiological parameters 
of different cell types, such as membrane and subcellular compartment appearance and shape, 
especially when the cell structure is morphologically related to a biological process. An example 
of such a combination can be seen in Figure 5.9170.  
 
Figure 5.9. A) DIC and B) fluorescent image of a NG108-15 cell after perfusion with FDP. 
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In much of the experimental work collected this thesis, cell morphology changes were visualized 
by creating series of laser scanning confocal microscopy (LSCM) micrographs. These series 
were either created as time series, generating stacks of the same micrograph focal plane at 
differing time points, or in space, generating 3D images by taking 2D cross sections through an 
object, each one at a different focal plane. 
 
 
Figure 5.10 A-E) Fluorescence images of a single cell recorded at five different time points F) DIC image 
of a target cell. The fluorescence images are overlaid with ROIs for measuring both cellular response and 
background fluorescence intensity. A-C) The cell is exposed to 300 μM FDP and exhibits its maximum 
intracellular product concentration during the experiment. D-E) The cell is exposed to a fluorescein 
solution after analysis, indicating the viability of the membrane. The typical experimental curve is shown 
in G).  The blue curve extracted from the blue ROI in (A) represents the changes within the cell; the red 
line from the red ROI in (A) indicates the fluorescence intensity from outside of the cell. The scale bar in 
the DIC image represents 5 μm (applied to all images). 
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As shown in Figure 5.10, a quantitative response curve can be extracted from the micrographs 
using a region of interest (ROI) technique, utilizing data from both inside and outside the cell. 
Through observation of the dynamic distribution of the fluorescent product within a living cell, 
the quantitative and qualitative analysis of enzymatic activity, inhibition, thermal effect and cell 
viability, can be extracted. 
 
5.3 Infrared Laser Microheating System 
Localized temperature control in biological microscopy experiments can be conveniently 
achieved with IR light. This is due to the increased absorption of long wavelength light by both 
water and biological material. The IR absorption above 750 nm increases over 6 orders of 
magnitude with a maximum at 2940 nm. A rather convenient approach to heating is therefore the 
use of long wavelength IR (IR-B) light, generated in a fiber coupled laser. Diode laser sources 
and optical fibers are nowadays commercially readily available, since the IR-B range is used for 
long range telecommunication. The dramatic development of optical fiber and laser technology 
in the past two decades, in particular the reduction of data communication loss over long 
distances, is a remarkable achievement of optics research and engineering178, which made 
components for the construction of IR optical fiber systems very affordable. For the purpose of 
heating single cells in a microscopy environment, we have constructed a portable microheating 
setup, which generates 1470 nm laser light and conducts it into the vicinity of the cell via an 
optical fiber with a planar terminal. Figure 5.11 shows briefly the principle of light conduction 
through an optical fiber by total internal reflection, and a schematic drawing of the optical fiber 
with a planar outlet, as used in the experiments.  
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Figure 5.11. Transport of IR light through an optical fiber. A) The total internal reflectance (TIR) 
principle. θc is the critical angle of propagating light (red light path) θ1 > θc is the incident angle of light 
that cannot pass through the interface between two media with reflective indices n2<n1, but is being 
reflected with angle θ2. B) Light path through and out of an optical fiber. The acceptance cone describes 
the conically shaped volume from which light can enter into or exit from the fiber. 
 
The light path through such a fiber, with the typical conical geometry (“cone of acceptance”) of 
the illuminated field at the fiber outlet, is also shown in the Figure 5.11 A. θ1 (>θc, the critical 
angle for propagating light) is the incident angle of the light that cannot pass through the 
interface between two optical media, but is instead being reflected with angle θ2. Light that 
fulfils this condition can be reflected perpetually inside the fiber, and thus conducted from one 
end to another. The reflective index n1 must be greater than n2, which is achieved in optical 
fibers through a multilayered structure (core and cladding), where the layers differ appropriately 
in refractive index 179-180.  
1470 nm infrared light leaving the optical fiber will, due to the strong absorption by water, form 
a narrow conical heating zone181-182, with the temperature inside the cone decreasing with 
distance from the fiber. The setup used in our experiment (Paper IV) is depicted in Figure 5.12 A, 
consisting of the fiber assembly, micromanipulator, and diode laser source. The flat-ended fiber 
with a core diameter of 50 µm was micromanipulated into the close vicinity of the cell of interest. 
This constitutes a portable setup, which is easy to operate and to integrate into a multitude of 
experimental environments, including the microscopy setup.  
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Figure 5.12. A) Arrangement of the components of the infrared laser microheating system. The inset 
shows a magnified view of the laser heating fiber outlet positioned at a short distance from the target cell. 
B) A DIC image shows the position between the optical fiber and a thermocouple at a defined distance 
from the fiber (150 µm). The thermocouple is used to calibrate the temperature vs. laser power. The scale 
bar is 60 µm. 
 
The setup is capable of controlling the thermal environment around a single adherent cell in a 
culture dish. In combination with a conventional micromanipulation apparatus, a small 
isothermal region of a few nanoliters in volume can be generated, and freely positioned within 
the dish. Rapid heat dissipation outside the volume, which is due to the small size of the heating 
zone and the limited power introduced into it, leaves neighboring cells unaffected. The 
temperature was calibrated against the laser power for a defined positioning angle of the fiber, 
and distance to the cell, using a micro-thermocouple for temperature calibration, presented in 
Figure 5.12 B. This allowed for setting the temperature around the cell with ± 0.5°C accuracy. 
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Chapter 6: Cell Handling and Manipulation 
 
  6.1 Cell Preparation and Handling 
In the work leading to this thesis, all studies and experiments were carried out at the single-cell 
level, where the cell was the central subject. It was therefore crucial to prepare and handle these 
cells in a vigilant manner for investigation. It is the goal of this chapter to provide some brief 
protocols for the preparation of cell cultures from mammalian species, including; basic cell 
staining, culture techniques, freezing, defrosting and propagation of cells for long-term 
studies183-185.  
 
6.1.1 Defrosting and Freezing of Cells 
For initiation of a cell culture, the cells need to be defrosted in a water bath at 37℃ for about two 
minutes. Within the first 5 min, 5 mL of the cell culture medium is added drop-wise to suspend 
the cells while avoiding any osmotic lysis. Following this, the cells are centrifuged at 900 rpm 
for 5 min, and suspended in fresh cell culture medium with 10% FBS, transferred to a culture 
flask and placed in an incubator. After 24 hours, the medium is exchanged to remove any 
remaining traces of DMSO. 
For storage of cell lines for long-term studies, the cells are first cultured in 75 cm3 flat-bottomed 
culture flasks to approximately 80-90% confluency. To gently detach and harvest the cells, an 
accutase solution or cell scrapers are used. Commonly, 8 ml of fresh media is added to the cell 
suspension in the flask. This accutase/cells/media mix is transferred into a 15ml tube and 
centrifuged at 1000 rpm for 5 min. The supernatant is aspirated and the cell pellet is resuspended 
in 1.5 ml of 10% DMSO/ 90% serum mix. This mixture can then be aliquoted into cryovials, 
placed in a special freezing box filled with acetone, and transferred to a -80°C freezer. These 
aliquots should be moved to a liquid nitrogen tank within a week, taking care to stabilize their 
temperature in the gas phase above the liquid nitrogen before submersion. The basic process for 
cell freezing is shown in Figure 6.1. 
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Figure 6.1. The basic process for long-term cell storage 
 
6.1.2 Cultivation and Maintenance of Four Cell Lines 
For successful cell culture, there are four basic requirements: 1) Properly set-up equipment in a 
dedicated facility. 2) Sterile techniques are necessary to be practiced and mastered. 3) Reagents 
and supplies for cell culture are carefully stored and quality controlled. 4) The knowledge and 
practice of fundamental techniques for different cell types of interest is crucial to be practiced 
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and well documented. The protocol and basic principles of cell culture and maintenance are 
distinct for non-adherent and adherent cell lines. In our project, we used four different adherent 
cell lines. Thus, only the protocol and basic principles of adherent cell line is introduced herein.  
For adherent cell cultures, a procedure that enables the further propagation of the cell line 
follows some basic requirements: the cells need to be subcultured (split) at an optimal density 
with a health status, in the log phase. If the cells in adherent cultures occupy all the available 
substrate and have no room for expansion, or the nutrients in the cell culture medium become 
depleted and the pH of medium becomes acidic (the indicator in the medium turns yellow instead 
of the standard red/pink), cell proliferation will be reduced or halted entirely.  
Mouse neuroblastoma x Rat glioma hybrid Neuroblastoma x glioma hybrid (NG108-15), human 
embryonic kidney (HEK 293), Chinese hamster ovary (CHO) and rat adrenal 
pheochromocytoma (PC 12) are cultivated in their respective medium with 10% fetal bovine 
serum at 37°C in a humidified 5% CO2 atmosphere. Once cells are approximately 80% 
confluent, all of the adherent cells should be detached in a gentle manner, of which there are two 
common options. For NG108-15 and PC 12, the old culture mediium is aspirated off and 2 mL of 
fresh culture medium is added back into the flask. A cell scraper is used to gently lift the cells 
from the plate. For CHO and HEK 293, the cells need to be washed with fresh media which is 
then aspirated off. Accutase is added for detaching cells from surface, and afterwards 2mL of 
fresh culture medium is added to dilute the cell suspension to between 1×107 cells/mL to 2×107 
cells/mL. After the cells are re-suspended in the fresh cell culture medium, up to a 1mL aliquot is 
transferred into a new 75 cm3 flask, and diluted with fresh cell culture medium. After 2-3 days, 
the cells should attach and grow to reach confluence at which point they are ready to be divided 
again. All cell culture work was carried out with sterile solutions and devices in a laminar flow 
hood. The basic procedure of cell culture is shown in Figure 6. 
 
NG108-15 medium:  
DMEM  
10% Calf serum 
 
 
 
 
 
 
HEK 293 medium: 
DMEM  
High glucose 
10% Calf serum 
 
 
 
 
 
CHO medium: 
Ham’s F12 
10% Calf serum 
 
 
 
 
 
 
PC 12 medium: 
DMEM  
High glucose  
5% Calf serum 
10% Horse serum
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Figure 6.2. The basic cell culture process 
 
6.1.3 Cell Dish Preparation 
Since the all single-cell experiments are visualized on a microscope, the cells need to be cultured 
on a transparent petri-dish, which can be suitably mounted on a microscope table. A petri-dish 
kit (WilcoWells), consisting of a circular polystyrene frame, a tape ring and a circular glass 
cover slide. The frame (50 mm diameter) is bonded to the glass bottom plate (40 mm diameter, 
thickness 0.17 mm) by means of the tape ring. The separate glass bottom allows it to be modified, 
e.g., patterned with various structures, such as Telfon AF microstructures (Paper V). For 
experimentation, the adherent cells needed to be plated at a density of approximately 10,000 
cells/cm2 onto the dishes, using 2 mL cell culture medium. The plated samples are incubated at 
37°C under standard cell culture conditions. Before each experiment, the culture medium was 
replaced by Extra Cellular Buffer (ECB) and the cells were washed three times by repeated 
buffer exchange. 
ECB buffer:  
140 mM NaCl 
1mM CaCl2 
10 mM D-glucose 
10 mM HEPES 
Adjusted to pH 7.4 (NaOH) 
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6.1.4 Cell Staining 
Cell staining techniques are used to aid in the visualization of cells and cell components under a 
microscope. The cells are labeled with fluorophores, which provides a wide variety of 
information for the analysis of cell activity and structures, such as to highlight metabolic 
processes or differentiate between live and dead cells within a sample. The protocols for the 
different labeling strategies can differ slightly, especially when considering fluorescent 
compounds. Herein the conventional and novel protocols for various dyes used in this work will 
be introduced186. 
The standard protocol could be applied to most of the fluorescent labels used, such as Fluo-3 AM 
ester and the Cell Mask-Deep Red Plasma Membrane Stain. Firstly, as in all preparations, the 
cells are plated and grown to the desired confluency. The culture medium is removed and a dye 
staining solution is added into the dish, which is then placed in an incubator (30 min for Fluo-3 
AM ester; 24 hours for Cell Mask-Deep Red Plasma Membrane Stain). It should also be noted 
that some similar dyes, such as Calcium Green, are best applied at room temperature. After the 
waiting period, the staining solution is removed and the desired buffer is added to the sample, 
followed by 2-3 washing cycles. Fluo-3 AM ester belongs to a family of calcium sensor dyes. 
The AM ester group allows it to be transported easily across the cell membrane. Once inside the 
cell the ester group is cleaved by an esterase, enabling it to react with Ca2+, which upon binding 
results in a strong fluorescent response. In Paper II, Fluo-3 AM ester was used to label the cells 
for determining the transport of nanotubes, which were artificially generated between cells. 
When the calcium solution is injected into one cell of the network, the Fluo-3 binds to Ca2+ to 
yield a fluorescent signal. If any cell in the network other than the injected one presents a 
fluorescent response, the Ca2+ or Fluo-3 calcium complex, must therefore be transported through 
the connecting tube. In Paper V, Cell Mask-Deep Red Plasma Membrane Stain is used to label 
the cell membrane, enabling easy visualization of the cell arrangements on the Teflon AF 
structures. 
A novel staining protocol for staining individual cells in an on-demand manner was established 
to investigate single cell viability using the MFP. Different cell viability testing agents, such as 
fluorescein diacetate, propidium iodide and Trypan blue, were loaded into the multifunctional 
pipette to superfuse only the targeted cells. Due to this local, rapid assay technique, outlined in 
Paper III, the cell viability could be instantly assessed without the need to perform a separate 
global protocol.   
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6.2 Cell Permeabilization 
All living cells, whether prokaryotic or eukaryotic, feature a plasma membrane to define, protect 
and organize its contents. Foremost, the plasma membrane separates the cellular contents from 
the outside environment. This membrane is a lipid bilayer, embedding many different 
components, most importantly proteins which act as receptors, receiving and responding to 
signals from the external and internal environment. Upon receiving a chemical or physical 
stimulus, those receptors trigger a chain of biochemical events, for example by opening ion 
channels to allow a certain molecular or ionic species to pass the membrane, or by activating 
enzymes. Thus, the cell membranes serve as a selective barrier, i.e., a gatekeeper. Effective cell 
poration techniques break down the barrier temporarily, while leaving the intracellular 
constituents and components intact, and allow a simultaneously supplied substrate of interest to 
enter the cell. In practice it is a balancing act to find the optimal conditions for non-damaging 
and short-term poration. In our project, in order to introduce substrates of interest into single 
cells, we used a variety of different chemical and physical techniques to achieve cell 
permeabilization, including treatment with mild nonionic detergents, pore-forming toxins, and 
electroporation187-188. 
 
6.2.1 Chemical Poration 
Chemical permeabilization of the target cells was accomplished in the work for this thesis by 
treatment with α-hemolysin, a membrane-interactive protein toxin, and digitonin, a mild 
nonionic detergent. Stable transmembrane pores can be formed by interaction of these agents 
with the plasma membrane, where certain components associate with the lipophilic agent, which 
induces the formation of nanoscale openings in the membrane. 
Pore formation in the cell plasma membrane can be achieved by treatment with detergents, such 
as the glycosides digitonin or saponin. These compounds permeabilize the membrane by 
interacting with membrane cholesterol, which is abundant in the cell membrane, or other 
unconjugated β-hydroxysterols, as schematically shown in Figure 6.3. Thus, the extent of pore 
fomation depends on the amount of cholesterol in the cell membrane. It is also determined by the 
concentration of digitonin and the exposure time of the target cells. A study by Schulz et al. 
reports that digitonin-forming holes exhibit hexagonal spherical tubular structures with a 
diameter of 8~10 nm (electron micrographs). These micellular pores allow permeation of 
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molecules ranging up to a molecular weight of at least 200 kDa188-190. We utilized chemical 
poration with digitonin in Paper I and III. In these experiments on single cells, intracellular 
organelles and most of protein remained inside the porated cells, but allowed entry and release of 
small molecules, such as enzyme substrates and products.  
 
Figure 6.3 A) Schematic drawing of a cell membrane section (A) before and (B) after treatment with 
digitonin. C) A similar membrane section after treatment with α-Hemolysin 
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α-Hemolysin (α-toxin) from Staphylococcus aureus is a pore-forming protein exotoxin, which 
permeabilizes cells for low molecular weight substances. In the native environment, α-toxin can 
assemble into a characteristic heptameric ring structure, spanning the cellular membrane and 
forming stable transmembrane pores with a diameter of 2-5 nm (Figure 6.3C), which allows 
passage of chemical entities up to 1000 Da188,191. In Paper IV, α-toxin was used to permeabilize 
target cells instead of digitonin with the goal of creating both narrower and more permanent 
openings in the cell membrane. 
 
6.2.2 Electroporation 
Electroporation, often also termed electropermeabilization or ‘high voltage electric discharge’, is 
a technique that has been used for nearly half a century. The origin of this technique is related to 
the study of fusion of biological membranes a few decades ago. In the 1970, groups from Japan 
and Germany reported that cell fusion can be induced by an external electric field192. Following 
that, the first application of high voltage direct current pulses, which cause dielectric breakdown 
of the cell membrane, was used to kill bacteria and yeasts, leading to lysis of the cells and release 
of the intracellular contents, such as ions, catercholamines, and chromaffin granules. Later it was 
found that membrane pores can be formed reversibly by high voltage pulses, which was then 
used to introduce foreign genes into living cells, achieving subsequent expression of new genes 
within the treated cells. This discovery led to an almost explosive development, numerous 
studies on the mechanisms of interactions of membranes with high voltage pluses appeared. It is 
presently generally accepted that the extent of pores forming in response to the pulse is related to 
the strength of the electric field acting on the cell membrane when the pulse is applied, and the 
ionic conditions in the fluid environment193-194. 
In order to quantify electroporation, we consider the target cell to be of spherical shape, and that 
the cell is exposed to a homogenous external electric field as shown in Figure 6.4 A. The 
membrane potential V at different points on the cell membrane can be described by 193: 
 𝑉 = 1.5𝐸𝑟𝑐𝑐𝑜𝑠𝛼[1 − 𝑒𝑥𝑝 (−𝜏/𝑡𝑝)] (1)  
 
Microtechnologies for Single-cell Studies 6. Cell Handling and Manipulation 
 
59 
where E is the applied electric field strength, rc the cell radius, α the polar angle with respect to 
the external field, 𝝉 is the duration time of pulse, and 𝑡𝑝 is the charging time constant according 
to: 
 𝑡𝑝 = 𝑟𝑐𝐶𝑚(𝜌𝑖 + 0.5𝜌𝑒) (2)  
 
where 𝐶𝑚 is the cell membrane capacitance, 𝜌𝑖 and 𝜌𝑒 are the resistivity of the cytosol, and the 
extracellular medium, respectively. Equation (30) shows that the membrane potential is larger in 
the parts of the cell which are at the poles, normal to the external field (α=0° or 180°), rather than 
in the parts perpendicular to the field (α=90° or 270°, cf. Figure 6.4)195. When the cell is exposed 
to the external electric field, it will cause currents of ions, which assemble on both sides of the 
membrane and increase the membrane potential. If the membrane potential exceeds a critical 
value, the cell membrane breaks down and transient pores open. As mentioned above, the degree 
of cell permeabilization can be controlled by the strength and duration of the pulse.  
Conventional electroporation equipment is designed to achieve permeabilization of millions of 
cells simultaneously, using high-voltage pulse generators and specially shaped electrodes 
mounted on a container which contains a large number of cells in suspension. With the 
development of single-cell studies, single-cell electroporation was also introduced, using carbon 
fiber microelectrodes and low voltage generators, thus avoiding the expensive and hazardous 
high-voltage equipment. The electric field strength can reach locally very high values when 
microelectrodes are applied, which causes the formation of pores only in the region where the 
electrode is closest to the cell (Figure. 6.4 B), In Paper VI, we report on microfluidic chip-
integrated microelectrodes, inserted by a post-production protocol into the channels of the 
Multifunctional Pipette, using a molten metal filling approach. This electrode/chip assembly is 
suitable for the electroporation and simultaneous superfusion of single cells, when internalization 
of material is required.  
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Figure 6.4.  A) Conventional electroporation using large bath electrodes, and B) Single cell 
electroporation using a microelectrode for local poration 
 
6.3 Fluorogenic Substrate for Enzymes 
In enzymology, fluorogenic substrates are routinely used for enzyme assays, with the goal to 
visualize and quantify the enzyme activity. For example, in drug discovery they have become 
commonplace in the determination of the effects of potential drugs on enzymatic reactions. 
Fluorescein diphosphatase is a widely used, non-fluorescent and colorless substrate for alkaline 
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phosphatase (AP), which when hydrolyzed by this enzyme forms fluorescein, a highly 
fluorescent product (Figure. 6.5). The process in which AP reacts with FDP is not a simple one 
step reaction, fluorescein monoposphate FMP forms within 2 ms, and then the final product 
fluorescein is generated. However, due to the short time in which FMP is produced, the FDP-AP 
reaction can be simplified and described with first-order kinetics196-197. Through monitoring the 
intensity of the emission from fluorescein (excitation wavelength: 488 nm, emission: broad band 
around 515 nm), the activity of AP can be followed spectroscopically or by imaging. A 
drawback of FDP is auto-hydrolysis, which affects a small fraction of the FDP molecules, 
leading to elevated background fluorescence. In our experiments, the substrate FDP is introduced 
by the Multifunctional Pipette, which uses a continuous hydrodynamically confined flow to 
replenish substrate constantly, decreasing the effect of photobleaching efficiently. 
 
 
 
Figure 6.5. Scheme of the alkaline phosphatase catalyzed conversion of FDP, involving 
dephosphorylation of fluorescein diphosphate and generation of fluorescein 
 
BODIPY FL casein, the other fluorogenic substrate used in the thesis work, which we employed 
for protease activity measurement, is a conjugate of casein and a fluorescent dye, the pH 
insensitive green fluorescent BODIPY FL198-199. The dye is efficiently quenched in the protein, 
yielding substrate molecules that are virtually non-fluorescent. Protease-catalyzed hydrolysis 
releases the highly fluorescent BODIPY FL (Figure 6.6). The benefit of this method is that the 
protein-dye conjugate is rather non-reactive except towards the enzyme of interest, which 
provides low background fluorescence and a high signal to noise ratio. The cells require no pre-
incubation with dye and are chemically stable until the experiment is conducted.  
Shijun Xu, 2014 
 
62 
 
 
 
Figure 6.6. Scheme of reaction catalyzed by protease, leading to cleaving of BODIPY FL casein and 
release of BODIPY 
 
Photobleaching, or the unwanted destruction of fluorescent molecules under the influence of the 
incident light (cf. section 5.2.1), which leads to a decrease in fluorescence intensity, is a common 
practical problem with fluorophores. This phenomenon occurs rapidly for FDP and fluorescein, 
and to a lesser extent to the BODIPY conjugate upon irradiation. 
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Chapter 7: Summary of the Papers 
 
The papers in this thesis document the development of microtechnologies for biological studies 
at the size scale of a single cell, applied in experiments to investigate the behavior of intracellular 
enzymes, cell viability, cell manipulation, and cell-to-cell communication. The project started 
with a novel strategy to determine the enzymatic activity and inhibition within a single 
suspended cell and establish an analytic model of intracellular enzyme activity (Paper I). For 
determining intracellular enzyme kinetics, a permeated cell, produced by exposure to a pore-
forming agent, allows the substrate to enter a cell and the product to diffuse out through the pores 
created in the plasma membrane. Similar behavior is observed if an enzyme substrate is 
delivered through cell interconnections. A cell-to-cell transport model was generated from single 
mammalian cells by micromanipulation/injection techniques, and the transport properties were 
investigated (Paper II). Single-cell analysis by means of the commercial “Dynaflow” device, as 
used in Paper I, has a number of problematic issues, as the channel outlets are stationary and the 
cell must be held and positioned by a glass pipette. This inspired the development of the new 
concept, which uses a novel free-standing microfluidic device, “the multifunctional pipette”. 
This device can be flexibly positioned and creates an isolated chemical environment around a 
selected adherent cell. The multifunctional pipette was shown to be a powerful technological 
advancement with high utility in cell viability assessment of different cell lines (Paper III). 
When the multifunctional pipette was used in combination with a temperature calibrated laser 
heating microprobe, the influence of temperature on enzymes within single living adherent cells 
could be evaluated (Paper IV). The device was also employed to investigate the transport of 
molecules in cell-to-cell tube interconnections (Paper V). Giving a preview on future extensions 
of the pipette technology, we integrated micro electrodes and demonstrated its practical 
advantages in single-cell electroporation (Paper VI).  
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Paper I. Probing Enzymatic Activity inside single cells 
 
 
 
Figure 7.1 Figure 1. Experimental scheme for measuring single cell enzymatic activity. (A) A schematic 
representation of the analysis stages with the corresponding signal-response curve below. Each stage 
utilizes one or several distinct chemical environments. The cell is in sequence: (1) moved to the starting 
position which is in front of a buffer containing channel; (2) permeabilized through exposure to digitonin; 
(3) titrated through exposure to varying concentrations of enzymatic substrate (S) and inhibitor (I). This 
enables enzyme (E) kinetics to be extracted by monitoring the formation of fluorescent product (P). (B) 
Fluorescence micrograph of a cell suspended at a channel exit. (C) The corresponding DIC image, 
showing the orientation and arrangement of the microfluidic channels and the holding pipette. The cell 
(NG108-15) which is held by a glass micropipette can be translated through different solution 
environments at a fixed distance from the channel array. The depicted cell has not yet been porated and is 
held in a solution environment containing 10 μM fluorescein and ECB buffer, pH 7.4. The fluorescein 
solution is excluded from the cell, seen as an absence of fluorescence within its cross section, due to full 
plasma membrane integrity. The scale bar represents 50 μm. 
 
We present a calibrated method for directly titrating intracellular enzymes within single cells and 
to map their function and performance under different conditions. In this method, a cell was 
suspended and positioned to the microfluidic device using a pulled glass pipette. The Dynaflow 
microfluidic superfusion device is capable of generating an array of parallel laminar flow 
streams, creating 16 different chemical environments, with millisecond switching time among 
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different environments. Thus, the time of exposure to chemical stimuli is exactly controlled to 
achieve mild plasma membrane permeation of individual NG108-15 cells.  
Subsequently, the cell was exposed to a sequence of varying concentration of enzyme substrate 
(fluorescein diphosphate) and inhibitors. To demonstrate this method, the endogenous enzyme 
alkaline phosphatase could be quantitatively estimated to construct dose-response and dose-
inhibition curves. Those dose-response and dose-inhibition curves could be analyzed using the 
analytical enzyme modeling that is established in this paper. As a result, the Michaelis-Menten 
constant Km for alkaline phosphatase was determined as 15.3μM ± 1.02 (n=16), and an inhibition 
constant Ki of levamisole as 0.59 mM ± 0.07 (n=14). Enzymatic activity could be monitored just 
40 s after permeabilization, and five-point dose or inhibition curves could be measured within 
150 s.  
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Paper II. Artificial nanotube connections and transport of molecular                                      
cargo between mammalian cells 
In this paper, we investigated the transport of chemical compounds through cell-interconnecting 
nanotubes, delivering enzyme substrate into the intracellular space of one cell, and following its 
propagation through the tube.  
 
 
 
Fig. 7.2. DIC images depicting the generation of an intercellular nanotube (white arrow) between two 
individual HEK 293 cells. (A) A glass micropipette was used to penetrate the upper cell, from which a 
nanotube was drawn. (B)–(C) The micropipette was translated from the upper cell towards the target cell, 
elongating the attached nanotube. (D) By bringing the tip of the micropipette (red arrow) in contact with 
the cell and applying a second electric pulse, the tube was connected permanently to the cell membrane. 
(E) The glass micropipette tip was retracted and disconnected from the cell, leaving behind an 
intercellular tube. The scale bar in (E) is applicable to all images and represents 10 µm.  
 
Microneedle injection in conjunction with micromanipulation was applied to form nanotube 
connections with a length up to several micrometers between mammalian cells, enabling 
chemical cell-to-cell communication. Intercellular transport of ion and molecules (Ca2+ and 
prefluorescent enzyme substrate) via the nanotube was demonstrated. Transport kinetics similar 
to the one observed in Paper I was determined. We extended a previously developed model 
based on nanotube-interconnected liposomes to biological cells, creating a biologically highly 
relevant model of considerable value for studying chemical reaction kinetics in confined and 
reconfigurable geometries. 
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Paper III. A Rapid Microfluidic Technique for Viability Determination of Adherent 
Single Cells 
We developed a novel protocol for determining the viability of single cells in an adherent cell 
culture, utilizing a free-standing microfluidic perfusion device. 
 
Figure 7.3. Micrographs after 60 µg/ml FDA supplemented 30 µg/ml PI into viable and nonviable 
NG108-15, CHO and HEK 293 cells for viability studies. Fluorescence and DIC images from three 
different cell lines (NG108-15, CHO PC 12 and HEK 293 cells).  The size of a cell is approximately 10 
µm.  
 
We exposed selected individual cells of the three lines NG108-15, HEK 293 and CHO to the 
pore-forming agent digitonin for 5 seconds, followed by a 30 s recovery period. Afterwards, the 
cell viability was assessed through simultaneous perfusion with fluorescein diacetate (FDA) and 
propidium iodide (PI), using the multifunctional pipette. In a fluorescence assay, viable and dead 
cells were distinguished by their green and red emission, respectively, within 10 seconds. In a 
second set of experiments, the intracellular enzyme activity was first monitored within a single 
adherent cell after chemically porating and introducing a fluorogenic substrate. Subsequently, the 
cell viability was determined using the new protocol. We demonstrate that this microfluidic 
technology-assisted approach is a facile, rapid and reliable means to determine viability at the 
single-cell level. 
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Paper IV. A Heating-Superfusion Platform Technology for Single Cell 
Investigations 
 
Figure 7.4. Illustration of an adherent cell positioned in an isolated chemical and thermal environment. 
(A) Schematic perspective view of the setup system, which consists of two crucial parts: the 
multifunctional pipette, which generates an isolated perfusion zone; an optical fiber with IR radiation, 
which creates a localized heating area. An illustration of an adherent cell exposing in an isolated (green) 
environment is illustrated in (A) whereby the cell is in the heating area (red) and heated through an 
optical fiber positioned at a certain distance from the cell. (B) Bright field micrograph of adherent cells 
(NG 108-15), with the multifunctional pipette tip nearby the target cell, and the corresponding 
fluorescence micrograph shown in (C). The cell has not been porated yet, thus fluorescein is excluded 
from the cell. The scale bar in (c) represents 15 μm. 
 
After application of multifunctional pipette for cell viability assessment at the single cell level, 
we developed a novel approach to the study of single-cell enzymes activity at elevated 
temperatures. In this method, we utilize the Multifunctional Pipette and an optical fiber to expose 
the cell of interest to 1470 nm IR radiation, simultaneously controlling both the thermal and 
chemical environment. The multifunctional pipette provides three different chemical 
environments for different purposes, the pore-forming agent α-hemolysin, enzyme substrate 
(Fluorescein diphosphate or casein BODIPY FL) and the permeabilization testing agent 
fluorescein. When the measurement of intracellular enzyme is initiated by exposure of chemicals 
from MFP, IR radiation is provided through the optical fiber, directed towards the targeted cell, 
enabling control of the thermal environment in a localized area around the cell. This combination 
of MFP and a microheating system was used to generate five-point thermal activity curves within 
200s for both AP and protease in single intact NG 108-15 cells. This strategy offers the 
possibility for quantitative estimation for intracellular enzyme activity at elevated temperatures. 
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Paper V. Microgap Closing by Cellular Processes-Critical Length-Scales and 
Membrane Morphology 
In addition to employing the Multifunctional Pipette for the measurement of intracellular activity 
(Paper IV) and cell viability (Paper III), this device could be used support the investigation of 
cell-to-cell communication. Chemical cell-to-cell communication was enabled by the directed 
growth of filopodia-like cell protrusions in cytophobic Teflon®AF framed channels, featuring 
microgaps with different distances. For small gap distances, the protrusions grown from the 
adherent cells along the channel could overcome the barrier and form a connection between 
adjacent cells. To examine molecular transport in such cell-to-cell tubular interconnections, the 
MFP (Paper III and IV) was used to superfuse the cell at one side of this interconnection, 
activating ion channels in cell membrane. When the ion channels were activated, Ca2+ ion could 
pass the cell membrane, followed by diffusion via the interconnections to the adjacent cell. The 
transport could be directly monitored by following the reacting of the ions with Calcium-Green 
by recording an increase in florescence signal upon calcium binding. 
 
 
 
Figure 7.5. The superfusion of a selected cell for studies of molecular transport through cell-to-cell 
tubular interconnections.  
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Paper VI. Single-cell electroporation using a multifunctional pipette 
 
 
 
Fig 7.6. Pipette configurations. (A) A combination of the multifunctional pipette with an external carbon 
fiber electrode for single cell electroporation and simultaneous localized solution delivery. The red dotted 
lines represent the electric field (simplified). (B) The multifunctional pipette with integrated 
electroporation electrode in the same experimental environment. The counter electrode for both 
configurations is located in the open bath, represented by a red ground symbol.  
 
We extended the capabilities of the multifunctional pipette to enable electroporation by 
integrating electrodes into the device. Since it is difficult to use conventional metal patterning 
techniques on PDMS, owed to the poor adhesion between the materials, our approach was to fill 
one of the channels with the low-melting Field's metal. This method is favorable, as high 
conductivity electrodes can be post processed by means of a simple hot-plate and a vacuum 
pump. The modified pipettes were used to combine localized solution delivery and 
electroporation of single adherent cells. When pores formed in the cell membrane upon 
electroporation, Ca2+ ions could flow into the cell, which was pre-incubated with the calcium 
sensitive dye Calcium-Green. Calcium inflow was monitored via fluorescence imaging. 
Afterward, the cell viability was be assessed by switching to assay solutions stored in the pipette. 
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Chapter 8: Conclusion and Future Outlook 
 
This thesis reports on development and application of new microtechnology-based devices and 
methods for single cell studies, including intracellular enzymatic activity, the influence of 
temperature on enzymatic activity in single cells, and instant assessment of single-cell viability. 
We also provided a new experimental approach for the study of direct cell-to-cell 
communication, the exchange of cell constituents and contents, and the dynamics of biochemical 
reactions in native cell environments, such as intracellular enzyme reactions. 
Using the “Dynaflow” microflow superfusion device, intracellular enzymes in single cells could 
be directly titrated to map their function and performance under different external conditions. An 
estimation of intracellular enzyme activity was achieved using a newly established analytical 
model which was applied to the titration data. Subsequently, a novel microfluidic superfusion 
device, the multifunctional pipette, was applied to selected single cells. This technology 
generates a virtual flow cell at the size scale of a mammalian cell in an open volume, able to 
create an isolated chemical environment around it. We demonstrated instant assessment of single 
cell viability in different cell lines with high efficiency, and measured the influence of 
temperature, which was locally adjusted with an IR fiber laser microheating probe, on the 
enzyme activity in single cells. Furthermore, a single-cell electroporation protocol was 
established using microelectrodes integrated into the multifunctional pipette, and the uptake of 
calcium ions by the cell was quantified.  
The studies of intracellular enzymes alkaline phosphatase and protease in single cells 
investigated herein, revealed kinetics, inhibition activity and other influential factors. Our finding 
provided new insights into intracellular enzymatic dynamics and their regulation in single cells, 
helping to map cell population heterogeneity.  
Another exciting area covered in this thesis is the investigation of cell-to-cell communication. 
Using micromanipulation, injection and superfusion techniques, lipid nanotubes were artificially 
generated between two biological cells, and ions as well as an enzyme substrate were shown to 
migrate between them. Moreover, the formation of interconnecting protrusions between adherent 
cells was initiated and directed by appropriately micropatterned Teflon AF surfaces. Tunneling 
nanotube-like interconnections were formed in a controlled manner, and their transport 
capabilities were examined by means of the Multifunctional Pipette. The newly created model 
systems facilitate fundamental studies of cell-to-cell communication, the exchange of cell 
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constituents and components, and the dynamics of biochemical reactions in native cell 
environments.  
A set of microtechnology-enabled methods and techniques was established in this work, 
providing exciting experimental opportunities for single adherent cell studies. The versatility and 
simplicity of the presented techniques strongly support the investigation of biological problems 
on the single cell level. The microfluidic devices utilized in the work and presented in this thesis 
are easy to integrate with various other instrumental techniques, and provide additional benefits 
such as low reagent consumption and functional flexibility. Their use offers new possibilities in 
studying receptor characterization, investigating the role of modulating agents in cell signaling, 
and can allow for online monitoring of signal pathway regulation at the single cell level. Future 
work can include studies on other types of intracellular enzymes such as oxidoreductases, lyases 
and transferases. In the context of enzyme activity at the single-cell level, enzyme kinetics, 
ligand-regulation of enzymatic activity as well as the influence of temperature on enzyme 
behavior can be studied using the methods described in this thesis. The technologies are certainly 
also applicable to investigate other biological problems. For example only temperatures above 
room temperature were investigated with the newly introduced microheating system. Lower 
temperatures are possible to be achieved by placing the cell dish on a cooling-stage. This will 
enable experiments targeting intracellular enzyme activity below room temperature, so that the 
behaviors of cold-activated ion channels such as TRPM8 become accessible.  
The strategies presented in this thesis could positively impact various biological assays, enabling 
rapid analysis of individual cells, which can lead to new insights in areas such as the origin of 
disease, and can benefit biomedical diagnosis and drug discovery studies. 
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