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Abstract 
This paper presents an iterative learning control strategy for a reactive polymer composite moulding process using 
batch-wise linearised models that are identified from process operational data. In rapid thermal moulding processes, 
the degree of cure is controlled by the applied mould temperature. Due to the model plant mismatches and the 
presence of unknown disturbances, a pre-set (off-line optimised) moulding temperature profile would not always lead 
to the desired degree of cure. The repetitive nature of batch moulding process allow the information of the previous 
batch (or cycle) being used to enhance the operation of the current batch through iterative learning control. The 
control policy updating is calculated by solving an optimisation problem using a model linearised around a reference 
batch. In order to cope with process nonlinearities, process variations, and disturbances, the reference batch is taken 
as the immediate previous batch and the model is re-identified from the updated historical batch data using principal 
component regression. The proposed method is tested on a simulated reactive polymer composite moulding process.  
 
© 2012 Published by Elsevier Ltd. Selection under responsibility of the Congress Scientific Committee 
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1. Introduction 
Reactive polymer liquid composite moulding is used more and more into aircrafts, cars, boats, sports, 
construction, health, energy and almost in all industrial sectors because of its numerous advantages. 
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However, one big disadvantage is the complicated, expensive, risky and slow production hindering its 
wider industrial acceptance. The most common “problems” in the production of polymer composite parts 
are the fibre impregnation with the polymer and the curing of this polymer until its consolidation [1]. 
Optimal control of reactive polymer composite moulding processes is of significant importance. For the 
successful implementation of optimal control, an accurate model capable of providing good long range 
predictions is required. However, model plant mismatches and unknown disturbances always exist and, 
therefore, the off-line calculated optimal control policy may not be optimal when applied to the actual 
process. The repetitive nature of the batch operation of reactive polymer composite moulding process 
allows the information of the previous batches being used to improve the operation of the current batch. 
This can be cast in the framework of iterative learning control (ILC) [2-5]. 
Zhang [6] proposes a neural network based batch to batch control strategy where a linearised model is 
obtained from the neural network model. Xiong and Zhang [7] present a recurrent neural network based 
ILC scheme for batch processes where filtered recurrent neural network prediction errors from previous 
batches are added to the model predictions for the current batch and optimisation is performed based on 
the updated predictions. Xiong and Zhang [5] propose a batch to batch ILC strategy using linearised time 
variant perturbation models that are identified from process operational data. In [5], the linearised models 
are identified using multiple linear regression (MLR). In many batch processes, the control actions at 
different stages of a batch can be correlated since they are such determined to optimize the final product 
quality at the end of the batch. In such situations, models obtained using MLR may not be appropriate. To 
cope with the colinearity issue, principal component regression (PCR) can be used to estimate the 
linearised model parameters.  
This paper presents the batch to batch ILC of a reactive polymer composite moulding process using 
batch-wise linearised model. The model is updated from batch to batch using the immediate previous 
batch as the reference batch. Model parameter is estimated using PCR.   
The paper is organized as follows. Section 2 presents batch to batch iterative learning control using 
batch-wise linearised models. Applications to a simulated reactive polymer composite mouding process 
are presented in Section 3. Section 4 concludes this paper.  
2. Batch to batch iterative learning control 
2.1. Linearised models for batch processes 
Consider batch processes where the batch run length (tf) is fixed and divided into N stages (or sampling 
intervals). The product quality and control trajectories are defined, respectively, as 
 Yk=[yk(1), yk(2),…, yk(N)]T        (1) 
 Uk=[uk(0), uk(1),…,uk(N-1)]T       (2) 
where the subscript k denotes the batch index. The desired reference trajectory of product quality variable 
is defined as 
 Yd=[yd(1), yd(2),…, yd(N)]T        (3) 
A batch operation is typically modelled with a dynamic model, but it would be convenient to consider 
a static function relating the control sequence to the product quality sequence over the whole batch 
duration [4]. Due to the causality, the product quality variable at time t, yk(t), is a nonlinear function of all 
control actions up to time t, Uk(t) =[uk(0), uk(1),…,uk(t-1)]T, i.e. 
 yk(t)=ft(Uk(t)) + vk(t),     t=1, 2, ..., N,      yk(0)=y0     (4) 
where ft() represents the nonlinear function between Uk(t) and yk(t) and vk(t) is the measurement noise at 
time t. Eq(4) can be rewritten in matrix form as 
 Yk = F(Uk) + vk           (5) 
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where F() represents the nonlinear static functions between Uk(t) and yk(t) at different sampling times and 
vk=[vk (0), vk (1),…, vk (N-1)]T is a vector of measurement noises. 
Linearising the nonlinear batch process model described by Eq(5) with respect to Us around the 
reference trajectories (Us, Ys), the following can be obtained. 
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where wk=[wk(1), wk(2), …, wk(N)]T is a sequence of model errors due to the linearisation (i.e. due to 
negalecting the higher oder terms) and vk represents the effects of noise and unmeasured disturbances. 
Define the linearised model Gs as 
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The structure of Gs is restricted to the following lower-block-triangular form due to the causality. 
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The linearised model can be identified from historical process operation data using multiple linear 
regression [5]. To cope with process drift, the linearised model can be re-identified after each batch with 
data from the most recent batch added to the historical process data. Furthermore, the control trajectory 
and quality variable trajectory from the most recent batch can be used as the reference trajectories. 
2.2. Batch to batch iterative learning control 
The batch to batch iterative learning control strategy was developed in [5] and is briefly introduced 
here. As batch process dynamics are nonlinear and the perturbation model is linearised around the 
nominal operation trajectories of a batch process, offsets always occur due to modelling errors and 
unmeasured disturbances. The perturbation model predictions of the current batch run can be corrected by 
adding model prediction residuals of immediate previous batch run. 
In formulating the batch to batch iterative learning control strategy, the following quadratic objective 
function is considered. 
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where ek+1 = Yd - Yk is the tracking error for the (k+1)th batch, Q and R are positive definitive matrices. 
Note that the objective function, Eq(9), has a penalty term on the input change Uk+1(=Uk+1 - Uk) 
between two adjacent batch runs, the algorithm has an integral action with respect to the batch index k 
[5]. The weighting matrices Q and R should be selected carefully. A larger weight on the input change 
will lead to more conservative adjustments and slower convergence. There are also other variants of the 
objective function. For example, the weighting matrices Q and R may be set as Q=diag{Q(1), Q(2), …, 
Q(N)}, R=diag{R(0), R(1), …, R(N-1)}, where Q(i) and R(j) increase with respect to the time intervals t 
in proportion to its effect of the final product quality.  
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By finding the partial derivative of the quadratic objective function Eq(9) with respect to the input 
change Uk+1 and through straightforward manipulation, the following ILC law can be obtained 
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where sGˆ  is the linearised model identified from historical process operation data.  
The ILC law for the control trajectory updating can be written as 
kkk eKUU ˆ1           (11) 
3. Application to a polymer composite moulding process 
3.1. A polymer composite moulding process 
Some reactive composite moulding processes are operated as batch processes and a key process 
operation parameter is the degree of cure which has a maximum value of one. When the degree of cure is 
near one, the composite product is almost fully cured and the mould can be opened. It is important to 
control the degree of cure in order to maintain product quality. In this study, batch to batch iterative 
learning control of degree of cure is applied to a simulated polymer composite moulding process. The 
simulation is based on the mechanistic model in [1]. 
The basic kinetic model is a combination of autocatalytic and nth order reaction terms with Arrhenius 
dependence of the rate constants: 
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where P1 and P2 are the activation energies, P3 and P4 are the rates constants, and P5 to P7 are the reaction 
orders. Two improved models incorporating glass transition temperature and a diffusion term are given in 
[1]. The improved model is used in this study and the model parameters can be found in [1]. 
3.2. Results 
The ILC control strategy is applied to the simulated reactive polymer composite moulding process. 
The moulding temperature is used as the manipulated variable to control the degree of cure. The batch 
time is taken as 20 minutes and is divided into N stages of equal length. In this study, N=5 and N=10 are 
considered and their performance compared. Furthermore, ILC performances under two types of 
linearised models, linear time invariant (LTI) and linear time variant (LTV), are compared. In the case of 
an LTI model, the linearised model is identified once from historical process operation data and is not 
updated from batch to batch. In the case of LTV models, the linearised models are re-identified after each 
batch run using the updated process operation data with the immediate previous batch as the reference 
batch. Simulated process operation data from 20 batches were used to identify linearised model 
parameters, which were estimated using PCR.  
In all cases, 30 batches were simulated. The reaction rate constant P4 in the mechanistic model was 
decreased by 15% from the 11th batch to represent the occurrence of an unknown disturbance. Fig. 1 
shows the root mean squared errors (RMSE) between the simulated degree of cure and the target values 
under the different cases. It can be seen from Fig. 1 that tracking errors decrease from batch to batch. Due 
to the presence of an unknown disturbance from batch 11, the tracking errors at batch 11 increased 
significantly. However, under ILC the tracking errors decreased in subsequent batches and converge to 
steady values. It can be seen from Fig. 1 the ILC tracking performance under LTV models is better than 
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that under LTI models. This is due to that ITV models capture the process behavour better than LTI 
models through model updating and reference trajectory updating. Dividing the temperature control 
profiles into more intervals (larger N) gives better tracking performance as can be seen from Fig. 1. This 
is due to the increase degree of freedom or resolution associated with larger N. The trajectory tracking 
performance for batches 1, 2, 5, 10, 11, 13 and 15 is shown in Fig. 2, which shows that the degree of cure 
approaches the target values from batch to batch under ILC.  
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Fig. 1. RMSE of Tracking Errors 
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Fig. 2. Trajectory tracking performance (a) and the temperature profiles (b) utilizing LTV model (N=5) 
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4. Conclusions 
Batch to batch iterative learning control of a reactive polymer composite moulding process is studied 
in this paper. To cope with nonlinearity and process variations, the nonlinear process model is linearised 
upon the immediate previous batch. The batch wise linearised models are identified from historical batch 
runs. Based on the linearised model, batch to batch control law is obtained by solving an optimisation 
problem. Application to a simulated reactive polymer composite moulding process demonstrates that the 
proposed method can effectively overcome model plant mismatches and unknown disturbances. 
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