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Abstract
In this paper the three notions of generalized controlled (Aα(·), Bβ(·))-invariance, gen-
eralized conditioned (Cγ (·), Aα(·))-invariance and generalized (Aα(·),Bβ(·), Cγ (·))-invari-
ance for uncertain linear ω-periodic discrete-time systems are studied, and then the parameter
insensitive disturbance-rejection problems with static output feedback and/or with state feed-
back are formulated and their solvability conditions are presented. © 2001 Elsevier Science
Inc. All rights reserved.
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1. Introduction
The so-called geometric approach has been successfully used to study the struc-
ture of subspaces in state space and to design feedback control laws for various
control problems. In fact, the notions of controlled (A,B)-invariant subspaces and
conditioned (C,A)-invariant subspaces were studied by Basile and Marro [2,3] and
Wonham [18], and various disturbance-rejection problems have been studied using
those invariant subspaces (e.g., [1,3,6,14,18]). Further, from the practical viewpoint
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the parameter insensitive disturbance-rejection problem with state feedback was first
considered by Bhattacharyya [4] in the case in which the matrices depend linearly
on uncertain parameters using the notion of generalized controlled (A,B)-invariant
subspaces. Recently, the present author [12,13] investigated the notions of gener-
alized conditioned (C,A)-invariant subspaces and generalized (C,A,B)-pairs, and
the corresponding problems with static output feedback and/or with dynamic com-
pensator were studied. Further, simultaneous versions of controlled (A,B)-invari-
ant subspaces, conditioned (C,A)-invariant subspaces and (C,A,B)-pairs were in-
vestigated by Ghosh [5] and Otsuka et al. [11], and various parameter insensitive
disturbance-rejection problems for uncertain linear systems in the sense that system’s
matrices are represented as convex combinations of given matrices were investig-
ated.
On the other hand, Grasselli and Longhi [7,8] investigated the ω-periodic versions
of controlled (A,B)-invariance and conditioned (C,A)-invariance, and Shiomi et al.
[15] investigated the ω-periodic versions of simultaneous controlled (A,B)-invari-
ance and simultaneous (A,B,C)-invariance.
The objective of this paper is to study the notions of generalized controlled (Aα(·),
Bβ(·))-invariance, generalized conditioned (Cγ (·), Aα(·))-invariance and general-
ized (Aα(·), Bβ(·), Cγ (·))-invariance for linearω-periodic discrete-time systems and
to study the parameter insensitive disturbance-rejection problems with static output
feedback and/or with state feedback.
The present investigation is organized as follows. Section 2 gives the notions of
some generalized invariances and their properties. In Section 3 the parameter insen-
sitive disturbance-rejection problems are studied. Finally, we make some concluding
remarks in Section 4.
2. Generalized invariances
First, the following notations are used throughout this investigation. N := the set
of all natural numbers, Z := the set of all integers, Zωk0 := {k0 + 1, k0 + 2, . . . , k0 +
ω | k0 ∈ Z} for ω ∈ N, Rs := s-dimensional Euclidean space, Rp×q := the set of
all linear maps from Rq to Rp and In := the identity linear map on Rn. For a
linear map-valued function A(·) (A(k) ∈ Rp×q , k ∈ Z), ImA(k) := the image of
A(k), KerA(k) := the kernel of A(k) and A−1(k) := {x ∈ Rq |A(k)x ∈ } for a
subspace  of Rp. And A(·) is said to be ω-periodic for a given ω ∈ N if A(k) =
A(k + ω) for all k ∈ Z. For a subspace-valued function V (·) (V (k) ⊂ Rs, k ∈ Z),
V (·) is said to be ω-periodic for a given ω ∈ N if V (k) = V (k + ω) for all k ∈ Z.
Further, 0 indicates the zero vector of a linear space X and φ indicates the empty set.
And for a subspace V of X dimV indicates the dimension of V.
Next, consider a family of linear ω-periodic discrete-time systems {S(α, β, γ )}
given by
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S(α, β, γ ) :
{
x(k + 1) = Aα(k)x(k)+ Bβ(k)u(k),
y(k) = Cγ (k)x(k), k ∈ Z,
where x(k) ∈ X := Rn, u(k) ∈ U := Rm, y(k) ∈ Y := R are the state, the input
and the measurement output, respectively. And linear map-valued functions Aα(·),
Bβ(·) and Cγ (·) are all ω-periodic and have unknown parameters in the sense that
Aα(k) = A0(k)+ α1A1(k)+ · · · + αpAp(k) := A0(k)+Aα(k) ∈ Rn×n,
Bβ(k) = B0(k)+ β1B1(k)+ · · · + βqBq(k) := B0(k)+Bβ(k) ∈ Rn×m,
Cγ (k) = C0(k)+ γ1C1(k)+ · · · + γrCr(k) := C0(k)+C(γ )(k) ∈ R×n,
where α := (α1, . . . , αp) ∈ Rp, β := (β1, . . . , βq) ∈ Rq and γ := (γ1, . . . , γr ) ∈
Rr .
In system S(α, β, γ ) (A0(k), B0(k), C0(k)) and (Aα(k),Bβ(k),Cγ (k)) rep-
resent the nominal system model and a specific uncertain perturbation, respectively.
Definition 2.1. Let V (·) (V (k) ⊂ X) be ω-periodic subspace-valued function.
(i) V (·) is said to be generalized controlled (Aα(·), Bβ(·))-invariant if there exists
an ω-periodic feedback F(·) (F (k) ∈ Rm×n) such that
(Aα(k)+ Bβ(k)F (k))V (k) ⊂ V (k + 1)
for all (α, β) ∈ Rp × Rq and k ∈ Z. Further, for a given ω-periodic subspace-valued
function (·) ((k) ⊂ X), define the following class of ω-periodic subspace-valued
functions:
V(Aα(·), Bβ(·);(·))
:= {V (·) |V (·) is generalized controlled (Aα(·), Bα(·))-invariant
and V (k) ⊂ (k) for all k ∈ Z}.
(ii) V (·) is said to be generalized conditioned (Cγ (·), Aα(·))-invariant if there
exists an ω-periodic G(·) (G(k) ∈ Rn×) such that
(Aα(k)+G(k)Cγ (k))V (k) ⊂ V (k + 1)
for all (α, γ ) ∈ Rp × Rr and k ∈ Z. Further, for a given ω-periodic subspace-valued
function ε(·) (ε(k) ⊂ X), define the following class of ω-periodic subspace-valued
functions:
V(ε(·);Cγ (·), Aα(·))
:= {V (·) |V (·) is generalized conditioned (Cγ (·), Aα(·))-invariant
and ε(k) ⊂ V (k) for all k ∈ Z}.
(iii) V (·) is said to be generalized (Aα(·), Bβ(·), Cγ (·))-invariant if there exists
an ω-periodic feedback H(·) (H(k) ∈ Rm×) such that
(Aα(k)+ Bβ(k)H(k)Cγ (k))V (k) ⊂ V (k + 1)
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for all (α, β, γ ) ∈ Rp × Rq × Rr and k ∈ Z. Further, define the following class of
ω-periodic subspace-valued functions.
V(Aα(·), Bβ(·), Cγ (·))
:= {V (·) |V (·) is generalized(Aα(·), Bβ(·), Cγ (·))-invariant}.
Definition 2.2.
(i) V ∗(·) is said to be the maximal element of V(Aα(·), Bβ(·);(·)) if V ∗(·) ∈
V(Aα(·), Bβ(·);(·)) and V (k) ⊂ V ∗(k) (k ∈ Z) for all V (·) ∈ V(Aα(·),
Bβ(·);(·)).
(ii) V∗(·) is said to be the minimal element of V(ε(·);Cγ (·), Aα(·)) if V∗(·) ∈ V(ε(·);
Cγ (·), Aα(·)) and V∗(k) ⊂ V (k) (k ∈ Z) for all V (·) ∈ V(ε(·);Cγ (·), Aα(·)).
The following two theorems are the ω-periodic versions of the results of Bhat-
tacharyya [4].
Theorem 2.3. Let V (·) (V (k) ⊂ X) be ω-periodic subspace-valued function. Then,
the following three statements are equivalent:
(i) V (·) ∈ V(Aα(·), Bβ(·);(·)).
(ii) There exists an ω-periodic feedback F(·) (F (k) ∈ Rm×n) such that
(A0(k)+ B0(k)F (k))V (k) ⊂ V (k + 1)
and
Bi(k)F (k)V (k) ⊂ V (k + 1) (i = 1, . . . , q)
for all k ∈ Z, and
Ai(k)V (k) ⊂ V (k + 1) ⊂ (k + 1) (i = 1, . . . , p) for all k ∈ Z.
(iii)
A0(k)V (k) ⊂ B0(k)
q⋂
i=1
B−1i (k)V (k + 1)+ V (k + 1)
and
Ai(k)V (k) ⊂ V (k + 1) ⊂ (k + 1) (i = 1, . . . , p) for all k ∈ Z.
Proof. (i) ⇔ (ii) ⇒ (iii): Since the proofs easily follow, they are omitted.
(iii) ⇒ (ii): Suppose that (iii) holds. Noticing that V (·) is ω-periodic, let {v1(k),
. . . , vtk (k)} be a basis of V (k) and let {v1(k), . . . , vtk (k), vtk+1, . . . , Vn(k)} be a
basis of X satisfying vj (k) = vj (k + ω) (j = 1, . . . , n). Then, there exist ω-periodic
vector-valued functions γj (·) and wj(·) (j = 1, . . . , tk) such that
A0(k)vj (k) = B0(k)γj (k)+ wj(k),
where
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γj (k) ∈
q⋂
i=1
B−1i (k)V (k + 1) and wj (k) ∈ V (k + 1).
Define ω-periodic feedback F(·) (F (k) ∈ Rm×n) such that
F(k)vj (k) =
{−γj (k) (i = 1, . . . , tk),
0 (i = tk + 1, . . . , n).
Then
(A0(k)+ B0(k)F (k))vj (k) = wj(k) ∈ V (k + 1) (j = 1, . . . , tk)
and
Bi(k)F (k)vj (k) = Bi(k)(−γj (k)) ∈ V (k + 1)
(i = 1, . . . , q; j = 1, . . . , tk),
which proves (ii). 
The following theorem gives a computational algorithm of the maximal element
of V(Aα(·), Bβ(·);(·)).
Theorem 2.4. Let (·) ((k) ⊂ X) be ω-periodic subspace-valued function. For
each k ∈ Z, define the sequence V µ(k) according to
V 0(k) := (k)
and
V µ+1(k) :=V µ(k) ∩ A−10 (k)
(
B0(k)
q⋂
i=1
B−1i (k)V
µ(k + 1)+ V µ(k + 1)
)
∩A−11 (k)V µ(k + 1) ∩ · · · ∩ A−1p (k)V µ(k + 1) (µ  0).
Then, the following statements hold:
(i) V µ+1(k) ⊂ V µ(k) for all k ∈ Z and µ  0.
(ii) For fixed k0 ∈ Z there exists a j0  max{dim[(k)] | k ∈ Zωk0} such that V j0(·)
is the maximal element of V(Aα(·), Bβ(·);(·)).
Proof. Since the proof of (i) follows easily, we prove (ii). To prove (ii) it suffices to
show the following two claims:
Claim 1. There exists a j0  max{dim[(k)] | k ∈ Zωk0} such that V j0(·) ∈ V(Aα(·),
Bβ(·);(·)).
Claim 2. V (k) ⊂ V µ(k) (k ∈ Z, µ  0) for all element V (·) ∈ V(Aα(·), Bβ(·);
(·)).
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Proof of Claim 1. It remarks thatω-periodicity of V µ(·) (µ  0) is obvious. Further,
it follows from (i) and ω-periodicity of (·) that there exists a j0  max{dim[(k)] |
k ∈ Zωk0} such that
V j0(k) :=V j0(k) ∩ A−10 (k)
(
B0(k)
q⋂
i=1
B−1i (k)V
j0(k + 1)+ V j0(k + 1)
)
∩A−11 (k)V j0(k + 1) ∩ · · · ∩ A−1p (k)V j0(k + 1) (k ∈ Z).
Hence,
V j0(k) ⊂ (k), A0(k)V j0(k) ⊂ B0(k)
q⋂
i=1
B−1i (k)V
j0(k + 1)+ V j0(k + 1)
and
Ai(k)V
j0(k) ⊂ V j0(k + 1) (i = 1, . . . , p).
It follows from Theorem 2.3 that V j0(·) ∈ V(Aα(·), Bβ(·);(·)).
Proof of Claim 2. Let V (·) be an arbitrary element of V(Aα(·), Bβ(·);(·)). Then
V (k) ⊂ (k) = V0(k) for all k ∈ Z. Assume that V (k) ⊂ V µ(k) for all k ∈ Z. Then
it follows from Theorem 2.3 that
V (k)⊂V µ(k) ∩ A−10 (k)
(
B0(k)
q⋂
i=1
B−1i (k)V (k + 1)+ V (k + 1)
)
∩A−11 (k)V (k + 1) ∩ · · · ∩ A−1p (k)V (k + 1)
⊂V µ(k) ∩ A−10 (k)
(
B0(k)
q⋂
i=1
B−1i (k)V
µ(k + 1)+ V µ(k + 1)
)
∩A−11 (k)V µ(k + 1) ∩ · · · ∩ A−1p (k)V µ(k + 1)
=V µ+1(k) (k ∈ Z),
which proves V (k) ⊂ V µ(k) for all k ∈ Z and µ  0.
This completes the proof of Theorem 2.4. 
The following two theorems are ω-periodic versions of the results of Otsuka [13]
and are dualities of Theorems 2.3 and 2.4, respectively.
Theorem 2.5. Let V (·) (V (k) ⊂ X) be ω-periodic subspace-valued function. Then,
the following three statements are equivalent:
(i) V (·) ∈ V(ε(·);Cγ (·), Aα(·)).
(ii) There exists an ω-periodic G(·) (G(k) ∈ Rn×) such that
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(A0(k)+G(k)C0(k))V (k) ⊂ V (k + 1)
and
G(k)Ci(k)V (k) ⊂ V (k + 1) (i = 1, . . . , r) for all k ∈ Z,
Ai(k)V (k) ⊂ V (k + 1) (i = 1, . . . , p)
and
ε(k) ⊂ V (k) for all k ∈ Z.
(iii)
A0(k)(V (k) ∩ C−10 (k)
r∑
i=1
Ci(k)V (k)) ⊂ V (k + 1),
Ai(k)V (k) ⊂ V (k + 1) (i = 1, . . . , p)
and
ε(k) ⊂ V (k) for all k ∈ Z.
Theorem 2.6. Let ε(·) (ε(k) ⊂ X) be ω-periodic subspace-valued function. For
each k ∈ Z, define the sequence Vµ(k) according to
V0(k) := ε(k)
and
Vµ+1(k + 1) :=Vµ(k + 1)+ A0(k)(Vµ(k) ∩ C−10 (k)
r∑
i=1
Ci(k)Vµ(k))
+A1(k)Vµ(k)+ · · · + Ap(k)Vµ(k) (µ  0).
Then, the following statements hold:
(i) Vµ(k) ⊂ Vµ+1(k) for all k ∈ Z and µ  0.
(ii) For fixed k0 ∈ Z there exists an i0  max {n− dim ε(k) | k ∈ Zωk0} such that
Vi0(·) is the minimal element of V(ε(·);Cγ (·), Aα(·)).
The following two lemmas are used to prove Theorem 2.9.
Lemma 2.7 [10]. Let V,W (⊂ X) be subspaces. Then, there exist subspacesX0 and
X1 such that V = X1 ⊕ (V ∩W), X = X0 ⊕W and X1 ⊂ X0.
Lemma 2.8 [17]. Let F ∈ Rm×n and T ∈ R×n. Then, there exists a K ∈ Rm× such
that F = KT if and only if KerT ⊂ KerF .
Theorem 2.9. Let V (·) (V (k) ⊂ X) be ω-periodic subspace-valued function. Then
the following three statements are equivalent:
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(i) V (·) ∈ V(Aα(·), Bβ(·), Cγ (·)).
(ii) There exists an ω-periodic feedback
H(·) (H(k) ∈ Rm×)
such that
(A0(k)+ B0(k)H(k)C0(k))V (k) ⊂ V (k + 1)
and
Bi(k)H(k)Cj (k)V (k) ⊂ V (k + 1)
(i = 0, . . . , q, j = 0, . . . , r; (i, j) /= (0, 0)) for all k ∈ Z,
and
Ai(k)V (k) ⊂ V (k + 1) (i = 1, . . . , p) for all k ∈ Z.
(iii)
A0(k)V (k) ⊂ B0(k)
q⋂
i=1
B−1i (k)V (k + 1)+ V (k + 1),
A0(k)(V (k) ∩ C−10 (k)
r∑
i=1
Ci(k)V (k)) ⊂ V (k + 1)
and
Ai(k)V (k) ⊂ V (k + 1) (i = 1, . . . , p) for all k ∈ Z.
Proof. (i) ⇔ (ii): The proofs follow easily.
(ii) ⇒ (iii): The proof follows from Theorems 2.3 and 2.5.
(iii) ⇒ (ii): Suppose that (iii) holds. Then, from Lemma 2.7 there exist subspaces
(k) and X0(k) such that
V (k) = (k)⊕ (V (k) ∩ C−10 (k)
r∑
i=1
Ci(k)V (k)),
X = X0(k)⊕ C−10 (k)
r∑
i=1
Ci(k)V (k)
and
(k) ⊂ X0(k).
Now, letL(k) : Rn → Rn be a projection map ontoX0(k) alongC−10 (k)
∑r
i=1 Ci(k)
V (k). Further, let QV (k+1) : Rm → Rm be a projection map onto ⋂qi=1B−1i (k)
V (k + 1) along (⋂qi=1B−1i (k)V (k + 1))⊥. Then, since A0(k)V (k) ⊂ ImB0(k)
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QV(k+1) + V (k + 1), there exists an F0(k) ∈ Rm×n such that (A0(k)+ B0(k)
QV (k+1)F0(k))V (k) ⊂ V (k + 1).
Define F˜ (k) := F0(k)L(k). Further, let PV (k) : R → R be a projection map
onto (
∑r
i=1 Ci(k)V (k))⊥ along
∑r
i=1 Ci(k)V (k). Then, it can be easily obtained
that
KerPV (k)C0(k) = C−10 (k)
r∑
i=1
Ci(k)V (k).
Thus, we have Ker(PV (k)C0(k)) ⊂ KerF˜ (k).
Hence, it follows from Lemmma 2.8 that there exists a K(k) ∈ Rm× such that
F˜ (k) = K(k)PV (k)C0(k). Now, define H(k) := QV(k+1)K(k)PV (k).
Then, we have
(A0(k)+ B0(k)H(k)C0(k))V (k)
= (A0(k)+ B0(k)QV (k+1)F˜ (k))(k)
+ (A0(k)+ B0(k)QV (k+1)F˜ (k))
×
(
V (k) ∩ C−10 (k)
r∑
i=1
Ci(k)V (k)
)
= (A0(k)+ B0(k)QV (k+1)F0(k)L(k))(k)
+ (A0(k)+ B0(k)QV (k+1)K(k)PV (k)C0(k))
×
(
V (k) ∩ C−10 (k)
r∑
i=1
Ci(k)V (k)
)
= (A0(k)+ B0(k)QV (k+1)F0(k))(k)
+A0(k)
(
V (k) ∩ C−10 (k)
r∑
i=1
Ci(k)V (k)
)
⊂ V (k + 1).
On the other hand
Bi(k)H(k)Cj(k)V (k)=Bi(k)QV (k+1)K(k)PV (k)Cj (k)V (k)
⊂Bi(k)QV (k+1)K(k)PV (k)
r∑
i=1
Ci(k)V (k)
={0}
⊂V (k + 1) (i = 0, . . . , q, j = 1, . . . , r).
Further,
Bi(k)H(k)C0(k)V (k)=Bi(k)QV (k+1)K(k)PV (k)C0(k)V (k)
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⊂Bi(k) ImQV(k+1)
=Bi(k)
q⋂
i=1
B−1i (k)V (k + 1)
=V (k + 1) (i = 1, . . . , q).
This completes the proof. 
Concerning the three generalized invariances, the following corollary holds.
Corollary 2.10. V (·) ∈ V(Aα(·), Bβ(·), Cγ (·)) if and only if V (·) ∈ V(Aα(·), Bβ(·);
X(·)) ∩ V(0(·);Cγ (·), Aα(·)), where X(k) := X and 0(k) := 0 for all k ∈ Z.
3. Parameter insensitive disturbance-rejection
Consider the following linear ω-periodic discrete-time systems:
S(α, β, γ, δ, σ ) :


x(k + 1) = Aα(k)x(k)+ Bβ(k)u(k)+Mσ(k)ξ(k)
y(k) = Cγ (k)x(k),
z(k) = Dδ(k)x(k), k ∈ Z,
where x(k) ∈ X := Rn, u(k) ∈ U := Rm, ξ(k) ∈ Q := Rη, y(k) ∈ Y := R and
z(k) ∈ Z := Rµ are the state, the input, the disturbance, the measurement output
and the controlled output, respectively, and Aα(·), Bβ(·), Cγ (·), Dδ(·) and Mσ(·)
are all ω-periodic and have uncertainties which are assumed to have the following
unknown parameters, respectively:
Aα(k)=A0(k)+ α1A1(k)+ · · · + αpAp(k) := A0(k)+Aα(k) ∈ Rn×n,
Bβ(k)=B0(k)+ β1B1(k)+ · · · + βqBq(k) := B0(k)+Bβ(k) ∈ Rn×m,
Cγ (k)=C0(k)+ γ1C1(k)+ · · · + γrCr(k) := C0(k)+Cγ (k) ∈ R×n,
Dδ(k)=D0(k)+ δ1D1(k)+ · · · + δsDs(k) := D0(k)+Dδ(k) ∈ Rq×n,
Mσ (k)=M0(k)+ σ1M1(k)+ · · · + σtMt (k) := M0(k)+Mσ(k) ∈ Rn×η,
where α := (α1, . . . , αp) ∈ Rp, β := (β1, . . . , βq) ∈ Rq , γ := (γ1, . . . , γr ) ∈ Rr ,
δ := (δ1, . . . , δs) ∈ Rs , σ := (σ1, . . . , σt ) ∈ Rt .
In system
S(α, β, γ, δ, σ )(A0(k), B0(k), C0(k),D0(k),M0(k))
and
(Aα(k),Bβ(k),Cγ (k),Dδ(k),Mσ (k))
represent the nominal system model and a specific uncertain perturbation, respec-
tively.
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We now apply to the system S(α, β, γ, δ, σ ) a static output feedback of the form
u(k) = H(k)y(k),
where H(·) (H(k) ∈ Rm×) is an ω-periodic. Then, we obtain the following closed
loop system:
Scl(α, β, γ, δ, σ ) :


x(k + 1) = (Aα(k)+ Bβ(k)H(k)Cγ (k))x(k)
+Mσ(k)ξ(k)
z(k) = Dδ(k)x(k), k ∈ Z.
For the system Scl(α, β, γ, δ, σ ) we use the notations
AHαβγ (k) := Aα(k)+ Bβ(k)H(k)Cγ (k),
Hαβγ (k, k0) := AHαβγ (k − 1)AHαβγ (k − 2) · · ·AHαβγ (k0) for k > k0
and
Hαβγ (k, k) := In.
Our parameter insensitive disturbance-rejection problem with static output feed-
back (PIDRPSOF) can be stated as follows. Given ω-periodic linear map-valued
functions Ai(·), Bi(·), Ci(·), Di(·) and Mi(·) of the system S(α, β, γ, δ, σ ), find (if
possible) a static output feedback H(·) (H(k) ∈ Rm×) which is ω-periodic such
that
Dδ(k)
k−1∑
h=k−nω
Hαβγ (k, h+ 1)Mσ (h)ξ(h) = 0
for all parameters (α, β, γ, δ, σ ) ∈ Rp × Rq × Rr × Rs × Rt , ξ(·) and k ∈ Z (cf.
see e.g., [15]).
This problem can be rephrased as follows.
Problem 3.1. [PIDRPSOF] Given ω-periodic linear map-valued functions Ai(·),
Bi(·), Ci(·), Di(·) and Mi(·) for system S(α, β, γ, δ, σ ), find (if possible) a static
output feedback H(·) (H(k) ∈ Rm×) which is ω-periodic such that
k−1∑
h=k−nω
Hαβγ (k, h+ 1) ImMσ(h) ⊂ KerDδ(k)
for all parameters (α, β, γ, δ, σ ) ∈ Rp × Rq × Rr × Rs × Rt and k ∈ Z.
Remark 3.2. IfCγ (k) = In for all k ∈ Z, then Problem 3.1 reduces to the parameter
insensitive disturbance-rejection problem with state feedback (PIDRPSF). If param-
eters (α, β, γ, δ, σ ) = (0, 0, 0, 0, 0), then the parameter insensitive disturbance-re-
jection problems reduce to the corresponding disturbance-rejection problems.
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First, necessary and sufficient conditions for Problem 3.1 (PIDRPSOF) to be solv-
able are given.
Theorem 3.3. Problem 3.1 (PIDRPSOF) is solvable if and only if there exists an
(Aα(·), Bβ(·), Cγ (·))-invariant (or equivalently (Aα(·), Bβ(·)) controlled invariant)
and (Cγ (·), Aα(·)) conditioned invariant) subspace-valued function Vαβγ (·) such
that
(i) ∑ti=0ImMi(k − 1) ⊂ Vαβγ (k) ⊂⋂si=0KerDi(k) for all (α, β, γ ) ∈ Rp× Rq × Rr and k ∈ Z,
(ii)⋂α,β,γH(Aα(·), Bβ(·), Cγ (·);Vαβγ (·)) /= ∅,
where
H(Aα(·), Bβ(·), Cγ (·);Vαβγ (·))
:= {Hαβγ (·) (Hαβγ (k) ∈ Rm×) : ω-periodic
|(Aα(k)+ Bβ(k)Hαβγ (k)Cγ (k))Vαβγ (k)
⊂ Vαβγ (k + 1) for all k ∈ Z}.
Proof. Necessity: Suppose that Problem 3.1 is solvable. Then there exists a measur-
ment output feedback H(·) (H(k) ∈ Rm×) which is ω-periodic such that
k−1∑
h=k−nω
Hαβγ (k, h+ 1) ImMσ(h) ⊂ KerDδ(k)
for all parameters (α, β, γ, δ, σ ) ∈ Rp × Rq × Rr × Rs × Rt and k ∈ Z. Define a
subspace-valued function
Vαβγ (k) :=
k−1∑
h=k−nω
Hαβγ (k, h+ 1)
t∑
i=0
ImMi(h).
Then, Vαβγ (k) is ω-periodic and satisfies
t∑
i=0
ImMi(k − 1) ⊂ Vαβγ (k) ⊂
s⋂
i=0
KerDi(k)
for all α, β, γ which proves (i). Further, AHαβγ (k)Vαβγ (k) ⊂ Vαβγ (k + 1) which
proves (ii).
Sufficiency: Suppose that there exists an (Aα(·), Bβ(·), Cγ (·))-invariant (or equiv-
alently (Aα(·), Bβ(·))-controlled invariant and (Cγ (·), Aα(·))-conditioned invariant)
subspace-valued function Vαβγ (·) satisfying the above stated conditions (i) and (ii).
Now, it can be easily obtained
ImMσ(k − 1) ⊂ Vαβγ (k) ⊂ KerDδ(k) for all α, β, γ, δ, σ.
Then, we have
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k−1∑
h=k−nω
Hαβγ (k, h+ 1) ImMσ(h)
⊂
k−1∑
h=k−nω
Hαβγ (k, h+ 1)Vαβγ (h+ 1)
⊂
k−1∑
h=k−nω
Vαβγ (k)
= Vαβγ (k)
⊂ KerDδ(k)
for all parameters (α, β, γ, δ, σ ) which proves that Problem 3.1 is solvable. 
It remarks that the solvability conditions for Theorem 3.3 depend on uncertain
parameters α, β and γ. Further, since it is not easy to find a subspace-valued func-
tion Vαβγ (·) satisfying conditions (i) and (ii) in Theorem 3.3, we consider a gen-
eralized (Aα(·), Bβ(·), Cγ (·))-invariant subspace-valued function as one of Vαβγ (·)
satisfying those conditions.
Theorem 3.4. If there exists a V (·) ∈ V(Aα(·), Bβ(·), Cγ (·)) such that
t∑
i=0
ImMi(k − 1) ⊂ V (k) ⊂
s⋂
i=0
KerDi(k) for k ∈ Z,
then Problem 3.1 (PIDRPSOF) is solvable.
Proof. Suppose that there exists a V (·) ∈ V(Aα(·), Bβ(·), Cγ (·)) such that the above
stated conditions are satisfied. Then, there exists anω-periodic feedbackH(·) (H(k)∈
Rm×) such that
AHαβγ (k)V (k) ⊂ V (k + 1) for all (α, β, γ ) ∈ Rp × Rq × Rr and k ∈ Z.
Further,
ImMσ(k − 1) ⊂
t∑
i=0
ImMi(k − 1)
and
s⋂
i=0
KerDi(k) ⊂ KerDδ(k) for all (σ, δ) ∈ Rt × Ru and k ∈ Z.
Then,
Hαβγ (k, h+ 1)V (h+ 1)
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= AHαβγ (k − 1)AHαβγ (k − 2) · · ·AHαβγ (h+ 1)V (h+ 1)
⊂ AHαβγ (k − 1)AHαβγ (k − 2) · · ·AHαβγ (h+ 2)V (h+ 2)
⊂ V (k) for all k, h+ 1 ∈ Z (k  h+ 1).
Hence,
k−1∑
h=k−nω
Hαβγ (k, h+ 1) ImMσ(h)
⊂
k−1∑
h=k−nω
Hαβγ (k, h+ 1)V (h+ 1)
⊂
k−1∑
h=k−nω
V (k)
= V (k)
= KerDδ(k) for all (α, β, γ, δ, σ ) ∈ Rp × Rq × Rr × Rs × Rt ,
which imply that Problem 3.1 is solvable. 
The following two corollaries follow from Corollary 2.10 and Theorem 3.4.
Corollary 3.5. Suppose that V ∗(·) is the maximal element of V(Aα(·), Bβ(·);⋂si=0
KerDi(·)) and V∗(·) is the minimal element of V(∑ti=0 ImMi(· − 1);Cγ (·), Aα(·)).
If V ∗(·) = V∗(·), then Problem 3.1 (PIDRPSOF) is solvable.
Corollary 3.6. Assume that (α, β, γ, δ, σ ) = (0, 0, 0, 0, 0). Then, the disturbance-
rejection problem with static output feedback (DRPSOF) is solvable if and only if
there exists a controlled (A0, B0)-invariant and conditioned (C0, A0)-invariantV (·)
such that
ImM0(k − 1) ⊂ V (k) ⊂ KerD0(k) for all k ∈ Z.
The following four results are the state feedback versions of Theorems 3.3 and
3.4, and Corollaries 3.5 and 3.6.
Theorem 3.7. The PIDRPSF is solvable if and only if there exists an (Aα(·), Bβ(·))-
controlled invariant subspace-valued function Vαβ(·) such that:
(i)
t∑
i=0
ImMi(k − 1) ⊂ Vαβ(k) ⊂
s⋂
i=0
KerDi(k)
for all (α, β) ∈ Rp × Rq and k ∈ Z,
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(ii)⋂
α,β
F(Aα(·), Bβ(·);Vαβ(·)) /= ∅,
where
F(Aα(·), Bβ(·);Vαβ(·))
:= { Fαβ(·) (Fαβ(k) ∈ Rm×n) : ω-periodic
|(Aα(k)+ Bβ(k)Fαβ(k)Cγ (k))Vαβ(k)
⊂ Vαβ(k + 1) for all k ∈ Z}.
Theorem 3.8. Assume that Cγ (k) = In (k ∈ Z). If there exists a subspace-valued
function V (·) ∈ V(Aα(·), Bβ(·);X(·)), where X(k) := X for all k ∈ Z such that
t∑
i=0
ImMi(k − 1) ⊂ V (k) ⊂
s⋂
i=0
KerDi(k) for all k ∈ Z,
then the PIDRPSF is solvable.
Corollary 3.9. Assume thatCγ (k) = In (k ∈ Z) and suppose that V ∗(·) is the max-
imal element of V(Aα(·), Bβ(·);⋂si=0 KerDi(·)). If
t∑
i=0
ImMi(k − 1) ⊂ V ∗(k) for all k ∈ Z,
then the PIDRPSF is solvable.
Corollary 3.10 [7]. Assume that (α, β, γ, δ, σ ) = (0, 0, 0, 0, 0) andC0(k) = In (k ∈
Z), and suppose that V ∗(·) is the maximal element of V(A0(·), B0(·);KerD0(·)).
Then the disturbance-rejection problem with state feedback (DRPSF) is solvable if
and only if ImM0(k − 1) ⊂ V ∗(k) for all k ∈ Z.
4. Concluding remarks
In this paper the notions of generalized controlled (Aα(·), Bβ(·))-invariance, gen-
eralized conditioned (Cγ (·),Aα(·))-invariance and generalized (Aα(·),Bβ(·),Cγ (·))-
invariance were introduced for linear ω-periodic discrete-time systems and then
their properties were studied. Further, the parameter insensitive disturbance-rejec-
tion problems with static output feedback and/or with state feedback for uncertain
linear ω-periodic discrete-time systems were formulated, and then their solvability
conditions were presented. The obtained results contain an extension of the state
feedback result (Corollary 3.10) of Grasselli and Longhi [7] to a parameter un-
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certainties version. However, it is difficult to check the solvability conditions for
the problem with static output feedback even in the absence of uncertainties and
for linear time-invariant systems (see [6, Corollary 3.6]). Further, the stabilization
or pole assignment problems with static output feedback have not been solved in
general even in linear time-invariant systems [16] and it is known that the problem
of determining whether the interval matrix is strictly stable for linear systems is
NP-hard [9]. However, I am interested in obtaining the solvability conditions for
parameter insensitive disturbance-rejection problems with stability as future studies.
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