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In this thesis we examine the hydrogen storage properties of four different mate-
rials. Because of the global climate crisis and the growing realization that petroleum
resources are limited, there has been a strong push to find alternative means of energy
storage. At the forefront of this push is the hydrogen economy, the idea that hydro-
gen gas is a bountiful, clean, alternative means of energy storage. One step towards
realizing the hydrogen economy is finding a practical means of hydrogen storage.
The conventional methods of hydrogen storage are in high-pressure gas cylinders
or as a liquid. Both of these methods are impractical for energy storage purposes.
The gas cylinders are very massive and so hold little hydrogen for their weight; and
hydrogen only liquefies at -251.9 ◦C (-421.4 ◦F), which imposes impractical limitations
on its use. The most promising alternative storage option is finding a material that
traps a large quantity of hydrogen at room temperature and atmospheric pressure.
At the current time, there is no known material that is a practical option for
hydrogen storage. In this thesis we use infrared spectroscopy to investigate the be-
havior of the hydrogen inside the material and the interaction between the trapped
hydrogen and the material . By refining our understanding of this interaction, we can
predict what might make good storage materials. Currently, theoretical models are
unable to predict energies that are correct within 25%. We successfully explain the
observed behavior of the trapped hydrogen in the four materials. Our investigation
also provides a wealth of data that can be used to calibrate theoretical models. These
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1.1 Motivation for Hydrogen Storage
Because of the global climate crisis and the growing realization that petroleum re-
sources are limited, there has been a strong push to find alternative means of energy
storage [1, 2]. At the forefront of this push is the hydrogen economy, the idea that
hydrogen gas (H2) is a bountiful, clean, alternative means of energy storage. The
hydrogen economy has received significant buy-in from both the scientific and wider
communities, but there remain three major technical issues we must overcome before
hydrogen will be a viable means of energy storage. These issues are, loosely: pro-
duction, storage, and consumption. That is, how can we obtain large amounts of H2
in an environmentally friendly and energy efficient way? How can we store a high
enough density of H2 to make it an effective means of energy storage? And how can
we access the stored H2 to get energy out of it?
All of these issues are fascinating and there remain technical challenges we must
conquer to resolve each. This thesis concerns itself with the question of hydrogen
storage. For a means of storage to be practically useful we impose two conditions. It
must, first, hold enough H2 at the appropriate temperatures, and, second, release the
H2 easily, so that it does not require more energy to get it out than the H2 stores.
There are a number of methods that can be used to store H2, including conventional
1
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high-pressure gas cylinders or storage as a liquid. Both of these methods are imprac-
tical for energy storage. The gas cylinders are very massive and so hold little H2 by
weight; and H2 only liquefies at 21.2 K, which imposes impractical limitations on its
use. Alternatives to these two types of storage mostly involve the sorption of H2 onto
some kind of porous material [3].
The criteria for evaluating the H2 storage capacity of a material is the amount
stored by weight in a material, defined as the ratio of the weight of the stored H2
to the weight of the whole system. To be of practical use, a system must hold a
high percent H2 by weight (wt %), enabling storage systems of reasonable size. The
current US Department of Energy goal for H2 storage to enable H2 fuel-cell vehicles
to replace petroleum-powered vehicles is 9 wt % [4].
Our conditions for practical storage put requirements on the binding energy of the
storage material. If the binding energy is too low, the material will not hold the H2
tightly enough, and storing a high wt % would require either very low temperatures
or very high pressures. If the binding energy is too high, the material will hold the H2
too tightly, and extremely high temperatures will be required to release the H2. The
ideal binding energy of the system can be estimated by requiring the system to be at
equilibrium at room temperature and atmospheric pressure. Then small changes in
the pressure or temperature of the system will drive adsorption or release of the H2.
For processes at constant temperature and pressure the equilibrium condition is that
the change in the Gibbs free energy, ∆G, equals zero:
∆G = ∆H − T∆S = 0, (1.1)
where ∆H is the change in the enthalpy of the system, T is the temperature, and ∆S is
the change in the entropy. For H2 adsorption in a material, ∆H is one characterization
of the binding energy, and ∆S is dominated by the entropy of the unadsorbed gas.
The entropy of H2 at room temperature and atmospheric pressure is 131 J/K·mol [5],
so the ideal binding energy is ∼40 kJ/mol.
In a recent study, Bhatia and Myers found that at room temperature and a loading
pressure of 40 atm the ideal binding energy for H2 is about 15 kJ/mol [6]. We have



















Figure 1.1: The calculated enthalpy as a function of pressure for H2 in equilibrium
with a host material at 300 K.
done a more simple analysis in Figure 1.1, where we have calculated enthalpy vs.
pressure at room temperature. We used the Sackur-Tetrode equation to find the
















where R is the ideal gas constant, m is the mass of H2, kB is Boltzmann’s constant,
and h is Planck’s constant. This calculation is valid when H2 behaves as a nearly
ideal gas.
At present, there is no material known to meet both of the the wt % and binding
energy requirements for storage. In this thesis, we look at four different materials:
MOF-5, MOF-74, ZIF-8, and HKUST-1. These four materials are all metal organic
CHAPTER 1. INTRODUCTION 4
frameworks (MOFs), and we discuss the properties of the individual materials in
Chapter 4. Each of these materials has unique and distinctive interactions with H2.
By investigating these materials, we hope to learn more about the mechanisms of
interaction between H2 and the material. We also hope to correlate trends in adsorp-
tive properties of the materials with trends in the physical properties of the materials,
though this is complicated by the fact that our materials display greatly varied struc-
tures. In addition to looking at the H2 storage properties of these materials, we
have done exploratory work with D2 and HD. Using these different gases allows us to
extract out more information about the gas-host interaction.
MOFs are materials with large surface areas and large accessible pore volumes, and
they have been the focus of much study recently. One other advantage of MOFs is that
they are easily modified, creating a large variety of possible structures. The number of
possible structures leads to an overwhelming number of possible materials. As such,
we need guidance in our search for H2 storage materials. Success in learning more
about the mechanisms of interaction would allow calibration of theoretical models,
increasing the accuracy of such models. These models can be used to predict what
materials are better storage candidates. Success in correlating trends across materials
would also provide guidance for future materials to investigate. This would narrow
the field of possible H2 storage candidate materials, aiding that search. We already
know that the four materials we examine here are not practical storage candidates,
but we hope that they will help guide us towards materials that are.
1.2 Spectroscopy
In this thesis we use infrared spectroscopy to study the behavior of trapped H2 in
a host material. There are multiple binding sites for H2 in the host, and from our
spectra we obtain information on the occupation of specific binding sites, the binding
energy at each site, and the form of the interaction H2 experiences at each site.
Spectroscopically, we observe three types of transitions of trapped H2. The funda-
mental transition is from the vibrational ground state to the first vibrational excited
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state. We also observe transitions in rotational and translational states. We discuss
these transitions in detail in Chapter 2.
H2 in gas phase is infrared inactive, i.e. transparent to infrared radiation. When
H2 is adsorbed on a host material it experiences a perturbing interaction that makes
it infrared active, i.e. interacting with infrared radiation. The strength of this H2-host
interaction determines the frequency of the spectral lines relative to the gas phase
frequency, and the form of the interaction determines which transitions are allowed.
We observe the order of intensity increase in bands, corresponding to the order of
site filling, and correlate that with literature results to determine which binding sites
correspond to which bands.
The are many ways of determining the binding energy of a material. Our method
is uncommon, as it allows for site specific estimations of the binding energies. We
shall discuss our method for estimating binding energy in detail in Chapter 3, and
our particular diffuse reflectance infrared Fourier transform spectroscopy technique
in Chapter 5
Our experimental setup can heat our sample in-situ to 470 K and cool our sam-
ple to 10 K using liquid helium. At 10 K, all higher rotational, translational, and
vibrational states are frozen out, greatly simplifying the observed spectra. As we
also lessen thermal motion of the host and the H2, we see significantly sharper peaks
at low temperatures. This makes low temperature spectra easier to analyze than
high temperature spectra, where we see overlapping broad peaks from the populated
rotational and translational excited states.
1.3 H2
When we discuss the motion of H2, we talk about the motion of the two protons.
The two protons in H2 are indistinguishable fermions, so the overall molecular wave-
function must be antisymmetric under exchange. It follows that if the spin part of
the wavefunction is symmetric under exchange then the rotational part must be an-
tisymmetric, and vice versa. As protons are spin-1/2 particles, the two nuclei may
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occupy either an antisymmetric singlet spin state with S = 0 or a symmetric triplet
spin state with S = 1 [7]. This gives two types of H2: para H2, with the nuclei in the
antisymmetric singlet state; and ortho H2, with the nuclei in the symmetric triplet
state. Para H2 has a symmetric rotational wavefunction, which limits it to even val-
ues of the rotational quantum number J . Ortho H2 has an antisymmetric rotational
wavefunction, limiting it to odd values of J . At room temperature the ratio of ortho
to para H2 is 3:1 [8]. In the absence of magnetic impurities to flip the nuclear spins,
relaxation to para H2 occurs very slowly [9], so upon cooling H2 we maintain the 3:1
ortho-para ratio. On cooling to liquid helium temperatures, 3/4 of our H2 is trapped
in the J = 1 rotational state, while 1/4 may enter the J = 0 state.
Because H2 is a homonuclear diatomic molecule, electrons are shared equally be-
tween the two nuclei, so the molecule has no permanent dipole moment. Absorption
of an incident photon requires a dipole moment, so in gas phase H2 is infrared inac-
tive. Interactions with the host can induce a dipole moment on the H2, making it
infrared active. H2 also has a permanent quadrupole moment, except in the spheri-
cally symmetric J = 0 state. This quadrupole moment can induce a dipole moment
on the surrounding atoms of the host, which also contributes to observed infrared
adsorption. These two mechanisms and the transitions they allow are discussed in
Chapter 3.
1.4 D2
A deuterium molecule (D2) is chemically identical to H2, except that instead of two
bonded protons it has two bonded deuterium atoms, each consisting of one proton and
one neutron. As with H2, we examine the motion of the deuterium nuclei, which are
indistinguishable bosons. This requires that the overall wavefunction be symmetric
under exchange. Again, relaxation to the J = 0 state occurs very slowly in the
absence of magnetic impurities. As a result, we end up having a ratio of D2 in the
J = 1 vs. the J = 0 state of 1:2 at liquid helium temperatures [8]. The other major
difference between D2 and H2, for our purposes, is that the vibrational frequency in
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D2 is scaled down by a factor of
√
2, compared to H2. We derive this in Chapter 2.
1.5 HD
Hydrogen deuteride (HD) is a hydrogen atom bonded to a deuterium atom. As with
H2 and D2 we examine the motion of the nuclei. As the nuclei are distinguishable,
there are no symmetrization requirements. When HD is cooled down we do not have
any molecules trapped in the J = 1 state. Additionally, as HD is not homonuclear, it
has a dipole moment, albeit a very small one. Beyond these differences, the vibrational
frequency of HD is scaled down by factor of
√
1.3, compared to H2.
1.6 Thesis Outline
This thesis presents and discusses infrared spectra of H2 trapped in MOF-5, MOF-
74, ZIF-8, and HKUST-1. The discussion surrounding the MOF-5 spectra can be
found in [10]. The results presented for ZIF-8, HKUST-1, and MOF-74 are as yet
unpublished. Similar work has been published for HKUST-1 and MOF-5 [11–13], but
low temperature infrared spectra of ZIF-8 and MOF-74 have not been published. The
theoretical side of this work draws upon many sources, but the basics of the quantum
mechanics of trapped H2 and infrared spectroscopy have been well presented in the
theses of Hugh Churchill and Christie Simmons [14, 15], and we draw upon those
resources liberally. This thesis is intended both to present the new data and to serve
as a reference for our research group in the future. As such, there may be more detail
than is necessary for every reader, and, when reading this thesis, this may be omitted
as appropriate.
We begin the thesis with an introduction to the quantum mechanics of motion of
H2. We then discuss the theoretical background of infrared spectroscopy, including a
detailed look at the mechanisms which induce a dipole on H2 and the determination
of binding energy from redshift. Chapter 4 discusses in detail the four materials,
including literature results for adsorption and measured binding energies, as well as
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previously published infrared spectra. We also include a discussion of the theory
of adsorption isotherms and isosteric heats of adsorption. We then discuss our ex-
perimental setup and procedure, particularly our diffuse reflectance infrared Fourier
transform spectroscopy technique. This is followed by a detailed material by material
analysis of our data, as well as a brief analysis of trends across materials. We discuss
the calculated binding energies for the materials, the observed splittings in the rota-
tional states and implications for selection rules, and the H2-H2 interactions within
the materials, among other results. Finally, we conclude and present ideas for future
work.
Chapter 2
Quantum Mechanics of Motion
In this chapter we discuss the quantized motion of diatomic molecules. A diatomic
molecule such as H2 has six degrees of freedom, which we may divide into three types
of motion: vibration, rotation, and translation. Classically, we describe the position
of the H2 center of mass with three coordinates (x, y, z), the orientation of the H2
internuclear axis with two coordinates (θ, φ), and the separation of the two atoms
with one coordinate ρ, shown in Figure 2.1.
Quantum mechanically we can specify the state of the atom with six quantum
numbers: three for the translational motion, two for the rotational motion, and one
for the vibrational motion. Changes in the quantum numbers may be induced by the
absorption of an incident photon of the appropriate energy. By measuring the ab-
sorption of the system, our infrared spectroscopy investigates the quantum dynamics
of the trapped hydrogen. We now discuss the three types of motion. Throughout this
chapter we refer to H2, but the general discussion applies equally well to D2 or HD.
2.1 Vibrations
Vibrational motion is the most important for us to understand. Every transition we
observe spectroscopically has a component that is a transition from the vibrational
ground state to a vibrational excited state. We cannot find an analytic function
9
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Figure 2.1: We show the classical coordinatization for a diatomic molecule. Image
from Churchill [14].
that describes the interaction potential between the two H atoms for all values of
ρ. Analytic expressions that are relatively close approximations to the potential have
been found. A simple, commonly used, potential is the Morse potential. Additionally,
Wolniewicz has carried out very accurate ab initio calculations of the interaction






where ρe is the equilibrium separation of the nuclei, a is a constant dependent on
the anharmonicity of the potential, and De describes the depth of the potential well,
equal to the dissociation energy of the H2 plus the zero point energy of the H2 in
the well [17]. It can be shown that the energies of the stationary states in the Morse
potential are


































Figure 2.2: Ab initio calculations (blue line) for the vibrational potential of H2 [16]
and a least squares fit of the Morse potential (red line). Plot courtesy of Hugh
Churchill.
and υ is the vibrational quantum number. The spacing between neighboring energy
levels is
E(υ + 1) −E(υ) = hυ0
(




We have reproduced Figure 2.2 from Hugh Churchill’s thesis, Figure 2.2 above, to
show Eq. (2.1) fit to ab initio calculations of the H2 interaction potential. Churchill
found the best fit parameters for the H2 molecule to be De = 4.736 eV, ρe = 0.7407Å,
and a = 2.217Å-1 [14].
We see in Figure 2.2 that the potential is approximately parabolic around ρ = ρe,
indicating that a harmonic approximation is likely to be good for the lower vibrational
states. We start by assuming the two hydrogen nuclei are masses connected by a
spring with spring constant k. We use Hooke’s Law to describe the force applied by
the spring,
F = −kx, (2.5)
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where x is the change in spring length from its equilibrium length. We take x1
to be the displacement of mass 1 from its equilibrium position, and x2 to be the
displacement of mass 2 from its equilibrium position. Then the stretch of the spring
is given by x = x1 − x2. From this we write down the forces on our nuclei:
F1 = −k(x1 − x2) = m1ẍ1, (2.6)
F2 = k(x1 − x2) = m2ẍ2. (2.7)
These equations can be solved easily be adopting a center of mass (CM) frame
with the CM at the origin. Using the separation x = x1 − x2, the definition of the





and the fact that ~r1 and ~r2 are in the same direction, we find
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Having arrived at the potential we, can now write down the time-independent Schrödinger
equation, which can be solved by the method of ladder operators or by power series
(see Griffiths Introduction to Quantum Mechanics [7]) to arrive at energies of




where υo is the frequency of the fundamental vibrational transition, 4161 cm
-1. It
follows that the energy difference of the vibrational levels is simply
E(υ + 1) − E(υ) = hυ0. (2.16)
There is a separation of ∼0.5eV between the ground and first excited vibrational
states, which is quite large compared to the room temperature thermal energy of 25
meV. The probability of occupation of the first vibrational excited state is given by
the Boltzmann factor, e−20 ≈ 0. This means there is effectively no occupation of
any excited vibrational state at any temperature we work at, and so we will only
observe transitions from the vibrational ground state to vibrational excited states.
More specifically, we mostly observe the transition from υ = 0 → υ = 1, due to the
energy range of our spectra. In D2 we also see the overtone υ = 0 → υ = 2.
This derivation has been done for H2. However, the reduced mass of D2 is simply
µD2 = 2µH2 . Within the harmonic approximation, the fundamental frequency of
vibration for D2 is υ0D2 = υ0H2/
√




µH2 . We would expect the fundamental harmonic frequency of vibration for
HD to be υ0HD = υ0H2/
√
1.33 = 3604 cm-1. These numbers are not actually correct.
We know that υ0D2 = 2994 cm
-1 and υ0HD = 3632 cm
-1 [18]. The anharmonicity in
the potential accounts for this discrepancy.
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2.2 Rotations
In free space, a diatomic molecule has two degrees of rotational freedom. Because of
this, H2 exhibits quantized rotational motion in two dimensions. We start with an
isolated molecule, such as one in the gas phase. We will model H2 as a rigid rotor:
two point masses rotating about their center of mass and connected by a massless rod
of fixed length. Simmons explains the validity of this rigid rotor treatment, rather
than accounting for vibrational effects, in her thesis [15]. We know from classical





where L is the angular momentum of the system and I = µr2, with r being the length
of the rod, is the moment of inertia of the system about its center of mass. This gives
the Hamiltonian of the system, so
L̂2
2I
ψ = Eψ. (2.18)
This is the familiar rotational equation for the hydrogen atom divided by a con-
stant, 2I. We conclude that the energies must simply be the eigenvalues of the
angular equation for the hydrogen atom divided by 2I, while the eigenfunctions are





= BυJ(J + 1), (2.19)
where J is the rotational quantum number, and Bυ is a rotational constant that
depends on the vibrational state of the molecule. For H2 in the υ = 0 state B0 = 59.3
cm-1, and in the υ = 1 state B1 = 56.4 cm
-1 [19]. The expectation value of the square
of the internuclear distance increases with increasing υ. The moment of inertia goes as
r2, so it increases with increasing υ. This causes the rotational constant to decrease






























Figure 2.3: Occupancy of the rotational ground (J = 0 and J = 1) and excited
(J > 1) states as a function of temperature. Plot courtesy of Hugh Churchill.
with increasing υ. As the moment of inertia is linear in the reduced mass of the






Compared to the rotational energies of other molecules, H2 rotational energies are
very large, on the order of a few hundred wavenumbers.1 As large as these energies
are, they are still small enough that there is significant temperature dependence to
the occupation of rotational states between room temperature and 10 K. In Figure
2.3 we show the probability of H2 occupying the ground state or an excited state
as a function of temperature. Both J=0 and J=1 are considered ground states of
H2 because the two types of H2 we discussed in Section 1.3 do not inter-convert in
the absence of magnetic impurities. Figure 2.3 shows that at room temperature we
1A wavenumber is a cm-1. In more conventional units, 1 cm-1≈ .12 meV ≈ 2.4·1010 Hz. A
wavenumber is a unit of 1/λ, so we used E = hc/λ, though it is used as measure of frequency, and
f = c/λ to get to energy and frequency.
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expect to see significant contributions from excited state transitions, but below about
100 K most of those states have frozen out.
In addition to the primary J quantum number, every rotational state has an m
quantum number, which gives the z component of angular momentum. Each J level
permits 2J + 1 m levels, with m = −J,−(J − 1), . . . 0, . . . (J − 1), J . Normally the m
levels are degenerate in energy, but the interaction with a host can lift this degeneracy.
This can produce multiple peaks from any transition involving J ≥ 1.
2.3 Translations
The third type of motion H2 can experience is a center of mass translational motion.
There are three degrees of freedom required to specify the position of H2 in the host.
The exact dynamics of the translational motion are dependent on the host-specific
H2-host interaction potential. This potential is too complicated for us to calculate,
so there is little we can say about the translational motion of the H2. To first order,
we assume that the potential in the site can be fit harmonically for small amplitudes
of motion of the hydrogen. Assuming that the potential at the site does not lift the
degeneracy of the oscillator in three dimensions, our harmonic approximation gives







where n is the translational quantum number. Our data suggests that the spacing
of the H2 translational levels in our materials, h̄ω, is 80-120 cm
-1. This is smaller
than the spacing of the rotational levels, so we must cool to ∼40 K before most of
the adsorbed H2 will be in the translational ground state. Recall that n starts at 0
for the harmonic oscillator. The energy of the ground state is not zero, but 3/2h̄ω.
This is called the zero point energy. We call the energy from zero to minimum of the
potential the bottom of the well potential. These are shown in Figure 2.4.
We know the translational frequency, ω, goes as 1/
√
m, where m is the mass
of the molecule. In the absence of other effects, we would expect the D2 and HD

















Figure 2.4: The first three energy levels of a 3D harmonic oscillator. U0 is the bottom
of the well energy and UZPE is the zero point energy.
translational transitions to be scaled accordingly. We were unable to observe D2 and
HD translational peaks, so this is simply a theoretical curiosity at the moment.
2.4 Summary
In our spectroscopy, we almost always observe a change from the vibrational ground
state to the first excited state, υ = 0 → υ = 1. In the case of D2 we also observe the
υ = 0 → υ = 2 transition. We may also see a rotational or translational transition.
We only observe rotational transitions with ∆J = 2. Therefore, we may observe either
the J = 0 → J = 2 or the J = 1 → J = 3 transitions. If the H2-host interaction
potential lifts the degeneracy of the m levels, we may see splitting in transitions with
J ≥ 1. While we do not know what splitting to expect, there may be selection rules
which prohibit transitions between certain m levels. Additionally, we only see the
translational n = 0 → n = 1 transition.
Figure 2.4 gives a summary of possible transitions. We show a possible splitting
of the J levels for illustrative purposes; we do not know if this splitting occurs in
any of our materials. For each species of H2 we have shown the gas phase transition,
and a possible set of adsorbed phase transitions. The transition frequencies in gas
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Figure 2.5: A levels diagram with possible splittings for ortho and para H2. Transition
energies are in wavenumbers. EB refers to the binding energy. A dashed line indicates
a transition activated by the overlap mechanism, a dotted line indicates a transition
activated by both the overlap and quadrupole mechanisms, and a solid line indicates a
transition activated by the quadrupole mechanism. D2 would have a similar diagram
with different transition frequencies. In HD we expect to only observe transitions as
for para H2, as almost all HD is in the J = 0 state at 30 K.
phase are given in wavenumbers. EB refers to the binding energy, which is larger in
the vibrational excited state, EB1, than in the vibrational ground state, EB0. The Q
and S notation refers to the types of transitions. The dashed line gives the transition
activated by only the overlap mechanism, the dotted line gives the transition activated
by both the overlap and quadrupole mechanisms, and the solid lines show transitions
activated by just the quadrupole mechanism. We shall discuss selection rules for J ,




3.1 Introduction to Infrared Spectroscopy
We use Fourier transform infrared spectroscopy (FTIR) to examine the transitions
between states described in Chapter 2. The principle is easy. We shine infrared
radiation on the sample and measure how much is adsorbed by the sample at a
given frequency. In practice, we use a white light source to probe a broad range of
frequencies at the same time, using a Michelson Interferometer and taking the Fourier
transform of the resulting signal. We discuss this in more detail in Chapter 5.
For a molecule to absorb in the infrared, it must have a dipole moment, µ, that
can interact with the electric field of the photon. Additionally, the energy of the
photon must match the energy difference between two accessible quantum states of
the molecule. If ν is the frequency of the photon, then the energy difference between
states must be ∆E = hν. Classically, we may think of the molecule as an antenna
which absorbs and emits photons in resonance with its modes of oscillation. Quantum
mechanically, we look at the energy of the interaction of the electric field E of the
photon and the dipole moment of the molecule, µ ·E. This acts as a time-dependent
perturbation term in the Hamiltonian of the system. It can be shown (see Griffiths
Introduction to Quantum Mechanics Sections 9.1-9.2 [7]) that the probability of this
perturbation inducing a transition between states |ψa〉 and |ψb〉 is proportional to the
19
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square of the matrix element of µ between the two states,
Pa→b ∝ |〈ψa|µ|ψb〉|2. (3.1)
A non-zero transition probability corresponds to absorbance by the sample, which
manifests as peaks in the spectra. The induced transition probability is a resonance
effect (see Griffiths section 9.2 [7]), so the probability is about zero unless the energy
of the incident photon is very close to the energy difference between the two states.
This also follows from energy conservation. If the dipole matrix is zero, as for free
H2, then Pa→b = 0. Transitions can only occur if interactions between H2 and the
host have induced a dipole. There are two mechanisms that induce a dipole, which
we discuss in Section 3.2. D2 also has no intrinsic dipole moment, and the intrinsic
dipole moment of HD is very small, so the following discussion holds for all of the
gases we use. It is possible for the quadrupole moment of H2 to induce a transition,
but the size of our molecule is much less than our wavelength, so we are operating in
the dipole approximation and ignore this term.
As we discuss in Section 3.3, the strength of the H2-host interaction increases from
the υ = 0 state to the υ = 1 state. This results in observed transition frequencies
that are shifted from their gas phase values. We use the observed shift to extract out
information about the H2-host interactions.
Before we proceed we must explain the esoteric notation that, for historical rea-
sons, is used to describe transitions in the infrared. Different letters refer not to
different types of transitions, such as rotational or translational, but to the change
in quantum number associated with the transition. The letters of interest are Q and
S, which refer to changes in some quantum number of 0 and +2, respectively. The
transition from the vibrational ground to first excited state is implicit, so we ignore
that labeling. Letters refer to changes in J , the rotational quantum number. For us
Q refers to pure vibrational transitions, ∆J = 0, and S refers to a rotational plus a
vibrational transition, ∆J = 2. The initial rotational quantum number is given in
parentheses, so S(1) refers to a vibrational υ = 0 → υ = 1 transition and a rotational
J = 1 → J = 3 transition. Also note that “band” is used to refer to a bump in the
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spectra, while “peak” refers to the maximum of a band.
3.2 The Induced Dipole
There are two mechanisms that can induce a dipole in our system. The overlap
mechanism, where an electric field in the host induces a dipole on the H2, and the
quadrupole mechanism, where the quadrupole moment of the H2 induces a dipole
on the host material. Both the polarizability and the quadrupole moment of H2
change with the vibrational state of the molecule, leading to a redshift of observed
H2 frequencies from their gas phase values. These two mechanisms are not the only
ways in which H2 and the host interact. We shall discuss the other ways in Section
3.3.
3.2.1 The Overlap Mechanism
The overlap mechanism is the induced dipole of H2 due to the electric field of the
host. This mechanism is sometimes referred to as the induced-dipole mechanism,
or the isotropic mechanism. This terminology can be misleading as the quadrupole
mechanism is also an induced dipole, simply on the host instead of the H2, and also
has an isotropic component. We call it the overlap mechanism because it results from
the “overlap” of the wavefunctions of the H2 and the host material when they are in
proximity.
Let the electric field of the host material be Eh. Classically, the induced dipole
moment is given by
µind = αEh, (3.2)
where α is the polarizability tensor of H2. Adopting a coordinate system with the z-
axis parallel to the H2 internuclear axis results in a diagonal polarizability tensor with
components (α⊥, α⊥, α‖). Polarizability is often expressed in terms of an isotropic and
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∆α = α‖ − α⊥. (3.3b)
H2 transitions due to the induced dipole are dominated by the isotropic part of
the polarizability and their intensity is proportional to
| 〈ψa|µind · Eph |ψb〉 |2, (3.4)
where Eph is the electric field due to the incident photon [15, 20]. This is simply
a constant times the dipole transition probability, (3.1). We expect to have certain
transition selection rules associated with the overlap mechanism. These give allowed
transitions for J and m quantum numbers. Without explicit knowledge of the electric
field, we cannot calculate these selection rules. There is one selection rule to which
we have access. The overlap mechanism can only give rise to ∆J = 0 transitions. As
the induced dipole moment arises primarily from the isotropic term, it cannot induce
a change in the rotational state.
3.2.2 The Quadrupole Mechanism
Incident infrared photons interact with the host as well as the H2. If H2 induces a
dipole moment on the host that depends on the state of the H2, the dynamics of the
photon-host dipole interaction are those of a photon-H2 interaction. The permanent
quadrupole moment of H2 induces a dipole moment on the host that has this property.
This is the quadrupole mechanism, and it is the other major contribution to the
induced infrared absorption of trapped H2 [21].
We begin with the electric potential V (r) due to an extended charge distribution
ρ (r′). We wish to know the field at some point P in space. As per convention, the
vector r is the vector from the origin to P, and r′ is the vector from the origin to
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This integral can be quite tricky to evaluate, and there are a number of techniques
to avoid doing just that. Of interest is the expansion of 1/|r−r′|, which can be done
as a binomial expansion when r ≫ r′. This is the multipole expansion, with the
zero-order term being the potential due to the charge, the first-order term due to the
system dipole, the second-order term due to the system quadrupole, etc. (for a more
complete treatment, see Griffiths Introduction to Electrodynamics Section 3.4 [22] or
Jackson Classical Electrodynamics Sections 4.1-4.2 [23]).


















+ . . .
)
. (3.6)
A subscript 1 corresponds to the xth component of the vector, a 2 to the yth com-
ponent, and so forth, q is the total charge, p is the dipole moment, and Qij is the
quadrupole moment [22]. H2 is electrically neutral and has no dipole moment, so the









ρ (r′) dτ ′, (3.7)
where δij is the Kronecker delta. For a diatomic molecule we can choose a molecular
frame so that the z-axis is the symmetry axis of the charge distribution [24]. This






ρ (r′) dτ ′. (3.8)
From Eq. (3.8) we see that the quadrupole moment can be interpreted as a measure
of how far from spherical symmetry the charge distribution is. For a spherically
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symmetric charge distribution, in Eq. (3.8) r1 = r2 = r3, so 3(r3)
2 = r2 and the
quadrupole moment is zero (the spherically symmetric J = 0 state of H2 has no
quadrupole moment) [14].
If we knew the polarizability of the host, we could calculate the induced dipole on
the host, and the selection rules for the quadrupole mechanism. We cannot do this
calculation, but we still know the ∆J selection rules. The quadrupole mechanism has
both isotropic and anisotropic components and can induce both ∆J = 0 and ∆J = 2
transitions.
3.3 Interaction Redshift
For H2 storage purposes, the most important quantity to measure is the binding
energy of the material. There are many different ways to measure this. The method
we use is to measure the observed interaction redshift. The theoretical machinery
behind this method will take us pages of math to work through, so it is important
not to lose sight of the physical interpretation.
H2 in gas phase has a certain and very definite energy for the υ = 0 → υ = 1
transition. When a material adsorbs H2 it lowers the energy of both vibrational
states. We will show that H2 interacts more strongly with the host in the excited
state than in the ground state. This means the energy of the excited state is reduced
by more than that of the ground state. As such, the energy of the transition in the
host is reduced. A more concrete example is shown schematically in Figure 3.1. It
is more natural for us to refer to the transition frequency rather then energy, so we
shall often do so.
Let the superscript a refer to the adsorbed phase of the H2 and the superscript g
refer to the gas phase of the H2. Let the subscripts 1 and 0 refer to the vibrational
first excited and ground state respectively. Then if we define ∆ν to be the redshift,










Figure 3.1: An example of our redshift method. In this schematic we have greatly
exaggerated the binding energy increase and the effect on the vibrational frequency.
The numbers are for illustrative purposes only. In the gas phase, the υ = 0 → υ = 1
transition has an energy of 150. The binding energy of the host in the υ = 0 state,
BE0, is 30. The binding energy of the host in the υ = 1 state is 50% greater than
the ground state energy, so BE1 = 45. The υ = 0 → υ = 1 transition in the host
is reduced by 50% of the binding energy, to 135. We measure the difference in the
υ = 0 → υ = 1 transition between gas phase and H2 in the host, and find a redshift
of 15. Knowing the binding energy has increased by 50% between states in the host,
we calculate the binding energy is 15/.5, or 30.
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take E to be the energy in a state, and ν to be the transition frequency,









[(Ea1 − Eg1) − (Ea0 −Eg0)] . (3.9)















Here ∆BE0→1 is the difference in binding energy between the two states. Eq. (3.10)
expresses what we said earlier: the redshift is directly proportional to the change
in binding energy from state 0 to 1. Because the binding energy decreases between
the υ = 0 and υ = 1 state, we have defined ∆BE to be negative, so our redshift
is negative. We want to know how we determine the change in the binding energy
between the vibrational levels. We shall determine this in Section 3.3.2, but first we
must understand the H2-host interaction potential.
CHAPTER 3. INFRARED SPECTROSCOPY 27
3.3.1 The General Interaction Potential
Before we begin, we acknowledge that most of Sections 3.3.1 and 3.3.2 follow the work
of Larin and Cohen De Lara [25]. Rather than citing this everywhere, we note it now
in order to take it as implicit throughout.
We wish to know the interaction potential, U , of H2 with the atoms in our host
crystal. The exact potential depends on the fractional charges on the ions in the host,
the number and position of these ions, and their radius and polarizability. Calculating
this is computationally intractable. However, we only need to know how U depends
on the properties of H2 that change between vibrational states, not calculate the exact
potential, so the problem remains tractable.
We write the interaction potential as a combination of four terms:
U = Uquad + Uind + Udisp + Urep. (3.11)
In this, Uquad is the interaction of the electric field due to the quadrupole moment
of H2 with the crystal ions, Uind is the interaction of the induced H2 dipole with
the permanent electric field of the ions, Udisp is the interaction of H2 and the host
atoms from electron dispersion, and Urep is the repulsive interaction of H2 and the
host atoms from wavefunction overlap. The last two terms are the attractive and
repulsive terms of the Lennard-Jones (6-12) potential.










3 cos2 ϕi − 1
)
. (3.12)
Here Qzz is the quadrupole moment along the internuclear axis, the index i sums
across the ions in the crystal, ri is the distance from the center of mass of H2 to the
ith ion, qi is the charge on the ith ion, and ϕi is the angle between the internuclear
axis and r, the vector from the H2 center of mass to the ion. This is the H2 quadrupole
potential at each ion times the charge on the ion, as we would expect. Compare this
to the quadrupole term in Eq. (3.6), ignoring the sum and charge term. In Uquad we
CHAPTER 3. INFRARED SPECTROSCOPY 28
made explicit the potential’s dependence on angle, the ϕi term, but both equations
have the same form.










Here α‖ and α⊥ are the parallel and perpendicular components of H2 polarizability,
φ is the angle between the internuclear axis and the electrostatic field due to the




i is the strength of the ionic electric field. This term is the
interaction of the induced dipole on the hydrogen and the permanent ionic electric




i , and the energy is, as before, µ · T .
The dipole moment is given by Eq. (3.2), so Uind is simply our two expected factors
of the field strength, weighted by the appropriate components of the polarizability.


















Here Ci‖ and C
i
⊥ are the parallel and perpendicular dispersion coefficients for H2










Here χ is the magnetic susceptibility, αi is the polarizability of the ith ion, αM is α‖
or α⊥ as appropriate, n is the number of electrons of the particle, and c is the speed
of light. The dispersion term is the interaction of two temporary dipoles induced by
quantum mechanical fluctuations in the electron clouds of the particles, thus the r−6
dependence. The dispersion coefficients are complicated to derive, and we do not
attempt to explain their functional form.
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In this, Bi‖ and B
i
⊥ are the parallel and perpendicular repulsion coefficients for H2
interacting with the ith ion. This is the least well understood term in the potential,
and has the r−12 dependence from a fit to experiment. We make no attempt to
understand the functional form of the repulsion coefficients.
The parameters Qzz, α‖, α⊥, C‖, C⊥, B‖, and B⊥ are the terms in the potential
that depend on the state of the molecule. Having an understanding of the form of
the interaction potential, we look at how to calculate the redshift.
3.3.2 The Two Point Method
In this section we calculate how the energy difference of the first two vibrational states
of adsorbed H2 depends on the interaction of the H2 with the host. To rigorously
calculate the energies of the vibrational levels we would have to solve the vibrational








ψυ = Eυψυ. (3.18)
In this, ρ is the internuclear distance, and V (ρ) = V0 (ρ) + U (ρ), where V0 (ρ) is
the internal energy of the free molecule and U (ρ) is the interaction potential, as in
Section 3.3.1.
If we assume that the change in the energies of the levels υ and υ′ we are interested
in is small compared to the energies of the unperturbed levels, we can use perturbation
theory to calculate the effect of the interaction with the host. Ignoring the rotation
and translation of the adsorbed molecule, we find the frequency shift of the vibrational




[Uυ′ − Uυ] . (3.19)
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υ′ − U (j)υ
]
. (3.20)
As usual, we consider only the first order perturbation,
U (1)υ = 〈ψυ|U |ψυ〉 . (3.21)
We now make the crucial assumption. We take the vibrational wavefunction
ψυ and replace it with delta functions centered at the maxima of the probability
distribution, |ψυ|2. We can model the vibration of H2 as a simple harmonic oscillator,
so there are υ+1 maxima in the probability distribution for a given vibrational level υ.
This is shown schematically in Figure 3.2. For this to be an accurate approximation,
the wavefunction must fall off very quickly from its maxima. The wavefunctions of
the simple harmonic oscillator fall off as e−
mω
2h̄






Plugging in appropriate values, we find a 1/e distance of ∼4 · 10−3Å, which justifies
our use of this approximation.
Take k to be an index across the positions of the maxima of the probability
distribution. We apply our approximation to say














akU (ρk) . (3.26)
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0
    
Position
ρ1 ρ2 ρ3 ρ4
Figure 3.2: An example of our delta function approximation. We have taken υ = 3.
We show ψ3, red, |ψ3|2, blue, and delta functions at the maxima of ψ3, ρk, that we
use to approximate ψ3, green. Note that there are υ + 1 = 4 maxima of |ψ3|2.
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In this, ak is a weighting based on the square of the probability distribution. Physi-
cally, it tells us how likely it is we would measure the particle with a given separation
distance ρk. In reference to Figure 3.2, the delta functions at ρ1 and ρ4 will have
larger aks then those at ρ2 and ρ3, as there is a greater probability of the particle
being measured with ρ = ρ1, ρ4 than ρ = ρ2, ρ3. We can interpret Eq. (3.26) as saying
that the potential is the sum of the potential at the most likely internuclear distances,
weighted based on the probability that the H2 will have a given ρk.
Under our approximation, the expectation value of ρ, ρυ, is















We now make a final approximation, that U is linear in ρ. We examine the validity













= U (ρυ) , (3.32)
where in the last step we used Eq. (3.30). Putting it all together, we see that
∆ν ≈ ∆ν(1) = U (1)1 − U
(1)
0 ≈ U (ρ1) − U (ρ0) . (3.33)
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This is a lovely result, but exactly what do we mean when we say U (ρυ)? Recall
from Section 3.3.1 that there is no explicit ρ dependence in our potential terms. Since
U is linear, we know that
U (ρυ) = Uquad (ρυ) + Uind (ρυ) + Udisp (ρυ) + Urep (ρυ) . (3.34)
Examine the Uquad term. Recall that we were originally looking for 〈U〉, which, for






























As mentioned earlier, the only parameters in the potential that depend on the
state of the molecule are Qzz, α‖, α⊥, C‖, C⊥, B‖, and B⊥. Then U (ρυ) is the
value of U with the appropriate parameters evaluated at ρυ. This clarifies our earlier
assumption about linearity. By assuming that U was linear in ρ we assumed that Qzz
and the other parameters above are linear in ρ.
What we have just derived is that, if our approximations are valid, we can estimate
the redshift simply by knowing the value of some interaction parameters for different
values of ρ. This is the two point method. If we can show that our linear approxi-
mation is valid, then we have reduced our problem from the vastly more challenging
calculation using the Schrödinger equation to this simple two point calculation. More
importantly, what we measure experimentally is the redshift. This method tells us
is that if we know how the potential changes from the υ = 0 to the υ = 1 state, we
know what percent of the binding energy our measured redshift is. This allows us to
directly estimate the binding energy from our observed redshift!
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Now we address the validity of our assumption of linearity in ρ. Larin collected
ab initio calculations from a number of papers, and found the quadrupole moment
and the polarizability to be roughly linear in ρ. Using Eq. (3.15), and Eq. (3.16) for
















The term in parentheses is a constant, and the numerator is the square root of the
polarizability of H2. As nM = 2, the first term in the denominator becomes
√
2/ni.
This is between .26 and 1 for the atoms in our materials. The polarizability of H2
increases by ∼9% between the vibrational ground and first excited state [26]. An
upper bound on αi is that of Zinc, the most polarizable atom in any of our materials.
The polarizability of atomic Zinc is 5.75 · 10−25 cm3 [27] and the polarizability of
H2 is 8.0 · 10−25 cm3 [26], so
√
αM/αi varies from 1.17 to 1.23. This is a small
variation compared to the first term, so CiM is approximately proportional to αM .
If αM is approximately linear, then C
i
M is approximately linear. In a material, we
may have to concern ourselves with non-atomic structural units, but this analysis
should remain valid. Determining the linearity of the repulsion coefficients is beyond
this thesis, Larin found that piece of the interaction was reasonably linear [25]. This
justifies our linear assumption.
We have one important task left. We must find an acceptable estimate of the
percent increase of U from υ = 0 to υ = 1. Having this, we will be able to use our
measured redshift to estimate the binding energy. The induced term is linear in the
polarizability, and polarizability increases by ∼9% [26], so the linear term increases
by ∼9%. This is consistent with Larin’s findings. The quadrupole term is linear in
the quadrupole moment, which increases by ∼11% [28]. An ∼11% increase in the
quadrupole term is consistent with Larin’s findings. We would expect the dispersion
constants to increase by ∼α = 9%, but Larin’s ab initio calculations which show a
large variation in the dispersion constants. Larin found an increase in the dispersion
term of ∼6% and in the repulsive term of ∼8%.
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We need to know the relative contribution of each term to the energy to finish
our estimate. If we could calculate that, we would not need to estimate the change
in the binding energy between states. We again turn to Larin’s work, as NaA zeolite
is a porous nanocage with organic and metallic atoms, similar to the materials we
are examining. Larin found a ∼7% increase in the binding energy. We estimate an
increase in the binding energy of 7.5 ± 2.5%. The ± 2.5% is not an error, but rather
a bound on the variation of the increase in the binding energy.
3.3.3 Summary
Over the last two sections we have derived an approximation for the change in the
binding energy H2 experiences in a host from the vibrational ground state to the
vibrational first excited state. We admit that the approximation is just that, but
even with this understanding, having a method to talk about site specific binding
energies is a powerful tool. To summarize the physics: the interaction of H2 with the
host increases when H2 is in a vibrational excited state. This reduces the observed
vibrational frequency, because the H2 is more strongly bound by the host in the
excited state than in the ground state. We can measure how different the transition
frequency of H2 in the host is from gas phase, the redshift of the H2. Combining this
with our estimate of how much greater the binding energy in the excited state is, we
can estimate the binding energy of H2 in the material. The redshift is equal to the
increase in binding energy, so if that increase is 10%, then our redshift is 10% of the
ground state binding energy. Refer to Figure 3.1 for an example of the method.
We cannot afford to get too satisfied with ourselves; there is evidence that this
method is less than exact. For example, as we shall see in Chapter 6, even though
MOF-74 and HKUST-1 have different binding energies, they have the same interaction
redshifts. Additionally, recent theoretical calculations by Kong et al. cast some doubt
on the validity of this method [29]. While we believe this method will deliver valid





We examine the H2 storage properties of four materials: MOF-5, MOF-74, ZIF-8,
and HKUST-1. Here we review the pertinent information about each material: the
structure, where the H2 is trapped, measured H2 storage capacity, and measured
H2 binding energies. We also review previous infrared work, if any. Within each
material there are multiple distinct environments where the interaction of the H2 and
the material is favorable enough to trap the H2 at low temperatures or high pressures.
These are referred to as binding sites. Determination of crystal structure and binding
site location is done through diffraction techniques, and we rely on literature results
for this. Knowing the local environment of the binding sites may allow us to correlate
our experimental results with structural features in the material. Knowing where
the H2 adsorbs in the material will let us calculate the H2-H2 interactions within the
material.
Before discussing the materials, we explain the theory of adsorption isotherms,
which measure the H2 adsorption capacity of a material. We also explain how ad-
sorption isotherms are used to measure the H2 binding energy of a material, and how
that definition of the binding energy differs from our estimate.
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4.1 Adsorption Isotherms
An adsorption isotherm is a simple thing. We expose a sample to H2 gas and measure
the equilibrium pressure at a given fixed temperature. We calibrate the system with
He gas, which is not adsorbed by the material. Given the same initial pressure, the
difference in the resulting H2 and He pressures, if any, is how much H2 was adsorbed.
If we repeat this for increasing pressures, we get a plot of H2 adsorption vs. pressure.
This can be extrapolated to an estimated maximum adsorption, or high pressure data
points can be taken, depending on the capabilities of the system.
Our derivation of a theoretical form for an isotherm can be found in Ruthven
Principles of Adsorption and Adsorption Processes [30]. We make three assumptions.
First, the rate at which adsorbed molecules desorb, [SMg], is proportional to the
percent of total available sites occupied, θ. Second, the rate at which the host adsorbs
molecules, [S], is proportional to the percent of total sites vacant, 1 − θ. Third, the
activity of the gas, how readily the gas is adsorbed, [Mg], is proportional to the
equilibrium pressure, p. We then write the chemical equation
S +Mg ⇀↽ SMg. (4.1)





where K is the equilibrium constant of the reaction. Our assumptions give
K =
θ






The quantity of H2 in a material is proportional to the percent of sites occupied.
We measure H2 adsorption by weight percent, wt %, of H2 in the sample. This is the
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mass of the hydrogen in the sample divided by the mass of the sample. We take a be





To find a we check our limits. As p → ∞, L → a. At infinite pressure, we have
maximum adsorption, so we conclude that a = Lmax. The adsorption of H2 under





This model is the Langmuir isotherm model, and isotherms that obey it are called
Langmuir isotherms. For this model to hold, two things must be true. First, we must
have only one type of site, and, second, we must have no H2-H2 interactions.
4.2 Isosteric Heat of Adsorption
The isosteric heat of adsorption, also referred to as the enthalpy of adsorption or
the differential enthalpy of adsorption, is a common characterization of the binding
energy of a material. An exact definition of the isosteric heat of adsorption is hard
to determine. There are numerous sources that offer thermodynamic quantities they
name isosteric heat [31–34], some of which agree. The most common form is






where q is the isosteric heat, R is the gas constant, T is temperature, and p is the gas
pressure.
This does not give intuition for what the isosteric heat is. Sircar showed that the
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where H is enthalpy and n is the number of moles of gas adsorbed in the system [32].
What is usually measured is the isosteric heat of adsorption at zero loading. Eq. (4.8)
shows that this is the initial differential enthalpy of loading. What the isosteric heat
measures is the change in enthalpy a molecule of gas experiences if it is adsorbed at a
given loading. Physically, the isosteric heat of adsorption at zero loading measures the
initial enthalpy of a material. Recall that enthalpy is a measure of binding energy. We
say initial enthalpy because a material may have multiple sites where the hydrogen
is adsorbed. These sites can have different energies, and simple thermodynamics says
that the site with the greatest binding energy will load first. The isosteric heat of
adsorption at zero loading is a measure of the binding energy of the “best” (most
energetically favorable) binding site in a material.
The beauty of the isosteric heat is that, with a few simple assumptions, it is
relatively easy to measure. We make the assumption (usually valid) that the isosteric
























where p0 and T0 are a reference pressure and temperature. If we measure the pressure
required for a given loading at multiple temperatures and plot ln[p] vs. 1/T , we should
get a linear plot with slope q/R.
Our method of measuring the binding energy does not give us a quantity directly
comparable to the isosteric heat. The quantity we measure is the difference in the
internal energy of the gas phase vs. the adsorbed phase. Hill has shown [31] that under
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the assumptions of Langmuir adsorption, mentioned in Section 4.1, the difference
between the isosteric heat of adsorption, q, and what we measure, formally known as
the differential heat of adsorption, qd, is
qd = q − RT. (4.11)
Isotherms for all four materials roughly fit the Langmuir model, so we expect our
measured energies to differ from isosteric heats by a factor of ∼RT , which at 30 K is
∼.25 kJ/mol.
4.3 MOF-5
MOF-5, also known as isoreticular metal organic framework 1 (IRMOF-1), is a crys-
tal consisting of Zn4O clusters connected by 1,4-benzenedicarboxylate (BDC) linkers.
Each Zn4O cluster is attached to six BDC linkers, forming a cubic repeating frame-
work with chemical formula Zn4O(BDC)3 [36] and molecular weight 770 g/mol. The
center of the cubic cell consists of a large open space, and these open spaces are con-
nected to form a porous crystal with pore diameter 12Å [37]. Rowsell et al. reported
X-ray diffraction structure data and the locations of four distinct binding sites in
MOF-5 [38]. A schematic is shown in Figure 4.1.
A number of studies of MOF-5 have reported H2 binding energies. Rowsell re-
ported an initial isosteric heat of adsorption of 4.7 kJ/mol [38], Kaye et al. reported
4.7-5.2 kJ/mol [39], Panella et al. found 3.8 ± .8 kJ/mol [40], and Dailly et al. deter-
mined 4.1 kJ/mol [41]. In addition to these findings, Vitillo et al. recently reported
site by site isosteric heats of adsorption of 7.4 kJ/mol for the primary site and 3.5
kJ/mol for the secondary site [13]. FitzGerald et al. also reported site by site binding
energies, 4 kJ/mol for the primary site, 3 kJ/mol for the secondary site, and 2.5
kJ/mol for the tertiary site [10].
MOF-5 has a high adsorption per gram. Wong-Foy et al. reported 5 wt % at 90
atm and 77 K [42]. There have also been several infrared studies of H2 in MOF-
5. Vitillo reports variable temperature spectra of H2 in MOF-5. While interesting,
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(a) MOF-5 Unit Cell (b) MOF-5 Corner
Figure 4.1: In (a) and (b) red atoms are oxygen, white hydrogen, and dark gray
carbon. (a) Schematic of a unit cube of MOF-5. Blue pyramids represent zinc, light
purple is H2. The yellow sphere shows the central open space. Image courtesy of
Jesse Rowsell. (b) Schematic of single corner. Purple atoms are zinc. Locations of 4
distinct binding sites are shown: yellow is primary, orange secondary, green tertiary,
blue quaternary. Atom and site locations are from Rowsell’s diffraction data [38].
we have observed similar features [10] and summarize these features in our results
section.
4.4 MOF-74
MOF-74 consists of Zn2+ ions connected by the carboxylate and oxy- groups of fully
deprotonated 2,5-dihydroxybenzene-1,4-dicarboxylic acid [44]. It has chemical for-
mula Zn2(C8H2O6) [44] and molecular weight 324 g/mol. The structure consists of
parallel hexagonal channels. Liu et al. used neutron diffraction experiments to de-
termine the location of four distinct binding sites in MOF-74 [43]. The first site is
located directly above the Zn2+ ion, the second near a triangle of oxygens, the third
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Figure 4.2: A MOF-74 unit cell. Red atoms are oxygen, white hydrogen, dark gray
carbon, purple zinc. Locations of 4 distinct binding sites are shown: yellow is the first
site, orange the second, green the third, and blue the fourth. Atom and site locations
are from Liu’s diffraction data [43].
near the benzene ring [43]. Liu describes these sites in detail and also observed that
the sites loaded D2 sequentially at 4 K in the order suggested by their names (i.e.
the first site loads first). A schematic of the structure and binding sites is shown in
Figure 4.2.
MOF-74 has a relatively large initial isosteric heat of adsorption. Rowsell et al.
measured an initial isosteric heat of adsorption of 8.0 kJ/mol, and found that, unlike
most materials, the isosteric heat of adsorption initially increases with loading, to a
maximum of 8.4 kJ/mol [44]. Liu measured site by site isosteric heats of adsorption
and found the first site had an isosteric heat of ∼8.8 kJ/mol, while the second site
was ∼5 kJ/mol [43]. MOF-74 has a relatively low adsorption per gram, due in part to
its small pore size [44]. Rowsell measured a 1.8 wt %, at 1 atm and 77 K, Wong-Foy
et al. measured 2.3 wt % at 26 atm and 77 K [42], and Liu measured a 2.8 wt % at
30 atm and 77 K.
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(a) SOD cage (b) ZIF-8 Structure
Figure 4.3: (a) Schematic of a SOD cage. Image from IZA-SC [45]. (b) Schematic of
ZIF-8 structure, looking into the hexagonal faces of 7 visible SOD cages. For clarity,
structural hydrogens are not shown. Purple atoms are zinc, dark gray are carbon,
and blue are nitrogen. Atom locations are from Wu’s diffraction data [46]
4.5 ZIF-8
ZIF-8 is a zeolitic imidazolate framework (ZIF), a subclass of MOFs with zeolite-
like structure: tetrahedral units covalently joined by bridging atoms. ZIFs are a
new class of material, first synthesized in a systematic manner in 2006 [47]. ZIF-8
has the chemical formula Zn(MeIM)2 [47], where MeIM is 2-methylimidazolate, and
molecular weight 1424 g/mol. ZIF-8 has a SOD (sodalite) zeolite-type structure. The
basic unit for this structure is a cage with six square faces and eight hexagonal faces,
as in Figure 4.3(a). The structure is formed by joining the cages on the square faces.
A model of the structure is shown in Figure 4.3(b).
Wu et al. identified 6 distinct binding sites in ZIF-8 using neutron diffraction
techniques [46]. A schematic of the binding site locations is not shown: the structure
is complicated, so it could lead to false assumptions about site locations. Wu found
CHAPTER 4. THE MATERIALS 45
a maximum H2 adsorption of 3.1 wt % at 80 atm and 77 K. In ZIF-8 the first sites to
load are not near the Zn atoms, but close to the organic linkers; this is not the case
in any of our other materials. At 16 K, Wu found nearly sequential loading of the
sites in pairs. Zhou et al. found an initial isosteric heat of adsorption of 4.5 kJ/mol
for ZIF-8 [48], comparable to that of MOF-5.
4.6 HKUST-1
HKUST-1 is composed of Cu(II) paddlewheel clusters connected by organic linkers,
trigonal benzene-1,3,5-tricarboxylate (BTC) [49]. It has a large pore volume, between
62% and 72% of the total volume [44], and a cubic structure [50]. The structure
consists of three mutually perpendicular channels which meet in the large internal
pores. The copper paddlewheels point inward towards the large pores. The structure
is shown in Figure 4.4. HKUST-1 is a Cu2(CO2)4 paddlewheel SBU linked by BTC
[42], and has molecular weight 403 g/mol per formula unit.
Peterson et al. identified six distinct binding sites for H2 in HKUST-1 [51]. The
first of these to load is near the Cu atom, and the loading of the six sites is sequential
at 5 K. HKUST-1 has a higher initial isosteric heat of adsorption than MOF-5 and
ZIF-8, but somewhat lower than MOF-74. Lee et al. found it to be 6-7 kJ/mol [52],
Rowsell et al. found 6.8 kJ/mol [44], Peterson found 6.6 kJ/mol [51], and Vitillo et
al. found 10.1 kJ/mol [13]. Liu et al. did a site by site measurement for the first three
sites to load and found that the first site has an isosteric heat of adsorption of 6-10
kJ/mol, the second 5-6 kJ/mol, and the third ∼5 kJ/mol [53]. HKUST-1 has a low
H2 wt %. Rowsell found a 2.6 wt % at 1 atm and 77 K [44], Wong-Foy found a 3.0 wt
% at 90 atm and 77 K [42], and Peterson found a 3.0 wt % at 90 atm and 77 K [51].
There have been three infrared studies of H2 adsorbed in HKUST-1, all from the
same research group. Prestipino et al. report two sets of H2 bands in HKUST-1,
one at 4100 cm-1 and one at 4130 cm-1 [11]. They associate the bands at 4100 cm-1
tentatively with a site near the Cu atoms and the other bands with more general
unlocalizied sites. Bordiga et al. report three sets of bands in HKUST-1, one at 4090
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(a) HKUST-1 Unit Cell (b) HKUST-1 Corner
Figure 4.4: In (a) and (b) red atoms are oxygen, dark gray carbon, copper copper.
For clarity, structural hydrogens are not shown. (a) Schematic of an HKUST-1 unit
cell. (b) Schematic of a corner of the unit cell. Locations of 6 distinct binding sites
are shown: yellow is primary, green secondary, blue tertiary, purple quaternary, pink
quinary, and orange senary. Atom and site locations are from Peterson’s diffraction
data [51].
cm-1, one at 4140 cm-1, and one at 4180 cm-1 [12]. Bordiga goes into great detail
explaining the various peaks observed in the spectra, which we discuss later. Lastly,





An easy experiment for obtaining infrared absorption spectra is to shine infrared
radiation through a sample and measure the resulting absorption. This is transmission
spectroscopy. H2 is typically infrared inactive and only weakly active in the host due
to the induced dipole. To enhance the signal, we need a longer path length for the
radiation in the material. In an apparent catch-22, a longer path length means more
scattering from our sample, which reduces our signal.
To solve these problems we use diffuse reflectance infrared Fourier transform spec-
troscopy (DRIFTS). In Figure 5.1 we show an idealized schematic. Radiation enters
the sample chamber and reflects off two plane mirrors to reach an ellipsoidal mir-
ror. The mirror focuses the radiation onto the sample. The sample is a number of
irregular grains, which scatter the radiation multiple times. Some radiation is ad-
sorbed, the rest exits the sample at random angles. The radiation is focused by the
second ellipsoidal mirror into the detector via another pair of plane mirrors. The
detector measures the incident intensity. The multiple scatterings enhance our path
length, resulting in a stronger signal from the H2 than we would otherwise achieve.
This method measures infrared absorption of both host and H2, so each spectrum is
referenced to a spectrum of only the host, leaving us with adsorption only from H2.
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Figure 5.1: Schematic of DRIFTS spectroscopy inside a vacuum enclosure. (a) ellip-
soidal mirrors (b) high-pressure dome (c) sample (d) copper sample holder (e) CaF2
windows (f) plane mirrors. Image from Churchill’s thesis [14].
5.1 The Spectrometer
It is straightforward to collect spectra at room temperature. It is significantly harder
to collect spectra at low temperatures. Due to the large optics needed for DRIFTS,
the system has significant thermal mass, and designing a system capable of cooling
to liquid helium temperatures was a significant challenge. Previous generations of
students accomplished this, and our basic design is described in a paper by FitzGerald
et al. [54]. We have made modifications to the sample control environment since
publication of that paper, which we describe here. In this discussion we draw heavily
on Churchill’s thesis, where he describes much of the setup in great detail [14].
The basis of the system is our spectrometer, a Bomem DA3 Michelson Interferom-
eter, heavily modified for our purposes. There are two sample positions in the large
sample compartment of the spectrometer. One has a room temperature apparatus.
The other is occupied by “the box.” The box consists of a vacuum chamber with a
liquid helium cold finger, a sample mount, and the DRIFTS optics. Figure 5.2 shows
a schematic. Two CaF2 windows allow entrance of radiation from the spectrometer














Figure 5.2: Schematic of DRIFTS cryostat. (a) high-pressure gas line (b) vertical
alignment stage (c) vacuum line (d) DRIFTS optics mount (e) ellipsoidal mirror (f)
high pressure dome (g) removable copper sample stand (h) CaF2 window (i) copper
cold finger (j) radiation shield (k) cryostat vacuum shell (l) fixed copper sample mount
(m) silicone-diode temperature sensor. Image modified from Churchill’s thesis [14].
and exit of radiation to the detector. Attached to the box are the DRIFTS optics.
The top and one side of the box have removable panels to allow adjustment of the
optics and sample mount, and insertion of the sample. The cold finger cryostat enters
via a compression seal on the fixed portion of the top panel, and the vacuum line for
evacuation of the chamber enters via a compression seal in the removable lid. Our
design allows insertion and removal of the sample while under pressure or vacuum.
This allows loading of a sample under an inert atmosphere in a glovebox and transfer
of the sample to the box while the inert atmosphere is maintained.
The cold finger is a Janis Research Company ST-300T continuous flow cryostat
modified by cutting off the outer vacuum wall 10 cm above the sample mount so that
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evacuating the box also evacuates the cryostat. There is a heating element on the
cryostat which has a maximum temperature of 200 ◦C. A copper slab bolted to the
bottom of the cryostat positions the sample within the DRIFTS optics. The sample
is placed in a recessed sample holder that is screwed into a removable copper sample
stand. The sample stand is screwed into the fixed copper slab. Over the sample holder
we place a high-pressure dome. The high-pressure capillary line is soldered into the
bottom of the sample stand and exits through the removable top. This allows removal
of the sample stand with the sample sealed under the dome.
To load H2 into the sample, the sample is enclosed in a high-pressure dome. The
dome can withstand pressures up to 100 atm. The dome is a steel frame supporting
windows made of sapphire, transparent between 1600 and 50000 cm-1. These windows
are brazed onto titanium retainer rings, which are welded into the walls of the steel
frame. To seal the dome around the sample, we use a lead O-ring on the sample
stand.
The DRIFTS accessories are a modified “Collector” assembly from Spectra-Tech,
Inc., bolted to the bottom of the box. Using the setup described, we can evacuate
the box to pressures of 10−6 torr, cool the sample to 10 K with the liquid helium
cryostat, and heat the sample to 473 K using the heating element.
The spectrometer itself can be evacuated to 1 torr, to eliminate water and CO2
absorption in the spectra. Either a globar or a quartz-halogen source can be used.
We use a CaF2 beamsplitter. We have two different detectors: a mercury cadmium
telluride detector and an InSb detector, both liquid nitrogen cooled. We use spec-
trometer resolutions between .5 and 4.0 cm-1. In addition to the spectrometer, we
have a ortho-para H2 conversion cell, which allow us to take spectra using para con-
verted H2. The cell is described in detail in Brian Burkholder’s thesis [55]. In the
presented spectra we use commercial purchased 99.999% pure H2 and D2 from Spectra
Gas and 98% pure HD from Isotec.
CHAPTER 5. EXPERIMENTAL PROCEDURE AND APPARATUS 51
5.2 Low-Temperature Procedure
We measure the temperature of the sample using two silicon-diode temperature sen-
sors, one attached at the base of the cold finger and the other at the end of the
sample stand. We cool the sample by adjusting the liquid helium flow rate through
the transfer line using a needle valve. We stabilize the temperature within 1 K using
a Lakeshore temperature controller. Our setup allows collection of spectra between
10 K and room temperature. We can also use liquid nitrogen to cool the sample,
allowing a temperature range of 77 K to room temperature.
The strength of our signal is highly sensitive to the height of the sample relative
to the collection optics. The cryostat is fitted with a large plastic spacer nut above
the compression O-ring fitting. This spacer nut has 20 threads per inch and allows
adjustment of the height of the sample to a precision of 0.1 mm per 28◦ of rotation
when the sample is cooled.
Once the sample is in place, and the helium transfer line is in the cryostat, we
introduce a few torr of helium gas into the dome as an exchange gas. We then cool
the sample to the desired temperature. Next we load a calibrated volume of 25 mL
with a known pressure of room temperature gas. This is let into the dome, and we
measure the resulting pressure. Knowledge of the volume of the dome, gas lines, and
calibrated volume, along with the temperature of the sample, allows us to calculate
the expected equilibrium pressure of the gas. The difference between the expected
pressure and the measured pressure is used to calculate the amount of gas adsorbed
by the sample. The mass of the sample is measured before it is attached to the cold
finger, allowing us to calculate the amount of gas adsorbed per mol of sample.
5.3 Data Acquisition
An FTIR spectrometer measures infrared intensity as a function of the length of one of
the arms of a Michelson interferometer. Simmons presents the details of the operation
of a Michelson interferometer in her thesis [15], so we present only the essentials here.
Radiation from a light source is separated into two paths by a beamsplitter. The




















(b) Sample Raw Spectra
Figure 5.3: (a) An interferogram. Taking the Fourier transformation of an interfero-
gram produces spectra as in (b). (b) Raw spectra. The blue line is MOF-74 with no
H2, the red line is MOF-74 with H2 loaded.
radiation is reflected by the mirrors at the ends of the paths, recombined, and sent
to a detector. One of the mirrors is moveable, allowing control of the path length
difference and thus relative phase of the two beams. The two beams interfere when
recombined on the detector, and the interference pattern as a function of the position
of the moveable mirror is measured. This produces an interferogram, Figure 5.3(a),
a plot of intensity as a function of path length difference. All frequencies of light
constructively interfere at zero path length difference, causing the peak at 0. We take
the Fourier transform of the interferogram to provide a spectrum of intensity versus
frequency, Figure 5.3(b).
The frequency resolution of a FTIR spectrometer is determined by the distance
traveled by the movable mirror. The variance of a Fourier transform pair, frequency
and distance, must satisfy ∆x∆ν ≥ 1, so in order to have small ∆ν, we must have
large ∆x, the path length difference of our mirror. We measure our resolution in
cm-1, so the distance the mirror must travel is simply the reciprocal of the resolution.
Better resolution spectra take longer to obtain, as the mirror must move farther.
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This makes the spectra more susceptible to noise and drifting sample or spectrometer
conditions.
To obtain the infrared absorption spectrum of our gas, a spectrum of the gas
adsorbed in the host material is referenced to a spectrum taken of the pure host
material with no gas adsorbed. All spectra in this thesis display the absorbance of a
sample. The absorbance, A, is found by measuring a sample spectra, with intensity
I(ω), and a reference spectra, with intensity I0(ω), and calculating
A = − log I
I0
. (5.1)
The magnitude of the measured absorbance depends on several factors, such as op-
tical alignment and quantity of sample, that vary from experiment to experiment,
so vertical scales are frequently unlabeled in this thesis. We are generally interested
only in relative rather than absolute intensities.
5.4 Data Manipulation
Each individual spectrum is an average of either 50 or 100 scans. Most spectra shown
in Chapter 6 are an average of two such files, so either a 100 or 200 scans average.
This is done to reduce noise. We take the absorbance of raw spectra with H2 loaded to
raw spectra of the pure host material spectra taken either directly prior to the scans
or during data collection earlier the same day. Two raw spectra are shown in Figure
5.3(b). We then apply a piecewise linear baseline correction to each absorption file.
All manipulation, corrections, and curve fitting are done using the Bomem GRAMS
software.
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5.5 Material Acquisition and Characterization
The materials used in this thesis came from various sources. We synthesized MOF-5,
MOF-74, and HKUST-1 at Oberlin1 using published procedures [10, 44]. We pre-
pared both hydrogenated and deuterated MOF-5, and the spectra presented are from
dueterated MOF-5. We confirmed the bulk purity of these samples by optical mi-
croscopy, powder x-ray diffraction (PXRD), elemental analysis, and gas adsorption
measurements. We performed the PXRD on MOF-5 and HKUST-1 using a Philips
X’Pert MPD-3040 diffractometer, and we found the same diffraction patterns as those
calculated from reported structural data. Because of the extreme air sensitivity of
the MOF-74, we have been unable to make PXRD measurements. Elemental anal-
ysis (Atlantic Microlab) of the hydrogenated MOF-5 yielded (% calculated/found):
C, 37.4/37.4; H, 1.57/1.58; N, 0/<0.3; and O, 27.0/26.9. Elemental analysis of the
deuterated MOF-5 yielded: C, 36.9/36.7; D, 3.09/3.28; N, 0/<0.3, and O, 26.6/26.5.
Finally, our gas adsorption measurements found adsorption isotherms for all the ma-
terials comparable to those previously published.
We acquired the ZIF-8 from Hui Wu at the National Institute of Standards and
Technology (NIST) Laboratories in Gaithersburg, MD. It is from the same sample
batch used by Wu et al. and Zhou et al. [46,48]. We also acquired a MOF-74 sample
synthesized by Channing Ahn, courtesy of Craig Brown at NIST Laboratories. It is
from the same sample batch used by Liu et al. [43]. Spectra from that sample are not
presented, but were very similar to those of the samples prepared at Oberlin.
1Jesse Rowsell of the Oberlin Chemistry Department did the synthesis.
Chapter 6
Results and Analysis
In this chapter we present data on all four materials, and analyze the features of the
spectra. We begin with a brief overview of MOF-5, which we have already published
[10]. This will serve as a touchstone material, as the analysis is already done so it
serves as a comparison for results in other materials. We then discuss the error of
our experiment, and follow that by discussing the other materials. First we look at
MOF-74, as that data display the most varied results, before moving on to the other
two materials. We finish by looking at properties of trapped H2 between materials
and discussing correlations.
6.1 MOF-5
We have already published our results for MOF-5 [10], and this material is not the
focus of this thesis. Since the analysis of MOF-5 has been done, it serves as a useful
material for comparison with MOF-74, ZIF-8, and HKUST-1. We summarize results,
but do not present full rationales, those can be found in our paper. Figure 6.1 shows
an overview spectrum of MOF-5, and Table 6.1 gives the location of all identified
peaks.
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Q(1) and Q(0) S(0) S(1)
Figure 6.1: Overview spectrum of MOF-5. Dashed lines indicated gas phase values.
6.1.1 Q Region
Figure 6.2 shows the Q region of MOF-5. There are two sets of bands, one at 4130
cm-1 and another at 4200 cm-1. The first set of bands has four peaks, a primary site
Q(1) transition at 4127.8 cm-1, secondary site Q(1) transitions at 4136.3 cm-1 and
4138.8 cm-1, and a secondary site Q(0) transition at 4144.2 cm-1. The peak at 4138.8
cm-1 displays intensity dependence on concentration independent of the other peaks
and so corresponds to a different site than the 4136.3 cm-1 and 4144.2 cm-1 peaks.
The primary site does not have a visible Q(0) peak, indicating a weak or nonexistent
overlap mechanism. From this we expect primary S transitions of comparable strength
to the primary Q transition, which is the case. With increasing H2 concentration,
the bands broaden and redshift, achieving a maximum redshift of the primary peak
of -0.5 cm-1 and a maximum redshift of the secondary peaks of -1 to -3 cm-1.
We also observe a set of bands blueshifted relative to the gas phase transitions,
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Site Q(0) Q(1) S(0) S(1)
Gas [20, 56] 4161.2 4155.3 4497.8 4712.9
Primary 4127.8 4448.5 4676.1
4194.0 4491 4712.1
4217t 4212t 4734.5




Table 6.1: Location of MOF-5 H2 peaks. All numbers in cm
-1. Peaks labeled with
t correspond to translational sidebands. Identified ortho-para pairs are listed on the
same line.
with peaks at 4194.0 cm-1, 4212 cm-1, and 4217 cm-1. The 4212 cm-1 peak is a
Q(1) translational sideband, while the peak at 4217 cm-1 is the corresponding Q(0)
translational sideband. Both are associated with the primary site. The location of
these sidebands gives a zero point energy of ∼1.5 kJ/mol. This is large compared to
the measured binding energy, which was detailed in Section 4.3. The peak at 4194.0
cm-1 displays Q(1) behavior and corresponds to an orientational transition involving
a change in the rotational m quantum number. This corresponds to a splitting of
the J = 1 level in the primary site of 65 cm-1, in agreement with that observed by
inelastic neutron scattering data [57].
The observed redshifts can be used to estimate binding energies, yielding estimates
of 4 kJ/mol for the primary site and 3 and 2.5 kJ/mol for the two observed secondary
sites. This is in agreement with previously measured isosteric heats of adsorption,
detailed in Section 4.3






















Figure 6.2: Q region of MOF-5, normal H2 loaded. Coarsely dashed lines indicate gas
phase values for the Q(1) and Q(0) transitions, left to right. Labels refer to primary,
1, secondary, 2, orientational, O, and translational, T, bands. Spectra are offset for
clarity. From bottom to top spectra correspond to concentrations of 1, 2, 3, 4, and 6
H2 per formula unit respectively.
6.1.2 S Regions
Figure 6.3 shows the S(0) and S(1) regions of MOF-5. In the S(0) region, Figure
6.3(a), there is an intense primary band with peak at 4448.5 cm-1, a weak primary
band with peak at 4491 cm-1, and weak secondary bands with peaks at 4461.1 cm-1,
4470.5 cm-1, 4473.5 cm-1, and 4490.4 cm-1. The J = 0 level cannot split, so the
splitting in the primary bands reflects splitting in the J = 2 level. Simple density
functional theory calculations (using the commercial modeling package GAUSSIAN
03, with a 3-21G basis set), in which we mapped out the potential as a function of H2
orientation, indicate that J and |m| are both good quantum numbers for the primary









































(b) MOF-5 S(1) Region
Figure 6.3: MOF-5 (a) S(0) and (b) S(1) regions. The coarsely dashed line indicates
the gas phase transition. Labels refer to primary, 1, and secondary, 2, bands. Spectra
are offset for clarity. In both regions, from bottom to top spectra correspond to
concentrations of 1, 2, 4, and 6 H2 per Zn.
site, with less than a 5% mixing between levels. We expect to observe three S(0)
bands associated with the primary site, but only observe two. A third band may be
unobservable below the noise of the spectra. The weaker splitting of the secondary
bands reflects the smaller interaction energy in those sites rather than a reduction in
the symmetry of the sites.
In the S(1) region, Figure 6.3(b), there is an intense primary band with peak at
4676.1 cm-1 and two weaker primary band with peaks at 4712.1 cm-1 and 4734.5 cm-1.
Based on the large splitting of the J = 1 level, only the lower of the split sublevels will
be occupied at 30 K. The number of peaks observed reveals a splitting of the J = 3
level. The splitting between the highest and lowest frequency band is 59 cm-1. There
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are no intense secondary S(1) bands, which may be due to a decreased site symmetry,
producing numerous transitions that lead to a washed out spectrum of overlapping
weak bands.
6.2 Error
Having analyzed a material gives us context to discuss experimental error. The pre-
cision of spectrometer is of the least concern. The frequency is determined by the
distance a mirror inside the spectrometer has moved, and the mirror position is mea-
sured using a He-Ne laser in the Michelson Interferometer. The wavelength of a
He-Ne laser is known to great precision, and Michelson Interferometers have distance
resolution on the order of the wavelength of light being used [61]. Even if this error
were as high as ± 10 µm, that is only a 1 part in 105 error in the position of the
mirror, which is negligible compared to other experimental errors.
Having eliminated purely mechanical error, there remain two quantifiable types
of error in our experiment: absolute error and relative error. Absolute error refers
to two things. First, the accuracy with which we can identify peak location in any
spectrum. This is accepted to be ± .1 cm-1 for our resolution of spectra. Absolute
error also refers to error across data runs; whether a peak measured in January has
the same location as the peak measured in July. This is related to variation of sample
quality and spectrometer conditions. We analyze this error on a material by material
basis, based on observed variance between data runs. This gives error in the location
of the peaks on the order of 1 to 2 cm-1.
Relative error refers to error within a given data run. It is the accuracy with
which, for a given set of spectra collected under the same conditions, we are able
to locate features between spectra. This reflects not on absolute peak location, but
on relative peak location. Our best method for quantifying this error is to look at
spectra taken at the same H2 concentration at different times within a given data
run. For the data presented in this thesis, the error in peak location between spectra
in a given data run is ± .1 cm-1.
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This error affects our measurements of the change in peak location with concen-
tration. For a concentration shift, we know the positions of the two peaks each to
within 0.1 cm-1 and their relative positions to within 0.1 cm-1. As an example, con-
sider the MOF-5 peak at 4127.8 ± .1 cm-1. That location is given for the peak at 1
H2 per formula unit. At 6 H2 per formula unit it is located at 4127.7 cm
-1. We know
the locations to an absolute precision of ± .1 cm-1, and to a relative precision of ± .1
cm-1. This gives the concentration shift of the peak as .1 ± .2 cm-1, or zero within our
error. This holds true for the relative location of any two peaks in different spectra
within a given data run, so all of our concentration shifts have associated error of ±
.2 cm-1.
There can also be unquantifiable errors in our spectra. We can see sloping baselines
in the spectra due to drifting spectrometer conditions. This can be mostly corrected
with the linear baseline correction mentioned in Section 5.4. There may be improper
cancelation of background features. There can also be artifacts from our DRIFTS
method. These errors will be mentioned if they arise.
The above methods reflect a basic method for error analysis within our experi-
ments. There are other ways to determine error in spectra, most of which involve
curve fitting each spectra and determining the error in the parameters of the fit. That
approach is not a feasible method of analysis for our data, so we ignore it. Lastly,
writing ± X cm-1 everywhere in the thesis would be cumbersome at best. As such,
we include error only in final numbers, and notate tables with appropriate error in
the captions.
6.3 MOF-74
Figure 6.4 displays an overview spectrum of H2 in MOF-74. Recall from Chapter
3 that Q transitions correspond to a purely vibrational transition and S transitions
correspond to a vibrational transition coupled with a rotational transition of ∆J = 2.
We examine separately the sets of bands that correspond to Q transitions and the sets
of bands that correspond to S transitions. Table 6.2 lists the location of all identified


















Q(1) and Q(0) S(0) S(1)
Figure 6.4: Overview spectrum of MOF-74. Dashed lines indicated gas phase values.
peaks in MOF-74.
6.3.1 Q Region
In Figures 6.5 and 6.6 we present spectra of the Q region. Figure 6.5 shows spectra
with normal H2 loaded, Figure 6.6 shows spectra with para converted H2 loaded.
Individual spectra correspond to H2 concentrations increasing from ∼.1 to 1.2 H2
molecules per Zn(O)(CO2) cluster (H2 per Zn). A Zn(O)(CO2) cluster is half the
MOF-74 formula unit. We typically measure concentration by the number of H2
adsorbed per mol, or, equivalently, per formula unit. For MOF-74 we use one half the
formula unit, as this is what Liu et al. used in their neutron diffraction investigations
[43]. We see three primary sets of bands. At low concentrations we see sets of bands
at 4090 cm-1 and 4200 cm-1. At high concentrations another set of bands appears at
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Site Q(0) Q(1) S(0) S(1)
Gas [20, 56] 4161.2 4155.3 4497.8 4712.9








Table 6.2: Location of MOF-74 H2 peaks. All numbers in cm
-1. Peaks labeled with
t correspond to translational sidebands. Identified ortho-para pairs are listed on the
same line. Associated error is ± 2 cm-1.
4130 cm-1.
Liu found that MOF-74 has four distinct binding sites for H2, and that those
sites load sequentially at 16 K [43]. At 30 K one site will mostly fill before loading
begins at other sites. We assign the bands at 4090 cm-1 to the first site to load,
which we call the primary site. The bands at 4130 cm-1 start loading at ∼.7 H2
per Zn. This is consistent with the behavior of the other sites in MOF-74; and we
refer to these collectively as secondary sites. The bands at 4200 cm-1 are blueshifted
compared to the gas phase. These bands exhibit the same intensity dependence on
concentration as the primary peaks. Their blueshifted frequency and broader nature
associate these bands with translational sidebands arising from center of mass motion
of the adsorbed H2. Translational sidebands are broader than pure vibrational bands,
due to anisotropy and dephasing effects [58, 59].
In the primary set of bands we see three peaks at low concentrations: at 4087.9
cm-1, 4092.0 cm-1, and 4096.0 cm-1. Examination of both para converted and normal





















Figure 6.5: Q region of MOF-74, normal H2 loaded. Coarsely dashed lines indicate
gas phase values for the Q(1) and Q(0) transitions, left to right. Finely dashed lines
illustrate shifting of peaks with concentration. Labels refer to primary, 1, secondary,
2, and translational, T, bands. Spectra are offset for clarity. From bottom to top
spectra correspond to concentrations of .07, .13, .26, .43, .64, and 1.07 H2 per Zn
respectively.
H2 spectra reveals that the two most redshifted peaks correspond to Q(1) transitions,
while the other peak corresponds to a Q(0) transition. The peaks at 4087.9 cm-1 and
4092.0 cm-1 display the same intensity ratio with changing concentration and time,
so we attribute them to a splitting in the J = 1 level. This corresponds to a lifting
of the degeneracy of the m levels. A simple model of the splitting has the J = 1 level
split into two sublevels. Liu’s inelastic neutron scattering spectra (available in the
supplementary material) show a two sublevel splitting of ∼2.7 meV = 22 cm-1 of the
J = 1 level, validating our analysis [43]. With a 22 cm-1 splitting, we will thermally
populate both levels at 30 K. In MOF-5, we observed a strong orientational peak





















Figure 6.6: Q region of MOF-74, para converted H2 loaded. Coarsely dashed lines
indicate gas phase values for the Q(1) and Q(0) transitions, left to right. Labels refer
to primary, 1, secondary, 2, and translational, T, bands. Spectra are offset for clarity.
From bottom to top spectra correspond to concentrations of .21, .29, .67, .74, and
1.15 H2 per Zn respectively.
from the split J = 1 level. That we do not observe this in MOF-74 suggests there
are selection rules preventing this transition. Because both levels are populated, the
transitions we observe are probably from the split sublevels to their counterparts in
the vibrational excited state. Assuming the splitting increases like the binding energy,
the two point model gives a redshift of ∼1.65 cm-1 from a 22 cm-1 splitting. While
this does not perfectly agree with the splitting we observe, it is comparable.
There are two prominent features in secondary bands: peaks at 4128.0 cm-1 and
4136.9 cm-1. Comparing the para and normal H2 spectra, we identify the 4128.0 cm
-1
feature as a Q(1) peak and the 4136.9 cm-1 feature as a Q(0) peak. In the highest
concentration para H2 spectra, we observe a shoulder on the Q(1) peak at 4130.1 cm
-1
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that does not appear in the normal H2 spectra. This is another Q(0) peak, almost
directly under the intense Q(1) peak. In the para spectra, we also see a Q(0) peak
at 4133.7 cm-1 as a shoulder on the main Q(0) peak. At high concentration in the
normal H2 spectra, we see a Q(1) peak at 4143.6 cm
-1.
The J = 0 level cannot split, so the three secondary Q(0) peaks must correspond
to different environments. This suggests three distinct sites, however we cannot defini-
tively identify the peaks with the three different secondary sites. Other factors could
create a changed environment for the same site, such as an impurity or change in the
MOF-74 structure. All of the peaks are equivalently redshifted, so we do not expect
preferential loading of the sites based on binding energy. The differing intensities of
the Q(0) peaks is due to the relative strengths of the overlap mechanism in the differ-
ent environments. Our conclusions about the order of site loading in the secondary
shows some discrepancy with Liu’s findings, sequential filling of the sites at 16 K [43].
As we are working at 30 K, H2 experiences less of a preference between sites, which
may account for this.
With three Q(0) peaks, we would expect to see three Q(1) peaks. Burkholder
found an equilibrium ratio of ortho to para H2 in MOF-74 of ∼1:4 [55]. This suggests
that the Q(1) bands associated with the less intense Q(0) bands may be washed out
by more intense bands. We associate the two most intense Q(1) and Q(0) bands with
the same environment.
Examination of unabsorbed spectra reveals that the feature at 4206 cm-1 is im-
proper subtraction of a host feature. There are real translational peaks at 4179 cm-1
and 4215 cm-1 in the normal H2 spectra. In the para H2 spectra there are peaks
centered at 4181 cm-1 and 4217 cm-1, so both translational bands have ortho and
para components. Spectra showing conversion of ortho to para H2 over time reveal
ortho peaks at 4176 cm-1 and 4209 cm-1 and para peaks at 4181 cm-1 and 4219 cm-1.
Based on the intensity dependence on concentration, these peaks are associated with
the primary site and are ∼90 cm-1 and ∼120 cm-1 above the primary site Q transi-
tions. Our harmonic approximation of the center of mass translational motion gives
a zero point energy for H2 in the site of ∼160cm−1 = 1.9 kJ/mol. This is a significant
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fraction of the binding energy of the primary site. The splitting of the translational
sidebands indicates a spatially non-symmetric interaction potential in the primary
site.
There are a number of other interesting features in our spectra. Using ortho-para
conversion and ortho-para equilibrium ratios we can estimate the relative strengths
of the quadrupole and overlap mechanisms. We observed relatively rapid conversion
between ortho and para H2. We also observed equilibrium ratios for ortho and para
H2 that are not in agreement with the expected ratios based on the temperature of
the sample. Burkholder discusses all of this in his thesis [55]. A shift of the peaks with
concentration is also apparent. We shall discuss this, in tandem with the observed
shifts for the S regions and the D2 and HD data, in Section 6.3.6.
6.3.2 S(0) Region
Bands in the S(0) region correspond to a vibrational transition plus a rotational
transition from J = 0 → J = 2. There are three main features in Figure 6.7: a
primary site peak at 4364.3 cm-1 and a pair of secondary site peaks at 4450.0 cm-1
and 4484.9 cm-1. Apparent in our spectra is the concentration dependent shift of the
primary peak. We discuss this in Section 6.3.6.
The primary peak has a redshift of -133.5 cm-1, double that of the Q(0) peak
redshift. We expect the S(0) transition to be redshifted equal to the Q(0), due to
the vibrational part of the transition, shown by the green line in Figure 6.7. The
additional -68.3 cm-1 redshift probably indicates a host splitting or shifting of the
J = 2 level compared to the J = 0 level. Another possibility is that the redshift is
due to a change in the rotational constant, B1 [60]. Accounting for the additional
-68.3 cm-1 redshift would require a ∼21% change in the rotational constant, which
is an ∼11% change in the internuclear separation. While this is a large change, it is
not impossible. We shall see that to explain the S(1) primary peak redshift in the
same way would require only a ∼4-6% change in the internuclear separation. Due to
this lack of consistency, we discount this as a possible explanation. It may have an
influence but cannot fully account for the observed shifts. This leaves a splitting or



















Figure 6.7: S(0) region of MOF-74, normal H2 loaded. Coarsely dashed lines indicate
the gas phase transition. The black line is the pure gas phase, the green is the gas
phase offset by the primary Q(0) peak redshift, and the blue is the gas phase offset
by the most intense secondary Q(0) peak redshift. The finely dashed line illustrates
shifting of a peak with concentration. Labels refer to primary, 1, and secondary,
2, bands. Spectra are offset for clarity. From bottom to top spectra correspond to
concentrations of .07, .13, .26, .64, .81, and 1.07 H2 per Zn respectively.
shifting of the J = 2 level as the primary cause of the additional redshift.
As the J = 2 level is split or shifted, and the J = 1 level is split, we expect
the J = 2 level to be split. We expect to see more than one transition to a split
J = 2 level, so there may be m selection rules eliminating these transitions. The
other possible explanation is lifetime broadening of the transitions. Lifetime, τ , and
frequency, ν, variance are related by ∆τ∆ν ≥ 1 [61]. If the J = 2 level is split,
and all but one of the states has a very short lifetime; the transitions may be broad
enough we cannot observe them. Our modeling for MOF-5 found that both J and
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|m| are still good quantum numbers. While MOF-74 has a different environment for
the primary site, it is plausible that J and |m| are still good quantum numbers, so
we can talk about m selection rules.
The redshifts of the secondary peaks are -47.8 cm-1 and -12.9 cm-1, comparable
to that of the Q(0) secondary peaks, shown by the blue line in Figure 6.7. The host
has not significantly split or shifted the J = 2 level, compared to the J = 0 level in
these sites. Because of the intensity, we associate the peak at 4450.0 cm-1 with the
environment that gave rise to the most intense Q(0) peak. We cannot say if the peak
at 4484.9 cm-1 is a separate secondary environment, or a transition associated with a
splitting of the J = 2 level in the same environment as the more redshifted peak.
6.3.3 S(1) Region
Figure 6.8 shows the S(1) region of MOF-74, corresponding to a vibrational transition
plus a rotational transition from J = 1 → J = 3. There are two sets of features, a
pair of primary site peaks at 4586.8 cm-1 and 4609.7 cm-1, and a secondary peak at
4689.3 cm-1. The feature at 4578 cm-1 is due to improper cancelation of a host feature.
Apparent is the dramatic shift in the 4609.7 cm-1 peak with increasing concentration,
similar to the behavior of the primary S(0) peak. The other primary band broadens,
but the peak does not shift with increasing concentration. We discuss concentration
shifts in Section 6.3.6.
Parallel to the S(0) region, the primary peaks are redshifted from gas phase by
-126.1 cm-1 and -103.2 cm-1. This is nearly twice the redshift of the primary Q(1)
peaks, shown by the green line in Figure 6.8. This indicates either a splitting or
shifting of the J = 3 level relative to the J = 1 level, or a change in the rotational
constant. To account for the additional redshift beyond the vibrational component
via a change in the rotational constant would require a change in the internuclear
separation of ∼4-6%. This does not agree with the change required for the S(0)
primary peaks, so we believe the dominant effect is a splitting or shifting of the J = 3
level. From this, and the fact that the J = 1 level is split, we expect the J = 3
level to be split. The simplest explanation for the two primary S(1) bands is one



















Figure 6.8: S(1) region of MOF-74, normal H2 loaded. Coarsely dashed lines indicate
the gas phase transition. The black line is the pure gas phase, the green is the gas
phase offset by the most intense primary Q(1) peak redshift, and the blue is the
gas phase offset by the most intense secondary Q(1) peak redshift. Finely dashed
lines illustrate the shifting of peaks with concentration. Labels refer to primary, 1,
and secondary, 2, bands. Spectra are offset for clarity. From bottom to top spectra
correspond to concentrations of .07, .13, .26, .64, .81, and 1.07 H2 per Zn respectively.
allowed transition from each occupied J = 1 sublevel to a J = 3 sublevel, suggesting
selection rules. The lack of other bands could be due to lifetime broadening of the
bands instead of selection rules.
The secondary peak is redshifted by -23.6 cm-1, very close to the redshift observed
for the most intense secondary Q(1) peak, shown by the blue line in Figure 6.8.
Similar to the S(0) region, the host has not significantly split or shifted the J = 3
level relative to the J = 1 level.
From Figure 6.4, we see that the S(0) and S(1) peaks are much less intense than







































(b) MOF-74 HD Q region
Figure 6.9: MOF-74 with (a) D2 loaded, (b) HD loaded. The coarsely dashed line
indicates the gas phase Q(0) transition. Finely dashed lines illustrate the shifting
of peaks with changing concentration. Labels refer to primary, 1, and secondary,
2, bands. Spectra are offset for clarity. From bottom to top spectra correspond to
concentrations of (a) .33, .75, 1.07, and 1.32 D2 per Zn; (b) .41, .44, .88, and 1.39 HD
per Zn.
the Q peaks. Q transitions are due to both the overlap and quadrupole mechanisms,
and S transitions are only due to the quadrupole mechanism, so this indicates a
stronger overlap mechanism than quadrupole mechanism.
6.3.4 D2 and HD
Figure 6.9 shows spectra of D2 and HD in MOF-74. Table 6.3 gives the observed peak
locations. For D2 and HD we cannot identify peaks as Q(0) or Q(1). For D2, without
data on J = 1 to J = 0 conversion over time, or data with D2 converted to the J = 0
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Site D2 HD





Table 6.3: Location of MOF-74 D2 and HD peaks. All numbers are in cm
-1. The
superscript a indicates the overtone transition. Associated error is ± 2 cm-1.
state, we cannot confidently assign peaks to either Q(1) or Q(0) transitions. For HD,
we should see only Q(0) peaks, as simple Boltzmann statistics give an ∼1:18 J = 1 to
J = 0 ratio at 30 K. However, lacking temperature dependent data to identify peaks,
we are not confident in making Q(1) or Q(0) assignments. We expect both the D2
and HD peaks are Q(0) transitions, based on the initial ortho-para ratio for D2, 1:2,
and the Boltzman statistics for HD.
In the D2 spectra we see peaks at 2942.2 cm
-1, 2970.6 cm-1, 2974.1 cm-1, and 5763.3
cm-1 (not shown). In the secondary region, peak locations were found by analyzing
the raw spectra. Based on the intensity dependence on concentration, the 2942.2
cm-1 peak is associated with the primary site, and the 2970.6 cm-1 and 2974.1 cm-1
peaks are associated with secondary sites. The peak at 5763.3 cm-1 is an overtone
associated with the primary site, corresponding to a ν = 0 → ν = 2 vibrational
transition. The overtone band comes in almost directly on top of an absorbance peak
in the host. As we do not see other overtone bands for D2, we attribute this band to
Fermi resonance between D2 and the host causing an increase in the intensity of the
overtone transition [62].
In the HD spectra there is a primary peak at 3572.9 cm-1, and secondary peaks
at 3602.8 cm-1 and 3610.1 cm-1. This region is complicated by a large number of host
peaks. The features at 3578 cm-1 and 3588 cm-1 are due to improper cancelation of


















Figure 6.10: Spectra of the Q region of, from bottom, D2, HD, and para converted
H2 in MOF-74. Spectra are zeroed to their respective Q(0) gas phase transitions.
host features. We cannot determine if the peak at 3568 cm-1 is real or fake.
6.3.5 The Redshift
Having characterized and analyzed the spectra from the three species of gas, we can
use the redshifts from each of the species to get an estimate of the binding energy of
MOF-74. In Figure 6.10 we show spectra of the three species zeroed to their respective
gas phase Q(0) transitions.
In Table 6.4 we give the redshift of the primary site transitions for each species,
a scaled redshift where we have multiplied by the square root of the reduced mass,
√
µ, and the normalized redshift. We have used the redshift of the primary Q(0)
site for H2, and calculated the redshift of the D2 and HD peaks from the Q(0) gas
phase transition. The Q(0)-Q(1) splitting is 2 cm-1 for D2 and 4 cm
-1 for HD [18],




H2 −65.2 −65.2 .0157
HD −59.1 −67.4 .0163
D2 −51.3 −72.5 .0171
Table 6.4: Redshifts of the primary Q(0) peak in H2, HD, and D2. ∆ν and ∆ν
√
µ
are in cm-1. Error for ∆ν is ± 2 cm-1. The same percent error is associated with the
other columns, ∼4%.
so this introduces little error if the peaks are Q(1). The redshift is some fraction
of the transition frequency, ν, and classically, ν ∝ 1/√µ, so the scaled redshift and
normalized redshift should be equal across species.
We are not in a classical regime. The different species have different zero point
energies. We were unable to observe translational sidebands for HD and D2, however
those frequencies scale as 1/
√
m, where m is the mass of the molecule. Take U0 to be
the bottom of the well energy and UZPE to be the zero point energy, as in Figure 2.4.
Recall that the zero point energy is due to the center of mass motion of the molecule.
The redshift is proportional to the binding energy, BE = U0 + UZPE, where we have
taken the bottom of the well energy negative and the zero point energy positive.
With increasing mass we expect a decreasing zero point energy, and so an increasing
normalized redshift. This matches our data, which means the zero point energy of
the molecule is a significant fraction of the binding energy.
Our estimate is that the scaled redshift is 7.5 ± 2.5% of the binding energy. The
± 2.5% represents bounds on our estimate, not error, so we shall use 7.5% and note
bounds when appropriate. Using this estimate, we find a binding energy of 10.4 ± .3
kJ/mol for H2, 10.8 ± .4 kJ/mol for HD, and 11.6 ± .5 kJ/mol for D2. We calculate
the zero point energy of H2 to be 1.9 ± .3 kJ/mol, so that of HD is ∼1.1 ± .2 kJ/mol
and D2is ∼1.0 ± .2 kJ/mol. This gives us estimated bottom of the well energies for
the primary site of 12.3 ± .4 kJ/mol for H2, 11.9 ± .4 kJ/mol for HD, and 12.6 ± .5
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kJ/mol for D2. These values are within error of each other. Adjusting our estimate by
the difference of .25 kJ/mol at 30 K, discussed in Section 4.2, we find a H2 isosteric
heat of adsorption of ∼10.7 ± .3 kJ/mol. The bounds on our estimate are ± 3.5
kJ/mol, or 7.2-14.2 kJ/mol. The previously measured isosteric heat of MOF-74, ∼8.5
kJ/mol [43, 44], falls within these bounds.
The most intense secondary peak has a scaled redshift of -24.3 ± 2 cm-1 for H2,
-26.9 ± .2 cm-1 for HD, and -27.4 ± 2 cm-1 for D2. For H2 we used the most intense
Q(0) secondary peak. From this we estimate the binding energy to be 3.7 ± .3
kJ/mol for H2, 4.0 ± .4 kJ/mol for HD, and 4.3 ± .4 kJ/mol for D2. Adjusting by
.25 kJ/mol, we estimate an H2 isosteric heat of 4.0 ± .3 kJ/mol. This has bounds of
2.7-5.3 kJ/mol. Liu estimated an isosteric heat of ∼5 kJ/mol for the first secondary
site to fill, which is within the bounds of our estimate.
6.3.6 Concentration Shifts
Most of the observed peaks redshift with increasing concentration of H2 in the host.
The most simple explanation is that the shift is due to H2-H2 interactions. Another
possible explanation is that the H2 is perturbing the host lattice, which is altering
the interaction of the host and adsorbed H2. Liu’s neutron scattering data show that
the spatial locations of the bound H2 change as concentration increases [43]. This is
likely in response to one of these two explanations. Table 6.5 gives initial location
and subsequent concentration shift of a number of H2 peaks.
The secondary sites experience less concentration shift than the primary sites, and
the primary sites do not experience a strong concentration shift until the secondary
sites begin to fill. In all cases except for the peak at 4586.8 cm-1, we see the largest
change in location for the primary site peaks at a concentration of .81 H2 per Zn. The
peak at 4586.8 cm-1 is anomalous in this way, and also shows less shift then the other
primary S(1) peak. The primary S(0) and one of the primary S(1) peaks experience a
large shift. For the 4609.7 cm-1 peak, we observe a splitting at .81 H2 per Zn, Figure
6.8, while the 4364.3 cm-1 peak has a broad peak that could be two closely spaced
peaks, Figure 6.7. This concentration shift is being caused by the occupation of the
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Initial Peak Concentration ( H2 per Zn)
Location Type .07 .13 .26 .35 .43 .64 .81 1.07 1.17
4087.9 Q(1) 1 0.0 -0.1 -0.1 -0.1 -0.2 -0.4 -0.9 -1.5 -1.5
4092.0 Q(1) 1 0.0 -0.1 -0.2 -0.2 -0.2 -0.5 -1.2 -1.9 -2.1
4096.0 Q(0) 1 0.0 -0.2 -0.2 -0.2 -0.2. -0.6 -1.1 -2.0 -2.0
4128.0 Q(1) 2 0.0 -0.1 -0.2 -0.3 -0.7 -0.8
4136.9 Q(0) 2 0.0 -0.1 -0.1 -0.3 -0.6 -0.8
4364.3 S(0) 1 0.0 -0.3 -0.3 -0.3 -0.3 -0.5 -2.6 -5.9 -6.1
4450.0 S(0) 2 0.0 0.0 -0.7 -1.2 -1.4 -1.6
4586.8 S(1) 1 0.0 -0.1 -0.4 -0.6 -0.6 -0.9 -0.9 -1.1 -1.1
4609.7 S(1) 1 0.0 -0.7 -0.8 -0.8 -0.8 -0.8 -7.1 -8.0 -8.4
Table 6.5: The shift, zeroed to the initial frequency, at a given concentration, for all
primary peaks and the largest secondary peaks. Peak type is given as “transition”
“site” where a 1 refers to the primary site, and a 2 refers to a secondary site. An
initial entry of 0.0 indicates the concentration where the peak initially appeared. All
location and shift numbers are in cm-1. Associated error is ± .2 cm-1.
secondary sites, and at .81 H2 per Zn only some of the secondary sites are occupied.
This leads to a splitting between the primary sites with nearby occupied secondary
sites and the primary sites without nearby occupied secondary sites.
We now examine the simple explanation for this shift, H2-H2 interactions. Two
commonly used H2 interaction potentials are the Silvera potential [8] and the Norman
potential [63]. Recent ab initio calculations found both of these potentials to be quite
accurate [64]. To a good approximation, the primary site loads before any of the
secondary sites load, and the secondary sites appear to load mostly simultaneously.
Using site location data determined by neutron diffraction [43], we obtained the site-
site distances for binding sites out to 8Å away from an arbitrary primary site. We
then calculated the H2-H2 interaction for a primary site at various concentrations.
At a given concentration, we filled an appropriate number of sites, based on a


















Concentration (H2 per Zn)
Figure 6.11: The concentration shift of the MOF-74 primary site. Red dots are
experimental data for the 4087.9cm-1 peak, blue dotes are theoretical calculations.
The theory matches experiment until secondaries start to load, ∼.7 H2 per Zn. There
is also a change in the behavior of the theoretical shift when the secondaries start
loading, 1H2per Zn, but it does not mirror the experimental behavior.
total saturation of all sites at 4 H2 per Zn. When the concentration was less than the
saturation of the primary site, 1 H2 per Zn, we randomly filled only the primary site.
When the concentration was greater than the saturation of the primary site, we totally
filled the primary site, and randomly filled an appropriate number of secondary sites.
We ran 10000 iterations at each concentration, and found the average interaction
energy of those.
The results, shown in Figure 6.11, are inconclusive. This simple interaction model
does not yield the correct result for the concentration shift. It does predict a red-
shift and shows a change in redshift behavior when the secondary sites begin to fill.
However, the magnitude of the shift is not accurate. This may be from a lack of
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sophistication of the model, or it could be caused by a failure to include H2 further
than 8Å away. We may also need to consider another mechanism, such as the H2
perturbing the host framework. In the end, we can make no stronger statement then
that we attribute this shift to some combination of H2-H2 interactions and H2-host
interactions changing the potential the H2 experiences at the site.
This does not account for the very dramatic shift in the primary S(0) peak and
one of the primary S(1) peaks. Those transitions experience a splitting from the host,
discussed previously, so if the H2 is affecting the host as we increase our concentration,
a small perturbation of the host could result in a strong observed shift. The secondary
sites fill after the primary, so the only concentration shift for those sites will come
from secondary-secondary interactions. We expect this to yield a smaller shift then
that observed for the primary site, which is the case. The only anomaly out of the
sites we have tracked is the primary S(1) peak at 4586.8 cm-1. This peak shows
a qualitative different shift with concentration then the 4609.7 cm-1 peak, and we
cannot explain this.
The qualitative shift behavior of the D2 and HD peaks with concentration is
the same. The primary peaks redshift more than the secondary peaks, and have
a large change in redshift when the secondary sites begin to load. The maximum
concentration redshift for D2 is -0.8 cm
-1 for the primary peak and -0.2 cm-1 for the
most intense secondary peak. The maximum concentration redshift for HD is -1.4
cm-1 for the primary peak and -0.8 cm-1 for the most intense secondary peak. We
expect the concentration shift to scale with the frequency of the transition, which
goes as 1/
√
µ. While this does not quite yield quantitatively correct shifts, the trend
is consistent.
This concludes our analysis of MOF-74. We have identified the observed features,
and discussed in as much detail as possible the behavior of H2 within the material.
We now turn our attention to another material.


















Q(1) and Q(0) S(0) S(1)
Figure 6.12: Overview spectrum of ZIF-8. Dashed lines indicated gas phase values.
6.4 ZIF-8
Figure 6.12 shows an overview spectrum of trapped H2 in ZIF-8, and Table 6.6 lists
the locations of the identified H2 peaks. The ZIF-8 spectra are significantly noisier
than either the MOF-5 or MOF-74 spectra. This is due to a large number of host
peaks in the regions of interest. These host peaks shift as we load H2, which leads to
improper cancelation in our spectra.
6.4.1 The Q Region
Figure 6.13 shows Q region spectra at H2 concentrations from ∼2 to 12 H2 per formula
unit, with normal and para converted H2. There is one set of bands, around 4130
cm-1. There is nothing we can identify as a translational band. There are three
primary peaks, two large peaks at 4119.5 cm-1 and 4130.2 cm-1, with a shoulder at
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Site Q(0) Q(1) S(0) S(1)
Gas 4161.2 4155.3 4497.8 4712.9




Table 6.6: Location of ZIF-8 H2 peaks. All numbers are in cm
-1. Identified ortho-para
pairs are listed on the same line. Associated error is ± 1 cm-1.
4125.5 cm-1. There are two small secondary peaks at 4133.2 cm-1 and 4140.8 cm-1.
This is similar to the Q region of MOF-5, where all the peaks clustered around 4130
cm-1. MOF-74 had different behavior, with two distinct bands of peaks in the Q
region.
Wu et al. used neutron diffraction methods to study D2 in ZIF-8 and found that
at 3.5 K, two sites load simultaneously from the start. After these sites had nearly
filled, two more sites loaded simultaneously. The last two sites loaded together after
the first four were filled [46]. As this work was done at 3.5 K, we expect more than
two sites to load initially at 30 K. Based on spectra taken with para converted H2, the
peaks at 4119.5 cm-1 and 4125.5 cm-1 are Q(1) transitions while the peak at 4130.2
cm-1 is a Q(0) transition.
Given the breadth of the bands, there may be other peaks in the primary bands
that are washed out by the three intense peaks. In particular, the long tail on the
lower frequency side of the 4119.5 cm-1 peak is suggestive of another peak filling. If
there are other peaks in the region, we cannot identify them. We associate the most
intense Q(1) and Q(0) peaks with the same site, the two Q(1) peaks may be from
different sites.
Unlike in MOF-74, the Q(1) peak is visibly stronger than the Q(0) peak. The
secondary intensities show a reversed effect. As the Q(1) and Q(0) transitions are




















Figure 6.13: Q region of ZIF-8. Coarsely dashed lines indicate gas phase values for
the Q(1) and Q(0) transitions from left to right. Finely dashed lines illustrate the
shifting of peaks with concentration. Labels refer to primary, 1, and secondary, 2,
bands. Spectra are offset for clarity. The lower four spectra have normal H2 loaded,
and, from bottom to top, correspond to concentrations of 2.2, 6.7, 9.9, and 11.7 H2 per
formula unit respectively. The upper two spectra have para H2 loaded and correspond
to 4.5 and 11.2 H2 per formula unit.
both activated by the overlap mechanism, the Q(1) transition should not be inherently
weaker then the Q(0) transition, unless there are selection rules in action. The ∼1:2
Q(1) to Q(0) intensity of the secondary peaks tells us that the ratio of ortho H2 to
para H2 is probably at least 1:2, if not more skewed towards the para H2.
A single H2 molecule has a short lifetime in a given site, so the ortho-para ratio is
equal between sites. The Q(1) peak at 4119.5 cm-1 is visibly stronger then the Q(0)
peak at 4130.2 cm-1, and the ortho-para ratio is ∼1:2, which indicates a relatively
strong quadrupole mechanism within that site. This analysis is complicated by the
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fact that multiple sites are filling at the same time, and the peaks we observe may
be composite peaks. A strong quadrupole moment would lead to strong S peaks. We
cannot compare areas, as any fit of the primary peaks involves guesswork as to the
number and type of peaks involved. A more simple comparison shows the height of
the large Q(0) peak to be only three times that of the large S(0) peak at 4441.3 cm-1,
so there is the possibility of strong S peaks.
The secondary peaks are significantly less intense than the most intense primary
peaks. If these are of typical strength for ZIF-8 sites, then any other sites that
load with the intense primary site would be washed out. Based on para converted
H2 spectra, we identify the 4133.2 cm
-1 peak as a Q(1) transition and the 4140.8
cm-1 peak as a Q(0) transition. The lack of intensity probably results from weak
overlap and quadrupole mechanisms, so the sites associated with these transitions
are probably not interacting strongly with the host.
We see a significant concentration shift in the primary peaks, and almost no
concentration shift in the secondary peaks. We attribute this to H2-H2 interaction
or an H2-host interaction perturbing the H2 already in material. As in MOF-74, a
stronger perturbation of the primary peaks make sense. The secondary sites load
only after the primary sites are mostly full, so they effectively load already perturbed
by the primary sites. The secondary sites see perturbations only from the additional
secondaries that load, while primary sites are perturbed by both the primary and
secondary sites that load. Attempts to model this interaction using methods similar
to those in Section 6.3.6 show qualitatively correct behavior, but not quantitatively
correct results.
The maximum redshift is -2.8 cm-1 for the large primary Q(1) peak and -2.6 cm-1
for the primary Q(0) peak. These shifts are ∼25% larger than those seen in MOF-74
for the primary site. Analysis, using neutron diffraction data [43], reveals that the
nearest secondary sites to the primary site in MOF-74 are at 2.8Å, 2.9Å. Both the
Silvera and Norman potentials mentioned earlier yield a repulsive interaction for H2
at this distance. The primary site in ZIF-8, taking Wu’s first site as our primary
site, has a nearest secondary site distance of 3.4Å [46], an attractive interaction. The
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ZIF-8 primary site also has more neighboring secondary sites within 4Å, which gives
a strong attractive interaction for the H2. This supports a concentration shift theory
that has a contribution from pure H2-H2 interactions. In ZIF-8, host vibrational
peaks shift with concentration. This reveals that adsorbed H2 can have an effect on
the host. This does not constitute proof that H2 perturbation of the host contributes
to concentration shift, but makes it plausible.
The redshift of the primary Q(0) peak is -31.0 ± 1 cm-1. Using our typical binding
energy estimate, this gives a 5.0 ± .2 kJ/mol binding energy. Zhou et al. found an
isosteric heat of adsorption for ZIF-8 of 4.5 kJ/mol [48], so we are in good agreement..
The secondary Q(0) peak has a redshift of -20.4 ± 1 cm-1, so we estimate a binding
energy of 3.2 ± .2 kJ/mol.
All peaks show a sharp dip on their high frequency side. This is a dispersive
line shape, and is common in reflectance spectroscopy [65, 66]. It results because
whenever the imaginary component of the complex refractive index goes through
a maximum, corresponding to an absorption peak, the real component undergoes
anomalous dispersion [61]. This results in reflectance spectra with a distinct derivative
character [66].
6.4.2 S(0) region
Figure 6.14 shows the S(0) region. We see primary peaks at 4441.3 cm-1, 4452.1 cm-1,
and 4484.0 cm-1. The feature around 4475 cm-1 is an improperly canceled host peak.
Without knowing more about the primary Q peaks, we cannot say if we are seeing a
splitting of a transition within one site, or multiple sites. Given the intensity of the
peaks, we might associate the two lower frequency peaks, 4441.3 cm-1 and 4452.1 cm-1
with the most intense primary Q peaks. However, there may be two peaks coming
in on top of each other in the Q region that separate in the S(0) region. We cannot
say. Given the extremely low intensity of the secondary Q peaks, that we see only
primary peaks is reasonable.
The peak at 4441.3 cm-1 redshifts in the same manner as the most intense primary
Q peaks, by -1.9 cm-1 in total. The peak at 4452.1 cm-1 blueshifts by 1.6 cm-1 at


















Figure 6.14: S(0) region of ZIF-8, normal H2 loaded. The coarsely dashed line in-
dicates the gas phase transition value. Finely dashed lines illustrate the shifting of
peaks with changing concentration. All real peaks are associated with the primary
site. Spectra are offset for clarity. From bottom to top spectra correspond to concen-
trations of 2.2, 6.7, 9.9, and 11.7 H2 per formula unit respectively.
highest concentrations. This suggests either two sites with different concentration
behavior, or a change in the perturbation of a split J = 2 level. The intense peaks
are more redshifted from gas phase then the primary Q peaks, suggesting a moderate
perturbation of the J = 2 level relative to the J = 0 level. This is similar to what we
saw in MOF-74, though not as strong an effect. The peaks in this region also exhibit
the dispersive line shape.


















Figure 6.15: S(1) region of ZIF-8, normal H2 loaded. The coarsely dashed line in-
dicates the gas phase transition value. Finely dashed lines illustrate the shifting of
peaks with changing concentration. All real peaks are associated with the primary
site. Spectra are offset for clarity. From bottom to top spectra correspond to concen-
trations of 2.2, 6.7, 9.9, and 11.7 H2 per formula unit respectively.
6.4.3 S(1) Region
The S(1) region is complicated by two factors. First, there are numerous host peaks,
many of which cancel improperly, leading to false peaks. Second, the H2 peaks in
the region are very weak, leading to more pronounced noise in the spectra. In Figure
6.15 we observe two features. There is a primary site peak at 4683.4 cm-1. In later
spectra a feature appears at 4671.4 cm-1, which shifts to 4676.9 cm-1 with increasing
concentration. The feature at 4695 cm-1 is due to improper cancelation of a host
feature.
Given the low intensity of the secondary Q(1) peak, we assign both peaks, 4671.4


















Q(1) and Q(0) S(0) S(1)
Figure 6.16: Overview spectrum of HKUST-1. Dashed lines indicated gas phase
values.
cm-1 and 4683.4 cm-1, to the primary sites. Given the different intensity dependence
on concentration of the peaks, we assign them to different sites. Beyond this, the
S(1) region yields no information. It is simply too noisy, and the peaks too weak.
The weak S(1) peaks in ZIF-8 are similar to those in MOF-74, and in sharp contrast
to MOF-5, which has very strong S(0) and S(1) peaks.
6.5 HKUST-1
In Figure 6.16 we show an overview spectrum of trapped H2 in HKUST-1, and in
Table 6.7 we list the locations of all identified peaks. One complication with HKUST-
1 is that we do not have spectra of para converted H2, making peak identification
significantly more challenging.
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Site Q(0) Q(1) S(0) S(1)
Gas 4161.2 4155.3 4497.8 4712.9
Primary 4096.0 4090.3 4401.0 4679.0
4185t 4175t 4462.7 4808.0
4609.4
Secondary 4140.8 4133.2
Table 6.7: Location of HKUST-1 H2 peaks. All numbers are in cm
-1. Peaks labeled
with t correspond to translational sidebands. Identified ortho-para pairs are listed on
the same line. Associated error is ± 2 cm-1.
6.5.1 Q Region
In Figure 6.17 there are three sets of bands. The primary set of bands at 4090 cm-1,
the secondary set of bands at 4135 cm-1, and the translational set of bands at 4180
cm-1. We have no spectra with para converted H2, so all assignments of Q(1) or
Q(0) transitions is done on the basis of intensity conversion over time between peaks.
Ortho H2 converts to para H2, so peaks that lose intensity with time are Q(1) peaks,
and those that gain intensity over time are Q(0) peaks.
There is a primary Q(1) peak at 4090.3 cm-1 and a primary Q(0) peak at 4096.0
cm-1. Bordiga et al. also observed these features and attributed them to an H2 ortho-
para doublet in the primary site [12]. The features around 4105 cm-1 and 4200 cm-1
are from improper cancelation of host peaks. Peterson et al. found six distinct binding
sites that load sequentially at 5 K [51]. At 30 K we may have multiple sites loading
initially. This could explain the shoulders on the primary peaks at low concentrations.
If two sites load simultaneously with closely spaced peaks, and one has lower intensity
than the other, we would expect to see both sites at low concentration before the
weaker peaks are washed out. The Q(1) and Q(0) peaks have approximately equal
intensities. This indicates that the primary site has a weak quadrupole mechanism,
there are selection rules in effect, or there is a skewed ortho-para ratio. We see no





















Figure 6.17: Q region of HKUST-1, normal H2 loaded. Coarsely dashed lines indicate
gas phase values for the Q(1) and Q(0) transitions from left to right. Finely dashed
lines illustrate the shifting of peaks with changing concentration. Labels refer to
primary, 1, secondary, 2, and translational, T, bands. Spectra are offset for clarity.
From bottom to top spectra correspond to concentrations of .73, 1.4, 1.8, and 3.2 H2
per formula unit respectively.
evidence for rapid ortho-para conversion, and the primary S peaks are relatively weak.
This is evidence for a weak quadrupole mechanism in the primary site.
In the secondary set of bands, there is a Q(1) peak at 4133.2 cm-1 and a Q(0) peak
at 4140.8 cm-1. Because of their similar relative intensities, we identify these peaks as
an ortho-para doublet from the same site. The secondary set of bands is very broad,
and there are peaks we cannot confidently associate with a given transition at 4121.0
cm-1, 4125.7 cm-1, 4129.0 cm-1, 4137.3 cm-1, and 4141.9 cm-1. Examining this region
with para converted H2 should clear up many of the ambiguities. As with the primary
band, the Q(1) to Q(0) ratio is roughly equal, and the secondary band is less intense
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then the primary band. From this, we expect weak secondary S peaks. In fact, we
see no secondary S peaks, indicating that their intensity is below our noise.
Bordiga observes features at 4133 cm-1, 4137 cm-1, 4140 cm-1, and 4148 cm-1. We
do not see the feature at 4148 cm-1, but the other features match nicely with those we
observe. However, instead of characterizing the peaks as ortho or para bands, they
attribute their time dependent behavior to the formation of a temporary species of H2
adsorbed on the same Cu2(CO2)4 unit. Bordiga claims that these species account for
the downward shift of the primary peaks, and also that the peaks go away with time
because the presence of liquid-like H2 destroys the species. We do not observe the
same time dependent behavior, as our peak at 4133 cm-1 does not vanish within 30
minutes, nor do we observe the rapid ortho-para conversion in the primary site [12].
We can offer no resolution, except speculation that the synthesized HKUST-1 that
the two groups are using may be different.
The translational set of bands is very broad, but examination of ortho-para con-
version data shows an ortho component around 4175 cm-1 and a para component
around 4185 cm-1. We estimate the zero point energy to be ∼130 cm-1 = 1.6 kJ/mol.
This is a significant fraction of the binding energy, which is ∼6 kJ/mol, see Section
4.6. These bands are also observed by Bordiga, who attribute the presence of peaks
at 4175 cm-1 and 4183 cm-1 to an ortho-para doublet from a translational transition
of the primary site [12].
The Q region is similar to that of MOF-74. We see two distinct sets of bands,
corresponding to a primary sites and secondary sites, with a blueshifted primary site
translational sideband. This suggests that the environments of the materials are sim-
ilar. Both have sites with significantly different energies, enough to separate out the
two bands. MOF-74 has a split translational band, with a higher frequency compo-
nent, which we do not observe in HKUST-1, suggesting differences in the translational
environment of the primary sites. Both translational bands broaden as the secondary
sites load, suggesting that H2-H2 or H2-host interactions from the secondary sites are
perturbing the primary site.
The concentration shift in HKUST-1 is interesting. The primary Q peaks blueshift
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by 1.5 cm-1, then redshift at the higher concentrations, reaching a maximum redshift
of -.5 cm-1. Both primary peaks display nearly identical behavior in this regard.
The secondary peaks display opposite behavior. They begin redshifting, achieving
a maximum redshift of -1.5 cm-1, before blueshifting at higher concentrations (not
shown in 6.17), achieving a final blueshift at the highest concentrations of .5 cm-1.
The fact that we see blueshifts from the secondary peaks is not surprising. HKUST-1
secondary sites have short nearest neighbor site distances, 1.7 to 2.7Å, depending on
the site. That we see a blueshift from the primary site is more surprising, as the
nearest neighbor site distance is 4.0Å. We cannot explain the observed behavior in
either site.
The redshift of the primary Q(0) peak is -65.2 ± 2 cm-1, while the secondary Q(0)
site has a redshift of -20.4 ± 2 cm-1. Using our standard binding energy estimate,
we calculate a binding energy of 10.4 ± .3 kJ/mol for the primary site and 3.2 ± .3
kJ/mol for the secondary site. This gives an isosteric heat for the primary site of 10.7
± .3 kJ/mol, with bounds 7.2-14.2 kJ/mol. Literature results, summarized in Section
4.6, give 6-7 kJ/mol. The literature values from the primary site are not within our
bounds, but are close to the lower bound. We do not know which secondary site the
large peaks correspond to, so we cannot judge the accuracy of that estimate. It is
interesting that the measured initial isosteric heat of HKUST-1 is ∼2 kJ/mol less
then that of MOF-74, yet the peaks are redshifted approximately the same amount.
From our two point model, this indicates a difference in relative contributions of the
terms of the interaction potential between the primary sites of the two materials.
6.5.2 S(0) Region
Figure 6.18 shows the three real peaks we can identify in the S(0) region. All other
features, such as those around 4425 cm-1, 4440 cm-1, 4475 cm-1, and 4550 cm-1 are fake
peaks from poor host feature cancelation. The three peaks, 4401.0 cm-1, 4462.7 cm-1,
and 4609.4 cm-1, are all associated with the primary site. The extremely blueshifted
peak at 4609.4 cm-1, which conversion data confirm is a S(0) peak, indicates a large
splitting in the J = 2 level of HKUST-1. Given the intensity of the peaks, we are


















Figure 6.18: S(0) region of HKUST-1, normal H2 loaded. The coarsely dashed line
indicates the gas phase value for the S(0) transition. Finely dashed lines illustrate the
shifting of peaks with changing concentration. All real peaks are associated with the
primary site. Spectra are offset for clarity. From bottom to top spectra correspond
to concentrations of .73, 1.4, 1.8, and 3.2 H2 per formula unit respectively.
confident in pairing the peak at 4462.7 cm-1 and the peak at 4609.4 cm-1to the most
intense primary peaks. Since we are unable to say with confidence if we have one or
two peaks loading initially, we cannot immediately associate the peak at 4401.0 cm-1
with the other two.
The 4401.0 cm-1 peak and the 4609.4 cm-1 peak display similar concentration
shifts. Both have an initial redshift, followed by a blueshift, the reverse of the concen-
tration behavior of the primary Q peaks. The 4401.0 cm-1 peak achieves a maximum
redshift of -1.3 cm-1, and has a final blueshift of 1.9 cm-1. The 4609.4 cm-1 peak has
a maximum redshift of -4.7 cm-1, and a final redshift of -.8 cm-1. It is worth noting
that both peaks achieve their maximum redshift at the same concentration, which is
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slightly higher then the concentration at which the Q peaks achieve their maximum
blueshifts. The concentration dependent behavior of the 4462.7 cm-1 peak is compli-
cated by the false peak at 4475 cm-1, and we do not have confidence in the accuracy
of the observed concentration shift of the peak. Based on the concentration behavior,
we are more confident associating the peak at 4401.0 cm-1 with the same site as the
other two peaks. We cannot explain why the concentration shifts mirror the shift
of the secondary sites, but the intensity dependence on concentration is enough to
assure that they are primary peaks.
The three sites show a splitting in the J = 2 level (recall, the J = 0 cannot split)
of over 200 cm-1. In no other material have we seen this dramatic of a split, though
in MOF-74, the relative redshift of the primary S(0) peaks does indicate a strong
splitting or shifting of the J = 2 level. The J = 2 level is split into at least three
sublevels, one of which has a lower transition intensity. This may be due to selection
rules, or to lifetime broadening. We cannot explain the large splitting in the J = 2
level.
6.5.3 S(1) Region
Figure 6.19 shows the S(1) region of HKUST-1, and the two real peaks a 4679.0 cm-1
and 4808.0 cm-1. All other features, namely those at 4700 cm-1 and 4718 cm-1, are
fake, from improper host feature cancelation. Based on the intensity dependence on
concentration of the real peaks, we assign them to the primary site. In this region
we once again see a strongly blueshifted peak, very similar to the S(0) region. This
indicates a large splitting, ∼140 cm-1, of either the J = 1 or J = 3 level, or both. As
all peaks in the S(0) region resulted from a single site, we are confident in associating
both peaks with the intense primary Q peaks.
The concentration shift of the 4808.0 cm-1 peak holds to the pattern we have seen
for the S(0) peaks. It initially redshifts, achieving a maximum redshift of -2.2 cm-1,
and then blueshifts, reaching a 3.5 cm-1 blueshift at maximum concentrations. This
peak reaches its maximum redshift at the same concentration as the primary Q(1)
peak reaches its maximum blueshift, before the S(0) peaks reach their maximum red-


















Figure 6.19: S(1) region of HKUST-1, normal H2 loaded. The coarsely dashed line
indicates the gas phase value for the S(1) transition. Finely dashed lines illustrate
the shifting of peaks with changing concentration. All peaks are associated with the
primary site. Spectra are offset for clarity. From bottom to top spectra correspond
to concentrations of .73, 1.4, 1.8, and 3.2 H2 per formula unit respectively.
shifts. Because of the low intensity of the 4679.0 cm-1 peak we cannot talk confidently
about its concentration shift. Once again, we cannot explain why the concentration
shift nearly mirrors that of secondary sites.
6.6 Comparison
Now that we have analyzed four different materials, we would like to correlate ob-
served behavior in the spectra with properties of the materials. This is complicated
by the fact that the materials we wish to compare are not isostructural. If we had
four different materials with the same structure and one or two varied parameters,























Figure 6.20: Overview spectra of ZIF-8, MOF-5, HKUST-1, and MOF-74. Dashed
lines indicated gas phase values.
such as the metal ion in the framework, we would have a much stronger basis for
identifying correlations. Zhou et al. have identified correlations between the binding
energy, distance between the metal ion and the primary binding site, and the radius
of the metal ion for materials isostructural with MOF-74 [67]. The metal ion in MOF-
74 and HKUST-1 is coordinatively unsaturated, which Zhou noted leads to stronger
observed binding energies than for fully coordinated metal ions. Vitillo et al., Liu et
al., and Dinca and Long and have also demonstrated that coordinatively unsaturated
metal ions lead to stronger binding energies for H2 [13, 43, 68].
As others have successfully correlated binding energy with structural properties
of the material, we attempt to correlate observed properties of our spectra with the
binding energy of the material. In Figure 6.20 we present the overview spectra from
all four materials. In Table 6.8 we present the spectra properties we are able to track
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MOF-74 HKUST-1 MOF-5 ZIF-8
Binding Energy 8.4 [44] 6.6 [51] 4.7 [38] 4.5 [48]
Redshift -65.2 cm-1 -65.2 cm-1 -27.5 cm-1 -31.0 cm-1
Translational Sideband 85 cm-1, 123 cm-1 89 cm-1 84 cm-1 -
Frequency
Ratio of Q(1) to Q(0) 1 2 - -
Intensity
Ratio of Q(0) to S(0) 7 7 - -
Intensity
Ratio of Q(1) to S(1) 19 14 1 -
Intensity
Ratio of S(0) to S(1) 2 1 1 -
Intensity
Strong Quadrupole No No Yes Maybe
Mechanism
Split J > 0 levels Yes Yes Yes -
Table 6.8: All properties refer to the primary site. The redshift is for the Q(0) peak,
except in MOF-5, where it is for the Q(1) peak, and has error of ± 2 cm-1. Error
in translational sideband frequencies is ± 2 cm-1. In the case of intensity ratios, we
use only the most intense peak in a given region. Error in Q(0)/S(0) and Q(1)/S(1)
ratios is ± 22%. Error in Q(1)/Q(0) and S(0)/S(1) is ± 50%.
across all four materials, in comparison to the measured isosteric heats of adsorption
of each material. Where a range of isosteric heats have been reported for a material,
we have used the reported value closest to the mean.
The Q(0)/S(0) and Q(1)/S(1) ratios are an average across different concentrations.
We estimate the error in a single ratio to be ± 50%, due to uncertainties in the curve
fitting. The averages are done over five files, so there is an error in the averaged ratios
of ± 22%. Because ortho-para conversion changes the Q(1)/Q(0) and S(0)/S(1) ratio,
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these ratios were taken from the first file in the loading sequence, so the error remains
± 50%.
There is no obvious pattern to the frequency of the translational sideband. Like-
wise, there is no obvious pattern to the splitting of the J > 0 levels. We did not
observe a primary Q(0) peak in MOF-5, so those ratios are not accessible. ZIF-8 is
complicated by multiple sites loading simultaneously, so we are not confident in any
ratios we could get. This leaves three materials to consider: MOF-5, HKUST-1, and
MOF-74.
The Q(1)/Q(0) ratio should give us a rough idea of the strength of the quadrupole
mechanism relative to the overlap mechanism. The Q(1) transition is activated by
both the quadrupole and overlap mechanisms, while the Q(0) transition is only acti-
vated by the overlap mechanism. The ratio is complicated by ortho-para statistics,
but a low ratio should correspond to a material with a weak quadrupole moment. The
S transitions are activated only by the quadrupole mechanism, so the Q(0)/S(0) ratio
should also inform on the strength of the quadrupole mechanism. This ratio is not
complicated by ortho-para statistics, and a high ratio indicates a weak quadrupole
mechanism. The Q(1)/S(1) ratio has the same properties as the Q(0)/S(0) ratio, a
high ratio indicates a weak quadrupole mechanism. We include the S(0)/S(1) ratio to
illustrate the internal consistency of the ratios. For example, in HKUST-1, because
the Q(1)/Q(0) ratio is 2, and the S(0)/S(1) ratio is 1, the Q(1)/S(1) ratio should be
twice the Q(0)/S(0) ratio, which it is.
Our comparisons verify that MOF-74 and HKUST-1 have a weak quadrupole
mechanism, while MOF-5 has a strong quadrupole mechanism. Remember that we use
“weak” and “strong” to describe the intensity of a band activated by the quadrupole
mechanism relative to one activated by the overlap mechanism. The question be-
comes, is there a correlation between a weak quadrupole mechanism and a strongly
binding material?
With only three data points, this is not a statement we can make. We can offer
speculation as to why there may be. Both MOF-74 and HKUST-1 have coordinatively
unsaturated (exposed) metal ions, while MOF-5 does not [13, 67]. Zhou showed a
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direct relation between the exposed metal ion radius and the distance of the H2 from
the metal ion, and an inverse relation between the exposed metal ion radius and
the binding energy of the H2 in the site. Zhou’s work was on isostructural MOFs,
and there are structural considerations involved in the binding energy. HKUST-1
has an ion-H2 center-to-center distance of 2.4Å [51] while MOF-74 has an ion-H2
center-to-center distance of 2.6Å [43], but MOF-74 has the higher binding energy.
For speculative purposes, we accept that, in general, a smaller exposed metal ion
radius leads to a shorter H2-ion distance and a larger binding energy. We expect metal
ions with smaller ionic radii to be less polarizable, the electrons are more tightly bound
by the nucleus. The quadrupole mechanism depends on the polarizability of the host
framework, so a lower polarizability will lead to a weaker quadrupole mechanism. The
overlap mechanism can be attributed to an overlap of wavefunctions, and will be more
pronounced with a smaller center-to-center distance. A smaller ion radius would then
lead to a strong overlap mechanism. This speculation provides a possible rationale as
to why a weak quadrupole mechanism may be linked with a strong binding energy.
This is as much as we can say about correlations in our materials. We do not
have enough different materials surveyed, and the structures vary too greatly, for us
to make more definitive statements.
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Conclusions and Future Work
Our stated motivation has been to find a material for H2 storage. We began our study
knowing that none of the materials we were examining were practical candidates for
H2 storage. We cannot be disappointed, as there is no known practical material for
H2 storage. Instead of examining new potential storage candidates, our purpose was
to learn more about the mechanisms of interaction between H2 and the host. By
refining our understanding of this interaction, we can predict what might make good
storage materials.
Currently, theoretical models are unable to predict energies that are correct within
25% [13,29,46,67,69–71]. Our investigation has provided a wealth of data that can be
used to calibrate these models. We have provided data not only on the bulk properties
of amount of H2 adsorbed and the binding energy, but also on the fine structure of the
interaction, including the rovibrational (S) transitions, and translational transitions.
For a model to be valid, it must reproduce the intricacies of the spectra we have re-
ported, which provides a rigorous test for theoreticians. Additionally, our exploratory
work with D2 and HD provides further calibration for modelers. It should be easy to
convert a model from looking at H2 to D2 or HD, simply change the mass of a particle
or two. The difference between these gas species is primarily quantum mechanical in
nature. In particular, the different zero point energies of the gases must be taken into
account to accurately predict the behavior, as we have seen. Our data then gives not
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one, but three separate calibration tests for modelers.
We must not ignore that, beyond simply taking the data, we were able to explain
a large number of the observed features and their relation to the dynamics of the H2
within the material. We also found estimates for site specific binding energies in four
different materials, which very few other methods allow access to. Our attempts to
correlate properties of the H2 across the materials were met with mixed success, but
we are optimistic that with future materials comparisons will be more fruitful.
There are a number of paths future work can take. Our experimental methods
are thoroughly established, and so it will be easy to observe H2 in other materials.
Promising materials for future investigation include Ni2(dhtp), which is isostructural
to MOF-74 and has a measured initial isosteric heat of adsorption of ∼13 kJ/mol [67],
and CPO-27-Ni, a MOF that has a measured isosteric heat of adsorption of 13.5
kJ/mol [13]. However, neither of these materials display a large adsorption of H2 by
wt %. The entire set of isostructural materials synthesized by Zhou et al. are also of
interest. Investigation of these materials would allow a more systematic comparison
of trends between the materials. Finally, Dinca and Long have suggested methods for
synthesizing MOFs with exposed metal ions and larger surface areas and pore sizes.
The hope is that such materials will have the strong binding energies associated with
MOFs with exposed metal ions, and the higher wt % associated with the greater
surface area [68], so these would make ideal materials for future study.
Appendix A
Glossary
Absorption Either (i) when a gas or liquid is taken up into the volume of a solid
or (ii) the partial or full attenuation of incident radiation in matter.
Adsorption When a gas or liquid is taken up on the surface (including internal
surface) of a solid.
Adsorption Isotherm For a sample at a fixed temperature, a series of measure-
ments of the number of moles of gas adsorbed at varying pressures.
Band A “bump” in the spectra due to absorption.
Binding Energy The difference in the internal energy of the gas phase vsṫhe ad-
sorbed phase for a molecule. A favorable binding energy is always negative. A more
negative number indicates a more favorable environment for the molecule.
Binding Site An environment in the host that is energetically favorable for a
molecule to be. The gas localizes itself in the host to these environments. These
are environments with favorable binding energies.
Blueshift A shift towards higher frequencies.
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cm-1 A wavenumber. It has units of 1/λ, and is typically used as a measure of
frequency. 1 cm-1 ≈ .12 meV ≈ 3·1010 Hz, using appropriate conversions.
D2 Molecular deuterium.
∆ν Redshift.
DRIFTS Diffuse reflectance infrared Fourier transform spectroscopy.
FTIR Fourier transform infrared spectroscopy.
H2 Molecular hydrogen.
HD Hydrogen deuteride. One hydrogen atom bonded to one deuterium atom.
HKUST-1 A metal organic framework composed of a Cu2(CO2)4 paddlewheel SBU
linked by BTC, where BTC is trigonal benzene-1,3,5-tricarboxylate.
Host The host material in which the gas is adsorbed.
In-Situ In the original location.
Interaction Potential The potential function of the interaction between H2 and
the host.
J The total orbital angular momentum quantum number.
m Either (i) the quantum number for the z component of the total orbital angular
momentum or (ii) mass.
MOF Metal organic framework.
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MOF-5 Metal organic framework 5. Chemical formula Zn4O(BDC)3, where BDC
is 1,4-benzenedicarboxylate.
MOF-74 Metal organic framework 74. Chemical formula Zn2(C8H2O6).
µ Either (i) reduced mass or (ii) dipole moment.
n Translational quantum number.
ν Frequency.
Ortho H2 H2 with a symmetric spin state. Typically used in reference to H2 in the
J = 1 ground state at low temperatures.
Overlap Mechanism The host inducing a dipole moment on H2, making it infrared
active. One of two mechanisms that make H2 infrared active in a material, the other
being the quadrupole mechanism.
Para H2 H2 with an antisymmetric spin state. Typically used in reference to H2 in
the J = 0 ground state at low temperatures.
Peak The maximum of a band.
Primary Site(s) The first site(s) to load in a material.
Q(0) A transition from υ = 0 → υ = 1 and J = 0 → J = 0. A pure vibrational
transition.
Q(1) A transition from υ = 0 → υ = 1 and J = 1 → J = 1. A pure vibrational
transition.
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Quadrupole Mechanism The H2 quadrupole moment inducing a dipole on the
host framework. One of two mechanisms that make H2 infrared active in a material,
the other being the overlap mechanism.
Redshift A shift towards lower frequencies. Often used in reference to the interac-
tion redshift, which is the redshift that results from putting H2 in a material.
S(0) A transition from υ = 0 → υ = 1 and J = 0 → J = 2. A vibrational and
rotational transition.
S(1) A transition from υ = 0 → υ = 1 and J = 1 → J = 3. A vibrational and
rotational transition.
Secondary Site(s) The site(s) that load after the primary site(s).
Sorption Both absorption and adsorption.
Translational Sideband A band produced by a transition involving the center
of mass motion of the H2. In our usage, the transition from υ = 0 → υ = 1 and
n = 0 → n = 1.
υ The vibrational quantum number.
Zero Point Energy (ZPE) The ground state energy of a harmonic oscillator.
Usually refers to the ground state energy of the translational motion of the H2.
ZIF-8 Zeolitic imidazolate framework 8. Chemical formula Zn(MeIM)2, where
MeIM is 2-methylimidazolate.
Wavenumber A cm-1. Typically used as a unit of frequency.
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Wt % The amount of gas adsorbed by weight onto a material. Formally, the weight
of gas adsorbed by the material divided by the weight of the material.
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