Abstract. Inspired by a result of M. W. Wong [21], we establish an analytic description of the essential spectrum of non-self-adjoint mixed-order systems of pseudo-differential operators on L 2 (R N )⊕L 2 (R N ) that are uniformly DouglisNirenberg elliptic with positive-order diagonal entries. We apply our result to a problem arising in the dynamics of falling liquid films.
Introduction
The aim of this paper is to establish an analytic description of the essential spectrum of operator matrices acting in the Hilbert space L 2 (R N )⊕L 2 (R N ) induced by non-self-adjoint 2 × 2 matrix pseudo-differential operators
Here T a , T b , T c , T d are pseudo-differential operators of mixed orders m, n, p, q ∈ R on the Schwartz space S (R N ) with classical symbols. We require that T 0 is uniformly Douglis-Nirenberg elliptic on R N and that both T a and T d have positive orders, without loss of generality, we may assume that the order of T a is greater than or equal to that of T d , i.e. m ≥ q > 0.
(1.
2)
The spectral analysis of such operators plays a crucial role in stability problems of several branches of theoretical physics, in particular, in the dynamics of fluids and magnetism, see e.g. [13] , [14] . For example, the linear operators arising in the dynamics of Ekman flow, Hagen-Poiseuille flow or a liquid film falling down a vertical wall are exactly of this type, see e.g. [5] , [15] , [16] , [11] , [17] .
In compact subdomains of R N the spectral properties of matrix (ordinary, partial, pseudo-) differential operators of this type were extensively studied during the last forty years. The most general results on the essential spectrum of × mixed-order systems of partial differential operators of Douglis-Nirenberg type on compact N -dimensional manifolds with boundary were established by G. Grubb and G. Geymonat [6] for a special case of orders which, for = 2 as above, amounts to m = 2n = 2p > q = 0. In their celebrated work [2] , F.V. Atkinson, H. Langer, R. Mennicken and A.A. Shkalikov obtained results on the essential spectra of 2 × 2 operator matrices in an abstract setting. As an application, they established an analytic description of the essential spectrum of mixed-order systems of ordinary differential operators over compact intervals.
In non-compact subdomains of R N not much is known in the general setting, a partial exception being the case when the operator matrix is symmetric with ordinary differential operator entries of specific orders, see [10] , [9] and the references therein. In the non-self-adjoint setting, only recently a first step was made in [8] for ordinary matrix differential operators on R under certain restrictions on the coefficients and on the orders of the matrix entries. There the second diagonal entry D is assumed to have zero order, while the order of A is required to be the sum of the orders of the off-diagonal entries, i.e. q = 0 and m = n + p.
An analysis of the essential spectrum of (the closures of) matrix pseudo-differential operators T 0 in L 2 (R N ) ⊕ L 2 (R N ) as in (1.1) seems to be lacking so far not only for the case that T d has zero order, but also when T d has positive order, i.e. q > 0. In the latter case the essential spectrum has no local origin and may only be caused by the singularity at infinity. While a fairly complete Fredholm theory for DouglisNirenberg elliptic systems on R N is available when the latter are considered as bounded operators on the scale of classical Sobolev spaces, see e.g. [18] , the spectral analysis in
requires us to consider them as unbounded operators. In the current manuscript, we study the essential spectrum of the closure
for the case when both diagonal entries have positive orders. Our aim is to provide an analytic description of the essential spectrum based on its origin in the singularity at infinity. This result is obtained in two steps. First we characterize the essential spectrum of the matrix pseudo-differential operator in terms of the essential spectrum of the so-called first Schur complement; here the main tools are approximate and generalized inverses of (semi-) Fredholm operators. Then, assuming that the symbol of the Schur compliment is in the Grushin symbol class and stabilizes at infinity in an appropriate sense, we apply a key result of M.W. Wong from [21] . Our characterization of the essential spectrum is explicit up to a certain exceptional set which is due to the use of the first Schur complement and which needs to be studied separately, e.g. using the closedness of the essential spectrum or by means of the second Schur complement. We illustrate our results by applying them to the falling liquid film problem considered in [11] , [17] merely from a physical and numerical point of view.
The paper is organized as follows. Section 2 contains the operator-theoretic setting for the matrix pseudo-differential operator (1.1) and its associated first Schur complement, the main working hypotheses and a discussion of the uniform ellipticity of the Schur complement. Section 3 provides all auxiliary results including the relationship between a parametrix and the generalized inverse of the Schur complement. Section 4 is devoted to the main results of the paper. It contains the constructions of left approximate inverses for the operator matrix and its first Schur complement, see Theorems 4.1 and 4.4. In Theorem 4.6 the analytic description of the essential spectrum is given in terms of the limiting symbol of the Schur complement. Section 5 contains the application of our results to the falling liquid film problem.
The following notation is used throughout the paper. We write · , · for the inner product in L 2 (R N ). By S (R N ) and H s (R N ), s ∈ R, respectively, we denote the Schwartz space and the L 2 -Sobolev space of order s. For a Banach space X, we denote by C (X) the set of closed linear operators acting in X. For T ∈ C (X), we denote by Dom(T ), Ker(T ) and Ran(T ) the domain, kernel and range of T , respectively. For a densely defined operator T ∈ C (X), σ(T ) denotes its spectrum. Further, T ∈ C (X) is said to be Fredholm if Ran(T ) is closed and both nul(T ) := dim Ker(T ) and def(T ) := dim X/ Ran(T ) are finite. For the essential spectrum, we use the definition σ ess (T ) := {λ ∈ C : T − λ is not Fredholm}, which is the set σ e3 (T ) in [3, Section IX.1]. We use the notation x := (1 + |x| 2 )
where Ω 1 and Ω 2 are subsets of (not necessarily the same) Euclidean spaces, we write f g if there exists a universal constant c > 0 such that
We shall need the following background from the theory of pseudo-differential operators, see e.g. [19] , [22] . For k ∈ R, the Hörmander symbol class
is defined to be the set of all infinitely smooth functions σ ∈ C ∞ (R N × R N ) such that, for any two multi-indices α, β ∈ N N 0 , there is a positive constant C α,β , depending only on α, β, for which
Further, we set
and we recall that for σ ∈ S ∞ (R N × R N ), the pseudo-differential operator T σ with symbol σ on the Schwartz space S (R N ) is defined by
where φ is the Fourier transform of φ ∈ S (R N ),
we denote the set of pseudo-differential operators with symbols in
we denote the set of all homogeneous symbols of order k.
is called classical symbol of order k, and we write
where
The space of pseudo-differential operators with classical symbols of order k is denoted by Ψ
the principal symbol is the first term σ k in its asymptotic expansion (1.3).
Matrix pseudo-differential operators and associated first Schur complement
In the Hilbert space
, we consider the operator matrix T 0 given by (1.1) where
A simple integration by parts argument shows that Dom(
. Therefore, T 0 is closable and we will denote the closure of T 0 by T .
We denote the symbols of the operators T a , T b , T c , T d by a, b, c, d, and their principal symbols by a m , b n , c p , d q , respectively. Then the principal symbol M of the operator matrix T 0 is the matrix consisting of the principal symbols of its entries, see e.g. [1] , and is thus given by
where κ := max{m + q, n + p} (> 0), see e.g. [1] .
Remark 2.1. Since the orders of both diagonal entries of T 0 are positive by (
If m + q = n + p, an equivalent characterization of the Douglis-Nirenberg ellipticity of T 0 on R N in terms of the ellipticity of either its diagonal or off-diagonal matrix entries can be given. (ii) If m + q < n + p, then T 0 is uniformly Douglis-Nirenberg elliptic on R N if and only if both T b and T c are uniformly elliptic on R N .
Proof. We prove claim (i); the proof of claim (ii) is completely analogous. It is easy to verify that
2) First let T 0 be uniformly Douglis-Nirenberg elliptic on R N . Then, using the hypo-
, the uniform ellipticity of T d follows in the same way. Now let T a and T d be uniformly elliptic on R
and the ellipticity of T a together with (2.2), we obtain
Therefore,
i.e. T 0 is uniformly Douglis-Nirenberg elliptic on R N .
Schur complements have proven to be useful tools in studying spectral properties of abstract operator matrices, see e.g. [20 
Note that
we denote the closure of S 1 (λ) by S(λ). An important consequence of Assumption (A) is the following result. In the proof we use Lemma 2.2 without mentioning it.
Proof. It is not difficult to see that the principal symbol σ κ−q of S(λ) is independent of λ. In fact, we have
Therefore, if m + q > n + p, then the uniform ellipticity of T a implies that
Now consider the case m + q = n + p. Since T 0 is uniformly Douglis-Nirenberg elliptic on R N , we have
Finally, if m + q < n + p, then the ellipticity of the pseudo-differential operators T b and T c together with the assumption
Altogether, we thus obtain
Hence, in any case, S(λ) is uniformly elliptic on R N , see (2.5).
Since, by Assumption (A), the pseudo-differential operator S(λ) is uniformly elliptic for every fixed λ ∈ C \ σ(T d ), it immediately follows that
see e.g. [22, Chapter 14] . Furthermore, S(λ) has a parametrix, i.e. there exists an everywhere defined pseudo-differential operator 8) and everywhere defined pseudo-differential operators
hold on Dom(S(λ)) and L 2 (R N ), respectively, see e.g. [22, Chapter 10] . Note that
Some auxiliary results
Recall that an operator A ∈ C (X) is said to have a left approximate inverse if there are a bounded operator R : X → X and a compact operator K X : X → X such that I X + K X extends R A, see e.g. [3] . One can define right approximate inverses in a similar way. An operator that is both a left and a right approximate inverse is referred to as a two-sided approximate inverse.
Remark 3.1. To check that R is a left approximate inverse of A, it suffices to verify the equality I X + K X = R A on any core of A.
To see this, let D A ⊂ X be a core of A ∈ C (X) and let A 0 be the restriction of
The proof of the following fact can be easily read off from the proofs of [3, Theorems I.3.12-13] and [3, Lemma I.3.12].
Proposition 3.2. If A ∈ C (X) has a left approximate inverse, then A has closed range and finite nullity nul A.
Let λ ∈ C \ σ(T d ) be such that S(λ) is Fredholm and let P λ and I − Q λ be the orthogonal projections onto Ker(S(λ)) and Ran(S(λ)), respectively. Define S(λ) to be the restriction of S(λ) to the subspace Dom(S(λ)) ∩ Ker(S(λ)) ⊥ . It is easy to see that the operator
is well-defined, bounded, and obeys the relations
is called the generalized inverse of S(λ), see e.g. [4] . Clearly, S † (λ) is a two-sided approximate inverse of S(λ) since P λ and Q λ have finite-rank.
Note that we can not view S p (λ) as a left approximate inverse of S(λ) since pseudo-differential operators of negative orders on R N are in general not compact in Sobolev spaces over R N , see e.g. [1] . The following simple relationship between a parametrix S p (λ) of S(λ) and the generalized inverse S † (λ) of S(λ) will play a crucial role in this paper.
Proof. Replacing the operators I − P λ and I − Q λ on the right-hand side of (3.3) by the respective operators on the left-hand sides in (3.2), and taking (2.9) into account, one immediately verifies the claim.
Lemma 3.4. Let Assumption (A) be satisfied and let
Proof. We prove claim (i) and (3.4); claim (ii) can be shown in the same way. Let Φ := (φ 1 , φ 2 ) t ∈ Ker(T − λ) be arbitrary. Then, for all Ψ :
here we have used that
Choosing
. Therefore, φ 1 ∈ Dom(S(λ)) and S(λ)φ 1 = 0. Consequently, using the first relation in (2.9), we find
for every α ∈ R, see e.g. [22] . Hence
On the other hand, choosing ψ 1 = 0 in (3.5), we obtain
for all ψ 2 ∈ S (R N ). In particular, for
, completing the proof of claim (i). Now (3.4) immediately follows from (3.6) since (T d −λ) −1 T c is a pseudo-differential operator (of order p − q) and hence also
Analytic description of the essential spectrum
In this section we derive the characterization of the essential spectrum of the closure T of the matrix pseudo-differential operator T 0 in (1.1). First we relate the Fredholm properties of T − λ to those of the closure S(λ) of its Schur complement. Theorem 4.1. Let Assumption (A) be satisfied and let λ ∈ C \ σ(T d ). Further, assume T − λ is Fredholm and let T † (λ) be the generalized inverse of T − λ. Then the bounded operator S (λ) :
is a left approximate inverse of S(λ), where
is the projection onto the first component.
Proof. Take an arbitrary u ∈ S (R N ) and define
Since T † (λ) is the generalized inverse of T −λ, it follows that T † (λ)(T −λ) = I − P λ where P λ is the orthogonal projection onto Ker(T − λ), see (3.2). Applying T † (λ) to (4.2) we find
be an orthonormal basis for Ker(T − λ). By (3.4), it is clear that
If we define the operator K(λ) :
Moreover, it can be easily checked that
Hence applying P 1 to (4.3), using (4.5) and (4.1), we arrive at
Since u ∈ S (R N ) was arbitrary and S (R N ) is a core of S(λ), in view of Remark 3.1 it follows that S (λ) is a left approximate inverse of S(λ).
Our basic assumptions imply that (T
, respectively. In the sequel, we work with the following extensions of these operators in L 2 (R N ):
Assumption (B). If the off-diagonal orders n and p have opposite sign, i.e. if min{n, p} < 0 < max{n, p}, let m + q ≥ max{n, p}. 
By Assumption (B) on m, n, p, q, it follows that κ ≥ max{n, p} and thus κ − q ≥ max{n − q, p − q}. Hence, in view of (2.7), we obtain (4.8). 
is a left approximate inverse of T − λ, where the operators F 1 (λ) and F 2 (λ) are defined as in (4.6)-(4.7).
Proof. First of all, we note that the operator T # (λ) is well-defined since Ran(S † (λ)) is a subset of Dom(S(λ)) and Dom(S(λ)) ⊂ Dom(F 1 (λ)) by (4.8) 12) which implies that
Multiplying (4.13) from the left by S † (λ) and using the first relation in (3.2), we find
where P λ is the orthogonal projection in L 2 (R N ) onto Ker(S(λ)). Since S(λ) is Fredholm by assumption, P λ has finite rank and is thus compact. Inserting this representation of u into the second equation in (4.12) and solving for v, we find
Therefore, by definition of T # (λ) in (4.10),
with the operator matrix
is everywhere defined and has finite-rank with Ran(P λ ) = Ker(S(λ)) ⊂ Dom(F 1 (λ)), it follows that F 1 (λ)P λ is a compact operator in L 2 (R N ). By (4.14) and (4.12), we have
and [22, Theorem 12.9] . Further, we note that, by [22, Theorem 8 .1], we have
and
By Assumption (B) on m, n, p, q, we have κ ≥ max{n, p} which ensures that
. By definition, κ = max{m + q, n + p} so that κ − (n + p) + q ≥ q > 0 and hence
can be shown similarly. Indeed, it is easy to see that H(λ) has a bounded extension to
and (4.19) holds, it follows that
In the same way, it follows that H(λ)F 2 (λ) has a bounded extension to L 2 (R N ). Finally, by the above observations and noting that R λ F 2 (λ) ∈ Ψ −∞ (R N ), we conclude that F 1 (λ)H(λ)F 2 (λ) has a bounded extension to L 2 (R N ). Thus, again by [22, Theorem 12.9] , it follows that T # 2 (λ) has a bounded extension to L 2 (R N )⊕L 2 (R N ), and hence so does T # (λ).
The following result is one of the key ingredients for the proof of our main result.
and in this case T − λ and S(λ) have the same defect, def(T − λ) = def(S(λ)).
Proof. First let T −λ be Fredholm. Then T −λ has a two-sided approximate inverse, see [3, Theorem I.3.15 and Remark I.3.27] and thus, in particular, a left approximate inverse. Hence Proposition 4.1 implies that S(λ) also has a left approximate inverse and so, by Proposition 3.2, S(λ) has closed range and finite nullity.
On the other hand, we have k :
be an orthonormal basis of Ran(T −λ) ⊥ = Ker(T * −λ).
c j φ j,1 = 0 and hence
is a basis, it follows that c j = 0 for all j ∈ {1, . . . , k}, i.e. {φ j,1 } k j=1 are linearly independent. Hence dim Ker(S(λ)
are linearly independent. Since φ 0,1 ∈ Ker(S(λ) * ), it would then follow
would be linearly independent, contradicting the assumption that def(T − λ) = k. Therefore, def(S(λ)) = dim Ker(S(λ) * ) = k and S(λ) is Fredholm. are linearly independent and hence dim Ker(S(λ) * ) ≥ k + 1. This contradiction yields that def(T − λ) = dim Ker(T * − λ) = k and T − λ is Fredholm.
Recall that the Grushin symbol class
and lim |x|→∞ C α,β (x) = 0 if β = 0, see [7] .
Assumption (C).
Suppose that the symbol σ The next theorem gives an analytic description of the essential spectrum of the closure T = T 0 of the non-self-adjoint pseudo-differential matrix operator T 0 in (1.1). Theorem 4.6. Let Assumptions (A), (B), and (C) be satisfied. Then (ii) The reduction of the exceptional set from σ(T d ) (or σ(T a ), respectively) to σ(T a ) ∩ σ(T d ) may be considerable, as shown in the application in the next section; there σ(T d ) is a line, while σ(T a ) ∩ σ(T d ) consists of at most finitely many points and may even be empty.
Application to the falling liquid film problem
The spectral properties of the following matrix differential operator were used in examining the interaction of two-dimensional solitary pulses on falling liquid films in [17] . In the Hilbert space L 2 (R) ⊕ L 2 (R) we consider
denotes the space of all functions in C ∞ (R, C) having bounded derivatives of arbitrary orders. It is assumed that the coefficient functions in (5.1) have the following asymptotic behaviour:
as |x| → ∞, where δ, η, c 0 ∈ R are physical constants corresponding to the reduced Reynolds number, viscous-dispersion number and the speed at which solitary pulses propagate, respectively.
Theorem 5.1. The essential spectrum of the closure T of T 0 in (5.1) is given by
outside of a finite exceptional set of points Λ ⊂ iR where, for ξ ∈ R,
Proof. Clearly, T 0 is uniformly Douglis-Nirenberg elliptic on R since both offdiagonal entries are uniformly elliptic on R in the usual sense and thus Assumption (A) is satisfied, see Lemma 2.2 (ii). Moreover, σ(T d ) = iR and the first Schur complement is given by
It is not difficult to see that the symbol of S 1 (λ) has the form
and it belongs to the symbol class S 3 0 (R × R) due to the asymptotic expansions of the functions φ j and ψ k . Further, it can be easily checked that Assumption (C) is satisfied with the limiting symbol , 0). On the other hand, it is not difficult to show that the closure of the numerical range W (T a ) of T a is contained in a horizontal sector in some left half-plane in C with semi-angle θ ∈ (0, π/2) and vertex in R. By standard arguments, one can show that for sufficiently large µ 0 ∈ [0, ∞) we have µ 0 ∈ ρ(T a ) and hence σ(T a ) ⊂ W (T a ), see [12, Theorem V.3.2] . Altogether, it follows that Λ ⊂ iR is a finite set.
The locus of the curve describing the essential spectrum outside of the finite set Λ in (5.2) is shown in Figures 1 (a) and (b) for the physical parameters corresponding to water, i.e. δ = 0.98, η = 0.01, c 0 = 1.15, see [17] . To see this, note that for any ψ ∈ Dom(T a ) = S (R) and ε > 0, integration by parts and Young's inequality easily yield
Due to Assumption (5.7) we can choose ε = ε 0 such that Re T a ψ, ψ ψ 2
Since we already know that σ(T a ) ⊂ W (T a ), (5.8) follows.
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