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Summary
The uncertain prices of fossil fuels, concerns about climate change, the depend-
ency of energy supply on other countries and the liberalisation of the energy mar-
kets are leading to an increasing penetration of distributed generation (DG) units
in the electric power system, a large part of which use renewable energy sources.
Despite the numerous advantages of these small-scale units, the current fit-and-
forget approach of connecting them to the electrical networks is not a sustainable
option. The distribution system is increasingly being confronted with congestion
and voltage problems, which limits the further penetration of DG. Hence, a more
coordinated approach for integrating DG in the distribution networks is required.
Microgrids are designed to provide this coordination by aggregating generators,
loads and storage elements. They are likely to play a key role in the evolution of
the smart grid. In this sense, the smart grid can emerge as a system of integrated
smart microgrids. In the grid-connected mode, microgrids present themselves to
the utility network as controllable entities. When necessary, microgrids can also
island to deliver reliable power to the local grid elements, e.g., by providing an un-
interruptible power supply functionality to hospitals and industrial facilities. Fully
off-grid microgrids can enable electrification of remote regions in an economic
manner.
In the islanded mode, the microgrid elements are responsible for power sharing
and maintaining the power quality in the local network. Microgrids have different
characteristics compared to the transmission networks, e.g., this PhD thesis
focusses on the low-voltage connected microgrids with resistive network lines
opposed to the inductive transmission networks. Microgrids also have a large share
of intermittent power sources and power-electronically interfaced grid-elements.
Therefore, new control methods for the grid elements in islanded microgrids need
to be developed. Like the conventional grid control, microgrid control can be
envisioned as a hierarchical control. Locally, the inverters, which interface the
DG units to the grid, control their output voltage (islanded microgrid) or current
(grid-connected microgrid) to a reference value. This reference value is generally
determined by an overlaying primary controller. The primary controller can consist
of a power control strategy that enables power sharing between the DG units in
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islanded microgrids. It is responsible for the short term stability and reliability of
the network. Developing a robust primary control strategy is the core of this PhD
thesis. The reference power of this primary controller can, in turn, be altered by
an overlaying secondary/tertiary control scheme that is responsible for various
objectives such as longer-term economic optimisation.
Chapter 1 introduces the concepts, benefits and challenges of DG, smart
grids, microgrids and virtual power plants (VPPs).
Chapter 2 provides an overview of existing primary control strategies for is-
landed microgrids. To hand a clear overview and enable a clear comparison of
the different strategies, the control schemes are given in a coherent manner. Both
communication-based controllers and controllers without communication, i.e.,
droop controllers, are considered. As reliability is key in primary control, it is
concluded that communication should be avoided for this purpose. Hence, the
droop control scheme is the one further examined in this PhD thesis.
In grid-connected microgrids, the DG units control their terminal current to
a certain reference value. In islanded microgrids on the other hand, the power
control strategy determines a set-value for the terminal voltage of the inverter
that interfaces the primary energy source with the distribution network. Hence, a
proper voltage control strategy is crucial for a robust microgrid operation. Chapter
3 discusses the voltage control in islanded microgrids. This chapter deals with
the control theory and is not essential for the further development of the primary
power control strategy.
Chapter 4 forms the core of this PhD thesis. In this chapter, the voltage-
based droop (VBD) control strategy is developed to enable active and reactive
power sharing in a single-phase islanded microgrid. This primary controller is
responsible for ensuring a stable microgrid operation and uses the voltage as
trigger for active power changes of the units. Opposed to many control strategies
in literature, the VBD control strategy is based on the specific characteristics of
the considered low-voltage microgrids, such as the lack of rotating inertia, the
predominantly resistive lines and the high share of intermittent power sources.
Because of the usage of constant-power bands, which define an interval in which
the voltage may vary without altering the output of the DG units based on the state
of the network, the VBD control enables an optimised integration of renewable
energy sources. An automatic priority is assigned in the response of the units to
load changes, including addressing renewable energy sources for grid support in
extreme conditions. An additional control loop is included in the VBD control
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strategy such that not only the active and reactive power, but also the harmonic
power is properly shared between the different DG units.
Microgrids consist not only of inverter-interfaced DG units, the other grid
elements such as the coupling transformer in grid-connected mode, uncontrollable
and controllable loads and storage elements are considered in chapter 5. The latter
two elements can also contribute in the primary control of the microgrid. Hence,
analogously as in the VBD control of the DG units, in section 5.1, the voltage
is used for demand dispatch or storage control. Mirrored with VBD control in
the DG units, constant-power bands are used. Hence, an automatic priority to
change the units’ settings is assigned, e.g., such that first, the controllable DG
units respond to load changes, next the storage elements and later the controllable
loads and less-controllable DG units (such as many renewable sources).
Opposed to in conventional networks, synchronous generators are rather rare in
low-voltage microgrids as most DG units are inverter-interfaced. A mismatch
between the VBD control strategy and the synchronous generators’ controllers
exists. Because of the low share of synchronous generators, in section 5.2, the
controllers of the SGs are adapted to comply with the VBD control strategy.
Next to the development of the VBD control strategy in chapter 4, a second
key element of this PhD thesis is the smart transformer concept presented in
section 5.3. The smart transformer is connected at the point of common coupling
(PCC) between the utility network and the microgrid. It enables a controlled
power exchange between both grids, with the microgrid elements operating
as if they were in islanded mode with VBD control. As the microgrid elements
automatically respond to smart transformer changes, there is no need for additional
communication inside the microgrid. In this way, the smart transformer succeeds
to realise one of the most important benefits of microgrids, i.e., their ability
to operate as controlled entities . This hands important scaling benefits for the
network operator’s point of view who does not need to consider each grid element
separately any more, which simplifies the market operation of the microgrid.
Except for section 5.3, all previous sections focussed on islanded microgrids.
Even in section 5.3, the conventional grid-connected mode was not discussed
as a predefined power exchange between microgrid and utility network was
achieved. Hence, the utility network was regarded as an undispatchable generator
or load. Therefore, chapter 6 studies the VBD control in case of a grid-connected
microgrid. Although developed for islanded microgrids, VBD control can pose
significant benefits in grid-connected microgrids as well, mainly because the
voltage is used as the non-conventional trigger for active power changes. This
chapter points out that the VBD control can avoid on-off oscillations in networks
with a high penetration of renewable energy sources, enables to address renewables
for grid voltage support when necessary and can even lead to a reduction of the
line losses. Also, to allow for microgrid operation in both modes, an additional
control loop is included in the VBD control that enables a smooth mode transition.
With the developed control strategy, a robust microgrid operation is pos-
sible, i.e., it is a primary control of the microgrid. In chapter 7, the integration
of the proposed VBD control in a hierarchical control structure in microgrids
is discussed. Some examples are included to clarify the rationale of using sec-
ondary/tertiary controllers. The interaction of the developed VBD control and a
secondary controller, that changes the former’s set points is analysed. Finally, the
promising VPP concept is discussed and a hierarchical VPP/microgrid control is
presented.
Chapter 8 concludes this PhD thesis and hands some possibilities for further
research.
Samenvatting
De onzekere prijzen van fossiele brandstoffen, ongerustheid over klimaatsverande-
ring, afhankelijkheid van andere landen voor energievoorziening en de liberalisatie
van de energiemarkten heeft geleid tot een toenemend aandeel decentrale genera-
toren (DG eenheden) in the elektrisch net. Een groot aandeel van deze DG eenhe-
den wordt gevoed met hernieuwbare energiebronnen. Ondanks de vele voordelen
die deze kleine generatoren leveren, is de huidige “fit-and-forget” benadering voor
hun connectie in de elektrische netten geen houdbare situatie. De distributienetten
worden meer en meer geconfronteerd met congestie en spanningsproblemen, wat
de verdere connectie van nieuwe DG eenheden beperkt. Bijgevolg is er een meer
gecoo¨rdineerde aanpak voor de integratie van DG in het distributienet vereist. Mi-
crogrids zijn ontworpen om deze coo¨rdinatie te leveren, door aggregatie van ge-
neratoren, lasten en opslageenheden. Microgrids zullen hoogstwaarschijnlijk een
belangrijke rol spelen in de evolutie van het smart grid. Het smart grid kan immers
ontstaan als een systeem van geı¨ntegreerde microgrids. In netgekoppeld bedrijf
wordt een microgrid ten opzichte van de rest van het net als een regelbare geheel
voorgesteld. Indien vereist, kan een microgrid overgaan naar eilandbedrijf om zo
een betrouwbare vermogensvoorziening voor de lokale netelementen te verzeke-
ren, bijvoorbeeld als noodstroomvoeding voor ziekenhuizen en industrie¨le sites.
Constant losgekoppelde microgrids kunnen elektriciteitsvoorziening van verafge-
legen regio’s op een economisch interessante wijze mogelijk maken.
In eilandbedrijf zijn de microgridelementen verantwoordelijk voor de vermogens-
verdeling en het behoud van een goede netkwaliteit in het lokale netwerk, zonder
tussenkomst van een hogergelegen net. Microgrids hebben erg verschillende eigen-
schappen in vergelijking met het transmissienet, bvb., dit doctoraat concentreert
zich op microgrids die gekoppeld zijn aan het laagspanningsnet, dat voornamelijk
resistieve netwerklijnen heeft in tegenstelling tot de inductieve hoogspanningslij-
nen. Daarnaast bevatten microgrids ook een hoge graad aan intermitterende ver-
mogensbronnen en netwerkelementen met een vermogenselektronische koppeling
met het net. Bijgevolg zijn er nieuwe regelmethodes voor de netwerkelementen
in microgrids in eilandbedrijf vereist. Net als de conventionele netregeling, kan
de microgridregeling opgevat worden als een hie¨rarchische regeling. Lokaal rege-
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len de invertoren, die de interface van de DG eenheid met het net vormen, hun
uitgangsspanning (microgrid in eilandwerking) of -stroom (netgekoppeld bedrijf)
naar een referentiewaarde. Deze referentiewaarde wordt over het algemeen bepaald
door een bovenliggende primaire regelaar. De primaire regeling kan bestaan uit een
vermogensregeling die de vermogensverdeling tussen de DG eenheden in micro-
grids in eilandbedrijf verzekert. Ze is verantwoordelijk voor de korte termijn stabi-
liteit en de betrouwbaarheid van het netwerk. Het uitwerken van een primaire regel-
strategie is de kern van dit doctoraat. Het referentievermogen van deze primaire re-
geling kan gewijzigd worden door een bovenliggend secundair/tertiair regelschema
dat verschillende doeleinden kan hebben, zoals de economische optimalisatie van
het microgrid op langere termijn.
Hoofdstuk 1 leidt de concepten in en bespreekt de voornaamste voordelen en uitda-
gingen van decentrale generatoren, slimme netten, microgrids en virtuele centrales.
Hoofdstuk 2 vervolgens levert een overzicht van bestaande primaire regel-
strategiee¨n voor microgrids in eilandbedrijf. Om een duidelijk overzicht en een
eenvoudige vergelijking tussen deze regelingen mogelijk te maken, worden de
regelschema’s op een coherente wijze voorgesteld. Zowel regelaars op basis van
communicatie als regelaars zonder communicatievereisten, de zogenaamde droop-
regelaars, worden beschouwd. Aangezien primaire regelaars als hoofddoel hebben
om in te staan voor de betrouwbaarheid van het systeem, wordt er in dit hoofdstuk
besloten dat communicatie vermeden moet worden hiervoor. Om deze reden wordt
het droopregelschema verder onderzocht in deze doctoraatsverhandeling.
In netgekoppelde microgrids regelen de DG eenheden hun klemstroom naar
een bepaalde referentiewaarde. In microgrids in eilandbedrijf daarentegen bepaalt
de vermogensregeling een referentiewaarde voor de netspanning van de invertor.
Bijgevolg is een goede spanningsregeling cruciaal om een robuuste werking
van het microgrid te verzekeren. Hoofdstuk 3 bespreekt de spanningsregeling in
microgrids in eilandbedrijf. Dit hoofdstuk gaat in op de regelconcepten zelf en is
niet essentieel voor de verdere uitwerking van de primaire regeling.
Hoofdstuk 4 vormt het zwaartepunt van dit doctoraat. In dit hoofdstuk wordt de
spanningsgebaseerde droopregeling (SBD regeling) ontwikkeld om het actief en
reactief vermogen te verdelen tussen de DG eenheden in een e´e´nfasig microgrid
in eilandbedrijf. Deze primaire regelaar is verantwoordelijk voor een stabiele
microgridwerking en gebruikt de netspanning als parameter om veranderingen
teweeg te brengen in het actief vermogen dat geleverd wordt door de eenheden.
In tegenstelling tot vele regelstrategiee¨n in de literatuur, is de SBD regeling geba-
seerd op de specifieke karakteristieken van microgrids op laagspanning, zoals hun
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hoge graad aan moeilijk regelbare bronnen, hun lage inertie en de voornamelijk
resistieve lijnen. Wegens het gebruik van de zogenaamde generator-specifieke
constante vermogensbanden, die een interval bepalen waarin de klemspanning
van een eenheid mag varie¨ren zonder dat deze eenheid zijn output vermogen
aanpast naar de toestand van het net, maakt deze regeling een geoptimaliseerde
integratie van hernieuwbare energiebronnen mogelijk. Er wordt automatisch een
prioriteit ingesteld waarin de eenheden reageren op lastveranderingen, inclusief
het aanspreken van hernieuwbare bronnen voor netondersteuning in kritische
situaties. Een additionele regellus wordt bijgevoegd bij de SBD regeling om
naast het actief en het reactief vermogen ook het harmonisch vermogen gepast te
verdelen tussen de verschillende DG eenheden.
Microgrids bestaan echter niet enkele uit invertorgebaseerde DG eenheden.
De andere elementen zoals de transformator op het koppelpunt in netgekop-
peld bedrijf, de onregelbare en regelbare lasten en de opslagelementen worden
beschouwd in hoofdstuk 5. De laatste twee elementen kunnen bijdragen tot de pri-
maire regeling van het microgrid. Om deze reden wordt in sectie 5.1 de spanning
gebruikt voor de last- of opslagregeling, analoog als in de SBD regeling van de DG
eenheden. Net zoals bij de DG eenheden worden er constante vermogensbanden
gebruikt om een automatische prioriteit in de reactie van de eenheden in te stellen.
De regelbare DG eenheden reageren bijvoorbeeld eerst op lastveranderingen, pas
daarna de opslagelementen en later de regelbare lasten en minder-regelbare DG
eenheden zoals vele hernieuwbare bronnen.
In tegenstelling tot in conventionele netwerken, komen synchrone generatoren niet
frequent voor in microgrids op laagspanning aangezien de meeste DG eenheden
met een invertor aan het net gekoppeld zijn. De conventionele regeling van
synchrone generatoren is niet compatibel met de SBD regeling. Wegens het lage
aandeel synchrone generatoren wordt in sectie 5.2 de regeling van deze eenheden
aangepast om samenwerking met de SBD regeling mogelijk te maken.
Naast de ontwikkeling van de SBD regeling in hoofdstuk 4, is een tweede kernpunt
van dit onderzoek het slimme transformator concept dat voorgesteld wordt in
sectie 5.3. De slimme transformator is verbonden met het koppelpunt tussen het
microgrid en de rest van het net. Het maakt een regelbare vermogensuitwisseling
tussen deze twee netten mogelijk, waarbij de microgrid elementen werken alsof
ze in eilandwerking waren met de SBD regeling. Op deze manier realiseert de
slimme transformator een van de belangrijkste voordelen van microgrids, namelijk
hun mogelijkheid om in netgekoppeld bedrijf te werken als een regelbaar geheel.
Dit levert belangrijke schaalvoordelen op voor de netwerkoperatoren die niet
meer ieder element afzonderlijk moeten beschouwen en het vereenvoudigt de
marktwerking van een microgrid.
Buiten sectie 5.3 spitsen alle vorige paragrafen zich toe op de eilandwerking
van het microgrid. Zelfs in sectie 5.3 wordt het conventioneel netgekoppeld
bedrijf niet beschouwd aangezien een voorafbepaalde vermogensuitwisseling
tussen microgrid en distributienetwerk verkregen wordt, waardoor deze laatste als
een geregelde generator of last kan gezien worden. In hoofdstuk 6 daarentegen
wordt de SBD regeling wel beschouwd in een netgekoppeld microgrid. Hoewel ze
ontworpen is voor microgrids in eilandbedrijf, levert de SBD regeling significante
voordelen in netgekoppelde microgrids, voornamelijk aangezien de spanning
als de onconventionele parameter gebruikt wordt om veranderingen in actief
vermogen teweeg te brengen. Dit hoofdstuk toont aan dat de SBD regeling
aan/uit oscillaties in netwerken met een hoog aandeel hernieuwbare bronnen
kan vermijden, het mogelijk maakt om op de hernieuwbare bronnen te rekenen
voor netondersteunende diensten en zelfs kan leiden tot een reductie van de
netwerkverliezen. Bovendien wordt in dit hoofdstuk een extra regellus ingevoegd
bij de SBD regeling om werking in beide modes, met een vlotte transitie ertussen,
mogelijk te maken.
Met de ontwikkelde regeling is een robuuste microgrid werking, dus door
middel van een primaire regeling, mogelijk. In hoofdstuk 7 wordt de integratie van
de voorgestelde SBD regeling in een hie¨rarchische regelstructuur in microgrids
besproken. Enkele voorbeelden worden gegeven om het gebruik van secundaire/
tertiaire regelaars te duiden. De interactie tussen de voorgestelde SBD regeling
en deze secundaire/tertiaire regelaars, die de referentiewaarden van deze eerste
wijzigen, wordt geanalyseerd. Ten slotte wordt ook het veelbelovende concept van
een virtuele centrale besproken en wordt een hie¨rarchische regeling tussen deze
centrale en een microgrid voorgesteld.
In hoofdstuk 8 wordt een algemeen besluit gevormd over deze doctoraats-
verhandeling en worden mogelijkheden voor verder onderzoek aangereikt.
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Parameters
b constant-power band width [p.u.]
Cdc dc-link capacitance [F]
CE capacitor energy [J]
Cf filter capacitance [F]
f grid frequency [Hz]
fs switching/sample frequency [Hz]
iL filter inductor current (equal to inverter output current) [A]
iC filter capacitor current [A]
ig grid current [A]
Idc dc-side current [A]
J rotating inertia [kg m2]
KE kinetic energy [J]
Kg droop of GVBD control [W]
KP,SG droop of CPFD control [W/Hz]
Kf droop of f /P droop controller [Hz/W]
KI droop of Idc/Vg droop controller [A/V]
Kp droop of P /V droop controller [V/W]
KP droop of Pdc/Vg-droop controller [W/V]
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KQ droop of Q/f -droop controller [Hz/VAr]
KQ,SG droop of Q/Vg-droop controller of a SG [V/VAr]
KQ,v droop of Q/V droop controller [V/VAr]
KV droop of Vg/Vdc droop controller [V/V]
Lf filter inductance [H]
P ac-side active power (output power of DG unit) [W]
Pdc dc-side active power (input power of DG unit) [W]
Pm mechanical input power [W]
PPCC power exchange between microgrid and utility through PCC [W]
Rv resistive virtual output impedance [Ω]
Ts sample period [s]
Vdc dc-link voltage [V]
vdc,g global dc-link voltage [p.u.]
vg grid voltage over the filter capacitor (time function) [V]
Vg rms value of the grid voltage vg [V]
vg,droop vg reference determined by the droop controller [V]
vg,ref reference of vg [V] (also v?g)
vPCC PCC voltage [V]
vs voltage at the VSI terminal [V]
ω pulsation or rotational velocity [s−2]
zv virtual output impedance [Ω]
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CSI current-source inverter
CWDC current-weighting-distribution
control
DCM distributed control method
DER distributed energy resource
DG distributed generation
DNO distribution network operator
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DR demand response
DSM demand side management
DSO distribution system operator
EV electrical vehicle
FFT fast- fourier-transform
FLL frequency-locked loop
GVBD global voltage-based droop
HCC highest current control
HV high-voltage
HVDC high-voltage direct current
ICCL inner current control loop
ICT information and communi-
cations technology
LC local controller
LV low-voltage
MGCC microgrid central controller
MO market operator
MPP maximum power point
MPPT maximum power point
tracking
MV medium-voltage
NLL nonlinear load
nom nominal values
OLTC on-load tap changer
ORC organic Rankine cycle
OVCL outer voltage control loop
PC peak value calculation
PCC point of common coupling
PLL phase-locked loop
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PMSM permanent-magnet synchronous
machine
PR proportional-resonant
PV photovoltaic
PWM pulse-width modulation
ref reference value
RES renewable energy sources
RTP real-time pricing
SG synchronous generator
SHI shunt harmonic impedance
ST smart transformer
T-VPP technical virtual power plant
TNO transmission network operator
TSO transmission system operator
TOU time-of-use
UPS uninterruptible power supply
VBD voltage-based droop
VCL voltage control loop
VPP virtual power plant
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Chapter 1
Introduction
1.1 Distributed generation
There has been a significant change in the power system operation and planning,
caused by environmental issues, uncertainty of the prices for fossil fuels, concerns
about the security of supply and the liberalisation of the electricity markets. The
focus is changing from large nuclear and fossil fuel based electrical generators
to cleaner technologies. The new-installed, clean generators generally have a low
power density and are geographically dispersed. Hence, they are typically avail-
able as small distributed generation (DG) units [1–3]. This leads to a fundamental
change in the electrical grids. Historically, the system was characterised by cent-
rally produced electricity that flowed from large generators connected to the trans-
mission network to the consumers located at the distribution networks. Recently,
this is evolving towards a system with distributed electrical generation on different
levels in the grid and subsequent bidirectional power flows, as shown in Fig. 1.1.
1.1.1 Significant growth and drivers
A new evolution in the traditional distribution system is the increasing number
of DG units, which are often based on renewable energy sources (RES) such as
photovoltaic panels and wind turbines, but can also use other technologies such as
in combined-heat and power (CHP) units, microturbines and organic Rankine cycle
(ORC) power plants (e.g., for waste heat recovery). RES offer the unique positive
characteristics of providing “free” fuel, little to no carbon footprint and a virtually
endless supply. DG units and renewables will cover a remarkably increasing por-
tion of the electric power generation, as Fig. 1.21 suggests for the case of Europe.
For example, by 2020, California is committed to generate 33 % of its electricity
1www.eurelectric.org
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Figure 1.1: Basic scheme of electric power system infrastructure and the recent changes
(power flows and new grid elements). Traditional power system: top-down concept with
unidirectional power flow. Future power system: distributed concept with bidirectional
power flow
by RES, 15 % renewable energy in China2, and 20 % renewable energy in Australia
and the E.U. according to the EU’s 20-20-20 targets (or 33 % renewable electri-
city in the E.U.), with a mandatory target of 13 % renewable energy in Belgium
(a target of 20.9 % renewable electricity in 2020) and 18 % renewable energy in
Germany (targeting at 35 % renewable electricity).
The main drivers for the increase of DG are [1, 4, 5]:
215 % of the total energy consumption (electricity, heating and transportation) from renewable
sources
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Figure 1.2: RES generation capacity: EU-27 plus Switzerland and Norway
• Environmental drivers:
– limiting the greenhouse gas emissions;
– compensating for the closure of nuclear power plants.
• Commercial drivers:
– liberalisation of the electricity markets with unbundling of transmis-
sion, distribution and generation favours small generators;
– increasing costs and high volatility in the prices of fossil fuels;
– technological innovations in small generators and power electronics
lead to reducing costs of DG technologies;
– increasing energy usage (Fig. 1.3), certainly in developing countries
like China and India, combined with an electrification of the energy
usage in the Western world as shown in Fig. 1.4 (e.g., electrification of
heating and transportation with heat pumps and electrical vehicles) [6].
• National and regulatory drivers:
– commitment to decrease the dependency on foreign countries for fuel
import: improve the security of supply;
– public opposition against building new large generators and transmis-
sion lines;
– long lead times to build new large generators and transmission lines;
– support for the competition policy: many players required to have ef-
fective competition [7].
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Figure 1.3: Rising energy consumption, especially in non-OECD countries such as India
and China (1 BTU ≈ 1kJ
Electricity share in total energy demand
year
Figure 1.4: Share of electricity in current trend and decarbonisation scenarios (in % of
final energy demand). Increasing electricity shares in the total energy demand: electricity
will have to play a much greater role than now (almost doubling its share in final energy
demand to 36-39 % in 2050) and will have to contribute to the decarbonisation of transport
and heating/cooling [8]
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1.1.2 Benefits
DG can offer significant advantages, which are summarised in many papers [4, 9–
19]. Firstly, DG can present significant environmental advantages, such as limiting
the greenhouse gas emissions by using RES, reducing the physical and electrical
distance between generation and consumption which can lower the network losses,
and offering the possibility to exploit combined head and power (CHP) generation
more extensively. By using waste heat for ORC, the efficiency of the system can
significantly improve [20].
Secondly, small generators are often favoured above large central generators be-
cause of the lower investments, shorter construction times, and as it is easier to
select sites for smaller installations. Extension of the transmission network is usu-
ally not possible, or has long lead times, due to the “not-in-my-backyard” attitude
of the local community. Distributed generation can ease the pressure on transmis-
sion system capacity by supplying some of the load with locally-generated power.
Furthermore, the increasing and uncertain prices for fossil fuels make large fossil
fuel based generators less economically viable, even more so as these generators
need to meet considerable environmental requirements.
Further, DG can offer ancillary services, such as voltage control and reserve pro-
vision, and thereby, improve the network reliability and power quality. Islanded
operation of DG can enable to feed consumers in case of failure of a line, problems
in a substation or planned interruptions, hence, it can increase the supply reliability
by providing an interruptible power supply (UPS) functionality [19].
1.1.3 Challenges and influence on the grid
Many of the assumed advantages of DG are dependent on the planning, installation
and operation of the DG units and the characteristics of the distribution system
[11]. Therefore, major efforts are required in the development and integration of
sustainable energy systems, leading to a massive reorganisation of the electricity
system, both in technological and market terms [21].
Two main issues arise that pose limits on the further penetration of DG. First,
there is a lack of coordination in interfacing new DG units in the grid. The further
increase of DG is being limited because the electric distribution systems are not
designed for the changed, even bidirectional, power flows and the changed voltage
profiles in the distribution feeders induced by DG (Fig. 1.5). In this figure, the
voltage margins are not depicted. For example, in Belgium, 20 % voltage variation
is allowed on the grid, with +10% and -10% compared to the nominal voltage
according to the European voltage characteristics standard EN 50160 (voltage cha-
racteristics of electricity supplied by public electricity networks). However, this
voltage margin has to be shared between the different networks. A common ap-
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proach is to allow 4 % voltage variation at transmission level, 6.5 % at medium-
voltage level and the other 9.5 % can be used by the low-voltage level3. The com-
monly used basic principle of voltage control in a distribution network is described
in [22]. The voltage on the secondary side of a HV/MV transformer is kept within
a certain dead band by means of an automatic on-load tap changer (OLCT). When
only consumption is considered, this consumption leads to a voltage drop along
the MV feeder, which is lowest at minimum consumption and highest at maximum
consumption. The further away from the HV/MV transformer, the lower the voltage
will be. To compensate for this, MV/LV transformers with different turn ratios are
used. The voltage should be such that the voltage magnitude remains in the band set
by an undervoltage limit and an overvoltage limit (e.g., the +10/-10 % band) [22].
Hence, the dead band at the HV/MV transformer is normally chosen somewhat
above the nominal voltage to allow the voltage drop along the MV and LV feeders.
The connection of a DG unit will result in a voltage rise at its terminals. In conclu-
sion, in distribution networks, the voltage is usually only controlled by the HV/MV
OLTC transformer. Distribution transformers can generally only be tapped off-line,
hence, their contribution in the voltage control is limited. Other means of voltage
control such as Flexible AC transmission system (FACTS) devices and switched
capacitor banks are described in [23].
Because of the entry of DG, the distribution network has evolved from a passive
network to a network that actively reacts to system dynamics [24]. This changed
behaviour poses challenges, e.g., in the system planning and protection. Moreover,
the power system is more and more overwhelmed with congestion problems [25].
Capacity management as known and treated in the transmission level becomes a
main concern in the distribution networks as well. Hence, an increase of DG sys-
tems without properly addressing the issues of coordination, can result in a negative
impact on the electricity system, such as problems in voltage control and voltage
flicker because of sudden changes of DG output, which may jeopardise the re-
liability and safety of the distribution system [9]. However, DG also brings new
opportunities as it can increase the flexibility and performance of the distribution
system, which also demands for an organised introduction of DG.
Second, there is a difficult integration of some RES-based DG units, such as wind
turbines and photovoltaic panels, due to their intermittence, randomness and un-
certainty caused by meteorological factors. This new variability of the generation
side (e.g., PV system output in Fig. 1.64) is in addition with the variability of the
consumption, and with the limited correlation between this generation and the con-
sumption patterns, for example as shown in Fig. 1.75. Maintaining the balance in
3Subsequently, in islanded networks, the full 20 % voltage variation (+10% and -10%) can be
used in the (LV) network
4www.greenenergynet.com
5PJM data: PJM Interconnection serves 13 states and the District of Colombia
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Figure 1.5: Changed voltage profile because of DG. HV/MV transformer, MV feeder. At
the MV feeder: MV/LV transformers (generally off-load tap changing transfomers) and
DG units are connected. The connection of DG units leads to a voltage increases.
generation and consumption is now mainly done by the large central generators,
without contribution of DG. The DG units are operated in a passive manner, where
the output is dependent on the availability of the energy source (e.g., wind, solar)
and/or the user settings (e.g., heat demand in CHP units). Apart from shutting down
the unit in extreme conditions, the state of the electrical power system generally has
no influence on the power output of these units. Hence, the fit-and-forget strategy of
integrating DG displaces the energy production, but not the flexibility and capacity
to provide a reliable power supply at all times. With the increasing share of DG, the
situation of not dispatching these units is no longer sustainable such that DG will
need to contribute in the frequency control of the electric power system. Moreover,
the stochastic behaviour of generation (PV systems, wind turbines, CHP units) and
loads lead to less predictable power flows in the distribution networks. Hence, des-
pite the low installed capacity of many DG units, the huge number of these units
has a significant impact on the real-time electric power system operation, plan-
Also, the peak in the generation of PV panels at noon is in between the morning and evening peak
consumption of typical residential consumers.
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Figure 1.6: PV output for five subsequent days. Significant inter and intra day variations,
even when seasonal effect is not yet considered
ning and protection. Committing to a large proportion of renewable energy poses
challenges to maintain the reliability of Europe’s power system at the current level.
These factors, together with an ageing energy infrastructure, drive the grid to its ca-
pacity limits and can result in an inefficient system, a complex and uncoordinated
integration of DG units and a decreasing system reliability. Solving these issues
within the current grid paradigm could result in increasing system costs, caused
by the increased balancing costs, the need for back-up capacity to cope with the
variable nature of the loads and many DG technologies and the required reinforce-
ment of the networks [26]. The expected costs to deal with these issues can be
mitigated by operating the power system in a more efficient, thus smarter, manner
(i.e., smart grid), by integrating DG units in a coordinated manner (microgrids)
and by implementing advanced response options such as active DG control and
demand response (DR) on a large scale. Hence, important questions are being
posed, such as whether the traditional approach for operation and development
of the power system is still suitable [27]. An important challenge is, thus, to trans-
form, firstly, the current fit-and-forget strategy where many DG units and loads
are not actively dispatched to cope with the grid’s needs, to a policy of integrat-
ing DG in the planning and operation of the grid. Secondly, to alter the current
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Figure 1.7: Insimultaneity in aggregated load and total wind input: one-day measurement
by a regional transmission organisation in the US
load-following strategy, where the generators follow the load profile, to a more
generation-following strategy, where the loads act dynamically on changes on the
generation side. Integrating dispatch and ancillary services in DG units, such as
frequency response, spinning reserve, reactive power support and security of sup-
ply contribution, will be required to address these challenges while restraining the
costs of the system operation [27].
1.2 Smart grids
An approach to deal with the large increase of decentralised unpredictable power
sources, the ageing grid infrastructure and the increasing (peak) consumption,
while mitigating the massive investments for this, is to add more intelligence
to the power system. The usage of widespread information and communication
technologies (ICT) to monitor and manage the distributed energy resources
allows the grid to become more efficient and sustainable [6]. These ICT and new
remote management abilities couple the grid elements via an interactive intelligent
electricity network, the so-called smart grid. New automatic smart meters will
enable the distribution network operator (DNO) to have a more frequent and
thorough knowledge of the system. There is still discussion about what a smart
grid is and what makes a grid intelligent. However, there is consensus that smart
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Figure 1.8: Bi-directional communication in a smart grid architecture
grids are more than metering and communication alone: the data should be used
to achieve certain objectives Fig. 1.8. The increased system knowledge enables
the DNO to faster respond to system disturbances and failure and makes real-time
control or, at least, a faster control possible. The latter is presently not possible
as the current meters are manually read out less frequently, e.g., only once a year
in case of Belgian residential consumers. For example, the DNO can maximise
the use of the existing assets by integrating generator and load dispatch, voltage
control, control of transformer taps, active/reactive power management and system
reconfiguration.
1.2.1 Characteristics
In brief, a smart grid involves the use of sensors, communication, computational
ability and control to enhance the overall functionality of the electric power deliv-
ery system [28].
According to the U.S. Department of Energy (DOE), the seven defining characte-
ristics of a smart grid are [29]: (1) consumer participation, (2) accommodate both
central and distributed generation and storage, (3) enable new products, services
and markets, (4) power quality, (5) optimisation of assets, (6) anticipating and re-
sponding to system disturbances and (7) operating resiliently to attacks and natural
disasters.
Some key components in a smart grid are: distribution automation, energy storage,
volt/VAR optimisation, phasor measurement units, community energy storage, mi-
crogrids and islanding, demand response and the advanced meter infrastructure
(AMI).
An important aspect of the smart grid is that it allows for demand response (DR)
on a large scale. Historically, load control has focussed on reducing the overall
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electricity consumption (demand side management) and on peak shaving (DR).
One technique for DR that has been put into practice is using different tariffs for
the day versus night times (Fig. 1.9 left) [30]. Also, direct load control has been
introduced, generally with incentives to some large loads that enrol for load shed-
ding. However, apart from direct control of some units and a difference in day and
night tariffs, consumer only see averaged prices that do not reflect the instantan-
eous prices of electricity generation and transportation. Hence, in order to ease
the pressure on the grid and increase its capacity to host DG units, while con-
straining the need to invest in grid reinforcement and backup capacity, consumers
should be able to change their consumption based on true production costs. These
costs change over time in response to grid contingencies and market prices [28].
In this way, the network operation evolves to a generation-following strategy and
the loads help to accomplish for the extra rigidity introduced at the supply side by,
e.g., wind turbines and photovoltaic panels (Fig. 1.9 right). The introduction of the
smart grids and smart microgrids offers high potential for load response as new
smart grid features such as advanced metering and an embedded communication
infrastructure make real-time pricing possible. Fig. 1.10 shows the three levels of
demand response. On a low level, it focusses on changes in a house or a few houses.
The medium level is assigned to control the power flows in a street or small com-
munity. The highest level of demand response provides a system-wide support. On
each level, demand response can have different objectives as illustrated in this fig-
ure. Even small amounts of DR can help significantly in reducing the market prices
and the price volatility [28, 31]. It is estimated that roughly 5 to 10 % of the elec-
tricity consumption in households can be influenced over time [32]. Although this
number may seem small, it can make a major contribution to enabling distributor
grid operators to reduce a local critical power load. Typical loads that might be
controlled in, e.g., households and small and medium enterprises are loads with a
electrical or thermal storage capacity like EV batteries, refrigerators, heat pumps,
electrical boilers and freezers, or loads with less stringent timing requirements like
dish washers, washing machines and dryers. Electrical vehicles offer a high poten-
tial for demand response. On the one hand, they can be used as an energy buffer by
changing the charging pattern dependent on the state of the power system. On the
other hand, they can provide energy storage by exchanging a bidirectional power
flow with the utility network. An important aspect of smart grid research is how to
properly compensate the EV owners for their contribution in the grid control, e.g.,
dealing with the aspect of battery degradation.
The smart grid also promises to be a self-healing system. It makes predictions and
takes corrective actions to avoid or mitigate system problems [33]. Self-healing
systems play a role in speeding the system recovery.
Another main issue is an ageing grid infrastructure and the subsequent reliability
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Figure 1.9: Demand response for flattening the load profile or merging consumption and
supply
Figure 1.10: Three levels of demand response
concerns. In North America, for example, the average age of power transformers
is over 40 years [6] for a typical life span of 40 to 50 years6. Many devices are
operating well beyond their lifespan. Meanwhile, the demand for electricity con-
tinues to rise and a good reliability of the power system in a cost-effective manner
remains absolutely crucial. Hence, there is an urgent need for asset management,
i.e., repair or replacement of existing assets, in a cost-effective programmatic man-
ner. With the smart grid, asset management can be performed more effectively as
it provides a better understanding of the actual condition of the grid and its as-
sets. A focused maintenance scheme and a better understanding of the system can
enable a proactive asset management strategy that prevents outages. Even when
unplanned outages do occur, smart grid outage management systems can reroute
power to minimise the outage’s extend and duration and perform the repairs more
6The given numbers can differ dependent on the source. According to [34]: in Europe alone, 60
percent of the installed transformers have been in operation for over 25 years. Moreover, the average
life expectancy of a transformer is 25 to 30 years in normal operation. From this, the same conclusion
of an ageing grid infrastructure can be drawn.
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efficiently. More system knowledge will also facilitate the distribution network op-
erator (DNO) in determining the network margins. These margins need to address
tasks of capacity management while helping the DNO to achieve an optimal utilisa-
tion of the network capacity, which encompasses preventing overloading of assets,
optimising asset capital investments, keeping the quality of supply and minimising
transport losses.
Next to the smart grid, another approach for upgrading the grid is the super grid,
with large-scale transmission of renewable electricity over very long distances. The
super grid paradigm can, for example, exploit the potential for wind and solar en-
ergy in the deserts of North Africa by connecting these to the European grid via
HVDC lines [35]. It can also provide more capacity for transmitting the output of
large wind parks in Norths Sea and the Baltic Sea to the rest of Europe. According
to [35], the super grid and smart grid can coexist in a super-smart grid, exploiting
the benefits of both.
1.2.2 Benefits
The smart grid offers many advantages, such as enabling an increasing share of
clean renewable energy, reducing costs, improving the system reliability in the face
of increasing intermittency, enabling more customer choices and involvement for
their energy management, a more efficient usage of the current assets and help
utilisation of electrical vehicles [33].
The focus of what smart grids should accomplish is different on the different con-
tinents [36]. In Europe, emphasis is placed on improving the efficiency and redu-
cing the emissions through the use of more decentralised production. In America,
there is a strong focus on peak load reduction and dynamic pricing tariffs. China
aims at modernising the power system and improving the grid reliability through
smart grid development.
The European SmartGrids Technology platform summarises the benefits and ob-
jectives of smart grids as follows:
• smart grids significantly reduce the environmental impact of the whole elec-
tricity supply system;
• smart grids facilitate the connection and operation of generators of all sizes
and technologies;
• smart grids allow consumers to play a part in optimising the operation of the
system;
• smart grids provide consumers with more information and better options in
choosing their energy supplier;
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• smart grids maintain and improve the existing high levels of system reliabil-
ity, quality, and security of supply
• smart grids maintain and improve the existing services efficiently;
• smart grids foster the development of an integrated European market.
1.2.3 Consumer concerns
With the development of the smart grid, the individual benefits for the consumers
should be clear.
Some main barriers to increase the customer acceptance for smart grids are the
concerns regarding cost, privacy and security, together with a fear of possible dis-
comfort when they provide flexibility to the grid, e.g., potential disruptions for
peak shaving. An important challenge is to overcome the lack of understanding
about the smart grid functionalities and increase the customers’ knowledge about
the explicit benefits for him in specific. Along with lacking awareness about smart
grids, consumers are not aware of which appliance are contributing most to their
electricity bill. This leads to frustration as, despite best intentions, they are unable
to significantly lower their bill [36]. Smart devices can help to address this issue by
monitoring the consumption and comparing it with other consumers. End-user ac-
ceptance will ultimately determine the success of many aspects of smart grids [36].
Smart grids are now mostly only known as the smart meters, which are costly
and have questionable customer benefits. Many protest groups warn against unsafe
equipment making the customers vulnerable for theft, annoying marketeers and po-
lice investigations. People stating an increase in their electricity price due to smart
meters and this information picked up by the press has raised a lot of public op-
position against smart meters (Fig. 1.11). Also, smart meters consume more power
than the traditional meters. The figures of this range from 1 to more than 20 W. For
example, if a (low) 4 W per household more consumption of a smart meter than
the traditional meter is assumed, over a year this involves an additional 35 kWh,
or roughly 10 EUR yearly for the consumption of the meter alone (there are other
possible costs, such as the installation cost, the cost of the communication func-
tionalities and the smart appliances). Whether smart meters are really necessary to
make the smart grid happen is still a point of discussion. For example, many smart
grid functionalities only need local measurements, no communication. However,
the smart meter is only the beginning and may become an enabler of the smart
grid. Fig. 1.12 shows the high capital investments in the first step of the smart grid,
i.e., the smart meter. For the next steps, such as distribution grid management,
which is composed of distribution automation, detection, central and distributed
system analysis, correction of disturbances on the grid, etc., a higher value at a
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Figure 1.11: Smart meter protest
Figure 1.12: Smart meter as enabler of the smart grid
lower cost can be achieved. The figure also emphasises the need for good planning
of the sensor and meter capability.
1.3 Microgrids
A microgrid is an interconnection of supply, loads and storage devices, providing
both power and heat and cooperating to achieve certain objectives, such as befitting
from market participation and reducing the electricity cost through flattening of the
aggregated load profile [18, 37]. The key objectives of microgrids are to provide a
coordinated integration of DG in the electric power system, to improve the reli-
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Figure 1.13: Potential of microgrids in North-America by 2015 (remote off-grid microgrids
show even larger protential in other parts of the world)
ability, allow a more efficient use of energy and become a controllable entity in
the network. These small-scale networks can provide power to a small community,
which can range from a housing estate, an isolated rural community; to academic
or public communities such as universities or schools; and to industrial sites (il-
lustrated in Fig. 1.137). Industrial parks can be managed as microgrids, e.g., to
decrease the energy dependency, operate as low carbon business parks8 and in-
crease the economic competitiveness (increase the reliability, reduce the purchase
of energy, reduce the peak consumption). Microgrids can operate either connect
to the utility network in the grid-connected mode or independently from a main
grid in the islanded mode as shown in Fig. 1.14. Many of the grid elements are
power-electronically interfaced to the microgrid.
1.3.1 Drivers
With the massive penetration of DG, the fit-and-forget principle of integrating them
into the electrical power system is no longer a sustainable option and a coordin-
ated approach is required. A systematic approach to capture the emerging potential
of DG and to cope with the problems caused by the unconventional behaviour
and increasing penetration of DG, is to take a system approach instead of con-
sidering each unit separately [38–41]. In the system approach, the generators and
7www.pikeresearch.com
8www.ace-low-carbon-economy.eu
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Figure 1.14: Microgrid with (power-electronically interfaced) loads, storage and DG units
in stand-alone (islanded) or grid-connected mode
loads are regarded as a subsystem, or microgrid, with a single connection point
with the rest of the network. In comparison with a single DG unit, the microgrid
has more control flexibility to ensure the system’s reliability and power quality
requirements [42]. Hence, microgrids are regarded as an important part in the suc-
cessful integration of massive amounts of DG units and RES [43, 44] and help in
power quality issues [18,45,46]. In this context, the plug-and-play functionality of
the microgrid elements is key [18, 19]. Microgrids also offer potential to integrate
local electrical and thermal networks to achieve a coherent generation, storage and
load control, and to benefit from CHP generation, which is an important means of
efficiency improvement [42].
1.3.2 Benefits
Microgrids can be used to create a new model of generation, consumption and
delivery of electrical power and services in a more efficient, robust, sustainable,
flexible and environmental-friendly way, while encouraging a much higher level of
customer participation [47]. They facilitate the penetration of DG into the utility
grid by delivering integration in a coordinated manner and dealing with the uncon-
ventional behaviour of DG [40]. Microgrids offer significant benefits in both the
grid perspective and the consumer perspective. A key advantage from the grid’s
point of view is that the microgrid elements are collectively regarded as a single
controllable unit, enabling the microgrid to deliver the cost benefits of large units
[48]. In this way, utilities do not have to consider each unit separately for their
system management. While not always obvious to utilities, microgrids can im-
prove the economics and reliability of their service, help to meet renewable en-
ergy obligations, reduce congestion, improve power quality under high penetration
levels of DG and support demand response. For example, microgrids can optimise
a “troublesome” business complex or university campus, making it more economic
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and reliable to serve [6].
From the customers’ point of view, the impact of the microgrid on the reliability
of the distribution network is relevant, certainly in the future, with more unpre-
dictable generation and higher consumption (peaks) [19, 49, 50]. Reliability is the
first requirement of the electric power system. The cost of unreliability can have
a considerable impact on the economy. The outage cost in the United States is
estimated to amount to some US$ 79 billion per year, among which the moment-
ary outages (< 5min) account for US$ 52 billion [51, 52]. The consequences of
grid failure are gigantic because transportation, finance, communication and other
critical sectors are dependent on a guaranteed and reliable supply of energy [25].
Most of the reliability improvements will need to be introduced in the distribution
system as most outage and power quality issues arise there, over 90 % of all out-
ages in North-America originate in the distribution network according to [33, 52].
To increase the local reliability, back-up gensets and other emergency supplies are
often installed near critical loads to provide UPS functionality [53]. The costs of
these designated devices, that run only during a limited amount of time, are signi-
ficant. In this context, microgrids can provide the UPS functionality by exploiting
the locally-available DG, storage and loads.
Aggregation of mixed assets in a microgrid can also provide considerable economic
benefits to the microgrid subsystems, i.e., by allowing them to participate in the
electricity and ancillary services markets.
Other benefits that can arise with the introduction of microgrids is that they can
reduce feeder losses, provide reactive power and local voltage support, remove
transmission and distribution bottlenecks, provide ancillary services such as het-
erogeneous power quality and reliability (i.e., differentiation based on the specific
needs of the customers), increase efficiency through CHP and provide an easier
large-scale integration of DG units [49, 54–57].
1.3.3 Operating modes
Microgrids are connected to the utility network through a single point of connec-
tion, the point of common coupling (PCC) as shown in Fig. 1.15. Therefore, they
can run in two operating conditions: grid-connected and islanded mode.
In the grid-connected mode, the microgrid supports the utility grid while exchan-
ging power with it. The microgrid can extract power from the grid or deliver power
to it, dependent on its generation, consumption and the market policies [46]. For
power balancing and energy management, grid-connected microgrids have the fol-
lowing three assets at their disposal [41]:
1. dispatchable distributed energy resource (DER) controllers (DG and optional
storage);
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Figure 1.15: Microgrid connected to utility network through the PCC
2. load management;
3. control of the power exchange with the main grid.
Generally, the normal condition of the microgrid is the grid-connected operation.
A first advantage is that for the rest of the network, the microgrid can be seen
as a controllable entity. This provides significant benefits for both the microgrid
participants and the distribution network operator, that does not need to consider
all units separately [49, 55–57]. Because of the single connection point between
microgrid and distribution network, the power exchange can be determined unam-
biguously and controlled to a predefined value. Hence, in the electricity markets,
not the output power of each unit needs to be measured and traded, but solely
the aggregated exchange. Secondly, by aggregating DG units, the installed power
can be sufficient to enable the units, that otherwise are too small, to participate in
the electricity markets and get better prices for their energy. Also, by aggregating
different kinds of units, the risks of deviating predictions of production can be re-
duced. Thirdly, microgrids can provide ancillary services to the networks, such as
reserve provision or reactive power support.
Although the normal operation mode of a microgrid is grid-connected, it also of-
fers the unique characteristic of islanding. In the islanded operation, the microgrid
operates independently of the main grid and consequently, the DG units, loads and
storage devices are collectively responsible to maintain the integrity of the mi-
crogrid without the assistance of a main grid, which is the focus of this PhD thesis.
Generally, islanding is not yet allowed because of technical and safety challenges
[58]. Also, there is a strange effect that the DNO is responsible in case of incidents,
without having control of the islanded microgrid. Hence, a proper development of
suitable regulations is required for the integration of microgrids in the distribution
networks and for enabling a safe islanded mode [49].
In order to ensure the continuity of supply for the local load, a (short term) islanded
mode can occur in case of special situations such as grid faults, outage of the bulk
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supply or power quality problems [7, 43, 58, 59]. This offers a potential improve-
ment of the reliability, quality and costs of the system. Hence, microgrids are a
good option in applications where electrical energy must be guaranteed at all times
such as in hospitals and for servers. For example, for hospitals and industrial fa-
cilities, often, interruptible power supplies are installed. Since these facilities often
also contain DG units, controllable loads and storage, the operation of their grid as
a microgrid in islanded mode can be a favourable alternative. Islanding is also in-
teresting in cases in which the main grid is not robust enough due to factors such as
long distances from the main grid [60]. In this way, in extensive, highly dispersed
countries such as Canada, USA, Japan, major efforts into microgrid research are
being made.
Microgrids can also switch into islanded operation due to planned maintenance op-
erations. In Canada for example, some projects are running concerning intentional
islanding to increase the reliability of the power supply in rural feeders and for
maintenance without supply interruption [24, 61, 62]. An application is the Hydro-
Quebec project for maintenance of a connection line [24].
Although not strictly according to the definition of a microgrid, an islanded mi-
crogrid can also exist in case of remote electrification, where no main grid is avail-
able due to, e.g., geographical issues. According to the World Bank’s 2010 devel-
opment report, 1.6 billion people in developing countries do not have access to
electricity [63]. The most important reason is the extensive investment needed to
install grid-connected power lines across large distances and/or rough terrain for
expanding the electricity supply to a few people. It is recognised that electricity
is a key driver in fast economical growth and to combat poverty. Hence, islanded
microgrid projects provide great opportunities to realise sustainable human devel-
opment. According to IEA (2009), 83 % of the people that do not have access to
electricity live in rural areas [64], e.g., over one third of India’s rural population.
The Indian government targets at providing all its households with electricity in
the near future [65]. In case grid connection is not cost-effective to accomplish
this, decentralised electric power with local distribution is taken under considera-
tion, i.e., islanded microgrids, with an example in the Sundarbans Islands region in
India [65].
1.3.4 Smart microgrids
It is not realistic that the growth of the smart grid would be a revolution. Instead,
a gradual evolution is expected [29, 33]. Because of their flexibility and scalabil-
ity, microgrids are likely to play a key role in the evolution of the smart grid [66]
with smart microgrids as small pilot versions (building blocks) of the future power
system [67]. Hence, the smart grid will probably emerge as a system of integrated
smart microgrids [33]. Smart microgrids are microgrids combined with an overlay-
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ing intelligence scheme9. The intelligent software implemented in the microgrid
can:
• contain energy management systems;
• monitor the system (energy supply, storage and demand) and actively inter-
vene in the consumption/generation;
• identify and maximise energy efficiency opportunities;
• use an extra communication and sensor layer to maximise cost savings and
reduce carbon emissions;
• generate a more active participation of the consumers.
A balance between the cost to incorporate intelligence in the grid and the sub-
sequent benefits needs to be made. Furthermore, the infrastructure and control
centres for smart grids can be hard to implement on a large scale and this may take
many years. Rather than investing in incorporating intelligence on a large scale,
investing in small smart microgrids (such as business areas) can be done at a lower
cost and more quickly. Also, a high level of intelligence built everywhere in the
system is not necessary: different areas require different levels of smartness. The
areas that allow more and benefit most from high levels of smartness of the sys-
tem, such as areas with high penetration of DG, can fit directly into the microgrid
concept. In these microgrids, smart features can be installed faster than in the rest
of the network with locally higher levels of intelligence than average. In this way,
the smart microgrids can enable a new energy strategy while restraining the cost of
making the whole system smart.
Essentially, the goals of microgrids and smart grids are the same: to minimise
costs, meet the growing demand, integrate more sustainable generation resources
by maximising generation assets and increase the efficiency of the power system.
Microgrids and smart grids are being tested and demonstrated in many projects
such as [24, 37, 60–62, 68–70]:
• the E.U. Microgrids and More Microgrids Projects, with demonstration sites
in the Kythnos Island (Greece), in Mannheim-Wallstadt (Germany), Brons-
bergen (Netherlands) and Bornholm Island (Denmark);
• the U.S. CERTS microgrid and the U.S. UW microgrid;
• the NEDO microgrid projects in Japan;
9In this PhD thesis, no distinction is made between a microgrid and a smart microgrid: microgrids
are intrinsically smart. For primary control, the pure microgrid definition would more or less be suf-
ficient. However, when considering a hierarchical microgrid control, smart microgrids are targeted.
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• BC Hydro / Hydro Quebec in Canada;
• the smart microgrid U.S. Army Fort Bragg;
• the Linear project in Flanders, Belgium;
• the European SmartGrids Technology platform.
1.4 Virtual power plants
Virtual power plants (VPPs) are a software-based flexible representation of a port-
folio of distributed energy resources that can make contracts in wholesale markets
and offer services to system operators [71]. VPPs can be classified in technical or
commercial VPPs. Ideally, a VPP provides a combination of the two functionalit-
ies.
The key objective of commercial VPPs is to allow distributed energy resources to
access the electricity markets. Single distributed energy resources generally to not
participate in the markets. Often, either the installed power of a single unit is too
low to be allowed for market participation. Otherwise, often, the stochastic vari-
ations in the produced (or consumed) energy render a risk that is too high for prof-
itable market participation. To deal with these issues, the VPP aggregates distrib-
uted energy resources in a virtual unit and interconnects them with an information
network.
Technical VPPs are addressed to deliver technical services to the system operator,
such as contribution in primary control or ancillary services such as congestion
management, voltage control, contribution in reserve provision or reactive power
provision.
VPPs and microgrids are similar in the sense that they form an aggregation of
distributed energy resources. Microgrids provide a coordinated aggregation on a
smaller scale than VPPs, because in opposite to VPPs, they are geographically
confined [72]. Microgrids focus on local issues, such as balancing the internal gen-
eration and consumption. As VPPs are a virtual aggregation in the sense that they
are software-based, they can deal with grid-wide issues. A benefit of microgrids
for the DNO is that they are controllable entities. Similarly, but on a larger scale,
a benefit of VPPs is that the TNO can regard it as a single unit instead of many
individual units. Table 1.1 shows that the concepts have different key aspects and
complement each other, e.g., with microgrids as elements of an overlaying VPP.
More details about VPPs are given in § 7.4.
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Table 1.1: Aspects: microgrid - VPP (key = key aspect, conc = concern, / = of no concern).
VPP Microgrid
Market participation key conc
Reliability conc key
System stability conc key
Demand response conc key
Geographically confined / key
Asset flexibility (address different assets for different needs) conc /
1.5 Outline of research questions addressed in this PhD
thesis
For the microgrid and smart grid concepts to become a reality on a large scale,
some issues need to be handled. A first major issue is how to fulfill the reliability
advantages that microgrids promise. Hereto, a robust islanded microgrid opera-
tion is key, which is the main contribution of this PhD thesis, by developing the
“voltage-based droop control” for DG units in chapter 4.
A second major issue is how to handle the significant amount of DG units in the
electrical power system. As islanded microgrids can be seen as miniature ver-
sions of the future grids, this PhD thesis focusses on achieving an optimal integ-
ration, operation and coordination of DG units, especially based on renewable en-
ergy sources, in the islanded networks. The developed voltage-based droop (VBD)
control coordinates the DG units to achieve a stable operation and enables to ad-
dress the renewables to contribute in the grid control instead of merely turning off
when grid problems, such as overvoltages, occur. As the VBD control uses the grid
voltage as the prime indicator of the “state” of the microgrid, the loads and stor-
age equipment can also contribute in the grid control by means of controllers that
comply with the control of the DG units, which is discussed in chapter 5. In this
way, the loads can assist in dealing with the variability of many DG units, hence,
contribute in achieving a better integration of DG in the power system. The latter
addresses a third major issue, the contribution of different grid elements, including
loads, in the grid operation.
The developed VBD control strategy can also be applied in grid-connected mi-
crogrids, which is analysed in chapter 6. Like in the islanded mode, the renewables
can easily be addressed for grid control in the grid-connected mode as well. In
this way, on-off oscillations of these units can be avoided, while the renewable en-
ergy capturing is maximised. Hence, the usage of VBD control in grid-connected
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networks can help addressing some major challenges of distribution networks in
the scope of increased DG penetration, e.g., congestion and voltage problems. As
discussed in § 6.1, usage of VBD control in grid-connected networks can have a
beneficial effect on the line losses as well.
When using a “smart transformer” (§ 5.3) at the PCC of the microgrid, the VBD
control allows to obtain a controlled active power exchange between microgrid
and utility network, without the need for extensive inter-unit communication. This
facilitates the participation of the microgrid elements (hence, of renewable energy
sources) in the electricity markets.
1.6 Conclusions
In order to improve and increase the integration of DG in the electric power system,
to obtain a more efficient power system and to embed new smart grid features, the
microgrid concept has been developed. The normal operating mode of a microgrid
is grid-connected, but microgrids have the unique capability to operate in islanded
mode as well.
The highest potential for microgrids is in places without (economically feasible)
electricity access, where the conventional access is unreliable (countries without
meshed grids, long rural feeders), places where a higher reliability than average is
required (hospitals, data centres, industrial parks) and areas that benefit from being
regarded as a single controllable entity (e.g., by delivering ancillary services to the
market and achieving a lower energy dependency).
Analogous as microgrids, an important objective of smart grids is to reduce the
carbon footprint, reduce the dependency on fossil fuels and optimise the network
performance (e.g., remove bottlenecks and maximise asset utilisation). Smart grids
support the introduction of RES while maintaining a stable, reliable and affordable
electricity supply. Microgrids are often seen as a smart grid solution to achieve
these objectives.
Chapter 2
Conventional primary control
strategies for islanded microgrids
Islanded microgrid control by DG units can be divided into three categories as illus-
trated in Fig. 2.1. The controllers on the lowest level are responsible for controlling
the terminal voltage of the DG unit to a certain reference value. This reference
value is determined by the mid-level primary controller. The primary controller is
responsible for achieving a stable microgrid operation. Hence, it takes care of the
power sharing between the DG units. The set points of the primary controller can
be altered by higher level secondary/tertiary controllers. These controllers take care
of microgrid optimisation and economical issues, and are not necessarily a part of
the DG unit. The main focus of this thesis is the primary control strategy.
The main control aim for DG units in islanded microgrids is to obtain an accurate
power sharing while achieving a proper control of the amplitude of the microgrid
Figure 2.1: Hierarchical DG unit control: three levels
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voltage and the frequency [10]. As most DG units are power-electronically inter-
faced to the grid, specific control strategies have been developed for the converter
interfaces of the DG units in islanded microgrids. Centralised control, based on a
communication infrastructure, has been investigated. However, it is often imprac-
tical and costly to distribute the dynamic control signals, which are characterised by
their relatively high bandwidth1 [10]. Moreover, problems concerning the reliabil-
ity of the centralised control approach can counteract the positive reliability boost
that is gained by implementing DG in microgrids [10]. To overcome these limit-
ations, the decentralised approach has been presented, often based on the droop
control strategy, which mimics the droop characteristics of the large synchronous
generators. This chapter gives an overview of existing microgrid control strategies
for the active and reactive power sharing between the DG units, i.e., primary con-
trol, in islanded microgrids.
2.1 Simplest method to connect inverters in parallel
The simplest method to connect inverters in parallel is to physically add an in-
ductor at the output of the inverters and control their output voltage to a fixed ref-
erence [73]. However, a bulky inductor increases the size and cost of the system. In
case the load current contains harmonics, the output voltage will also be strongly
distorted by the inductors. Another implementation is to include a series resistor at
the output of the individual sources [74]. The main disadvantage is the increase of
power losses.
With these output impedances and in case of equal line impedances and output
voltages, the output current of the converters will be shared equally. However, in
real situations, the parameters of the converters have deviations from their nominal
values. The load sharing is sensitive to phase angle differences, line impedances,
output LC filter values and so on. When two power sources are only connected
through a line impedance, the smallest phase or amplitude deviation causes circu-
lating currents between the converters and, hence, a power sharing that is not con-
trolled. This sensitivity is the reason why converters controlled at fixed frequency
1In the last years, the cost of communication per Mbit/s has significantly decreased. The com-
munication latency is dependent on, e.g., the chosen protocol, medium and distance. Whether the
latency is an issue is, thus, also dependent on the scale of the microgrid. This PhD thesis does not
focus on a specific size of the microgrid, thus, in some cases, latency can be an issue. Hence, con-
cerning the cost (of bandwidth and equipment) and latency, the usage of communication for primary
control is always impractical compared to strategies that do not rely on inter-unit communication.
Still, the main reason to avoid communication for the primary control is the reliability aspect. For
secondary, slower control, full benefit of communication can be taken as latencies and bandwidth
are generally not an issue. Also, the communication equipment is often already installed or will be
installed anyway.
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f and voltage V can not operate in parallel [75]. There is always a voltage differ-
ence caused by the tolerance of the sensors, references, temperature drift, ageing
components and clock differences.
2.2 Control strategies with communication
The primary control strategies with communication achieve good voltage regula-
tion and power sharing. Also, opposed to the droop controllers discussed further,
the output voltage is generally closer to its nominal value. However, these strategies
need communication lines between the modules. Communication lines are expens-
ive and/or vulnerable. They could also reduce the system reliability and expandab-
ility and limit the flexibility of the system.
2.2.1 Central control / concentrated control
In the central control method, a central controller coordinates the power-electronic
interfaces in the microgrid to obtain a good voltage quality by properly sharing the
active power P and reactive power Q between the DG units in steady-state [40]. A
communication link between the central controller and each unit is required. Cent-
ral control has the advantage of using simple control algorithms in the converters.
However, large expenses for the communication lines and a supervisory control
centre are required. Hence, central control is difficult to implement in highly dis-
tributed and large systems [40]. Central control also makes it difficult to expand
the system [76].
A possibility for central control is to use the single master operation, with one
unit in the grid-forming mode2 controlling its terminal voltage to a fixed reference
value. The power sharing can be achieved by using a central controller that meas-
ures the total load power and distributes the weighted value (for example, with
weighting according to the ratings of the DG units) to all units. The other DG units
operate in grid-following mode, following the grid voltage and changing their out-
put power according to the centrally communicated signals. The synchronisation
can be achieved by using a phase locked loop (PLL). However, it is difficult to
achieve a fast response for power distribution control due to the inherently relat-
ively slow response of the PLL [77].
The simplest central control method, the central-limit control (CLC), is discussed
in [78–80] and the control scheme is depicted in Fig. 2.23. The power sharing
2The difference between grid-forming and grid-following controllers is discussed in chapter 3 on
page 57. In brief, grid-forming controllers are voltage-controlled, while grid-following controllers
are current-controlled. At least one grid-forming controller is required in an islanded microgrid.
3The load is considered as a black-box and is not specified. It can be a controlled load, an RL
load, a constant-power load, a power-electronically interfaced load, etc. Some concerns about the
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and voltage regulation are controlled centrally and the subsequent commands are
distributed through a communication link. A central controller defines the set value
of the current for each module. This reference current iref is a fraction of the load
current iload. The latter current is measured by the central controller. For N equal
modules, iload is evenly distributed between the modules (iref = iload/N ), i.e.,
iref is the central-limit reference current (the mean value of all source currents). It
is also possible to connect units with different power-ratings to the system. Then,
for each unit, a different reference current is needed and the central controller uses
individual weighting functions instead of the factor 1/N for all units. Of course, the
sum of the N weighting functions should be equal to one. The central controller
also determines a voltage correction term ve to control the measured load voltage
vo to its reference value vref and communicates this voltage ve to all modules. To
determine the central vref , several options exist as is discussed in [79]. The local
controllers of each module control their output current to the reference current
received from the central controller. The output vc of the current controller is added
to ve. The output voltage of each module equals ve + vc and is generated by using
pulse-width modulation (PWM). The shared signals that require a communication
link are ve and iref .
An advantage of this method is that current sharing is forced during all times, also
during transients. During transients, the current loop is responsible for maintain-
ing proper power sharing between the modules. The voltage loop will recover the
voltage. This accurate power sharing in steady-state as well as during transients is
not achieved by the master/slave control schemes for example, in which the master
unit delivers most of the compensation current during the transients. The main dis-
advantage is that both ve and iref have to be distributed to all converters by using a
high-bandwidth communication link to synchronise the units [17].
Note that the line impedances are generally not considered explicitly in this para-
graph (§ 2.2). In § 2.3 on the other hand, which discusses the controllers without
communication, the line impedances are mostly taken into account. Neglecting the
line impedances in the control strategies is a significant disadvantage, as the defin-
ition of load voltage vo becomes unclear when the microgrid consists of a feeder
with multiple loads. The methods that rely on communication are generally de-
veloped for UPS purposes, which are significantly smaller than microgrids. Hence,
neglecting the line impedance can be acceptable in the UPS case, but mostly not in
microgrids.
In the power deviation method, the load current iload is (centrally) measured and
divided by the number of operating inverters N (or by using a weighting factor)
to obtain iref . This information is fed to all modules. From iref − iL,i and vo, the
capacitance of the loads, e.g., with respect to resonances with the LC filters of the DG units and
other loads, may arise in the future, this domain is not yet widely investigated in literature.
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Figure 2.2: Central-limit control principle
power deviation, i.e., the active component ∆P and the reactive component ∆Q,
are evaluated. In [81] and Fig. 2.3 the inverters are connected to the common bus
via a series inductance. The power deviation method is based on the theory that
the active and reactive power are separately determined by the phase angle and
amplitude of each module’s output voltage, respectively, which will be discussed
further. The power angle is dynamically controlled by slightly changing the inverter
frequency. The reactive power deviation ∆Q, the common grid voltage reference
Vref and the inverter output voltage Vo determine the reference amplitude V ?g of
the inverter’s output voltage. The active power deviation ∆P and the frequency
reference fref , determine the new frequency set value f?.
2.2.2 Master/slave control
In the master/slave control strategy, voltage as well as current controllers are used.
In central-limit control, the converters share the total load current by using weight-
ing factors. A disadvantage is, thus, that if the sum of these factors differs from
one, due to for example the shut down of a unit or a programming fault, the load
current continues to decrease or is not shared properly [80]. In master/slave con-
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Figure 2.3: Power deviation control
trol on the other hand, the master only has voltage control, no current control.
Hence, this unit delivers the transient current and compensates for wrong weight-
ing factors. The master module is responsible for output voltage regulation and
to specify the reference current of each inverter. The slave units track the current
command provided by the master to achieve an equal current distribution. It is
well-known that a master/slave control can realise excellent current sharing per-
formance with easy implementation, even with non-identical modules. However,
master/slave control does not achieve redundancy as the slave units depend on the
master module. Another drawback is that as the master output current is not con-
trolled, high output current overshoot during transients can occur [82]. The slave
units react slower to the transient current demand such that the master needs to
provide the compensation current [17]. Communication signals of relatively high
bandwidth, i.e., instantaneous current and voltages, are distributed throughout the
system.
Different strategies for assigning the master are possible, such as [83]:
• dedicated: master is a fixed module;
• rotary: master is arbitrarily chosen;
• highest rms current: master is the module with maximum rms current.
A. Without central controller
The master/slave control scheme without central controller consists of a single
master and a set of slave inverters without additional central controller [17,82–84].
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Figure 2.4: Master/slave control principle without central controller
The master operates as a voltage-source inverter (VSI) in order to control the load
voltage as shown in Fig. 2.4. It also measures the total load current and determines
the set value of the current for each slave unit. The slave units operate in current-
control mode acting as current-source inverters (CSIs). In the master/slave control
method of Fig. 2.4, derived from its dc/dc variant in [82], the reference current of
the slaves equals the master output current im = iref . A current controller controls
the slave’s output current iL,i to iref . The output of the slave’s current controller vc
is added to a master-signal ve and forms the input of the pulse-width modulation
(PWM). The signal ve can be seen as a feed-forward term. The master module con-
trols v0 to vref via a voltage controller with output ve, which is directly used for the
PWM signal generation of the master.
An advantage of this strategy is that voltage recovery is obtained by the voltage
controller of the master and the current control loops of the slaves together [17].
A disadvantage is that both current sharing signals (im) and voltage (ve) feedback
signals are distributed by using a relatively high bandwidth communication link
as instantaneous values are communicated [17]. The current sharing is accurate in
steady-state, but during the transients, large differences between master and slave
currents can occur due to the limited bandwidth of the communication. The master
delivers most of the compensation current during transients.
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For the master/slave communication scheme, several possibilities exist. In a first
one, the master unit sends its signals to all other units. Therefore, the number of
interconnections can become quite large. However, if any slave fails, the system
would still be operational, leading to a certain degree of redundancy. In a second
implementation, the units are arranged in a ring configuration. Therefore, the mas-
ter unit sends its signals only to one (first) or two (first and last) slave units. This
reduces the number of interconnections, but can compromise the redundancy. With
both configurations, the reliability of the power system is determined to a large
extent by the reliability of the master unit [85]. Therefore, in [85], a rotating prior-
ity window, providing random selection of the master is suggested to increase the
reliability. In [86], extended monitoring by two redundant monitoring systems is
performed. These systems define one of the healthy blocks as the master.
B. With central controller
A second variant on master/slave control is the control strategy with a central con-
troller as shown in Fig. 2.5. This approach is based on a method for operating UPS
systems in parallel and is described in [17,77,87–89]. The master is responsible for
the voltage control and is, thus, a VSI, while the slaves take care of the current con-
trol in the CSI mode. Opposed to the control method without central controller, the
master current is not equal to the reference current and the master does not provide
this reference current to the slave units anymore. This task is performed by a cent-
ral control unit, that calculates the central-limit reference current (iref = iload/N )
and distributes this to all slave units. Compared to the method without central con-
troller, the voltage reference value is not shared, the only distributed signal is iref .
Hence, the voltage control is achieved by the master unit alone.
The advantages and disadvantages are analogous to those of the master/slave con-
trol without central controller. Like in the previous master/slave control during
transients, the master tries to recover the output voltage, which may lead to large
master current transients [17]. This can become critical in large systems wherein
the master has to provide the transients of the whole system. Only one signal has
to be distributed, but still, a high bandwidth of the communication link is required.
There is always a time or phase delay between the output current of each slave unit
and the load current [77].
An advantage of this method is that in grid-connected mode, the grid can be re-
garded as the master. Therefore, there is no need for specific control methods for
grid-connected and islanded operation. Also, good load sharing is achieved. How-
ever, because of the presence of a single central controller and a master, the system
is not redundant.
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Figure 2.5: Master/slave control principle with central controller
C. Auto-master-slave control
In [90], an auto-master-slave control strategy is proposed, which is a variant of the
master/slave control. The main principle is depicted in Fig. 2.6.
The control circuitry employs an active power and a reactive power share commu-
nication bus interconnecting all the paralleled units [90]. All inverters measure their
output power. The inverter with the highest output power becomes the master. The
master of real power drives Pbus, which becomes the reference signal for the other
units. In the master, ∆P = 0, while for the slaves ∆P = Pbus−Pi. By using ∆P ,
the frequency compensation value ∆f is calculated. As for the master, ∆P = 0 in
steady-state, the master works at the reference frequency f = fref . For the reactive
power, an analogous regulation is adopted in [90], also including a master unit for
the reactive power. The value ∆Q determines the reference voltage amplitude of
the units. The bus signals Pbus and Qbus are almost dc and the noise can be elim-
inated easily, so the information can be transferred over long distances [90]. This
is in contrast to the master/slave and central control schemes, where instantaneous
values of voltage and/or current need to be distributed.
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Figure 2.6: Auto-master-slave control principle
2.2.3 Instantaneous(-average) current sharing
Another control strategy that depends on inter-unit communication is the instant-
aneous current sharing technique. Opposed to the master/slave control scheme, no
master controller is present. The method is similar with the central-limit control
principle, but here, the line impedance is taken into account. Average current shar-
ing requires a current sharing bus and a reference synchronisation for the voltage.
The voltage and current references are shared signals among the modules. The ob-
jective of the shared information is to determine the deviation of the individual out-
put current from the desired value [91]. Since the output currents of the inverters
are regulated at every switching cycle, the instantaneous-current sharing scheme
has a good performance both on current sharing and voltage regulation [91]: even
if the output currents contain harmonics, the inverters can share the output currents
equally. However, interconnections between the inverters are necessary. This limits
the flexibility of the system and degrades the redundancy [91].
The control principle is depicted in Fig. 2.7. Each inverter is connected to the load
through an impedance Zi. By taking this impedance into account, there is no com-
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Figure 2.7: Instantaneous average current sharing
mon voltage reference of the DG units that is equal to the load voltage vo. The ref-
erences of the voltage-feedback loops are synchronised to make the output voltages
of all inverters in phase [92]. This common synchronisation reference is the first
input of the voltage control loop. The output of the outer current-sharing loop is ad-
ded to this value such that each inverter contributes the same power to the load [91].
Each inverter provides a measurement of its output current to the current-sharing
bus, which generates a common current reference iref [91,93]. The value iref minus
the measured terminal current of the DG units forms the input of the outer current
sharing loop.
The reference iref can be the highest output current, the output current of the in-
verter with the highest clock frequency or the averaged output current [91]. A dis-
advantage of the highest current control (HCC) is that the sensed highest output
current can include noise, which deteriorates the performance of the current distri-
bution and output voltage regulation. In addition, non-identical component chara-
cteristics and input voltage variation of the paralleled inverters might also deterior-
ate the system performance [94]. In [94, 95], the averaged current-sharing strategy
(ACSS) is used to achieve an equal current distribution and to reduce noise ef-
fects occurring at the converter switching transition. In [96], the average current
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sharing method is combined with load current feed-forward to improve the out-
put characteristics. However, with the HCC and ACSS, it is difficult to achieve a
weighted current distribution control when the paralleled inverters have different
power ratings [97]. Therefore, a current-weighting-distribution-control (CWDC) is
used in [97] to achieve a weighted output current distribution among the inverters.
This allows for inverters with different power ratings, as opposed to the case where
the factor 1/N is used for the current distribution. The control strategy is analog-
ous to the other instantaneous current sharing strategies and is depicted in Fig. 2.8.
First, the average current is calculated, which is defined as (with N the number of
units):
is =
∑N
i=1 iL,i
N
(2.1)
Then, for each unit, the reference current is calculated by using a weighting func-
tion:
iref,j = is
Pj,nom
(
∑N
i=1 Pi,nom)/N
(2.2)
The value Pi,nom represents the nominal active power output of inverter i. For the
weighting function, the ratings of the units (apparent power S) can be used as well
instead of the nominal active power.
The power sharing is affected by the line impedances. For example, for two units
that are scheduled to provide the same amount of active power (equal Pnom), per-
fect power sharing is achieved when the actually delivered active power is equal for
the two units as well. In this control strategy however, these units deliver the same
current, hence, if Z1 > Z2, then V1 > V2. In this case, the first unit delivers more
active power than the second one, despite their equal Pnom. To improve the current
and power sharing when the line impedance is different among the inverters, ad-
aptive gain scheduling is introduced in the instantaneous average current sharing
control scheme in [93].
2.2.4 Peak-value based current sharing
In [98,99], peak-value based current sharing is used to obtain accurate power shar-
ing and smooth mode transfer. One converter operates with a voltage dual-loop
controller to control the ac-bus voltage to a reference value. For this, an inner
current control and an outer voltage control loop with proportional-resonant (PR)
controllers are used. The other converters only have a current control loop with
a PR controller. The control strategy is summarised in Fig. 2.9. The reference
amplitude of the current-controlled inverters is determined by the obtained cur-
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Figure 2.8: Current-weighting-distribution-control
rent amplitude of the voltage-controlled inverter by using peak value calculation
(PC) and is communicated via a communication bus [99]. The reference phase is
determined by using a PLL that calculates the phase angle of the load voltage vo.
An automatic reference generation (ARG) calculates the current reference of the
current-controlled units in order to minimise the current peak difference and phase
difference. Only the magnitude and phase information of the ac current need to
be communicated [99]. The frequency information is not transmitted because it is
automatically tracked by the PLL (opposed to the master/slave control scheme).
2.2.5 Circular chain control
In the circular chain control (3C) scheme depicted in Fig. 2.10, the modules are
connected in a circular configuration and each module tracks the inductor current of
the previous one. In this way, equal current distribution is achieved [100]. An outer
voltage control loop is used, such that each module controls its output voltage vo
to a reference value vref . As shown in Fig. 2.10, the line impedances are neglected.
The output of the voltage controller, together with the measured inductor current
of the module and that of the subsequent one, form the input of the inner current
control loop.
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Figure 2.9: Peak-value based current sharing (pk = peak value; θ = phase angle)
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Figure 2.11: Conventional control scheme versus distributed control scheme
2.2.6 Distributed Control
Another method to parallel converters is the distributed control method (DCM) [17,
101]. It is important in distributed control to reduce the number of communication
lines to improve the ease of implementation and the reliability. The shared bus
can consist of signals such as the voltage reference, the current reference and an
averaged feedback voltage. By using a shared bus between the modules, the system
will keep running in case a module breaks down.
The DCM of [17] uses low-bandwidth communication to maintain instantaneous
power sharing and high power quality under various loads. In the previous meth-
ods, if the bandwidth of the distributed signals decreases, the disturbance rejection
will be compromised as higher frequency components are not regulated. There-
fore, in the DCM, a central controller provides fundamental frequency power shar-
ing between the different converters by distributing a low-bandwidth signal to all
converters. Power quality aspects are dealt with within the local controllers, by
means of higher-frequency signals. The difference between the conventional con-
trol schemes and the DCM method of [17] is shown in Fig. 2.11, with d a disturb-
ance. In the conventional control scheme, a signal y is controlled to its reference
value y?, with controller output v?. In communication-based control algorithms,
y? is a communicated signal. In the DCM, a remote central controller regulates the
low-frequency components of y, by determining v?LF and communicating it to the
plant by means of a low-bandwidth signal. For the higher frequency components,
a high-bandwidth signal is locally controlled to zero.
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Figure 2.12: Distributed control method (HF = high-frequency, LF=low-frequency
The DCM scheme is shown in Fig. 2.12. The central controller controls the low-
frequency components of the load voltage to vref and determines the low-frequency
reference i?L,LF for the converters. This reference signal can be transmitted to the
individual units via a communication link of limited bandwidth [17, 101]. Steady-
state and low-frequency issues are, thus, centrally controlled. The control is distrib-
uted between this low-bandwidth central controller and high-bandwidth local con-
trollers. The local controllers are responsible for rejecting high-frequency disturb-
ances, such as harmonic suppression, without the use of a communication chan-
nel [17, 101]. They control the high-frequency components of the load voltage to
zero. The current controller’s input is formed out of three components. The first
component consists of the central i?L,LF for fundamental frequency power shar-
ing and voltage regulation. The second input of the current controller is the local
voltage controller’s output, which determines the high-frequency component of the
inverters output current iL,i,HF. The third is the measured high-frequency compon-
ent of the output current.
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In conclusion, voltage regulation and fundamental power sharing are controlled
centrally. The DCM is distributed in the sense that the higher frequency compon-
ents are dealt with by local controllers. However still, a single point of failure is
present, namely the (communication link of the) central controller. The main ad-
vantage of the method proposed in [17, 101] is that the control topology uses a
communication link of limited bandwidth to maintain power sharing between the
units.
The distributed control can be seen as a variant on the master/slave control. In dis-
tributed control, only low-bandwidth communication is required and the harmonic
support is done locally, opposed to in the master/slave control scheme.
2.2.7 Angle droop
In [102], angle droop control is presented. This is a control method that uses com-
munication for phase angle referencing. In the conventional droop control method,
which is discussed in § 2.3.1, P and Q are controlled through the frequency and
amplitude of the reference voltage. In angle droop control on the other hand, the
phase angle, relative to a system-wide common reference (a phase angle reference),
is used for the P control instead of the grid frequency:
δ = δ0 −m(P − P0) (2.3)
V = V0 − n(Q−Q0). (2.4)
Mostly, GPS signals are used to obtain the reference angle. In this way, no inter-unit
communication is required.
2.3 Control strategies without communication
The usage of communication often needs to be avoided for the primary control
as primary objective of the primary controller is to maintain the stability of the
system [4]. Overlaying secondary and tertiary controllers, which can change the
set points of the primary controllers, e.g., for economic optimisation, generally
rely on communication.
The strategies that operate without inter-unit communication for the primary con-
trol are based on droop control. Operation without a communication link is often
essential when connecting remote inverters. It also makes it easy to achieve redund-
ancy and avoids the complexity, high costs and the requirement of high reliability
of a supervisory system. Also, such systems are more easy to expand because of
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the plug and play features of the modules. Therefore, especially for long distances
and high-bandwidth requirements, communication lines are often avoided. Other
advantages of droop controllers are that they can easily deal with units of different
power ratings and offer great flexibility and reliability. Nevertheless, droop control
also has some inherent drawbacks, such as the trade-off between power sharing
accuracy and voltage deviations, unbalance in harmonic current sharing and de-
pendency on the system impedance. To overcome these issues, some variations
on the conventional droop controllers have been presented, such as injecting high-
frequency signals (i.e., > 50 or 60 Hz) in the power lines as discussed in § 2.3.3.
Another disadvantage is that the local controllers in the converters are more com-
plex than when a central controller is used, i.e., next to a voltage control, the units
also need a power control block [76].
2.3.1 P /f droop control
A well-known way to realise a plug and play feature for each DG unit is employ-
ing the conventional droop control [42]. In the transmission system, the synchron-
ous generators are equipped with P /f droops. When the extracted electrical active
power of the power station is larger than its input mechanical power, the generator
will slow down because energy is being extracted from its rotating inertia. Hence,
the frequency of its terminal voltage will lower. In this way, the phase angle of the
voltage will decrease and because of the line characteristics, also the ac power will
decrease. The frequency is a global parameter, i.e., equal in the entire system and
the rotational speed of the generators is directly linked to the frequency. Hence,
each generator will measure its speed and droops it in a P /f droop with negative
slope to change its input mechanical power. In this way, accurate power sharing
between different generators is obtained.
A. Conventional P /f droop control
Droop control was introduced for standalone microgrid control in [4, 15, 18, 40,
103–106]. The P /f droop control method mimics the operation of synchronous
generators in the transmission system. In the conventional power system, the droop
control method changes P as a function of the grid frequency, and is based on the
inertia of the synchronous machines (P (f)). As the converter-based microgrids
generally lack this inertia, the P /f droop method in microgrids is based on the
line characteristics. The power flow equations from a source E1 with phase angle
δ to a voltage E2 with phase angle 0 (phase angles are relative values) through an
inductive line impedance jX can be approximated by (see § 4.1) (with sin δ ≈ δ
2.3 Control strategies without communication 43
and cos δ ≈ 1 for low phase angle differences δ):
P ≈ E1E2δ
X
, (2.5)
Q ≈ E1
X
(E1 − E2). (2.6)
For this reason, in inductive networks, a linkage between active power and phase
angle and between reactive power and voltage amplitude exists. For the control,
the frequency is used instead of the phase angle as the units do not know the initial
phase value of the other units. Another reason is that, due to component tolerances
for example, minor differences in the frequency of a signal can occur although
the same reference frequency is used. Hence, it is necessary to compensate for the
difference between the crystal clock generators [83].
In the P /f droop control method, the P of the generators is drooped with the meas-
ured terminal frequency (P (f)). However, in converter-based microgrids, measure-
ments of the instantaneous frequency are not straightforward, while measuring the
active power is easier [104]. Also, the frequency of a converter-system can be con-
trolled independently, opposed to the frequency of a synchronous generator that is
linked to its rotational speed. Therefore, generally, a droop with f as a function
of the measured P (f(P )) is proposed, which is analogous to determining P as a
function of the measured f (P (f)) [107]:
ωi = ωref +Kf(Pi − Pi,ref), (2.7)
with ω the angular pulsation (ω = 2pif ) and Kf the droop. Preferably, the droops
are coordinated to make each DG system supplying real power in proportion to its
power capacity [42]:
Kf =
ωref − ωmin
Pi,ref − Pi,max < 0. (2.8)
In case multiple DG units are connected in parallel, they share the load according
to their droops analogously as in the conventional power system. Similarly, the
amplitude of the voltage is drooped with the measured reactive power:
Vi = Vref +KQ,v(Qi −Qi,ref), (2.9)
KQ,v =
Vref − Vmin
Qi,ref −Qi,max < 0. (2.10)
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The choice of Kf and KQ,v influences the network stability [9].
The control algorithm with conventional droop control is depicted in Fig. 2.13. The
unit operates as a voltage source with voltage and frequency determined by local
control loops [4]. Only the steady-state power and voltage (i.e., ‘ref’ or ‘nom’ val-
ues) are communicated by using secondary controllers in a microgrid management
scheme. An advantage of the droop method is its simplicity because no extra inter-
connections among the inverters are required. Therefore, high modularity, flexibil-
ity (i.e., plug and play) and good reliability can be achieved. However, the perform-
ance of the voltage regulation and the transient responses are lower, and the har-
monic currents cannot be shared properly with the conventional P /f droop control
method. Because of the proportional controllers without integral term (i.e., droops),
the frequency and voltage in the microgrid are not constant but load-dependent.
Hence, there is an inherent trade-off between the voltage control against the ac-
curacy of Q and P sharing [108, 109]. In choosing the droop coefficients, there is
also a trade-off between the magnitude of the droop and the stability. Large droops
speed up the load sharing, but can cause instability. Smaller droops slow down the
control [110]. A slow dynamic response is obtained as low-pass filters are required
to calculate the average P and Q [108]. Another disadvantage of this method is the
inability to provide rejection of the voltage harmonic content [101]. Still, the inde-
pendence of communication for the primary control outweighs these disadvantages
in most cases.
Some solutions to the aforementioned issues have been discussed in literature. A
virtual output impedance [111], frequency restoration [112] and a derivative con-
troller [10,113,114] can be included in the droop method. Also, the primary droops
can be overlayed with a communication-based, slower secondary controller that
can change the droop characteristic.
B. Variants on P /f droop control
Different variants on P /f droop control have been presented to cope with some
issues like a line-impedance dependency, inaccurate P or Q regulation and slow
transient response [115].
Derivative term To improve the dynamics of the system, a derivative term is
included in the adaptive derivative droop in [10]:
ω = ω? +Kf(Pi − Pi,ref) +Kf,ddPi
dt
, (2.11)
Vi = Vref +KQ,v(Qi −Qi,ref) +KQ,v,ddQi
dt
. (2.12)
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Figure 2.13: Conventional droop control: P /f droops and Q/V droops
In small microgrids, large load changes can be expected, hence, adaptive (hatted-
values (ˆ)) transient derivative droops are used in [10] to add damping and to avoid
large start-up transients and circulating currents:
ω = ω? +Kf(Pi − Pi,ref) + Kˆf,ddPi
dt
, (2.13)
Vi = Vref +KQ,v(Qi −Qi,ref) + KˆQ,v,ddQi
dt
. (2.14)
A pole placement problem changes Kˆf,d and KˆQ,v,d [10].
Virtual output impedance To avoid P -Q coupling, a virtual output inductor
can be included, which introduces a predominantly inductive impedance without
the need for further line impedance information. In [111, 113], a virtual inductive
output impedance is implemented in the inverter by including fast control loops in
the droop control method as shown in Fig. 2.14. The input of the voltage controller
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Figure 2.14: P /f droops and Q/V droop with virtual output impedance
becomes [42]:
vref = vref,from droops − Lvirtdig
dt
. (2.15)
A concern from the virtual inductor control scheme is the derivation of the line cur-
rent ig [42]. Differentiation can cause high-frequency noise amplification, which in
turn may destabilise the voltage control scheme especially during a transient [42].
A common approach to avoid noise amplification is to add a low-pass filter to the
measured grid current [42,108,116]. However, this approach is subjected to a trade-
off between the high frequency noise attenuation and the fundamental component
phase and gain errors (or tradeoff between the overall control scheme stability and
the virtual inductor control accuracy) [42]. Therefore, another method uses a high-
pass filter instead of a pure derivative [111]:
vref = vref,from PQ droops − s
s+ ωC
Lvirtig. (2.16)
The virtual output impedance method is effective in preventing the P -Q coupling,
but can increase the reactive power sharing error due to increased voltage drops.
Therefore, in [42], the reactive power control is improved by on-line estimating the
voltage drops and the local load demand.
In addition, soft start is included in [108] to avoid initial current peaks:
Lvirt = L
?
virt,f + (L
?
virt,0 − L?virt,f)e−t/Tstart , (2.17)
with L?virt,0 and L
?
virt,f the initial and final values of the virtual output impedance
and Tstart the time constant of the soft start operation.
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Frame transformation To avoid P /Q coupling, next to the virtual output im-
pedance method, virtual P and Q frame transformation has been proposed [117].
A transformation matrix with angle φ, that is dependent on the R/X value of the
lines, is used to calculate the virtual powers P ′ and Q′:[
P ′
Q′
]
=
[
cosφ − sinφ
sinφ cosφ
] [
P
Q
]
, (2.18)
with φ = pi/2− θ = arctan(R/X).
The P /f droop becomes:
ωi = ωref +KP(P
′
i − P ′i,ref). (2.19)
This is equal to:
ωi = ωref +KP
X
Z
(Pi − Pi,ref) +KPR
Z
(Qi −Qi,ref). (2.20)
For the reactive power,
Vi = Vref +KQ(Q
′
i −Q′i,ref) =
Eref +KQ
X
Z
(Qi −Qi,ref) +KQR
Z
(Pi − Pi,ref). (2.21)
The droops are, thus, equal to those of (2.7) and (2.9), but with P and Q replaced
by P ′ and Q′ respectively. In this way, despite the non-zero R/X value of the lines,
P /Q decoupling is achieved as if the network would have been purely inductive.
In general, the value X/R is not accurately known in the point of coupling, but
according to [117], an estimation of R/X is sufficient.
Another method that uses frame transformation is presented in [118]. Here, the
transformation angle is continually adapted to reach a minimum current and accur-
ate power sharing. However, according to [119], the slow dynamics of the added
current droop can make this method impractical.
As the virtual power frame (P ′-Q′) cannot directly and accurately share the ac-
tual power, in [120, 121], a virtual frequency-voltage (ω′ - E′) frame is used. This
method also achieves a decoupled power control and an improved system stability.
In [122], an adaptive droop controller is presented in which the grid’s phase angle
is estimated by using a PLL to determine the frame transformation angle.
Harmonic power sharing An interesting method to share the harmonic burden
is the usage of G/H droops, with G the harmonic conductance and H the har-
monic var (volt-ampere reactive). This method is presented in [14] and is shown in
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Figure 2.16: Harmonic power sharing: sharing the distortion by adapting the bandwidth
of the voltage controller
Fig. 2.15. The harmonic power H is calculated according to the instantaneous re-
active power theory [123]. This method is based on inductive lines, thus, the G-H
droop control cooperates with P -f and Q-V droop controllers for the fundamental
components.
In [124], a variant of the G/H droop is presented. The distortion D is calculated
by using S2 = P 2 + Q2 + D2. The distortion is shared by adapting the gain (and
bandwidth) of the voltage controller dependent on D as shown in Fig. 2.16. The
downside is a reduction in voltage waveform quality.
In [108], an additional current harmonic loop is added in the control strategy for
properly sharing nonlinear loads. Selective harmonic current sharing is used to treat
the significant output-current harmonics separately by using bandpass filters.
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Virtual inertia In normal operating conditions, the frequency is limited by the
narrow margins of the primary controllers, the presence of rotating inertia in the
system and the frequency-dependent consumption of, e.g., electrical motors. The
primary control stabilises the frequency after an event, but has no significant ef-
fect on the initial frequency deviations. As the number of generators and loads
that are not directly coupled to the network is steadily increasing, the available
inertia decreases (certainly in islanded microgrids) [125]. This decreased inertia
results in faster and larger frequency deviations after an event, which may cause
problems in the network [126–131]. To emulate rotating inertia, the DG units can
be operated as virtual synchronous generators (VSGs). VSGs require additional
reserve, which enables them to damp initial transients and stabilise the system.
The additional control power can support the frequency stability even before the
primary reserve is activated, hence, contributes to the pre-primary reserve of the
microgrid. Different variants of a VSG exist, such as VSGs based on frequency
measurements in [126, 127], VSGs based on power measurements in [128, 132]
and synchronverters, which are inverters that operate based on the mathematical
model of synchronous generators [131, 133].
2.3.2 P /V droop control
Low-voltage networks are mainly resistive, leading to the usage of P /V droop
controllers. A disadvantage of this method is that the compatibility with the large
central generators can be lost if the DG units need to contribute in the load sharing
evenly with the synchronous generators. In the islanded operation considered here,
this is not an issue. Also, using P /V droops, not with the objective of providing
primary control, but for voltage regulation in grid-connected low-voltage networks
has significant advantages as illustrated in chapter 6. The main advantage of P /V
droop control is that there is a better match between the control strategies and the
characteristics of the considered networks.
A. P /V droop control
While the P /f droop control method works well in a power grid with mainly in-
ductive line impedances, it leads to a concern when implemented in a low-voltage
microgrid, where the feeder impedance is not inductive and the line resistance
should not be neglected [42]. This is especially true for DG units without grid-
side inductor or transformer, where the output inductance is very small [42]. In
case of mainly resistive lines, the power flow equations become:
P ≈ E1
R
(E1 − E2) (2.22)
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Figure 2.17: P /V droop control: P /V droops and Q/f droops
Q ≈ −E1E2δ
R
. (2.23)
Consequently, the active power is mainly linked with the voltage difference, while
the reactive power is mainly linked with the phase angle, which is dynamically
determined by the frequency. This leads to P /V and Q/f droops as opposed to
the conventional P /f and Q/V droops [75, 104, 134–136]. The active and react-
ive power is measured and drooped to obtain the rms voltage and its frequency
respectively:
Vi = Vref +Kp(Pi − Pi,ref), (2.24)
ωi = ωref +KQ(Qi −Qi,ref), (2.25)
with Kp < 0 and KQ > 0. The control scheme is depicted in Fig. 2.17.
In [136], the P /V droops are compared with the P /f droops. It is concluded that
the former are better in resistive networks as they give a more damped response.
B. Variants on P /V droop control
Virtual output impedance A resistive virtual output impedance can be enforced
by subtracting a proportional term of the output current from the reference voltage
[113]:
vref = vref,from droops − igRv (2.26)
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The main advantages are P /Q decoupling and an enhanced stability and dynamic
response of the studied system (a more damped system) [113, 115].
In [137], this is extended with G-H droops in combination with the P -V and Q-f
droops.
Voltage-based droop control The conventional droop controller is not designed
for integration in renewable energy sources. Meanwhile, the voltage-based droop
(VBD) controller of chapter 4 seamlessly integrates renewables in the power shar-
ing control of the microgrid. In the VBD control strategy, the P /V droop controller
is divided into two droop controllers and constant-power bands are included as de-
picted in Fig. 4.3. Note that the conventional P /V droop control of Fig. 2.17 also
requires an additional controller for the dc-link balancing, which is achieved by the
Vg/Vdc droop controller in the VBD control scheme.
In [136], a dead band around the nominal voltage and frequency is used as well.
This dead band prevents control actions for each Vg and f deviation, which may
lead to stability problems such as oscillations in the system [136].
In [138], an additional loop is included in the VBD control strategy to ensure con-
trollable harmonic power sharing.
Derivative term To also improve the dynamics of the system, a derivative term
is included in [113]:
Vi = Vref −KpP −Kp,ddP
dt
(2.27)
ωi = ωref +KQQ+KQ,d
dQ
dt
(2.28)
The controller does not include integrating terms as this would induce an unstable
system [113].
2.3.3 Frequency-based signal injection
Several current sharing techniques based on frequency encoding of the current-
sharing information have been presented. The network lines are used for the com-
munication to achieve the power sharing (power-line communication). This method
has significant advantages, particularly concerning its reliability as no interconnec-
tions between the modules are required, avoiding single-point of failure mechan-
isms, analogous as the P /f and P /V droops. With the frequency-encoding ap-
proach, the designer can select the frequency range over which the current-sharing
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information is communicated and can use this design freedom to achieve objectives
such as noise minimisation [139].
In [110], a small ac signal is injected in the system as control signal for P and Q
(and the distortion current). The control scheme is shown in Fig. 2.18. For example
for Q, the measured Q is drooped with droop Kripple,K to obtain the frequency fQ
of the ripple component in the output voltage:
fQ = fQ,0 +Kripple,KQ. (2.29)
A signal Vq cos(2pifQt) is added to the reference voltage of for example,
230V/50Hz, with Vq a constant value. For two DG units, fQ,1 ≈ fQ,2 such that in
the system analysis, phase angle deviations instead of frequency differences can
be considered. Hence, if Q1 increases, then fQ,1 > fQ,2 and the phase angle of
the first unit will keep increasing relatively to that of the second one. From the
power flow equations in inductive lines, it follows that the active power at the
considered frequency fQ of the first unit will increase PfQ,1 > PfQ,2 . A PLL is
used to measure this frequency component in the current, the voltage is known
as it is a controlled variable. With both values, the active power in this frequency
component (PfQ) is obtained. For the reactive power sharing, this active power PfQ
is drooped to obtain the reference amplitude of the fundamental voltage such that
Vg,1 will decrease:
Vg,1 = Vg,ref −KQPfQ . (2.30)
In this way, aQ/V droop is achieved, but indirectly through the frequency compon-
ent fQ. A disadvantage of this method is its complexity and the need to measure
and generate high-frequency components.
In [110], the harmonic distortion D caused by nonlinear loads is shared in an ana-
logous manner. A control signal with a frequency that is drooped withD is injected.
The power in this injected control signal is then used to adjust the bandwidth of the
voltage loop of the inverter.
In Fig. 2.19, the method of [139] is depicted. Each module injects into the current-
sharing bus a signal with a frequency that is related to its output current, or better,
power. The resulting signal is available for each module. Each module employs a
frequency estimator to calculate a weighted average ωest of the frequency content
of the aggregate signal [139]. This signal is used to change the reference current of
the inner current control loop of the unit.
In Fig. 2.20, the method of [139, 140] is depicted where the switching ripple of
the modules is used as the perturbation source. Each converter is controlled such
that its average current or power is directly related to its switching frequency. The
aggregate output ripple voltage contains information about the output of the indi-
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Figure 2.18: Frequency based signal injection
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Figure 2.19: Frequency based signal injection with perturbation generator
vidual modules. This approach has the benefit that no additional ripple is injec-
ted into the output to encode the current sharing information, and controlling the
switching frequency of the converters is typically straightforward.
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Figure 2.20: Frequency based signal injection with changing the switching frequency
2.4 Comparison of controller performances
Table. 2.1 provides an overview of the controller performances on some of the most
important evaluation criteria. The usage of inter-unit communication for primary
control (+ denotes not required, - denotes required) is a distinct disadvantage for
the reliability of the islanded microgrid.
Concerning the bandwidth requirements, some controllers need to send full wave-
forms (- sign), others send the low-frequency (e.g., 50 Hz waveform) components
(-/0 sign), while others only need to send average values for the primary control (0
sign). The controllers that do not require communication are again indicated by the
+ sign.
Many controllers, especially the communication-based, originate from UPS sys-
tems. In these systems, there was often only one load, or a limited amount of
separate loads. Hence, measuring the load current was swift and easy. However,
microgrids generally have multiple dispersed loads, hence, a requirement of meas-
uring the load current and/or voltage is a distinct disadvantage (+ denotes not re-
quired, - denotes required). In this context, the controllers that rely on load current
measurements also often use “the” load voltage for the control, which is not a defin-
able parameter in microgrids with multiple loads and where the line impedances
are not neglected.
Although often neglected, the line impedance can influence the power sharing
between each two DG units, i.e., equally-rated units can deliver a different amount
of power because of the line impedance effect. The master/slave control strategy
for example determines the reference current of the slave units, hence, although
equally-rated DG units have an equal output current, different line impedances res-
ult in a changed power sharing. In P /f droop control, the power sharing is not
modified by the line impedance. In P /V droop control, i.e., VBD control, it is dis-
cussed in § 6.1 that the power sharing modification can have a beneficial effect
with respect to the network line losses.
Microgrids have a large share of power-electronically interfaced DG units, which
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lack the inertia the conventional grid control is based on. Also, the considered mi-
crogrids are low-voltage networks, which have mainly resistive line parameters as
discussed in § 4.1. Therefore, without modification to cope with this issue, the P /f
droop control is not directly applicable in these networks. Conversely, an advant-
age of P /f droop control over the P /V droops is the direct similarity with the
conventional grid control.
2.5 Conclusions
In this chapter, an overview of primary control strategies for islanded microgrids is
given. Concerning the reliability of the system, methods that do not depend on com-
munication are more suitable for the primary control. Methods injecting a high-
frequency signal are generally rather complex due to the requirement of measuring
a small signal. This can also negatively affect the robustness of the system. Hence,
only droop controllers are considered in this PhD thesis.
The content of this chapter has been published in [141].
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Table 2.1: Performance comparison of primary controllers
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Chapter 3
Voltage control in islanded
microgrids
The DG units in islanded microgrids can consist of grid-forming (Fig. 3.1) and
grid-following units1 (Fig. 3.2). Because of the lack of a utility grid, at least one
grid-forming unit should be present in an islanded microgrids. A grid-forming
controller “forms” the grid voltage, which implies a voltage control strategy. This
voltage controller is a key issue in islanded microgrids. Grid-following controllers
are current-controlled and have widely been studied [142, 143].
Figure 3.1: Grid-forming controllers
This chapter focusses on the voltage control of grid-forming converters in islanded
microgrids. Due to their limited number of parameters and straightforward imple-
mentation, in practice, PID controllers and variants on PID control are used in a
wide range of applications [144–146], including converter control [147, 148]. This
1In literature, sometimes the grid-forming units are classified in grid-supporting and grid-forming
units. The grid-forming units, then, point out DG units with voltage control with fixed reference.
Only one such unit can be connected to the power system. Grid-supporting units are in this context
the voltage controlled units with variable reference. In this PhD thesis, no distinction between those
units is made, both are called grid-forming units, referring to the voltage-controlled units.
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Figure 3.2: Grid-following controllers
chapter gives theoretical insight into the system envisaged for control purposes,
completed by experimental validation. The efficient use of all available signals
(i.e., voltage and current) at different locations in the system is a key issue. For
this, direct control and cascaded control are compared. Only cascaded control uses
grid current measurements for the voltage control. Next to current measurements,
also the effect of adding grid voltage measurements to the output of the control-
lers is studied. As a result of the theoretical analysis, simple yet effective control
strategies arise as intrinsic solutions to the problem. It is shown that, for the cas-
caded control, a P controller in series with PI control is sufficient, while direct
control requires the usage of a PID controller.
In § 3.1, the microgrid circuit is analysed. Next, PID type controllers for direct
and cascaded control are theoretically examined in § 3.2. These controllers are
tuned and compared by means of simulations in § 3.3 and experiments in § 3.4.
The appendix A discusses some other control strategies, such as sliding mode and
fuzzy logic control. The extension to optimised voltage control is not the focus of
this PhD thesis.
3.1 Circuit analysis
The considered single-phase (extension to three-phase microgrids is not the fo-
cus of this PhD thesis) microgrid configuration is depicted in Fig. 3.3. The energy
source is represented as a constant dc-voltage source as the voltage control, not
the power control, is analysed in this chapter. It is interfaced to the grid with a
voltage-source inverter (VSI), consisting of two legs of semiconductor switches in
parallel. The VSI switches T1-T4 are controlled in a full-bridge configuration by
using pulse-width modulation (PWM) with duty ratio δ ∈ [−1, 1]. They determine
vs = δvdc, if averaged over one switching period, with vs the ac-side voltage and
vdc the dc-side voltage of the VSI. For the attenuation of high-frequency switch-
ing components, an LC-filter is introduced in the system. The inductor current, or
equivalently, the VSI output current iL equals iC + ig, with iC the filter capacitor
current and ig the microgrid current.
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Figure 3.3: VSI, interface between the microgrid and an energy source. Single-phase is-
landed microgrid represented as a load and a line impedance. The VSI needs to control the
microgrid voltage vg.
The control strategy implemented in the VSI forces the grid voltage vg towards a
reference value v?g . The reference voltage v
?
g is determined by the power control
strategy of chapter 4. The microgrid is represented by an unknown, variable load
connected to a power source through a line impedance. This load is a black-box
from the DG unit’s point of view, it can consist of loads as well as other DG units
and storage elements. Despite this lack of knowledge concerning the microgrid and
its variable parameters, the control strategy must provide an easily implementable
and accurate method for tracking a sinusoidal voltage.
The control of the VSI is usually obtained in the rotating dq-reference frame (thus,
a three-phase system) synchronous to the grid voltage, for example in [17, 101,
149, 150]. An advantage of this method is that the i-th harmonic of the signal with
a 50 Hz fundamental component can easily be evaluated by using a low-pass fil-
ter after transformation to a reference frame rotating with i times the fundamental
pulsation. A disadvantage of this method is the numerical complexity, because of
the need for a harmonic reference. By using the Clarke and Park transformations,
the quantities in a three-phase balanced sinusoidal system in steady-state are trans-
formed into dc-Park components, which is an advantage for the controllers. How-
ever, in three-phase asymmetrical systems or in systems with voltage harmonics,
the Park transformation does not result in dc-quantities. In single-phase systems,
the Park or Clarke transformations are even not applicable. For these reasons, in
this PhD thesis, the control is performed in the time domain by using conventional
stationary-frame regulators without transformation of reference frame. To improve
the controller’s performance, a feed-forward term is included, further details of
which are given in § 3.2 and [151].
The differential equations describing the system illustrated in Fig. 3.3 are given by:
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L
diL(t)
dt
= vs(t)− vg(t), (3.1)
C
dvg(t)
dt
= iL(t)− ig(t). (3.2)
The switch voltage vs can be written in terms of the dc-link voltage vdc by intro-
ducing the duty ratio δ of the switches:
vs(t) = δ(t)vdc(t) (3.3)
For the tuning of the controllers, vdc(t) is considered as a constant parameter, Vdc.
The differential equations are transformed to the Laplace domain:
sLiL(s) = vs(s)− vg(s) (3.4)
sCvg(s) = iL(s)− ig(s) (3.5)
The general scheme equivalent to the model of (3.4)-(3.5) is that of the LC filter
illustrated in Fig. 3.4. In practice, ig is varying, which poses challenges for the
controller. The signal ig represents the load from the consumer. It is a stochastic,
unknown disturbance in the considered system (ig is a variable, unknown func-
tion f(·) of vg). If this is an independent disturbance, classical feedback control
strategies can be applied. However, if such a control is applied blindly, it may lead
to sub-optimal results, since the assumption that ig is an independent variable is
false.
3.2 PID-type control: theoretical analysis
Proportional-Integral-Derivative (PID) controllers are commonly-used feedback
controllers. A PID controller calculates an error value as the difference between
a measured process variable and a desired set point. The controller attempts to
minimise the error by adjusting the process control inputs. The PID controller al-
gorithm involves three separate constant parameters: the proportional, the integral
and derivative values, denoted P, I, and D.
The DG units’ VSIs are equipped with pulse-width modulation (PWM), involving
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Figure 3.4: Considered system: dynamics of the LC filter
a sample frequency and switching frequency, which are equal in the considered
voltage control loop. Therefore, discrete control is used. For the tuning of the dis-
crete controllers, several methods are possible:
• tuning in the discrete z-domain;
• tuning in the continuous s-domain, including a Pade´ approximation for delay
time and determining the discrete variant of the obtained PID controller.
The last option is discussed here. Nevertheless, the first method has already proven
to give good results [152, 153].
For the purpose of control of the grid voltage vg, the source voltage vs needs to
be manipulated. However, the system has inherent feedback loops. Hence, in the
context of providing good control performance of microgrids, irrespective of load
disturbances, it is necessary to understand the dynamics of the system. In the re-
mainder of this section, several aspects to understand the system and develop an
appropriate control strategy are presented, structured in two main parts: direct and
cascaded PI(D) control.
3.2.1 Direct PID control
This paragraph proves that a PI controller is not sufficient in the direct control. A
PID controller is really necessary, which is not the case in cascaded control.
A. Without forward voltage compensation
If ig could be measured, then (hypothetically) one can compensate for the feed-
back f(·) from vg in the scheme of Fig. 3.4, by injecting at the same point where
ig enters the loop, an ig-signal with an opposite sign. Of course, this is not physic-
ally possible. However, based on the theoretical developments hereafter, a practical
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Figure 3.5: Closed loop scheme for voltage control, when ig in Fig. 3.4 is compensated.
Direct PID control
solution will be given (see § B.). Assuming that the ideal case of perfect compensa-
tion would be possible, the equivalent basic scheme will be the same as in Fig. 3.4,
but with the signal ig removed. In this case, a significant observation can be made:
the derivative of vg is proportional to iL (it will be shown further how this obser-
vation can be used):
vg
iL
=
1
sC
. (3.6)
In this case, if only voltage control would be used, it follows that the transfer func-
tion of the system becomes:
vg(s)
vs(s)
=
1
1 + s2LC
, (3.7)
with the corresponding scheme given in Fig. 3.5, showing the inherent feedback in
the system.
For the controller, the root locus of the system is studied. The system has two
complex poles j 1√
LC
and −j 1√
LC
. The corresponding root locus of the closed
loop if a PI control is used, is given in Fig. 3.6 (left). As a PI controller adds a
real pole and a zero in the origin, it follows that a PI controller cannot stabilise
the system, hence derivative action is absolutely necessary. The corresponding root
locus of the closed loop if a PID control is used, is given in Fig. 3.6 (right). In this
case, a stable closed loop is obtained, at the expense of increased noise effects (due
to differentiation) and the necessity of adding noise filters in the physical system.
However, as discussed above, ig can not be perfectly compensated for. When re-
turning to the initial scheme of Fig. 3.3 (or (3.4) and (3.5)), the following is valid:
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Figure 3.6: Left: Root locus for the closed loop with a PI controller. Right: Root locus for
the closed loop with a PID controller.
Figure 3.7: Equivalent scheme for direct control
vg =
1
sC
iC =
1
sC
(iL − ig) = 1
sC
(
1
sL
(vs − vg)− ig), (3.8)
such that:
vg(s)
ig(s)
=
−sL
1 + s2LC
. (3.9)
The system of Fig. 3.4 can then be reformed to Fig. 3.7. In this equivalent scheme,
ig interacts, by a known transfer function −sL, on the manipulated variable vs.
Opposed to the configuration of Fig. 3.4, in Fig. 3.7, ig enters the loop at a position
that can be manipulated.
Since the current ig can be measured, it can be compensated by adding the opposite
term to the output of the PID controller C(s) as depicted in Fig. 3.8.
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Figure 3.8: Equivalent scheme for direct control, compensation of ig
However, this involves adding the derivative of a measured signal to the output
of a controller, which could induce stability problems, e.g., under the influence of
derivatives of measurement disturbances and noise. Therefore, compensation of ig
is not used in the direct PID control scheme and the disturbance by ig is neglected.
The PID controller is tuned according to the following second-order system model:
∆vg
δ?
=
Vdc
1 + s2LC
. (3.10)
This involves two issues:
• tuning of a PID controller;
• f(·) is unknown and especially variable in small-scale microgrids.
Therefore, in the next paragraph, the influence of voltage compensation to provide
additional information about the microgrid state, is discussed.
B. With forward voltage compensation
Analogous to ig, also vg can be compensated for. Hence, to achieve a better system
performance, a duty-ratio feed-forward (δff ∈ [−1, 1]) is included [154]:
δff(t) =
vg(t)
vdc(t)
. (3.11)
As vdc(t) is fairly constant, vdc(t) ≈ Vdc. Fig. 3.9 shows the system of Fig. 3.4,
including the controller C(s) and the compensation of vg. This compensates for the
systems inner feedback loop of vg, such that the controller can be tuned according
to the transfer function
vg
vs
=
1
s2LC
, (3.12)
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Figure 3.9: Direct control with duty ratio feedforward of vg (δff =
vg
Vdc
)
Figure 3.10: Tuning direct PID controller
Figure 3.11: Root locus analysis direct controller with feedforward of vg. Left: PI control-
ler; right: PID controller
when the disturbance ig is neglected as shown in Fig. 3.10. The latter approxim-
ation is less crucial than in the case without forward voltage compensation, as δff
already gives information about the microgrid loading. The root locus analysis on
this system in Fig. 3.11 proves that a PID controller is required in this case as well.
The main advantage of a direct PID control is its simple and straight-forward imple-
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Figure 3.12: Equivalent scheme of the LC filter, with inherent feedback from ig (through a
resistor R) included in the loop, with τC = RC. Notice two disturbance inputs dI and dV.
mentation. The currents ig and iL do not need to be measured, hence disturbances
in these measurements have no influence on the performance of the system. On the
other hand, this leads to an inherent lack of system knowledge as the current ig
delivers important microgrid information. Also, as only the voltage is controlled,
there is no direct control over the current, which may lead to large transient cur-
rents [54].
3.2.2 Cascaded PI control
In the direct PID control, the measurements of ig and iL were not used. Using
these measurements for the control is possible in cascaded control. Therefore, first,
it is studied whether cascaded control is possible. The main factor in this study is
having an inner loop that is sufficiently faster than the outer loop. Secondly, the
implementation of cascaded control is described.
In cascaded voltage control, the grid voltage is controlled by using both an inner
current control loop (ICCL) and an outer voltage control loop (OVCL). A fast
current controller is used in the inner loop, having a reference current obtained by
the outer-loop voltage regulation. An advantage of the inner current control loop is
its easy current-limit function. More advantages of the inner current control loop
are described in [17].
A. Possibility of using cascaded control
In practice, ig is varying, posing challenges for the controller. This signal repres-
ents the load from the consumer, which is a variable, unknown function f(·) of
vg. Let us consider for simplicity that the current ig is related to the grid voltage
by a varying load which can be represented in its simplest form by a resistor R(
f(·) = R−1). This leads to the scheme in Fig. 3.12. Note that in § D., a practical
solution is given such that the tuning of the controllers becomes independent of the
load (here assumed as R).
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Figure 3.13: Equivalent scheme of the LC filter, based on the derived transfer functions.
The question that now arises is whether measuring the current iL would be useful
for the control purposes. For this analysis, the equivalent loop transfer functions for
the circuit from Fig. 3.4 are derived, with τC = RC. The transfer function from
the manipulated variable to the output is given by:
vg
vs
=
R
sL(1+τcs)
1 + RsL(1+τcs)
=
1
1 + τLs(1 + τcs)
(3.13)
with τL = LR (τL and τC are both varying with the load R). The transfer function
from the disturbance dI to the output is given by:
vg
dI
=
R
1+τcs
1 + RsL(1+τcs)
=
Ls
1 + τLs(1 + τcs)
(3.14)
Based on these transfer functions, the scheme from Fig. 3.12 can be re-arranged as
in Fig. 3.13.
The combination of Figs. 3.12 and 3.13 leads to the block scheme of the system
to be controlled, shown in Fig. 3.14, where the current iL appears explicitly in
the loop. Pm(s) denotes the transfer function of the system to be controlled by a
master controller; Ps(s) denotes the transfer function to be controlled by a slave
controller. Compared to Fig. 3.12, Fig. 3.14 has no internal feedback loop.
From this representation, it is easy to see that cascaded control can be applied if
the signal iL is available as a measurement. At this moment, it is necessary to
verify whether cascaded control would be useful. The speed of response of the two
transfer functions Pm(s) and Ps(s) is determined by the locations of the poles. The
pole of the master transfer function is given by s = − 1τc . For the two poles of the
slave transfer function, the root locus analysis [155] is applied to the characteristic
equation 1 + 1τcτL
1
s(s+ 1
τc
)
. This is shown in Fig. 3.15 (left). It follows that the
location of the poles depends on the term 1/LC, but they are always located to the
right of s = − 1τc . This implies that Ps(s) is slower than Pm(s).
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Figure 3.14: Equivalent scheme of the LC filter, including iL as an explicit signal in the
loop.
Figure 3.15: Left: Root locus for the open loop Ps(s). Right: Root locus for the closed loop
of the slave control, with a gain controller and iL used in a slave feedback loop.
The above conclusion was made in the context that the current iL is not measured.
Consider now the case when iL is measured and used in a slave feedback loop,
e.g., by using a simple P-controller with gain Ks. This feedback loop is given by
the transfer function
KsPs(s)
1 +KsPs(s)
(3.15)
The denominator can be rewritten as:
1 +K
(s+ 1/τc)
(s− p)(s− p∗) (3.16)
with p and p∗ being the poles of the open loop Ps(s) (determined in Fig. 3.15
(left)) and K the loop gain. After applying root locus analysis to this characteristic
equation, the obtained location of the poles is depicted in Fig. 3.15 (right). The
conclusions from this analysis are twofold: 1) the poles of the slave loop (3.15) can
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Figure 3.16: Cascaded closed loop control scheme with inherent derivative action from the
current loop on iL.
be placed to the left of s = − 1τc , for suitable values of the gain K; and 2) the zero
from the slave loop (3.15) cancels the pole of the master transfer function Pm(s).
Hence, the system with slave loop is faster than the open loop transfer function in
Fig. 3.14, and cascaded control is, thus, useful.
B. Benefits and implementation of cascaded control
Without feedforward of ig At this point, it becomes interesting to consider the
benefits of adding a slave loop. Recall here the observation from (3.6) that iL is
proportional to the derivative of vg. This fact implies that an inner loop can be
introduced (current loop) to replace the explicit derivative action in the PID con-
troller, as is clarified in Fig. 3.16. Using an inner loop with feedback from iL is,
thus, equivalent to using D-action in the master PID controller. However, it does
not have the mentioned noise sensitivity. The scheme of the closed loop becomes
that of Fig. 3.16, with P the proportional controller of the inner loop and a PI
controller in the outer loop.
The root locus analysis on the inner loop of Fig. 3.16, with transfer function:
iL
vs
=
Cs
1 + s2LC
, (3.17)
is shown in Fig. 3.17. From this figure, it follows that a P controller is sufficient to
stabilise the ICCL. The closed loop transfer function becomes:
iL
i?L
=
CPs
1 + CPs+ s2LC
(3.18)
For large P , the transfer function becomes approximately equal to one.
In the fast inner current control loop, the measured inverter current iL(t) is com-
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Figure 3.17: Root locus on inner current control loop: P controller
pared with its set value i∗L(t). The obtained current error is presented to a discrete
proportional controller. The output of the current controller is the set value of the
switching voltage v∗s (t) or, equivalently, the duty-ratio δ(t). To obtain better dis-
turbance rejection, a duty-ratio feed-forward branch is added to the output of the
current controller [154]. The sum of the duty-ratio and the duty-ratio feed-forward
is the input of the PWM-unit, which calculates the switching signals for the in-
verter.
Design of ICCL and OVCL The design of the current controller is based on:
L
diL(t)
dt
= vs(t)− vg(t) = δ(t).vdc − vg(t). (3.19)
Transformation to a small signal model in the Laplace domain results in
iˆL(s) =
Vdcδˆ(s)
sL
+
δ0vˆdc(s)
sL
− vˆg(s)
sL
, (3.20)
with δ0 the average duty-ratio and where hatted values xˆ denote small deviations
from the steady state value of x. This equation shows that the current of the inverter
iL is determined by variations of the control variable δˆ, but also by variations of
the grid voltage vˆg and the inverter dc-bus voltage vˆdc. The latter two variations
can be considered as disturbances. Implementing a duty-ratio feed-forward δff (t)
decreases the influence of these disturbances [154]. This results in a better current
tracking [156]. By using the following transfer function of duty-ratio to inverter
current:
iˆL(s)
δˆ(s)
=
Vdc
sL
(3.21)
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the inner regulator can be tuned. The output of this regulator is ∆δ? and the input
of the VSI switches equals δ = ∆δ? + δff when voltage compensation is used.
In the OVCL, the reference grid voltage v∗g is compared to its measured value vg
and controlled by a second PI-regulator. The PI-regulator to control the grid voltage
vg is tuned by using the transfer function
vˆg
iˆc
=
1
sC
(3.22)
and a Pade´ approximation for delay time as a result of the sample and hold proced-
ure. The output of the outer PI-regulator is ∆i∗C, with ∆i
∗
C a small-signal deviation
from the steady state i∗C. The input of the inner PI-regulator is
∆iL = i
?
L − iL (3.23)
with
i?L = (ig + iC)
? ≈ ig + i?C = ig + ∆iC + iC, (3.24)
with iC = sCv?g the steady state value, thus, iC.
By implementing a controller with two loops in series, an additional advantage is
created as the inverter current iL can easily be limited.
C. Feedforward of vg
Starting again from Fig. 3.4, and similar to injecting ig into the system, a measure-
ment of vg can be injected to the output of the P controller in the inner loop as il-
lustrated in Fig. 3.18. Notice that, opposed to injecting ig, injecting vg is physically
possible. The effect of adding vg, i.e., δff will compensate for the physically-present
feedback from the vg signal (see Fig. 3.18).
D. Practical solution to inject ig
In Fig. 3.18 with perfect compensation of the internal loop with vg, the transfer
function of the system i?L to iL is
1
1+Ls/K . In the ideal case of perfect models and
perfect measurements and assuming a P controller with a gainK sufficiently large,
the loop from i∗L to iL is approximately equal to 1. This implies that iL ∼= i∗L, which
immediately suggests the physical solution to inject ig at the output of the master
controller (a PI-controller), leading to the final configuration depicted in Fig. 3.19.
In this way, the internal feedback of ig is compensated for as explicitly shown in
Fig. 3.19. This figure also shows that the ICCL can be simplified by the transfer
function 1sL and the OVCL by
1
sC .
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Figure 3.18: Schematic representation of injecting vg in the inner loop.
- - -
Figure 3.19: Final configuration with practical solution for injecting ig and vg into the
closed loop control scheme. The internal feedback of vg is compensated by the feedfwor-
ward term. The ICCL can be approximated as zero, such that also ig is compensated for.
To summarise, the theoretical analysis suggests the following: 1) cascaded control
from iL is always useful, and 2) compensating for the signals vg and ig is beneficial
for the overall control performance.
Notice that - thanks to the ig injection - the tuning of the controllers became inde-
pendent of the load.
E. Implementation of cascaded control
Fig. 3.20 shows the implementation of the cascaded control. For the inner loop,
e.g., a P, PI or PD controller can be used.
An advantage of the cascaded control according to [17] is that non-linearities due to
the switching of the converter and external disturbances are dealt with in this loop.
Opposed to in the direct control, an over-current protection can easily be included
in the ICCL. The disadvantage of need for more measurements is not applicable as
these currents will be measured anyway in the overlaying controllers to calculate
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Figure 3.20: Cascaded PIPI control
the active and reactive power. A disadvantage is the usage of two controllers that
both need to be tuned, with a sufficiently different bandwidth. Furthermore, these
controllers are tuned under nominal conditions of the filter parameters L en C en
dc-link voltage vdc. Significant variation of these parameters require retuning of
the controllers.
The reference value i?L consists of:
• The output of the PI controller of the OVCL with transfer function 1sC : ∆i
?
C;
• The feed forwarded steady state current through the filter capacitor C: iC,
which is calculated using the reference voltage v?g (iC = sCv
?
g). This stabil-
ises the system and improves the dynamic response by rapidly compensating
for near-future variations in the load voltages whose rate of change is indir-
ectly sensed by measuring the capacitor currents [157].
• The measured grid current ig.
The input of the ICCL equals i?L − iL. The estimated current iC is added to the
output of the voltage controller, as although this is a small current, simulations
show that this has an effect on the tracking performance of the cascaded controller.
In order to study the effect of including ic in the reference value i?L, two cases are
compared. The simulations are preformed on a small microgrid with one DG unit
and a load R = 25 Ω, a line impedance of rl = 0.411 Ωkm and a line of length
800 m, hence, Rl = 0.33 Ω. For iC = 0 A, Fig. 3.21(a) shows the simulation
results. When including iC, the result is given in Fig. 3.21(b). A clear improvement
in voltage tracking is concluded.
F. Cascaded versus direct control: conclusions
For the direct control, a PID controller is required. For cascaded control, at least a
PI-P combination is needed.
If the current ig is available for control, the best control structure is a cascaded
configuration with a PI master controller and a P slave controller. When ig is used,
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Figure 3.21: Influence of adding i?C to the output of the OVCL
there is an advantage which is extremely important from practical point of view:
thanks to the ig injection, the tuning of the controllers became independent of the
load (R). This is a significant benefit from control point of view, since in practice
the load is varying and not known.
3.3 Tuning of the controllers
In the time domain (continuous form), a PID controller is given by:
u(t) = Kpe(t) +Ki
∫ tk
0
e(τ)dτ +Kd
d
dt
e(t), (3.25)
with as Laplace transform:
G(s) = Kp +
Ki
s
+Kds =
Kds
2 +Kps+Ki
s
. (3.26)
In order to design a digital implementation of a PID controller, the standard form
of the PID controller is discretised. Approximations for first-order derivatives can
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be made by backward finite differences. For the integral term∫ tk
0
= e(τ)dτ =
k∑
i=1
e(ti)∆t (3.27)
and the derivative term
de(tk)
dt
=
e(tk)− e(tk−1)
∆t
(3.28)
are obtained. Therefore:
utk = Kpetk +Ki
k∑
i=1
eti∆t+Kd
etk − etk−1
∆t
(3.29)
utk = Kpetk+Kietk∆t+(utk−1−Kpetk−1−
Kd
∆t
(etk−1−etk−2)+Kd
etk − etk−1
∆t
(3.30)
Hence,
utk = utk−1 +etk(Kp+Ki∆t+
Kd
∆t
)+etk−1(−Kp−2
Kd
∆t
)+etk−2
Kd
∆t
(3.31)
or simplified,
utk = utk−1 + etkk1 + etk−1k2 + etk−2k3. (3.32)
The z-transform becomes:
G(z) =
k1z
2 + k2z + k3
z(z − 1) (3.33)
Another method to derive the discrete form of (3.26) uses the bilinear transforma-
tion (Tustin’s method) with
s ≈ 2
T
1− z−1
1 + z−1
. (3.34)
In this case:
G′(z) =
k′1z2 + k′2z + k′3
z2 − 1 (3.35)
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This transfer function has two poles, z = 1 and z = −1, the latter one makes the
system marginally stable. In order to deal with this, a proper transfer function of the
PID controller G(s) in (3.26) needs to be used. The discrete form of a PI controller
equals:
utk = utk−1 + etk(Kp +Ki∆t)−Kpetk−1 (3.36)
with Ki and Kp the design parameters. The PI(D) controllers are tuned based on
root locus analysis and bode plots.
3.3.1 Direct PID control
The direct PID controller is tuned by using Matlab Sisotool, with system (3.10):
P (s)
1
1 + s2LC
, (3.37)
with L = 2 mH, C = 3 µF and P (s) a Pade´ approximation for delay time
(Ts = 1/fs). The parameters of the LC filters are chosen according to some com-
mon design rules. The cut-off frequency is chosen at 2kHz ( 1
2pi
√
LC
= 2055 Hz),
which enables to deal with frequencies up to the 40th harmonic (the European
standard EN50160, which is commonly used to evaluate the supply voltage in MV
and LV networks, gives restrictions on the THD of the supply voltage including
harmonics up to the order 40). The capacitance should be small enough that the
reactive power provision is less than 5 % of the nominal active power of the DG
unit. For setting this, a small 1 kW unit is anticipated (for larger units, the chosen
capacitance, will, thus, be on the safe side). In 230 V networks, a 3 µF capacitor
delivers 50 VAr, which complies with the design specification for reactive power.
The capacitance is not chosen smaller as a large value has a positive effect on the
voltage quality, making the voltage controller more easy to tune. Of course, DG
units of significantly higher ratings or connected to other voltage levels can require
other filter parameters. The Pade´ approximation is included as the PWM control
uses discrete time steps with the sample frequency, with:
P (s) =
1
s3T 3s
3! +
s2T 2s
2! + sTs + 1
, (3.38)
with Ts the sampling period. The following PID controller is tuned:
PID1(s) =
6.4e−6s2 + 0.0012s+ 1000
s
, (3.39)
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with as discrete-time equivalent following Tustin’s method:
PID1(z) =
0.2822z2 − 0.462z + 0.2798
z2 − 1 , (3.40)
which is not a stable transfer function. Therefore, (3.39) is transferred to a proper
transfer function2, with τ sufficiently small (1/τ sufficiently larger than the band-
width of the system):
PID(s) =
6.4e−6s2 + 0.0012s+ 1000
s(1 + τs)
, (3.41)
with as discrete-time equivalent following Tustin’s method for τ = 10−5:
PID(z) =
0.2016z2 − 0.33z + 0.1999
z2 − 0.5174z − 0.4286 . (3.42)
This PID controller is tuned for bandwidth and phase margin. The control circuit
has the following characteristics: settling time Tset = 3.9 ms, overshoot %OS = 0,
phase margin PM = 40.8◦, gain margin GM = 28.8 dB and open loop bandwidth
fb = 2.05 kHz. The open loop root locus and bode plots are depicted in Fig. 3.22.
3.3.2 Cascaded PI controllers
The PI controller of the inner current control loop is tuned by using the transfer
function
Vdc
sL
(3.43)
combined with a Pade´ approximation P for delay time. The following controller in
the z-domain is obtained:
PII =
0.04594z − 0.0318
z − 1 . (3.44)
In cascaded PI control, it is important to achieve a fast inner control loop and a
slower outer control loop. Therefore, the PII controller is tuned primarily according
to a desired bandwidth and phase margin, here 1.9 kHz and 30° respectively as
depicted in Fig. 3.23. The PI controller of the outer voltage control loop has a
2A proper transfer function is a transfer function in which the degree of the numerator does not
exceed the degree of the denominator.
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Figure 3.22: Direct PID controller: root locus and bode plot
lower bandwidth and is tuned according to:
PII
Vdc
sL P
1 + PII
Vdc
sL P
1
sC
P (3.45)
with Pade´ approximation P . Note that the inner current control loop can also be
neglected in cascaded control in case of sufficient different bandwidths of the con-
trol loops leading to tuning according to PsC . The following controller is obtained
PIV =
0.006539z − 0.006055
z − 1 , (3.46)
which has a bandwidth of 455 Hz and a phase margin of 49° as depicted in
Fig. 3.24.
3.3.3 Controllers comparison
By means of simulations, the controllers are compared. The dc-link voltage equals
450 V, the filter parameters are L = 2 mH and C = 3 µF. Three cases are studied.
For the cases load 1 and load 2, a microgrid with one DG unit is considered. In
the third case, a microgrid with two DG units is considered. The parameters of the
loads are chosen to comply with residential loads (e.g., the 25 Ω load has a 2 kW
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Figure 3.23: Root Locus of the PII control loop
Figure 3.24: Root Locus of the PIV control loop
consumption in a 230 V network). The 0.1 H inductive load leads to an 31.4 Ω
impedance, hence, a power factor cosφ of 0.6 when put in series with the 25 Ω
load. This is a bad power factor, but the other loads have no inductive term and
the power factor is here chosen small to magnify the effect of phase differences
between the voltage and current of the DG unit. The line impedance is chosen
according to a 0.4 Ω/km line (EAXVB cable combined with smaller, thus with
higher resistance, connection cable to load, see table 4.2) and a realistic, but low,
line length. Here, a low line length is chosen to magnify the effect of load changes.
• Load 1
In the first case, the system configuration is depicted in Fig. 3.25. The RL
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Figure 3.25: Comparison of direct PID and cascaded PI control: system configuration
load turns off at t = 30 ms. The reference voltage v?g is a 50 Hz, 230 V rms
sine wave. After 15 ms, the rms value changes to 195 V and after 20 ms,
again to 230 V.
• Load 2
In load 2, the same microgrid configuration, including the reference and load
change, is used as in load 1. Although the controllers are tuned with the filter
parameters given above, in this case, the real filter parameters are twice these
values. In this way, the sensitivity to model faults can be studied. Also, after
25 ms, the robustness to measurement noise is studied. Therefore, a band-
limited white noise in the measurements of vg, ig and iL is included varying
between -10 V and +10 V or -5 % and +5 % for the voltages and -0.5 A and
+0.5 A for the currents.
For the direct PID controller, the simulation results with both reference loads are
depicted in Fig. 3.26. For the first load, an accurate steady-state tracking is ob-
tained. The total tracking error e, defined as:
e =
√√√√ 1
N
1
Vg,ref
√
2
N∑
i=1
(vg,ref(i)− vg(i))2, (3.47)
with Vg,ref = 230 V , equals 0.0289 over the simulation time of 0.6 s. For the
second load in Fig. 3.26(c,d), the PID controller shows a good parameter sensitivity
but a low robustness to measurement error. The error e in this case equals 0.2796.
For the cascaded PI controllers, the simulation results with both reference loads are
depicted in Fig. 3.27. The error e for the first load equals 0.0226 and for the second
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Figure 3.26: Direct PID control (— = vg(t) (p.u.); ---- = v?g(t) (p.u.), -.-.-. = ig(t) (p.u.))
load e = 0.0376. The robustness of this controller is, thus, clearly better than that
of the direct PID control.
In a third case, the direct and cascaded PI(D) controllers are included in a basic mi-
crogrid configuration with two DG units, as illustrated Fig. 3.28. In the microgrid,
Cdc = 1.5 mF, Pnom,1 = 1500 W, Pnom,2 = 750 W. Voltage-based droop control
is used with Kv = −1, Kp = −Pnom/50 W/V, Kq = 1 · 10−4 Hz/VAr, zv = 3Ω,
b = 0 % (the parameters are discussed in chapter 4).
Fig. 3.29 and Fig. 3.30 show the obtained results with direct PID control and the
cascaded PI control respectively. Again, the tracking performance is slightly better
in the case of the cascaded PI controller.
3.4 PID control comparison: experiments
In the following section, a comparison is made between the direct and cascaded
control as well as between different duty ratio feed-forward strategies. First, some
simulations are discussed, next, the same cases are analysed in the experiments. A
lower switching and sampling frequency as in the previous paragraph is considered,
namely 10 kHz, although 20 kHz for low-power converters in grid-connection ap-
plications is also possible in practice. The experiments are based on [158].
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Figure 3.27: Cascaded PI control (— = vg(t) (p.u.); ---- = v?g(t) (p.u.), -.-.-. = ig(t) (p.u.))
Figure 3.28: Comparison of direct PID and cascaded PI control: microgrid configuration
with two DG units
As suggested in the previous section, direct control implies the necessity of a PID
controller, while for cascaded control, a PI-P combination is sufficient. Hence, dir-
ect and cascaded control, with the suggested PID-type controllers are compared.
The cases with and without adding vg to the output of the controller (forward
voltage compensation) are compared for the direct as well as the cascaded con-
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Figure 3.29: Direct PID control in microgrid with two DG units
trol structure.
3.4.1 Simulation results
For the tuning of the controllers, per unit voltages and currents are used with ref-
erence values of 400 V and 10 A respectively. The dc-link voltage equals 400 V,
the filter inductance L 2.2 mH and filter capacitance C is 5 µF. The equal per unit
reference and dc-link voltage result in a convenient implementation of the forward
voltage compensation, i.e., adding vg to the output of the controller. The reason
is that in the averaged model of the VSI with pulse-width modulation, vs equals
δvdc, with vdc = 1. In the experimental part, a 25 Hz network is considered. In the
figures, the reference voltage for the per unit calculation equals 230
√
2 V and the
reference current is 20 A.
The following reference loads are used:
• Firstly, the set point voltage equals 230 V rms. At t = 30 ms, this set point
value drops to 195 V and is restored at t = 40 ms. A resistive load of 65 Ω
and an RL load of 65 Ω in series with 310 mH, thus with cosφ = 0.8, are
present. The former load turns off at t = 50 ms and the last one at t = 70 ms.
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Figure 3.30: Cascaded PI control in microgrid with two DG units
• Secondly, the values of C and L are doubled compared to the values for
which the controllers are tuned. In this way, parameter sensitivity to model
faults can be studied. Next, after 0.5 s, the robustness to measurement noise
is studied by including band-limited white noise in the measurements of ig,
iL and vg varying between −5% and +5%. This 5% value is a high value, in
practice, a lower measurement error can be assumed. In the simulation plots,
the measurements, thus including this noise, are depicted.
A. Direct control
The grid voltage vg(t) is controlled to its reference value v?g(t). In this control
scheme, ig is regarded as a disturbance and there are no measurements of current
required.
Without forward voltage compensation For the direct control without adding
vg to the output of the controller (forward voltage compensation), the following
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PID controller is tuned:
C(z) = 0.24573
z2 − 2.2z + 2.066
z(z − 1) (3.48)
With this controller, the control circuit has the following characteristics: settling
time Ts = 1.84 ms, overshoot %OS = 25.8, phase margin PM = 48.8◦, gain margin
GM = 6.33 dB and open loop bandwidth fb = 1.71 kHz. From the Bode plot, it
follows that the phase lag for 25 Hz (which is the frequency of the reference signal)
equals 4.2◦. This is compensated by including a phase-lead in the reference signal.
This controller is referred to as PID 1.
For the first reference load, a good regime voltage tracking is obtained as shown
in Fig. 3.31 (a,b). The transient after the load switching shows some oscillations.
That the phase-lag compensation significantly affects the controller performance,
is shown in Fig. 3.31(c,d), where the phase-lag compensation of 4.2◦ is omitted.
This leads to a larger regime error.
The PID 1 controller does not obtain a stable operation with the second reference
load. A stable operation is achieved for the adapted second reference load where L
remains unchanged as depicted in Fig. 3.31(e,f). Hence, this controller is sensitive
to L. The results from t > 50 ms show that the controller is sufficiently robust for
measurement error.
For PID 1, an important difficulty is that accurate phase-lag calculation is required,
depending on an accurate system model. To overcome this issue, a variant of the
PID 1 controller uses the same PID controller as the previous case, but with adding
the set point voltage v?g to its output. This controller is referred to as PID 2. The
phase-lag compensation in the reference signal is omitted in PID 2 and the control
scheme is depicted in Fig. 3.32. This leads to a more robust control design.
The simulation results in case of the first reference load are depicted in Fig. 3.33.
Similar steady-state voltage tracking and transient results are obtained as in case
of the direct control without v?g compensation and with phase-lag compensation.
Like the previous controller, this controller does not obtain a stable operation with
the second reference load. For the adapted second reference load, when L remains
unchanged, similar results as in Fig. 3.31(e,f) are obtained.
With forward voltage compensation Second, forward voltage compensation of
vg is implemented by adding the measured voltage vg to the output of the controller
as depicted in Fig. 3.34. A new PID controller is tuned because the system changes
from H to H1−H due to this forward compensation. The following PID controller is
tuned:
C(z) = 0.67432
(z − 0.868)(z − 0.3)
z(z − 1) (3.49)
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Figure 3.31: PID 1 - Direct control without forward compensation (— = vg(t) (p.u.); ----
= v?g(t) (p.u.), -.-.-. = ig(t) (p.u.))
With this controller, the control circuit has the following characteristics: Ts =
1.76 ms, %OS = 46.5, PM = 40◦, GM = 6 dB, fb = 776 Hz. From the Bode plot,
it follows that the phase for 25 Hz (which is the frequency of the reference signal)
equals 0.115◦. This small value is not compensated by including a phase-lead in
the reference signal. This controller is referred to as PID 3.
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Figure 3.33: PID 2 - Direct control with adding v?g to the output of the PID controller (—
= vg(t) (p.u.); ---- = v?g(t) (p.u.) , -.-.-. = ig(t) (p.u.))
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Figure 3.34: Direct control with vg added to the output of the PID controller (feed forward
compensation)
In case of the first reference load in Fig. 3.35(a,b), a slightly less accurate steady-
state tracking is obtained, but PID 3 results in a significant improvement in transient
behaviour compared to the previous case. This slightly less accurate regime track-
ing can be due to the lower bandwidth of this controller. For the second load in
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Figure 3.35: PID 3 - Direct control with forward compensation of vg (— = vg(t) (p.u.);
---- = v?g(t) (p.u.), -.-.-. = ig(t) (p.u.))
Fig. 3.35(c,d), the PID 3 controller outperforms PID 1 and PID 2, by reaching a
stable operation despite the model faults in both L and C.
B. Cascaded control
As discussed in § 3.2, the usage of cascaded control is possible in the considered
system. Including current measurements that are not present in the direct control is
beneficial for the overall controller performance. In this paragraph, the latter two
conclusions are investigated in simulation and the effect of extra voltage measure-
ment (forward voltage compensation) is studied as well.
Without forward voltage compensation For cascaded control without adding
vg to the output of the controller (forward voltage compensation) as suggested
in Fig. 3.16, theoretically, a P controller is sufficient in the current control loop.
However, to obtain a sufficient phase margin, a PD controller with a small D action
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is used in the following simulations:
C(z) = 0.3455
z − 0.22
z
. (3.50)
With this controller, the current control loop has the following characteristics: PM
= 30.1◦, GM = 7.78 dB, fb = 2.01 kHz (open loop bandwidth). For the voltage
controller, the following PI controller is tuned:
C(z) = 0.35134
z + 2
z − 1 . (3.51)
With this controller, the voltage control loop has the following characteristics:
Ts=1.22 ms, PM = 63.5◦, GM = 6 dB, %OS= 10.4 and fb = 497 kHz (open loop
bandwidth). From the Bode plot, it follows that the phase lag for 25 Hz (which is
the frequency of the reference signal) equals -3.03◦, which is compensated by a
phase-lead in the reference voltage. This controller is referred to as PIPD 1.
The simulation results in case of the first load are depicted in Fig. 3.36(a,b). An
accurate steady-state tracking is obtained, analogous to the PID 1 and PID 2 control
strategies and better than for the PID 3 option. For the second load in Fig. 3.36(c,d),
a good robustness to model faults and noise are obtained.
Analogous as in the previous paragraph, PIPD 2 consists of the same PI-PD con-
troller as the previous case but with addition of the set point voltage v?g to the
output of the controller to avoid the phase-lag compensation. PIPD 1 and PIPD 2
have similar results, as it was the case in the direct control with PID 1 and PID 2.
With forward voltage compensation Second, a forward compensation of the
measured voltage vg is included. For this, a PI-P control strategy is sufficient. The
P controller of the inner current control loop equals 0.35811 giving this loop a
fb = 1 kHz and PM= 53.9◦. The PI controller of the outer voltage control loop
equals
1.9823
z − 0.81
z − 1 , (3.52)
giving the controlled system Ts =2.14 ms, PM = 40◦, GM = 6 dB, %OS = 40.6
and fb = 695 kHz (open loop bandwidth). This controller is referred to as PIP 3.
The simulation results depicted in Fig. 3.37 show that because of the addition of
vg in the controller’s output, a better transient behaviour compared to PIPD 1 is
obtained. This is analogous as in the direct control strategy. Again, the regime
results are slightly less accurate.
90 Voltage control in islanded microgrids
t (ms)
V
g/I
g
(p.
u
.
)
0 10 20 30 40 50 60 70 80
-1.5
-1
-0.5
0
0.5
1
1.5
(a) First reference load: Vg(t) and Ig(t)
t (ms)
V
g
(p.
u
.
)
45 46 47 48 49 50 51 52 53 54 55
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
(b) Detail of Vg in (a)
t (ms)
V
g
(p.
u
.
)
0 10 20 30 40 50 60 70 80
-1.5
-1
-0.5
0
0.5
1
1.5
(c) Second reference load: Vg(t)
t (ms)
V
g
(p.
u
.
)
28 28.5 29 29.5 30 30.5 31 31.5 32
-1.01
-1
-0.99
-0.98
-0.97
-0.96
-0.95
-0.94
(d) Detail of Vg in (c)
Figure 3.36: PIPD 1 - Cascaded PI-PD control (— = vg(t) (p.u.); ---- = v?g(t) (p.u.), -.-.-.
= ig(t) (p.u.))
C. Conclusion: comparison of controllers
The performance of all controllers is summarised in Table 3.1. In this table, the
voltage error e is given, which is defined as:
e =
√√√√ 1
N
N∑
i=1
(vg,i − v?g,i)2. (3.53)
The voltages in 39.9 ≤ t ≤ 49.9 ms are compared. In this way, for the first refer-
ence load, the regime performance is compared and for the second one, the para-
meter sensitivity, because the robustness to measurement noise is similar for all
controllers.
The PID 1-2 en PIPD 1-2 controllers have similar results in e. The PID 1 and
PIPD 1 controllers require the knowledge of the phase lag, while PID 2 and PIPD 2
need addition of v?g to the output. From a practical point of view, the latter is prefer-
able, despite the slightly better performance of the PID 1 and PIPD 1 controllers
compared to their PID 2 and PIPD 2 variants respectively.
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Figure 3.37: PIP 3 - Cascaded PI-P control with forward compensation of vg (— = vg(t)
(p.u.); ---- = v?g(t) (p.u.), , -.-.-. = ig(t) (p.u.))
Table 3.1: Steady-state performance controllers
e (load 1) e (load 2)
PID 1 0.0443 unstable
PID 2 0.0520 unstable
PID 3 0.1674 0.1160
PIPD 1 0.0237 0.0258
PIPD 2 0.0494 0.0404
PIP 3 0.0944 0.0944
Although the PID 1 and 2 controllers have a good regime tracking, they are very
sensitive to model faults of L. The PID 3 controller is less sensitive to these model
faults, shows a better transient behaviour, but a slightly less accurate steady-state
performance compared to the other direct controllers.
In the cascaded control, a good parameter robustness is obtained. The PIPD 1 and
2 controllers have similar results and achieve a slightly better steady-state tracking
92 Voltage control in islanded microgrids
performance than PID 1 and 2. The transient results are similar, but as discussed
above, their model robustness is a very important advantage. The PIP 3 controller
has the advantage that the current control loop only requires a P-controller and it
achieves a very good transient response, but a slightly less accurate regime tracking
compared to PIPD 1 and 2. Compared to PID 3, its steady-state voltage tracking
and model robustness are better.
To summarise, from these simulations, it follows that using cascaded control of
VSIs in islanded microgrids is possible, by adding current measurements in the
control system. Cascaded control allows for using the system knowledge that can
be gained through a measurement of ig for the control. In cascaded control, PI
controllers can be used, whereas the direct control requires PID controllers, which
are harder to tune and implement. Also, the ICCL allows for a direct handling of
the current, e.g., with respect to over-current limitation. The analysis above has
shown that cascaded control is especially beneficial when considering model in-
accuracies. Also, the regime error is lower in cascaded control compared to direct
control. When adding a grid voltage measurement to the output of the controller,
both direct and cascaded control show a better transient response and parameter
sensitivity. Without the forwarding of this voltage measurement, either phase-lag
compensation in the reference signal or adding the reference voltage to the control-
ler’s output is required for a good controllers performance.
3.4.2 Experimental Results
The previous theoretical and simulation results have been verified on an experi-
mental set-up, see also [158]. A full bridge single phase converter is used with the
same parameters as in the simulations. This converter was designed in the lab based
on a Fuji IGBT Intelligent Power Module (IPM). A Freescale 56F8367 digital sig-
nal processor is used to implement the different controllers and generate the PWM
switching signals for the converter. Both direct and cascaded controllers are digit-
ally implemented with a differential equation and will now be discussed. The same
load is used in all the experiments, which is an RL load (2.5 A, cosφ = 0.8). The
figures in this section show the set point and measured grid voltage and the meas-
ured grid current. Also, the difference ev between the set point and measured grid
voltages is shown.
A. Direct control
Without forward compensation The PID 1 controller does not use forward
compensation. Analogous as in the simulations, this leads to a phase-lag in a
steady-state situation, which was compensated by a phase-lead in the reference sig-
nal in the experiments. Fig. 3.38 shows the measurement results. Note that when
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Figure 3.38: PID 1 - Direct control without forward compensation of vg:
Experiment, RL load (2.5 A, cosφ = 0.8)
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Figure 3.39: PID 3 - Direct control with forward compensation of vg:
Experiment, RL load (2.5A, cosφ = 0.8)
this voltage controller is used in combination with other controllers, such as the
power controllers of chapter 4, this phase-lead often becomes impractical.
The measurement shows good steady-state tracking of the set point voltage, but an
accurate phase-lag compensation was necessary to achieve this.
With forward compensation The PID 3 controller uses forward compensation
of the voltage measurement vg. Therefore, the phase-lag of PID 1 is not longer
present such that a phase-lag compensation is unnecessary. Fig. 3.39 shows a meas-
urement of the PID 3 controller.
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Figure 3.40: PIPD 1 - Cascaded PI-PD control:
Experiment, RL load (2.5A, cosφ = 0.8)
This figure clearly shows that a good steady-state tracking of the set point is main-
tained, although the phase-lag compensation was omitted. Thanks to the forward
compensation, this satisfactory performance is achieved. Like in the simulations,
a slightly better steady-state voltage tracking is obtained by the PID 1 controller
compared to PID 3. However, this conclusion can be relativised by noise and meas-
urement inaccuracies.
B. Cascaded control
Without forward compensation The PIPD 1 controller does not use forward
compensation. Hence, a phase lag compensation is needed to achieve a good steady
state tracking. Fig. 3.40 shows a measurement of the PIPD 1 controller.
Again, good steady state tracking is achieved, but phase-lag compensation was
needed. Also, the derivative action of the PD current controller results in an in-
creased sensitivity to noise in the measurements.
With forward compensation The PIP 3 controller uses forward compensation of
the measured voltage vg, such that a phase-lag compensation becomes unnecessary.
Also, the derivative action of the current controller was omitted. Fig. 3.41 shows
the measurement results of the PIP 3 controller.
Although no phase compensation was applied, the PIP 3 controller has a good
steady-state tracking performance thanks to the forward compensation of vg.
Therefore, the result is similar to that of the PIPD 1 controller.
This shows that using cascaded control is possible for voltage control in islanded
microgrids. In the experiments, a good performance is obtained with all four con-
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Figure 3.41: PIP 3 - Cascaded PI-P control with forward compensation of vg:
Experiment, RL load (2.5A, cosφ = 0.8)
trollers. Clearly, like in the simulations, either phase-lag compensation or forward
voltage compensation is required to achieve a good tracking performance.
3.5 Conclusions
A theoretical analysis of voltage control in islanded microgrids shows that cas-
caded control is possible and using measured current signals in this control scheme
is beneficial for the overall system performance. Also, for cascaded control, a com-
bined PI-P controller is sufficient while direct control requires the usage of a PID
controller for a stable operation. This is demonstrated by means of both simulation
and experimental results. In both the direct and the cascaded control, phase-lag
compensation is required to compensate for the phase-lag that is otherwise present
in the regime voltage tracking. To avoid this, forward voltage compensation, thus
adding a measurement of the grid voltage to the output of the controller, shows
good results. By using these simple yet effective PID-type controllers, accurate
voltage control is obtained in islanded microgrids.
The content of this chapter has been published in [159].
Although voltage control is not the main objective of this PhD thesis, other control
strategies such as sliding-mode control, linear quadratic regulation, fuzzy logic
control and hysteresis control are discussed and compared in Appendix A.
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Chapter 4
Voltage-based droop control
This chapter presents the voltage-based droop (VBD) control strategy of DG units
in an islanded microgrid. The microgrids considered here are single-phase low-
voltage networks, with multiple DG units (multiple connection points) which mos-
tly have a power-electronic interface. There is a single point of common coupling
(PCC) between the microgrid and the distribution network. In this chapter, and in
chapters 5-6, extensive case studies to validate the developed control strategies are
performed in MatLab Simulink, extended with the Plecs library for modelling the
DG units upto the level of the converter switches. Although this increases the simu-
lation time, it allows for detailed dynamic studies. The simulation experiments are
generally built up in a similar structure. First, some small set ups, e.g., consisting
of one or two DG units, are studied to clarify the effects focused on. Next, some
more extensive set ups, upto an IEEE feeder, are discussed in dynamical situations.
Most of these large set ups are used multiple times in this PhD thesis, with some
small changes dependent on the specific effect that is analysed.
In this chapter, first, the power flow equations in the considered networks are stud-
ied as these form the basics for the VBD control. Second, the active power bal-
ancing and sharing by using the VBD control strategy is presented. Next, the Q/f
droop controller is considered for reactive power balancing and sharing. In § 4.4,
the VBD control strategy is modified by an extra term to enable harmonic power
sharing. In § 4.5, a method to adapt the VBD controller to achieve exact power
sharing, if required, is suggested. Finally, in § 4.6, the analogy between conven-
tional grid control and VBD control is studied.
4.1 Power flow equations
The simple system of Fig. 4.1, consisting of a power source, a line and a load is
considered to derive the power flow equations. The complex power S injected into
98 Voltage-based droop control
Rl
load
source
vg
Vg δ1 Vl δ2
ig
Q, P
line resistance
∆V
Figure 4.1: Simple system to study power flow equations
the grid by a power source is given by:
S = vgi
?
g (4.1)
with vg the voltage of the power source: vg = Vge
jδ1 in the complex notation, ig
the line current and i?g the complex conjugate of ig. This power source is connected
to a load with voltage vl = Vle
jδ2 through a line impedance Z l = Rl + jXl:
ig =
vg − vl
Rl + jXl
. (4.2)
The load’s phase angle δ2 can be chosen as zero as voltage angles are relative
quantities, therefore, vl = Vl. The active power can be written as
P =
Vg
Z2l
[Rl(Vg − Vl cos δ1) +XlVl sin δ1] . (4.3)
The reactive power equals:
Q =
Vg
Z2l
[−RlVl sin δ1 +Xl(Vg − Vl cos δ1)] . (4.4)
A general assumption is that the phase angle variations are limited in the network,
hence, δ1 ≈ δ2, sin δ1 ≈ δ1 and cos δ1 ≈ 1. By using these approximations, P and
Q can be expressed as:
P ≈ Vg
Z2l
[Rl(Vg − Vl) +XlVlδ1] , (4.5a)
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Q ≈ Vg
Z2l
[−RlVlδ1 +Xl(Vg − Vl)] . (4.5b)
In resistive networks:
P ≈ Vg
Rl
(Vg − Vl) (4.6a)
Q ≈ −VgVl
Rl
δ1. (4.6b)
From (4.6a) and (4.6b), it is concluded that a decoupling of P and Q is achieved
in microgrids with resistive characteristics. Q is predominantly dependent on the
phase difference over the line (which is dynamically dependent on the frequency),
while P is determined mainly by the voltage difference over the line.
In inductive networks, the active power P and reactive power Q can be expressed
as:
P ≈ VgVl
Xl
δ1 (4.7a)
Q ≈ Vg
Xl
(Vg − Vl). (4.7b)
Like in the case of resistive networks, a decoupling of P and Q is achieved. P is
predominantly dependent on the phase difference over the line (which is dynam-
ically dependent on the frequency), while Q is determined mainly by the voltage
difference over the line. This leads to the well-known P /f and Q/V linkage in
transmission networks. This dependency is the opposite of that in resistive net-
works.
In [75, 104], typical line parameters for low-voltage (LV), medium-voltage (MV)
and high-voltage (HV) networks are compared. The results are depicted in
Table 4.1. This table shows that LV microgrids are mainly resistive, while the
HV networks are clearly inductive. The LV networks considered in Table 4.1
are rural networks. In Table 4.2, some parameters of commonly used cables in
LV networks, the EAXVB and (older) BAXB cables, are given [160]. A typical
Belgian LV network has a total R/X-ratio of 2-5. The total line impedance is
dependent on the transformer (mainly X), the line impedance in the grid (some
cable details are given in Table 4.2) and the impedance of the connection line to
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Table 4.1: Typical line parameters
Type r [ Ωkm ] x [
Ω
km ] IN
R
X
LV 0.642 0.083 142 7.73
MV 0.161 0.190 396 0.85
HV 0.06 0.191 580 0.31
Table 4.2: BAXB and EAXVB cables in LV grids
BAXB EAXVB
section (mm2) 3 × 95 + 54.6 4 × 150
resistance (Ω/km) 0.410 0.265
inductance (mH/km) 0.243 0.248
R/X 5.37 3.40
the load (which often has a smaller section, thus a higher resistance/km and R/X).
In general, the R/X-ratio varies between 2 and 8 in LV networks.
4.2 Active power control
As discussed in chapter 2, a widely-known control method for islanded microgrids
is the active power/frequency (P /f ) droop control, similar to the droop control
in conventional grids. In this control strategy, local measurements of voltage and
frequency are used as a communication link for the power sharing between the
generators connected to the microgrid. Because of the droop functions, changes of
the power delivered to the grid cause changes of the voltage and frequency settings,
or vice versa [4, 15, 18, 104–106, 108, 117, 161]. Accordingly, in case of multiple
inverters, the power will be shared between the generators based on their droop
characteristics. The main advantage of this control strategy is that it does not re-
quire inter-unit communication and mimics the synchronous generator control in
the transmission network.
However, some problems arise when using the P /f droop control strategy as
this controller is not based on the specific characteristics of the microgrids. Con-
sequently, the voltage-based droop (VBD) control strategy for converter-interfaced
DG units in islanded microgrids is presented in this PhD thesis. Like in the P /f
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Figure 4.2: Grid architecture for the case of one power source: dc-side (power source or
current source), VSI, ac side (consisting of line impedances and the rest of the microgrid,
which is a black box)
droop control, no critical communication between the inverters is required. The
specific characteristics of the microgrid, that differ significantly from those of
the traditional power system, are taken into account. Firstly, in conventional
grids, when an unbalance occurs between the generated power of the sources
and the electrical power consumption, the power is instantly balanced by the
rotating inertia in the system, resulting in a change of frequency. Because the grid
elements in microgrids are mainly power-electronically interfaced or consist of
resistive loads, islanded microgrids lack this significant inertia. Thus, while the
conventional grid control is based on the spinning reserve, for microgrid control,
this feature is not inherently available. Secondly, as low-voltage distribution grids
are mainly resistive, the active power through a power line mainly depends on
the voltage amplitude, unlike in transmission grids where the active power is
mainly linked with voltage phase-angle changes across the line. Therefore, active
power/voltage (P /V ) droops have been presented in [104, 134, 135], opposed to
the conventional P /f droops. In this PhD thesis, the reference voltage amplitude
(see Fig. 4.2) is determined by the Vg/Vdc droop control instead of the P /V droop
in the conventional P /V droop control strategy. Vg is the rms value of the grid
voltage vg and Vdc the dc-bus voltage of a primary energy source in Fig. 4.2. With
the VBD control strategy, changing the sources generated power is postponed until
a certain threshold voltage is reached. This leads to an optimised integration of
renewable energy sources, as it enables to address them to take part in the load
sharing. By using the VBD control, also, (smart) loads and storage elements can
adjust their power consumption according to the voltage levels, which will be
discussed in chapter 5.
The overall control principle of the VBD control principle, when harmonics are
not considered, is shown in Fig. 4.3. The Q controller is discussed in § 4.3 and the
voltage controller in chapter 3. Concerning the active power controller, two droop
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Figure 4.3: VBD control: active and reactive power control. Combined operation of the
droop controllers to determine the set value of the grid voltage.
controllers are implemented:
• the Vg/Vdc droop controller: enables power balancing between the ac and
dc-side of the VSI;
• the Pdc/Vg droop controller: enables voltage limiting and includes the
constant-power band to delay the active power changes of the renewables to
more extreme voltages compared to those of the dispatchable DG units.
In the converter, a digital control using pulse width modulation (PWM) with
sampling period Ts is implemented. The VBD controller provides the dis-
crete reference values for the voltage control block. The reference value
v?g,k =
√
2Vg,k sin(αk) is obtained from Vg (Vg/Vdc droop controller) and f (Q/f
droop controller) at the discrete instant k according to
v?g,k =
√
2Vg,k sin(αk−1 + 2pifkTs). (4.8)
The droop controllers are discussed below.
4.2.1 Vg/Vdc droop controller
The primary function of the Vg/Vdc droop controller is to balance the ac and dc-side
of the VSI. A secondary function is limiting of the dc-link voltage.
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A. Control principle
The DG units’ configuration is depicted in Fig. 4.2. The dc-side of the converter
consists of a dc-link capacitorCdc and a current source or power source, as opposed
to chapter 3, where the dc-side consists of a voltage source.
The Vg/Vdc droop controller is based on two intrinsic features of the considered
microgrid and the DG unit:
• The (transient) storage capabilities of the dc-link capacitor:
In case the load (P ) increases, while the dc-power (Pdc) remains the same,
power is extracted from the dc-link capacitor (Pc). This will induce a de-
creasing dc-link voltage. Vice versa, a sudden decrease of load will be bal-
anced by the dc-link capacitor absorbing energy, resulting in a higher dc-link
voltage. Therefore, changes of Vdc indicate a power unbalance between the
generated power by the primary energy sources (Pdc) and the power injected
in the microgrid (P ).
• Low-voltage microgrid characteristic:
As low-voltage grids are mainly resistive, there is a significant linkage
between P and Vg in the lines. Also, a change of Vg will lead to a changed
active power consumption in the resistive loads.
Therefore, in the Vg/Vdc droop control principle, a Proportional (P) controller with
slope KV is used to control the dc-bus voltage Vdc by changing Vg [162]:
Vg = Vg,nom +KV(Vdc − Vdc,nom). (4.9)
A natural balancing in the VSI is obtained with the Vg/Vdc droop controller. By
changing the rms grid voltage, the power absorbed by the loads and lines in the is-
landed microgrid changes. This leads to the restoration of the power balance across
the ac and dc-side of the VSI as a small voltage change is not harmful for the grid
elements. Also, some (intelligent) loads and power supply elements can further
change their power consumption (§ 5.1) and some power sources can change their
power production (§ 4.2.2) according to the voltage levels. This enables voltage
limiting.
In the single-phase grid configuration with full bridge converter, the dc-bus voltage
has a ripple of twice the fundamental grid frequency. Therefore, the bandwidth
of the P controller is set in order to avoid this ripple occurring in the grid voltage
[163], by operating at a sample rate of 100 Hz. If a higher control frequency for this
controller would be used, further measures need to be taken to avoid the appear-
ance of the 100 Hz variations of Vdc in vg. Generally, a moving average scheme is
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included such that:
Vg(k) = Vg,nom+KV
[
(Vdc(k)− Vdc,nom) + (Vdc(k − 1)− Vdc,nom)
2
]
, (4.10)
and where the time difference between two discrete steps is 0.01 s. Another pos-
sibility to avoid the 100 Hz variation in Vdc occurring in the reference rms grid
voltage is the usage of a low-pass filter on the measurement of Vdc.
B. Discussion
With the Vg/Vdc droop control strategy, frequent changes of Pdc are avoided as Vg
can deviate from its nominal value. The capability of the voltage to deviate from
its nominal value ( [43]) is, thus, effectively used. To prevent the voltage exceeding
certain levels, a limiting mechanism should be added. This limiting procedure can
be provided by DG units, intelligent loads and storage elements, that can change
their power exchange with the grid dependent on the voltage. With the combina-
tion of Vg/Vdc droop control and a voltage limiting method, changing Pdc can be
postponed to more extreme voltages if compared to the conventional case with the
P /V or P /f droop controller only. Therefore, the DG units, that are often renew-
able energy resources, and their storage elements are not unnecessary burdened
with frequent (small) power changes.
In the P /V droop control strategy, either the rms voltage Vg needs to be tracked to
change Pdc (Pdc(Vg)) or the ac power needs to be measured to change Vg (Vg(P )).
By using the Vg/Vdc droop controller in the VBD control strategy, neither Vg needs
to be tracked as it is output of the Vg/Vdc droop, nor P needs to be measured to
be used as input of a control block. Instead, Vdc needs to be measured, which is
significantly easier as it is a dc value.
C. Examples
The Vg/Vdc droop control principle is applied to a microgrid, that, in a first simu-
lation, is fed by one power source. Next, a case with two DG units is considered.
One DG unit In the first simulation, the islanded microgrid consists of a line
resistance Rl = 1.5 Ω in series with a load R = 33 Ω. The case where the line
impedance is not purely resistive is studied in § 4.2.3. The controller filter para-
meters are: L = 2 mH and C = 3 µF and only the Vg/Vdc droop control is used.
The nominal dc-link voltage Vdc,nom equals 450 V and Cdc = 1.5 mF. Note that
the simulations are performed upto the level of the switches, including switching
ripple. The plots are sampled with the switching frequency as this is also the case
for the VSI control and measurements. The nominal reference microgrid voltage
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Figure 4.4: Time line of the change of load resistance, ’//’ denotes ’in parallel’
v?g,nom is a 50 Hz voltage, with an rms value Vg,nom of 230 V. The power Pdc de-
livered by the source is constant and equals 2100 W. In order to study the controller
performance to large transients, a variable load is implemented: e.g. after 0.2 s, a
second load R2 of 33 Ω is turned on in parallel with R. The time line of Fig. 4.4
shows the load change in the microgrid. The slope of the Vg/Vdc droop controlKV
equals 0.5√
2
. The sample frequency of this controller equals 100 Hz, as discussed
above.
For verification of the Vg/Vdc droop control strategy, the theoretical steady-state
microgrid voltage can be calculated, e.g., for a microgrid loaded with R:
P =
V 2g
Rtot
=
V 2g
(R+Rl)
, (4.11)
Vg = 269.2 V. If R2 is turned on in parallel with R: Vg = 194.4 V. This voltage
is lower than in the first case with only R as the power delivered by the source
remains the same with a lower overall microgrid impedance.
The simulation results of the rms microgrid voltage Vg are depicted in Fig. 4.5(a)1.
The changes of the rms voltage due to the variations of the load resistance, are
clearly shown in this figure. The 100 Hz variation of the dc-link voltage is clearly
shown in Fig. 4.5(c). Due to the use of a P controller, Vdc can deviate from Vdc,nom.
The grid voltage rms values match the theoretical calculations. The power P de-
livered to the microgrid is shown in Fig. 4.5(b). From this figure, it is concluded
that during steady-state, P is constant and equal to the output power Pdc of the
power source. Just after the load changes, transients in the power P delivered to
the microgrid occur because the Vg/Vdc droop controller has a finite bandwidth.
For example at a time t = 1 s, when R2 turns off, the overall load decreases. To
maintain the power balance between the power source and the rest of the microgrid,
some power is being delivered to the dc-link capacitor Cdc. Therefore, the dc-link
voltage increases as shown in Fig. 4.5(c). The Vg/Vdc droop controller reacts on
the raise of Vdc by increasing the set value of Vg until no more power is exchanged
1In order to determine the rms values, a moving average over one fundamentel period (0.02 s) of
the grid voltage is taken.
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Figure 4.5: One power source: Vg/Vdc droop control
with Cdc and Vdc remains constant. Subsequently, again a steady-state is reached
and the power P delivered to the electrical network equals the dc-power Pdc. The
voltages obtained in this simulation are larger than those generally tolerated in mi-
crogrids as power flexibility is not yet included in this example.
Two DG units In a second case, the Vg/Vdc droop controlled microgrid is fed
by two DG units as shown in Fig. 4.6. The same parameters and loads as in the
previous case are considered, except Pdc,nom,1 = 700 W and Pdc,nom,2 = 1400 W.
By using Fig. 4.6, the power balancing for the case of two power sources is dis-
cussed. E.g., first, only one power source with power Pdc1 is turned on. Only the
Vg/Vdc droop controller is considered, hence, Pdc1 = Pdc,nom,1. The Vg/Vdc droop
controller of this power source controls the rms voltage to Vg1 in order to achieve
a constant dc-link voltage, and Vg1 > Vl, with Vl the rms value of the load voltage
vl. As the second DG unit is turned off, in open circuit: Vg2 equals Vl. Next, the
second source with power Pdc2 turns on. At first, Vg2 remains constant and equal to
Vl and therefore, P2 remains zero. In order to maintain the power balance, the dc-
link voltage Vdc2 increases because the dc-link capacitor power PC2 equals Pdc2.
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Figure 4.6: Two VSIs: microgrid configuration
Therefore, the Vg/Vdc droop control of this second source changes the set value of
Vg2. Power is injected in the rest of the microgrid and Vg2 increases. The power
delivered to the load, here represented as R, increases and therefore, the voltage Vl
will increase. If Vg1 remains constant, the power P1 delivered to the microgrid by
source 1 decreases as the difference (Vg1 − Vl) is lower. Therefore, under constant
Pdc1, the dc-link voltage of source 1 will increase and the controller will increase
Vg1. This process goes on until steady-state is reached.
The microgrid rms voltages, Vg1 and Vg2, are depicted in Fig. 4.7(a). The power
P1 and P2 delivered to the microgrid are equal to the nominal power of 700 W and
1400 W respectively, except during the load changes. In this case,KV,1 = 0.5/
√
2,
KV,2 = 1/
√
2, leading to steady-state dc-link voltages Vdc,1 = 544 V and Vdc,2 =
503 V. Note that by changing the droop of this controller, Vdc can be forced closer
to its nominal value, dependent on the specifications of the dc-link. For example,
for KV,1 = KV,2 = 0.5/
√
2, Vdc,1 = 542 V and Vdc,2 = 553 V. Hence, a lower
KV,2 leads to a higher deviation of the dc-link voltage from its nominal value as the
terminal ac voltage remains approximately constant because of the power balance
with equal loads.
A stable operation is obtained, but the obtained voltages exceed the voltage limits
as no power flexibility is incorporated in the control. Therefore, the Pdc/Vg droop
controller is included in the next paragraph. Also, a relatively large line resistance
(i.e., an urban microgrid with long lines) is considered enabling the same study-
case as with the combination Vg/Vdc droop and Pdc/Vg droop control. For multiple
DG units, low line resistance can give oscillations in the system. Hence, in § 4.2.3,
a solution will be discussed to deal with low resistances.
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Figure 4.7: Two power sources: Vg/Vdc droop control
Conclusions The control strategy shows a good performance for a constant as
well as a variable load. With this control strategy, frequent changes of Pdc are
avoided as Vg can deviate from its nominal value. Still, combination of Vg/Vdc
droop control with a voltage limiting method is required.
4.2.2 VBD control
The VBD control strategy is based on two control algorithms, with their operation
dependent on the rms microgrid voltage as shown in Fig. 4.3. In a voltage band
around the nominal microgrid voltage, only the Vg/Vdc droop control strategy is
applied, keeping the generated power constant and where Vg is drooped with Vdc.
If the microgrid voltage exceeds this band, a Pdc/Vg droop controller is turned on
in addition to the Vg/Vdc droop controller. Opposed to the conventional P /V droop
control, which is only implemented in dispatchable DG units, the Pdc/Vg droop
controller is implemented in both the renewable and dispatchable DG units, which
will be discussed in this section.
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A. Control principle
The Vg/Vdc droop control strategy delays changing the output power of the gener-
ators by slightly varying Vg. All electrical equipment in the microgrid is designed
to withstand some voltage deviation from its nominal value. Still, the variations of
Vg need to remain in a tolerated voltage band (for example 0.9-1.1 Vg,nom) [43].
Therefore, it is necessary to also control the active power of the DG units. In the
low-voltage, thus resistive, microgrids, there is a linkage between active power and
grid voltage. Hence, a Pdc/Vg droop controller is used that changes Pdc according
to Vg, while avoiding communication and central controllers. Changing Pdc can be
done in several ways. For instance, Pdc can be decreased by storage charging, by
lowering the generated power Pgen, load increase or by using dump loads. For an
increase of Pdc, battery discharge, demand-side management (potentially driven by
the emerging smart grid concept) or an increase of Pgen can be incorporated in the
control. The method of changing the power delivered to the dc-link does not inher-
ently change the control method and can be determined according to the specific
application. For PV panels for example, the control of the dc-dc converter, e.g., a
chopper, including maximum power point tracking (MPPT), is not considered.
The Pdc/Vg droop controller only operates when the terminal voltage exceeds a
certain threshold voltage, which is determined by the adjustment voltages Vg,up and
Vg,low. In case these adjustment voltages are not exceeded, Pdc remains unchanged
and only the Vg/Vdc droop control strategy is used. This operating mode is called
constant-power operation. The total width of the constant-power band equals h =
2b = Vg,up + Vg,low. The parameter ‘b’ is called ‘the constant-power band width’
as in this PhD thesis, a symmetrical constant-power band (h = 2b) is considered.
Summarised, the Pdc/Vg droop controller operates according to:
Pdc =

Pdc,nom −KP(Vg − (1 + b)Vg,nom) if Vg > (1 + b)Vg,nom
Pdc,nom if (1− b)Vg,nom < Vg < (1 + b)Vg,nom
Pdc,nom −KP(Vg − (1− b)Vg,nom) if Vg < (1− b)Vg,nom
(4.12)
The droop KP is generally determined according to the ratings of the units, such
that Pdc,nomKP is equal for each DG unit. For constant-current sources, an analogous
Idc/Vg droop controller, instead of Pdc/Vg droop controller, can be implemented.
The index ‘nom’ refers to nominal values, but is not necessarily equal to the rating
of the unit. In the dispatchable DG units, Pdc,nom is generally determined according
to unit scheduling in the electricity markets. This is often based on (but not neces-
sarily equal to) the ratings of the units, which in turn corresponds to the operating
point with optimal efficiency. Hence, Pdc,nom can vary in time. For the renewable
DG units, Pdc,nom generally is the instantaneous maximum power point (MPP),
hence, also not constant in time.
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Figure 4.8: Pdc control as a function of Vg: adjustment voltages Vg,up and Vg,low
By setting a proper b, VBD control enables an automatic priority allocation for
the primary control. Based on the terminal voltage, an example of this priority list
for power changes is: 1) dispatchable DG units, 2) storage, 3) highly controllable
loads, 4) less dispatchable DG units (including local storage, deviating from the
MPP, and local load changes), 5) less controllable loads, 6) load shedding of the
other loads.
The combined operation of the Vg/Vdc and Pdc/Vg droops is shown in Fig. 4.8. This
figure shows that if Vg, calculated according to the Vg/Vdc droop control, exceeds
the upper adjustment voltage Vg,nom +Vg,up, the Pdc/Vg droop controller decreases
Pdc, and it increases Pdc if Vg is lower than Vg,nom−Vg,low. In these two conditions,
the two droop controllers operate together. Otherwise, with only the Vg/Vdc droop
controller, Pdc remains equal to Pdc,nom.
An overview of the VBD control strategy is given in Fig. 4.9.
B. Adjustment voltages
The adjustment voltages Vg,up and Vg,low depend on the flexibility of the power
source, which is depicted in Fig. 4.10. This figure shows that the Pdc/Vg function
is abstract and can be modified according the characteristics of the source.
For example, a distinction can be made between variable and non-variable power
sources. For variable, controlled (often non-renewable) power sources, a narrow
constant-power band can be handled such that the dispatchable units decrease their
output power with increasing voltage and vice versa for low voltages. Therefore,
small variations of Vg from Vg,nom address the Pdc/Vg droop controller to change
Pdc. This enables to fully exploit the power control capability of the power source.
In this way, less voltage variation in the microgrid is obtained as the power source
acts dynamically to limit the voltage changes by changing its output power. After a
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Figure 4.9: VBD control: Pdc/Vg droops, Q/f droops, Vg/Vdc droop controller and
constant-power bands. The resistive virtual output impedance is explained further
Figure 4.10: Fully dispatchable versus fully undispatchable DG unit. Dispatchable units
have a small constant power band; fully undispatchable DG units have a very wide
constant-power band.
small load change compared to the scheduled (nominal) load, only these units will
act in the power sharing by changing their output power. The less dispatchable DG
units will not act as long as their voltage is inside the constant-power bands.
For non-variable or slightly-variable power sources (often intermittent renewable
or combined heat and power units with heat as primary driver), a wide constant-
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power band can be applied. The variable intermittent, often renewable, units, de-
liver nominal power to the network in case the voltage is in the constant-power
band. Further, in case the terminal voltage exceeds this band, the power of the DG
unit is changed, e.g., by including small storage elements, load response, or by
abandoning the MPP. E.g., if only a renewable source is present, the power band
is characterised according to Fig. 4.10(c) as only a power decrease is possible2.
Fig. 4.10(b) represents, for example, a combination of a renewable energy source
and a controllable load. The power can decrease by the renewable source through
deviation from the maximum power point, and a power increase is equivalent with a
load decrease (load shifting). By properly setting the constant-power band widths,
changing the output power of the less dispatchable power sources is delayed to
more extreme terminal voltages compared to the dispatchable DG units. It is only
addressed to limit too large voltage variations in the microgrid. Because of the in-
creasing share of renewable energy sources, active dispatching of these units in
small-scale microgrids will be required, e.g. to avoid over-voltage tripping. This
control strategy makes this possible without inter-unit communication, while still
delaying the power changes of the renewables. Note that the width of the constant-
power band should be lower than that of the voltage margins. Otherwise, these
units will not contribute in the voltage support and the power sharing.
In conclusion, by setting the value b, the priority in which the units react on load
variations is automatically set, dependent on variations of the voltage from its nom-
inal value. For small variations, the dispatchable DG units and storage elements
(small b) will react. Only for more extreme voltages, the other units, such as con-
trollable loads or renewables will react as well. Hence, with a proper combined
usage of Vg/Vdc and Pdc/Vg droop controllers in the VBD control, a higher degree
of renewables (contributing in voltage support) and a more efficient usage of the
renewable energy (other grid elements such as the loads can act on the voltage as
well) can be expected.
As VBD control is a primary control strategy, dealing with the stability of the
microgrid, further optimisation can be made by using a secondary controller, e.g.,
to return to the MPP by changing the consumption or by coordinating the DG units
to achieve fuel savings.
Conclusion By combining the Vg/Vdc and P /Vg droop controllers, the advant-
ages of both control strategies can be exploited, frequent power changes are avoi-
2A nominal operation different from the maximum power point is presently unrealistic from a
economics and ecological point of view to capture as much as possible renewable energy. Note that
in the future, with a large share of renewable sources, this principle may need to change by operating
the renewables just below the MPP to always have some primary reserve and to enable them to
participate in the voltage support (high voltages are most likely at times of high renewable energy
input).
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Figure 4.11: One power source: VBD control with b = 0 %
ded, no communication for the primary control is required and the tolerated voltage
deviation from its nominal value is effectively used for the control without viola-
tion of the voltage limits. Also, the VBD controller takes into account the specific
characteristics of the islanded microgrid, such as the lack of inertia, resistive lines
and high share of renewables. It offers high flexibility to address different kinds of
distributed energy resources to ensure a stable microgrid operation. This is achie-
ved in a pre-defined priority list, without need for communication. This control
goes beyond the state of the art that uses the fit-and-forget approach for integrating
DG, which poses limits on the number of renewable sources in the network.
This active power control strategy of the generators allows to use the microgrid
voltage as a trigger for active load control in § 5.1 as the abstract nature of the
Pdc/Vg droop control makes it possible to use an analogous control in the loads
and storage elements as well.
C. Examples
With the Vg/Vdc droop controller, a stable microgrid operation is obtained. In order
to also avoid voltage limit violation, also a Pdc/Vg droop controller is included in
the following examples.
One DG unit The same case as in the previous secion (§ A.) is considered, but
with VBD control instead of Vg/Vdc droop control only.
In a first case, b = 0 %, such that the DG unit represents a fully dispatchable
unit. The obtained simulation results are depicted in Fig. 4.11. Clearly, the voltage
swings are significantly lower compared to the case with only Vg/Vdc droop control
and the voltage stays inbetween the 10 % limits. The cost of this is a change of
output power of the DG unit.
When using a higher constant-power band, e.g., a not fully dispatchable DG unit
with b = 5 %, the microgrid voltage differs more from its nominal value as is
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Figure 4.12: One power source: VBD control with b = 5 %
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Figure 4.13: Two power sources: VBD control with b = 5 % (— = VSI 1, --- = VSI 2). a)
rms microgrid voltage Vg, b) power P delivered to the microgrid
shown in Fig. 4.12. Still, no voltage limit violation occurs.
Two DG units The same microgrid configuration as with the Vg/Vdc droop con-
troller is considered. Fig. 4.13 shows the obtained results for the case with Pdc/Vg
droop and constant-power bands of 5 %. It is shown that by implementing the
Pdc/Vg droop controller, e.g., in case of high voltages, the delivered power is lower
than the nominal power to force the voltage closer to its nominal value. In Fig. 4.14,
DG 2 has a small constant-power band (0 %), while that of DG 1 remains 5 %. DG 2
reacts more on deviations of the voltage from its nominal 230 V value. Also, the
terminal voltage of both units is closer to the nominal voltage.
The same is also simulated where VSI 2 is a current-controlled source, with varying
current:
• t = 0 s to t = 0.5 s: Idc = Idc,nom
• t = 0.5 s to t = 2 s: Idc = Idc,nom + Idc,var
• t = 2 s to t = 2.2 s: Idc = Idc,nom
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Figure 4.14: Two power sources: VBD control with b = 5 % for DG 1 and b = 0 % for
DG 2(— = VSI 1, --- = VSI 2). a) rms microgrid voltage Vg, b) power P delivered to the
microgrid
• t = 2.2 s to t = 3 s: Idc = Idc,nom/2
• t = 3 s to t = 3.8 s: Idc = Idc,nom/2 + Ivar.
Idc,nom equals 1.5 A and Idc,var is a randomly varying component (e.g., PV panel
with time-varying irradiation), Idc,var is maximum 10 % of Idc,nom. For VSI 2,
the Idc/Vg droop controller is only activated with a very large constant-power band
representing a fully undispatchable DG unit with the only flexibility of fully turning
off in case of voltage limit violation. VSI 1 is equipped with the Pdc/Vg droop
control with b = 5 % and Pdc,nom1 = 1000 W. To clearly show the effect of
the varying output power of VSI 2, the load remains constant and equal to R =
33 Ω with Rl = 1.5 Ω. The obtained results are depicted in Fig. 4.15. From t =
0 s to t = 0.5 s, the start-up transient is shown. Then, because of the ripple in
the generated power of VSI 2, a ripple in the output power P and the microgrid
voltage is depicted. Still, a stable operation is obtained, and the changes of the
power of VSI 2 are compensated by VSI 1. At t = 2.2 s, the output power of VSI 2
significantly decreases, which is also depicted in the microgrid voltage. It is also
shown that VSI 1 then increases its output power as the constant-power band of
5 % is exceeded.
Three DG units The simulation case is extended to an islanded microgrid con-
sisting of three power sources depicted in Fig. 4.16. One of these sources is a
current-controlled source with Vg/Vdc and Idc/Vg droop control. A wide constant-
power band b = 10 % is included in this unit. The other two power sources use a
combination of the Vg/Vdc and Pdc/Vg droop control principles with b = 5 %. The
nominal power of sources 1 and 2 equal 1.2 and 2 kW respectively, while source 3
has current Idc,nom = 2 A for a nominal dc-link voltage of 450 V. In this simula-
tion, the loads consist of a combination of R (R = 33 Ω), RL (33 Ω//0.5 H) loads,
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Figure 4.15: Two sources (including variable output of PV panel), constant load, VBD
control (— = VSI 1, --- = VSI 2). a) rms microgrid voltage Vg, b) power P delivered to the
microgrid
Figure 4.16: Three VSIs: constant-power and current loads
resistive lines (Rl = 1 Ω), a constant-power load (Pload) (845 W, 125 VAr) and a
constant-current load (Iload = 2 A in phase with the voltage of DG2). Because of
the inductive load, also reactive power control in a Q/f droop according to (2.25)
(and further discussed in § 4.3) is included. The simulation results are depicted in
Fig. 4.17. It is shown that a stable operation is obtained in the extended microgrid.
The terminal rms voltage of DG 3 is larger than that of the other two as, in this
simulation, the main part of the load is located between the first two sources.
Realistic microgrid configuration Finally, a more realistic microgrid (with re-
spect to the grid configuration) with multiple feeders and different types of DG
units is studied. The microgrid configuration is depicted in Fig. 4.18. The DG units
vary in the extend to which they are controllable, thus, the constant-power band
b varies. Also, both current-controlled and power-controlled sources are included.
Furthermore, a dynamical current-controlled source, such as a PV panel, is in-
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Figure 4.17: Extended microgrid with VBD control: three power sources, R and RL loads,
constant-power load and constant-current load (— = VSI 1, --- = VSI 2, -·-·-· = VSI 3).
cluded in the simulation. This current source delivers 1.5 A from t = 0 s until
t = 0.5 s and then has a linearly increasing current until, at t = 1.4 s, Idc,3 equals
2.22 A. At t = 1.4 s, its output drops to 1.11 A. The details of the other generators
are shown in Fig. 4.18, with nominal values: Pdc,nom,1 = 1000 W, Pdc,nom,2 =
1500 W, Pdc,nom,4 = 2000 W, Idc,nom,5 = 3 A and Pdc,nom,6 = 700 W. Also, a
combination of different loads is included, such as constant-power loads, current
loads, RL loads and nonlinear loads (NLLs). The NLLs are modelled as single-
phase rectifiers. The NLL L4 and the RL load L9 turn off after t = 1.8 s. From
t = 0 s to t = 1 s, the variable resistive load L12 increases in discrete steps, from
500 to 36 Ω.
The simulation results are depicted in Fig. 4.19. From t = 0 s to 1.4 s, this sim-
ulation clearly shows the linear increase of output power of DG 3, both in P and
Vg. As the load L12 linearly increases as well from t = 0 s to t = 1 s, the other
power sources do not significantly change their output power in this time interval.
When the output of DG 3 halves at t = 1.4 s, a small transient in power where all
other generators slightly increase their output power and a small voltage decrease
are clearly shown. At t = 1.8 s, when two loads turn off, a clear increase in Vg and
a transient are shown in the simulation. At the end of the simulation, clearly the
output power of the generators is strongly linked with their nominal power, and the
changes are forced by the Pdc/Vg droop controller.
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Figure 4.18: Configuration of a realistic microgrid
Extended microgrid: IEEE 13 Node Test Feeder Also, a variant of the IEEE 13
Node Test Feeder in Fig. 4.20 is studied. The IEEE 13 Node Test Feeder is modified
for application as a low-voltage network in islanded mode. The simulation details
of the nodes are summarised in Fig. 4.21, showing that a combination of various
loads (resistive, inductive, constant-power and switching loads) is used. There are
three converter-interfaced DG (CIDG) units connected to the feeder, with details
summarised in Table 4.10. The units use a resistive virtual output impedance zv =
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Figure 4.19: Realistic microgrid: six power sources, R and RL loads, constant-power load
and constant-current load, variable sources and loads (— = VSI 1, --- = VSI 2, — =
VSI 3, --- = VSI 4, -.-.-. = VSI 5, ... = VSI 6).
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Figure 4.20: IEEE 13 Node Test Feeder
Table 4.3: CIDG units in test feeder: details
CIDG Pdc,nom constant-power band
CIDG1 Pdc,nom,1 = 3.15 ,W b = 0 %
CIDG2 Pdc,nom,2 = 6 kW b = 0 %
CIDG3 Pdc,nom,3: b = 8 %
t <0.3 s: 6.3 kW
t >0.3 s: 4.2 kW
3Ω, which will be discussed in § 4.2.3. The results are depicted in Fig. 4.22. A
stable microgrid operation is obtained. The decreased output power of CIDG3 at
t = 0.3 s is clearly picked up by the other two DG units. Also, the load decrease at
node 16 at t = 0.4 s and at nodes 4 and 14 at t = 0.5 s lead to acceptable transients
that are rapidly mitigated by the VBD controllers.
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Figure 4.22: Extended microgrid, IEEE 13 node test feeder (— = VSI 1, --- = VSI 2, — =
VSI 3)
From these simulations, it is concluded that the controllers obtain a stable islanded
microgrid operation, share power according to the droops and constant-power band
widths of the sources, limit the voltage, take into account the specific characteristics
of the sources by setting the constant-power band, and do no require inter-unit
communication.
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4.2.3 Resistive virtual output impedance
The previous cases considered line resistances that were relatively high. The reason
was that low resistances may provide insufficient damping to achieve a stable mi-
crogrid operation. Typical EAXVB cables have a line resistances ranging from 0.1
to 0.4 Ω/km. To deal with low line resistances, the so-called resistive virtual output
impedance loop is included in the VBD control strategy.
A. Control principle
The virtual output impedance control loop has been proposed in literature to fix
the output impedance of the inverter, to increase the stability of the system and to
share linear and nonlinear loads. Therefore, virtual inductive, resistive and com-
plex impedances can be used [113, 114, 116]. In this PhD thesis, a resistive output
impedance zv is chosen as this provides more damping in the system [164] and
complies with the power control strategies of the loads and generators, where the
active power is changed based on the grid voltage:
vg,ref = vg,droop − zvig, (4.13)
with vg,ref the reference voltage, which forms the input of the voltage controller,
vg,droop the voltage obtained by the VBD controller and ig the grid current. The
virtual impedance loop is depicted in Fig. 4.23.
B. Examples
The resistive virtual output impedance is included in a basic microgrid and a com-
parison is made between the cases with and without zv. In the realistic microgrid
of Fig. 4.21, zv was already included.
The basic microgrid configuration of Fig. 4.24 is considered, with R = 25 Ω,
Rl1 = 1 Ω and Rl2 = Rl3 = 0.2 Ω. One of the loads turns on after 0.7 s. The
voltage controller consists of the two cascaded PI controllers discussed in § 3.3.2.
In the first case, VBD control with Pdc/Vg droops is used. The DG units are mod-
elled as power sources, withKP = −
√
2Pnom/50 W/V, Pnom,1 = 2 kW, Pnom,2 =
1.5 kW and both units operate without constant-power band, i.e., are fully dis-
patchable units. The results in Fig. 4.25 show that in order to cope with small line
resistances, virtual output impedance is required to achieve a stable microgrid op-
eration.
The resistive virtual impedance method can also enable the VBD control to cope
with inductive lines. The same example as in the previous case is considered, but
the lines are not purely resistive anymore, but inductive with jX = j2Ω. First,
the case with zv = 0 and second, the case with zv = 3Ω (thus R/X = 1.5) are
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Figure 4.23: Virtual impedance loop in VBD controller
Figure 4.24: Two VSIs with resistive virtual output impedance: microgrid configuration
studied. The results for the case of current sources, with Idc,1 = Pnom,1/Vdc,nom,
Idc,2 = Pnom,2/Vdc,nom, Vdc = 450 V, Kp = −
√
2Idc/50 A/V, are shown in
Fig. 4.26. For power sources, analogous results are obtained.
In conclusion, including resistive virtual impedance stabilises the microgrid con-
trol.
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Figure 4.25: Influence virtual output impedance (— = VSI 1, --- = VSI 2); a,b) active power
P delivered to the microgrid; c) rms microgrid voltage Vg
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Figure 4.26: Virtual output impedance to cope with inductive lines, current sources (— =
VSI 1, --- = VSI 2); rms microgrid voltage Vg
4.3 Reactive power control
In the previous paragraphs, mostly, the loads were considered as purely active
power consumers. Of course, also the reactive power needs to be shared between
the DG units, e.g., according to their ratings. Analogous to the VBD control, com-
munication should be avoided for the primary reactive power control. The reactive
power controller is a reactive power/frequency (Q/f ) droop controller.
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4.3.1 Control principle
As discussed in § 4.1, the reactive power flow in resistive networks is linked with
the phase angle differences over the lines. Hence, in the considered microgrids,
the reactive power of the power sources can be controlled by a Q/f droop. From
(4.6b), an increase of Q leads to a decreased phase angle δ1 of the voltage of the
power source. Note that this statement is valid from a generators point of view
for the current reference, with a positive current flowing from generator to load. A
possible droop characteristic for two VSIs is shown in Fig. 4.27(a), with positive
slopes KQ as the relationship reactive power/voltage phase angle or frequency in
(4.6b) has a minus sign:
f = fnom +KQ(Q−Qnom) (4.14)
By using the obtained value of f , the reference voltage vg,ref,droops is determined
according to (4.28).
Starting from Q1 = Q2 = 0 VAr for example, the microgrid settings change,
causing an increase of Q with ∆Q in Fig. 4.27(b). In this example, the controller
of VSI 2 reacts very fast compared with VSI 1. Therefore, this second inverter
changes its settings to deliver all the extra reactive power ∆Q: Q2 = ∆Q, while
Q1 remains zero. Therefore, starting from f1 = f2 = 50 Hz while Q was zero, now,
f2 > f1. Accordingly, the angle of the grid voltage of VSI 2 will keep increasing
compared to that of VSI 1. From (4.6b), it follows that the delivered Q of VSI 2
will decrease, while Q1 increases. With the Q/f droop, this will induce an increase
of f1 and a decrease of f2 until f1 = f2 = fe in the steady-state condition of
Fig. 4.27(c). In steady-state, the reactive power will be shared according to the
droop characteristics of the primary energy sources and independent of the time
constant of the units. In this example, VSI 2 will deliver the major part of the
reactive power change as its slope is smaller.
4.3.2 Examples
In the following example, two primary energy sources, with Pdc,1 = 1400 W and
Pdc,2 = 2800 W are paralleled with the islanded microgrid shown in Fig. 4.28. As
the reactive power is studied, only the Vg/Vdc droop controller is implemented in
the units. The microgrid load is represented by two RL-elements connected to the
generators and each other via line resistances as shown in Fig. 4.28, with Rl,1 =
Rl,2 = 0.4 Ω, Rl,3 = 0.2 Ω and for the loads Zload,1 and Zload,2: L = 0.1 H and
R = 25 Ω. The inverters start-up from 230 V at t = 0 s.
4.3 Reactive power control 125
f
Q
VSI 1
VSI 2
f1 = f2 =50 Hz
Q1 = Q2 = 0
(a) VSIs with different
slopes for Q/f droop
control
f
Q
VSI 1
VSI 2∆Q
f1
f2
(b) Microgrid change with
∆Q: initially delivered by
VSI 2
f
Q
VSI 1
VSI 2
f2↓f1↑
steady-
state
Q1 Q2
fe
(c) Steady-state, the VSIs
operate at the same fre-
quency
Figure 4.27: Q/f droop of two VSIs
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Figure 4.28: Microgrid load
A. Without Q-control
In this case, only the active power of the VSIs is controlled, while the reactive
power control is not considered.
Symmetrical microgrid configuration In this first simulation, the microgrid
configuration as described above is applied, which is symmetrical as Rl,1 = Rl,2
and Zload,1 = Zload,2. As Q/f droops are not yet included, both inverters deliver
grid voltage Vg,i sin(2pif0t), with i = 1, 2, f0 = 50 Hz and Vg,i determined by the
Vg/Vdc droop controller for active power balancing. The frequency of both invert-
ers is equal and remains constant, such that their grid voltages remain in phase.
The reactive power delivered by both power sources is depicted in Fig. 4.29(a).
The determination of power is only accurate after one fundamental period, hence
the initial value of zero. In steady-state, both sources deliver reactive power to the
grid with Q1 = 824 VAr and Q2 = 2425 VAr. The exact reactive power distribu-
tion is determined by the microgrid characteristics and the grid voltage amplitude
of the VSIs. As P2 > P1, the Vg/Vdc droop controller forces Vg,2 > Vg,1 and, thus
with (4.6b), Q2 > Q1.
During start-up, for the second power source, the power P2 injected into the mi-
crogrid is lower than its generated power Pdc,2. Therefore, the dc-bus voltage of
this power source increases as shown in Fig. 4.29(d), and the active power Vg/Vdc
126 Voltage-based droop control
Time (s)
R
ea
ct
iv
e
po
w
er
Q
(V
A
r)
0 0.5 1 1.5
0
500
1000
1500
2000
2500
(a) Reactive power Q (VAr)
Time (s)
A
ct
iv
e
po
w
er
P
(W
)
0 0.5 1 1.5
0
500
1000
1500
2000
2500
3000
(b) Active power P (W)
Time (s)
G
rid
Vo
lta
ge
V
g
(V
)
0 0.5 1 1.5
220
222
224
226
228
230
232
234
236
238
(c) Grid voltage Vg (V)
Time (s)
dc
-
bu
s
v
o
lta
ge
V
d
c
(V
)
0 0.5 1 1.5
400
410
420
430
440
450
460
470
480
490
(d) Dc-bus voltage Vdc (V)
Figure 4.29: P control, no Q control, symmetrical microgrid (— = VSI 1; --- = VSI 2)
droop controller increases Vg in Fig. 4.29(c). This process goes on until steady-
state is reached, with P1 = Pdc,1 and P2 = Pdc,2 in Fig. 4.29(b). Because of
the full-bridge configuration of the single-phase microgrid, a 100 Hz bus ripple is
shown in Vdc.
Asymmetrical microgrid configuration In this simulation, the microgrid is
asymmetrical as the line impedances are different: Rl,1 = 0.4Ω and Rl,2 = 0.8Ω.
The terminal voltage does not change significantly (Vg,2 becomes 238.1 V instead
of the previous 237.3 V and Vg,1 remains the same) because the loads remain the
same. Hence, following from the load flow equations, the increased line resistance
near DG2, will lead to this unit delivering less reactive power to the network
than DG1. This is also shown in the simulation as in steady-state, the delivered
reactive powers are Q1 = 1490 VAr and Q2 = 1708 VAr, see Fig. 4.30. In this
way, the amount of reactive power delivered to the network becomes significantly
dependent on the line impedance. Q/f droop control solves this issue.
B. With Q-control
In the following simulations, the Q/f droop control principle is implemented in
each VSI. The reactive power Q injected into the grid is measured and its value is
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drooped in order to define the grid voltage frequency f . Several cases of the slope
are examined:
• KQ,1 = KQ,2 = 5 · 10−5 Hz/VAr;
• KQ,1 = 2 ·KQ,2;
• KQ,2 = 2 ·KQ,1.
The Vg/Vdc droop controller is turned on at t = 0 s and the reactive power droop
controller is started after 100 ms to clearly show its effect. Some cases are studied
in order to show that droop control is required for two reasons. Firstly, without
droop control, the reactive power sharing becomes very dependent on the line cha-
racteristics (part A). Secondly, droop controllers can avoid high circulation currents
(parts B and C).
A. Influence of droop First, the symmetrical microgrid is considered and the
following results are obtained.
A. 1. KQ,1 = KQ,2 The delivered reactive power is depicted in Fig. 4.31(a),
where it is shown that in steady-state, both VSIs deliver the same Q:
Q1 = Q2 = 1629 VAr. During start-up, the simulations show that Q2 > Q1. The
reason is that the grid voltage Vg,2 is higher than Vg,1 because of the Vg/Vdc droop
effect as the second power source delivers more P . As Q2 > Q1, after 100 ms, the
Q/f droop controller induces f2 > f1 as is shown in Fig. 4.31(b) and, thus, Q2
will decrease while Q1 increases.
The terminal voltage and output active power are shown in Figs. 4.31(c)
and 4.31(d) respectively. The transients are analogous to the previous case and
in steady-state: P1 = Pdc,1 and P2 = Pdc,2 because only the Vg/Vdc droops are
included. As the generated power of VSI 2 is larger than that of VSI 1, Vg,2 > Vg,1
in this symmetrical microgrid configuration.
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Figure 4.31: Q and P -control, KQ,2 = KQ,1 (— = VSI 1; ---- = VSI 2)
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Figure 4.32: Q and P -control, KQ,1 = 2KQ,2 (— = VSI 1; ---- = VSI 2)
A. 2. KQ,1 = 2KQ,2 The reactive power injected into the microgrid is depicted
in Fig. 4.32. As the slope of VSI 2 is smaller than that of VSI 1, in steady-state
conditions, Q2 will be higher than Q1 and the simulations prove that Q2 = 2Q1.
The details are summarised in Table 4.4.
A. 3. KQ,2 = 2KQ,1 As the slope of the droop characteristic of VSI 1 is smaller
than that of VSI 2, Q1 > Q2, see Table 4.4.
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Table 4.4: Q injection into the symmetrical microgrid
Q1 (VAr) Q2 (VAr)
Without Q-control 824 2425
With Q-control (KQ,1 = KQ,2) 1629 1629
With Q-control (KQ,1 = 2KQ,2) 1085 2170
With Q-control (2KQ,1 = KQ,2) 2170 1085
A. 4. Q-limitation In this simulation, the case with KQ,1 = KQ,2 is studied un-
der the symmetrical microgrid and with the implementation of a Q-limiting func-
tion. The droop characteristic is now composed of a piece-wise linear curve. If the
reactive power of unit 1 surpasses a certain limit, the slope increases, limiting the
reactive power. In this simulation, if Q1 exceeds 1500 VAr, the droop increases
with a factor 10. For the case without Q limitation, it was shown that Q1 = Q2,
but because of the Q limitation of VSI 1: Q1 < Q2, i.e., Q1 = 1503 VAr and
Q2 = 1630 VAr.
In the asymmetrical microgrid, the Q/f droop controller obtains reactive power
sharing according to the droops as well, e.g., if KQ,1 = KQ,2, Q1 = Q2 =
1602 VAr and for KQ,1 = 2KQ,2, Q1 = 1053 VAr and Q2 = 2Q1 = 2106 VAr.
In this way, the reactive power sharing is independent of the line characteristics.
Without Q/f droops, the reactive sharing was determined by the microgrid config-
uration, i.e., Q1 = 1490 VAr and Q2 = 1708 VAr.
B. (Initial) Phase difference Generally, before connecting a new VSI to the mi-
crogrid, it is synchronised to it. Due to, e.g., a problem in this synchronisation
procedure, the phase of the microgrid and the VSI voltage may not match, which
can lead to circulating currents if there is no Q control in the resistive network. In
the following simulations, this is studied as VSI 2 is switched on with a voltage
angle that is different from the microgrid voltage angle, or equivalently, the phase
angles of the paralleled VSIs differ.
B. 1. With Q-control: KQ,2 = KQ,1 In this simulation, the initial voltage-phase
of VSI 2 is 5 degrees higher than that of VSI 1. This phase difference will be cleared
by the reactive power controller. Still, reaching steady-state is delayed compared
to the case with δ ≈ 0 due to this phase difference.
Fig. 4.33(a) shows the reactive power injected into the microgrid. Due to the initial
phase difference, initially, circulating currents are obtained, this can be seen in the
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Figure 4.33: Phase difference 5 degrees: reactive power Q (— = VSI 1; ---- = VSI 2)
large values of Q and the different sign of Q1 and Q2. As VSI 2 initially leads
VSI 1 by 5 degrees, the initial reactive power delivered by VSI 2 is smaller than
that of VSI 1, which follows from (4.6b). Nevertheless, after this start-up transient,
a steady-state is obtained, where Q1 = Q2 as KQ,1 = KQ,2.
B. 2. Without Q-control The phase difference between the sources is also sim-
ulated for the case that no Q-control is implemented, and the results are shown in
Fig. 4.33(b). Unlike with Q-control, this phase difference is not eliminated by the
controllers. Therefore, it results in large circulating currents, even in steady-state.
C. Frequency difference In the following paragraph, a frequency difference
between the power sources is simulated, which can be due to, e.g., the crystal-
clock tolerances causing a mismatch of the set value of 50 Hz. This can also lead
to circulating currents if this frequency difference is not eliminated. In the follow-
ing simulations, the frequency of VSI 1 equals exactly 50 Hz. VSI 2 operates at
50.01 Hz, while assuming that a 50 Hz waveform is achieved.
C. 1. With Q-control: KQ,2 = KQ,1 The frequency difference will be cleared
by the reactive power controller. This results in transients that are larger and have
a longer duration compared to the case without frequency difference, but does not
result in large circulating power flows as shown in Fig. 4.34(a). In steady-state,
f2 = f1, but: f2,nom = 50.01 Hz > f1,nom = 50 Hz, leading to Q2 < Q1 in
accordance with (4.14), even with KQ,2 = KQ,1.
C. 2. Without Q-control Unlike with Q-control, the frequency difference is not
eliminated by the power controller. The phase angle difference will keep increas-
ing. Therefore, it results in large circulating currents and reactive power flows as
shown in Fig. 4.34(b).
4.4 Harmonic power sharing 131
R
ea
ct
iv
e
po
w
er
Q
(V
A
r)
0 0.5 1 1.5
0
500
1000
1500
2000
2500
(a) Q and P control
Time (s)
R
ea
ct
iv
e
po
w
er
Q
(V
A
r)
0 0.5 1 1.5
-3000
-2000
-1000
0
1000
2000
3000
4000
5000
6000
(b) P control, no Q-control
Figure 4.34: Initial frequency difference: reactive power Q (VAr) (— = VSI 1; ---- = VSI
2)
4.4 Harmonic power sharing
The VBD control strategy3 achieves active and reactive power balancing and shar-
ing between multiple DG units in islanded microgrids. However, to deal with har-
monic and nonlinear loads, the power control strategies of chapter 2 in general,
and the VBD control strategy specifically, need to be modified. Otherwise, the DG
units that are voltage-controlled form short-circuits for harmonic currents. There-
fore, in this section, the shunt harmonic impedance method for harmonic damping
in the grid-connected mode is adapted for application in islanded microgrids. The
VBD control strategy of the DG units is extended with programmable resistive be-
haviour towards harmonics. In this way, harmonic current sharing between the DG
units can be achieved in a controllable manner, e.g., according to the ratings of the
units.
4.4.1 Introduction and literature overview
The controllers that are developed for the DG units in islanded microgrids mainly
focus on the fundamental active and reactive power sharing. However, two im-
portant issues that need to be addressed as well are the power quality and har-
monic current sharing. The usage of converter-based DG units, combined with
a large amount of nonlinear and unbalanced loads, can contribute to a degraded
power quality [165–167]. Many types of power-electronic equipment produce cur-
rent harmonics, distorting the line voltage, which may propagate throughout the
distribution system and cause unfavourable effects [168]. In small-scale electrical
networks, such as islanded microgrids, the ratio harmonic distorted loads versus
3The VBD control strategy consists of the Vg/Vdc and Pdc/Vg droop controllers combined with
a Q/f droop controller, a voltage controller, a virtual output impedance loop and constant-power
bands.
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linear loads can be larger than in the large electrical networks. The resulting ef-
fect is even more manifest in networks with high line impedances, such as the
low-voltage distribution networks considered here, because the nonlinear currents
these loads extract lead to larger harmonic voltage drops. Power quality is, thus,
an important issue in microgrids [17]. To mitigate the adverse impacts, common
methods such as network upgrade can show good results but are costly [169]. For
filtering, both passive and active filtering techniques have been studied, a review of
active power filters is given in [170, 171]. Traditional active-power filters (APFs)
are located in the proximity of large nonlinear loads to generate harmonic currents
of the same amplitude and opposite phase as those of the load. These techniques
can be based on the instantaneous reactive power theory [172]. Another possib-
ility to compensate a nonlinear load can be based on APFs that are controlled by
neural filtering [166]. Also, central APFs can be uses to mitigate harmonic propaga-
tion [165, 173].
Instead of installing APFs especially designed to improve the power quality, DG
units can have a positive effect as well. For the grid-connected operation of a
microgrid, in literature, several methods to achieve harmonic mitigation in a net-
work by using ancillary services from inverter-interfaced DG units are discussed.
In [174], the DG units in the microgrid are equipped with a power quality com-
pensator, consisting of both a shunt and a series inverter to enhance the power
quality of the microgrid. In [149, 175], a resistive-APF functionality is included in
several DG units with adjustable damping at harmonic frequencies. In [176, 177],
the shunt harmonic impedance (SHI) method with programmable harmonic resist-
ance (PR), the PR-SHI method, is presented to redesign the converter-connected
DG units to have a positive effect on the distortion of the electrical network. The
above-mentioned methods have been presented for converters that are connected
to the utility network. These methods can be used or modified for application in
an islanded microgrid, e.g., by using the PR-SHI method in some grid-following
units in an islanded microgrid to achieve a good power quality. However, achieving
controllable harmonic current sharing between different DG units is not dealt with
by these methods.
When using droop control (P /f droops, P /V droops or VBDs), the harmonic load
is not shared in a controllable manner. Instead, as the grid-forming DG units deliver
sinusoidal voltages with fundamental frequency, they almost form short-circuits
for harmonic currents. An interesting method to share the harmonic burden is the
usage of G-H droops, with G the harmonic conductance and H the harmonic var
(volt-ampere reactive), in [14]. The harmonic power H is calculated according to
the instantaneous reactive power theory [123]. This method is based on inductive
lines, thus the G-H droop control cooperates with P -f and Q-V droop controllers
for the fundamental components. In [137], this is extended with G-H droops in
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combination with P -V and Q-f droops in resistive microgrids. In [108], a current
harmonic loop is added in the control strategy for properly sharing nonlinear loads.
Selective harmonic current sharing is used such that the significant output-current
harmonics are treated separately by using band-pass filters.
In this section, the PR-SHI method of [176–178], that is developed for improving
the power quality in the grid-connected mode, is modified to enable non-selective
controllable harmonic current sharing in islanded microgrids. Therefore, based on
the PR-SHI method, an extra term dependent on the distorted current is added
to the reference voltage that is provided by the VBD control strategy. With the
combination of the VBD control and the modified PR-SHI method, the DG units
have a controllable resistive behaviour towards harmonics. By changing the PR,
the harmonic current sharing can be influenced, e.g., according to the ratings of the
DG units. The advantages of the PR-SHI method in grid-connected mode, namely,
easy to interpret and implement, and a swift extraction of the distorted current, are
combined with the advantages of the droop-based control, e.g., no communication
required for fundamental power and harmonic current sharing.
By changing the VBD control strategy of the DG units with a modified version
of the PR-SHI method, controllable harmonic current sharing between DG units
is achieved in islanded microgrids. In this section, first an overview of PR-SHI in
grid-connected mode is given, next the modified PR-SHI for islanded microgrids,
that is implemented in the VBD control strategy, is presented. Finally, some ex-
amples are discussed.
4.4.2 PR-SHI for grid-connected DG units
In the grid-connected case, the DG units behave as so-called grid-following units
that are current-controlled. A specified amount of power, often determined by
MPPT, is injected into the electric power system by measuring the grid voltage
and controlling the injected current. Often unity power factor is used.
In the traditional power system, the power sharing, and thus the harmonic sharing,
is mainly a task of the central generators and centrally designated devices. In [165],
a shunt harmonic impedance (SHI) is proposed as a central damper for grid reson-
ance. This converter is designed to behave as a low grid impedance for harmonics
and an open chain for the fundamental component of the grid voltage [176]. The
PR-SHI method of [176,177] does not use designated devices, but utilises a second-
ary control function in the DG units to add damping into the system in a distributed
manner.
With the PR-SHI method, converter-connected DG systems behave as controlled
resistive impedances for harmonic voltage components while also delivering fun-
damental power to the power system. The PR-SHI method uses a phase-locked loop
(PLL) to extract the nominal voltage (fundamental component with nominal amp-
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litude) from the measured voltage. A current is then injected which constitutes of
two components. The first component represents the fundamental component to in-
ject a specified amount of power in the network as grid-connected mode is assumed
for the PR-SHI method. The second component is proportional to the voltage dis-
tortion in order to obtain a resistive behaviour towards voltage harmonics and to
include harmonic damping. The control strategy is summarised in Fig. 4.35. The
reference value of the inductor current i?L(t) can be written as:
i?L = g1Vg,nom sin θPLL + gh(vg − Vg,nom sin θPLL), (4.15)
with Vg,nom the nominal amplitude of the grid voltage vg(t), g1 the fundamental
conductance (in Ω−1 or S) and gh the harmonic conductance (Ω−1). The phase
angle θPLL of the sinusoidal reference signal is locked to the phase of the funda-
mental component of the mains voltage by using a PLL.
Eq. (4.15) is discussed in [179]. The first term of this equation, g1Vg,nom sin θPLL,
represents the fundamental current. The second term reacts on every deviation from
vg compared to its nominal value Vg,nom sin θPLL. As discussed in [179], this al-
lows for the DG unit to inject harmonic currents proportional to the amount with
which the grid voltage is distorted. This may lead to an improvement in the har-
monic distortion of the feeder. The second term also becomes non-zero when a
voltage dip occurs. Then, the DG unit will contribute in grid support by injecting
a higher current. In [160], this method is extended for unbalanced networks. The
second term is adapted for its three-phase application and enables to provide grid
support in the unbalanced systems. Hence, when applied in grid-connected net-
works, the amount of voltage waveform improvement that can be obtained by one
unit is limited by the ratings of the unit. However, the total power quality improve-
ment can be significant because of the large number of DG units [179].
The conductance g1 is adapted by the dc-link voltage controller to obtain a con-
stant dc-bus voltage Vdc, because the DG units are modelled as dc-current sources
Idc. In this way, the generated dc-power is equal to the ac power delivered to the
electrical network, and the dc-link voltage remains constant. The value iL − i?L is
sent to a current controller. The output of this controller, together with a duty ratio
feed-forward δff term according to [154], forms the duty ratio for the pulse-width
modulator.
By using the PR-SHI method, a programmable harmonic input impedance is achie-
ved, which can be used to reduce the harmonic distortion in the utility grid [180].
The PR-SHI control strategy also allows the setting of a harmonic input resistance
(g−1h ) independent of the fundamental input impedance, and thus, independent of
the power level of the converter [176,180]. Hence, the converter is able to maintain
its damping potential over a wide range of power levels. This PR-SHI method is
very promising because it may swiftly extract the distorted voltage, without neces-
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Figure 4.35: Harmonic damping for grid-connected DG units
sity of the instantaneous reactive power theory, and also, the two components in
the injected current are easy both to interpret and to implement in practice. The
benefits of this control strategy have been discussed in [160, 168, 175, 180, 181].
4.4.3 PR-SHI for islanded microgrids: control principle
In islanded microgrids, the considered DG units are grid-forming, as opposed to
the grid-following units in the grid-connected mode. The voltage at their terminals
is controlled according to the VBD control strategy. This droop controller enables
fundamental active and reactive power sharing but does not deal with harmonic
issues. Therefore, the grid-forming DG units in the islanded microgrid can be rep-
resented as short-circuits for harmonic currents. In order to achieve controllable
harmonic current sharing, the PR-SHI method is modified for usage in islanded
microgrids. With the combination of the VBD control strategy and the modified
PR-SHI method, fundamental power sharing, voltage control and harmonic current
sharing between multiple DG units are achieved.
Summarised, the PR-SHI method, which was developed for improving the voltage
quality (unbalance mitigation, grid support in case of voltage dips and improve-
ment of harmonic distortion) in grid-connected networks, is here adapted for ap-
plication in islanded microgrids, targeting at achieving a controllable sharing of
harmonics in the microgrid.
A. Combination of VBD control and modified PR-SHI
In order to achieve controllable harmonic current sharing, the control principle of
Fig. 4.36 is used. An extra term vg,h (h are the harmonic components) determined
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by the harmonic loop is added to the reference voltage of the VSI, vg,ref , such that:
vg,ref = vg,droop − zvig − vg,h. (4.16)
The term vg,h is dependent on the harmonic current ig,h according to:
vg,h = Rhig,h, (4.17)
with Rh, a programmable harmonic impedance.
A phase-locked loop (PLL) can be used to extract the fundamental component ig,1
of the measured grid current ig. The harmonic component ig,h is then derived from:
ig,h = ig − ig,1. (4.18)
In this way, (4.17) becomes analogous to the second term of the PR-SHI method in
(4.15). The harmonic impedance Rh is programmable, analogously to gh in [180].
This enables to control the harmonic current sharing between DG units in an is-
landed microgrid, e.g. according to the ratings of the DG units.
B. Bode plot of impedance of the VSI
In this paragraph, the influence of the harmonic current sharing strategy, the im-
pedance of the LC filter at the terminals of the inverter and the voltage control
strategy on the total impedance of the VSI (vg/ig) over a wide frequency range
is studied. The bode plots of this impedance, with and without harmonic imped-
ance are compared. The bode plot is derived in analogy with [111]. The open-loop
output-voltage dynamics of the converter follow (3.1) and (3.2) with the parame-
ters as defined in Fig. 3.3. Averaged over one switching cycle (e.g., vˆg represents
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the average value of vg(t)) and in the Laplace domain, this becomes:
vˆs(s) = vˆg(s) + sLiˆg(s) + s
2LCvˆg(s). (4.19)
A PID controller, with duty ratio feedforward (vref(s) = v?g) as in [154], is used
for tracking the output voltage:
vˆs(s) = vref(s) +
kds
2 + kps+ ki
s
(vref(s)− vˆg(s)). (4.20)
Combination of (4.19) and (4.20) gives:
vˆg(s) =
ki + s(1 + kp) + kds
2
ki + s(1 + kp) + s2kd + s3LC
vref(s)
+
−s2L
ki + s(1 + kp) + s2kd + s3LC
iˆg(s). (4.21)
Hence,
vˆg(s) = G(s)vref(s)− Z0(s)ˆig(s) (4.22)
Bode plot of output impedance Three cases are studied: 1) zv = Rh = 0Ω;
2) zv 6= 0Ω and Rh = 0Ω; and 3) zv 6= 0Ω and Rh 6= 0Ω. In the first case,
zv = Rh = 0Ω. Hence, vref(s) = vg,ref(s), with vg,ref directly determined by the
VBD controller.
For the second case zv 6= 0Ω and Rh = 0Ω, vref(s) becomes vg,ref(s) − zv iˆg(s).
The output impedance of the inverter then equals Z0(s) + zv (in the following
zv = 3 Ω).
In the third case, a resistive harmonic impedance Rh is included as well, the output
impedance of the inverter is calculated analogously (here, Rh = 10 Ω).
The bode plots of the output impedance of the inverter are depicted in Fig. 4.37.
In case zv = Rh = 0Ω, a low impedance for the fundamental component and the
low harmonics (e.g. 5th, 7th harmonic) is obtained. Also, the DG unit has a mainly
inductive character. The influence of zv on the bode plot is clearly visible. For the
most important harmonics, commonly restricted to the 40th order harmonic, the
bode plot shows a resistive output impedance (10 dB or 3 Ω). By including the
programmable resistance Rh, the impedance of the harmonics and fundamental
component can be different. The impedance of the significant harmonics (not the
fundamental) has increased to 22.2 dB or 13 Ω (Rh+zv). When using an additional
low-pass filter on Rhig,h to avoid the measurement noise of ig, analogous results
are obtained. Still, for frequencies around the switching frequency (here, 20 kHz),
a sufficiently high output impedance of the inverter is obtained.
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Figure 4.37: Bode plot of output impedance of inverter (— = zv = Rh = 0Ω; ---- =
zv = 3 Ω and Rh = 0Ω, · · · = zv = 3 Ω and Rh = 10 Ω, ·-·-· = zv = 3 Ω and Rh = 10 Ω
with low pass filter on the measurement of ig,h with cut-off frequency 5 kHz)
Bode plot of closed-loop voltage control Note that the converter uses an LC
filter to attenuate the switching ripple, hereL = 2 mH andC = 3µF. Consequently,
the cut-off frequency equals 2 kHz. The higher order harmonics are, thus, mitigated
by the LC filter. Also, the bandwidth of the voltage controller is properly tuned such
that the closed-loop voltage controller has a bandwidth of slightly less than 2 kHz
as shown in Fig. 4.38. This bode diagram is derived from the direct control scheme
in chapter 3 and by taking into account the duty ratio feedforward δff that is added
to the output of the controller [154]. Hence,
vs = (δ + δff)Vdc = δVdc + vg,ref (4.23)
and
vg
vg,ref
(s) =
P(s) ·Vdc · 11+s2LC · (1 + PID(s))
1 + P(s) ·Vdc · 11+s2LC · PID(s)
, (4.24)
with P the Pade´ approximation for delay time in (3.38) and PID(s) the voltage
controller given by (3.39). For the harmonic control this means that:
• the harmonics with frequency higher than 2 kHz are attenuated by the LC
filter, thus, cannot be controlled by the DG unit (e.g., generally harmonics
upto the 40-th harmonic or 2 kHz in the considered 50 Hz network are taken
into account [182]).
• the harmonics with frequency lower than the bandwidth of the voltage con-
troller can be dealt with by the voltage control loop
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Figure 4.38: Bode plot closed-loop voltage control
• the harmonics with frequency between the bandwidth of the voltage con-
troller and the 2 kHz cut-off frequency of the LC filter cannot exactly be
controlled by the voltage control loop, e.g., due to attenuation as depicted in
Fig. 4.38.
Summarised, the harmonics that can be shared are determined by the bandwidth of
the voltage control loop, which in turn is dependent on the switching frequency of
the VSI. The latter is linked with the ratings of the DG unit, small DG units are
considered here because of the connection to a low-voltage microgrid.
C. Influence of Rh in concept case
By using the PR-SHI method modified according to (4.16) for usage in islanded
microgrids combined with the VBD control strategy, controllable harmonic cur-
rent sharing between DG units can be obtained. This is clarified in this concept
case. First, the statement that the DG unit with droop control behaves as short-
circuit for harmonics is illustrated. Secondly, harmonic resistance is included in
the VBD control. In the simulation according to Fig. 4.39, the DG unit is presen-
ted as voltage source vg of 230 V rms and 50 Hz. A resistive load and a harmonic
load, represented as a harmonic current source that injects a 5-th harmonic current
(250 Hz) of 3 A amplitude, are included and the line impedances are neglected.
A simplified steady-state situation is considered, more details concerning the har-
monic content of nonlinear loads are given in [183]. If the output impedance of the
VSI is neglected as well, the VSI can be considered as a short circuit for harmonics
as depicted in Fig. 4.39, because the terminal voltage is purely sinusoidal while the
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Figure 4.39: VSI can be considered as a short circuit for harmonics
current contains harmonics. The amplitudes of the obtained harmonics after Fast-
Fourier-Transform (FFT) are summarised in Table 4.5. These results show that the
DG unit delivers the harmonic current content of the nonlinear load (Ig,5 = 3 A
while Il,5 = 0 A). In case multiple DG units are included, an important disad-
vantage is, thus, that the current ih would be shared based on the line impedances
between the DG units and the nonlinear loads, instead of on the ratings of the DG
units. Table 4.5 also shows the total harmonic distortion (THD). The THD of vg is
zero as a pure fundamental voltage is generated. The current il is nearly pure si-
nusoidal, which is shown in the zero value of the THD of il. As the voltage source
absorbs all the harmonic current, the THD of ig is not zero.
In the next case, the DG unit behaves resistively towards harmonics, Fig. 4.40,
with Rh = RL = 10Ω. The simulation results are summarised in Table 4.5. In
order to provide resistance towards harmonics, the THD of the grid voltage vg is
not zero any more. This is a consequence of the strategy that enables harmonic
current sharing, in this case between the DG unit and the load. As Rh equals RL
in this example, the harmonic current is evenly distributed between the load and
the DG unit. Therefore, by changing Rh, the harmonic current content of the DG
unit can be modified. Further, it will be shown that in practical cases, this control
strategy enables us to control the harmonic current sharing between different DG
units.
It is concluded that without extra measures, a grid-forming inverter (voltage con-
trolled inverter), becomes a short-circuit for harmonic currents. Therefore, if a non-
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Table 4.5: Proof of concept, with n the order of the harmonic, Ig current of the DG unit, Il
load current, Ih current of harmonic current-source
Rh = 0Ω Rh = 10Ω
n = 1 n = 5 n = 1 n = 5
Ig (A) 32.5 3 32.5 1.5
Il (A) 32.5 0 32.5 1.5
Ih (A) 0 3 0 3
Vg (V) 325 0.067 325 14.9
Vl (V) 325 0.067 325 14.9
THD(vg) 0 0.046
THD(vl) 0 0.046
THD(is) 0.0931 0.046
THD(il) 0 0.046
Figure 4.40: VSI with resistive harmonic impedance
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linear load is included in the network, the DG unit delivers the total harmonic cur-
rent. If a nonlinear load is included in a network with multiple DG units, they all
behave as short-circuits towards harmonic currents and the harmonic current shar-
ing will be determined by the electrical distance between the units, instead of their
ratings. By including resistive behaviour towards harmonics, the harmonic current
delivered by the DG units can be controlled such that sharing according to the rat-
ings is obtained. Note that in order to provide harmonic current sharing, the output
voltage is not purely sinusoidal at fundamental frequency any more because of
(4.16). This can be seen in the THD of the voltages and current. Resistive beha-
viour towards harmonics leads to a lower THD of the current. The price to pay for
this resistive behaviour is more harmonic content in the voltage.
4.4.4 Examples
A. Harmonic current sharing between DG units
In the following paragraph, the power sharing between two DG units in a microgrid
is studied. The configuration of Fig. 4.41 is analysed and the line impedancesRl are
not neglected in this example. The load Rl +RL equals 25 Ω with lines Rl = 1 Ω.
Purely resistive lines are assumed in the considered low-voltage microgrid. Two
fully dispatchable (b = 0), equally rated DG units are considered with dc-current
Idc,nom = 4 A and Vdc,nom = 450 V. A nonlinear load injecting a 5-th harmonic
current with 3 A amplitude is connected to the microgrid.
In a first simulation case, Rh,1 = Rh,2 = 0 Ω and zv = 0 Ω. Therefore, except for
the output impedance of the inverters, both inverters have short-circuit behaviour
towards harmonics. In a second case, a virtual impedance is included such that:
Rh,1 = Rh,2 = 0 Ω and zv = 3 Ω. This virtual impedance delivers damping in the
system, it is a resistance for both the fundamental component and the harmonics,
but it does not represent a programmable harmonic impedance. In the next simula-
tion,Rh,1 = 0 Ω, whileRh,2 = 22 Ω and zv = 3 Ω. The second DG unit has a pro-
grammable resistive behaviour towards harmonics. Finally, Rh,1 = Rh,2 = 22 Ω.
The simulation results are summarised in Table 4.6.
In the first case, without virtual output impedance nor harmonic impedance, the
harmonic current of the nonlinear load is shared by the DG units. An equal distri-
bution is only obtained because of the equal line resistances Rl from the DG units
to the harmonic load. The sharing of the nonlinear current is, thus, determined by
the line impedances. Therefore, the harmonic current sharing is not controllable by
the control strategy of the DG unit. Because the line impedances are not neglected
in this simulation, the branch of the DG units does not form a short-circuit, thus,
the load absorbs some harmonic current. The fundamental current is equally shared
between the units because they have equal ratings, equal control strategies and as a
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Figure 4.41: Configuration harmonic power sharing between two DG units
symmetrical microgrid is assumed (P1 = P2 = 1.2 kW).
In the second case, a virtual impedance zv is included in the units. As zv is present
for both the fundamental component and the harmonics, the harmonic content in
the DG units’ voltages increases slightly because of their resistive behaviour to-
wards both the fundamental and harmonic components. The DG units deliver most
of the harmonic current of the harmonic load because zv << ZL. The fundamental
current of the units has slightly increased because the harmonic power they provide
has slightly decreased.
In the third simulation, the second DG unit has a high harmonic impedance. There-
fore, the control strategy avoids that this unit contributes significantly in the har-
monic current sharing, so, the total harmonic distortion in ig,2 is lower. Also,
il,h ≈ ig,2,h because the harmonic impedance of load and second DG unit are
nearly equal: Zh,load = RL + Rl ≈ Zh,DG2 = Rl + zv + Rh,2. The first DG unit,
with low Rh, delivers most of the harmonic current. The fundamental component
of the second DG unit has slightly increased (P1 = 1.1 kW and P2 = 1.2 kW).
In case of equal ratings of the DG units, a logical choice is Rh,1 = Rh,2. In this
case, the harmonic current is evenly shared between the units. It is concluded that
by setting Rh, the harmonic current sharing between the DG units can be con-
trolled, e.g., according to their ratings.
Summarised, Rh is included to achieve controlled harmonic current sharing
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Table 4.6: Harmonic current sharing between DG units in a microgrid, with n the order of
the harmonic
Rh,1 = Rh,2 = 0 Ω Rh,1 = Rh,2 = 0 Ω Rh,1 = 0Ω,Rh,2 = 22 Ω Rh,1 = Rh,2 = 22 Ω
zv = 0Ω zv = 3Ω zv = 3Ω zv = 3Ω
n = 1 n = 5 n = 1 n = 5 n = 1 n = 5 n = 1 n = 5
Ig1 (A) 6.78 1.45 6.83 1.38 6.21 2.23 6.92 0.98
Ig2 (A) 6.78 1.45 6.83 1.38 7.57 0.43 6.92 0.98
Ih (A) 0 3 0 3 0 3 0 3
Il (A) 13.56 0.15 13.66 0.28 13.78 0.45 13.84 1.04
THD(ig1) 0.22 0.20 0.36 0.14
THD(ig2) 0.22 0.20 0.08 0.14
THD(vg1) 0.015 0.02 0.03 0.07
THD(vg2) 0.015 0.02 0.03 0.07
between the DG units: units with high Rh take less part in the harmonic current
sharing compared to those with low Rh.
B. Microgrid case
In this paragraph, a more realistic microgrid case is studied. The islanded microgrid
consists of three DG units, several linear loads (both resistive and inductive), a
nonlinear load and some harmonic loads. A low-voltage microgrid (230 V rms,
50 Hz) is considered, with DG units delivering power in the order of kW. The DG
units have the following characteristics:
• G1: the first DG unit represents a fully dispatchable DG unit. The active
power control algorithm uses Vg/Vdc droop control combined with Idc/Vg
droop control to change the output current of G1. The nominal dc-current of
this unit equals 2 A, after 0.6 s this drops to 1 A.
• G2 represents a fully dispatchable DG unit as well, with nominal dc-current
equal to 3 A.
• G3 represents an undispatchable unit, with constant dc-current of 1.5 A. The
balancing algorithm of this unit uses the Vg/Vdc droop control strategy only.
The details of the configuration are summarised in Fig. 4.42. A 3-rd and 5-th har-
monic load injecting harmonic current of 3 A and 5 A respectively are included.
Also, a nonlinear load N consisting of a rectifier is included in the network. A
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G2S1
L1S2
H5
G1S3
N
VS4
L2
L3S5
H3
G3S6
G: DG units
S: line segments
L: load
H3: 3rd-harmonic load
G1:
Idc/Vg-droop
Fully dispatchable: b =0 %
Vg/Vdc-droop
G2:
Idc/Vg-droop
Fully dispatchable: b = 0 %
Vg/Vdc-droop
G3:
Constant-current source: b = high
Vg/Vdc-droop
V: Load: turns off at
t = 0.7 s
N: Nonlinear load
H5: 5th-harmonic load
Figure 4.42: Configuration harmonic current sharing in a microgrid case
resistive load V of 50 Ω turns off after 0.7 s. Also, resistive line parameters are
assumed because of the low-voltage microgrid. Note that even if a small induct-
ance in the lines is included, a stable operation is obtained as well, because of the
usage of resistive virtual output impedance of the converter such that a high R/X
is obtained [184]: S1 = S6 = 3 Ω, S3 = 4 Ω, S4 = S5 = 1 Ω. For the loads:
S2 + L1 = 25 Ω, L2 = 50 Ω and L3 consists of 50 Ω in parallel with 0.15 H
inductance.
In the first simulation, the harmonic resistance Rh of all units equals 22 Ω and
the virtual output impedance zv equals 3 Ω. The results are depicted in Fig. 4.43.
The dc-current of the generators remains constant in the first 100 ms, because in
the simulation, the Idc/Vg droop controller is turned on with a delay of 100 ms.
After a start-up transient, increased by the delayed turning on of the active and
reactive power controllers, a steady-state is reached. At t = 0.6 s, the dc-current
of G1 drops, which is clearly shown in Fig. 4.43c, this leads to a small transi-
ent in the terminal voltage vg of the DG units. At 0.7 s, a resistive load turns off.
Therefore the dc-side power is higher than the ac-side power. The dc-bus voltage
of the converter-connected DG units will increase accordingly. All Vg/Vdc droop
controllers react according to the rise of Vdc by increasing Vg. The Idc/Vg droop
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Figure 4.43: Microgrid case with Rh,1 = Rh,2 = Rh,3 = 22 Ω (— = G 1; ---- = G 2, · · ·
= G 3)
controllers of G1 and G2 decrease the output current of the sources. The current
of G3 remains constant because this represents an undispatchable DG unit. Again,
a stable steady-state is reached. At t = 1 s, the steady-state values of the terminal
rms voltages are: Vg,1 = 226.4 V, Vg,2 = 238.1 V and Vg,3 = 229.5 V, which are
well within the limits of the microgrid voltage (e.g. 10 %). The delivered active
powers at that instant are: P1 = 677 W, P2 = 1890 W and P3 = 861 W, which
follow the ratings of the DG units.
The harmonic current sharing results are also summarised in Table 4.7. The fun-
damental current is shared between the DG units according to their ratings for the
dispatchable units G1 and G2. The 3-rd and 5-th harmonic components are evenly
shared between the units as the harmonic impedance of these units is the same.
For the second simulation case, Rh,1 = 0 Ω and Rh,2 = Rh,3 = 22 Ω, the results
are summarised in Table 4.7. Compared to the previous case, the harmonic imped-
ance of G1 is lower, thus, the harmonic current content of this unit is larger. The
harmonic content of G2 and G3 are, again, evenly distributed because of the equal
Rh.
These cases show that in a microgrid with a combination of different DG types and
nonlinear loads, the harmonic current sharing can be controlled by setting Rh.
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Table 4.7: Harmonic current sharing between DG units in a realistic microgrid, with n the
order of the harmonic
Rh,1 = Rh,2 = Rh,3 = 22 Ω
n = 1 n = 2 n = 3 n = 4 n = 5
Ig,1 (A) 4.26 0.27 0.57 0.08 0.99
Ig,2 (A) 11.27 0.33 0.60 0.07 1.02
Ig,3 (A) 5.34 0.28 0.68 0.07 0.99
N 2.87 1.41 0.15 0.35 0.25
Rh,1 = 0 Ω, Rh,2 = Rh,3 = 22 Ω
n = 1 n = 2 n = 3 n = 4 n = 5
Ig,1 (A) 3.91 0.70 1.44 0.17 2.46
Ig,2 (A) 11.92 0.21 0.38 0.04 0.67
Ig,3 (A) 5.11 0.16 0.47 0.04 0.65
N 2.93 1.36 0.09 0.31 0.18
4.5 Improvement of active power sharing ratio
Microgrids provide a coordinated integration of distributed generation units in the
electrical power system. By operating in islanded mode, microgrids can increase
the reliability of the system or electrify remote areas. For the power sharing and
voltage control in low-voltage microgrids, active power/grid voltage droop control
is highly suitable. In order to optimise the integration of renewable energy sources
in the microgrid, a variant of this droop control, the voltage-based droop (VBD)
control, has been presented. A well-known concern about droop controllers is the
inherent trade-off between voltage control and power sharing. Therefore, in this
section, an additional control loop is included in the VBD control to improve the
active power sharing ratio. In this way, accurate power sharing is achieved, i.e.,
the DG units respond to load changes exactly according to their droops. Although
this modification relies on communication, it does not jeopardise the reliability of
the microgrid as if the communication is lost, the basic VBD control still operates
without the need for communication, ensuring a stable microgrid operation.
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4.5.1 Accurate power sharing
Although a stable microgrid operation is of the first importance, sometimes, accur-
ate power sharing is important as well to achieve a fair contribution of DG units
in the microgrid control. A disadvantage of droop control is that there is always a
trade-off between the voltage control and the accuracy of the power sharing. The
accuracy of power sharing or power sharing ratio reflects the contribution of each
unit to cope with load variations compared to the other units. Perfectly accurate
power sharing is achieved when the load variations are picked up by the DG units
exactly according to their droops. These droops are dependent on the ratings of the
units and the controllability of the energy source. For example, gas-fired power sta-
tions, which are highly controllable, contribute more to the primary control to cope
with load variations than nuclear power plants. This is analogous for DG units,
fully-controllable DG units contribute to the power sharing proportionally to their
rated power, but less controllable units (such as many renewables) will contribute
less.
The grid voltage is a local parameter and can be different in different network
locations, which can affect the power sharing ratio. Therefore, in the P /f - Q/V
droop control, the reactive power (Q) sharing ratio can differ from the droop ratio,
i.e. inaccurate reactive power sharing. Equally, the active power sharing ratio can
be inaccurate in the P /V - Q/f droop controllers.
Several solutions to increase the power sharing accuracy have been presented in
literature, focussing on the P /f - Q/V droop controllers. In [110], a small high-
frequency signal is injected in the system as control signal for P and Q. However,
the circuitry required to measure the small real power variations in this signal adds
to the complexity of the control [185]. In [185], each unit regulates its terminal
voltage based on the reference voltage that is obtained from, firstly, the conven-
tional Q/V droops and, secondly, a correction term based on the measured load
voltage. An analogous method to achieve accurate power sharing by introducing
load voltage feedback is presented in [186].
In this section, the method of [185] is modified to improve the active power sharing
ratio in low-voltage networks. The modifications are twofold. Firstly, the paper
[185] focusses on Q/V droops, while here, the P /V droops in the VBD control are
adapted. Secondly, in microgrids, there is not a single load voltage. In microgrids,
the loads and DG units are distributed in the network and the line impedances in
between cannot be neglected. Hence, this paragraph suggests to communicate the
active power output of the units instead of the load voltage to achieve accurate
power sharing.
In § 4.5.2, the method of [185] for Q/V droops is summarised. The active power
sharing ratio with the VBD control is improved in § 4.5.3. This is achieved by,
firstly, analogously to [185] communicating the load voltage, and secondly, by
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communicating output active power measurements. In § 4.5.4, the IEEE 13 node
test feeder is studied in order to show the improvement of the power sharing ratio
by using this active power correction in a dynamical situation with multiple DG
units, VBD control and various loads.
4.5.2 Power sharing of conventional controllers
The droops are coordinated to make each DG system supplying active and reactive
power in proportion to its power capacity. For the P /f droops, accurate power
sharing is always obtained:
∆P1
∆P2
=
Kf,2
Kf,1
, (4.25)
with ∆Pi = Pi−Pi,ref , because the frequency is equal everywhere in the network.
The latter is not valid for the terminal voltages V of the DG units, which can differ
due to different line impedances. This can affect the accuracy of the reactive power
sharing. Hence, the reactive power sharing is only accurate if
∆Q1
∆Q2
=
KQ,v,2
KQ,v,1
. (4.26)
To improve the reactive power sharing ratio, in [185], the Q/V droop controller
is changed. Each unit regulates its terminal voltage based on, firstly, the reference
voltage Vi that is determined by the Q/V droop and, secondly, the communicated
load voltage Vl. A correction voltage Vi,corr is determined
Vi,corr = Kf,corr
∫
(Vi − Vl)dt, (4.27)
with Kf,corr a correction factor. Hence, the terminal voltage magnitude of the DG
unit is controlled to Vi,corr, whereas with conventional Q/V droops, it is controlled
to Vi. In this way, two DG units can share the reactive load accurately. The integ-
rator gain Kf,corr can be varied to achieve the desired speed of response without
affecting the voltage regulation [185].
4.5.3 Improved active power sharing in VBD control
In this section, first, the method of [185], which is developed for Q/V droops, is
modified to comply with the P /V droops in the VBD control. Accurate power shar-
ing is achieved, but the load voltage needs to be communicated. As in microgrids,
there is no common load voltage, in the second paragraph, the output power of
the DG units is communicated. In this way, the VBD control is adapted to achieve
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accurate power sharing between the DG units in a microgrid.
A. Load voltage amplitude communication
Control principle In [185], the accuracy in power sharing of the Q/V droop
controller is improved by communicating the load voltage magnitude to all DG
units. Based on this technique, in this paragraph, a modification to the VBD control
is made to improve the accuracy of the active power sharing, as here P /V droops
are used.
In order to improve the accuracy of the active power sharing, the reference voltage
vg,droop, which is the input of the voltage controller, is changed compared to the
case with the original VBD controller. In (4.28), instead of using the voltage amp-
litude Vg, which is the output of the Vg/Vdc droop controller, the reference voltage
is calculated by using a correction voltage Vg,corr:
v?g,droop,k = Vg,corr,k sin(αk−1 + 2pifkTs). (4.28)
The correction voltage is obtained from a measurement of the load voltage Vl,
which is communicated to the DG unit:
Vg,corr = Kcorr
∫
(Vg − Vl)dt, (4.29)
analogously as in (4.27). The correction voltage is implemented in discrete time
(z-domain):
Vg,corr,k = Kcorr
Ts
z − 1(Vg,k − Vl,k) + Vg,nom. (4.30)
The control scheme is summarised in Fig. 4.44.
The VBD control strategy is a primary controller, focussing on the reliability of
the microgrid, and hence, does not use communication. By including the correc-
tion voltage, communication is used. However, this does not jeopardise the reli-
ability of the system. If the communication of Vl fails, the controller falls back to
the core VBD control, thus, without voltage correction. This controller achieves
a stable operation, but, the active power sharing ratio can deviate a little from its
pre-determined value. Also, the communication of Vl does not require a high band-
width as only the amplitude of the signal needs to be communicated and not the
instantaneous value.
Example The correction voltage is used to achieve a better active power sharing
ratio in the simple microgrid of Fig. 4.6. This microgrid consists of two DG units
and one load. A resistive virtual output impedance Rv = 3 Ω is included. The
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Figure 4.44: VBD control with voltage correction and virtual output impedance
following parameters are used: L = 2 mH, C = 3 µF, Cdc = 1.5 mF, Vdc,ref =
450 V, Vg,ref = 230
√
2 V, fnom = 50 Hz, Rl,1 = 1 Ω, Rl,2 = 0.3 Ω, R = 25 Ω
in case of a resistive load (R-load) or P = 2500 W for a constant-power load
(P -load), b = 0 %, Pnom,1 = 2000 W and Pnom,2 = 1000 W. The droops are
KV = 0.5 V/V for the Vg/Vdc droop controller, Kp,1 = Pnom,1/50 W/V, Kp,2 =
Pnom,2/50 W/V for the P /Vg droop controller and KQ = 1 · 10−4 Hz/VAr for the
Q/f droop controller. When voltage correction Vg,corr,k is used, Kcorr equals 50
and Ts = 50 µs.
Without voltage correction, accurate power sharing, i.e.,
∆P1/∆P2 =
P1 − Pnom,1
P2 − Pnom,2 = 2 (4.31)
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Table 4.8: Voltage correction : load voltage amplitude (Vl) communication
case P1 (W) P2 (W) ∆P1/∆P2
no Vl correction, R-load 1257 879 6.1
Vl correction, R-load 1546 775 2.0
no Vl correction, P -load 1502 1060 -8.3
Vl correction, P -load 1710 854 2.0
would only be achieved when Pnom,1/Pnom,2 = Rl,2/Rl,1, which is obviously not
the case. From the obtained simulation results in Table 4.8, it follows that perfect
power sharing is obtained when communicating the load voltage to the DG units
and using it for the control in a correction voltage.
B. Output active power communication
Control principle An issue with the communication of Vl as used in the previous
paragraph and [185], is that it conflicts with the extended microgrid configurations.
Microgrids consist of feeders with different loads and DG units connected at differ-
ent places in the network. The line impedances cannot be neglected in these cases.
Subsequently, a general Vl does not exist in the microgrid. Therefore, in this para-
graph, the active power output of the DG units is communicated to the other units
and a method is presented to adapt the VBD control to achieve accurate power
sharing.
When using active power communication, the power sharing accuracy can be en-
forced directly. In this case, the correction voltage for DG unit i is obtained by
using
Vg,corr,k,i = Kcorr
Ts
z − 1(
Pnom,i
Pnom,j
− Pi
Pj
) + Vg,k,i, (4.32)
with Pj the communicated output active power of another unit j and Vg,k,i the
output of the Vg/Vdc droop controller.
Example The same case as in the previous paragraph is studied with Kcorr =
200 V/W. The obtained results are depicted in Table 4.9. It follows that by using
P correction, perfect power sharing is achieved as well. For three DG units, the
control strategy remains the same, the units can relate their active power to a chosen
unit j, for example, by choosing the closest unit. In the next paragraph, a more
extended microgrid with multiple DG units is studied.
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Table 4.9: Active power communication
case P1 (W) P2 (W) ∆P1/∆P2
no P correction, R-load 1257 879 6.1
P correction, R-load 1440 720 2.0
no P correction, P -load 1502 1060 -8.3
P correction, P -load 1715 857 2.0
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Figure 4.45: Considered 13 Node Test Feeder
4.5.4 Case study
A variant of the IEEE 13 Node Test Feeder, as shown in Fig. 4.20 is studied. The
IEEE 13 Node Test Feeder is modified for application as a low-voltage network in
islanded mode. The simulation details of the nodes are summarised in Fig. 4.45,
showing that a combination of various loads (resistive, inductive, constant-power
and switching loads) is used. There are three converter-interfaced DG (CIDG) units
connected to the feeder, with parameters summarised in Table 4.10. The units use a
resistive virtual output impedance zv = 3Ω. A dynamical load and DG unit profile
is included as the output of DG 3 and some loads vary in time.
The simulation results in Figs. 4.46 and 4.47, for VBD control without and with P
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Table 4.10: CIDG units in test feeder: parameters
CIDG Pdc,nom b
DG1 Pdc,nom,1 = 3.15 kW 0 %
DG2 Pdc,nom,2 = 6 kW 0 %
DG3 Pdc,nom,3: 8 %
t <0.3 s: 6.3 kW
t >0.3 s: 4.2 kW
DG4 Pdc,nom,1 = 1.5 kW 10 %
Table 4.11: Simulation results extended microgrid
DG unit Pnom no P corr P corr
DG1 3.15 kW 3.8 kW 3.1 kW
DG2 6.0 kW 5.00 kW 6.0 kW
DG3 4.2 kW 4.2 kW 4.2 kW
DG4 (b = 10 %) 1.5 kW 1.5 kW 1.5 kW
P1/P2 0.52 0.77 0.52
P1/P4 2.10 2.55 2.10
correction respectively, show a stable microgrid operation. The decreased output
power of CIDG3 at t =0.5 s is clearly picked up by the other two DG units. Also,
the load decrease at node 16 at t = 0.4 s and at nodes 4 and 14 at t = 0.5 s lead to
acceptable transients that are mitigated fast by the VBD controllers. When compar-
ing the cases with and without P control, on the one hand both control strategies
achieve a stable microgrid operation, which is the main function of primary con-
trol. On the other hand, by including P control, accurate power sharing according
to the droops is achieved as illustrated in Table 4.11.
For the sharing between three units, the same case is studied but with b = 0 % in
DG 4 instead of 10 %, such that this becomes a dispatchable DG unit. The results
of this case, and with other values for nominal power, are shown in Table 4.12. It
is concluded that the accuracy of power sharing is improved by using P commu-
nication and a P correction term in the voltage controller.
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Figure 4.46: 13 node test feeder: without communication of P (— = DG1; ---- = DG2, · · ·
= G3; — = DG4 )
4.5.5 Conclusion
In this section, the power sharing ratio of P /V droop control in general and VBD
control in specific is improved through a correction term that uses communication.
With VBD control, a stable microgrid operation is obtained but the power sharing is
not perfectly accurate. Possibly, some DG units are slightly more burdened to cope
with load variations than others, which can cause discussions concerning fairness.
Therefore, an additional control loop is included to achieve accurate power sharing.
A power correction term is calculated in each dispatchable DG unit by using the
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Figure 4.47: 13 node test feeder: with communication of P (— = DG1; ---- = DG2, · · · =
DG3; — = DG4 )
communicated signals of the DG units’ output power. The output of the Vg/Vdc
droop controller together with this power correction term determines the reference
grid voltage amplitude. This section shows that in this way, a perfect power sharing
ratio, i.e., according to the droops, is obtained. If the communication fails, the
control strategy falls back to the core VBD controller achieving a stable operation,
which is the aim of primary control, and this controller still has a reasonably good
power sharing ratio.
In § 6, it is demonstrated and analysed that the core VBD controller can achieve a
changed power sharing ratio (i.e., not only determined by the droops of the units
but also by the line impedances), with this change in the sense that the line losses
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Table 4.12: Simulation results extended microgrid: other reference power and/or b for
DG 4
DG unit desired no P corr P corr
DG1 4.0 kW 3.78 kW 3.95 kW
DG2 6.5 kW 4.68 kW 6.48 kW
DG3 4.5 kW 4.4 kW 4.4 kW
DG4 (b = 10 %) 3.0 kW 3.00 kW 2.99 kW
P1/P2 0.62 0.81 0.62
P1/P4 1.33 1.26 1.33
DG1 3.15 kW 3.64 kW 3.65 kW
DG2 6.0 kW 4.80 kW 6.94 kW
DG3 4.2 kW 4.20 kW 4.20 kW
DG4 (b = 0 %) 1.5 kW 2.52 kW 1.74 kW
P1/P2 0.52 0.76 0.52
P1/P4 2.10 1.44 2.10
∆P1/∆P2 -0.41 0.52
∆P1/∆P4 0.48 2.04
DG1 4.0 kW 3.72 kW 3.61 kW
DG2 6.5 kW 4.61 kW 5.86 kW
DG3 4.5 kW 4.4 kW 4.4 kW
DG4 (b = 0 %) 3.0 kW 3.34 kW 2.70 kW
P1/P2 0.62 0.81 0.62
P1/P4 1.33 1.11 1.33
∆P1/∆P2 0.15 0.61
∆P1/∆P4 -0.82 1.30
are lowered. Hence, this change is beneficial for the network operator and from an
environmental point of view. Therefore, the implications of using the VBD con-
troller with the communication-based addition to achieve perfect power sharing, as
presented in this section, are twofold. Firstly, some investments have to be made in
the communication infrastructure. This is however negligible as these investments
are generally already made, or will be made anyway, e.g., to enable smart grid fea-
tures (e.g., changing Pnom in a secondary communication-based control strategy).
Secondly, the power sharing is generally in the sense that the line losses are slightly
higher than in the case with the core VBD controller. The effect on the reliability
of the system is negligible as discussed above. The benefit is that the power sharing
is exactly equal to the set value.
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4.6 Global VBD control
In this section, the developed VBD control is analysed in comparison with the con-
ventional grid control, referred to as the conventional active power/frequency droop
(CPFD) control. Both the VBD control and the CPFD control operate without com-
munication and focus on the primary grid control to ensure a stable network opera-
tion. The main difference is that the CPFD controllers use frequency as trigger for
active power changes, while the VBD controller is triggered by the dc-link voltage.
4.6.1 Introduction
The theoretical analogy between conventional grid control by means of syn-
chronous generators (SGs) and resistive islanded microgrid control through
converter-interfaced distributed generation (CIDG) units is studied. There is an
analogy between the rotating inertia of SGs and the dc-link capacitor of CIDG
units, as they form the storage capacity for transient active power changes.
A second analogy is present between the grid frequency in case of SGs and
the dc-link voltage of DG units, as they show the state of the network. The
conventional grid control is based on the frequency as a global parameter, which
is thus equal throughout the power system. Frequency changes show differences
between the mechanical power and the ac power. The SGs act on changes of
frequency through their P /f droop controllers, without inter-unit communication.
For CIDG units, a difference between dc-side power and ac-side power is visible
in the dc-link voltage of each unit. Opposed to grid frequency, this is not a global
parameter. Thus, in order to make a theoretical analogy, a global measure of the
dc-link voltages is required. A control strategy based on this global voltage, the
global dc-link voltage-based droop (GVBD) control, is presented, and the analogy
with the conventional grid control is studied. In order to make the theoretical
analogy complete, communication is required to determine the global parameter
representing the dc-link voltage of all DG units, the so-called global dc-link
voltage.
The GVBD control follows the theoretical analogy with conventional grid control,
but requires inter-unit communication. In this section, it is shown that the VBD
control for CIDG units approximates this analogy closely, but avoids inter-unit
communication. Therefore, this control strategy is straightforward for implement-
ation as it is close to what control engineers are used to. Also, it has some specific
advantages for the integration of renewables in the network as is discussed in § 4.2.
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Figure 4.48: Synchronous generator (SG) versus voltage-source inverter (VSI) in case of a
converter-interfaced DG (CIDG) unit
4.6.2 Conventional grid control
The CPFD control, for large centralised SGs connected to the transmission net-
work, is largely based on the rotating inertia of the network. In case of a differ-
ence between the mechanical input power Pm and the electrical output power P in
Fig. 4.48, the rotational speed of the generator will change. The grid frequency f
is directly coupled with the rotational speed. Therefore, in case of a load change in
the network, the SGs will all measure a changed grid frequency, as frequency is a
global parameter. The CPFD control strategy of the SGs is designed such that the
prime movers react on the frequency changes by means of a droop control mech-
anism:
Pm = Pm,nom −KP,SG(f − fnom) (4.33)
with KP,SG the droop coefficient or statism of the generator. KP,SG is tuned ac-
cording to the type of energy source and the ratings of the SGs.
4.6.3 Control of CIDG units in an islanded microgrid
Islanded microgrids are generally fed with CIDG units (see Fig. 4.48). These units
generally have no rotating inertia or are not directly coupled to the grid (thus, the
rotational speed of the generator is not directly coupled with the grid frequency),
just like the loads. Therefore, the islanded microgrids lack the inertia where the
conventional grid control is largely based on. Also, in the considered resistive net-
works, there is mainly a linkage between the active power and the voltage instead
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of the phase angle. Therefore, the VBD control strategy is used.
4.6.4 Analogy conventional grid control/microgrid control
A. Parameter for active power change
A change of consumption or generation instantly affects the dc-link voltages of
the DG units, because of the presence of dc-link capacitors. This is analogous to
the change of grid frequency in conventional networks. If the CIDG units are con-
trolled by control strategies that keep the dc-link voltage equal to a predefined
value (e.g., proportional-integral controller), only the transient state is visible in
Vdc. However, in the VBD control, Vdc is controlled to a constant but not necessary
predefined value (proportional controller). Therefore, Vdc shows the overall system
state. A high Vdc indicates a low load burden, while a low dc-link voltage is present
in case of a heavily loaded network.
However, opposed to the grid frequency, Vdc is not a global parameter, thus, for
the analogy between conventional grid control and islanded microgrid control, a
global parameter representing the state of all units is required. This global para-
meter can be obtained from the balancing energy. In the conventional system, the
kinetic energy (KE) stored in the system equals:
KE =
1
2
Jω2 (4.34)
with J the total rotating inertia of the system and ω = 2pif . Changes of f show
differences between Pm and P that are balanced by a changed KE of the system.
In the islanded microgrid, the balancing energy is obtained from the energy in the
dc-link capacitors (capacitor energy CE):
CE =
N∑
i=1
1
2
Cdc,iV
2
dci
(4.35)
with N the number of dc-link voltages. A complete analogous energy equation is
obtained. Hence, a change of CE compared to the nominal value can be used as the
required global parameter:
edc,g =
1
N
N∑
i=1
Cdc,iV
2
dc,i − Cdc,nom,iV 2dc,nom,i
Cdc,nom,iV
2
dc,nom,i
(4.36)
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This is analogous to
1
N
Jω2 − Jω2nom
Jω2nom
. (4.37)
Hence, edc,g and ω (or f ) can be used as parameters in P /edc,g and the conven-
tional P /f droop controllers that are implemented in an analogous way. Here, the
considered units have equal nominal dc-link voltages and capacitances. Therefore,
and to limit the computational burden, also the dimensionless parameter vdc,g can
be used instead of edc,g:
vdc,g =
1
N
N∑
i=1
Vdc,i − Vdc,nom,i
Vdc,nom,i
(4.38)
vdc,g is called the global dc-link voltage. However, if the difference between the
capacitance of the dc-link capacitors is significant, using edc instead of vdc,g is the
logical approach to make a control in resistive microgrids that is analogous to the
CPFD control in conventional networks.
B. Droop controller based on global dc-link voltage
The global vdc,g is drooped, with a negative slope, to determine the dc-power of
the unit as shown in Fig. 4.49:
Pdc = Pdc,nom −Kgvdc,g. (4.39)
This is analogous to (4.33) by linking f with vdc,g. The droop Kg can be tuned
in the same way as the statism of conventional generators. A low value of Kg is
included in little-dispatchable units and/or units with low Pnom, while a high Kg is
used in case of dispatchable units and/or units with high Pnom.
Note that in order to determine Vdc in a single-phase system, a sample rate of twice
the fundamental grid frequency is required to filter the ripple in the dc-link voltage
caused by the full-bridge configuration of the VSI. Therefore, for the communic-
ation of vdc,g, an important advantage is that only low-bandwidth communication
is required. Also, if this communication fails, instead of the global vdc,g, the local
Vdc can be used in the droop to determine Pdc.
With the controller in (4.39) alone, Vg would remain constant. This would lead to
an inadequate operation in the resistive network because in this case, the active
power sharing is determined by the line impedances instead of the ratings of the
DG units. Therefore, the Vg/Vdc droop controller is used.
In conclusion, in the analogy between GVBD control of CIDG units and CPFD
control of SGs, the dc-link capacitor Cdc has the function of the rotating inertia J
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Figure 4.50: Analogy between J and Cdc; Vdc and f (Pin is the input power of the unit:
Pin = Pm in case of a SG, and Pin = Pdc in case of a CIDG unit)
in the conventional grid control and the global dc-link voltage vdc,g functions as
the grid frequency f as depicted in Fig. 4.50.
C. VBD control as variant of GVBD control without inter-unit communica-
tion
In SGs with CPFD control,P is drooped with f , while in the analogy of CIDG units
with GVBD control, P is drooped with vdc,g. The VBD control strategy, consisting
of Vg/Vdc and Pdc/Vg droop controllers, matches the GVBD control strategy very
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Figure 4.51: Control algorithm of GVBD and VBD control
closely in resistive networks. As illustrated in Fig. 4.51, the Pdc/Vg droop controller
in VBD control is analogous to the Pdc/vdc,g droop controller in GVBD control
because of the linear relationship between Vdc and Vg through the Vg/Vdc droop
controller. An exact match in the analogy between VBD control and CPFD control
is not possible, opposed to the case of GVBD droop control, because the VBD
control does not use inter-unit communication. Therefore, not the global vdc,g is
known but only the local Vdc is visible for each DG unit separately.
The analogy is, thus, precise if the microgrid is fed by only one dispatchable unit
(vdc,gVdc,nom = Vdc − Vdc,nom). It is also precise in case of a combination of
one dispatchable unit and several units operating in the constant-power band (with
Pdc = Pdc,nom). In case of multiple dispatchable units, the analogy is approxim-
ately valid if it is considered in a local manner. The local nature of the VBD control
is one of its intrinsic advantages. In case of, e.g., high renewable generation and a
low local load, the grid voltage will locally increase. This is because of the usage
of constant-power bands. Because of the local nature of these high voltages, only
dispatchable DG units located electrically nearby and local loads (see chapter 5)
will change their generated power. This can decrease the line losses and avoid con-
gestion problems as locally consumed power is locally generated.
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In conclusion, VBD control is similar to GVBD control, with the latter being com-
pletely analogous to conventional grid control. Therefore, this control strategy can
be implemented in a manner close to what control engineers are used to. The local
nature of VBD control, opposed to GVBD and CPFD control, has some important
advantages, as discussed above.
4.6.5 Islanded microgrids: CPFD control with SGs versus GVBD and
VBD control with CIDG units
In this paragraph, first, a basic microgrid is studied consisting of two generators and
two loads. The cases of GVBD control and CPFD control are compared in order
to study the theoretical analogy between both control strategies. Second, the same
case with VBD control is considered to prove that this control strategy follows the
analogy with CPFD control closely, without need for inter-unit communication,
opposed to the GVBD control. Finally, the three controllers (GVBD, VBD and
CPFD control) are studied in a more realistic microgrid with dynamic events and
three generators.
A. CIDG units with GVBD control
In this first case, two DG unitsG1 andG2 are feeding a constant-power load Pload,1
of 2 p.u. (Pref = 1 kW) in islanded mode as depicted in Fig. 4.52. After 1 s, a
second load of 1 p.u. turns on as well. The VSIs have an LC filter with L = 2 mH
and C = 3 µF, the nominal grid voltage equals 1 p.u. rms (Vref = 230 V). The dc-
link capacitances Cdc equal 1.5 mF and the input dc-current Idc equals Pdc/Vdc,
with Pdc determined according to (4.39) and Vdc the dc-link voltage. The two DG
units have nominal power P1,nom = 0.9 p.u. and P2,nom = 1.2 p.u. The line
impedances are assumed as purely resistive and Zline = 0.009 p.u. A resistive
virtual output impedance zv = 0.056 p.u. is included in the VSI. Note, that the
nominal voltage in (4.9) is adapted according to zv:
Vg,nom = Vref + zv
Pnom
Vref
. (4.40)
The global measure of Vdc is determined according to (4.38), with N= 2. This
parameter vdc,g is then drooped according to the GVBD control strategy, with a
negative slope Kg to determine the dc-power of the unit. In the following sim-
ulations: Vdc,nom = 450 V, KV = 0.5√2 , Kg,1 = 100Vdc,nom
2P1,nom
P1,nom+P2,nom
and
Kg,2 = Kg,1
P2,nom
P1,nom
. For the reactive power control, Q/f droop control with KQ =
1 · 10−4 Hz/VAr is used. The simulation results are depicted in Fig. 4.53.
At t = 1 s, a small transient is depicted as the second load turns on. In steady-state,
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Figure 4.53: GVBD: DG units act on global measure of Vdc (— = G1; ---- = G2, · · · =
load 1, -·-·-· = load 2)
with total load 3 p.u., P1 = 1.311 p.u. and P2 = 1.748 p.u. The power is shared
according to the ratings of the DG units as ∆P1∆P2 =
P1−P1,nom
P2−P2,nom = 0.75.
For 0 < t < 1 s, vdc,g = 0.435Vdc,nom p.u. This slightly positive value of vdc,g implies
that P1 + P2 < Pnom,1 + Pnom,2 = 2.1 p.u. In 1 < t < 2 s, vdc,g = −4.795Vdc,nom p.u.,
which has decreased because of the extra load. Therefore, the generated powers of
the DG units increase and accurate load sharing is obtained.
B. SGs equipped with CPFD control
The same microgrid is studied, but with SGs instead of DG units. Each SG is
represented as an emf E in series with an inductance L (and a small equivalent
stator resistance of 0.18·10−3p.u.). The combination of the inductive lines and the
SG inductance equals j0.028 p.u. The inertia of the SGs equals 0.18 kgm2. CPFD
control is used, i.e. (4.33), with KP,SG,i = 8000pi
Pi,nom
P1,nom+P2,nom
, i = 1, 2. For
the reactive power control, Q/V droops are implemented. In the simulations, by
comparing the ac power P with Pm and by using the inertia of the SG, the change
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Figure 4.54: SGs equipped with CPFD control, inductive lines (— = G1; ---- = G2, · · · =
load 1, -·-·-· = load 2)
of frequency is calculated. The frequency, together with the obtained rms voltage
from the Q/V droops, determine the back-emf E of the SG. The simulation results
are depicted in Fig. 4.54.
After a start-up transient and a transient because of the changing load, a stable
operation is obtained. As only primary control is implemented, in steady-state f1 =
f2, but not necessarily equal to fnom. In steady-state, P1 = 1.29 p.u. and P2 =
1.71 p.u., thus, with power sharing according to the ratings of the units. Also in
steady state, P1 + P2 = Pload,1 = 3 p.u. because the line impedances are assumed
as purely inductive, opposed to the previous case.
C. CIDG units with VBD control
The same case as with the other CIDG units is studied, but with Pdc/Vg droop
control without communication instead of the Pdc/vdc,g droop control. The line pa-
rameters are equal to those in the GVBD control scenario. The droop KP of the
Pdc/Vg droop controller equals
√
2Pnom/50 W/V. The results depicted in Fig. 4.55
show that in steady-state, P1 = 1.33 p.u. and P2 = 1.74 p.u. The power is not
exactly shared according to the ratings of the units as ∆P1/∆P2 = 0.80. Exact
power sharing is achieved when Rline,1/Rline,2 = P2/P1, then, P1 = 1.31 p.u.
and P2 = 1.75 p.u. The power sharing is, thus, partly dependent on the line pa-
rameters. Because of this issue, using the vdc,g droop control with communication
as secondary control next to the primary VBD control without communication can
give good results. On the other hand, in the VBD control, the individual Vdc can
vary differently from vdc,g. This can be advantageous for the line losses in the
network.
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Figure 4.55: VBD: DG units act on local parameters (— = G1; ---- = G2, , · · · = load 1,
-·-·-· = load 2)
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Figure 4.56: Microgrid configuration)
D. Microgrid
In the following simulation, the microgrid of Fig. 4.56(a) is studied. There are
four constant-power loads, with load profile shown in Fig. 4.56(b), two resistive
loads Rload,1 and Rload,2 and three DG units. To limit the simulation time, an aver-
aged converter model is used and the configuration parameters are summarised in
Table 4.13. The combination of the line resistances and the resistive virtual output
impedances of the DG units (R1, R3 and R7) equals 0.057 p.u.
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Table 4.13: Microgrid case: parameters
Parameter value parameter value
Cdc 1.5 mF Rload,2 1.42 p.u.
Vdc,nom 450 V KV 0.5/
√
2 V/V
Vg,ref 230 V Kg,1 90 Pnom,1Pnom,1+Pnom,2 kWV
Pref 1 kW Kg,2 90 Pnom,2Pnom,1+Pnom,2 kWV
fnom 50 Hz Kg,3 0 kW/V
pnom,1 2.5 p.u. KQ 0.0001 Hz/VAr
pnom,2 3 p.u. KP,1 Pnom,1/50 W/V
pnom,3 2 p.u. KP,2 Pnom,2/50 W/V
R1 ,R3 ,R7 ,R8 0.057 p.u. KP,3 0 W/V
R2 ,R4 ,R5 ,R6 0.006 p.u. KP,SG,1 8pi Pnom,1Pnom,1+Pnom,2 kWHz
R9 0.006 p.u. KP,SG,2 8pi Pnom,2Pnom,1+Pnom,2 kWHz
Rload,1 0.95 p.u. KP,SG,3 8pi Pnom,2Pnom,1+Pnom,2 kWHz
CIDG units with GVBD control In the first case, GVBD control is considered
with vdc,g calculated from the dc-link voltages of G1 and G2. G3 is considered as
a non-dispatchable generator: from 0 < t < 1 s, G3 operates at Pnom,3, from 1 <
t < 1.5 s, the generated power decreases with 25 %; from then on, the generated
power increases again to 1.25Pnom,3. Next to the Pdc/vdc,g droops with slope Kg,
also the Vg/Vdc droop with slope KV and Q/f droops with slope KQ are used in
the DG units. The results are depicted in Fig. 4.57(a).
After a start-up transient, a stable operation is obtained. The undispatchable DG
unit G3 delivers its nominal power, despite the load changes, and hence, does not
take part in the power sharing. The other two DG units take part in this power
sharing by acting on the load changes. For example, in steady-state, P1 = 2.23 p.u.,
P2 = 2.68 p.u., thus, accurate power sharing is obtained as
∆P1/∆P2 = Pnom,1/Pnom,2 = 0.83. (4.41)
Therefore, the GVBD control works well, showing that making an analogy
between CPFD control and microgrid control with resistive line parameters is
possible, but communication is required.
SGs with CPFD control In the analogous CPFD control, instead of DG units,
the microgrid is powered by directly coupled SGs. The three units are equipped
with P /f droop control. In this way, these units take part in the power balancing
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Figure 4.57: Output power P (— = G1; ---- = G2, · · · = G3)
as most SGs are dispatchable opposed to many small DG units. As the networks
powered by SGs are generally high-voltage networks, the lines here are considered
as mainly inductive. Except for this, the considered microgrid is the same as in the
previous case. Next to the P /f droops with slope KP,SG, also Q/V droops with
slope 0.01/
√
2 V/VAr are used. The results are depicted in Fig. 4.57(b).
For example, at t = 2.20 s, P1 = 2.50 p.u., P2 = 3.00 p.u. and P3 = 2.00 p.u.;
while at t = 1.4 s, P1 = 2.35 p.u., P2 = 2.81 p.u. and P3 = 1.82 p.u. In steady-
state, the power is exactly shared according to the ratings of the SGs without com-
munication.
CIDG units with VBD control The same microgrid configuration as with the
GVBD control is studied, but with VBD control. Next to the Pdc/Vg droops with
slope KP, also the Vg/Vdc droops with slope KV and Q/f droops with slope KQ
are used. The results are depicted in Fig. 4.58.
After a start-up transient, a stable operation is obtained. In steady-state at t = 2.2 s,
P3 = 2.5 p.u. as this is the undispatchable DG unit; P1 = 2.3 p.u., P2 = 2.6 p.u.,
thus, ∆P1/∆P2 = 0.50. This illustrates a well-known characteristic of droop con-
trol without communication, namely the inherent trade-off between accuracy of
power sharing and voltage deviations [83, 110, 111]. It also shows that the GVBD
control can help to optimise the power sharing according to the ratings of the
units, e.g., when included as a secondary control strategy, requiring communic-
ation. VBD control is used as primary control because of reliability reasons as it
does not depend on communication links to achieve a proper microgrid operation.
4.6.6 Conclusion
In this paragraph, the CPFD control in inductive networks based on the rotating
inertia of the SGs and the control of resistive microgrids by means of CIDG units
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G1; ---- = G2, · · · = G3)
lacking inertia, are compared. The theoretical analogy between the rotating in-
ertia and the dc-link capacitor on one hand and the grid frequency and the dc-
link voltage on the other hand are studied. A control strategy based on this ana-
logy is presented, which is called the GVBD control. Opposed to CPFD control,
the GVBD control requires inter-unit communication. This is because the dc-link
voltage is not a global parameter, opposed to grid frequency. With the GVBD con-
trol, accurate power sharing, a stable operation, and an operation similar to con-
ventional grid control are obtained.
The VBD control is based on the same principles as the GVBD control but without
inter-unit communication, which benefits the reliability of the system. Therefore,
it is a control strategy for resistive islanded microgrids that approaches the ana-
logy with CPFD control closely, so an operation similar to that of the conventional
network can be obtained. The local nature of this control strategy can lead to a
possible reduction of line losses and congestion problems.
4.7 Conclusions
Because of the mainly resistive line parameters and the lack of inertia in islanded
microgrids, voltage-based droop control is very promising for active power sharing
between DG units. The method does not require inter-unit communication which
benefits the robustness. Also, an optimised integration of renewable energy sources
can be achieved because the voltage-based droop control strategy does not require
communication to delay the power changes of the renewable DG units compared to
those of the dispatchable units and uses power curtailment instead of on/off control
of renewable energy sources.
The Q/f droop controller is well-suited for cooperation with VBD control. Its us-
age is also based on the resistive lines in the considered microgrids and it does not
require inter-unit communication.
However, if no extra measures are taken, the DG units can be represented as a short-
circuit for harmonic currents and the DG units electrically closest to the harmonic
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load, will deliver most harmonic currents. Therefore, the VBD control strategy is
modified to provide controllable harmonic current sharing. A modified version of
the PR-SHI method is implemented in the VBD control strategy. This enables the
DG units to become programmable resistances for harmonic currents. In this way,
harmonic current sharing between the DG units can be achieved in a controllable
manner and without inter-unit communication.
An inherent characteristic of droop control is the trade-off between power sharing
accuracy and voltage control. Therefore, an additional control loop can be included
in the VBD control to improve the power sharing, i.e., obtaining a power sharing
that is exactly according to the droops. However, inter-unit communication is re-
quired for this purpose, but this is not a significant disadvantage concerning the
reliability of the system. A more important disadvantage is that the local nature
of the original VBD control and the subsequent advantage of a reduction of line
losses, which is clarified in this fifth section and chapter 6, is lost.
In the final section, the theoretical analogy between conventional P /f droop con-
trol in the transmission networks and VBD control in low-voltage microgrids is
illustrated. Hereto, the GVBD control is developed as communication is required
to fully make this analogy valid. VBD control approximates the conventional grid
control closely and has the advantage that its local nature can reduce line losses
and mitigate congestion problems.
The content of this chapter has been published in the papers [138, 184, 187, 188].
The content of § 4.5 is submitted for publication.
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Chapter 5
Control of other microgrid
elements
The previous chapter focussed on the control of the DG units in an islanded mi-
crogrid by introducing the VBD control scheme. In this chapter, an analogous con-
trol strategy is presented for the other microgrid elements. First, the active loads
and storage elements can also participate in the primary control of the islanded
microgrid. By using VBD control in all grid elements, an automatic priority to act
on load variations is set. This is achieved by setting a proper constant-power band.
Note that demand dispatch generally consists of three elements: prediction, plan-
ning and control. As here, the real-time control is addressed to maintain a stable
microgrid operation, it is called a primary load control strategy, analogous to the
primary control of the DG units. In the second section, the synchronous generator
control is modified to comply with the VBD control strategy. Finally, in § 5.3, the
transformer at the PCC is operated as a “smart transformer”. In this way, the power
exchange between microgrid and utility network can be controlled and a virtual
islanded operating condition is possible.
5.1 Loads and storage elements
The VBD control is developed for the VSI interfaced DG units in islanded mi-
crogrids. Because of the small size of the microgrid and the high share of renew-
ables with an intermittent character, new means of flexibility in power balancing
are required to ensure a stable operation. Hence, the other grid elements also need
to contribute in the control. Therefore, a novel demand dispatch strategy is presen-
ted. The demand dispatch is triggered by the microgrid voltage level.
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5.1.1 Introduction
Some factors in microgrids lead to an increased need for active load control. Firstly,
a large share of the DG units in the microgrid are not centrally dispatched. These
DG units generate power when the energy source is available, which can not be
scheduled nor predicted with certainty. This lowers the power flexibility and de-
creases the system reliability. Secondly, high consumption peaks arise in islanded
microgrids because of their small scale.
A novel demand dispatch strategy is presented, with the rms voltage as trigger.
This is enabled by using the VBD control strategy in the DG units as it influences
the microgrid voltage as a measure of the level of loading versus generation in the
microgrid. In VBD control, the renewables only act on extreme voltage deviations
to change their active power. Hence, large voltages indicate times with a high re-
newable energy input and a low load burden and vice versa for low voltages. In
this way, the voltage shows the critical instants at which the contribution of stor-
age and controllable loads is required. Therefore, the control of the active loads
and the generators can use the same trigger, namely the microgrid voltage. The
demand dispatch strategy shifts the load to have a lower consumption in case of
a low microgrid voltage and to a higher consumption in case of high voltages.
Hence, the demand dispatch does not require inter-unit communication, which is
an important advantage concerning reliability issues. The controllers are respons-
ible for the primary control of the microgrid and can be overlayed with a secondary
(communication-based) controller.
Short-term storage of energy is needed to cope with the fluctuations in power de-
mand or accommodate sudden changes of generation. A microgrid is not a stiff
system: the small generators neither store significant amounts of energy in a mech-
anical inertia nor necessarily respond quickly to sudden changes of load. Hence,
short-term storage elements, possibly distributed with the generators, can permit
the inverters to follow rapid changes while giving time to the generators to re-
spond [189]. The stability, power quality and reliability of supply can, thus, be
improved thanks to the usage of energy storage. In [51], a review of microgrid-
oriented energy storage technologies can be found. The presented demand dispatch
and VBD control strategies are applicable for the storage equipment as well. Stor-
age can be operated in an analogous manner as the fully dispatchable DG units
(zero constant-power bands) or the less dispatchable units (non zero constant-
power bands). Of course, the specific constraints of the storage equipment, such
as the charging levels, need to be taken into account. This is similar with the load
constraints in the demand dispatch strategy. Here, the focus is on the demand dis-
patch strategy, rather than on storage control or taking the specific constraints into
account. The latter can be performed by a slower secondary controller.
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5.1.2 Demand dispatch in islanded microgrids
A. Historical demand dispatch strategies
It is estimated that the potential of demand dispatch is huge: in [190] for example,
it is estimated that up to 33 % of all loads could have at least some level of demand
dispatch control without a significant impact on the end users. Some loads that are
good candidates for demand dispatch are discussed in [190]. In [30], some tech-
niques of demand side management (DSM1) that have been put into practice, such
as night-time control and direct control, are summarised. Also, under-frequency or
under-voltage load shedding are investigated [191]. Historically, demand dispatch
has focussed on reducing the overall electricity consumption and on peak shav-
ing to help reducing the generation margin [30]. However, with the high degree
of unpredictable sources and the high peak loads, the active load control must go
further than the historical response. Therefore, more recently, it has begun to be
considered for supply reliability services [192]. In the future, demand dispatch will
become more embedded as customers will be able to purchase smart appliances
and use new technologies to automate their responses [193]. The smart grid will
further enable demand dispatch as it provides real-time targeted communication
with individual loads to provide remote load control [190]. From the consumers
point of view, new products and services arise by demand dispatch, helped by the
development of the smart grid as in the emerging smart grid paradigm, active load
control is an important ingredient [194, 195]. For the network operators, demand
dispatch will increase the control flexibility to maintain a reliable system operation.
Smart grid communication enables to optimise load shedding as well. For example
in [196], by detecting the voltage change rate and profile, the load shedding amount
is calculated, which requires some level of communication or system knowledge.
In microgrids with a high share of (renewable) uncontrollable sources, demand dis-
patch can be represented as a form of standing reserve for managing the demand-
supply balance. Consequently, it can provide an increased supply reliability, despite
the inflexibility of the power sources. Therefore, in this section, a novel demand
dispatch strategy is specifically designed for application in an islanded microgrid.
The demand dispatch is performed as a primary control without communication,
and mainly for increasing the reliability of the islanded microgrid.
1DSM is a combination of methods to engage customers in having a more energy-efficient con-
sumption and to shift their consumption when required. DSM consists, thus, of energy efficiency
and demand response (DR) programs. DR manages the customer consumption in response to supply
conditions. Demand dispatch is equal to DR and enables the load to follow the generation, instead of
the current strategy where the generation follows the load variations.
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Figure 5.1: Implementation of demand dispatch to change the load: relay function
B. Presented demand dispatch strategy
By using the VBD control method for the generators, the possibility of the mi-
crogrid voltage to vary between certain limits is effectively used. Therefore, the
microgrid voltage can be applied to communicate an excess or deficit of power
in the islanded microgrid, which is mainly due to the renewable power in case of
proper application of the adjustment voltage.
The implementation of the demand dispatch strategy with a relay (hysteresis) func-
tion is displayed in Fig. 5.1. For example, in case an active load senses a terminal
voltage that is lower than Vg,o, if possible (which depends on the state of the load),
it switches off or decreases its power consumption. If the microgrid voltage rises
back to Vg,d, it turns back on. Because of the relay with Vg,d larger than Vg,o,
frequent load switching or changing are avoided. The implementation of the de-
mand dispatch strategy for load increases, or equivalently, load shifting towards
high-voltage periods is analogous. Similar to the VBD control of the DG units, the
relay function also has a constant-power band with b = Vg,nom−Vg,oVg,nom . The value b
can be set analogously as that of the generators. Further, the relay function can be
extended from load shedding to a more complete active load control that includes
gradual load changes in a stepwise or linear relay function.
C. Discussion
As the presented demand dispatch strategy is performed with the emphasis of in-
creasing the reliability of the microgrid by providing assistance in the balancing,
it is performed without communication. Hence, the rms microgrid voltage is the
trigger for the demand dispatch. Therefore, if a remote communication signal for
external demand control is lost, still, the demand dispatch, which is crucial in small
islanded microgrids, can cooperate with the control of the generators to balance the
power in the microgrid with a short response time. Communication can however
be effectively used for secondary demand dispatch features, e.g., for optimal man-
agement of the load changes.
Customer acceptance to load control is widely studied, e.g. in [197]. For each
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strategy, the basic requirement for customer acceptance is financial benefit. The
pricing aspect is out of the scope of this PhD thesis. However, it is suggested
that by extending the control strategy with smart grid features, a compensation
for this grid support can be established. In [198], a distinction is made between
time-based (temporarily changes of electricity prices) and incentive-based demand
dispatch. The incentive-based control is a direct control, which implies that a ser-
vice provider can directly influence the loads and DG units [6]. Examples include
direct load control of residential water heaters and air conditioning loads in Cali-
fornia [199]. The advantages of direct control are achieving prompt and predictable
reactions. The drawbacks arise from the communication and optimisation efforts
involved in controlling a large number of devices, and often a low customer accept-
ance [6]. Time-based control is an indirect control that uses price signals based on
which the consumer decides to change its load or generation. Disadvantages arise
from the possibility of avalanche effects and simultaneous reactions to the signal,
and from the inherent forecasting errors due to the necessity to predict the reaction
of the consumers to different price signals. Hence, a combination of strategies will
mostly be required.
The main contribution of the demand dispatch strategy in this section is to increase
the reliability of the islanded microgrid. Therefore, the incentive-based strategy
could give good results, e.g., by presenting a lower distribution cost in case the
load contributes to the demand dispatch. This can, for example, be monitored by
the utility by means of smart grid applications. The time-based response would be
harder to implement because the microgrid voltage is the trigger, which is highly
influenced by the neighbour microgrid elements. However, new possibilities could
arise in making the price partially dependent on the local voltage.
D. Conclusion
An advantage of this demand dispatch strategy based on the local microgrid voltage
is that it can lead to a better usage of the available (renewable) energy. The reason is
that the consumers optimise their consumption according to the microgrid voltage
level, which depends on the instantaneous production. For example, when custom-
ers shift their consumption towards high-voltage times, they mainly use renewable
power. The reason is the usage of the VBD control in the DG units. This requires
that the constant power band width b of the generators and loads are properly set to
obtain the desired priority list for active power changes. Secondly, a possible ad-
vantage is also the reduction of the line losses in the microgrid. E.g., if a renewable
power source switches on, the closest loads will sense a higher terminal voltage
and therefore, shift their consumption in time. In this way, averaging over a spe-
cified time period and assuming that the total consumption for each load remains
constant in this period, the consumption is temporarily shifted to zones with an in-
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Figure 5.2: Microgrid configuration: basic example
stantaneous higher production, decreasing the overall line losses. Both advantages
lead to an increased reliability and a better exploitation of the islanded microgrids.
In § 5.1.3 and 5.1.4, some examples to illustrate this demand dispatch strategy and
its advantages are discussed.
5.1.3 Simulation results: basic demand dispatch
In the following, demand dispatch is studied in a small islanded microgrid. The
power sources are controlled with the Vg/Vdc droop (in this case, there is no Pdc/Vg
droop control that limits the voltage variations as b is large in the considered (re-
newable) DG units) and Q/f droop control strategies, resulting in a constant active
power of the power sources. This is a basic example where, e.g., two solar panels
with MPPT feed the microgrid. The dc-link of each power source is connected to
a capacitor, which forms a small storage capacity for transient ride-through. As in
this case, the output power of the sources is fixed, the only control mechanism for
the voltage support (obtaining a good quality of voltage amplitude and frequency)
in the microgrid lies in the loads or storage elements. Except for the dc-link capa-
citor, storage is not considered in this example, but the loads are changed by means
of the demand dispatch strategy of § 5.1.2.
The microgrid of Fig. 5.2 is considered. The two power sources are connected to
the microgrid via VSIs with L = 2 mH and C = 3 µF. The dc-link capacitors are
1.5 mF and the generated powers, Pdc,1 and Pdc,2, equal 2 kW and 3 kW for G1 and
G2 respectively. The reactive power controller starts after 100 ms, and with equal
droops KQ for the two VSIs. At t = 0 s, the active power balancing is initiated
and the microgrid voltages start from 230 V, which is considered as an equivalent
grid-connected operation mode.
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Figure 5.3: Constant dc-power, constant loads (— = VSI 1; ---- = VSI 2)
In the simulations presented below, in the simple microgrid, the cases with and
without demand dispatch are compared, showing that demand dispatch leads to an
operating condition that is closer to the nominal one, which increases the microgrid
reliability.
A. Constant load
In this first example, the generated active powers and the loads remain constant,
with a constant load Rvar of 25 Ω. Hence, no power flexibility is included, not in
the loads nor in the DG units. The simulation results are depicted in Fig. 5.3. Note
that power measurements are only valid after one fundamental period of 20 ms,
hence the zero initial values. Fig. 5.3(b) shows the power settling through a tran-
sient stage, until constant power is reached, which is equal to the generated power
Pdc,1 = 2 kW and Pdc,2 = 3 kW. In Fig. 5.3(a), it is shown that in steady state, Vg,1
and Vg,2 are equal to 205.1 V and 216.5 V respectively. Thus, the terminal voltage
of VSI 1 exceeds the 10 % limit, with 230 V as nominal microgrid voltage.
B. Load decrease or increase
In this case, the microgrid voltage is used as a trigger for the demand dispatch
by using the relay principle of Fig. 5.1. If the microgrid voltage at the terminal
of the active load Rvar drops below Vg,o = 210 V, Rvar changes from 25 Ω to
50 Ω. In the relay function, Vg,d equals 225 V. The simulation results are depicted
in Fig. 5.4. The active load control is delayed with 100 ms compared to the active
power control of the generators in order to show the separate effects. Therefore,
analogous to the previous simulation, the load terminal voltage, which is lower
than Vg,1, decreases below Vg,o. Then, the demand dispatch strategy is activated
and the load changes to 50 Ω. The load does not change back to its initial value,
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Figure 5.4: Constant dc-power, demand dispatch (—- = VSI 1; ---- = VSI 2)
as in steady-state, its terminal voltage equals 217.9 V which is lower than Vg,d. In
steady state, Vg,1 and Vg,2 are equal to 225 V and 235 V respectively. Now, because
of the higher Rvar, and thus, the temporarily lower power consumption, Vg,1 and
Vg,2 remain in the 10 % limits, without changing the generated power. Therefore,
the demand dispatch offers a high potential for obtaining a good voltage quality
and reliability in the islanded network.
C. Extended load control
The demand dispatch strategy can go further than only on/off control. The load
can depend on the microgrid voltage level in a linear or a piecewise manner as
depicted in Fig. 5.5, which is analogous to the on/off relay function of Fig. 5.1. This
piecewise relay function is included in the following simulation where in steady-
state, the load is changed from 25 to 43.8 Ω to contribute in the stabilisation of the
islanded microgrid. From Fig. 5.6, it follows that the voltage at the terminals of the
DG units are 221 V and 232 V. The terminal voltage of Rvar equals 214 V in this
case. By using this control function and dependent on the chosen relay, the demand
dispatch strategy can be used more optimally, avoiding unnecessary total load shut
down or too high load changes.
5.1.4 Simulation results: microgrid demand dispatch
In the following simulations, the more extended microgrid configuration of Fig. 5.7
is studied. The microgrid consists of three power sources:
• VSI 1
This power source applies the VBD control strategy with adjustment
voltages of Vnom± 1% (b = 1 %). An example of this is a power source that
has a limited flexibility (storage or fuel intake).
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Figure 5.5: Implementation of extended demand dispatch
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Figure 5.6: Constant dc-power, demand dispatch in continuous manner (—- = VSI 1; ----
= VSI 2)
• VSI 2
This power source operates with VBD control with (b = 0 %). An example
of this is a power source that is flexible in power change.
• VSI 3
VSI 3 operates at constant power with a Vg/Vdc droop control strategy (large
b). This can be a renewable energy source that operates according to an
MPPT algorithm. Of course, Pdc can vary in time because of external factors,
such as the irradiation of the PV panels, but the control strategy itself does
not change the delivered output power. Therefore, the output power of VSI 3
is not determined by the state of the rest of the microgrid. The only con-
trollability possible in this power source is turning off in case of too high
terminal voltages or a faulted electrical network. In practical applications
however, it is recommended to follow the MPPT as long as possible, but in
case the microgrid stability is jeopardised, the generator should also contrib-
ute in the power sharing by abandoning the MPPT and including adjustment
voltages that are high but do not exceed the voltage limits. In this simulation
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Figure 5.7: Microgrid configuration: extended example
however, as the demand dispatch strategy is studied, this VSI 3 does not have
this ability of soft curtailment.
The nominal generated powers are as follows: Pdc,1 = 4500 W, Pdc,2 = 3500 W
and Pdc,3 = 2500 W. For the reactive power control, Q/f droop control is applied,
with equal droops for the power sources. As the microgrid is a low-voltage distribu-
tion network, at first instance, the line impedances are purely resistive. In the last
simulation case, also inductive line elements are included. The loads considered
here are a combination of variable and non-variable loads.
In the simulations presented below, first, the islanded microgrid without demand
dispatch is studied. Secondly, a power source is lost in this microgrid, showing an
insufficient generated power and an operation close to the microgrid voltage limits.
More flexibility in this microgrid is needed, and therefore, in the third simulation
case, the demand dispatch is activated. This shows a more reliable microgrid oper-
ation. The last two simulation cases mimic a dynamic profile, with more dynamic
events such as losing a generator and changing the demand dispatch dependent on
the needs of the loads.
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Figure 5.8: Basic configuration: constant loads (— = VSI 1; ---- = VSI 2; — = VSI 3)
A. Basic configuration
At first instance, the variable loads remain constant, with variable load 1 (L3)
turned off and variable load 2 (L6) equal to 25 Ω. The simulation results are depic-
ted in Fig. 5.8.
For the active power controllers during start-up, e.g., the dc-link voltage of VSI 1
decreases. Therefore, the Vg/Vdc droop controller of VSI 1 decreases Vg,1 until
steady-state is reached, where Vdc,1 remains constant. Because of the microgrid
configuration and load profile, Vg,1 is less than Vg,2 and Vg,3, despite its higher
nominal power.
From simulations, it follows that P1 = 4631 W, P2 = 3535 W and P3 = 2500 W.
The first two power sources change their generated powers, or use storage ele-
ments, as the microgrid voltages exceed the adjustment voltages of 1 % (227.7-
232.3 V) and 0 % (230 V) respectively. The terminal microgrid voltages are Vg,1 =
221.7 V, Vg,2 = 226.7 V and Vg,3 = 240.7 V.
B. Loss of a power source
In this simulation, VSI 3 is switched off. The simulation results are depicted in
Fig. 5.9. From simulations, it follows that: P1 = 4886 W and P2 = 3772 W,
which are higher than in the previous case because of the loss of power source
3. The terminal voltages Vg,1 = 203.8 V and Vg,2 = 209.7 V are lower for the
same reason. In this microgrid, the sources are not sufficient anymore to feed the
loads, and the allowable microgrid voltage limits can be exceeded. To solve this,
larger Pdc/Vg droops are an option, but make the control more difficult concerning
stability issues and stress the power sources significantly. It is well-known that
in small isolated power systems, load changes can have a larger impact than in
large interconnected systems. Therefore, the presented demand dispatch strategy is
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Figure 5.9: Loss of VSI 3: constant loads (— = VSI 1; ---- = VSI 2)
included in the following simulation.
C. Demand dispatch
Demand dispatch is included in the microgrid, for the case of the loss of VSI 3 with
Rvar,1 now switched on to make the demand dispatch even more urgent. Without
demand dispatch, this would have induced even lower microgrid voltages than in
the previous simulation case where Rvar,1 was off. A relay function analogous
to Fig. 5.1 is used for the demand dispatch control, with Vg,o = 0.9Vg,nom and
Vg,d = 0.92Vg,nom for changing Rvar,1 from 25 Ω to 50 Ω and Rvar,2 from 25 Ω to
shut down. Practically, more steps in the load changes (upto continuous variations)
according to Fig. 5.5 can be included, which is not the case in this simulation.
Because of the activation of the demand dispatch, the variable load Rvar,1 changes
from 25 to 50 Ω and Rvar,2 turns off. The simulations start, again, from 230 V.
The simulation results are depicted in Fig. 5.10, where in steady-state: P1 and P2
equal 4793 W and 3685 W respectively. This is lower than in the previous case,
because of the lower load-burden (Rvar,1 is switched on, but is a small load, while
Rvar,2 is turned off), while Vg,1 = 210.4 V and Vg,2 = 215.7 V are now higher.
The microgrid voltage limits, here 10 % [43], are not exceeded in this case.
D. Dynamic profile
Here, a dynamic microgrid profile is simulated. Note that the transients follow very
quickly. The reason is to have short simulation times, as the steady-state conditions
give no further information. Starting from 230 V without demand dispatch:
• t = 0 s: all VSIs operate at 100 % (nominal) power ;
• t = 0.35 s: VSI 3 switches off;
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Figure 5.10: Loss of VSI 3: variable loads (— = VSI 1; ---- = VSI 2)
• t = 0.36 s: start of the demand dispatch for both variable loads according
to the previous case. The demand dispatch operates with a delay, for stabil-
ity reasons, to include measurement and responsive delay and for practical
reasons in the implementation in the loads.
• t = 0.70 s: VSI 3 starts operating at 50 %;
• t = 0.85 s: demand dispatch turns off for the first variable load, such that
Rvar,1 = 25 Ω, as, e.g., its power consumption can not be delayed any fur-
ther.
• t = 1 s: the nominal power of VSI 2 falls down to 75 %.
The simulation results are shown in Fig. 5.11. The following dynamic results are
obtained:
• term 1, 0 < t < 0.35 s:
After a start-up transient, the generated powers reach: P1 = 4839 W, P2 =
3702 W, P3 = 2500 W, with Vg,1 = 208.4 V, Vg,2 = 213.9 V and Vg,3 =
226.9 V. The generated powers are higher, with a lower obtained microgrid
voltage than in the simulation case § A., because Rvar,1 is now activated.
• term 2, 0.36 < t < 0.70 s:
At 0.36 s, the demand signal of both variable loads turns on, and Rvar,1
changes to 50 Ω and Rvar,2 turns off. After a transient because of the dis-
connection of VSI 3 and the start-up of the demand dispatch, P1 = 4802 W,
P2 = 3680 W, P3 = 0 W. Despite the loss of VSI 3, the other power sources
need to deliver slightly less power because of the contribution of the now
activated demand dispatch. Without demand dispatch, of course, the other
power sources would have delivered more power to cope with the loss of
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VSI 3.
The effect of the demand dispatch on the microgrid voltages is clearly shown
if compared to Fig. 5.9(a), where a large voltage decrease was obtained.
Here, even small voltage rises are obtained because of the demand dispatch.
Again, this is due to the combined effect of the loss of VSI 3 (decreasing
voltage) and the activated demand response (increasing voltage).
Note that the voltage Vg,3 is slowly decreasing as the figure shows the voltage
across the filter capacitor of VSI 3, which is de-charging over a parasitic res-
istance as VSI 3 is disconnected from the electrical network.
• term 3, 0.70 < t < 0.85 :
In this case, in steady-state, the sources operate at about P1 = 4650 W,
P2 = 3575 W, P3 = 1250 W. As expected, VSI 1 and VSI 2 deliver less
power as VSI 3 is turned on again.
• term 4, 0.85 < t < 1.00 :
At 0.85 s, the demand signal of variable loads 1 is turned off, thus, Rvar,1 =
25 Ω. In this case, in steady-state, the sources operate at about P1 = 4766 W,
P2 = 3664 W, P3 = 1250 W. The first and second power source increase
their power production or use some storage capacity as the first variable load
started consuming again. The power of the third generator remains constant
as it uses Vg/Vdc droop control only. Also, the positive effect of the demand
dispatch strategy is shown as the microgrid voltages now deviate more from
their nominal values because of the lacking contribution of Rvar,1 in the
demand dispatch. Hence, the demand dispatch strategy helps to stabilise the
microgrid.
• term 5, 1.00 < t:
From the simulations, it follows that P1 = 4843 W, P2 = 2919 W, P3 =
1250 W and Vg,1 = 206.3 V, Vg,2 = 207.6 V, Vg,2 = 210.6 V. The ac-power
of the second power source is decreased, this decrease is however less than
75 % because of the Pdc/Vg droop controller and because, as P2 lowered, P1
has increased.
The reactive power and microgrid frequency show the same profile, because of the
droop action of the Q/f droop controller. Also, as the droop slopes and nominal
values of the three sources are equal, in steady-state, they deliver the same reactive
power.
In general, by including the demand dispatch strategy triggered by the microgrid
voltage, the load can actively contribute to the stabilisation of the microgrid.
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Figure 5.11: Dynamic profile: variable loads (— = VSI 1; ---- = VSI 2; — = VSI 3)
E. Dynamic profile, inductive line parameters
Although the high R/X value in low-voltage networks makes it is a good assump-
tion of having merely resistive lines, there is always some inductance present in
the lines (R/X not infinite). Therefore, in this case, some inductance will be in-
cluded in the lines. The line resistance S1 becomes 1 Ω in series with an induct-
ance of 1 mH. The latter gives a R/X ratio of 3.2, which is realistic in low-voltage
networks [200]. Between variable load 2 and the 25 Ω load, a line inductance of
1 mH is included and the line impedance between variable load 1 and the 25 Ω
load becomes 0.5 mH. The simulation results are shown in Fig. 5.12, where no
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Figure 5.12: Dynamic profile: variable loads and slightly inductive line parameters (— =
VSI 1; ---- = VSI 2; — = VSI 3)
major differences compared with Fig. 5.11 are present. Finally: P1 = 4838 W,
P2 = 2905 W, P3 = 1250 W and Vg,1 = 207.0 V, Vg,2 = 208.5 V, Vg,3 = 212.5 V.
In the final steady-state condition, the reactive powers of the sources are equal to
810 VAr approximately, whereas in the case without inductance in the lines, this
was 770 VAr.
5.1.5 Conclusions
A novel method for demand dispatch control in islanded microgrids is presented. It
is shown that because of the application of VBD control for the generators and
the P -V linkage in weak low-voltage electrical networks, the rms voltage is a
good measure for the power production versus consumption level in the microgrid.
Therefore, the loads can temporarily adjust their power consumption according to
the voltage level to enable demand dispatch. This section renders a proof of concept
for the microgrid voltage as a trigger for a novel demand dispatch strategy in is-
landed microgrids. With this strategy, it is possible to increase the flexibility in the
microgrid, i.e., the part in the microgrid that is contributing to the power sharing,
which gives more security for a stable operation. Furthermore, there is no need
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for a communication link for the primary active and reactive power control of the
generators nor for the active load control. It is shown that the presented demand
dispatch strategy improves the reliability of islanded microgrid and can lead to a
reduction of the line losses. With the combination of the VBD control algorithm
and the presented active load control, the renewable energy can be exploited op-
timally, potentially allowing higher amounts of renewable DG units in islanded
microgrids.
5.2 Synchronous generators
Most generators in a low-voltage microgrid are interfaced to the network with a
power-electronic interface, i.e. a converter. However, still some directly-coupled
Synchronous Generators (SGs) can be present in the microgrid. These generators
have different characteristics compared to the converter-based DG (CIDG) units,
such as the presence of rotating inertia. Also, their control is mostly based on
P /f and Q/V droops, opposed to the P /V and Q/f droops in the VBD control
strategy. To integrate both SGs and CIDG units in an islanded microgrid, their con-
trol strategies should be adjusted to each other. As the DG units form the major
part of the generators in the islanded microgrid, the control of the SGs is changed
to introduce converter behaviour. The SGs are equipped with P /V and Q/f droop
controllers that are adjusted to take into account the rotating inertia.
5.2.1 Introduction
When directly-coupled SGs are included in an islanded network, their control
strategy conflicts with the VBD control or other P /Vg droop-type controllers of the
CIDG units. Generally, the control of the SGs uses the frequency as a parameter
to trigger active power change, while the CIDG units have the terminal voltage as
the trigger parameter. Also, the presence of the rotating inertia of the SGs must
be taken into account. To match the control of the SGs and the CIDG units, two
approaches are possible. In the first approach, the control of the CIDG units is
changed. For this, one possibility is to emulate inertia in P /f droop controlled
CIDG units, which requires additional storage [127]. However, instead of altering
the control of the CIDG units, here, the control strategy of the SGs is modified to
comply with the VBD control. The reason to change the control strategy of the SGs
instead of that of the CIDG units, is that the SGs generally form the minor part of
the generators in the microgrid in which mostly a high share of (renewable-based,
often) converter-interfaced units is present [131]. Converter behaviour is included
in the SGs, which does not require additional storage in the DG units, is based on
the P /V and Q/f droop control and takes into account the rotating inertia of the
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SG.
5.2.2 Primary control: directly-coupled SGs: conventional method
The conventional active power control is largely based on the inertia of the SGs
that are often large centralised units connected to the transmission network. The
generators are equipped with a droop mechanism to change the mechanical power
Pm dependent on the grid frequency f , which corresponds with their rotational
speed:
Pm = Pnom −KP,SG(f − fnom), (5.1)
with KP,SG the droop constant. For the reactive power sharing, the generators are
equipped with a reactive power/voltage droop controller, with KQ,SG the droop
constant:
E = Enom −KQ,SG(Q−Qnom). (5.2)
5.2.3 Synchronous generators in islanded microgrids
A. A change of control strategy of SGs
The major part of the generators in a microgrid are power-electronically interfaced
[135]. However, a small share can be based on directly-coupled SGs with excitation
winding. SGs include, for example, diesel generator sets that are used as backup
or emergency power systems or to electrify remote places. In this PhD thesis, with
SGs, directly-interfaced SGs are assumed. Converter-interfaced SGs can use the
same control strategy as the CIDG units.
Despite the fact that the SGs form the minor part of the generators in the islanded
microgrid, they can inject a significant amount of power during some periods (e.g.,
low sun and wind times). These different control strategies of SGs and CIDG units
can pose problems in the microgrid.
In case the SGs use a grid-following control strategy, no conflict arises with the
grid-forming CIDG units. However, then, the SGs are current-controlled and inject
a pre-determined amount of power while following the grid voltage posed by the
CIDG units. Hence, the SGs do not participate in the power sharing of the islanded
microgrid. As these units are often dispatchable, opposed to a large share of the
CIDG units that can be renewable-based, this is not an optimal situation and does
not benefit the stability of the network.
Often, the SGs use a grid-forming strategy, namely the conventional P /f droop
control. Hence, e.g., to change the output power, the controllers of the CIDG units
(Pdc/Vg) and SGs (P /f ) are triggered by different parameters. Consequently, ac-
5.2 Synchronous generators 191
Independent
of a grid
Pin − P
JSG
VdcCIDG
Resistive
network lines
P
δ
Vg
Q
f
C
f
Figure 5.13: The energy balance and power flows in resistive networks
curate power sharing is not possible and the stability of the microgrid can be jeop-
ardised. Next to different triggers to change the active power of the units, also
active power changes in the network have a different effect on the units as clarified
in Fig. 5.13. Firstly, for the CIDG units, in case of an unbalance between dc-power
(Pdc = Pin) and delivered ac power P , the dc-bus capacitor Cdc absorbs the dif-
ference, which changes the dc-bus voltage. The Vg/Vdc droop controller in turn
changes Vg. For the SGs, a difference between Pm (Pm = Pin) and P is absorbed
by the rotating inertia J of the generator, changing the terminal frequency. There-
fore, active power changes in the network affect the frequency in case of SGs and
voltage in case of CIDG units. Otherwise, in case of SGs, frequency changes are in-
duced by active power changes, while in case of CIDG units, the frequency changes
are induced by reactive power changes. This leads to an interference between the
frequency changes of the units. The same is valid for grid voltage changes.
To avoid this interference, the control strategies of the SGs and CIDG units should
be matched to each other for their integration in a resistive islanded microgrid. For
this purpose, the control of the SGs is changed as they generally form the minor
part of the units in the islanded microgrid [131].
B. SGs with converter behaviour
By changing the control strategy of the SGs to comply with the Pdc/Vg droops of
the CIDG units, SGs can take part in the active and reactive power sharing in the
microgrid. For this purpose, P /Vg and Q/f droops are included in the SGs, and as
such, converter behaviour is incorporated in the SGs.
A SG is, here, modelled by an inductanceL in series with a back-emfE as depicted
in Fig. 5.14. As depicted in this figure, two parameters of the SG can be controlled,
namely the mechanical power Pm and the back-emf E. The frequency (or phase
angle) of the terminal voltage Vg can only be controlled indirectly by changing the
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Figure 5.14: First order model of a SG in microgrid. PI controllers to control Pm and E.
R represents the summation of the stator resistance of the SG and the line resistance of the
line between the SG and the rest of the microgrid.
mechanical (input) power Pm of the SG. The amplitude of Vg can be controlled by
changing E, which, in turn, is done indirectly by changing the excitation current.
The automatic voltage regulator (AVR) of the SG can be used, but the set points
are different compared to the conventional control of the AVRs.
Emulating converter behaviour, with P /Vg andQ/f droop controllers, in SGs is not
evident. The main reasons are:
• the presence of rotational inertia. In a SG, when there is an unbalance
between the ac-side power P and the input power Pm, the rotational speed
of the SG will change. A changed rotational speed will affect the terminal
frequency of the SGs. Because of the resistive microgrid lines, this will in
turn influence the reactive power output of the generator. Hence, the active
and reactive power changes of the SG are linked through the rotational
inertia.
• the frequency and phase angle of the output voltage of a SG is more difficult
to control compared to that of CIDG units, because the frequency is imposed
by the rotational speed of the SG.
To solve this issue, the operating points of the SG are forced towards the P /Vg and
Q/f droops by controlling E and Pm as depicted in Fig. 5.15. E is changed to
include the P /Vg droop control for active power sharing as E and Vg only differ
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Figure 5.15: Overall SG control strategy and implementation of this strategy in SGs with
VBD control
through the equivalent inductance of the SG. Pm is changed to use the Q/f droop
control to achieve reactive power sharing between multiple SGs and CIDG units
as Pm and frequency changes are interdependent through the rotational inertia.
Because of the linkage between both, the controllers of E and Pm operate with a
different bandwidth to avoid dynamical interactions between the controllers.
To shift the operation towards the P /Vg droop, a PI controller is included, operating
on the back-emf E of the SG, with E = Enom + ∆E. The input of this PIE
controller is:
−(P − Pnom) +KP(Vg − Vnom) (5.3)
with Vg the rms terminal voltage of the SG and P the ac-side active power, which
are measured values. KP represents the negative droop parameter. The back-emf
E is, in turn, controlled by changing the excitation current of the SG. Because this
is fast compared to changing Pm, the dynamics of this are neglected. Here, the SGs
are not equipped with a constant-power band, they represent dispatchable units. Of
course, if these SGs are not fully dispatchable, constant-power bands can be used
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analogous as in the VBD control strategy for CIDG units.
The frequency f of the back-emf, referred to the stator, is determined by the inertia
J of the SG according to:
Pm − P = ωJ dω
dt
, (5.4)
with Pm the input power and ω = 2pifrot. In a SG, the mechanical speed is pro-
portional with the electrical frequency f through the number of pole pairs. Here,
the electrical speed is considered such that frot = f . The grid frequency f can be
forced towards the Q/f droop by changing the mechanical power Pm of the gen-
erator. Generally, Pm changes are relatively slow. Hence, a slower PIPm controller
with as output ∆Pm is implemented. The input of this PI controller is:
(Q−Qnom)−KQ(frot − fnom), (5.5)
with Q the ac-side power and KQ the droop parameter. The mechanical power
equals Pm = Pnom + ∆Pm. If the mechanical power cannot be adjusted fast
enough, some storage needs to be included. Except for the slow PIPm control-
ler and some small delay times, the dynamics of changing Pm are further neglected
because of the small size of the SGs in low-voltage networks leading to relatively
fast possible changes of Pm compared to the large central generators.
C. Discussion
Permanent-magnet synchronous machines (PMSMs) are not considered for two
reasons. Firstly, PMSMs often use converter interfaces. Secondly, the reactive
power of PMSMs cannot be controlled actively as the excitation field, that de-
termines the back-emf E, can be assumed as largely constant. Therefore, they can
not take part in the reactive power sharing in the microgrid, thus, the Q/f droop
controller is not active. For the active power droop, an analogous PI controller
as (5.3) can be included, but with output ∆Pm instead of ∆E. This is out of the
scope of this PhD thesis.
5.2.4 Tuning of the controllers
In this paragraph, the model and PI controllers of the SG’s VBD controller are
discussed, taking into account the fast dynamics of the CIDG unit controllers and
the slower response of the SGs. In the CIDG units, the PII of (3.44) and PIV
controllers of (3.46) are used.
An SG is, here, modelled by an inductance L = 6 mH in series with a back-emf E.
A single-phase equivalent is considered for a three-phase SG. The PIE controller
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Figure 5.16: Root Locus of the PIE control loop
is tuned by using the instantaneous power p(t) equation:
p(t) = e(t)i(t), (5.6)
with e(t) the emf of the SG and i(t) its output current. By using a low-pass filter,
the active power can be derived:
p = E
E − V
R+ sL
ωc
s+ ωc
, (5.7)
with ωc = 2pi25 rad/s, V the load voltage and L and R the combined line and SG
impedances. In small signal analysis:
P =
2Enomωc∆E
(R+ sL)(s+ ωc)
, (5.8)
with Enom = 250 V (calculated from Pnom = 1500 W, Vg,nom = 230 V, R = 2 Ω
and L = 6 mH) for the tuning of the controllers. The following PIE controller is
obtained:
PIE = 0.7
1 + 10−5s
s
, (5.9)
which has a bandwidth of 125 rad/s, a phase margin of 31.2 deg and a settling time
of 0.098 s.
The PIPm controller is tuned according to the power balance equation through
the rotating inertia J of the SG in (5.4). By assuming small derivations from ω
compared to ωnom:
Pm − P = ωnomJ dω
dt
(5.10)
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Figure 5.17: Root Locus of the PIPm control loop
with ωnom = 2pi50 rad/s and J = 0.18kgm2. By using the Pade´ approximation P ,
the following PIPm controller is obtained:
PIPm = 9 · 104
1 + 0.014s
s
, (5.11)
which has a bandwidth of 43.1 rad/s, a phase margin of 31 deg and a settling time
of 0.377 s. A sufficiently different bandwidth between the PIE and PIPm control
loops is obtained.
5.2.5 Concept
A simulation in a basic microgrid is discussed as a proof of concept. Two units of
equal ratings are included, either both CIDG units or one CIDG unit and one SG in
a microgrid with an RL load and a constant-power load. Further details are given
in Fig. 5.18.
Two CIDG units In this first simulation, two CIDG units with nominal active and
reactive power of 1500 W and 0 VAr respectively and with equal droops are con-
sidered. Also, both DG units represent dispatchable units without constant-power
band (b = 0 %) and they use the VBD control strategy. The simulations start from
an rms terminal voltage of 230 V and a frequency of 50 Hz. The droop coefficients
are: KV = −0.5 V/V, KP = Pnom/50 W/V and KQ = 5 · 10−5 Hz/VAr.
The simulation results depicted in Fig. 5.19 show that no difference in P , Vg,Q and
f between the DG units is obtained, because of their equal ratings, equal droops
and the symmetrical microgrid. After 0.6 s, when the constant-power load turns
on, both units increase their power identically. This increase is slightly less than
250 W each, as also the grid voltage decreases, resulting in less consumption from
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Figure 5.18: Symmetrical microgrid, equally rated CIDG units
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Figure 5.19: Proof of concept: Symmetrical microgrid, equally-rated CIDG units (— =
CIDG 1; ---- = CIDG 2)
the RL load. The simulations show that in steady-state: P1 = P2 = 1318 W,
Vg,1 = Vg,2 = 234.5 V, f1 = f2 = 50.016 Hz and Q1 = Q2 = 317 VAr.
One CIDG unit and a SG with control strategies not matched In this simula-
tion, an SG is included instead of a CIDG unit. The SG is represented as an emf E
in series with an inductance L of 6 mH. The SG uses conventional P /f and Q/V
droop control and the CIDG unit uses the VBD control with b = 0 %.
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Figure 5.20: Proof of concept: Symmetrical microgrid, CIDG unit and SG, control
strategies not matched (— = CIDG; ---- = SG ac power, ... = SG mechanical power)
In case of a high rotating inertia of the SG, J = 18 kgm2, which is a high value
for a small low-voltage connected unit, a stable operation can be reached. How-
ever, steady-state is only reached slowly, as shown in Fig. 5.20. Mark the longer
simulation time and the delayed load change in this figure. As in steady-state:
PCIDG = 1557.2 W and PSG = 937.1 W, the power sharing is not according to the
equal ratings of the units. In case the SG has a lower inertia J of 0.18 kgm2, high
power and voltage swings are obtained leading to an unstable operation because a
low inertia does not provide sufficient damping in the system.
One CIDG unit and a SG with control strategies matched In this case, the
control of the SG, with J = 0.18 kgm2, uses converter behaviour with P /Vg and
Q/f droop (thus VBD) control. Because the controllers are matched to each other,
a stable operation is obtained, with equal ac-powers and terminal voltages, as de-
picted Fig. 5.21. In steady-state: PCIDG = PSG = 1317 W, Vg,CIDG = Vg,SG =
234.4 V, QCIDG = QSG = 317 VAr and fCIDG = fSG = 50.016 Hz. Still, higher
P , Vg, Q and f swings are present in the transients compared to the case of only
CIDG units.
These simulations show that implementing converter behaviour in SGs enables to
incorporate the SGs in a converter-based microgrid and can lead to adequate power
sharing between SGs and CIDG units.
5.2.6 Synchronous generator in the microgrid
In this simulation, the more extended microgrid of Fig. 5.22 is studied. One SG
(with converter behaviour) and three CIDG units (with VBD controller) are in-
cluded:
• G1 represents a fully dispatchable CIDG unit with Pdc,1,nom = 1500 W and
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Figure 5.21: Proof of concept: CIDG unit and SG, control strategies matched (— =
CIDG 1; ---- = SG)
b = 0 %.
• G2 represents an undispatchable CIDG unit (such as an intermittent renew-
able source) with Pdc,2,nom = 500 W. Only the Vg/Vdc droop control is used
as a large constant-power band b = 20 %, which is larger than the abso-
lute grid voltage limits, is included. After 0.6 s, the primary energy source
changes the dc power to Pdc,2,nom = 43 · 500 W= 667 W.
• G3 represents a slightly dispatchable CIDG unit with Pdc,3,nom = 1000 W
and b = 5 %.
• The SG has nominal power 1500 W and is fully dispatchable.
• one of the loads turns on after 0.45 s.
The simulation results depicted in Fig. 5.23 show a stable operation. Also, the effect
of the load change after 0.45 s and the generator change after 0.6 s are clearly
visible. After the load change, the reaction of the SG (change of Pm) is slower
than that of the CIDG units. This simulation shows that the mechanical power Pm
of the SG lags compared to the ac power, the difference between both leads to a
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Figure 5.22: Islanded microgrid including synchronous generator
change of angular speed of the SG. The PI controllers of the SG enable to use this
generator in a resistive microgrid with VBD controllers of the CIDG units. G1 has
the largest output power, and its Pdc/Vg droop controller fully adjusts its output
power according to the changes of the microgrid state. For example, at t = 0.45 s,
when a load turns on, this generator significantly increases its output power. G2 on
the other hand does not change its steady-state output power as it is not determined
by the microgrid state but by its prime energy mover. For example, at t = 0.45 s, the
ac-power P2 increases, which is extracted from the dc-link capacitor because Pdc,2
remains constant. Hence, the dc-link voltage of G2 decreases such that the Vg/Vdc
droop controller decreases Vg until a stable operation is obtained with P2 = Pdc,2.
The SG also adapts to the state of the microgrid and participates in the power
sharing in the microgrid.
In steady-state, P1 = 2.18 kW, P2 = 0.67 kW, P3 = 1.20 kW and PSG = 2.10 kW.
Therefore, good power sharing according to the ratings of the DG units (except for
the undispatchable DG unit CIDG 2) is obtained, e.g., P1 ≈ PSG, complying with
their equal nominal power. Some inaccuracies in power sharing can exist because
of the line impedances as, opposed to frequency, the grid voltage is not a global
parameter. These are however small because of the small line impedances in small-
scale networks and because the voltage is controlled between strict voltage limits.
5.2 Synchronous generators 201
t (s)
V
g
(V
)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
205
210
215
220
225
230
(a) Microgrid voltage
t (s)
P
W
)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
500
1000
1500
2000
2500
(b) Active power to the electrical network
t (s)
Q
(V
A
r)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-400
-300
-200
-100
0
100
200
300
400
500
(c) Reactive power to the electrical network
t (s)
f
(H
z)
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
49.98
49.985
49.99
49.995
50
50.005
50.01
50.015
50.02
50.025
50.03
(d) Microgrid frequency
Figure 5.23: SG in the microgrid (— = CIDG 1; ---- = CIDG 2, · · · = CIDG 3, — = SG.
For the SG, in Fig. (b), the ac-side power P is given in black and the mechanical input
power Pm in gray)
However, secondary control or the method of § 4.5 can be used to further optimise
the power sharing and voltage control [109]. The units deliver equal reactive power
because of their equal droops and nominal values of Q.
5.2.7 IEEE 13 Node Test Feeder
Also, a variant of the IEEE 13 Node Test Feeder is considered. The IEEE 13 Node
Test Feeder is modified for application as a low-voltage network in islanded mode.
This feeder is equal to the test feeder of Fig. 4.21, but now includes SGs. The
simulation details of the nodes are summarised in Fig. 5.24, showing that a com-
bination of various loads (resistive, inductive, constant-power and switching loads)
is used. There are three CIDG units and two SGs connected to the feeder, with
details summarised in Table 5.1 and with matched VBD controllers.
The current-controlled CIDG units use Idc/Vg droops with the resistive virtual out-
put impedance zv = 3 Ω while the power-controlled CIDG unit has a Pdc/Vg
droop controller. The nominal dc-power of CIDG 1 and CIDG 3 can be calcu-
lated by taking into account zv, and with Vdc,nom = 450 V, KV = 0.5 V/V and
Vg,nom = 230 V. In nominal conditions: Pdc,1,nom = 2.1 kW; Pdc,3,nom = 5.1 kW
in case Idc,3,nom = 8 A, and Pdc,3,nom = 3.0 kW in case Idc,3 = 5.3 A.
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Table 5.1: CIDG units and SGs in test feeder: detail
CIDG dc-side value constant-
-controlled power band
CIDG1 current Idc,1,nom = 4 A b = 0 %
CIDG2 power Pdc,2,nom = 3.5 kW b = 0 %
CIDG3 current Idc,3,nom: b = 8 %
t <0.4 s: 8 A
t >0.4 s: 5.3 A
SG1 power Pm,1,nom = 5 kW
SG2 power Pm,2,nom = 4 kW
In steady state, the simulation results give: PCIDG1 = 1.9 kW, PCIDG2 = 3.5 kW,
PCIDG3 = 3.0 kW, PSG1 = 4.3 kW, PSG2 = 3.5 kW; and Idc,CIDG1 = 3.6 A,
Idc,CIDG2 = 7.7 A and Idc,CIDG3 = 5.3 A. Hence, except for the undispatchable
CIDG unit (voltage inside the constant-power band), a power sharing that is ap-
proximately according to the ratings of the units is obtained, for both CIDG units
as well as the SGs. Analogously, in steady-state, all units deliver the same reactive
power 757 VAr as the nominalQ and f , and thus, the droops are equal for all units.
The figure also shows a clear delay in the changes of Pm compared to those of ac
power P of the SGs. This delay is however restricted because of the small size of
the SGs. At t =0.5 s, a resistive load turns off, which clearly results in a transient
with decreasing power delivered by all DG units. At t =0.4 s, the generation de-
crease from CIDG 3 is met by an increase in P of the other generators, both CIDG
units and SGs.
In Fig. 5.26, the same case is studied, but the SGs use the conventional P /f and
Q/V droop control instead of VBD control. The steady-state results, e.g., of active
power, show that the power sharing between the SGs and CIDG units is not ac-
cording to the ratings: PCIDG1 = 2.4 kW, PCIDG2 = 4.3 kW, PCIDG3 = 3.0 kW,
PSG1 = 3.3 kW, PSG2 = 2.3 kW. From this, it is concluded that in order to provide
accurate power sharing, a match between the control strategies of SGs and CIDG
units is required. Also, the reactive power sharing between the SGs and CIDG
units is not according to the ratings as the units have equal Qnom, but the droops of
the Q/f controllers of the CIDG units and the P /f controllers of the SGs are not
equal. Also, ∆f and ∆Vg, namely the triggers to change P for the SGs and CIDG
units respectively can differ. Compared to the case with matched control strategies,
larger transients are obtained in P with consequently, higher settling times.
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Figure 5.24: 13 Node Test Feeder
5.2.8 Conclusions
Because of an increasing share of DG units and the introduction of (islanded) mi-
crogrids, new control methods for the CIDG units in islanded microgrids are de-
veloped such as the VBD control strategy. However, still some SGs can be present
in the microgrid, of which the P /f droop control does not comply with Pdc/Vg
droop control and the rotating inertia needs to be taken into account. Because SGs
generally form the minor part of the generators in the microgrid, in this PhD thesis,
the control strategy of the SGs is changed to comply with the CIDG unit control.
This is implemented by including converter behaviour in the SGs. The results show
a stable operation of islanded microgrids with a combination of SGs and CIDG
units. The method also enables that both SGs and CIDG units can contribute to
achieving an accurate power sharing.
5.3 Smart transformer
One of the main advantages of a microgrids is that they promise to become con-
trollable entities within the electrical network [37,48,201]. This requires the ability
of the utility grid to control or influence the power exchange with the microgrid by
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Figure 5.25: 13 node test feeder (— = CIDG 1; ---- = CIDG 2, ... = CIDG3, — = SG1,
---- = SG2) (Extra: — = SG1, ---- = SG2 with black = ac power and gray = mechanical
power in Fig. (a))
communicating with only one unit. However, little research has been conducted on
controlling the power transfer through the PCC, while more research concerning
microgrids deals with either grid-connected or islanded operation or the transition
between both [9, 45, 101, 121, 202]. One solution to control the PCC power is that
the utility network communicates new set points to all (or specified) DG units and
active loads, e.g., by using the multi-agent strategy of [203]. However, this does
not comply with the concept of a microgrid as an entity from the grid’s point of
view. A possibility is, thus, that the utility network only needs to communicate to
the PCC, and the microgrid controllers automatically respond, which significantly
reduces the communication burden in the system.
This section addresses this possibility by introducing the concept of a smart trans-
former (ST), which is a tap-changing transformer located at the PCC. This unit
controls the active power exchange between a microgrid and the utility grid de-
pendent on the state of both networks and other information communicated to the
ST. To control the active power, the ST uses its taps that change the microgrid-side
voltage at the PCC. This voltage-based control of the ST is compatible with the
VBD control of the generators, storage and controllable loads in the microgrid.
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Figure 5.26: 13 node test feeder with SGs using P /f andQ/V droop control (— = CIDG 1;
---- = CIDG 2, ... = CIDG3, — = SG1, ---- = SG2) (Extra: — = SG1, ---- = SG2 with
black = ac power and gray = mechanical power in Fig. (a))
In this way, firstly, the microgrid can automatically, without need for communica-
tion, adapt to changes of the ST set points, and vice versa. Secondly, the DG units
and active loads can keep the same control method in the islanded mode and grid-
connected mode. In this context, the usage of the ST can be implemented as a level
between the primary control and the secondary control. For the actual secondary
control, one possibility is to use a central controller with low-bandwidth commu-
nication with each DG unit to change their set points in order to minimise a cost
function [201] or for economical reasons.
The main aspects of the ST are: 1) the ST controls the bidirectional power transfer
between utility grid and microgrid, 2) the ST is able to aggregate information to de-
termine its set point of power exchange, 3) the ST enables to exploit the microgrid
as a controllable entity, because the utility network only needs to communicate to
the ST instead of all microgrid elements.
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5.3.1 Control principle: power transfer through smart transformer
Because of the high share of intermittent power sources and the small scale of the
microgrid, inducing possibly high load peaks, new means of power flexibility are
required. The droop control of the DG units, active loads and storage can provide
this. In a grid-connected microgrid, another means to include flexibility is the usage
of a ST.
1. Control strategy
To change the active power exchange ∆PPCC between microgrid and utility grid,
generally, a secondary central control approach is used that communicates changes
of the set points to all the DG units ∆Pset,i, such that
∆PPCC =
N∑
i=1
∆Pset,i. (5.12)
Opposed to this general approach, here, the power transfer between a microgrid
and the utility grid is actively controlled without the need for communication to all
microgrid elements. Instead, only ∆PPCC is communicated to the ST and the DG
units automatically react. The ST is an on-load tap changer (OLTC) as depicted in
Fig. 5.29, that can control its taps to alter the terminal voltage VPCC. A comparison
between the central control strategy and the ST strategy is shown in Fig. 5.27 and
the ST is depicted in Fig. 5.28.
The control algorithm of the ST is based on the following discrete PI controller to
force PPCC to PPCC,ref , Fig. 5.30:
VPCC,k = VPCC,k−1 + (ek − ek−1)K1 + ekK2 (5.13)
with ek = PPCC,ref,k − PPCC,k, VPCC,k the STs secondary voltage and k the dis-
crete time step. The parameters K1 and K2 are derived from the proportional gain
KP and the integral gain Ki in a continuous PI controller by using:
VPCC(t) = Kp
(
e(t) +
1
Ti
∫ t
0
e(τ)dτ
)
(5.14)
which is transfered to discrete form by using backward finite difference:
dVPCC(t)
dt
≈ VPCC,k − VPCC,k−1
∆t
. (5.15)
From this, it follows that K1 = Kp and K2 = KP∆t/Ti. Note that by using a
tap-changing transformer, only discrete changes of VPCC are possible. As here the
compatibility of the presented control strategy in a microgrid is studied, the details
of the ST are not considered. A higher power transfer from utility grid to microgrid,
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Figure 5.27: Smart transformer versus central control to change power export from mi-
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i.e., a higher PPCC, can be achieved by increasing VPCC, while of course, a lower
VPCC has the opposite effect. A consequence of a higher VPCC is that the overall
voltage in the microgrid increases. Therefore, the difference between the terminal
voltages of the DG units and the overall microgrid voltage will decrease. The DG
units will automatically deliver less ac power to the microgrid. Because initially, the
dc-power remains the same, the dc-link voltage will increase. This increase will be
sensed by the Vg/Vdc droop controllers of the DG units, increasing their terminal
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Figure 5.30: PI controller for smart transformer
voltage Vg. The Pdc/Vg droop controllers in turn will decrease the dc-power in
response to the increased Vg. In this way, the DG units automatically deliver less
power when the power import into the microgrid is increased by increasing VPCC
with the ST.
Summarised, the power transfer PPCC is altered by communicating PPCC,ref to the
ST. This ST uses a tap changer to influence its microgrid-side voltage VPCC. This
5.3 Smart transformer 209
directly influences the active power in the microgrid because 1) it is a low-voltage
network with mainly resistive line parameters, leading to a linkage between P and
V , 2) the active power control of both the generators and the active loads is voltage-
triggered. Hence, these units automatically adapt to a change of VPCC. Therefore,
PPCC,ref only needs to be communicated to a single unit and the rest of the mi-
crogrid elements adapt without communication. In this way, the microgrid can be
exploited as a controllable entity within the electrical network for the primary con-
trol.
2. Reference power exchange between microgrid and utility network
The reference power exchange PPCC,ref can be altered depending on 1) the status
of the main grid, 2) the status of the microgrid (in case voltage-based control
strategies are implemented, this state is visible in the microgrid voltage), 3) com-
munication delivered by, e.g., a central controller (e.g., time-dependent price in-
formation, enabled by the smart grid concept). Overall, this information can be
either communication-based or voltage-based. In case of voltage-based informa-
tion, the microgrid-side voltage is used as the trigger to change PPCC,ref , e.g., in
a droop-based control strategy analogous to the Pdc/Vg droop control of the DG
units. In this way, the utility can (help) balance the power in the microgrid by us-
ing the voltage-based method. In case of the communication-based information, in
the literature, already some methods that determine OLTC set points are discussed,
such as [204, 205]. These methods use an optimised power flow algorithm and an
active management scheme. Also, in case of multiple microgrids, each microgrid
can be seen as a single entity providing ancillary services, such as frequency regu-
lation [206]. These services can be coordinated between the microgrids by means
of communication resulting in new power set points for the ST. The ST aggregates
all the available information, both voltage-based and communication-based, to de-
termine PPCC,ref . The determination of PPCC,ref is not the focus of this PhD thesis
and the communication-based method is used for this.
3. Discussion
Using a ST than can change VPCC according to PPCC,ref has several advantages:
1. By using a controlled tap-changing ST located at the PCC in the grid-
connected mode, the microgrid operates in a virtually islanded mode. The
microgrid elements can use the same control strategy in grid-connected and
islanded mode.
2. The control strategy of the smart transformer is compatible with the control
of the loads and generators, because they are all voltage-based.
3. For PPCC control, only communication between the utility grid and the smart
transformer is required.
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4. The microgrid adapts automatically to changes in the power transfer PPCC.
Therefore, the usage of a ST enables one of the main advantages of mi-
crogrids, namely that the microgrid can be seen as a controllable entity from
the utility’s point of view.
A disadvantage is that if the microgrid wants to deliver reactive power support
to the grid, the reactive power control strategy in the microgrid must be changed
when using the ST. In the islanded mode with Q/f droop control, the frequency
is determined by the total reactive power. In the grid-connected mode with ST on
the other hand, the microgrid frequency follows the grid frequency. As this can be
assumed largely constant and nominal, all units operate at nominal reactive power.
Generally, this involves unity power factor operation. This complies with the cur-
rent operation of grid-connected units, but microgrid services regarding reactive
power control are often required. Therefore, by using low-bandwidth communica-
tion, the reactive power of the DG units can be altered by changing the nominal Q
or f set points, this can be included in a secondary control strategy, which is out of
scope of this chapter.
Another option is the usage of a back-to-back (ac to ac) converter [207]. This
configuration has an energy buffer in a dc-link capacitor, thus, gives more con-
trol flexibility. Opposed to a transformer, a back-to-back converter can control the
frequency and phase angle of the microgrid voltage. Therefore, the converter can
alter the reactive power exchange between the microgrid and the main grid. A
back-to-back converter further renders dynamic decoupling to prevent voltage and
frequency fluctuation in the utility side to impact the microgrid loads. The main
disadvantage of a back-to-back converter is its high cost, because of the large rated
power. This makes it impracticable for the power exchange control discussed in
this chapter.
5.3.2 Proof of concept
For a proof of concept, a basic microgrid is considered. The simulation parame-
ters are summarised in Table 5.2. The active power and voltage controllers start
at t = 0 s with Vg = 230 V rms. The microgrid consists of one ST located at
the PCC, two DG units and two loads, as depicted in Fig. 5.31. Both DG units
apply the Vg/Vdc droop and Idc/Vg droop control strategies. The first DG unit, G1,
has a wide constant-power band (b = 8 %), representing a slightly controllable
DG unit, e.g., a renewable energy source with small storage capabilities. Here, the
changes of, e.g., wind or sun, changing Idc are not taken into account. The second
one, G2, has a constant-power band b of 0 %, thus, represents a dispatchable unit.
The dynamic effects of the changes of Idc of this unit are not modelled in detail, the
simplest way to do so is by including a low-pass filter that slows down the obtained
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Figure 5.31: Microgrid configuration for proof of concept of smart transformer: single-line
diagram
changes of Idc. Here, the low-pass filter is omitted. The nominal input dc-currents
are 1.5 A and 3 A for G1 and G2 respectively. Both loads are resistive loads. Fur-
thermore, a resistive virtual output impedance is included in the DG units and the
line impedances are purely resistive. The latter is a valid assumption as discussed
above.
Three situations, depending on the reference active power through the ST,PPCC,ref ,
are investigated. Again, the method to determine PPCC,ref , e.g., based on an op-
timal power flow algorithm, is not considered.
• PPCC,ref = 800 W in Fig. 5.32. This simulation shows that the ST can track a
reference active power by changing its microgrid-side voltage. Also, because
of the voltage-based control of the DG units and the ST, the microgrid auto-
matically responds to changes of the ST. The microgrid imports relatively
much power from the main grid, for example, because of low energy prices
in the main grid or off-times for the intermittent DG units in the microgrid.
The obtained steady-state results are summarised in Table 5.3. The input
dc-current of G1 remains 1.5 A as its terminal voltage, namely 226.8 V, re-
mains in the constant-power band of [(1−b)Vg,nom,(1+b)Vg,nom] or [211.6,
248.4] V. The input dc-current of G2 has slightly increased to 3.26 A as this
power source has a constant-power band of 0 % and its terminal voltage is
slightly lower than the nominal voltage.
• PPCC,ref = 0 W in Fig. 5.33. The ST controls its secondary rms voltage such
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Table 5.2: System parameters of basic case with ST. The line parameters are based on
BAXB cables with phase resistance 0.41 Ω/km and neutral conductor with 0.71 Ω/km and
Rphase/X ≈ 5.
parameter value parameter value
fs,VSI 20 kHz Cf 3 µF
fs,ST 1 kHz Lf 2 mH
R1 0.5 Ω Cdc 1.5 mF
R2 0.1 Ω Droop KV 0.5 V/V
R3 0.3 Ω Droop KQ 5e−5 Hz/VAr
R4 0.3 Ω Droop KI Idc,nom/50
R5 0.3 Ω fnom 50 Hz
RL1 33 Ω Qnom 0 VAr
RL2 33 Ω Idc,nom,1 1.5 A
rv 3 Ω Idc,nom,2 3 A
Vdc,nom 450 V Vg,nom 230 V rms
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Figure 5.32: Influence of smart transformer with PPCC,ref = 800 W (— = G1; ---- = G2;
— = smart transformer)
that there is no active power exchange between the main grid and the virtu-
ally islanded microgrid. Still, the PCC switch is closed, so reactive power
exchange between both networks is possible.
As depicted in Table 5.3, the terminal voltage of the ST is lower to obtain
a lower PPCC compared to the case of Fig. 5.32. This low ST voltage in-
fluences the voltages of the rest of the microgrid. Hence, a lower terminal
voltage Vg,2 is obtained, and therefore, the flexible DG unit G2 increases the
delivered dc-current. The inflexible unit G1 on the other hand, still delivers
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Figure 5.33: Influence of smart transformer with PPCC,ref = 0 W (— = G1; ---- = G2; —
= smart transformer)
Table 5.3: Overview: influence of power exchange through smart transformer
Pref,PCC
800 W 0 W -800 W
P1 (W) 737 678 789
P2 (W) 1580 2078 2500
PPCC (W) 800 0 -800
V1 (V) 226.8 213.6 202.9
V2 (V) 227.0 213.8 202.5
VPCC (V) 228.8 212.1 197.6
Idc,1 (A) 1.5 1.5 1.87
Idc,2 (A) 3.26 4.38 5.34
nominal dc-current of 1.5 A because the grid voltage remains in the constant-
power band. Furthermore, compared to the case with PPCC,ref = 800 W, the
Idc/Vg droop controlled source G1 delivers slightly less power to the mi-
crogrid. This is due to the fact that the dc side of the DG unit is modelled as
a constant current source and, hence, the lower microgrid voltage combined
with the Vg/Vdc droop control leads to lower dc-link voltages.
This simulation shows that the microgrid automatically adapts to the sec-
ondary voltage of the ST and that the ST can significantly influence the mi-
crogrid state.
• PPCC,ref = −800 W in Fig. 5.34. The islanded microgrid delivers active
power to the main grid, hence, more power is generated in the microgrid. Op-
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Figure 5.34: Influence of smart transformer with PPCC,ref = −800 W (— = G1; ---- =
G2; — = smart transformer )
posed to the previous cases, the terminal grid voltages of both power sources
are under the lower adjustment voltage, so both sources increase their dc-
current. This shows the advantage of using the Idc/Vdc droop control with
generator-dependent width of the constant-power band: the change of the
dc-current of the less flexible DG unit G1 is delayed compared to that of the
more flexible unit G2.
In the previous simulations, the voltage limits and usage of energy storage are not
taken into account such that more extreme voltages compared to practical situations
can be obtained, which is also due to the small scale of the considered microgrid.
In this way, the effect of the ST and changes of the DG units can be studied. To
take these voltage limits into account, the control signals of the ST can be influ-
enced by the voltage state of the microgrid. Also, active load control and storage
can be included, which is not the case in the previous simulation. Furthermore, a
microgrid with only two DG units, one of them being inflexible was studied, so
more flexibility in the DG units would lead to voltages closer to the nominal value.
In conclusion, by implementing the smart tap-changing transformer in the mi-
crogrid, the power exchange between a microgrid and the utility grid can be con-
trolled by changing the microgrid-side voltage of the ST. It is also shown that the
microgrid generators automatically (without need for communication) change their
output power according to the microgrid-side voltage of the ST. In this way, the ST
can significantly influence the microgrid state.
The usage of a ST is beneficial to enable operation in a virtually islanded mi-
crogrid. On the one hand, energy independence of for example a business area can
be achieved without inter-unit communication, by only setting PPCC,ref = 0 W. On
the other hand, the microgrid can participate in the markets and provide ancillary
services by controlling its PCC power in a flexible manner.
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5.3.3 Smart transformer delivers increased flexibility to the microgrid
In this example, a more realistic microgrid (four generators, different loads, smart
transformer) is studied. The main purpose of this simulation is 1) to study the ST
operation in the microgrid, 2) to compare the cases of a real islanded microgrid and
a grid-connected microgrid. The microgrid configuration is depicted in Fig. 5.35
(i.e., slightly different from that in § 4.4 as here, it is a grid-connected microgrid).
The microgrid sources have the following characteristics:
• G1: Constant-current source with a nominal dc-current Idc,nom of 6 A. The
active power control is performed by the Vg/Vdc droop controller only, thus,
a very large constant-power band is included.
• G2: G2 uses Vg/Vdc and Pdc/Vg droop control strategy and has limited con-
trol flexibility. Therefore, a constant-power band b = 5 % is included. The
nominal power of this power-controlled source equals P2,nom = 3000 W.
• G3: Current-controlled source with Vg/Vdc and Idc/Vg droop control, with
I3,nom = 5 A and a constant-power band b = 3 %.
• G4: Vg/Vdc and Idc/Vg droop control with I3,nom = 3.5 A, fully flexible
current-controlled source as the constant-power band b equals 0 %.
Here, only linear loads are included as the focus is on the ST. The loads are 25 Ω
loads. An analogous microgrid with nonlinear loads and inductive line elements has
been considered in [184]. The other system parameters are equal as in the previous
simulation, and are summarised in Table 5.2. The Q/f droop controller is only
activated after 0.1 s, hence, before this instant, the DG units are not synchronised.
This leads to large start-up transients. It is included to demonstrate the robustness
of the controller.
A. Case without smart transformer
In this simulation case, the switch at the PCC is open, thus, an islanded microgrid
is obtained. The simulation results in Fig. 5.36 show a stable microgrid operation.
As G1 has no control flexibility, its dc-current remains the nominal value of 6 A.
G2 on the other hand, which has some control flexibility, increases its output power
from nominal 3000 W to 3122 W as its terminal voltage is lower than the lower
adjustment voltage of 0.95Vg,nom = 218.5 V. The same is valid for G3 and G4.
Note that in this case, low nominal powers and a large load are chosen to obtain low
output voltages. In this way, the impact of more control flexibility, namely provided
by the ST, can be studied in detail in the next case. Still, a proper microgrid opera-
tion is obtained, despite the small scale of the microgrid, the low control flexibility
in the generators and the ignored impact of energy storage and active load control.
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Figure 5.35: Microgrid configuration successive comparison by including a smart trans-
former and demand dispatch
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Figure 5.36: Smart transformer in microgrid: without smart transformer (— = G1; ---- =
G2; — = G3, . . . = G4)
B. Case with smart transformer
In this case, the PCC switch is closed to operate the microgrid in a grid-connected
mode. Because of the low voltages obtained in the previous case, the reference
power import in the microgrid, through the ST, equals 500 W (which is a chosen
value dependent on the microgrid state only). The simulation results are shown in
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Table 5.4: Overview: smart transformer in microgrid
PPCC,ref
islanded grid-connected with ST
P1 (W) 3308 3407
P2 (W) 3122 3040
P3 (W) 2706 2560
P4 (W) 2195 2121
PPCC (W) 0 500
V1 (V) 219.9 223.3
V2 (V) 217.2 220.3
V3 (V) 218.6 221.0
V4 (V) 217.9 220.2
VPCC (V) - 219.9
VL,1 (V) 213.3 216.6
VL,2 (V) 217.0 220.1
Idc,1 (A) 6 6
Idc,2 6.3 6.1
Idc,3 (A) 5.6 5.3
Idc,4 4.7 4.5
Table 5.4 and Fig. 5.37.
Compared to the simulation case in islanded operating mode, the terminal voltages
of all units are higher, thus closer to the nominal value, because of the power im-
port through ST. For this reason, the dispatchable DG units also lower their Idc.
The simulations show that slightly more power is delivered by some (i.e., less dis-
patchable) DG units. The reason is that the ST increases the microgrid voltage and
most generators here use current-controlled energy sources. For example, for the
current-controlled source G1, because of the Vg/Vdc-droop control, an increase of
Vg leads to higher Vdc. As the dc-link voltages increase, under constant Idc, also the
dc-power increases. In this way, the delivered ac active power is slightly increased
as well. Because of the higher terminal voltages compared to the previous case, the
dc-input currents are lower than in the previous case.
The simulations indicate that the ST can control the power exchange between the
microgrid and the main grid. Also, the ST can effectively increase the power quality
in the microgrid by forcing the voltage closer to its nominal value. Because of the
ST, there is no need to change the power control method of the DG units between
the islanded operating condition and the grid-connected operation with ST.
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Figure 5.37: Smart transformer in microgrid: with smart transformer (— = G1; ---- = G2;
— = G3, . . . = G4, ---- = smart transformer )
5.3.4 Smart transformer in a microgrid with dynamical changes
In the following simulations, some dynamical events are included to study the ef-
fect of changing parameters in a microgrid that is connected to the utility network
through a smart transformer. The microgrid configuration of Fig. 5.38 is studied,
which is analogous as in § 5.1, but now in a virtually islanded operation. This
microgrid consists of three power sources, the details of the sources are given in
Fig. 5.38. The nominal generated dc currents are: Idc,1 = 7 A, Idc,2 = 4.5 A and
Idc,3 = 3.5 A. After 0.35 s, VSI 3 turns off and 0.35 s later it starts operating at
50 %. At t = 1 s, VSI falls down to 75 %. For the reactive power control, Q/f
droop control is applied, with equal droops for the power sources. Again, this con-
troller starts after 0.1 s to illustrate the robustness of the control strategy. The loads
considered here are a combination of variable and non-variable loads. The simu-
lations mimic a dynamic profile, with dynamic events such as losing a generator
and changing the demand dispatch. The dynamic events included in the following
simulation are described on page 184. For the loads, the demand dispatch starts at
t = 0.36 s for both variable loads. Here basic demand dispatch is included: Rvar,1
can change from 25 Ω to 50 Ω with Vg,o = 0.91Vg,nom and Vg,d = 0.96Vg,nom
in the relay function of Fig. 5.1. The second load with demand dispatch Rvar,2
can change from 25 Ω to 5000 Ω (i.e., turned off) with Vg,o = 0.93Vg,nom and
Vg,d = 0.97Vg,nom. The demand dispatch of Rvar,1 turns off at t = 0.85 s, such
that then, Rvar,1 = 25 Ω.
In the simulations presented below, firstly, the islanded microgrid without ST is
studied. Secondly, this is compared with the case of a grid-connected microgrid
with ST. The results are different from those in § 5.1.4D. as the DG units have
other nominal powers.
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Figure 5.38: Microgrid configuration: extended example
A. Case without smart transformer
The simulation results for the case without smart transformer and with open PCC
switch are depicted in Fig. 5.39.
• 0 < t < 0.35 s: After a start-up transient, the terminal voltages reach Vg,1 =
218 V, Vg,2 = 216 V and Vg,3 = 236 V.
• 0.35 < t < 0.7 s: The demand signal for both variable loads turns on.
Despite the loss of VSI 3, the contribution of the demand dispatch leads to
a small voltage increase to Vg,1 = 218 V and Vg,2 = 217 V. For the same
reason, the power sources deliver slightly less power to the microgrid. One
remark according to the disconnection of G3 is that in the time span where
G3 is turned off, the terminal voltage of this VSI slowly decreases. This has
no practical value for the microgrid, as G3 is disconnected. The reason for
this voltage decrease is that the disconnection of G3 is modelled with 1)
Idc,3 = 0 A, 2) a switch located after the LC filter of G3 opens. Therefore,
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Figure 5.39: Dynamic profile: without ST (— = G1; ---- = G2; — = G3)
the LC-filter is not supplied and the filter capacitor voltage decreases across
parasitic resistances, which are here simulated as a large resistance in parallel
with this capacitor.
• 0.7 < t < 0.85 s: Higher microgrid voltages are obtained because of the
activation of VSI 3.
• 0.85 < t < 1 s: At 0.85 s, the demand signal of Rvar,1 is turned off, lead-
ing to a higher load burden. Therefore, the microgrid voltages are slightly
decreased and G1 and G2 respond by increasing their output power.
• t < 1 s: Because less power is delivered by G2, the microgrid voltages are
lower compared to the previous time span: with Vg,1 = 217 V, Vg,2 = 213 V
and Vg,3 = 220 V. Furthermore, because of the lower P2, P1 increases. In
steady-state also, Idc,1 = 9.5 A, Idc,2 = 5.2 A and Idc,3 = 1.8 A.
B. Case with smart transformer
In this simulation, the feasibility of the ST concept in a microgrid with dynamic
events is studied. The reference power of the ST starts at 800 W. At t = 0.80 s, Pref
decreases to -800 W. Generally, the state of the microgrid influences the determ-
ination of PPCC,ref , where the state of the microgrid is visible in the grid voltage.
However, in order to study a more difficult case to control, here, PPCC,ref is de-
termined by external information only.
The simulation results for the case with ST are depicted in Fig. 5.40. From the
simulations, it follows that in the first time span 0 < t < 0.35 s, the terminal
voltages are Vg,1 = 219 V, Vg,2 = 221 V, Vg,3 = 238 V and Vg,ST = 228 V. The
obtained voltages are higher than in the previous case, because of the power input
from the utility grid.
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Figure 5.40: Dynamic profile: with ST (— = G1; ---- = G2; — = G3, ---- = smart trans-
former )
At t = 0.8 s, the reference power of the ST decreases significantly, which can be
triggered by the utility network because of, e.g., a sudden loss of a generator. From
the simulations, it follows that the dispatchable DG units G‘and G2 increase their
output power, without communication, to compensate for this change in the ST.
The voltage in the microgrid decreases, such that normally, the microgrid voltage
will trigger the ST to change PPCC,ref , in order to prevent under-voltage conditions.
This is not included in this example in order to study the reaction of the DG units
on the PPCC,ref change rendered by the utility network.
In steady-state, Vg,1 = 215 V, Vg,2 = 209 V, Vg,3 = 216 V and the delivered dc-
currents are: Idc,1 = 10.0 A, Idc,2 = 5.8 A and Idc,3 = 1.8 A. Idc,1 and Idc,2 are
higher than in the previous case to compensate for the power export to the main
grid.
In conclusion, the examples indicate that the ST is able to operate in a microgrid
with dynamic events. By adapting its PPCC,ref to the microgrid state, a higher
power quality (voltage quality) can be obtained. Furthermore, the microgrid gener-
ators and active loads automatically adjust to the state of the ST.
5.3.5 Conclusions
In conclusion, by implementing a smart transformer at the PCC, the power ex-
change between the microgrid and the utility grid can be controlled by altering the
microgrid-side voltage of this transformer. It is also shown that the microgrid ele-
ments can use the same control algorithm in the grid-connected mode with smart
transformer as in the islanded mode. The control strategies of the DG units, active
loads and smart transformer are all voltage-based.
From the examples, it follows that the smart transformer gives more control flexib-
ility to the microgrid. To control the power exchange between microgrid and utility
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grid, the utility grid only needs to communicate to the smart transformer, instead of
to all microgrid elements. The smart transformer aggregates this information with
the voltage information of the microgrid to determine its power exchange. All mi-
crogrid elements automatically respond to changes of the ST. In this way, the smart
transformer enables the microgrid to become a real controllable entity within the
electrical network.
5.4 Conclusions
This chapter extends the VBD control that is developed for DG units to other mi-
crogrid elements. In § 5.1, the voltage is used as a trigger for active load changes.
In this way, a primary demand dispatch strategy is developed that fully complies
with the VBD control. The same control strategy is possible in the storage ele-
ments. It is concluded that the combination of the VBD strategy for the generators
with the presented demand dispatch strategy allows reliable power supply without
inter-unit communication for the primary control, leads to a more efficient usage
of the renewable energy and can even lead to an increased share of renewables in
islanded microgrids.
In § 5.2, the small share of SGs in the islanded microgrid is taken into account. In
order to obtain an adequate power sharing between the CIDG units and SGs, the
control strategy of the SGs is matched to the VBD control. Two PI controllers force
the operation of the SG towards the Pdc/Vg and Q/f droops.
In § 5.3, the microgrid is operated in a virtually islanded mode by using a smart
transformer located at the PCC. The ST controls the PCC power and the microgrid
elements automatically adapt. In this way, the microgrid can operate as a control-
lable entity in a virtually islanded mode, i.e., with predefined PCC power.
The content of this chapter has been published in the journal papers [208–210].
Chapter 6
Operating modes of a microgrid
The previous chapters focussed on the control of microgrids in a (virtually) is-
landed mode. Here, the grid-connected mode will be further analysed. This chapter
does not study the grid-following converter control for units in grid-connected
mode as this has already widely been studied in literature. It focusses on apply-
ing the VBD control in grid-connected mode in § 6.1. In § 6.2, the VBD controller
is modified to enable a smooth transition between the grid-connected and the is-
landed operating conditions.
6.1 Grid-connected VBD control
Firstly, with respect to on-off oscillations, the power curtailment in renewables by
using VBD control is compared with the state-of-the-art on-off control of these
units. Secondly, the impact of VBD-controlled grid-connected DG units on the
voltage level is studied. Thirdly, the beneficial impact of VBD control on the line
losses in low-voltage networks is discussed.
6.1.1 Grid-connected VBD control to avoid on-off oscillations
A. Introduction
An increasing amount of renewable energy, often delivered by distributed genera-
tion (DG) units, is injected in the electrical power system. The traditional approach
for integrating these DG units is by investing in more and stronger lines, which
could lead to massive investments to cope with the huge rise of DG connection.
Another common solution is to include hard curtailment, thus, on-off control of DG
units in case the voltage limits are exceeded. However, hard curtailment potentially
leads to on-off oscillations of DG and a significant loss of the available renewable
energy as storage is often not economically viable. Except for this hard curtailment,
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the grid-following DG units1 generally do not contribute in the grid support, i.e.,
control of voltage amplitude and frequency, in contrast to the grid-forming units
in islanded microgrids. Because of this passive operation of DG, local grid bottle-
necks appear already today, e.g., for photovoltaic installations at the end of the lines
or in areas with a high density of DG. Two central factors that restrict the avail-
able additional DG capacity in distribution networks are the voltage increase and
voltage unbalance [27]. Therefore, the fit-and-forget strategy of installing DG is
not a sustainable option and limits the further penetration of DG. In the future, DG
will need to contribute in the grid support, e.g., to cooperate in the voltage control,
power balancing and to provide other ancillary services like reserve. Because of
the predominantly resistive lines, low-voltage networks mainly suffer from voltage
problems in case of a large local penetration of DG units. Therefore, here, the
voltage control by grid-connected DG units in low-voltage networks is discussed.
To provide voltage support, the conventional large power plants are equipped with
reactive power/terminal voltage (Q/Vg) droop controllers. The grid-connected DG
units can be equipped with analogous Q/Vg droop functions, e.g., the static voltage
support of SMA inverters [211]. However, in low-voltage networks, voltage sup-
port through reactive power is generally inefficient as the grid voltage is linked
with the active power, not the reactive power, because of the predominantly resist-
ive lines. Hence, large amounts of Q are required to influence the voltage. This is
further examined in § 6.1.2 and [212]. P /Vg droop controllers are more effective
and straightforward to provide voltage support in a low-voltage network.
The conventional on-off control (hard curtailment) is compared with soft curtail-
ment. In [213], hard curtailment is compared with communication-based soft cur-
tailment, relying on a smart metering infrastructure. In this section, soft curtail-
ment is analysed in a fast-acting primary control scheme, based on droops that do
not depend on communication. On-off control can lead to power quality degrada-
tion (large voltage and current transients), loss of available renewable energy and
problems with the inverters (damage or accelerated ageing). Therefore, soft cur-
tailment is considered as well. An easy way to include soft curtailment in the DG
units is by implementing a P /Vg droop controller. The current-controlled (grid-
following) DG units can be equipped with P /Vg droops. An inherent disadvantage
of grid-following units is that they need voltage tracking, generally by using a
phase-locked loop (PLL), for the synchronisation of the unit to the grid. The P /Vg
droop controller also depends on voltage tracking to extract the voltage amplitude.
Grid-forming controllers in grid-connected DG units can be implemented as well.
This is analogous to the transmission network in which the large central gener-
ators are grid-forming. In this paragraph, the VBD control, that is developed for
grid-forming units in islanded microgrids [184], is used for voltage control by DG
1DG units in a grid-connected microgrid
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units in grid-connected networks for two reasons. Firstly, the VBD control engages
renewables in the voltage support while delaying the changes of the active power
of the renewables to more extreme voltages compared to those of dispatchable
DG units. Secondly, it presents a primary control operating without the need for
inter-unit communication nor voltage tracking for synchronisation. It is shown that
the VBD control is effective to avoid on-off oscillations (analogous to the P /Vg
droops). With VBD control, the renewables also take part in the voltage control,
but with a lower priority of power changes compared to that of the dispatchable
DG units (in contrast to the P /Vg droops). In this way, the energy capturing of
renewables is increased.
This section is structured as follows. In § B., an overview of the on-off and VBD
control principles is given. In § C., these controllers are compared with respect to
the renewable energy capturing, over-voltage occurrence and on-off oscillations.
To further increase the renewable energy capturing, a Q/V droop is added to the
VBD control strategy. In § D., some examples are studied to compare these meth-
ods with respect to the on-off oscillations, and voltage quality. The energy delivered
by the different controllers is calculated, showing that on-off oscillations signific-
antly reduce this energy. By using the VBD control and the VBD control with the
extension ofQ/V droops, the renewable energy capturing is significantly increased.
B. Voltage control by means of DG units
Currently, most DG units deliver an amount of power to the electrical network that
is independent of the state of the network. This input power is determined solely
by the energy source, e.g., maximum power point tracking in case of photovoltaic
panels and wind turbines, or heat as primary driver in combined heat and power
(CHP) units. Also, most units are current-controlled in a grid-following control
strategy. In this paragraph, grid-forming and grid-following control strategies in
grid-connected microgrids or utility feeders are considered.
Grid-following unit with on-off control Firstly, conventional grid-following
controllers with on-off control as depicted in Fig. 6.1 are considered. The phase
angle (θ in Fig. 6.1) of the reference current is obtained by tracking the terminal
voltage by using a PLL. The current amplitude is obtained by a dc-link voltage
controller keeping the dc-link voltage constant, while the input dc-power is
independent of the state of the network. The on-off controller shuts down the DG
unit in case the voltage exceeds a predefined value (e.g., 110% Vg,nom), called the
critical voltage.
Instead of implementing a 100 % change of active power (on-off) in case of over or
under voltage, the delivered active power of the unit can be dependent on the local
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Figure 6.1: Grid-following unit with on-off control based on the terminal voltage
voltage (P (Vg)). For this, a grid-following P /Vg droop control strategy, that does
not require a communication infrastructure, can be used.
Grid-forming unit with on-off control Next to the conventional grid-following
controllers, it is shown that a grid-forming controller is possible in the grid-
connected DG units as well. With grid-connected DG units, DG units that are
connected to the utility network or a grid-connected microgrid are meant, not units
connected to an islanded microgrid. In the control of the VSIs ac-side, always four
parameters are present: the amplitude and phase angle of the terminal voltage and
current. Two of these parameters can be controlled. Whereas the grid-following
controllers are current-controlled (amplitude and phase of the current), the
grid-forming controllers are voltage-controlled (amplitude and phase of the ac
voltage), as is shown in Fig. 6.2. A PLL for voltage tracking is not required, which
simplifies the control algorithm. The units are synchronised by the Q/f droop
controllers, which measure the reactive power and change the frequency, thus
phase angle, accordingly. This relies on the natural linkage between Q and phase
angle differences in resistive networks.
Like in the grid-following units, these DG units can easily limit the injected current
as their voltage control loop is often composed of an outer voltage and an inner cur-
rent control loop. The grid-following DG units are mostly equipped with a power-
factor-one controller. In the grid-forming controllers, this is inherently present as
well. The reason is that the Q/f droop control operates at Qnom in case f = fnom.
The conventional generators force the grid frequency to its nominal value through
secondary control. As Qnom in most DG units equals zero, this means that these
units operate at power-factor-one. This can be altered by changing Qnom, for ex-
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Figure 6.2: Grid-forming unit with on-off control based on the terminal voltage
ample in a secondary controller driven by smart grid communication and control.
These grid-forming controllers also inject a predefined amount of active power in
the network and operate with on-off control reacting on over-voltages. Like in the
grid-following control, P /Vg droop control can be included in these units as well.
Grid-forming unit with VBD control The VBD control strategy, which has ori-
ginally been developed for islanded microgrids, is applied in the grid-connected
units to change their P based on the network state. The active power can be
altered by changing the input from the energy source (biomass supply, changing
the wind turbines pitch angle, or deviating from the maximum power point (MPP)
in a photovoltaic system), by using energy storage or shifting the local load. The
control principles of the VBD controller are summarised in Fig. 6.3.
C. Effect of the control algorithms on on-off oscillations
Grid-following controller
On-off control In the grid-following control, a PLL tracks the terminal
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x
Figure 6.3: Grid-forming unit with VBD control
voltage of the DG units. The PLL calculates the phase angle θ of the voltage and the
rms value (Vg). In order to inject a certain amount of power P (e.g., P determined
by MPPT) into the microgrid, the reference current is calculated from:
iref(t) =
√
2
P
Vg
sin(θ). (6.1)
Here, a power-factor-one control is used (Q = 0 VAr). The output power P equals
Pdc,nom, except when the unit is turned off by its on-off controller, then, P = 0 W.
The on-off control of the DG units is based on a hysteresis function. It turns the
DG unit off when its terminal voltage exceeds a certain voltage and turns it back
on when the voltage falls back to a lower voltage, and vice versa for under-voltage
conditions. It is clear that when the DG unit turns off due to over-voltage, the
voltage at the unit’s terminals will drop. If the hysteresis function is not chosen
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Figure 6.4: On/off control of DG leading to grid-oscillations: measurements of PV panels
in Oostende, Belgium (— = DG unit 1, --- = DG unit 2,— = VPCC)
properly, the voltage can drop below the turn-on voltage, turning the unit back on,
which may lead to oscillations. An example of a measured voltage oscillation prob-
lem is depicted in Fig. 6.4. The first DG unit clearly shows an on-off oscillation. A
proper choice of the parameters of the hysteresis function can solve the problem.
However, as the network varies dynamically, this is difficult to achieve. Also, for
all the DG units, the hysteresis function needs to be set according to the specific
network characteristics of the network where the unit is connected to. This can be
time consuming and not always fair (e.g., units at the end of the line are likely to
turn off more frequently than other ones).
Trial strategy to limit power decrease In practice, the DG units turn off dur-
ing a specified amount of time, e.g., 30 min, in case the number of on-off swings
in a certain time period is higher than a threshold value. However, this may lead
to even more renewable energy loss or over-sizing of the storage facilities. The
reason is that, often, the DG unit should not have been turned off entirely in order
to solve the voltage problem. A solution to avoid these oscillations is, hence, to
change the hysteresis function’s parameters online, for example, based on a trial
and error strategy. Analogously, the percentage with which the DG units lower
their output power, instead of turning off entirely, can be set based on a strategy
that is here called the trial strategy. This strategy should determine the minimum
amount of power reduction to avoid oscillations while still meeting the voltage
limits. In [22], this optimal power change is determined by a smart grid algorithm.
However, here, the controller should operate without communication as it involves
a primary control such that optimal power cannot be determined in a straightfor-
ward manner. Therefore, the unit takes trial and error attempts by changing its
power and, based on the according voltage change, searching for the minimum
required power change.
In the trial strategy, when the voltage becomes too high, a drop of, for example
10 %, with a hysteresis function is implemented. If this is not sufficient to solve
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the voltage problem, the drop is changed to 20 %, etc. This can avoid the on-off
oscillations. For safety reasons, the controller can also start with a 100 % power
drop and gradually lower this until no more oscillations occur while still avoiding
voltage limit violation. As this method is not practical, it is merely included here to
emphasise that fully turning off is not always required to avoid the voltage problem.
Soft curtailment Soft curtailment in all DG units can avoid the on-off oscil-
lations, hence, achieves higher energy capturing of the renewable energy sources.
Instead of turning off entirely when a voltage limit is exceeded, the output power
can gradually be lowered when the terminal voltage rises, by using a P /Vg droop
controller. However, this leads to renewable energy loss. The set-point of P auto-
matically decreases with an increase of Vg even if other dispatchable DG units
nearby have sufficient margin to solve the voltage problem. This is not compat-
ible with the priority injection of renewables that should enable them to inject their
generated power if the power quality can be maintained by other units.
Other methods to avoid oscillations The smart grid paradigm also covers
mitigation of voltage problems. This is done by communicating new power set-
points to the concerned DG units. However, this requires communication for the
voltage control, which can reduce the reliability of the system. Hence, in this sec-
tion, it is emphasised that with respect to the robustness of the system, communic-
ation should be avoided for primary control and protection issues. However, smart
grid communication, management and control systems are very interesting for sec-
ondary issues and to support the automatic controllers for a more economical and
optimal operation.
In the examples below, the on-off controller (hard curtailment) is compared with
the VBD control. An optimal power change can be found by using communication
and a smart metering infrastructure, implemented in a slow control scheme, over-
laying the fast-acting primary control schemes that are analysed in this section.
VBD control to avoid oscillations As discussed above, the P /Vg droop
controller, which can be implemented in both grid-following and grid-forming DG
units, avoids the on-off oscillations. However, it does not distinct between the dis-
patchable and less dispatchable (e.g., renewable) DG units. Either no droops are
implemented in the renewables, such that the oscillation problem is not solved in
places with high renewable penetration. Or droops are implemented, solving the is-
sue that on-off oscillations can occur when one unit has a large impact on the grid
voltage, by changing the output of the unit depending on the voltage. However, this
leads to a significantly lower renewable energy capturing as priority of power chan-
ges should be given to dispatchable DG units. Dispatchable units should act more
and first to voltage rises, while the renewable energy sources should act only when
absolutely necessary for the voltage control of the network. Therefore, the VBD
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control sets an automatic priority based on the terminal voltage of the network.
The output power changes of dispatchable DG units are prioritised over those of
the less dispatchable ones. The automatic nature of the priority setting is crucial
for the reliability of the system. Of course, smart grid features can change the set-
tings of the VBD controller (e.g., the constant-power band width and the reference
power) in an overlaying secondary control scheme.
VBD control withQ consumption In [22], the required amount of reactive
power Q that a DG unit should consume to minimise its impact on the voltage
variations is calculated. A minimal impact is achieved when the DG unit consumes
(minus sign)
Q = −R
X
P, (6.2)
with R and X the line parameters and P the generated active power of the DG
unit. Here, a uniform distribution of load along the feeder and a constant resist-
ance and reactance per unit length are assumed. Still, a small impact remains due
to the power losses associated with transport of power over the network, which
are not included in (6.2). Here, low-voltage networks, which are mainly resistive,
are considered, hence, with a high R/X , i.e., generally larger than three. Accord-
ingly, such large amounts of reactive power can generally not be consumed by
the generators without significant overrating. The reactive power consumed by the
downstream load could be used to compensate part of the voltage rise, however, the
load is generally unknown and variable in time. Therefore, a suboptimal amount of
reactive power can be consumed by the generator, compromising between injecting
more active power (which is analogous to limiting the impact of the unit’s active
power injection on the feeder voltage) and limiting the over-rating of the unit.
In order to improve the capturing of renewable energy, while still avoiding oscil-
lations and over-voltages, in this section, a Q/V droop is included in the VBD
control. In this way, the unit consumes reactive power when the voltage is out of
the constant-power band. In Fig. 6.3, the value Qnom (which is mostly 0 in the
conventional VBD control) is dependent on ∆Vg. When the voltage is out of the
constant power band Qnom becomes KP∆Vg sin θ (tan θ = X/R and KP < 0),
otherwise Qnom remains zero. By using θ, dependent on the line characteristics,
Qnom is not changed in purely resistive networks (θ = 0) because Q consumption
would have little effect on the voltage (hence, capturing of energy) as (6.2) reflects.
Also, instead of using ∆Vg as input of the Pdc/Vg droop controller, ∆Vg cos θ is
used.
Finding the absolute optimal value of Q to be consumed is not the focus of a
primary control strategy. The VBD control succeeds in avoiding the on/off os-
cillations, while automatically giving priority to renewable injection. By changing
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Qnom, its impact on the voltage is decreased, which will increase the energy cap-
turing (more power can be injected in the network). However, the optimal amount
of reactive power is, in the considered resistive networks, often too high for the
inverter. To optimise the network, secondary controllers, which can use commu-
nication (e.g., concerning the downstream load), can change the settings of the
primary controllers.
D. Examples: on-off oscillations
The controllers discussed above, i.e., on-off control, VBD control and VBD control
with Q/V droops, are compared with respect to the on-off oscillations and captur-
ing of renewable energy. The grid-connected microgrid topology is depicted in
Fig. 6.5. A typical EAXVB cable (150 mm2) has a line resistance of 0.2-0.4 Ω/km.
The higher the line resistance, the more significant the voltage problem in the net-
work. Therefore, line resistance values (consisting of the resistance in the grid lines
and the connection cables to the loads, which often have a smaller section, thus a
higher resistance per km) on the upper margin are considered. The utility network
is modelled as a 230 V rms and 50 Hz voltage source, i.e., a strong network. The
DG units consist of a VSI with dc-bus (Vdc,nom = 700 V, Cdc,nom = 1.5 mF) and
an LC filter (L = 2 mH, C = 3 µF). The microgrid consists of three DG units.
The VSIs are modelled upto the level of the converter switches. The ac-side cur-
rent and voltage controllers in Figs. 6.1, 6.2 and 6.3 consist of PI controllers. At the
dc-side, the sources are modelled as constant-current sources, as the dc-side is not
modelled in detail and relatively short time frames (transient changes) are studied.
Hence, a Idc/Vg droop controller is used (Idc = Idc,nom+KP (Vg−Vg,nom)), which
is completely analogous to the Pdc/Vg droop controller for constant-power sources.
DG 1 has a constant Idc,nom. DG 2 on the other hand has the initial Idc,2,nom when
t < 1 s and 0.5Idc,2,nom when t > 1 s. DG 3 has Idc,3,nom when t < 0.35 s,
0.5Idc,3,nom when 0.35 < t < 0.70 s and 1.25Idc,3,nom when t > 0.70 s, which is
depicted in Fig. 6.6. Note that the actual dc current is equal to Idc,nom in case the
on-off controllers are used. In VBD control, this value is dependent on the terminal
voltage according to the Idc/Vg droop controller.
Grid-following on-off control The on-off control of the three DG units is based
on a hysteresis function that turns off the DG unit when its terminal voltage exceeds
109 % Vg,nom and turns it back on when the voltage again drops below 102 %
Vg,nom. An important remark concerning the following figures, is that the time
scales are unrealistically short. The voltage measurements are assumed to be per-
formed with the switching frequency of the units. Hence, the oscillations can also
occur very fast. Of course, in practice, the oscillations follow up less quickly, firstly,
because the voltage measurements can be slower, and secondly, because most units
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Figure 6.5: The considered microgrid topology, three DG units and six loads, grid-
connected
Figure 6.6: Changes of Idc of the considered current sources, independent of state of net-
work
turn off for a specified amount of time after over-voltage or under-voltage occurred.
This is not included in the simulations to easily compare the controllers for equal
boundary conditions in a limited simulation time. The fact that this is not included
in the simulations, does not interfere with the general conclusions, focussing on
comparing the different strategies. The time scale can be changed based on the real
turn-off time of the DG units.
In the first case, the nominal dc currents equal 5 A, 7.5 A and 10 A for DG 1, DG 2
and DG 3 respectively. The simulation results are depicted in Fig. 6.7. A clear on-
off oscillation of DG 3 is shown, except when 0.35 < t < 0.70 s (low Idc,nom,3).
When DG 3 disconnects, the grid voltage decreases significantly. The voltage falls
below the 102 % Vg,nom voltage limit, such that the DG unit turns back on, etc. This
is due to the high local penetration of DG units in a network with clearly resistive
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Figure 6.7: Grid-following on-off control, first case Idc,nom: 5 A, 7.5 A and 10 A (— =
DG 1; ---- = DG 2; — = DG 3, -.-.- = PCC in (b) )
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Figure 6.8: Grid-following on-off control, second case Idc,nom: 10 A, 10 A and 10 A (— =
DG 1; ---- = DG 2; — = DG 3, -.-.- = PCC in (b) )
lines. On-off control is hence solely effective if the influence of one DG unit on
the terminal voltage is not too large and the penetration of DG is sufficiently low.
Therefore, this is not a sustainable situation in the context of achieving a higher
penetration of renewable sources in the network, which are often small DG units.
In a second, more extreme case, the nominal dc-currents of the DG units equal 10 A
for all three DG units. The results are shown in Fig. 6.8. Opposed to the previous
case, the microgrid now delivers active power to the utility network. Although the
voltage limits are not exceeded, this situation shows even larger voltage swings.
Also, as will be discussed further, the delivered (renewable) energy of DG 3 has
significantly been reduced due to a higher output power of the other DG units.
A solution to avoid the large renewable energy loss can be to replace the on-off
controller with a strategy that decreases Idc with, for example only 50 % instead
of turning off entirely). Therefore, in the third case, the same hysteresis function
to control the delivered power to the network is used, but instead of turning the
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Figure 6.9: Grid-following 50 % trial control, Idc,nom: 5 A, 7.5 A and 10 A (— = DG 1;
---- = DG 2; — = DG 3, -.-.- = PCC in (b) )
t (s)
I d
c
(A
)
0 0.2 0.4 0.6 0.8 1 1.2
0
2
4
6
8
10
12
14
(a) Dc-input current of DG unit
t (s)
V
g
(V
)
0 0.2 0.4 0.6 0.8 1 1.2
200
210
220
230
240
250
260
270
(b) Terminal voltage
Figure 6.10: Grid-following 70 % trial control, Idc,nom: 5 A, 7.5 A and 10 A (— = DG 1;
---- = DG 2; · · · = DG 3, -.-.- = PCC)
DG unit off in case of high voltages, a 50 % dc-current change is included (here
called the 50 % trial control). Again, the nominal dc-currents of the DG units equal
5 A, 7.5 A and 10 A for DG 1, DG 2 and DG 3 respectively. The results are sum-
marised in Fig. 6.9. The voltage profiles clearly still shows oscillations, but with a
lower frequency. Therefore, it is expected that an optimal solution, with minimal
power loss, can minimise the oscillations and hence, improve the renewable energy
capture.
For a 70 % trial control, which decreases the Idc with only 30 % by using an analog-
ous hysteresis function, the simulation results are depicted in Fig. 6.10. With this
70 % control, the oscillations are no longer present. However, by using a primary
control strategy, the percentage at which the power should decrease is hard to find
in an elegant and all-around manner.
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Figure 6.11: Grid-forming on-off control (— = DG 1; ---- = DG 2; — = DG 3, -.-.- = PCC
in (b))
Grid-forming on-off control It is also possible to include grid-forming control-
lers with the on-off functionality. In this paragraph, the VBD control is included in
the DG units with constant-power band b = ∞. This represents the control with
delivered power independent on the state of the network, but implemented in a
grid-forming controller. Again, on-off control is included for voltage limiting. This
enables to prove that grid-forming control is possible in grid-connected units. As
in grid-connected mode, f ≈ fnom = 50 Hz, the DG units operate at power-factor-
one, analogous to the grid-following controllers.
In the studied case, the nominal dc-currents of the DG units equal 5 A, 7.5 A and
10 A for DG 1, DG 2 and DG 3 respectively. Despite the on-off oscillations, the
voltage limits are met, which is shown in Fig. 6.11. For other Idc, analogous results
are obtained as in the previous paragraph.
It is concluded that grid-forming control is possible in the grid-connected mi-
crogrids. The grid-forming and grid-following on-off controllers have analogous
results concerning voltage swings.
VBD control In order to maintain the voltage limits and to provide a solution
for the oscillation problem, VBD control where b is not infinite, thus, where Idc
depends on the state of the network, can be used. Opposed to the previous case,
the Idc/Vg droop controller enables active power curtailment based on the terminal
voltage without communication. Also, priority injection can be given to the re-
newables by setting a relatively large b in these units. Hence, the incentives for
participating in voltage control should depend on the reaction time, power change
and threshold voltage ((1± b)Vg,nom).
In Fig. 6.12, the nominal dc-currents of the DG units equal 5 A, 10 A and 10 A for
DG 1, DG 2 and DG 3 respectively. Soft curtailment is included in these DG units
by setting the constant-power band b equals 0, 4 and 7 %. The droops of the con-
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Figure 6.12: VBD control, first case (— = DG 1; ---- = DG 2; · · · = DG 3, -.-.- = PCC)
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Figure 6.13: VBD control, second case (— = DG 1; ---- = DG 2; · · · = DG 3, -.-.- = PCC)
trollers are set analogously as in [184], with KP = −Pdc,nom/10, KV = −1 V/V
and KQ = −25 · 10−10 VAr·s. In the first 0.45 s, DG 2 and 3 deliver less than
Idc,nom to the network (by using fuel intake change, storage, deviation from MPPT,
load shifting) as the local voltage exceeds the constant-power bands. Although the
Idc,nom values are higher than in the previous cases, making the voltage problem
more stringent, the VBD controller avoids the voltage swings and the voltage lim-
its are met. For the case with 5 A, 7.5 A and 10 A for DG 1, DG 2 and DG 3
respectively, analogous results are obtained except that DG 2 delivers Idc,nom as
the voltage does not exceed its constant-power band.
In Fig. 6.13, the nominal dc-currents of the DG units equal 10 A for all DG units.
DG 2 and 3 deliver less power to the network compared to the previous case to
cope with the increased delivery of DG 1.
In Fig. 6.14, the nominal dc-currents of the DG units equal 10 A for all DG units
and all units are considered as renewable with a large constant-power band b =
7 %. As DG 1 and 2 react less on deviations of the voltage from the nominal value
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Figure 6.14: VBD control, second case, but all units have constant-power band of 7 % (—
= DG 1; ---- = DG 2; · · · = DG 3, -.-.- = PCC)
compared to the previous case, they deliver more power to the network. Hence,
DG 3 contributes more to the voltage support compared to the previous case in
Fig. 6.13. The simulations show that despite the higher nominal power of the DG
units compared to the on-off control, the voltage remains in the 10 % limits and
voltage oscillation is avoided.
VBD control with Q/V droops shows analogous results as the conventional VBD
control with respect to the on-off oscillations. The main difference is in the renew-
able energy capturing, which is analysed in the next paragraph.
E. Examples: captured energy
Comparison between on-off and conventional VBD control Table 6.1
summarises the captured energy for all studied cases. DG 3 is highlighted as it is
assumed as the renewable energy source most affected by voltage problems. In the
grid-following control, when comparing the first three cases in the table, with the
same Idc,nom but with different power curtailment, the trial strategy with the 70 %
controller captures significantly more of the available renewable energy of DG 3.
Hence, on-off oscillations significantly lower the amount of captured renewable en-
ergy. However, as stated above, finding the optimal percentage of power decrease
in this method is impractical. For the other DG units, there is no significant dif-
ference in the delivered energy in the three cases. In the fourth case, with higher
Idc,nom,1 and Idc,nom,2, DG 2 delivers more energy to the network, while the cap-
tured energy of DG 3 is clearly diminished. This is especially disadvantageous if
DG 3 is a renewable energy source.
For the grid-forming on-off controllers, analogous conclusions can be made. DG 3
is clearly negatively affected if the installed power of the other units increases.
In the VBD control, for the same Idc,nom, DG 3 delivers more power to the net-
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Table 6.1: Captured energy (J)
Grid-foll. on-off 50 % 70 % on-off
Idc,nom (A) 5/7.5/10 5/7.5/10 5/7.5/10 10/10/10
DG 1 (E [J]) 4896 4894 4893 9794
DG 2 (E [J]) 6849 6848 6856 9122
DG 3 (E [J]) 5775 6842 7991 4002
Grid-form. on-off on-off on-off
Idc,nom (A) 5/7.5/10 5/10/10 10/10/10
DG 1 (E [J]) 5920 5963 8526
DG 2 (E [J]) 9661 10051 8081
DG 3 (E [J]) 5302 5208 4105
Grid-form. VBD VBD VBD VBD-RE
Idc,nom (A) 5/7.5/10 5/10/10 10/10/10 10/10/10
DG 1 (E [J]) 7087 6780 7942 11539
DG 2 (E [J]) 7978 9166 8708 9402
DG 3 (E [J]) 6691 6576 6279 4741
work than in the other two control strategies. Also, the renewable energy captur-
ing of DG 3 is less affected if the other units are dispatchable, for which in the
VBD only the value b needs to be altered. When all considered units are renewable
energy-based, still DG 3 is affected most, because of the network configuration, but
the renewable energy capturing is higher than in case of the other two controllers.
Also, the total renewable energy capturing of the three units is higher such that less
power needs to be imported from the utility network.
Comparison between VBD control without and with Q/V droops In or-
der to compare the VBD control without and with Q/V droops, the network of
Fig. 6.5 is used, but with a different line inductance. All DG units are renewable
with b = 7 % and Idc,nom = 10 A. When compared in a purely resistive network,
the impact of Q on the captured renewable energy is negligible. This is explained
through (6.2) showing that a very large amount of reactive power is required to
avoid the DG unit influencing the terminal voltage. In case the network has a real-
istic R/X = 3, the influence of the Q/V droops on the captured energy becomes
larger as illustrated in Table 6.2. DG 1 and DG 2 consume no reactive power as their
voltage is in the constant power bands. DG 3 consumes reactive power, hence, the
increase in energy capturing is more significant for this unit.
Although VBD control is unconventional compared to the on-off controllers, as il-
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Table 6.2: VBD without and with Q/V droops
R-grid R/X = 3
VBD VBD+Q/V VBD VBD+Q/V
E1 (J) 10760 11146 11813 11967
E2 (J) 10303 10817 9233 9474
E3 (J) 4486 4663 4920 5643
Vg,1 (V) 246.6 246.3 246.2 244.6
Vg,2 (V) 241.2 238.0 245.9 244.4
Vg,3 (V) 252.1 252.2 251.9 251.5
Q1 (VAr) 0 -50 0 0
Q2 (VAr) 0 0 0 0
Q3 (VAr) 0 -1813 0 -1609
Etrafo (J) -1775 -1121 -1922 -1290
Qtrafo (VAr) 5493 7279 6068 7905
lustrated above, a higher renewable energy capturing, less on/off oscillation and po-
tentially a higher renewable energy source penetration (or equivalently, postpone-
ment/avoidance of investments in stronger lines for renewable energy connection)
can be achieved. A drawback is that instead of a conventional on-off controller, the
VBD control strategy needs to be implemented in the inverter, however, this is a
one-time additional cost. By including Q/V droops as well, the energy capturing
can further be increased.
The results above of adding Q consumption to increase the renewable energy cap-
turing seem very promising. However, an important remark concerning the network
losses should be made. In the VBD control without Q/V droops, 1922 J is injected
into the utility network. With Q/V droops, this is only 1290 J, despite the higher
renewable energy input and lower voltage level in the microgrid. Obviously, the
consequence of this is a higher output current of the DG units, hence, more net-
work losses. The profit gained in an increased renewable energy capturing is here
completely absorbed in the network losses.
For a network with lower network resistances, the profit can be absolute. For the
network of Fig. 6.5, where S0 = 0.5Ω, S1 = 0.25Ω, S5 = 0.2Ω and S0 =
0.375Ω, with R/X again equal to 3, the results are given in Table 6.3. In this
case, adding Q/V droops to the VBD controller is advantageous for the captured
renewable energy, without losing the gained profit in increased network losses.
An important conclusion of this analysis is that reactive power consumption in
resistive networks is generally not recommended. The effect on the network losses
(and network overloading) can be significant.
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Table 6.3: VBD without and with Q/V droops: low-resistance network
VBD VBD+Q/V
E1 (J) 11801 11889
E2 (J) 11111 11121
E3 (J) 6982 7408
Vg,1 (V) 246.1 245.6
Vg,2 (V) 234.5 234.4
Vg,3 (V) 234.9 250.2
Q1 (VAr) 0 0
Q2 (VAr) 0 0
Q3 (VAr) 0 -1230
Etrafo (J) -6894 -7019
Qtrafo (VAr) 6982 7708
F. Conclusions
In this paragraph, the behaviour of grids with distributed energy sources is ana-
lysed. The on-off oscillations and diminished renewable energy capturing are stud-
ied in a low-voltage grid-connected microgrid with a high share of DG units. In
case the units are grid-following and equipped with conventional on-off control,
large voltage swings and renewable energy loss are observed. Hence, instead of
completely shutting down the unit, the delivered power should be a function of the
terminal voltage, while still communication should be avoided.
This section shows that using grid-forming units in the grid-connected system, with
on-off controllers, is possible, but leads to analogous voltage problems. Therefore,
the grid-forming VBD control, is used. This control strategy avoids voltage limit
violation without the on-off swings that occurred in the other cases. It also retrieves
a higher renewable energy capturing. Important is that VBD control does not re-
quire communication and automatically gives priority injection to the renewable
energy sources.
Finally, the VBD control is extended with Q/V droops. By consuming reactive
power, the impact of the DG unit on the terminal voltage is lowered. Relying on
this, with Q/V droops, the renewable energy capturing is increased. However, be-
cause of the effect of reactive power consumption on the network losses, generally,
it is better to use the VBD control without Q/V droops.
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6.1.2 Grid-connected VBD control for voltage limiting by soft curtail-
ment
The previous section studies on-off oscillations of renewables and compares the
traditional on-off control with the VBD control. Here, voltage problems due to
DG are analysed as they are becoming a major issue, especially in the low-voltage
networks. Hence, to achieve voltage limiting, the DG units are sometimes equipped
with Q/V droops, which is analogous as in the transmission network. However, it
is shown in this section that the impact of reactive power on the voltage profile is
limited in the considered low-voltage networks. The main reason is that in resistive
networks, the voltage is mainly linked with active power, not reactive power. An
indirect effect comes from the Q/V linkages in the overlaying networks, but the
influence is difficult to predict in practice. Therefore, an effective way to avoid
voltage limit violation in low-voltage networks is by implementing P /V droops
and VBD control in the DG units.
A. Methods to avoid voltage-limit violation
Network investments Grid-upgrades are the historical approach to deal with the
increasing demand. However, with the large increase of DG in the network, this
demands for very large investments in the power system. Hence, the smart grid
paradigm proposes to deal with the networks capacity in a smarter way to limit the
required investments. Some solutions provided are demand response or curtailment
of the output power of the DG units.
Hard curtailment For hard curtailment, the whole DG unit is disconnected in
case the grid voltage exceeds a certain level, which is known as on-off control and
analysed in § 6.1.1. This leads to a significant loss of the revenue, as generally,
the units do not need to turn off entirely to solve the voltage problem. Also, a
significant amount of the available renewable energy is lost, as the storage capacity
is generally limited or absent. As discussed in the previous paragraph, it can lead
to oscillation problems in the network.
Soft curtailment Another method is to use soft curtailment for voltage limiting
in low-voltage networks.
1) Q/V droops
In the transmission network, the voltage is controlled through reactive power chan-
ges of the generators or of designated devices such as capacitor banks. Because of
the experience in this strategy, analogous methods are pursued in the low-voltage
networks. Therefore, new converters are sometimes equipped with Q/V curtail-
ment strategies, e.g., the voltage support based on reactive power in [211] in a
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Figure 6.15: P /V or Q/V droops (without constant-power band)
Figure 6.16: P /V linkage in resistive networks (R = 1 p.u.): p.u. values
droop as shown in Fig. 6.15. The effect of Q/V droops in a 10 kV network is also
studied in [214].
However, from a theoretical point of view, there are limitations to this method. The
considered low-voltage networks are predominantly resistive, such that the voltage
magnitude mainly depends on the active power of the units, see (4.6a) and (4.6b).
The P /V linkage is illustrated by Fig. 6.16 as well. In Fig. 6.16(b), compared to
Fig. 6.16(a), the reactive power Q is doubled while the active power P remains
the same. This clearly affects the phase difference δ while ∆V does not change
significantly. In Fig. 6.16(c), P is halved compared to Fig. 6.16(a), which clearly
affects ∆V , not δ. Eq. (6.2) also illustrates that in networks with a high R/X , a lot
of reactive power is required to significantly influence the grid voltage.
Therefore, the impact ofQ/V droops on the voltage profile is limited in low-voltage
networks. Still, the reactive power can to some extent modify the terminal voltage,
as:
• the lines are not perfectly resistive, always some inductance is present;
• Q can have an influence on the PCC voltage as the medium and low-voltage
network lines are significantly more inductive than the microgrid itself.
Because of the latter reason, an indirect effect of Q on V is present. More de-
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tails are given in [212]. Also, reactive power control does not involve active power
changes, thus, the costs or revenue-losses are limited. One should however take
into account that the current magnitude changes due to the reactive power control,
which may restrict the delivered active power, again, indirectly. Also, often, there
is an overrating of the VSI required to deliver the reactive power, and as discussed
in the previous paragraph, the network losses may significantly increase due to the
reactive power injection.
2) P /V droops
As discussed above, in predominantly resistive networks, the terminal voltage of
the DG unit is directly affected by its active power. Therefore, the required active
power change for a given voltage change is lower than the required reactive power
change. To lower the voltage, the delivered active power of the DG units should
decrease. For dispatchable DG units, this is easily done by decreasing the fuel
intake. It often means less income from active power delivery and an operation that
differs from the nominal operation, which is generally the most efficient. Lowering
the generated power can also be implemented by deviating from the maximum
power point operation, shifting the local load or by using storage equipment. There
are several ways to encourage the voltage control by the DG units. Firstly, this
ancillary service can be encouraged by the grid operator by means of incentives.
Secondly, it may also become obliged for voltage limiting. Opposed to the central
generators that have to participate in the primary control, presently, small DG units
generally do not have this responsibility. However, with the increasing penetration
of DG, this becomes an unsustainable situation. Thirdly, even without intervention
of the operator, over-voltage conditions induce shut down of the units, which leads
to a significantly higher loss of power generation compared to the soft curtailment.
Hence, soft curtailment can lead to less revenue loss compared to full shut-down.
B. Case studies
Avoiding voltage-limit violation through reactive and active power changes is com-
pared for the following control strategies: conventional grid-following (gr-foll)
control, grid-following Q/V droop control, grid-following P /V droop control and
grid-forming (gr-form) VBD control.
Strong network In this case, the microgrid is connected to a strong utility net-
work E2 that is modelled as a 50 Hz voltage source of 230 V rms, which is not
affected by the microgrid. The network is shown in Fig. 6.17.
Resistive microgrid lines
The microgrid lines are resistive, here 3 Ω. A large line resistance is chosen as it is
a combination of the real line resistance and the resistive virtual output impedance
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Figure 6.17: Microgrid topology, low-voltage microgrid
Table 6.4: Study of influence of control strategy: resistive lines
Case P (kW) Q (kVAr) VDG (V)
Gr-foll, undispatchable 3 0 271.0
Gr-foll, P /V 1.9 0 248.7
Gr-foll, Q/V 3 -2.2 266.1
Gr-form, VBD (b = 0 %) 1.7 0 245.2
Gr-form, VBD (b = 5 %) 2.1 0 252.6
of the DG unit. A load of 2 kW is connected to the network. The nominal power
Pnom of the DG unit equals 3 kW. The rest is injected into the utility network.
First, an undispatchable grid-following controller is studied. The implementation
of this controller is shown in Fig. 6.1 without the on-off functionality to illustrate
the possible occurrence of overvoltages. The terminal voltage is tracked by using a
Phase-Locked Loop (PLL). As power-factor-one control is generally implemented,
the injected current is in phase with this voltage. The rms current is determined by a
dc-link voltage controller keeping the dc-link voltage constant. The dc input power
is determined externally, e.g., by using MPPT and as such, equals Pnom. Table. 6.4
shows that over-voltage (Vg > 110 %Vg,nom) occurs with the undispatchable units,
such that this unit should shut down (e.g., on-off control).
Second, in the grid-following control algorithm, a P /V droop is included to restrict
the delivered active power to the network based on the terminal voltage according
to ((2.24), with Vg,nom = 230V rms and KP = −Pnom50V . Table 6.4 shows that the
P /V droops avoid voltage limit violation.
In the third case, a Q/V droop is included in the grid-following control algorithm,
according to (2.9) with Qnom = 0 VAr and the same slope as in the previous case.
Even without influence of the utility network, this control strategy slightly influ-
ences the terminal voltage. This is due to the changed rms current. Compared to
the undispatchable DG unit, the reactive power of the unit has changed from zero
to a negative value, i.e., consumption. Hence, for the same active power output, the
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rms current increases. The voltage drop across the line (and virtual output resist-
ance) increases. In this way, the terminal voltage of the unit lowers. However, the
influence of Q on V is limited and here, still an over-voltage condition is present.
The value of Irms should be limited for protection of the converter and eventually,
this can require a lower output active power.
Fourth, the VBD control can be implemented. An effective voltage-limiting is ob-
tained. When comparing the dispatchable unit (b = 0 %) with the less dispatchable
unit (b = 5 %), it is concluded that there is a trade-off between maximum injected
power and voltage control. This trade-off can be set by adjusting b according to the
characteristic of the unit.
The effectiveness of the Q/V droops in the case with inductive lines is further
analysed in [212].
In conclusion, in the considered resistive networks, the VBD and P /V control-
lers are effective to avoid voltage limit violation. The Q/V droop controller has a
limited effect on the terminal voltage of the DG units.
Utility network with Q/V dependence Practically, the utility network E2 in
Fig. 6.17 is not a perfectly strong network. A Q/V linkage can be present, mainly
through theQ/V droops in the central generators. In the previous case, it was shown
that the Q/V droop-controlled grid-following units did not significantly affect the
terminal voltage in the resistive microgrid. This does however not mean that Q/V
droops are ineffective, as the Q dependence in the utility network should be con-
sidered as well. Here, the utility network is again represented as a voltage source,
but now with a droop KQ that is equal to that of the DG unit. Practically, the Q/V
droop of the network is highly dependent on the local network state. It can be ex-
pected that it will be considerably lower because the voltage deviation of the PCC
from its nominal value is further restricted by designated devices.
Table. 6.5 shows that Q/V droops become more effective because of the Q/V de-
pendence in the network. The P /V droops and VBD controller are able to limit
the voltage, analogously as in the previous case with resistive network lines. How-
ever, still, the effect of the DG units’ reactive power on the local utility network is
limited.
Constant-power bands In order to study the effect of the usage of constant-
power bands, an analogous network as in the previous cases is considered. In
Fig. 6.17,E2 remains the utility voltage andE1 represents DG 1. An additional DG
unit (DG 2) is connected to DG 1 through a line resistance. Both units have a nom-
inal power Pnom of 1500 W andKP = Pnom/25V. Firstly, the grid-following P /V
controller, here implemented as VBD control with b = 0 %, is studied. Secondly,
the VBD controller is studied. In the VBD control, the first DG unit has a constant-
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Table 6.5: Study of influence of control strategy: utility with Q-V dependence
Case P (kW) Q (kVAr) VDG (V)
Gr-foll, undispatchable 3 0 271.0
Gr-foll, P /V 1.9 0 248.7
Gr-foll, Q/V 3 -1.2 250.7
Gr-form, VBD 1.7 0 245.7
Table 6.6: Influence of constant-power bands (P in kW)
Case P1 P2 VDG,1 (V) VDG,2 (V)
Gr-foll, P /V 0.9 0.7 239.7 245.9
Gr-form, VBD 1.5 0.2 243.9 245.8
power band of 8 % while DG 2 operates without constant-power band. The results
are summarised in Table 6.6. Both controllers lead to effective voltage limiting. Be-
cause of the usage of constant-power bands, the VBD controller clearly enables to
capture the renewable energy potential, while the P /V controller lowers the output
power of the renewable energy source.
C. Conclusions
In order to prevent voltage problems in low-voltage networks, the DG units should
be equipped with an additional control strategy to change the injected power de-
pendent on the local state of the network.
For this, analogous as in the high voltage networks, Q/V droops can be implemen-
ted. The lines in the considered networks are predominantly resistive. Hence, the
impact of Q/V droops on the terminal voltage is limited. The effect is dependent
on the Q/V linkage of the PCC voltage and the low, but non-zero value of X/R in
the lines. This is often counteracted by (often expensive) designated devices such
as tap changers that control VPCC.
The P /V droops on the other hand affect the voltage in a direct manner and active
power changes have a larger effect on the grid voltage compared to reactive power
changes.
The VBD control also effectively affects the grid voltage amplitude through active
power changes. This control strategy enables to delay changing the output power
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of the renewables to more extreme voltages compared to those of the dispatchable
DG units, thanks to the usage of constant-power bands.
Also, a combination of the three control strategies can be beneficial, as:
• Q/V droops: only reactive power changes are required. However, reactive
power also changes the rms current of the DG unit, thus, when the DG units
are not overrated, it also indirectly alters the maximum amount of active
power that can be injected. Reactive power injection may also increase the
line losses;
• P /V droops: are more effective for voltage control;
• VBD control: effective for voltage control and delayed response of renew-
ables.
6.1.3 Grid-connected VBD control with beneficial power sharing
modification
A problem often cited with droop controllers is that the grid voltage is not a global
parameter. Therefore, there is an inherent trade-off between accuracy of active
power sharing and output voltage control (deviation of voltage and frequency from
the nominal values) [83, 108, 109, 215]. Accurate power sharing implies that the
power changes of the loads are picked up by the units according to their droop, i.e.,
a combination of their power ratings and their ability to change their output power,
analogous as the droop of the large central generators. Accurate power sharing
implies that the line impedances do not influence the power sharing ratio. A solu-
tion to provide accurate power sharing by using inter-unit communication is given
in § 4.5. Here, the VBD or P /V droop controllers without this functionality that
requires communication, are further analysed.
The power sharing modification due to the line impedance effect is often mentioned
as a disadvantage for P /V droops (and, thus, VBD control). Therefore, in this
section, it is investigated whether this is actually a disadvantage of the control
strategy. It is shown that with P /V droop control, the DG units that are located
electrically far from the load centres automatically deliver a lower share of the
power. This automatic power sharing modification can, thus, lead to decreased line
losses, thus, an overall better efficiency compared to the methods that focus on
perfect power sharing. In this section, the P /V and P /f droop control strategies
are compared with respect to this power sharing modification and the line losses.
A. Power sharing in resistive networks
Fig. 6.18 is used to study the power sharing modification of P /V droop (and, thus,
VBD) controllers in a low-voltage microgrid. A purely resistive microgrid is con-
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Figure 6.18: Two DG units in resistive network
sidered as P /V droops are based on the resistive character of the lines in low-
voltage microgrids. For simplicity of the theoretical analysis and its conclusions,
two equally-rated DG units (rated power Pnom) are connected to a load through
line impedances Z1 and Z2. A discussion for different unit ratings is included on
page 252. The power sharing in case of P /f and P /V droop control are considered.
In this theoretical analysis, only the active power is taken into account, thus, only
the working component of the current is calculated. The reactive power flow in
the islanded microgrid should be limited. An abstraction of reactive power is made
in the main part of the theoretical analysis, but the influence of reactive power is
discussed briefly on page 252. Reactive power is also included in the extended
simulation based on an 85-node microgrid.
A.1. Theoretical analysis
a) P /f droop control
For X-dominated lines, the f(P ) strategy of (2.7) can be used. The nominal power
Pnom of a unit refers to the scheduled operating point (e.g., conventional gener-
ator) or MPP (e.g., renewable source). Subsequently, it does not directly reflect the
rating or maximum output of the unit and its inverter. Therefore, like in conven-
tional dispatchable generators, delivering more power than Pnom is possible. The
droops are tuned such thatKf,iPnom,i = ∆fmax, with ∆fmax dependent on the net-
work requirements: often a 1 % limit is postulated. As grid frequency is a global
parameter: f1 = f2. Hence, equally-rated units deliver the same amount of active
power to the network independent on the line impedance. For the reactive power
sharing, the Q/V droop controller of (2.9) is used. With this controller, there is a
line impedance effect producing reactive power sharing mismatches [110, 124].
b) P /V droop control
In resistive networks, there is a natural linkage between P and V , such that P /V
droop controllers are effective. Accurate power sharing is obtained when after a
load change, each DG unit changes its output power ∆P/Pnom according to its
ratings and specific characteristics, independent of the line impedance. In the con-
ventional network, these ratings and characteristics are combined in the droop of
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the generators. Small generators and less-dispatchable units (e.g., nuclear facilit-
ies) have a lower relative ∆P after a load change compared to other units. For
droop controllers in DG units, the droops are equivalent to the droops of central
generators. Here, only dispatchable DG units are considered. Renewable sources
generally do not yet contribute to the power sharing according to the ratings and
therefore, are not droop-controlled. The analysis where renewables are considered
by setting proper constant-power bands in the VBD control leads to similar results.
Generally, the P /V droop control strategy2 of (2.24) ensures that the grid voltage
is close to the nominal value throughout the power system. Hence, the active power
sharing is good, but not perfect if the line resistances are considered. In Fig. 6.18 for
example, the second DG unit is located at a distance that is electrically further from
the load than DG 1, i.e.,R1 < R2. Accurate power sharing would involve P1 = P2.
This equal power would require V1 = V2 because of the P /V droop control with
equal droops and equal nominal values for the two DG units. However, this leads
to a contradiction with the different voltage drops over the line resistances, hence,
P1 6= P2. Therefore, in the P /V droop control, the DG units contribute to the load
sharing dependent on both their ratings (droops) and the line impedances.
It is investigated whether this modification, namely P1P2 6=
Pnom,1
Pnom,2
=
KP,2
KP,1
, is dis-
advantageous. If accurate power sharing is the primary goal, this inaccuracy can
be solved by means of set point changes of the droop and nominal power/voltage
settings. This can be done in a slower secondary control strategy that can be com-
munication based or by the method provided in § 4.5.
Because the units have equal ratings (KP,2 = KP,1 = KP ):
V1 − V2 = −KPP1 +KPP2. (6.3)
In the network:
Vi = VL +RiIi (6.4)
Two distinct cases can be considered, with R1 < R2:
• I1 < I2. As R1 is lower than R2, according to (6.4), this implies that V2 >
V1. For the active power, P = V I is valid as the active component of the
current is considered. Combined, this leads to P2 > P1. However, V2 > V1
combined with (6.3), involves P1 > P2. This is a contradiction, hence the
case I1 lower than I2 is not possible.
• I1 > I2. Two subcases can be considered:
2VBD control is implicitly considered as well, it also uses P /V droops in the Pdc/Vg droop
controller.
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– R2I2 > R1I1. Although I1 > I2, R2I2 can be higher than R1I1 be-
cause R2 > R1. According to (6.4), this leads to V2 > V1. Hence,
because of the P /V droop control, P1 > P2.
– R2I2 < R1I1. For this, a proof by contradiction is given. If R2I2 <
R1I1, from (6.4) it follows that V1 > V2. If also I1 > I2, then P1 > P2
using P = V I . However, V1 > V2 combined with (6.3) means that
P2 > P1, which is in contradiction with the previous conclusion.
Hence:
R2
R1
> 1⇒ P2
P1
<
P2,nom
P1,nom
; I1 > I2. (6.5)
From the previous equations, it follows that the unit that is located electrically fur-
thest from the load centre takes a lower part in the power sharing. Although it seems
obvious, no general conclusions about the line losses can be derived from this in
the general case. However, as the electric power system is a voltage-controlled sys-
tem, the voltage at each point is near its nominal value (or in strict limits), whereas
the current variations can be significantly higher. Therefore, for constant power or
current loads:
I1 + I2 ≈ I ′1 + I ′2. (6.6)
The values with prime symbol (’) refer to the case with P /f droop control, those
without prime symbol refer to the P /V droop control. From the same assumption,
voltage near its nominal value, it follows that I ′1 = I ′2 =
I1+I2
2 because of the equal
power sharing with the P /f droops. In order to compare the losses in the network
lines, the following comparison is made:
R1I
2
1 +R2I
2
2 ←→ R1I ′21 +R2I ′22 , (6.7)
for the P /V and P /f controlled network respectively. This, combined with (6.6),
gives: [
2R1I
2
1 + 2R2I
2
2 − 2R1I1I2 − 2R2I1I2
]
+
[
R1I
2
1 +R2I
2
2 −R1I22 −R2I21
] ←→ 0. (6.8)
As discussed above, in the first term, (2R1I1 − 2R2I2)(I1 − I2), the first factor is
clearly negative and the second one positive. In the second term, (R1 − R2)(I21 −
I22 ), the first term is negative with a positive second term. Hence both terms are
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negative, from which it can be concluded that the losses
R1I
2
1 +R2I
2
2 < R1I
′2
1 +R2I
′2
2 . (6.9)
Hence, the losses with P /V droops are lower than the case of P /f droops, under
the aforementioned assumptions.
For units with different ratings, the droops P /V are tuned according to
KP,1Pnom,1 = KP,2Pnom,2. For the droop control,
V1 − V2 = −KP,1P1 +KP,2P2 (6.10)
and in the network:
V1 − V2 = R1I1 −R2I2 (6.11)
are valid. Again, two cases can be considered, with R2 > R1:
1. V1 < V2. Analogous to the previous case, this is advantageous for the power
sharing as, then, P2P1 <
KP,1
KP,2
=
Pnom,2
Pnom,1
.
2. V1 > V2 is disadvantageous from the power sharing perspective: P2P1 >
KP,1
KP,2
=
Pnom,2
Pnom,1
in (6.10) if no contradiction occurs. Together with V1 > V2,
(6.11) implies that I1 > I2 and hence, P1 > P2.
• KP,1 > KP,2. In this case, the furthest unit is the largest one, Pnom,2 >
Pnom,1. From above, this leads to a contradiction. Hence, if the elec-
trically furthest unit is the largest unit, the power sharing modification
is advantageous.
• KP,1 < KP,2. This case does not lead to a contradiction and has a
disadvantageous power sharing modification. As the furthest unit is the
smallest one, the effect on the total line losses is however lower than in
the previous case. The modification is advantageous to avoid voltage
limit violation. Note also that the droop KP,i can be shifted by using a
secondary controller that further optimises the system.
For the reactive power sharing, the Q/f droop controller of (2.25) is used. As the
frequency f is a global parameter, the reactive power will be shared properly. In
the previous paragraph, an abstraction was made of the reactive power. Still, Q has
some influence on the power sharing. P and Q are not fully decoupled as there
is always some inductance in the lines. However, in the considered low-voltage
networks, the resistance of the lines is sufficiently high such that the decoupling
of P and Q is a valid assumption. Q also affects the losses of the system, but the
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Q flow is limited compared to P in islanded microgrids. For the P /V droops, it
was shown that for equally-rated units with R2 > R1: P1 > P2. Because f is a
global parameter in the related Q/f droop control: Q1 = Q2. For the P /f droops,
with the same deduction: P ′1 = P ′2 and Q′1 > Q′2. From this, clearly, the reactive
power has a tempering effect on the line losses of P /f droop controllers in the
comparison of P /V - P /f droop control. As generally, the active power flow is
significantly higher than the reactive power flow, the loss reduction because of the
power sharing modification is still mostly more advantageous for P /V droops.
A.2. Analytical study
In this paragraph, the same network as in the previous case is analytically studied.
The P /V and P /f droop controllers are compared with respect to the power sharing
modification (α = P1/P2P1,nom/P2,nom ) and the system efficiency (η = 1 −
R1I21 +R2I
2
2
P1+P2
)
as a function of the dominant parameters R1/R2 and P1,nom/P2,nom. The values
of R1/R2 change from 0.2 to 20 and P1,nom/P2,nom varies from 0.5 to 20. The
sum of those parameters, i.e., R1 +R2 and P1,nom + P2,nom is kept constant.
The power sharing modification is analysed through the parameter α. A value α
of one equals accurate power sharing according to the ratings, while for α > 1,
the first unit contributes more in the power sharing. Fig. 6.19 shows that for P /V
droops, α increases when R1/R2 decreases. This implies that the power sharing
is dependent on the line impedances, in a manner complying with the theoretical
results above, i.e., the electrically closest unit will take a larger part in the power
sharing. The figure shows that the power sharing modification α is dependent on
R1/R2, as well as P1,nom/P2,nom. For P1,nom < P2,nom:
• if R1  R2, i.e., the smallest unit is the furthest one, the power sharing
becomes accurate with α ≈ 1 as shown in Fig. 6.19. Nevertheless, in this
case, the power sharing modification would have a low effect on reducing
the line losses as a highly efficient system is obtained in this case (η ≈ 1) as
shown in Fig. 6.20(a).
• if R2 > R1, i.e., the largest unit is the furthest one, the power sharing modi-
fication is beneficial with α > 1 as shown in Fig. 6.19(b).
This also complies with the theoretical analysis. Fig. 6.19 shows that the power
sharing modification has the largest influence when P1,nom < P2,nom andR1 < R2
(and vice versa for P1,nom > P2,nom). There were precisely the cases with the low-
est efficiency in Figs. 6.20(a) and (b). It are also the cases with the highest effi-
ciency improvement as depicted in Figs. 6.20(c) and (d). The case with P1,nom <
P2,nom and R1 > R2 were already more efficient, and the power sharing modific-
ation is, thus, least effective in this case. For the P /f droop control, the results are
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Figure 6.19: Analytical results of the power sharing modification of P /V droops: α =
P1/P2
P1,nom/P2,nom
as a function of R1/R2 and P1,nom/P2,nom
not shown in Fig. 6.19 as a constant α = 1 is obtained, thus, with power sharing
according to the ratings and independent of the lines.
In Fig. 6.20, the line losses or equivalently, the system efficiency of both controllers
are compared. From Fig. 6.20(c), it is concluded that the automatic power sharing
modification leads to a higher efficiency of the P /V controllers compared to P /f
control: ηPV − ηPF > 0.
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Figure 6.20: Analytical results of the system efficiency η
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Table 6.7: Example P /V droop control versus P /f droop control (R2 > R1)
P /V P /f
V1 (V) 229 222
V2 (V) 233 238
I1 (A) 14.16 11.08
I2 (A) 3.55 10.35
P1 (W) 3239 2119
P2 (W) 827 2119
Pline,loss (W) 65 239
B. Basic example
The theoretical results are verified on the basic microgrid example of Fig. 6.18
with R1 = 0.2 Ω, R2 = 2 Ω, Vnom = 230 V rms, Pnom = 2.5 kW and the
load consumption PL = 4 kW. Here, a purely resistive network is considered (low-
voltage microgrid), but in the next paragraph (§ C), line inductance will be included
as well.
In the P /V droop control, KP equals 0.0025/
√
2 V/W (i.e., KP = ∆VmaxPnom =
4.5V
2500W ) in (4.12) with b = 0 %, and a Q/f droop controller with droop 0.001
mrad/(s·VAr) is used. For the P /f - Q/V droop control (referred to as P /f ), the
droops are -8 · 10−6 Hz/W (i.e., −0.125rad/s2500W ) in the P /f droop control and -0.0035
V/VAr (i.e., −8.8Vrms2500VAr ) for the Q/V droop. Directly-coupled rotating inertia is lack-
ing in the considered network, hence, the P /f controller is based on the inductive
nature of the microgrid lines. As a resistive microgrid is studied in this example, a
virtual inductive output impedance is included in the inverters, with 2 mH virtual
inductance:
vg,ref = vg,droop − xvig, (6.12)
with xv the virtual output impedance, vg,ref the reference voltage, vg,droop the
voltage obtained by the P /f and Q/V droop controllers and ig the output current.
The obtained results are summarised in Table 6.7 and comply with § A.
Both control strategies achieve V ≈ Vnom, or at least, in the voltage limits of,
e.g., 10 %. In the P /V droop control, the automatic modification in the power
sharing, with higher output power of the DG unit that is electrically closest to
the load, leads to lower line losses. According to the P /V droop, for example,
V1 = 230V − 0.0025/
√
2(3239 − 2500), such that V1 is indeed equal to 229 V
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as shown in the table. Note that the droop of the P /V controller is determined
according to a trade-off between the power control (P1P2 close to
Pnom,1
Pnom,2
) and voltage
control (V close to Vnom). A higher absolute value of this droop leads to a higher
difference of the voltage from its nominal value and a lower power difference.
Then, a less accurate voltage control is obtained, e.g., with droop 0.005/
√
2 instead
of 0.0025/
√
2 V/W: V1 = 228 V, V2 = 235 V, P1 = 2985 W, P2 = 1093 W and
the line losses equal 77 W. In this case, the voltage of both units differ more from
the nominal value of 230 V, but P1P2 = 2.73 is closer to
Pnom,1
Pnom,2
= 1 compared to the
equivalent value of 3.9 in Table 6.7. Note that, here, the line resistances are chosen
to be rather large to highlight the effect of power sharing modification. Practically,
the line resistances will be lower leading to a lower modification of power sharing,
but the same conclusions can be drawn.
As discussed above, the reactive power also has some effect on the line losses.
Hence, a general comparison between P /f and P /V droops with respect to the line
losses cannot be drawn, opposed to the effect on power sharing modification.
In this example, P /V -Q/f droops have no circulating current, opposed to the P /f -
Q/V droops. In the Q/V droop, a lower absolute value of droop KQ,v indicates a
higher reactive power difference for the same voltage difference (compared to the
nominal value), hence, an increased line loss. In the P /f droop control, circulating
reactive power is obtained in the considered network (1249 VAr), which is avoi-
ded in the P /V controller. One remark concerning this circulating power, is that
generally, it is practically not present. In this extreme theoretical case, pure active
loads and a pure resistive network are considered, in which the P /f droop control
is not the obvious approach because of the intrinsic linkage between P and V . The
reason of this circulating reactive power in the theoretical case is the usage of the
Q/V droop controller in the resistive network. This is clarified by the following
example. In case I1 would be lower than I2, V1 < V2 as R1 < R2. This would
lead to P1 < P2, which is contradictory with P1 = P2 because of the P /f droop
control with equal droops and equal nominal values for the two DG units. There-
fore, I1 > I2 and combined with P1 = P2, this leads to V1 < V2. Because of the
negative Q/V slope, this leads to a difference in reactive power, namely Q1 > Q2.
As the lines are purely resistive and a pure active power load is considered, this
induces circulating power from one DG unit to the other.
C. 85-node distribution network
The previous basic example studied a simplified low-voltage network with purely
resistive lines, pure active power loads and DG units of equal ratings. In order
to verify the statement of automatic power sharing modification and reduced line
losses in case of P /V droop control, in this section, a realistic distribution network
is considered. In this network, inductive loads, consumption of reactive power,
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Table 6.8: DG units placement and Pnom; and results obtained for the grid-connected
system, where Pnom equals the delivered power
node Pnom (kW) node Pnom (kW)
6 500 54 200
22 120 76 200
47 332 82 800
inductive-resistive lines and DG units of different ratings are considered.
The line losses are calculated in a 85-node distribution network, the data of the
system are given in [216, 217]. This is summarised in Fig. 6.29 on page 273 and
table 6.12 starting from page 274. The network has a nominal voltage of 11 kV
and has 75 loads. The R/X value of the network lines equals 2.4. The loads are
modelled as RL loads with
R =
V 2nom
Pnom
(6.13)
and X/R = 1. Analogous as in [216], the power factor of all loads is 0.7 lagging.
The differences between the model of [216] and the model discussed below are
limited:
• The distribution network in [216] is a balanced three-phase radial system.
Here, it is seen in its single-phase equivalent.
• The network of [216] has no DG units, while here, six DG units are included.
Their nominal power and node of location are shown in Table 6.8. The DG
units are connected to the microgrid through a small line resistance of 0.1 Ω.
The following cases are compared:
• grid-connected system with six DG units modelled as PQ generators with
power factor one
• islanded system with six DG units with P /V droop control
• islanded system with six DG units with P /f droop control
Grid-connected system with six DG units modelled as PQ generators with
power factor one In this case, the DG units are grid-following PQ generators
with a power factor of one. Grid-following units deliver their nominal power to the
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network, i.e., Pnom, and do not change this value in case of load changes. Hence,
these units are current-controlled. In steady-state, the grid delivers 870 kW and
2404 kVAr to the microgrid.
Islanded system with six DG units having P /V droop control In this case, the
85-node network is islanded. Since in the islanded mode, no main grid is available,
at least one grid-forming unit is required. Here, all six DG units are considered as
dispatchable DG units. Renewable sources can be included as well, but as they are
generally not (yet) dispatched, they can be seen as negative loads, thus, do not in-
fluence the power sharing ratio of the dispatchable units. Droop control is used for
the power sharing, thus, analogous as in the conventional network, the dispatchable
units are voltage-controlled. Therefore, they are modelled as ac voltage sources.
This is contrary to the grid-connected DG units in the previous case that had a
grid-following control algorithm and, hence, where the DG units were modelled as
ac current sources. The P /V of (4.12) with b = 0 % and Q/f of (4.14) droop con-
trollers are used, with KP = 700Pnom V/W, KQ = 1.5e
−7 Hz/VAr for each DG unit,
Pnom is given in table 6.8 and Qnom = 0 VAr. For the tuning, ∆Vmax = 700 V has
been used, reflecting a 6.5 % voltage limit. Also, a virtual resistive output imped-
ance of zv = 3Ω is included in the inverters, such that the output voltage vg of the
DG unit equals vg = vg,droop − zvig. All DG units deliver almost equal reactive
power, namely 387 kVAr. The reason is the combination of equal droops, equal
nominal reactive power and because f is a global parameter in the microgrid.
The simulation results for active power and terminal voltage are summarised in
Table 6.9. In the grid-connected case, the utility network was delivering power to
the microgrid. To cope with this loss of power input due to the islanding of the
system, the DG units deliver more power compared to the grid-connected case,
thus, P is higher than Pnom. From the line/load data and Fig. 6.29, clearly, DG 6
lies closer to the load centres compared to DG 82 which lies near the edges of the
system. Hence, the equivalent line resistance R6 < R82. According to the power
sharing modification studied here, it can be expected that ∆P6 > ∆P82. The value
∆P (∆P = P−PnomPnom ) of the DG units should be compared because of the different
ratings of the DG units. This expected power sharing modification is indeed valid
as P6 has risen with 38 % while P82 has risen with only 17 %. Hence, P6P82 = 0.74
instead of the nominal value of 0.63. This is compatible with the electrical distance
of the DG units from the load centres and hence, benefits the line losses in the
system. The calculated line losses equal 35.9 kW.
Islanded system with six DG units having P /f droop control Analogous as in
the previous case, the R/X value of the network lines in the considered 85-node
system is approximately 2.4. Hence, in order to use P /f droop control, a virtual
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Table 6.9: Islanded microgrid: DG with P /V droop control
node P (kW) node P (kW)
6 690 54 290
22 180 76 319
47 427 82 933
Table 6.10: Islanded microgrid: DG with P /f droop control
node P (kW) node P (kW)
6 663 54 265
22 159 76 265
47 441 82 1058
output inductance Lv of 50 mH needs to be included in the inverters. The DG units
are equipped with the P /f droop control of (2.7) and Q/V droop control of (2.9),
with Kf = −12piPnom Hz/W and KQ,v = −6.5e−5 V/VAr for each DG.
The obtained results are summarised in Table 6.10. Perfect power sharing is ob-
tained, e.g., P6P82 = 0.63, which equals the nominal value. Hence, Pi/Pj is equal
to Pi,nom/Pj,nom for all P /f droop controlled DG units. This is advantageous as
the units always deliver power according to their ratings, but, opposed to the P /V
controllers, no automatic power sharing modification is obtained. The overall line
losses equal 47.04 kW, which is higher than in the case of the P /V droop control
(31 %).
An important remark is that the line losses between the P /f and P /V droop control
strategies are difficult to compare in general as these controllers normally operate
in networks with different characteristics. P /f droops are generally used in induct-
ive networks and/or networks with inertia. The P /V droops are fitted for inertia-
less resistive networks, which is often the case in the considered low-voltage mi-
crogrids.
D. Conclusions
In this section, the power sharing between multiple DG units is compared. Firstly,
in P /V droop control, an inherent trade-off between accuracy of active power shar-
ing and voltage regulation (voltage near the nominal value) is present. Hence, the
ratio of delivered power of each two DG units can differ from the ratio of their
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nominal active power because of the line parameters. This automatic power shar-
ing modification is in the sense that the DG units that are near the load centres,
when considering the electrical distance, automatically take a larger part in the
power sharing than the ones further away. Hence, the power sharing modification
of P /V controllers is beneficial with respect to the line losses.
Secondly, also P /f droop control is included in the DG units with a virtual in-
ductive output impedance, to cope with the mainly resistive network lines in the
considered low-voltage microgrids. The P /f droop controls strategy achieves ac-
curate active power sharing. Hence, it does not have the automatic power sharing
modification of the P /V droop control strategy.
6.2 Transition between grid-connected and islanded
mode
This section focusses on modifying the VBD control strategy to enable a smooth
transition between the islanded and the grid-connected mode of the microgrid.
The VBD control can operate in both modes. Therefore, for islanding, no spe-
cific measures are required. To reconnect the microgrid to the utility network, the
modified VBD control synchronises the voltage of a specified DG unit with the
utility voltage. It is shown that this synchronisation procedure significantly limits
the switching transient and enables a smooth mode transfer.
This section is structured as follows. In § 6.2.1, the VBD control principle is dis-
cussed for the different operating modes. First, the islanded mode, second the grid-
connected mode and next, the transition from grid-connected to islanded mode and
vice versa are analysed. The latter transition requires a synchronisation procedure.
This paragraph also discusses the modifications in the VBD controller to enable
the synchronisation. In § 6.2.2, some cases are studied to verify that, in a basic
and an extended microgrid: (1) islanding does not require additional control modi-
fications; (2) the synchronisation procedure leads to a smooth reconnection of the
microgrid to the utility network.
6.2.1 Control strategies
A. VBD control in islanded microgrids
This is discussed in chapter 4.
B. VBD control in grid-connected microgrids
Although developed for islanded microgrids, the VBD controller can be used in
grid-connected networks as well. The mains frequency, which is determined by
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the droop controllers of the large conventional generators, will be little affected by
the small grid-connected microgrid. Hence, the frequency of the microgrid units
(fdg) will converge to the mains frequency (fmains). For example, if fdg > fmains,
the phase angle of the microgrid units (δ for a specific unit) will keep increasing
compared to that of the PCC (δmains = 0). From the power flow equations of a
DG unit to the utility in a resistive network in (4.6b), it follows that the reactive
power delivered by this unit to the utility will decrease. The DG unit measures its
Q and droops it with a positive slope, which in turn leads to a lower set point of
frequency fdg. In this way, a steady-state is reached. Note that because of the small
and temporarily differences between the frequencies, this problem should not be
analysed in terms of frequency differences, but in terms of phase angle differences,
as discussed above. In general, fmains ≈ fnom, such that the reactive power of the
unit will approximately equal its nominal value. If Qnom = 0 VAr in the VBD
control, this is equal to the conventional control strategies of DG units with power-
factor-one.
Like in the islanded microgrid, the Vg/Vdc droop controller takes care of the bal-
ancing of the dc-bus. The Pdc/Vg droop controller changes the active power of the
unit to enable voltage limiting in the network.
C. Transition from grid-connected to islanded mode
When considering the transition from the grid-connected to islanded mode, two
types of islanding are possible: planned and unplanned. Both types generally do
not pose problems for the microgrid when using the VBD control. The control
strategy can remain the same in both modes. In grid-connected mode, the terminal
voltage and frequency of the units are generally near their nominal values. Hence,
in this mode, the units deliver their nominal active and reactive power, analogous as
in the grid-following strategies. If all the DG units would keep on delivering their
nominal power to the network in islanded mode, this would lead to large variations
of the voltage compared to its nominal value. Hence, the VBD controller acts on
these deviations, limits them and takes care of the power sharing.
As the VBD control strategy can remain the same in the two modes, obviously, for
islanding, no synchronisation is required. This is not valid when instead of VBD
control, a grid-following control strategy is used. In this case, a change of control
strategy is required as the islanded mode demands grid-forming control strategies
for the voltage control and power sharing in the network.
D. Transition from islanded to grid-connected mode
Opposed to islanding, the transition from islanded to grid-connected mode is gen-
erally planned. Before the transition, the phase angle and rms value of the PCC
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voltage at microgrid and utility side can differ. Moreover, the microgrid and util-
ity network can operate at a different frequency, because the droop controllers in
both networks do not force the frequency to its nominal value. Therefore, clos-
ure of the PCC switch without synchronisation would lead to large transients, i.e.
sudden voltage and current changes. In order to realise a smooth mode transfer, a
synchronisation procedure is required. Therefore, here, the VBD control strategy
is changed to synchronise the utility and microgrid side rms voltage, phase angle
and frequency before connecting the microgrid to the utility.
The synchronisation procedure can operate slower compared to the primary (VBD)
control. Therefore, it is not necessary to avoid communication. The PCC voltage is
measured and communicated to the synchronising DG unit that uses a PLL to ob-
tain the rms voltage and its phase angle. One unit is selected for the synchronisation
of the microgrid. To cope with this responsibility, this unit should be sufficiently
large, dispatchable and close to the PCC.
The synchronisation strategy to synchronise the DG unit’s voltage vg to the PCC
voltage at the utility side vutil is illustrated in Fig. 6.21. As the synchronising unit
is electrically close to the PCC, it is assumed that vg ≈ vPCC. The PCC switch
closes at t = tconn and the synchronisation procedure is active in tconn − Tsync <
t < tconn, with Tsync the duration of the synchronisation procedure. As discussed
above, the VBD controller consists of a dc-power controller with the input com-
ing from the Pdc/Vg droop controller and a voltage controller with input from
the Vg/Vdc and Q/f droop controllers. Here, the VBD controller of the synchron-
ising unit is modified by including an rms voltage synchronisation block, a droop
limiting block and a phase synchronisation block, which are discussed further in
this paragraph. The voltage, phase angle and frequency of the synchronising DG
unit are controlled to their respective PCC values: Vg = Vutil, θg = θutil and
f = futil. These three synchronisation tasks are performed by the three different
control blocks.
The rms voltage synchronisation block changes the output of the Pdc/Vg droop
controller gradually, thus, by using a ramp function, to force Vg to Vutil.
Phase angle synchronisation is enabled by the phase synchronisation block that
control θg towards θutil. Again, a gradual synchronisation is obtained by using a
ramp function. The output of this block is a frequency change, which according to
(4.28) changes the phase angle of the voltage reference. The DG unit’s frequency
is controlled to the grid frequency by using the droop limiting block. This block
turns off the Q/f droop (f = fnom) sufficiently before the synchronisation is per-
formed. In Fig. 6.21, the gain of the droop is gradually lowered until it is off at
t = tconn − Tsync/2. Here, it is assumed that the grid frequency equals 50 Hz, the
same strategy can be used for variable grid frequency, with the difference that dur-
ing synchronisation, fnom in Fig. 6.21 is changed to futil, which can be obtained
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Figure 6.21: Synchronisation: control strategy in the VBD control, with Vg the rms value
of the DG unit’s terminal voltage vg(t)
by using a frequency-locked loop (FLL).
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Figure 6.22: Basic microgrid configuration
6.2.2 Microgrid mode transfer with VBD control: results
A basic and an extended microgrid with mode transition are studied. First, the
islanding procedure is discussed. Second, the transition from islanded to the grid-
connected mode is discussed, and a comparison is made between the cases with and
without synchronisation. It is shown that without synchronisation, large transients
in voltage and current can occur and that the presented synchronisation procedure
is effective to enable a smooth mode transition.
A. Basic microgrid
The considered microgrid, with two DG units and two RL loads, is depicted in
Fig. 6.22. The utility network is modelled as a voltage source of 230 V rms and
50 Hz, i.e., a strong network connected to the microgrid through a line impedance
(R/X = 1). A large parasitic resistance is present in parallel with the inductance
of this line. The parameters of the DG units are: L = 2 mH, C = 3 µF and
Cdc = 1.5 mF. The nominal values are: Vdc,nom = 450 V, Pdc,nom,1 = 1.6 kW,
Pdc,nom,2 = 800 W,Qdc,nom,1 = Qdc,nom,2 = 0 VAr and the constant-power bands
b equal 1 %. As a low-voltage microgrid is considered, the lines in the microgrid
are resistive, here 0.3 Ω [104, 218].
VBD control with transition from grid-connected to islanded mode First, the
transition from grid-connected to islanded mode, i.e., islanding, is considered. The
transition takes place at t = 0.505 s.
The obtained results in Fig. 6.23 show an adequate transition, with limited switch-
ing transients. The DG units operate with VBD control in both modes. The voltage
remains in the 10 % limits. The obtained voltage drop after switching is relat-
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Figure 6.23: Basic microgrid: grid-connected to islanded (— = DG 1; ---- = DG 2; — =
utility network)
ively large due to the small scale of the microgrid studied here, the lack of storage
equipment and the large load burden. Here, only primary control (stabilisation of
the microgrid) is considered. If required, an overlaying secondary controller will
change the set points of the primary controller to force the voltage closer to the
nominal value, enabling voltage restoration on a longer term. This is out of the
scope of this chapter.
The active power of both units is shared according to their ratings and droops. In
steady state for the islanded operation, DG 1 delivers 2.2 kW, while DG 2 delivers
1.1 kW. In both modes, the DG units contribute in the voltage control because of
their small constant-power band as they represent dispatchable units. Therefore, the
active power differs from its nominal value. This enables soft curtailment by the
VBD control in a primary controller. However, as in grid connected mode Vg ≈
230 V, the DG units nearly deliver their rated power, P1 = 1.6 kW and P2 =
830 W. Note that less-dispatchable DG units, with a wider constant-power band,
would exactly deliver their nominal power, i.e., MPP, in this case. In the grid-
connected mode, the DG units operate with power-factor-one as f = fnom because
of the strong utility network. In islanded mode, the reactive power of the loads is
6.2 Transition between grid-connected and islanded mode 267
shared between the DG units. Here, the units deliver equal reactive power because
of the equal droop and equal nominal values of f and Q chosen in this case.
Fig. 6.23(d) shows that in the grid-connected mode, the voltage of DG 1, which is
electrically close to the PCC, differs little from the PCC voltage. After islanding,
the difference becomes larger because of the droop controllers that enable power
sharing.
The simulations show a small islanding transient and a proper operation of the
VBD controller in both modes.
VBD control with transition from islanded to grid-connected mode The
voltage vutil(t) is shifted with pi/3 relative to vg(t). In this way, synchronisation
of vg and vutil is required. The transition occurs at the zero-crossing of vutil, just
before t = 0.5 s.
Without synchronisation procedure
In the first case, the DG units are not synchronised to the utility network, which is
depicted in Fig. 6.24(d). Figs. 6.24(a-c) show extreme transients in P , Q and Vg.
The over-current protection of the DG units or at the PCC may activate. Fig. 6.24(b)
shows some variations in the terminal voltages of the units just after the switching.
The reason is that in this case, there is no synchronisation and, thus, hard switching
occurs.
With synchronisation procedure
In this case, the phase angle, frequency and rms voltage of vg,1 and vutil are syn-
chronised. The obtained results are depicted in Fig. 6.25. Fig. 6.25(d) shows syn-
chronisation of the full waveform.
Note the different scale in the vertical axes of Figs. 6.25(a-c) compared to Figs.
6.24(a-c). The synchronisation transient is significantly lower than in the case
without synchronisation. As the voltage in the islanded microgrid is lower than
the nominal voltage, the power delivered by the dispatchable DG units is signi-
ficantly larger than the nominal value, i.e., a large load burden. Therefore, in the
grid-connected mode, the utility network injects power into the microgrid, forcing
the voltage in the network and the active power of the DG units closer to the nom-
inal values.
During synchronisation, the synchronising DG unit DG 1 delivers a significant
amount of reactive power to synchronise its voltage phase angle with the PCC
voltage. This is due to the large phase angle difference chosen in this case and the
small Tsync. The other DG unit changes its reactive power to maintain a proper
voltage quality and reactive power sharing. The active power of DG 1 increases
during synchronisation to match its voltage with that of the PCC. In the basic mi-
crogrid, a large load, low Pnom, no secondary control to change the set points and
a large initial phase angle difference are chosen such that before synchronisation
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Figure 6.24: Basic microgrid: islanded to grid-connected, no synchronisation (— = DG 1;
---- = DG 2; — = utility network)
the difference in vdg,1 and vpcc is large. In this way, the synchronisation procedure
can be studied in an extreme case.
B. Extended microgrid
The microgrid configuration is depicted in Fig. 6.26 and the parameters are sum-
marised in Table 6.11. The mode transition takes place at the zero crossing of the
voltage just before 0.6 s. The microgrid consists of three constant-power loads
with power factor 0.95. The first load Pload,1 equals 500 W, 150 VAr. The second
load consumes 1 kW, 325 VAr and the third is a 2 kW, 650 VAr load. Also, two
RL loads with the same power-factor are included. Further, the microgrid consists
of three DG units. DG 1 and DG 2 are dispatchable, DG 3 is a unit with a wide
constant-power band, representing a less dispatchable DG unit. The utility network
is modelled as a strong network, with 230 V and 50 Hz and is connected to the mi-
crogrid through a line impedance. The transition from islanded to grid-connected
mode is studied.
Without synchronisation
First, no synchronisation procedure is performed before connecting the microgrid
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Figure 6.25: Basic microgrid: islanded to grid-connected, with synchronisation (— =
DG 1; ---- = DG 2; — = utility network)
Figure 6.26: Extended microgrid configuration
to the utility network. The simulation results are depicted in Fig. 6.27. Clearly, the
mode transfer transients are unacceptable and the protection devices may turn on.
270 Operating modes of a microgrid
Table 6.11: Microgrid case: parameters
Parameter value Parameter value
Cdc 1.5 mF Pnom,3 1.55 kW
Vdc,nom 450 V R1 ,R3 ,R6 0.5 Ω
Vg,ref 230 V R2 ,R4 ,R5 ,R7 ,R8 0.3 Ω
fnom 50 Hz Zload,1 50 + 16j Ω
Pnom,1 1.25 kW Zload,2 75 + 25j Ω
Pnom,2 1.60 kW Zl 0.5 + 0.5j Ω
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Figure 6.27: Extended microgrid: islanded to grid-connected, without synchronisation (—
= DG 1; ---- = DG 2; ---- = DG 3; — = utility network)
With synchronisation
Second, a synchronisation procedure in DG 1 is performed, with Tsync = 0.3 s.
The simulation results are depicted in Fig. 6.28. The voltages remain in the 10 %
limits in both modes. Fig. 6.28(d) shows that synchronisation of the PCC voltage
and the voltage of DG 1 is achieved at the switching instant.
The synchronisation procedure leads to a significant reduction of transient voltages
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Figure 6.28: Extended microgrid: islanded to grid-connected, with synchronisation (— =
DG 1; ---- = DG 2; ---- = DG 3; — = utility network)
and currents (Q, P and Vg) during the mode transfer. Note the different scales of
the vertical axes of Figs. 6.27 and 6.28. In the islanded mode, the terminal voltages
are significantly lower compared to in the grid-connected mode. The reason is that
here, a large load burden is combined with a low total nominal power of the DG
units. In this way, the operation in grid-connected and islanded mode differ signi-
ficantly. The third DG unit, which is little dispatchable, clearly operates at nominal
power, i.e., maximum power point, in both modes. The other units share the load
in islanded mode and operate at rated power in the grid-connected mode as in this
case, Vg ≈ 230 V.
6.2.3 Conclusions
It is shown that VBD control is possible in both modes. In the islanded microgrid,
proper power sharing and voltage control are achieved. An optimised integration
and capturing of the renewable energy is obtained because of the usage of constant-
power bands. In the grid-connected mode, the control strategy does not need to be
altered. Without need for communication, the renewables take part in the voltage
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control by using soft curtailment in case of extreme voltages.
Islanding does not require additional measures as the control strategy does not
need to be altered. For transition from islanded to grid-connected mode, which
is a planned event, communication is used to announce the mode transition. The
synchronising DG unit starts a procedure to synchronise its terminal voltage vg
with vutil. This synchronisation procedure is achieved by altering the VBD con-
trol with an additional term in the Pdc/Vg and Q/f controllers. These controllers
synchronise the rms voltage and the frequency/phase angle respectively. Hence, in
this paragraph, a smooth mode-transfer is achieved by modifying the VBD control
strategy with a synchronisation procedure to connect the islanded microgrid with
the utility.
6.3 Conclusions
In this chapter, first, VBD control is used to avoid on-off oscillations of DG units.
Avoiding on-off oscillations is a significant advantage of the controllers as it avoids
a power quality degradation in the network, avoids life time reduction of the DG
units and enables a larger capturing of the available renewable energy.
Second, VBD control achieves voltage limiting by including soft curtailment in
the DG units. In resistive low-voltage networks, reactive power consumption has a
limited effect on the voltage amplitude, opposed to soft curtailment.
Third, the power sharing modification with VBD and P /V droops is analysed,
which is often mentioned as a disadvantage of P /V droop control. This section
shows that this power sharing modification is often beneficial.
Finally, an additional module is added in the VBD algorithm to enable a smooth
transition of a microgrid between the grid-connected and the islanded mode.
The content of this chapter has been published in [212, 219–221].
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Figure 6.29: One line diagram of 85 node distribution network [216]
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Table 6.12: Line and load data of 85 node distribution network [216, 217] (1)
SN RN Rl (Ω) Xl (Ω) PRN (kW)
1 1 2 0.108 0.075 0.00
2 2 3 0.163 0.112 0.00
3 3 4 0.217 0.149 56.00
4 4 5 0.108 0.074 0.00
5 5 6 0.435 0.298 35.28
6 6 7 0.272 0.186 0.00
7 7 8 1.197 0.820 35.28
8 8 9 0.108 0.074 0.00
9 9 10 0.598 0.410 0.00
10 10 11 0.544 0.373 56.00
11 11 12 0.544 0.373 0.00
12 12 13 0.598 0.410 0.00
13 13 14 0.272 0.186 35.28
14 14 15 0.326 0.223 35.28
15 2 16 0.728 0.302 35.28
16 3 17 0.455 0.189 112.00
17 5 8 0.820 0.340 56.00
18 18 19 0.637 0.264 56.00
19 19 20 0.455 0.189 35.28
20 20 21 0.819 0.340 35.28
21 21 22 1.548 0.642 35.28
22 19 23 0.182 0.075 56.00
23 7 24 0.910 0.378 35.28
24 8 25 0.455 0.189 35.28
25 25 26 0.364 0.151 56.00
26 26 27 0.546 0.226 0.00
27 27 28 0.273 0.113 56.00
28 28 29 0.546 0.226 0.00
29 29 30 0.546 0.226 35.28
30 30 31 0.273 0.113 35.28
31 31 32 0.182 0.075 0.00
32 32 33 0.182 0.075 14.00
33 33 34 0.819 0.340 0.00
34 34 35 0.637 0.264 0.00
35 35 36 0.182 0.075 35.28
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Line and load data of 85 node distribution network [216, 217] (2)
SN RN Rl (Ω) Xl (Ω) Pload (kW)
36 26 37 0.364 0.151 56.00
37 27 38 1.002 0.416 56.00
38 29 39 0.546 0.226 56.00
39 32 40 0.455 0.189 35.28
40 40 41 1.002 0.416 0.00
41 41 42 0.273 0.113 35.28
42 41 43 0.455 0.189 35.28
43 34 44 1.002 0.416 35.28
44 44 45 0.911 0.378 35.28
45 45 46 0.911 0.378 35.28
46 46 47 0.546 0.226 14.00
47 35 48 0.637 0.264 0.00
48 48 49 0.182 0.075 0.00
49 49 50 0.364 0.151 35.28
50 50 51 0.455 0.189 56.00
51 48 52 1.366 0.567 0.00
52 52 53 0.455 0.189 35.28
53 53 54 0.546 0.226 56.00
54 52 55 0.546 0.226 56.00
55 49 56 0.546 0.226 14.00
56 9 57 0.273 0.113 56.00
57 57 58 0.819 0.340 0.00
58 58 59 0.182 0.075 56.00
59 58 60 0.546 0.226 56.00
60 60 61 0.728 0.302 56.00
61 61 62 1.002 0.415 56.00
62 60 63 0.182 0.075 14.00
63 63 64 0.728 0.302 0.00
64 64 65 0.182 0.075 0.00
65 65 66 0.182 0.075 56.00
66 64 67 0.455 0.189 0.00
67 67 68 0.910 0.378 0.00
68 68 69 1.092 0.453 56.00
69 69 70 0.455 0.189 0.00
70 70 71 0.546 0.226 35.28
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Line and load data of 85 node distribution network [216, 217] (3)
SN RN Rl (Ω) Xl (Ω) Pload (kW)
71 67 72 0.182 0.075 56.00
72 68 73 1.184 0.491 0.00
73 73 74 0.273 0.113 56.00
74 73 75 1.002 0.416 35.28
75 70 76 0.546 0.226 56.00
76 65 77 0.091 0.037 14.00
77 10 78 0.637 0.264 56.00
78 67 79 0.546 0.226 35.28
79 12 80 0.728 0.302 56.00
80 80 81 0.364 0.151 0.00
81 81 82 0.091 0.037 56.00
82 81 83 1.092 0.453 35.28
83 83 84 1.002 0.340 14.00
84 13 85 0.819 0.340 35.28
Chapter 7
Integration of the proposed VBD
control in a hierarchical control
structure
The previous chapters focus on primary control in microgrids, e.g., in order to
achieve a stable microgrid operation. Like in the conventional power system, the
set points of the primary controllers should be altered based on non-local informa-
tion, e.g., by means of a secondary controller. This controller can also modify the
constant-power bands of the DG units, loads and storage elements in time, e.g.,
because of specific consumption constraints. This chapter does not discuss how to
determine the secondary/tertiary controller’s set points, how to implement these,
nor the communication issues, etc. The chapter rather provides a general discus-
sion about how to integrate the VBD controller in a hierarchical control structure.
It also emphasizes and explains the need for a hierarchical control structure. For in-
stance, the secondary/tertiary controller can address social issues of the producers
if the physical position in the grid impacts the amount of power one can inject (and
hence also impacts the financial remuneration for the energy delivered to the grid).
Like the primary controller, the secondary controller can tackle technical issues,
but extended with possible economical/societal/environmental objectives.
In § 7.1, the hierarchical control in the conventional electric power system is briefly
revised and the objectives of hierarchical control in microgrids are summarised. In
§ 7.2, it is illustrated how the proposed primary VBD controller can be integrated in
a hierarchical control in the DG units. Also, some examples of secondary control
objectives in microgrids are given. In § 7.3, secondary control in active loads is
discussed and § 7.4 reflects on the VPP concept and its positioning in the microgrid
hierarchical control.
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7.1 Introduction
The transmission network control is based on a hierarchical control scheme with
primary, secondary and tertiary frequency controllers. In the European synchron-
ous system, these three control strategies are characterised by their respective re-
serve [222]. The primary reserve, also called frequency containment reserve, comes
available almost instantaneously (fully available in 30 s and stay available for at
least 15 min) and keeps the system stable, e.g., when losing a generation unit or
to cope with a wrong prediction. The primary control is based on the P /f droops
of the large synchronous generators. The secondary reserve, also called frequency
restoration reserve, comes available in 0.5-15 min (fully available in 15 min max-
imum) to compensate for frequency deviations from the nominal value. The sec-
ondary control is a centralised automatic control based on the area control error
(ACE) signal to restore the operational balance in each control area and to com-
pensate for prediction errors. It brings back the frequency and the interchange
programs to their target values. The tertiary reserve, also called the replacement
reserve, is reserve that requires more than 15 min to become available, and it re-
places the primary and secondary reserves when they are depleted. Tertiary control
is a manual change in the dispatching and unit commitment in order to restore the
secondary control reserve, to manage congestions, and to bring back the frequency
and the interchange programs to their target if the secondary control reserve is not
sufficient. A long-term control is the time control. The Laufenburg control centre in
Switzerland calculates the official Synchronous Time for the UCTE and issues the
commands for its correction to bring it into line with UTC (Coordinated Universal
Time) [222].
In microgrids, hierarchical control is analogous as in the conventional networks.
Here, we only distinct between primary and secondary control, with the following
aims:
• Primary control
– Reliability
– Fast, preferably without communication
• Secondary control
– Can use communication
– More global responsibilities: optimisation, emergencies, coordination
of primary control actions, restoration of pre-agreed consumption pat-
terns, restoration of nominal V and f , control of import/export of mi-
crogrid energy
– Slower, smart grid
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The microgrid hierarchical control is similar with the conventional hierarchical grid
control. However, firstly, the microgrid primary controller should operate faster
due to the lower system inertia, leading to a more dynamical system. Secondly, the
control objectives of the secondary controllers are different: other than frequency
restoration, the microgrid secondary controller can be addressed for economic op-
timisation and coordination of the control actions of the different units. In conven-
tional grid control, economic issues are handled on beforehand, e.g., day-ahead, in
the electricity markets. In islanded microgrids on the other hand, the same is valid,
but the secondary controller can alter the scheduled power as well. The reason
is the small scale of the microgrid, which makes the load and generation vari-
ations more distinct and less predictable. Also, the often high share of renewable
power sources in microgrids compared to in conventional electric power systems
increases the need for a secondary controller that may alter the power schedules.
Another control objective of the secondary controller is to alter the rms grid voltage
when it deviates too much from its nominal value, due to the primary control ac-
tion. Thirdly, in the literature, there are generally three control levels defined, see
table 7.1. Here, the second and third level are considered as one.
7.2 Secondary control of DG units
Secondary control in microgrids is analogous to the secondary control in the con-
ventional network, as shown in Fig. 7.1. In the conventional network, frequency
changes trigger the primary control. In a microgrid with VBD control, the voltage
is the trigger. Secondary control takes over the primary control, when necessary
(e.g., depletion of reserves) or when the control area is responsible for the unbal-
ance, which is rarely an issue in microgrids as they mostly consist of a single area.
In the microgrid, this control hierarchy is applicable for both the DG units and the
active loads, with respectively, VBD control and voltage-based active load control
for the primary control and with set point changes for the secondary control. In the
conventional power system, active load control is not yet exploited profoundly and
is mainly restricted to load shedding (as a last means to stabilise the system) and
different day and night tariffs.
7.2.1 Examples of secondary control drivers
The secondary control changes the set points of the primary (VBD) controller, e.g.,
by shifting the droops. An example of droop shifts is shown in Fig. 7.2, where
the secondary controller is implemented for fuel savings [223]. Fig. 7.2(a) shows
the result of the primary controller, assuming V1 ≈ V2. Accurate power sharing
is obtained, but the two DG units operate at a low output power compared to the
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Table 7.1: Control levels hierarhical microgrid control
level operators functions
grid distribution network • manage operation
operator (DNO) and with several microgrids
market operator (MO) • DNO communicates with MGCC
•MO communicates with market
microgrid microgrid central • restoration or improvement
management controller (MGCC) of voltage amplitude and frequency
• synchronisation microgrid-utility
• load shedding
• optimum of production
(market prices, grid security)
• etc.
local local controllers (LC) • inner control of DER to meet voltage
management and current references (chapter 3)
• power generation control: power
dispatch for a stable operation
(chapters 2 and 4): to avoid circulating
currents between the DG units and
to establish the voltage and
frequency of the grid.
ratings of the units. Hence, to operate more efficiently, one DG unit can be turned
off. This is shown in Fig. 7.1(b), where the droop of DG 1 is shifted such that this
unit turns off and DG 2 takes over the full load, and as such, operates closer to its
nominal power. When the load increases again, the secondary controller shifts the
droop of DG 1 again to the original position, such that this unit turns back on in
Fig. 7.1(c). Shifting the droop can also be the responsibility of the primary control,
i.e., in an automatic control for reliability reasons, triggered by a distinct change of
the grid voltage.
A second example of secondary control is aiming at restoration of the nominal
voltage amplitude and frequency in Fig. 7.3 [109]. In the market (day-ahead for
example), the output power of the DG units is scheduled (Psched). The droops are
determined such that Psched coheres with the desired (nominal) voltage Vdes. How-
ever, when the load or a generator’s output deviates from its scheduled value, the
voltage (or frequency when using P /f droops) deviates from Vdes in Fig. 7.3(a). To
solve this issue, the droops of both DG units can be shifted as shown in Fig. 7.3(b).
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Figure 7.1: Secondary control takes over the primary control: hierarchical control analog-
ous in the conventional grid and the microgrid
In this way, still perfect power sharing is obtained, i.e., P1P2 =
Psched,1
Psched,2
while the
voltage is restored to Vdes. For this, an accurate coordination by means of second-
ary control is required as otherwise the situation of Fig. 7.4 can (temporarily) be
obtained, leading to an inaccurate power sharing.
7.2.2 Secondary set point changes in VBD control
In this section, the usage of communication-based secondary control for DG units
in a microgrid with primary VBD control is discussed. The secondary controller
regulates the voltage or power at pilot points in the microgrid, the voltage at the
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Figure 7.2: Droop shifting for economic optimisation: operation closer to the ratings
Figure 7.3: Coordinated droop shifting for nominal voltage restoration
Figure 7.4: Uncoordinated droop shifting for nominal voltage restoration
PCC or the power exchange between microgrid and utility network. Note that the
latter two objectives can also be achieved with the smart transformer of § 5.3,
without communication inside the microgrid. The set points of the secondary con-
troller are calculated based on an optimisation scheme (e.g., changing the desired
power flow between the microgrid and the utility network, for loss reduction and
to maximise economic revenue or for fuel optimisation) or based on power qual-
ity issues (e.g., changing voltages and frequencies in the microgrid). Secondary
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control can help the DG units to provide ancillary services, which may become an
important feature in the future power system.
Instead of focussing on determining the set points of secondary control, this sec-
tion investigates the influence of the secondary control, its implementation in the
DG units and its interactions with the primary VBD control. The cases of an is-
landed microgrid and (a cluster of) grid-connected microgrids are considered and
the interaction between the primary control strategy and the secondary active power
(voltage) control is studied. For the frequency control, linked with reactive power,
an analogous approach can be followed, which is out of the scope of this section,
but it is expected to be more straight-forward because frequency is a global para-
meter in the microgrid, opposed to voltage. Two options are considered:
1. The secondary voltage control:
• determines a reference voltage for some pilot nodes in the microgrid.
This reference voltage is obtained by modifying the droop or by shift-
ing the Idc/Vg droop controller to change the nominal dc current of the
VSI;
• determines a reference voltage for the point of common coupling
(PCC). As microgrids can be regarded as controllable entities from
the grid operators point of view, the utility network only needs to
communicate this reference to one point, the PCC. The secondary
controller of the microgrid, in turn, determines new set points of the
DG units in the microgrid and communicates those to the units.
2. The secondary power control determines a reference active power exchange
between microgrid and utility network. Again, the grid operator only needs
to communicate to the PCC, and the secondary control takes care of the
control of the DG units in the microgrid.
The secondary control can be based on optimisation inside the microgrid or in
the utility network consisting of multiple microgrids as clarified in Fig. 7.5. For
optimisation in the microgrid, the reference voltages or the power references are
determined for some pilot points. For multi-microgrid optimisation, a reference
PCC voltage or power is determined.
As stated above, the output of the optimisation procedure can either be a reference
voltage or a reference power, this is clarified by using Fig. 7.6. With the new set
points, the secondary controller in the microgrid changes the active power of the
DG units by using (low-bandwidth) communication. To change the active power,
either the droop is changed or the droop function is shifted. As the latter approach
is taken here, a controller with as output a modified Idc,nom for the DG units is
used.
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Figure 7.5: Secondary control for optimisation in the utility network or in the utility net-
work
A. Secondary voltage control
According to the reference voltage, the secondary voltage control strategy calcu-
lates and communicates new set points of Idc,nom to the DG units. The secondary
controller used in this paragraph consists of a centralised controller. This controller
operates at a 100 Hz rate, with output uk:
uk = K1ek +K2uk−1, (7.1)
with K1 and K2 the controller’s parameters and ek = vref,k − vmeas,k in case of
secondary voltage control. The value uk is then distributed to the DG units, by
taking into account their ratings (e.g., by sending uk,i = uk
Pdc,nom,i∑N
i=1 Pdc,nom,i
to the
respective DG units) as well as the width of their constant-power band. The dc
current of the DG unit changes to:
Idc = Idc,nom + uk + ∆Idc,droop, (7.2)
with ∆Idc,droop determined by the Idc/Vg droop control strategy.
Microgrid basic simulation V ?PCC
The microgrid configuration for this simulation is depicted in Fig. 7.7a with open
PCC switch as a microgrid in islanded mode is studied. Both generators use an
Idc/Vg and Vg/Vdc droop control without constant-power band. Initially, they have
nominal dc current 1.5 A. After 1.2 s, the dc current of DG 2 drops with 0.75 A,
e.g., because of less solar input. Starting from 0.45 s, the secondary controller
regulates the PCC voltage to 230 V rms. The output of this controller, a change
of output power, is communicated to both DG units. Here, the case with V ?PCC is
studied, the case where V ?g is set at a pilot node is analogous.
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Figure 7.6: Secondary control overview: voltage secondary control versus power second-
ary control (“⇒” denotes communication)
The simulation results are depicted in Fig. 7.8. In the time span 0 < t < 0.45 s,
the DG units obtain a stable operation with P1 = P2 = 1090 W and V1 = V2 =
234.6 V, because of the symmetrical microgrid configuration and the equal gener-
ators. The initial transient is obtained because the DG units start from an equivalent
grid-connected mode with 230 V rms. In the time span 0.45 < t < 1.2 s, again the
DG units have equal output, but the secondary controller sends negative set points
of power change to these units in order to decrease the PCC voltage to 230 V rms.
A stable operation is obtained and the simulation shows that the secondary con-
troller reaches stable operation in 0.5 s. At t = 1.2 s, the output current of DG 2
decreases. Because of this decrease in output power, the dc-link voltage of DG 2
decreases and the Vg/Vdc droop controller of this units lowers its terminal voltage.
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Figure 7.7: Microgrid configuration: a) basic and b) extended
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Figure 7.8: Microgrid basic simulation VPCC (— = DG 1; ---- = DG 2; — = PCC)
DG 1 also senses lower dc-link voltage and decreases the output voltage as well.
Because of the lower Vg, the dc-current of DG 1 is increased by the primary Idc/Vg
droop controller. The secondary controller operates at a lower rate to restore the
PCC voltage. A stable operation is reached, again with VPCC = 230 V rms forced
by the secondary controller, Vg1 = 232.7 V, Vg2 = 231.9 V, and P1 = 1257 W,
P2 = 880 W.
Extended microgrid simulation with different kinds of DG units
This microgrid configuration is depicted in Fig. 7.7b. Three DG units are active,
the first two DG units use an Idc/Vg and Vg/Vdc droop control without constant-
power band. Initially, they have nominal dc currents 5 A and 4 A respectively, but
after 1.2 s the nominal dc current of DG 2 drops with 1 A. The third DG unit
represents a non-dispatchable unit, e.g. driven by a renewable energy source, with
dc current 3 A. Starting from 0.45 s, the secondary controller is used to control the
PCC voltage to 230 Vrms.
From the simulations, it follows that the secondary control is able to control the
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Figure 7.9: VPCC control, extended microgrid (— = DG 1; ---- = DG 2; · · · =DG 3, — =
PCC)
voltage of a pilot point, here the PCC voltage, to a predefined value, even without
the active participation of DG 3 in the power sharing and secondary control.
B. Secondary power control
Next to set points of voltage (in the microgrid or at the PCC), also a desired power
exchange between a microgrid and the utility network can be determined. Again,
dependent on this reference power, the secondary controller calculates new set
points of power changes of the DG units and communicates these accordingly.
Another option, next to communication-based secondary control, can be the usage
of a back-to-back converter [207] or a smart transformer.
Microgrid basic simulation P ?PCC
The grid-connected microgrid configuration of Fig. 7.7a with closed PCC switch
is considered. The same configuration parameters and transients are used as in the
previous simulation.
The simulation results are depicted in Fig. 7.10. An initial transient is obtained
because the DG units start operating at 230 V. In the time span 0 < t < 0.45 s,
a steady-state is reached, where P1 = P2 = 1008 W. The voltages of the gen-
erators are in the 10 % limits. In the time span 0.45 < t < 1.2, the PCC power
is controlled to a predefined value of 500 W. This forces the DG units to deliver
less active power, namely 798 W each. From the simulation, it follows that the
secondary control achieves steady-state after 0.5 s. The secondary control is, thus,
sufficiently slower than the primary control to avoid interference between both.
The settling time and overshoot of this PPCC controller can easily be modified by
changing the gain and integral term of the PI controller. Also, the change of output
of DG 2 is accurately picked up by DG 1, while the reference PCC power exchange
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Figure 7.10: PPCC control, simple microgrid (— = DG 1; ---- = DG 2; — = PCC)
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Figure 7.11: PPCC control, extended microgrid (— = DG 1; ---- = DG 2; · · · =DG 3, —
= PCC)
is maintained properly by the secondary controller.
Extended microgrid simulation with different kinds of DG units
The microgrid configuration is depicted in Fig. 7.7(b) with closed PCC switch.
The same configuration parameters and transients as in the previous simulation are
used.
From the simulations in Fig. 7.11, a stable operation is concluded. Also, the sec-
ondary controller is able to control the active power exchange between a microgrid
and the utility network effectively.
7.3 Secondary control of active loads
The grid control is currently based on a “load following” strategy, where the gen-
erators follow the load changes without influencing the loads. In the load follow-
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ing strategy, the loads are quasi blind to the state of the network. Interventions to
change the demand are only used in emergency situations [224]. The advent of
large amounts of DG units leads to a relative decrease of dispatchable generators
compared to units with an intermittent variable character, which are often DG units
(e.g., wind, solar). Therefore, the control flexibility of the generators to face the
variability of the loads decreases. Both the production and demand become vari-
able and to adjust them such that production exactly matches demand becomes
more complex. This is especially an issue in small islanded microgrids, but be-
comes more important in the rest of the network as well. As the available storage
capacity is mostly limited, a solution often presented is the usage of active load
control to force the loads to react on the state of the electric power system. Some
advantage of active load control are:
• it can reduce the need for future utility investments and generation assets;
• it can reduce/avoid congestion problems;
• it can reduce (individual) peak loads;
• it can reduce the stress on the network;
• it can avoid the high electricity prices on moments of high (average) load;
• it may increase the penetration limit for DG units while avoiding large sys-
tem upgrades.
If load control is included in a high degree, the load following control strategy
could reverse to a more “generation following” strategy in which the loads com-
pensate the extra rigidity introduced at the supply side. Electrical vehicles (EVs)
are expected to have a large impact on the electrical network, not only because
they can become a large load but also as they can deliver ancillary services to the
network. On one hand, EVs can contribute in the load control by operating as an en-
ergy buffer, thus, shifting the battery charging in time. On the other hand, EVs can
add storage in the network by operating the batteries bidirectionally. An important
aspect that needs to be dealt with is the impact on the life time of the batteries. The
EV owners need to be refunded adequately.
The voltage-based demand dispatch strategy of § 5.1 and Fig. 7.12 operates without
communication, is fast-acting, serves to increase the reliability of the microgrid and
offers flexibility to deal with the increased penetration of renewables in microgrids.
Therefore, it is called a primary load control analogous to the primary frequency
control in the conventional electrical power system. Secondary active load control
can be implemented on a longer time frame and can use communication by ap-
plying smart grid features, analogously as secondary DG control. In this way, the
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Figure 7.12: Active load control strategy based on the grid voltage
secondary controllers take over the primary controllers such that the impact of the
latter on customers is restricted.
7.3.1 Drivers to enable secondary active load control
In order to encourage the loads to change their consumption based on external pa-
rameters, the drivers for the load participation should be considered. These drivers
can be:
1. obligatory. This driver can achieve customer acceptance if it is absolutely
necessary for the stability of the system (certainly in small scale systems).
Therefore, in this case, an automatic load response should be obtained. It is
analogous to the shedding of specific (rural) regions in order to avoid a total
black out.
2. cost advantages: customers acquire financial benefits when participating in
the active load control.
In general, there are two ways of electricity pricing to promote active load control:
incentive-based and time-based pricing. In the incentive-based strategy, dedicated
control systems are able to shed loads in response to a request from the utility.
Incentive-based pricing generally deals with emergency/event-based active load
control, avoiding outages. For time-based pricing, the best-known method is by
using a two-tariff meter to have a lower price during the nights and weekends com-
pared to the day times. In this case, still, the consumers are isolated from the real
market-prices [224]. A newer concept is the smart meter with the ability for remote
communication, which makes pricing based on near real-time prices possible. This
may lead to a more market-based pricing strategy.
Several real-time tariff schemes already exist, such as
• Time-of-use (TOU) pricing with different prices defined over a day, with a
fixed number of timeslots. TOU reflects the average cost of generating and
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delivering power during those time periods. It encourages consumers to shift
their consumption away from periods with high total load to periods with
a lower demand. The prices are typically fixed on a monthly/seasonal basis.
This is analogous to the two-tariff meter, but more differentiation is possible,
e.g., to cope with seasonal effects.
• Real-time pricing (RTP) with typically hourly varying prices, related to the
wholesale market price. Prices are typically fixed on a day-ahead or hour-
ahead basis. RTP allows more gradation in the price compared to TOU pri-
cing. Opposed to TOU pricing, next to seasonal effects, for example, also
intra-day weather effects can play a major role.
• Critical peak pricing (CPP) uses trigger conditions that can change the price.
CPP is often combined with TOU pricing.
For the primary load control, the real-time feature and a huge number of possible
time slots is important, thus, the usage of communication should be kept minimal
(or totally avoided). Primary active load control should, thus, involve an automatic
load response. However, for time-based active load control, based on communica-
tion signals, there will always be a trade-off between communication burden and
number of time slots/different prices/closeness of the information to the time of
usage. Therefore, it is difficult to implement these kinds of communication-based
active load control strategies if they are crucial for the stability of the system, e.g.,
in small scale systems. Consequently, they cannot be used as primary load control
algorithms but merely contribute to the secondary load control.
7.3.2 Active load control in islanded microgrids
In islanded microgrids, the current two-tariff meter for electricity pricing could
have adverse effects on the stability of the network. For example, in microgrids
with a high penetration of photovoltaic panels, relatively much power is injected
during the day-times. In such case, the consumption should be shifted to the sun-
times instead of to the nights. As islanded microgrids are miniature, pilot versions
of the future grids, we can expect the same issues in the conventional network with
rising penetration of DG as well.
Therefore, in § 5.1, we have developed an active load control strategy especially
for islanded microgrids to allow customer response that does not depend on com-
munication. The active load control is included with a constant-power band 2h,
and generally the constant-power band width 2b of the renewable energy sources
should be larger than that of the active loads. Again, the width of the constant
power band is dependent on the nature of the load. Also, loads that allow a lower
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smaller constant-power band should have more financial benefits than those with a
wider band. The pricing for this load response should, thus, depend on:
• the width h of the constant-power band;
• the number and duration of the load shifts.
The primary active load control is effective in case of:
• islanded microgrids with VBD control such that high voltages are mainly due
to generation from non-dispatchable DG units (renewable energy sources)
and combined with a low load.
• grid-connected microgrids: non-dispatchable DG units (renewable energy
sources) can cause over-voltage during periods of low load and high in-
jection. Generally, this is mitigated by conservatively limiting the number
of non-dispatchable DG units. The primary active load control can increase
this maximum allowable number.
The smart grid features can deal with the pricing as the load response should be
automatic and very fast, but the pricing involved may have some delay and can use
bidirectional communication from the controllable load to an aggregation centre.
The secondary active load control can be included for optimisation reasons, and
can operate on a larger time frame. The smart grid plays a major role in this
secondary active load control as it offers bidirectional communication and smart
sensors/devices. Some objectives of secondary active load control are discussed
in [225]:
• communication about the availability of the load : bidirectional information
between the smart appliances and the control centres;
• emergency actions (direct load control);
• coordination of primary active load control actions;
• restoration of pre-agreed consumption patterns after a change by the primary
active load control.
7.4 Virtual power plants
7.4.1 VPP characteristics
Microgrids are an aggregation of DER that can operate both in grid-connected and
islanded mode. An important benefit is that the microgrid presents itself to the
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Figure 7.13: Virtual power plant characteristics
electrical network as a controllable entity. Virtual power plants (VPPs) form an
aggregation of DER as well, but this aggregation can be virtual, thus, software-
based as shown in Fig. 7.13. Hence, the geographical limits of microgrid systems
are removed, but islanding of the whole VPP is often not possible as there is not a
single PCC. VPPs can also consist of an aggregation of microgrids.
By aggregating DER, the VPP can participate in the electricity markets, deal with
congestion problems and optimise voltage profiles in its feeders. As VPPs are
software-based, they benefit from the communication functionalities delivered by
the smart grid.
7.4.2 VPP classification
VPPs can be classified in technical and commercial VPPs (T-VPPs and C-VPPs).
Of course, a VPP generally operates based on a combination of technical and
commercial objectives. A C-VPP aggregates the DER in order to perform market-
related activities, such as energy trading in different markets. The minimum trading
volume in the Belpex day ahead market is 0.1 MWh/h, in the continuous intraday
market segment, it is even 1 MWh/h. The minimum contract volumes are even lar-
ger. These capacity requirements are the biggest hurdles for the participation of
DER in the markets. Therefore, aggregation of DER in a VPP can break the capa-
city threshold for electricity market entry [226]. A second hurdle is the importance
of delivering a reliable service to the markets, for example, to avoid the unbalance
penalties in case of wrong predictions of, e.g., intermittent energy sources. In this
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context, mixed-asset VPPs are a main asset to reduce the risks of the individual
DER technologies.
For T-VPPs, the aggregation is normally directed to provide specific power system
support services, such as for the reliability and power quality of the grid.
Firstly, a T-VPP can contribute to the congestion management. Currently, the DER
are installed in the electric power system without coordination and based on a fit-
and-forget strategy. Because the network operators can often not change the output
of the DER, they limit the installed DER capacity based on the worst-case scenario:
∑
Pmax,DER −
∑
Pmin,load ≤
∑
Pmax,grid. (7.3)
Although this grid limit is only violated a few hours per year, the maximum in-
stalled capacity is limited permanently. By installing a VPP in a certain region,
which requires a limited investment, the DNO and TNO can temporarily limit the
DER capacity when necessary, while allowing for a higher installed energy ca-
pacity. As such, the real capacity factors and coincidence factors can be taken into
account instead of using the conservative approach like in passively operated grids.
This can prevent huge investments of both time and money in grid reinforcement
and allows for a much larger share of renewable sources to be installed.
A T-VPP can also contribute to the voltage profile regulation. This can be done
in a hierarchical control structure. In the primary control of the DG units, conven-
tionally, over-voltage shut down is included. In the future, by means of a droop
mechanism, which can be adopted analogous to the VBD control in islanded mi-
crogrids, voltage profile optimisation can be obtained by gradually changing the
DG output power dependent on the terminal rms voltage, i.e., soft curtailment. In a
secondary/tertiary control, the microgrid/VPP can coordinate the DG units in order
to achieve an optimised voltage profile regulation (e.g., at a minimum cost).
Third, VPPs can play a major role in the oscillation clearance. The classical on-
off control of DG can lead to oscillations in the network, which is demonstrated
in Fig. 6.4. This primary safety function of the sources leads to unpredictable be-
havior. The first unit that reaches its voltage-limit will shut off. Due to tolerances
in the components, it is hard to predict which unit this will be. This leads to low
production rates on the days with the largest potential of renewable energy (e.g.,
wind or solar power). The VPP can solve this issue by providing coordination of
the power changes. The DG output power does not change with 100 %, but with
a value dependent on the terminal voltage of the units. Also, the power decreases
due to over-voltages can be shared more evenly between the available resources,
gaining more (predictable) production for the system as a whole.
Another aspect of VPPs is that aggregation of RES in VPPs makes it possible to
engage the RES in reserve provision. This can be done by deviating from the MPP.
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Solar panels, for example, can deliver a large contribution in the network stability
because of their low inertia enabling a fast response time.
7.4.3 Hierarchical VPP/microgrid control
In this paragraph, a hierarchical control structure is presented in which, firstly,
smart microgrids deal with local issues in a primary and secondary control (re-
source allocation, economic optimisation, control the power exchange between
utility network and microgrid, frequency restoration and voltage profile improve-
ments). Secondly, these microgrids are aggregated in a VPP that enables the tertiary
control, forming the link with the electricity markets and dealing with issues on a
larger scale. The VPP coordinator is responsible for supervision, balancing control,
ancillary services and being the market interface.
For the VPP coordinator, microgrids offer the advantage of presenting themselves
as entities, which reduces the communication and computational burden of the VPP
coordinator. The VPP coordinator only adjusts the power through the PCC, while
inside the microgrid, this power change can be dealt with taking into account all
details of the microgrid in order to obtain an optimal operation.
The VPP coordinator calculates a total desired output power change of the VPP
from information received from the DNO or from the VPP elements, e.g., for the
balancing of the VPP. In order to realise this power change, two strategies are
possible. In the direct control, the VPP coordinator determines a separate power
change for each DER/microgrid and distributes this information to all the DER/
microgrids in the system. The VPP coordinator has, thus, a direct control of its
portfolio of DER and the performance of the system is highly linked with the in-
telligence of the VPP coordinator. It can however lead to problems of scalability,
adaptability and computational burden. In case of a market-based control, the VPP
coordinator uses a VPP market to send price signals to the DER or approves DER
bids [227]. Opposed to the direct control strategy, the decisions for power chan-
ges are made by the DER units locally in order to maximise their profit. The VPP
coordinator can not directly control the DER but has some controllability by chan-
ging the incentives. Both methods require two-way communication, intelligence
and computational ability.
The hierarchical control approach is shown in Fig. 7.14. The primary control is not
determined by the VPP coordinator, hence, analogous to primary control in mi-
crogrids, it is influenced by the DER locally. The output power of the DG units can
be altered according to the state of the network by means of (modified) P /f , P /V
and VBD controllers to enable the units to react on local voltage/frequency chan-
ges for local power quality improvements and a stable VPP operation. In primary
control, only local measurements are used.
This primary control can be overlayed with a secondary control scheme. If applied
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Figure 7.14: Hierarchical control in VPP with microgrids
to VPPs, the secondary control is a control for optimisation inside the microgrid
(analogous to the microgrid secondary control). For example, the secondary con-
troller can undo a primary Pout change of one unit by changing Pout of another
unit, e.g., to reach an economic optimum.
The tertiary control deals with control signals from the DNO to the VPP coordin-
ator or directly to the microgrids/DG units in case they are not part of a VPP. The
tertiary control delivers new set points to the secondary control strategy, that in turn
changes the nominal power in the primary control strategy.
By combining these different levels of controllers, a hierarchical control is formed
where each control level delivers control signals to the lower levels. In case of a
VPP with separate DER, the secondary VPP control can be omitted. In a microgrid
without an overlaying VPP, the VPP tertiary control is omitted in Fig. 7.14. In an
islanded microgrid, there is no tertiary control as defined in Fig. 7.14. In the state-
of-the-art network, the renewable DG units have no secondary and tertiary control:
Pout = Pset, with Pset merely determined by the DER, not by the state of the
network.
7.5 Conclusions
In this chapter, the hierarchical control in a microgrid is considered. First, the sec-
ondary control of DG units is discussed. The influence of this secondary control,
which changes the set values of the VBD controllers, on the system performance is
considered. The secondary controller is able to obtain a reference power exchange
between microgrid and utility (e.g., equal to the scheduled power in the markets)
or a reference PCC voltage (e.g., voltage limiting). Next, the secondary control of
active loads is discussed, which is analogous to secondary DG control. Finally, an
overview of the VPP concept, focussing on hierarchical control, is briefly given.
The content of this chapter has been published in [228, 229].
Chapter 8
Concluding remarks and further
research
In this chapter, the highlights of this work will be summarised, focussing on the
innovative contributions of this PhD thesis. Further, some suggestions for further
research subsequent to this work are given.
8.1 Concluding remarks
The increasing number and the increasing installed capacity of distributed gener-
ation (DG) units, poses a significant stress on the distribution networks and limits
the further penetration of DG. Many of these problems arise because these DG
units are not integrated in the networks in a coordinated manner and are not act-
ively dispatched. Microgrids help to address these issues by aggregating genera-
tion, consumption and storage elements and controlling these assets as a single
entity. A concurrent manner to tackle the actual problems in the electrical grids,
is to make the electrical networks more intelligent, by including more monitoring,
control and communication. It is expected that the grids will become smarter in an
evolutionary manner, with smart microgrids as pioneers in a smarter grid.
An important aspect of microgrids is their ability to operate in islanded mode,
which can increase the reliability of the local system or can enable electrifica-
tion of remote regions in an economic manner. In this context, the main contri-
bution of this PhD thesis is the development of the voltage-based droop (VBD)
control for microgrids in islanded mode. This work focusses on small microgrids,
hence, connected to the low-voltage networks. These networks have specific cha-
racteristics compared to the conventional networks, not only because of the low-
voltage connection, but also because of their smaller scale and specific, mostly
converter-interfaced, generators. Therefore, these networks need designated con-
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trol strategies.
Some existing microgrid control strategies are discussed in chapter 2. The main
contribution of this chapter is that the control strategies are explained by using
coherent figures of the control strategies, making it easy to compare the strategies
and point out the specific advantages and disadvantages. It is concluded that, except
for very small microgrids, the research community is more and more converging
to the control approach without inter-unit communication for the primary control,
i.e., droop control.
The VBD control enables active and reactive power sharing in islanded microgrids,
by determining a specific reference value of the terminal grid voltage. Hence, a
voltage controller is required to control the grid voltage to this reference value.
Chapter § 3 discusses the specific aspects of voltage control in islanded microgrids.
PID-type control is considered and a comparison between direct PID control and
cascaded PI control is made. Cascaded PI controllers are advantageous with respect
to the robustness of the controller.
Chapter 4 presents the VBD control to enable active power sharing. This VBD
controller uses the voltage as trigger for the active power changes of the DG units.
The control strategy also includes constant-power bands to prioritise the power
changes of the dispatchable DG units compared to the renewables. Hence, VBD
control enables to dispatch the renewables, when necessary, in a primary control
strategy to ensure a stable islanded microgrid operation. To also share the harmonic
power, a harmonic power sharing strategy, based on the PR-SHI method developed
in EELAB for grid-connected DG units is added to the VBD control.
In chapter 5, the other microgrid elements, such as loads/storage, synchronous gen-
erators and the transformer located at the point of common coupling of the mi-
crogrid and the utility grid are considered. Because of the small size of microgrids,
sometimes, the DG units cannot ensure a stable microgrid operation. Therefore,
a demand dispatch strategy, complying with the VBD control of the DG units, is
presented. The primary control of the loads, generators and storage elements is
triggered by the terminal voltage and based on constant-power bands, such that an
automatic priority for power changes is implemented in all the grid elements.
In islanded networks, where the voltage is used to trigger active power changes,
e.g., by using the VBD control, this control strategy can counteract with that of
the directly-coupled synchronous generators. Therefore, a control strategy for syn-
chronous generators in the context of VBD control is presented.
Next to the presentation of VBD control for DG units and extended to loads and
storage equipment, another highlight in this PhD thesis is the development of the
smart transformer concept. By using the smart transformer, it is now possible to
live up to one of the most important advantages of microgrids, namely their opera-
tion as controllable entities. The smart transformer can control the power exchange
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between a microgrid and the utility network without the need to change the control
strategy in the microgrid, which can be operated as if it were in islanded mode.
In chapter 6, the grid-connected operating condition of a microgrid is considered.
It is shown that the VBD control can operate in grid-connected mode as well, offer-
ing specific advantages in the voltage control of the distribution networks. When
using VBD control, the renewables can actively participate in the voltage control,
whereas now, they generally shut down entirely in response to overvoltages. Hence,
the VBD control enables soft curtailment of renewables and avoids the on-off os-
cillations that can occur with the current on-off control of DG. This VBD control
can also increase the capturing of the renewable energy potential compared to on-
off control. It is also shown that VBD control leads to a beneficial power sharing
compared to the conventional active power/frequency droop control, which can
reduce the network losses. Finally, the transition between grid-connected and is-
landed mode is considered in this chapter. An additional control loop is added to
the VBD control to enable a smooth mode transfer.
The former chapters focus on the primary control, hence, chapter 7 demonstrates
how VBD control can be included in a secondary control concept by changing the
primary VBD controller’s set points. The microgrid’s primary controller focusses
on technical aspects in order to ensure a stable and reliable grid operation based on
local information. Further technical, economical, societal and environmental ob-
jectives can be achieved by means of a secondary communication-based controller.
In this PhD thesis, the VBD control concept is presented in islanded microgrids,
which was the main aim of this work. Additionally, the other aspects of microgrids
were considered. First, the primary control of the other microgrid elements was
discussed. Secondly, the operating modes other than the islanded mode were stud-
ied.
8.2 Further research
Microgrid research is relatively new and offers high potential to solve some issues
the current electrical grid now faces, hence still, a lot of research in this field is
required. Some suggestions for future research are given below.
• The VBD control is developed for single-phase microgrids. The extension
to three-phase microgrids is an interesting research topic. In literature, often,
the reference voltage (here, provided by the VBD control), is determined
for one phase and then derived for the other phases by shifting this refer-
ence with 120°. However, when also taking unbalanced microgrids into ac-
count, some specific measures may be required. A possible action is to base
the three-phase VBD control on the three-phase PR-SHI method in the PhD
thesis of dr. ir. Bart Meersman.
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• This PhD thesis discusses that a hierarchical control is absolutely necessary
and showed that secondary/tertiary control can easily be fitted in with the
developed VBD control concept by changing its set points. Future research
is required to develop a strategy for determining these set points. A possibil-
ity is the usage of an optimisation procedure, e.g., optimising the economic
income of the microgrid, taking into account the technical constraints, the
specific wishes and needs of the grid elements (societal constraints) and the
environmental objectives. In the context of grid-connected microgrids, the
provision of ancillary services to the electric power system by means of mi-
crogrids is especially interesting. The ancillary services should be coordin-
ated by the secondary/tertiary controllers.
• The main restriction to microgrids is the geographical one. Therefore, by
aggregating microgrids into virtual power plants, further benefit can be
taken from the microgrid concept, while still keeping advantage of the
local nature and aggregation of a microgrid. Aggregated into a virtual
power plant, microgrids can tackle grid issues that are not geographically
confined by providing ancillary services to the grid operators. Analogous as
the development of a management strategy for the hierarchical control in
microgrids, VPP control can be studied. A central or agent-based controller
can be envisioned. Some work concerning virtual power plants is being
done by ing. Brecht Zwaenepoel.
• Finally, this PhD thesis is envisioned as a fundamental research project,
based on an FWO grand. Together with Bart Meersman some experimental
verification is made. Still, this laboratory set-up can be further extended in
future research. Also, the step from a laboratory set-up to a demo-set up
needs to be taken.
Appendix A
Voltage control in islanded
microgrids: other control
strategies
Next to the cascaded and direct PI(D) control, other, less conventional control
strategies are possible as well. Some of these controllers, such as sliding-mode
control and hysteresis control are discussed below.
A.1 Sliding-mode control
In the formulation of the voltage control problem, there is a discrepancy between
the actual model and the mathematical model for controller design as the microgrid
configuration is variable and not known in advance. Still, the required perform-
ance levels have to be met despite the existence of this system/model mismatch.
This leads to the application of robust control strategies, such as the sliding-mode
control technique, which is a nonlinear control. The purpose of the sliding-mode
control law is to drive the system states x(k) (or x(t)) onto a predefined surface s
in the state space and to maintain those there for the subsequent time [230, 231].
Therefore, a control action is selected to ensure that
s(k) = Sx(k) = 0 (A.1)
at a finite time ts = ksTs, with Ts the sample period, and to maintain it there for
k > ks. For k ≤ ks, the system remains stable according to the Lyapunov method
as will be shown further in this section. Also, initially or after a large disturbance,
the bang-bang strategy is applied to drive the system states quickly to the switching
surface with the maximum available control effort. Furthermore, the output of the
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Figure A.1: Sliding-mode control using an inner current control loop and an outer voltage
control loop, control scheme
sliding-mode controller, namely the duty ratio δ for the VSI, is limited to -1 and +1
by using a saturation function.
Sliding-mode control can be applied for the voltage control of an islanded mi-
crogrid as follows. The microgrid system has as controlled input the duty ratio
δ? for the VSI with PWM as shown in Fig. A.1. The sliding-mode controller
has as output this duty ratio and as input the difference between a reference grid
voltage v?g and the obtained grid voltage vg. The sliding-mode control is divided
into two loops: an inner current-control loop (CCL) and an outer voltage-control
loop (VCL). The outer VCL has as input the difference between v?g and vg and its
output iL,ref forms an input of the following inner CCL. The inner CCL controls
iL to iL,ref by changing the duty ratio δ? of the system. A state-space model of the
system shown in Fig. 3.3 is derived from the basic equations (3.1), (3.2) and (3.3).
The state-space representation of the system is
X˙(t) = AX(t) +BU(t) + Ed(t) (A.2)
with X the state vector, U the input vector of the microgrid system and d the state
disturbances:
X =
[
vg
iL
]
U =
[
δ?
]
d =
[
ig
]
. (A.3)
The current ig can be seen as a disturbance because the microgrid configuration is
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not known. The state, input and disturbance matrices in (A.2) are given by:
A =
[
0 1C
− 1L 0
]
B =
[
0
vdc
L
]
E =
[− 1C
0
]
. (A.4)
In [232], discrete-time sliding-mode is proposed with an inner CCL and an outer
VCL. Unlike in [232], the current ig is measured in the approach presented in this
section, for making a proper comparison between the different control methods
and as it achieves a higher robustness. If this current is not measurable, estimators
can be introduced in the control loop. The sliding-mode control strategy is derived
from the discrete version of (A.2):
X(k + 1) = A∗X(k) +B∗U(k) + E∗d(k) (A.5)
where A∗, B∗ and E∗ are the discrete equivalents of the matrices A, B and E in
(A.4), that are derived according to [233]:
A∗ = eATs B∗ =
∫ Ts
0
eA(Ts−τ)Bdτ E∗ =
∫ Ts
0
eA(Ts−τ)Edτ. (A.6)
Further,
y1(k) = C1X(k) C1 =
[
0 1
]
y1 =
[
IL
]
(A.7)
e(k) = y1(k)− y1,ref(k) y1,ref =
[
IL,ref
]
(A.8)
Discretisation of the continuous system gives:
A∗ =
[
1
2e
Ts√−CL + 12e
−Ts√−CL 1
2
√−CL
C (−e
−Ts√−CL + e
Ts√−CL )
−12
√−CL
L (−e
−Ts√−CL + e
Ts√−CL ) 12e
Ts√−CL + 12e
−Ts√−CL
]
(A.9)
B∗ =
−12 {1 + e 2Ts√−CL − 2e Ts√−CL} e −Ts√−CL
1
2
√−CL
L
{
e
2Ts√−CL − 1
}
e
−Ts√−CL )
 (A.10)
E∗ =
 −12 √−CLC {e 2Ts√−CL − 1} e −Ts√−CL )
−12
{
1 + e
2Ts√−CL − 2e
Ts√−CL
}
e
−Ts√−CL
 (A.11)
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First, the inner CCL is derived and the switching surface s is given by
s(k) = y1(k)− y1,ref(k) = iL(k)− iL,ref(k) = C1X(k)− iL,ref(k). (A.12)
The control input should be designed so that the system can track the desired tra-
jectory and consequently, iL would track iL,ref . Ideal sliding-mode is achieved if
the system input U(k) is derived by setting s˙(t) = 0 or in the discrete version:
s(k + 1)− s(k) = 0. Thus, with (A.1), s(k + 1) = 0, with
s(k + 1) = C1X(k + 1)− iL,ref(k + 1). (A.13)
The state space equation (A.5) implies that
s(k + 1) = C1
[
A∗X(k) +B∗U(k) + E∗d(k)
]
− iL,ref(k + 1). (A.14)
The input uCCLeq = U = δ
? of the microgrid system, that is obtained from the
output of the inner CCL, is the control input in order to achieve s(k + 1) = 0, and
therefore:
uCCLeq (k) = (C1B
∗)−1
[
iL,ref(k + 1)− S1A∗X(k)− S1E∗d(k)
]
, (A.15)
or,
uCCLeq (k) = γiL,ref(k + 1) + αX(k) + βd(k), (A.16)
where S1B∗ is reversible since it is a non-zero scalar. Note that the matrices above
are dependent on the filter parameters L and C, that can change due to component
tolerances.
The Lyapunov method is commonly used to determine the stability properties of
the sliding-mode controller. The Lyapunov function can be chosen as:
V (t) = 1/2s2(t). (A.17)
For a stable sliding-mode, the Lyapunov function should satisfy the reaching law
V˙ (t) = s(t)s˙(t) < −η‖s(t)‖, (A.18)
as long as s(t) 6= 0 and with η some strictly positive scalar. The discrete version of
the reaching condition, with s(k) 6= 0, can be evaluated from:
s(k)[s(k + 1)− s(k)] < −η‖s(k)‖, (A.19)
meaning that in case of a positive error s, this error will decrease, and vice versa
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for a negative s, thus, the error decreases in absolute value. For this purpose, the
equivalent control in (A.16) is augmented by a switching control term uCCLsw (k)
such that U(k) = δ?(k) becomes
U(k) = uCCLeq (k) + usw(k) (A.20)
With (A.14), (A.19) becomes
s(k)
[
C1
{
A∗X(k) +B∗
[
uCCLeq (k) + u
CCL
sw (k)
]
+ E∗d(k)
}
− iL,ref (k + 1) − s(k)
]
< −η‖s(k)‖ (A.21)
and by using (A.15):
s(k)
[
C1A
∗X(k) +
[
iL,ref (k + 1)− C1A∗X(k)− C1E∗d(k)
+ C1B
∗uCCLsw (k)
]
+ S1E
∗d(k)− iL,ref (k + 1)− s(k)
]
< −η‖s(k)‖
(A.22)
or,
s(k)
[
S1B
∗uCCLsw (k)− s(k)
]
< −η‖s(k)‖ (A.23)
Therefore,
uCCLsw (k) = −Ksign(s(k)), (A.24)
as C1B∗ is positive and reversible. The reaching condition becomes:
s(k)
[
− (C1B∗)Ksign(s(k))− s(k)
]
< −η‖s(k)‖, (A.25)
which is valid for all possible C and L if C1B∗K > η, defining K.
Also, other sliding surfaces can be introduced to achieve a satisfactory performance
level [234]. Remaining on the switching surface may require infinitely fast switch-
ing. In practical microgrid applications however, the system has imperfections,
such as parasitic dynamics and switching nonidealities. These can lead to chat-
tering phenomena caused by the finite switching time in case of classical sliding-
mode control. Chattering appears as a high frequency oscillation near the switching
surface. It is undesirable, since it involves high control activity and may excite the
neglected high-frequency dynamics of the microgrid system. Therefore, chatter-
ing must be reduced. Many approaches are proposed to counteract the effects of
the chattering phenomenon, such as the continuous approximation to smoothen
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Figure A.2: Sliding-mode control: usw (—: continuous structure with (A.26), ----: boundary
layer)
the discontinuity in (A.24) or the boundary layer method [235–239]. A boundary
layer φ can be defined in which the discontinuous control input uCCLsw is adapted,
where if |s| is small, the switching amplitude is lowered. The discontinuous uCCLsw
can be approximated by an appropriately chosen continuous structure for the sign-
function [236, 237]:
uCCLsw = −
Ks
|s|+ δ , (A.26)
also shown in Fig. A.2 and with δ >0 and K a scalar.
For the outer voltage control loop, an analogous derivation is made. The value of
U (k)= uCCLeq (k) that is determined in the CCL, is included in the state equation
(A.5) such that
X(k+ 1) = A∗X(k) +B∗
[
γi∗L,ref(k) + αX(k) + βd(k)
]
+E∗d(k). (A.27)
The input of the outer VCL is the difference between vg and vg,ref and its output
uVCLeq is the reference current iL,ref that forms an input of the inner CCL. In the
VCL, uVLCeq = iL,ref and y2(k) = vg(k) = C2X(k). Hence,
X(k + 1) = AdX(k) +Bdu
VLC
eq (k) + Edd(k) (A.28)
and
Ad = A
∗ −B∗(C1B∗)−1C1A∗ Bd = B∗(C1B∗)−1 (A.29)
Ed = E
∗ −B∗(C1B∗)−1C1E∗ C2 =
[
1 0
]
(A.30)
The sliding-mode controller is determined according to
s(k + 1) = 0 = y2(k + 1)− y2,ref (k + 1) (A.31)
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s(k+ 1) = 0 = C2(AdX(k) +Bdu
VLC
eq (k) +Edd(k))− vg,ref(k+ 1) (A.32)
Such that:
uVLCeq = (C2Bd)
−1 [vg,ref(k + 1)− C2AdX(k)− C2Edd(k)] (A.33a)
uVLCeq = λvg,ref(k + 1) + µX(k) + ρd(k) (A.33b)
The control strategy is summarised in Fig. A.1. Also in the VCL, uVCLsw is determ-
ined according to the Lyapunov method. An advantage of sliding-mode over the
direct and cascaded control strategies is that if changes in the filter parameters C
and L occur, a simple change of the matrices in the previous equations can be made
automatically. PID and PI regulators can also be tuned automatically by using heur-
istic rules such as the Ziegler and Nichols rules, but often, a better performance is
obtained when manual tuning is applied. A disadvantage is that the sliding-mode
control requires more computational burden as compared with the PID and PI reg-
ulators. However, all the matrices are calculated on beforehand, which limits the
computational burden of the controllers.
A.2 Hysteresis Control
Second, the hysteresis control strategy can be applied for microgrid voltage con-
trol. In the basic implementation, a hysteresis controller changes its output states
only when a given input leaves a given interval (hysteresis band). Therefore, if the
microgrid voltage vg exceeds the upper hysteresis limit v?g + h, the controller goes
in the off-state, making vs equal to -vdc. In this case, the transistors T1 and T3
in Fig. 3.3 are blocked while T4 and T2 conduct, decreasing vg. Then, if the lower
voltage limit v?g−h is reached, the controller goes in the on-state, making vs = vdc:
vs =
{
−vdc if vg → > v?g + h
vdc if vg → < v?g − h
(A.34)
The hysteresis control technique is easy to implement as it does not require any
control system analysis, leading to an independence with respect to load parame-
ters. This feature makes it interesting for microgrid applications, as the microgrid
configuration is variable and unpredictable. Also, the simplicity of the controller is
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an important factor as a large number of small DER are connected to the microgrid.
Furthermore, a simple controller is often less expensive, making it interesting for
small-scale, residential applications. The other main advantages of hysteresis con-
trol are good robustness, high control bandwidth, lack of tracking error, fast re-
sponse and good accuracy [142,143,240]. Although simple and robust, this control
technique is characterised by the disadvantage of producing a varying switching
frequency. The actual switching frequency depends on the input filter of the VSI,
the width 2h of the hysteresis band and the operating conditions [241]. An advant-
age of this control method is that the switching process is random by nature, avoid-
ing switching peaks in the spectrum. However, the varying switching frequency is,
in general, responsible for various problems, from the difficulty in designing the
input filters to unwanted resonances in the microgrid [242]. A number of proposals
are put forward to overcome this variable switching frequency [143,240,243,244],
such as automatically adjusting the tolerance band. These however result in more
complex control schemes. The other control strategies in this PhD thesis use a fixed
switching frequency, but most require a control-oriented modelling of the system.
In the simulations of § A.5, the hysteresis controller is tuned with a hysteresis band
of 0.2 V.
A.3 Linear Quadratic Regulator (LQR)
In the next control scheme, a linear-quadratic regulator (LQR) is used for the
voltage control of an islanded microgrid. The state-space representation for tun-
ing the LQR is derived by using (A.2):
d
dt
iL
vg
 =
 0 −
1
L
1
C
0

iL
vg
+

vdc
L
0
[δ?]+
 0
− 1
C
[ig] . (A.35)
The matrices A, B and E in the state-space representation are transformed to their
discrete equivalents A?, B? and E? by including the switching frequency of the
VSI semiconductor switches, analogously as in § A.1.
The LQR method involves the determination of an input signal that takes a system
from a given state to a final state while minimising a cost function J . This cost
function is determined by:
J =
k=∞∑
k=0
(XkQkXk + UkRkUk + 2XkNUk) (A.36)
with Q ≥ 0, R > 0 and here, N = 0. To minimise the cost function J , the
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Figure A.3: LQR, control scheme
following state feedback law is presented:
Uk = −(R+B?TMB?−1)B?T (MA?Xk +Md+ r)
= −KXk −K ′(Md + r), (A.37)
with r an auxiliary variable depending on A?, B?, M , R, G and d; and M the
solution of the algebraic Riccati-equation:
M = A?TMA? −A?TMB?(R+B?TMB?)−1B?TMA? +Q. (A.38)
As the system state is not controlled to zero, but vg is controlled to v?g , also this
set value is included in the LQR controller as shown in Fig. A.3. Therefore, the
state variable Xk in the cost function J of (A.36) is replaced by Xk −Xk,ref . The
output Uk of the LQR in (A.37) now becomes Uk,ref−K(Xk−Xk,ref), with Uk,ref
derived from the feed-forward component δff .
One of the disadvantages of LQR is the computational burden in finding an ana-
lytical solution of the Riccati equation, but this can be done off-line. An advantage
of the LQR, is that the control is optimal with respect to the operating cost of the
system. The standard LQR is inherently robust, which is derived from Nyquist as
the phase margin is larger than pi/3 and the gain margin is two. This is an import-
ant feature for the microgrid application. However, it should be noted that stability
can only theoretically be guaranteed if the used model is in good agreement with
the reality. The usage of observers or the occurrence of measurement error and the
value of the maximal switching frequency of the VSI can affect this. Furthermore,
this regulator requires a control-oriented modelling of the system. If a mismatch
due to model inaccuracy, system changes or non-linearities occurs, the resulting
controller can degrade. Therefore, also the robustness to parameter variations is
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studied further in this paragraph. In this field, also adaptability can be studied, by
adaptive LQ controllers. However, in this case, an on-line calculation concerning
Riccati needs to be introduced, which is here avoided for the simplicity of the mi-
crogrid controllers.
A.4 Fuzzy Logic Controller
A disadvantage of PI and PID controllers is that they are fixed-gain feedback-
controllers. Therefore, they cannot adapt to variations of the system parameters
and also, the system modelling and the controller parameter tuning have to be done
before implementing the controller. To have a controller that is well-tuned for a
whole range of operating points without retuning the controller for different oper-
ating conditions, a fuzzy logic control system analogous to [245] is studied, which
does not need a system model. In general, fuzzy logic does not require precise,
noise-free inputs, is inherently robust and can control nonlinear systems that would
be difficult to model.
A fuzzy control is a control based on rules rather than on mathematical equations
and system models, which is advantageous for microgrid applications in limiting
the computational burden and dependency on a system model. The controller is
composed of three parts: fuzzification, calculation of the rule matrix membership
degree and defuzzification. The error e and rate-of-change-of-error de are con-
sidered and divided into seven subsets: from negative big (nb) over zero (zr) to
positive big (pb) as shown in Table A.1. During fuzzification, the measured val-
ues of e and de are associated with a weighting factor for each of the seven fuzzy
subsets. Triangular membership functions as in Fig. A.4 are selected for these sub-
sets. Here, the e-vector is derived by fuzzification of er(k) = vg,ref(k) − vg(k).
The nb value is chosen as -100, pb as +100, zr = 0, and analogous for the val-
ues inbetween. For example, if er ≤-100, e = [1 0 0 0 0 0 0], if er = -66:
e = [0 1 0 0 0 0 0] and if er is between -66 and -100: e becomes
[
−er − 66
100− 66
100 + er
100− 66 0 0 0 0 0]. (A.39)
The de-vector is derived analogously, now with er(k) = [vg,ref(k) − vg(k)] −
[vg,ref(k− 1)− vg(k− 1)] and the pb value is here 10. After fuzzification, the rule
matrix R of Table A.1 is formed, where the (i-j)-th element equals min(ei,dej).
Further, the root-sum-square (RSS) method for defuzzification is applied to the
rule matrix in order to determine the degree of membership for the output nb to pb,
for example for the degree of membership of nm (Dnm):
Dnm =
√
R(1, 5)2 +R(2, 4)2 +R(3, 3)2 +R(4, 2)2 +R(5, 1)2 (A.40)
A.5 Comparison of the regulators 311
pbpmpszrnm nsnb
emaxemin
0
0
1
0.5
Figure A.4: Fuzzy Logic: membership functions e and de
Table A.1: Fuzzy Logic: Rule matrix with seven fuzzy subsets
e de
nb nm ns zr ps pm pb
nb nb nb nb nb nm ns zr
nm nb nb nb nm ns zr ps
ns nb nb nm ns zr ps pm
zr nb nm ns zr ps pm pb
ps nm ns zr ps pm pb pb
pm ns zr ps pm pb pb pb
pb zr ps pm pb pb pb pb
Finally, summation of these values with their respective degree of membership
(given below) gives the input duty ratio δ? of the VSI with PWM:
δ? = −1·Dnb+−2
3
·Dnm+−1
3
·Dns+0·Dzr+ 1
3
·Dps+ 2
3
·Dpm+1·Dpb (A.41)
An advantage of the fuzzy logic technique for microgrid voltage control is that it
can easily be implemented as an offline pre-calculated lookup table. More com-
putational burden is needed than for the hysteresis controller, but less compared
to the other control strategies described in this chapter. Furthermore, no model is
required for controller tuning, but the performance still depends on the knowledge
and expertise of the designer in determining the fuzzy subsets nb to pb values of e,
de and the membership degrees to calculate δ?.
A.5 Comparison of the regulators
In the following, the regulators are simulated and compared. According to the pre-
vious paragraphs, the controllers are tuned following current best-practice meth-
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ods. From the previous paragraphs, it can be concluded that the controllers differ
significantly in ease of implementation and computational burden. The hysteresis
controller can easily be implemented and does not require complex computational
effort or model knowledge. The fuzzy logic controller has also a reduced design
complexity as no model is required, but here, some expertise is required to de-
termine the fuzzy subsets. PI and PID controllers are rather easy to implement,
but need parameter tuning and model knowledge. The computational burden of
sliding-mode and LQR controllers is higher as more equations are to be solved.
For the LQR, the nonlinear Riccati equation needs to be solved.
In [142], several current-control techniques for active power filters are compared. It
is concluded that as the performances of all the studied controllers is rather similar,
the best solution should strongly be influenced by the ease of implementation and
the execution time. This further illustrates the advantages of the fuzzy logic, hys-
teresis and PI(D) controllers over the others. In [142], the steady-state and transient
performance are considered, and here, this strategy will also be followed. Also, the
robustness of the controllers, which is very important in microgrid applications,
will be analysed.
The controllers are compared under different microgrid configurations, with the
emphasis on the tracking performance and robustness. For these simulations, Mat-
lab Simulink is used. First, the controllers step responses are studied, and next,
the steady-state performance, transient performance and the noise sensitivity. Fi-
nally, a dynamic profile is given for checking the parameter sensitivity. As stated
above, the power controller to determine the reference values of the grid voltage
(frequency and amplitude) is not considered. As the focus is on the voltage control
loop, the reference values are chosen in advance. The dc-bus voltage Vdc equals
400 V. In the simulations, the sampling frequency is 10 kHz. In general, increasing
this sampling frequency can improve the controllers, but with higher VSI switching
losses.
A.5.1 Step response
First, the voltage set value follows a step function that turns on from 0 to 230
√
2 =
325 V at a time t = 20 ms. The microgrid load consists of a resistive load R of
25 Ω in series with a line resistance Rl of 0.33 Ω, which is realistic in the low-
voltage microgrid application.
In Fig. A.5, the step responses of the cascaded PI controllers, the direct PID con-
troller and the hysteresis controller are compared. The cascaded controller shows a
good tracking performance, but with some overshoot. The direct controller on the
other hand has a slower response, also some overshoot and even a small tracking
error, which is caused by the lack of system information. The direct controller con-
trols the grid voltage under the assumption that the grid current ig is zero. From
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Figure A.5: Step response: grid voltage vg with its reference value (— = desired, — =
cascaded control strategy, ---- = direct control strategy, — = hysteresis control)
this, it can already be concluded that this lack of system information causes a de-
teriorated tracking performance. This illustrates the importance of the inner current
control loop, where the cascaded control strategy is based upon. The hysteresis
controller shows a good tracking performance but with oscillations and therefore,
a larger settling-time. This was expected because of the simplicity of the control-
ler that does not require a model. In general, these controllers show a promising
performance as in the practical microgrid the voltage changes are much smaller.
In Fig. A.6, a comparison of the step responses of the cascaded, LQR, fuzzy logic
and sliding-mode controllers is shown. Note the smaller simulation time in this
figure as compared with Fig. A.5. These controllers show a better step response
than the direct and hysteresis controllers. Especially, the LQR and sliding-mode
control strategies obtain a smaller overshoot, rise time and settling time. The fuzzy
logic controller also shows a good step response, even without the need for a system
model.
As the microgrid does not operate in dc, comparison of the settling time, over-
shoot, rise time and tracking error is not sufficient for comparison and verification
of the validity of the controllers. Furthermore, some controllers mentioned above
are nonlinear controllers. For linear systems and linear controllers, standardised
quality measures exist since the linearity makes it sufficient to check some cases
and all possible behaviours of the regulated system are known as a linear com-
bination of these basic cases. For nonlinear systems on the other hand, this is not
possible.
Therefore, some possible worst-case options are studied. For example, as the con-
trollers are applied for microgrid voltage control, it is not necessary to change the
microgrid load with 100% as one single VSI is not burdened with the overall mi-
crogrid control. Also, the voltage and parameter changes can also be assumed to
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Figure A.6: Step response: grid voltage vg with its reference value (— = desired,— =
cascaded control, -·-·-· = fuzzy logic control, — = LQR, — = sliding-mode control)
stay under the microgrid limits, e.g., the microgrid voltage should remain between
-10% and +10% of the nominal voltage. The voltage limiting in microgrids is usu-
ally provided by power changes of the distributed generators, demand-side man-
agement, control of the storage elements and protective measures. Also, changes
of the (filter) parameters can be assumed small, as good microgrid control assumes
proper maintenance and parameter identification.
A.5.2 Sinusoidal response
In this simulation, the microgrid configuration is not changed, but the grid voltage
set value is sinusoidal with 230 V rms value and 50 Hz frequency. The different
vg(t) trajectories are compared in Fig. A.7.
In Fig. A.7(a), simulations are shown for the hysteresis control strategy. A zero
phase error is obtained when considering a full period. The output voltage ripple is
higher than the window of the hysteresis comparator, this is due to the discrete-time
control, introducing delays [246]. The oscillations of the obtained voltage around
the desired one were also shown in the step response and could be reduced by
reducing the hysteresis band, but then, the switching losses would increase. The
main disadvantage is the varying switching frequency and a somewhat rough op-
eration. In [242], hysteresis and PI controllers are also compared in active filter
applications, where, for this purpose, the hysteresis controller was superior. This
was mainly due to the limitation of achievable regulator bandwidth for PI control-
lers.
The simulation results for the direct controller are depicted in Fig. A.7(b). A relat-
ively good voltage tracking is obtained, but a small tracking error is shown. This
amplitude error was also shown in the step response of this controller. As men-
tioned above, this is due to the lack of system information as compared with the
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cascaded controllers.
From Fig. A.7(c), it follows that a good voltage tracking is obtained by using the
cascaded controllers. The phase difference between the obtained and the desired
grid voltage as well as the amplitude error are negligible. A small tracking error is
inherent to the control of ac-values with PI controllers. Thanks to the feed-forward
term included in the cascaded control algorithm, the cascaded control loops and the
low frequency of the set value compared with the bandwidth of the controller, this
error is however negligible in the application of microgrid voltage control. Also,
resonant controllers1 can be used and the results of Fig. A.7(c) are similar to this.
From the sliding-mode control depicted in Fig. A.7(d), a good voltage tracking
with a phase error is concluded. This error is still very small, certainly if the choice
of a very small scope in Fig. A.7(d) is taken into account.
The LQR control is depicted in Fig. A.7(e). In conclusion, in this control method, a
higher amplitude error is obtained, but the voltage tracking performance and phase
error are still good.
The voltage tracking with the fuzzy logic controller has a high quality as is depic-
ted in Fig. A.7(f).
For comparison of the performances of the controllers, a performance indicator
PerI, with
PerI =
1
K
√∑k0+K
k=k0
(vg(k)− vg,ref(k))2
230
√
2V
(A.42)
is proposed, determining the rms value of the error and here, k0 denotes the time
t = t0 = 0.045 s andK corresponds with one fundamental period of 0.02 s. PerI is
calculated for the different control strategies and this is summarised in Table A.2.
All the control strategies have a PerI in the same order of magnitude, except the
cascaded and the fuzzy logic controllers. Therefore, the performances of the con-
trollers are similar, with a very low PerI, and thus a very good tracking performance
for the cascaded control and the fuzzy logic control. The PerI of the sliding-mode
control is higher due to the small phase lag. The PerI of the LQR is slightly lower
as compared to the sliding-mode as the tracking error is mainly present in the peak
values and not in the overall period.
A.5.3 Transient response: load change
While the steady-state performance of the studied controllers is similar, the transi-
ent performance can differ. Therefore, also the robustness to changing conditions
of the studied grid is faced. A load change in the microgrid is studied. In the first
1Resonant controllers are equivalent to PI controllers, but achieve zero steady-state error at selec-
ted frequencies
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Table A.2: Performance indicator (PerI) of the controllers: sinusoidal response
control strategy PerI (∗10−4)
hysteresis control 2.3218
direct control 1.6716
cascaded control 0.0995
sliding-mode control 5.3120
LQR control 2.5343
fuzzy logic control 0.4863
0.06 s, the load equals the previous load of 25 Ω. After 0.06 s, a second resistance
of 25 Ω switches on in parallel, meaning that the overall load resistance halves.
The predefined grid voltage set-value remains unchanged.
The voltage transient with the hysteresis controller is negligible, and a good track-
ing performance is obtained under both conditions of load resistance. The transient
is almost invisible in Fig. A.8(a). From this section and [143], it is concluded that
the main advantages of the hysteresis controller compared to, e.g., the PI(D) con-
trollers, are simplicity and independence of parameter changes.
The simulation results from the direct control are shown in Fig. A.8(b). A good
voltage tracking with a small amplitude and phase difference between the refer-
ence and the obtained value of the grid voltage and a small transient are shown.
Even here, with a 50% change of load, the transient does not induce stability prob-
lems as the voltage is quickly restored.
For the cascaded control, a good voltage tracking with a small transient is shown
in Fig. A.8(c). A slightly better tracking performance than in the case of the direct
controller is obtained, which is mainly achieved by the inner CCL.
The simulation results of the sliding-mode controller are depicted in Fig. A.8(d).
The simulations show a good voltage tracking performance under variable load.
The transient phenomenon shows some small, very quickly damped oscillations
and the reaction quality to load change is comparable with the cascaded control
strategy.
From the LQR control depicted in Fig. A.8(e), the transient behaviour is compar-
able with the cascaded control, but the error is larger, equivalently to Fig. A.7(e).
With the fuzzy logic control, a small transient is depicted in Fig. A.8(f). A good
tracking performance is obtained without the necessity of a model of the system.
The overall performance of the cascaded control is better, but a system model is
crucial for tuning the PI controllers properly.
This chapter focusses on the most widely known control strategies, with the em-
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phasis on simple and robust controllers that can be implemented in small distrib-
uted energy sources. Overall, for this changing microgrid configuration, possible
further improvements could be made by including adaptive controllers. Adaptive
control can be implemented to try to automate the whole tuning procedure of the
controllers (self-tuning regulators) or to make it adaptive for time-varying system
parameters. An adaptive regulator is inherently nonlinear and is more complicated
than a fixed-gain regulator (requiring an on-line estimation of the time-varying pa-
rameters). In [233], it is stated that there are many cases in which a constant gain
feedback can do as well as an adaptive regulator. In the microgrid, the cascaded
control, for example, already provides good results, can cope well with the vari-
ation in system dynamics and can be implemented more easily. Therefore, here,
adaptive controllers are not considered.
A.5.4 Noise sensitivity
The direct, hysteresis and fuzzy logic control strategies have the advantage that
their robustness to measurement error or noise in the current iL is infinite, because
they do not depend on iL as no measurements or estimations of this current are
necessary. The cascaded, sliding-mode and LQR regulators on the other hand, de-
pend on this measurement, but give sufficient robustness to iL. In this paragraph,
the noise sensitivity in vg is studied by means of a white-noise error added to the
measurement of vg. This noise is a band-limited normally distributed noise with a
maximum value of 15 V, which can be a very large measurement noise. In the next
simulation, the load consists of the previous resistive load of 25 Ω.
The hysteresis control strategy of Fig. A.9(a) shows a low robustness to noise if
compared with the other controllers. Large oscillations around the voltage set value
are depicted.
The simulation results of the direct controller are shown in Fig. A.9(b). In this sim-
ulation, the voltage tracking performance is low. This is caused by the lack of the
inner CCL loop, resulting in a controller that depends on the measurements of vg
only. Furthermore, the derivative term in the PID controller can give an amplifica-
tion of the measurement noise. Therefore, the gain of the derivative can be limited
according to [233].
The simulation results of the cascaded control are depicted in Fig. A.9(c). This
control strategy shows a good tracking performance and low noise sensitivity as
the difference between vg and v?g remains very small.
The simulation results of the sliding-mode controller in Fig. A.9(d) show that this
controller is robust as the controller remains stable and the obtained oscillations
are limited.
The LQR control depicted in Fig. A.9(e) shows low noise sensitivity as a small
error between vg and vg,ref is obtained, but this error is larger compared with the
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Table A.3: Performance indicator (PerI) of the controllers: noise sensitivity
control strategy PerI (∗10−4)
hysteresis control 7.526
direct control 9.993
cascaded control 0.6697
sliding-mode control 10.69
LQR control 4.094
fuzzy logic control 1.859
cascaded controller.
From Fig. A.9(f), a good noise sensitivity of the fuzzy logic controller is concluded,
even without the need for a model to tune this controller.
The fuzzy logic, LQR and cascaded controllers obtain the best voltage tracking
performance under measurement inaccuracy. The noise sensitivity of all controllers
can also be improved by using external measures, such as by including a well-tuned
low-pass filter (LPF) before each measurement. This leads to the disadvantage of
introducing a phase-lag, which should be compensated for. This LPF is omitted in
the simulation of the noise sensitivity in order to make a good comparison between
the controllers.
The PerI is also calculated in table A.3, the best PerIs are obtained by the cascaded
control, LQR control and fuzzy logic control. Higher PerIs are calculated for the
hysteresis control, direct control and sliding-mode control, the latter has a higher
PerI as compared with the hysteresis controller due to the small phase lag occurring
over the entire period.
A.5.5 Dynamic profile and parameter sensitivity
For the controllers with the best overall performance in this microgrid application,
the cascaded, LQR and fuzzy logic controllers, a dynamic profile is implemented.
It is interesting to study the robustness of the microgrid system to perturbations
that may be introduced because of component tolerances.
Therefore, in the following simulations, the real filter capacitance is half the capa-
citance upon which the controllers are tuned. The implications are twofold. First,
with this simulation, the robustness to parameter variation with a mistuned control-
ler can be studied. Secondly, a lower filter capacitor indicates higher grid voltage
changes, which is also disadvantageous for the voltage tracking and the overall grid
stability.
Furthermore, at a time t = 15 ms, the microgrid load resistance halves analog-
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ous as in § A.5.3 and at t = 35 ms, the grid voltage’s set-value decreases with
100 V. The latter is a very high voltage change, which will not occur in realistic
grid applications. In this way, a very high transient can be studied. Also, a longer
simulation time is shown in Fig. A.10.
From Fig. A.10, it is concluded that these controllers show a good robustness to
parameter variations as, despite the large parameter inaccuracy of 50%, still good
tracking performance is obtained. Under the load change, the controllers show a
very small, quickly-damped transient that is almost invisible in Fig. A.10. Also,
after the 100 V change of set-value, the tracking is quickly restored. The LQR and
fuzzy logic controllers show the smallest transient. In [143], fuzzy logic self-tuned
PI controllers are compared with conventional PI controllers, where it is also shown
that the transient overshoots can be reduced by implementing fuzzy logic. Note that
also for the cascaded controllers, the tracking is sufficient as a 100 V change of set
value is not tolerable in microgrids.
A.5.6 Summary and conclusions
In this paragraph, the grid voltage control is studied under different loads, transi-
ent effects, noise and other disturbances for six different control strategies. Fur-
thermore, the principles, advantages and limitations of the controllers have been
examined and a comparison of the design complexity has been made.
The implemented sliding-mode regulator has the advantage that an easy retuning is
possible under changed filter parameters by adjusting the state matrices. A disad-
vantage of this controller is the presence of a small phase-lag between the desired
and obtained grid voltage vg.
The direct controller does not require an inner current control loop, hence does not
depend on measurements or estimations of ig. Some disadvantages of this regulator
are the high noise sensitivity, the necessity of tuning a PID regulator and the lower
system knowledge as ig is unknown.
For more system knowledge, the cascaded control uses both an inner current and
an outer voltage control loop. Therefore, a disadvantage is that two PI controllers
(or at least a PI-P combination) need to be tuned, requiring a system model. An
advantage is its good voltage tracking, overall good performance and also, usage
of well-known PI controllers. However, the controllers are tuned under a particular
operating condition and need to be designed to guarantee fast and stable voltage
regulation under different microgrid configurations. It is shown that they show low
noise and parameter sensitivity, if well-tuned.
The LQR configuration shows sufficiently good tracking performance and has the
same advantages in retuning as the sliding-mode controller. Another advantage of
LQR is that no inner current control loop needs to be implemented and still, a good
performance is obtained. The noise and parameter sensitivity of LQR is better than
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for the implemented hysteresis, direct and sliding-mode controllers, and compar-
able with the fuzzy logic and the cascaded control.
The hysteresis and fuzzy logic controllers show good tracking performance without
the need for a model, hence the control is not distorted by model inaccuracy and
parameter variations. This is an important advantage of these controllers. Further-
more, next to the good tracking performance of the fuzzy logic controller, its noise
and parameter sensitivity is very good. However, it is noted that although no model
is required, the fuzzy subsets have to be selected for the control. This requires some
degree of system knowledge in advance and mostly needs an iterative process of
retuning these values.
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Figure A.7: Resistive load: grid voltage vg with its reference value
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Figure A.8: Load change: grid voltage vg with its reference value (---- = desired, — =
obtained)
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Figure A.9: Measurement inaccuracy: grid voltage vg with its reference value
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Figure A.10: Dynamic profile: grid voltage vg with its reference value ( ---- = desired, —
= obtained)
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