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Abstract
We consider ergodic random Schrödinger operators on the metric graph Zd with random potentials and
random boundary conditions taking values in a finite set. We show that normalized finite volume eigenvalue
counting functions converge to a limit uniformly in the energy variable. This limit, the integrated density
of states, can be expressed by a closed Shubin–Pastur type trace formula. It supports the spectrum and its
points of discontinuity are characterized by existence of compactly supported eigenfunctions. Among other
examples we discuss random magnetic fields and percolation models.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is devoted to the spectral analysis of certain random ergodic operators defined on
metric graphs with a Zd -structure. More precisely, we consider a Schrödinger operator with an
ergodic random potential which takes values in a finite set of potentials, with ergodic random
boundary conditions from a finite set, and with ergodic random magnetic fields from a finite
set. Such a model may be called random quantum graph. A restriction of such an operator to
a finite cube with selfadjoint boundary conditions has purely discrete spectrum, hence it has a
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ized counting functions converge to the so-called integrated density of states (IDS) or spectral
distribution function. The corresponding result is well established for ergodic Schrödinger op-
erators in the continuum (i.e. on L2(R2)) and on the lattice (i.e. on 2(Zd)), see for instance
[1,15,16,26,27]. A modification of the proof to ergodic, random Schrödinger on metric graphs
was presented in [12, §7] and yields the existence of the IDS.
However, the abovementioned results concern pointwise convergence of the distribution func-
tions, or rather weak convergence of the corresponding measures. In the present paper we show
that for the class of random operators at hand the convergence holds uniformly in the energy
variable.
Two features of the operators considered are helpful to derive such a strong statement about
the convergence: Firstly, since the potential and other data take only finitely many values frequen-
cies of finite configuration patterns exist in a nice way. Secondly, since the underlying geometric
structure exhibits in many ways one-dimensional properties the relevant perturbation operators
turn out to have a uniformly bounded spectral shift function. The latter feature can be understood
as a finite-rank property in a generalized sense, see Section 3 for a more precise statement.
These two properties of the considered operators enable us to apply an abstract ergodic the-
orem for Banach space valued random variables which was proven recently in [22]. There the
ergodic theorem was already used to establish uniform convergence for a certain class of random
Schrödinger operators on 2(Zd). The situation for Schrödinger operators on metric graphs is
somewhat more complicated since the operators are unbounded and the IDS is not a probability
distribution any more. Still, quantum graph operators are technically much easier to handle than
Schrödinger operators in truly multi-dimensional space, i.e. on Ld(R2), d  2.
The paper is organized as follows. In Section 2 we define precisely the operators we want to
study and state the main results. In Section 3 we discuss finite rank perturbations of the kind
as they appear in our proofs. In Section 4 we show that the ergodic theorem of [22] can be
applied to the sequence of spectral shift functions obtained from an exhaustion of the metric
graph by cubes. This is then used in Section 5 to prove our main results. In Section 6 we show
how magnetic fields on metric graphs manifest themselves in the boundary conditions. Finally,
in Section 7 we discuss site- and edge-percolation as an example for our results.
2. Model and results
We define a metric graph Gd over Zd in the following way. Let ej , j = 1, . . . , d , be the
standard basis of the real d-dimensional space Rd . The vertex set Vd of the graph consists of the
points Zd ⊂ Rd which have integer coefficients. Now, to each vertex x and j ∈ {1, . . . , d} we
associate the edge e = [x, x + ej ] with starting point s(e) = x and endpoint r(e) = x + ej given
by
[x, x + ej ] :=
{
x + tej : t ∈ ]0,1[
}
.
Thus, each edge can be canonically identified with the interval ]0,1[. This procedure may seem
to induce an orientation on our graph. However, it turns out that all relevant quantities are inde-
pendent of the choice of orientation.
The set of all edges is denoted by Ed . The union Vd ∪⋃e∈Ed e is a closed subset of Rd ,
hence we can consider it as a topological space with the metric inherited from Rd . We denote
this metric subspace by Gd . We will need to consider finite subgraphs G of Gd as well. By a
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we consider live on the topological space Gd or subgraphs of it. This shows, in particular, that
the choice of orientation at each edge is not relevant.
The operators we are interested in will be defined on the Hilbert space
L2(Ed) :=
⊕
e∈Ed
L2(e)
and their domains of definition will be subspaces of
W 2,2(Ed) :=
⊕
e∈Ed
W 2,2(e),
where W 2,2(e) is the usual Sobolev space of L2(e) functions whose (weak) derivatives up to
order two are in L2(e) as well. The restriction of f ∈ W 2,2(Ed) to an edge e is denoted by fe.
For an edge e = [s(e), r(e)] = [x, x + ej ] and g in W 2,2(e) the boundary values of g
g
(
s(e)
) := lim
t→0g(x + tej ), g
(
r(e)
) := lim
t→1g
(
s(e)+ tej
)
and the boundary values of g′
g′
(
s(e)
) := lim
→0
g(x + ej )− g(x)

and g′
(
r(e)
) := lim
→0
g(r(e))− g(r(e)− ej )
−
exist by standard Sobolev type theorems. Note that we have introduced a sign in the derivative at
the endpoint of an edge. This makes our definition of derivative canonical, i.e. independent of the
choice of orientation of the edge. For f ∈ W 2,2(Ed) and each vertex x we gather the boundary
values of fe(x) over all edges e adjacent to x in a vector f (x). Similarly, we gather the boundary
values of f ′e(x) over all edges e adjacent to x in a vector f ′(x).
Given the boundary values of functions, we can now discuss the concept of boundary con-
dition. Here we use material from [11,19] to which we refer for further details and proofs. A
single-vertex boundary condition at x ∈ V is a choice of subspace Lx of C4d with dimension 2d
such that
η
(
(v, v′), (w,w′)
) := 〈v′,w〉 − 〈v,w′〉
vanishes for all (v, v′), (w,w′) ∈ Lx . An f ∈ W 2,2(Ed) is said to satisfy the single-vertex bound-
ary condition Lx at x if (f (x), f ′(x)) belongs to Lx . A field of single-vertex boundary conditions
L := {Lx : x ∈ Vd} will be called boundary condition. Given such a field, we obtain a selfadjoint
realization L of the Laplacian  on L2(Ed) by choosing the domain
D(L) :=
{
f ∈ W 2,2(Ed): ∀x:
(
f (x), f ′(x)
) ∈ Lx}.
Particularly relevant boundary conditions are Dirichlet boundary conditions with subspace LD
consisting of all those (v, v′) with v = 0, Neumann conditions with subspace LN consisting of all
those (v, v′) with v′ = 0, and Kirchhoff (also known as free) boundary conditions LK consisting
of all (v, v′) with v having all components equal and v′ having the sum over its components
equal to 0.
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to those just introduced. They may be called graph local boundary conditions, as each boundary
condition involves values of f at one vertex only.
Everything discussed so far including existence of limits of functions at the vertices and the
notions of boundary condition extends in the obvious way to subgraphs. Moreover, for a subgraph
G of Gd with edge set E, we write W 2,2(E) :=⊕e∈E W 2,2(e). The number of edges of a finite
subgraph G of Gd is denoted by |E|.
In order to define random operators we need some further data including a probability space
(Ω,P) and an action of (a subgroup of) the automorphism group of Gd on Ω and maps L, V
from Ω into the space of boundary conditions and potentials, respectively.
For us two groups will be relevant, the full automorphism group Γfull and the group Γtrans
of translations by Zd . Note that Γfull is generated by translations by vectors in Zd and a finite
set of rotations. We choose Γ to be Γfull or Γtrans and assume that it acts ergodically on (Ω,P)
via measure preserving transformations. To simplify the notation we identify γ ∈ Γ with the
associated measure preserving transformation.
Let us describe the type of random operators we will consider in this paper:
Assumption 1. Let (Ω,P) be a probability space and Γ ∈ {Γfull,Γtrans} a group acting ergodi-
cally on (Ω,P). Let B be a finite subset of L∞(0,1) and L a finite set of boundary conditions.
A random potential is a map
V :Ω →
⊗
e∈Ed
B, with V (γ (ω))
γ (e)
= V (ω)e
for all γ ∈ Γ and e ∈ Ed . A random boundary condition is a map
L :Ω →
⊗
v∈Vd
L, with L(γ (ω))(γ (x))= L(ω)(x)
for all γ ∈ Γ and v ∈ Vd .
A family of random operators (Hω) on L2(Ed) can be defined with domain of definition
D(Hω) :=
{
f ∈ W 2,2(Ed):
(
f (x), f ′(x)
) ∈ L(ω)(x) for all x ∈ Vd}
acting by
(Hωf )(e) := −f ′′e + V (ω)efe
for each edge e. These are selfadjoint lower bounded operators.
We assume throughout the paper that Assumption 1 holds, and for this reason do not repeat it
in every lemma. Note however, that in many statements we will only need part of the structure
described in Assumption 1.
Remark 2. While Γfull is not commutative it is a natural object to deal with. In particular, let
us note that the Laplacian without potential and boundary conditions in all vertices identical to
Kirchhoff conditions is invariant under Γfull.
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subgraphs associated to finite subsets of Z. The cardinality of a finite subset Q of Zd is denoted
by |Q|. Let
S :=
{
d∑
j=1
tj ej : 0 < tj < 1
}
.
For a finite subset Q of Zd , we define the associated subgraph GQ of Gd by
GQ := (Q+ S¯)∩Gd.
The vertices and edges of Gd contained in GQ are denoted by VQ and EQ, respectively. Note
that VQ ⊃ Q. The set V iQ of inner vertices of GQ is then given by those vertices of GQ all of
whose adjacent edges (in Gd ) are contained in GQ. The set of inner edges EiQ of GQ is given by
those edges whose both endpoints are inner. The vertices of GQ which are not inner are called
boundary vertices. The set of all boundary vertices is denoted by V ∂Q. Similarly, the set of edges
which are not inner, is denoted by E∂Q.
The restriction HQω of the random operator Hω to GQ has domain given by
D(HQω ) := {f ∈ W 2,2(EQ) ∣∣ ∀x ∈ V iQ: (f (x), f ′(x)) ∈ L(ω)(x),
∀x ∈ V ∂Q:
(
f (x), f ′(x)
) ∈ LD}.
This operator is again selfadjoint, lower bounded, and has purely discrete spectrum. Let us enu-
merate the eigenvalues of HQω in ascending order
λ1
(
HQω
)
< λ2
(
HQω
)
 λ3
(
HQω
)
 · · ·
and counting multiplicities. Then, the eigenvalue counting function nQω on R defined by
nQω (λ) := 
{
n ∈ N ∣∣ λn(HQω ) λ}
is monotone increasing and right continuous, i.e. a distribution function, which is associated to a
pure point measure, μQω . Denote by
NQω (λ) :=
1
|EQ|n
Q
ω (λ)
the volume-scaled version of nQω (λ) and note that |EQ| = d|Q| as the edge to vertex ratio in the
graph (Vd,Ed) is equal to d .
A sequence (Ql)l∈N of finite subsets of Zd is called a van Hove sequence in Zd if
liml→∞
|V ∂Ql ||Ql | = 0. For a finite subgraph H of Gd let χH the multiplication operator by the
characteristic function of H . Denote the trace on the operators on L2(Ed) by Tr[. . .]. We can
now state the main result of the paper.
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N(λ) := 1|EQ|
∫
Ω
Tr
[
χGQχ]−∞,λ](Hω)
]
dP(ω) (1)
does not depend on the choice of Q, is the distribution function of a measure μ, and for any
van Hove sequence (Ql) in Zd
lim
l→∞
∥∥NQlω −N∥∥∞ = 0
for almost every ω ∈ Ω . In particular, for almost every ω ∈ Ω , NQlω (λ) converges as l → ∞
pointwise to N(λ) for every λ ∈ R.
Remark 4. (a) We chose to define the integrated density of states by a Shubin–Pastur formula and
to prove that it coincides with the almost sure limit along van Hove sequences using an ergodic
theorem. Alternatively, one could take the point of view that the intuitively relevant objects are
the normalised eigenvalue counting functions on finite graphs. Then the IDS would be defined
as their limit along a van Hove sequence and the trace formula (1) would be the result of the
theorem.
(b) For random Schrödinger operators with more general potentials and Kirchhoff boundary
conditions on all vertices the IDS was constructed in [12] as the pointwise almost everywhere
limit of the sequence NQlω .
(c) In the case that Γ is the full automorphism group Γfull the equality
N(λ) = 1|E(G)|
∫
Ω
Tr
[
χGχ]−∞,λ](Hω)
]
dP(ω) (2)
holds for any finite subgraph G with edge set E(G). To see this note that by linearity
∫
Ω
Tr
[
χSχ]−∞,λ](Hω)
]
dP(ω) =
d∑
j=1
∫
Ω
Tr
[
χ[0,ej ]χ]−∞,λ](Hω)
]
dP(ω)
= d
∫
Ω
Tr
[
χ[0,e1]χ]−∞,λ](Hω)
]
dP(ω).
For the second equality we used that the d terms in the sum are all equal, since the group Γfull
acts transitively on the edges. For an arbitrary finite graph G one can do a similar calculation,
and formula (2) follows.
While the definition of the IDS involves an ergodic theorem, there are other spectral features
of Hω whose almost sure independence of ω uses only the ergodicity of the group action. Promi-
nent examples are the spectrum σ(Hω) and its subsets σpp(Hω), σsc(Hω), σac(Hω), σdisc(Hω),
σess(Hω) according to the spectral type. In fact, by applying the general framework of [23] we
immediately infer the following theorem.
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of full measure such that σ(Hω) = Σ and σ•(Hω) = Σ• for all these spectral types • ∈
{pp, sc,ac,disc, ess} and all ω ∈ Ω ′.
Our goal here is to establish a relation between the almost sure spectrum of Hω and its IDS.
More precisely, in two corollaries to Theorem 3 we relate the topological suppμ of μ and the
set Sp(μ) := {λ ∈ R: μ({λ}) > 0} of atoms of μ to the spectrum of Hω . Note that the set of
discontinuities of the IDS is precisely Sp(μ).
Corollary 6. Σ equals the topological support suppμ of μ.
As usual an f ∈ W 2,2(Ed) is said to be compactly supported if fe ≡ 0 for all but finitely many
edges e.
Corollary 7. Denote by Σcmp the set of energies λ ∈ R such that there exists almost surely a
compactly supported L2-eigenfunction fω with Hωfω = λfω. Then
Sp(μ) = Σcmp. (3)
Remark 8. (a) We will prove Eq. (3) using the following ingredients: Theorem 3 and the rea-
soning presented in [18]. Note, however, that both of the sets in (3) are given in terms of the
infinite-volume operator Hω rather than by its restrictions to finite subgraphs. Indeed, there ex-
ists a proof of (3) which makes use neither of finite-graph operators, respectively their eigenvalue
counting functions, nor of an ergodic theorem: Once one has established the invariance property
of the IDS, as done in e.g. [23], Eq. (3) follows from the mere existence of a van Hove sequence.
This strategy is implemented in the proof of Theorem 2.3(i) of [29] for operators on combinator-
ial graphs and can also be adapted to our situation. Note however, that there are certain situations
where it is rather natural to relate the (size of the) jumps of the IDS to those of its finite-graph
analogues, see for instance [6,7,24].
(b) There are many examples where the IDS has discontinuities. Indeed, the free Laplacian,
i.e. the Schrödinger operator with identically vanishing potential, with Dirichlet, Neumann, or
Kirchhoff boundary conditions exhibits compactly supported eigenfunctions. The relevance of
Theorem 3 is that one has uniform convergence all the same.
(c) If the randomness entering the potential of the operator is sufficiently strong it is natural to
expect a smoothing effect on the IDS. In fact, in [12] for a class of alloy-type random potentials
the Lipschitz-continuity of the IDS was established. In [10] we show for a different class of
random potentials how one can estimate the modulus of continuity of the IDS.
3. Finite rank perturbations
We will have to deal with changes in the spectral counting function due to changes of boundary
conditions and changes of potentials. In particular, we will have to cut graphs into smaller pieces
by suitable boundary conditions in order to apply the ergodic theorem of [22]. These changes are
finite rank perturbations in an appropriate sense and hence change the spectral counting functions
only in a very quantifiable way, which is made precise in this section.
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sponding counting functions nH1 and nH2 are well defined. Then, the spectral shift function is
the difference of two counting functions, i.e.
ξH1,H2(λ) = nH2(λ)− nH1(λ).
We will make use of the min–max principle in the form
nH (λ) = max
{
dimX
∣∣X D(H), H |X  λ},
where X runs over all linear subspaces (denoted by ) of the domain of H on which H is
bounded above by λ in the sense that 〈f,Hf 〉  λ〈f,f 〉 for all f ∈ X. The following lemma
will be useful for dealing with several types of perturbations:
Lemma 9. Let H1, H2 be selfadjoint lower bounded operators with discrete spectra on a separa-
ble Hilbert space. Assume that D0 D(H1) ∩D(H2) such that D0 has finite index k in D(H2),
i.e. dimD(H2)/D0 = k. If H2|D0 H1|D0 then
nH2(λ) nH1(λ)+ k, i.e. ξH1,H2(λ) k.
Proof. By the min–max principle for the counting functions we have:
nH2(λ) = max
{
dimX
∣∣X D(H2), H2|X  λ}
max{dimX | X D0, H2|X  λ} + k
max{dimX | X D0, H1|X  λ} + k
max
{
dimX
∣∣X D(H1), H1|X  λ}+ k
= nH1(λ)+ k
and the proof is finished. 
This easily leads to the familiar boundedness of the spectral shift function for finite rank
perturbations:
Corollary 10. Let H be selfadjoint with discrete spectrum and K selfadjoint and bounded.
Let Y+ (respectively Y−) be the strictly positive (respectively negative) spectral subspace
of K . If k+ := dimY+ < ∞ then n(H,λ) − k+  n(H +K,λ). If k− := dimY− < ∞ then
n(H +K,λ)  n(H,λ) + k−. In particular, the spectral shift function for finite rank pertur-
bations is bounded by the rank of the perturbation.
Proof. Applying the previous lemma to H2 = H + K , H1 = H (such that D(H2) = D(H1) =
D(H1)), choosing D0 = D(H) ∩ Y⊥+ , yields one half of the claimed estimate. The other half
follows if we replace K by −K and H by H +K . 
The perturbations in our applications will be of finite rank only in the following general sense:
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index k. Let H1, H2 be two selfadjoint extensions of H0 with discrete spectrum. Then,
|ξH1,H2 | k. (4)
Proof. This is a direct consequence of the previous lemma with D0 = D(H0). 
Remark 12. Alternatively this corollary could be proven using the invariance principle for the
spectral shift function and the second resolvent identity. In fact, this would not need the assump-
tion of discrete spectra.
Let us now turn to the operators of interest for our applications. These are the restrictions
of − to a finite subgraph of Gd , with selfadjoint boundary conditions and possibly with an
additional L∞-potential.
Lemma 13. Let G be a subgraph of Gd . Let  and ′ be two selfadjoint realizations of the
Laplacian on G. Set D0 = D(−) ∩ D(−′) and k := dimD(−)/D0. Then k  2|E|, and
|ξ−,−′ | k.
Proof. Set m := |E|. Obviously, W 2,20 (E) := {f ∈ W 2,2(E): (f (x), f ′(x)) = 0 ∀x ∈ V (G)} is
a subspace contained in all possible domains, and all of them are contained in W 2,2(E). Because
of dimW 2,2(E)/W 2,20 (E) = 4m and the rank 2m difference for the domains, D0 has index at
most 2m, and we can apply Lemma 11. 
We are particularly interested in Dirichlet respectively Neumann conditions on the edges of
a subgraph G. The corresponding operators −GD,−GN decompose completely as direct sums
over the edges, and the counting functions are given by n−GD(λ) = |E|nD(λ) and n−GN (λ) =|E|nN(λ). Here,
nD(λ) =
{ √λ/π if λ 0,
0 otherwise,
nN(λ) = nD(λ)+ χ[0,∞[(λ)
are the counting functions for the Dirichlet and Neumann Laplacians on ]0,1[. x is defined
for x ∈ R by x ∈ Z and x − 1 < x x. Together with the previous lemma, this implies the
following proposition.
Proposition 14. Let G be a finite subgraph of Gd and  any selfadjoint realization of the Lapla-
cian on G. Then, |n−(λ)− |E|nD(λ)| 2|E|.
In fact, looking at the quadratic forms one sees that the Dirichlet form dominates the forms of
all other selfadjoint extensions; therefore, |E|nD is a lower bound to the counting functions of
all other selfadjoint extensions.
Of course, everything said so far about selfadjoint extensions remains true when we add
bounded perturbations. The spectral shift is determined in the following lemma.
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W1,W2 be bounded selfadjoint operators on L2(E). Set Hj = −+Wj, j = 1,2. Then there is
a constant C depending only on the norms of W1, W2 such that
|ξH1,H2 |(λ) C|E|.
Proof. Set m = |E|. According to Proposition 14,
m
(−2 + nD(λ)) n−(λ)m(2 + nD(λ)) and therefore
m
(−2 + nD(λ− ‖W‖)) n−+W(λ)m(2 + nD(λ+ ‖W‖))
for any bounded selfadjoint W because −‖W‖  W  ‖W‖ implies nH (λ − ‖W‖) 
nH+W(λ)  nH (λ + ‖W‖) for any selfadjoint H . Consequently, the explicit form of nD given
above leads to
m
(−3 −√‖W‖/π) n−+W(λ)− √λ/π m(2 +√‖W‖/π)
and subtracting the estimates for H1 and H2 we finally get
|ξH1,H2 |(λ)m
(
5 +√‖W1‖/π +√‖W2‖/π).
Using the fact that the Dirichlet counting function is a lower bound would allow us to replace 5
by 3. 
Remark 16. The considerations of this section hold for general finite metric graphs with all
edges of equal length.
4. An abstract ergodic theorem
In this section, we discuss the abstract ergodic theorem of [22] and show how it can be applied
to give convergence of a suitably defined spectral shift function of a family of random operators.
See [21] for earlier one-dimensional results of the same type. This is the crucial step in the proof
of our main result.
Let A be a finite set and choose Γ ∈ {Γtrans,Γfull}. Then, we can proceed as follows. The set
of all finite subsets of Zd is denoted by F . A map V :Zd →A is called an A-colouring of Zd .
A map P :Q(P ) →A with Q(P ) ∈F is called an A-pattern. For M ∈ N we denote by CM the
cube at the origin with sidelength M − 1, i.e.
CM :=
{
x ∈ Zd : 0 xj M − 1, j = 1, . . . , d
}
.
The set of patterns P with Q(P ) = CM is denoted by PB0 (M). The set of all CM , M ∈ N,
is denoted by C, and a pattern with Q(P ) ∈ C is called a cube pattern. For a pattern P and
Q ∈ F with Q ⊂ Q(P ) we define the restriction P ∩ Q of P to Q in the obvious way by
P ∩ Q :Q → A, x → P(x). For a pattern P and γ ∈ Γ we define the shifted map γP by
γP :γQ(P ) →A, γ (y) → P(y). On the set of all patterns we define an equivalence relation by
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pattern P ′ we define the number of occurrences of the pattern P in P ′ by
ΓP P
′ := {x ∈ Q(P ′): P ′ ∩ (x +Q(P ))∼ P }.
Definition 17. A map b :F → [0,∞) is called a boundary term if b(Q) = b(t +Q) for all t ∈ Zd
and Q ∈F , limj→∞ |Qj |−1b(Qj ) = 0 for any van Hove sequence (Qj ), and there exists D > 0
with b(Q)D|Q| for all Q ∈F .
Definition 18. Let (X,‖ · ‖) be a Banach space and F :F → X be given. Let Γ ∈ {Γtrans,Γfull}
be given.
(a) The function F is said to be almost-additive if there exists a boundary term b such that∥∥∥∥∥F
(
m⋃
k=1
Qk
)
−
m∑
k=1
F(Qk)
∥∥∥∥∥
m∑
k=1
b(Qk)
for all m ∈ N and all pairwise disjoint sets Qk ∈F , k = 1, . . . ,m.
(b) Let V :Zd →A be a colouring. The function F is said to be Γ –V-invariant if
F(Q) = F(γQ)
whenever γ ∈ Γ and Q ∈F obey γ (V ∩Q) = V ∩ (γQ). In this case there exists a function
F˜ on the cubes C with values in X such that
F(γQ) = F˜ (γ−1(V ∩ (γQ)))
for cubes Q ∈ C and γ ∈ Γ .
(c) The function F is said to be bounded if there exists a finite constant C > 0 such that∥∥F(Q)∥∥ C|Q|
for all Q ∈F .
Theorem 19. Let A be a finite set, V :Zd →A an A-colouring and (X,‖ · ‖) a Banach-space.
Let Γ ∈ {Γfull,Γtrans} be given. Let (Qj )j∈N be a van Hove sequence such that for every pattern
P the frequency νP = limj→∞ |Qj |−1ΓP (V ∩ Qj) exists. Let F :F → X be a Γ –V-invariant,
almost-additive bounded function. Then the limits
F := lim
j→∞
F(Qj )
|Qj | = limM→∞
∑
P∈PB0 (M)
νP
F˜ (P )
|CM |
exist and are equal.
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(a) The theorem is proven in [22] for Γ = Γtrans. However, the proof carries over verbatim to
Γ = Γfull.
(b) We have explicit bounds on speed of convergence in terms of speed of convergence of the
frequencies. For details we refer to [22].
Now we turn to the case where the colouring is given by random potentials and boundary
conditions. Then each ω ∈ Ω induces a colouring V(ω) with values in A := (⊕dj=1B) × L
given by
V(ω)(x) := (V ([x, x + ej ])j ,Lx).
Lemma 21. Let (Qj ) be an arbitrary van Hove sequence. Then, for almost every ω ∈ Ω the
frequency νP = limj→∞ |Qj |−1ΓP (V(ω) ∩ Qj) exists and is independent of ω for every cube
pattern P .
Proof. For a fixed pattern P the frequency exists for almost every ω by a standard ergodic
theorem. As there are only countably many P the statement follows. 
In our setting we also have a family of random operators (Hω) along with the Dirichlet Lapla-
cian D . As discussed above, these operators can be restricted to the subgraphs GQ induced
by finite sets Q of Zd . This yields the operator HQω and QD with spectral counting functions
n
Q
ω and nQD respectively. Now, n
Q
D decomposes as a direct sum of operators. Thus, denoting the
eigenvalue counting function of the negative Dirichlet Laplacian on ]0,1[ by nD(λ) as above, we
have nQD = |EQ|nD = d|Q|nD . The associated spectral shift function is given as
ξQω (λ) := nQω (λ)− d|Q|nD(λ) = d|Q|
(
NQω (λ)− nD(λ)
)
.
The crucial point is that ξω falls into the framework of almost additive F introduced above. This
is shown next.
Lemma 22. Let (D,‖ · ‖∞) be the Banach space of right continuous bounded functions on R.
Then, for each ω ∈ Ω the function ξω :F →D, Q → ξQω , is a bounded, V(ω) invariant almost
additive function.
Proof. Almost additivity: Obviously, Q → nQD is almost additive with boundary term equal
to zero, as Dirichlet boundary conditions decouple everything. As for nω, we note that Q =⋃m
k=1 Qk with pairwise disjoint Qk , k = 1, . . . ,m, induces a decomposition of GQ into GQk ,
k = 1, . . . ,m. The restriction HQω of Hω to GQ differs from the direct sum ⊕mk=1 HωQk only
by boundary conditions on the boundary of the GQk , k = 1, . . . ,m. These boundary conditions
yield boundary terms in the corresponding eigenvalues counting functions by Lemma 13. Thus,
nω is almost additive as well. Hence, ξω is almost additive as it is a difference of almost additive
functions.
V(ω)-invariance: This is clear from the definitions.
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duces an error term of the order 2|E|. On the other hand, the operator with potential and only
Dirichlet conditions can easily be compared to the Dirichlet operator without any potential by
Lemma 15. 
Remark 23. The need to use a spectral shift function, i.e. the difference between nω and nD ,
in the above proof comes exclusively from the last step in the proof. This use of a spectral shift
function to define the IDS bears some similarity to how the integrated density of surface states is
defined, see for instance [2,3,8,9,20].
The key result is now the following proposition.
Proposition 24. There is a bounded right continuous function Ξ :R → R such that for a given
van Hove sequence (Ql) for almost every ω ∈ Ω the uniform convergence
lim
l→∞
∥∥∥∥ ξQlω|EQl | −Ξ
∥∥∥∥∞ = 0
holds.
Proof. Almost sure existence of the limit is a direct consequence of the previous two lemmas
and the first theorem of this section. In fact, this theorem gives an explicit formula for the limit
in terms of frequencies νP and F˜ . This formula shows that the limit does not depend on ω. 
5. Proofs of the main results
In this section we gather the material of the previous sections in order to prove Theorem 3 and
its two corollaries.
Proof of Theorem 3. We only consider the case Γ = Γtrans. The case Γ = Γfull is similar and
even simpler.
We first show independence of N of the choice of Q: Set Gx = x + S¯. The invariance as-
sumption on the random operators, the invariance of the trace under unitary conjugation and the
invariance of P under translations easily show that the expression∫
Ω
tr
(
χGxχ]∞,λ](Hω)
)
dP(ω)
does not depend on x ∈ Zd . Now, the claimed independence of Q follows easily.
We now show convergence of the |EQl |−1nQlω , l ∈ N. Proposition 24 yields almost sure con-
vergence of
1
|EQl |
ξQω (·) =
1
|EQl |
nQω (·)− nD(·)
to a limit Ξ with respect to the supremum norm. As the subtracted term nD(·) does not depend
on l we obtain the desired convergence of 1|E |ξ
Q
ω (·)+ nD . The limit is N˜ := Ξ + nD .Ql
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to N and N˜ respectively are equal. This in turn follows once we show vague convergence. By a
variant of the Stone/Weierstrass theorem it suffices therefore to show that
1
|EQl |
tr
(
χGQl
f (Hω)− f
(
HQlω
))→ 0, l → ∞, (∗)
for all f of the form f (t) = (t − z)−1 for z with non-vanishing imaginary part. For Q = Ql we
can split the graph Gd into the two components GQ and Gd \GQ. Then, Hω and HGQω ⊕HGd\GQω
differ only by boundary conditions on the set V ∂Q. Thus, by the second resolvent identity
D := f (Hω)− f
(
H
GQ
ω ⊕HGd\GQω
)
is an operator of rank at most 4d|V ∂Q|. Moreover, D is obviously bounded by 2|Im(z)|−1. This
gives
∣∣tr(χGQl f (Hω)− f (HQlω ))∣∣= ∣∣tr(χGQl (f (Hω)− f (HGQω ⊕HGd\GQω )))∣∣
 8d 1|Im(z)|
∣∣V ∂Ql ∣∣.
As (Ql) is van Hove we obtain (∗). 
Proof of Corollary 7. This is a variant of the proof of Theorem 2 in [18].
⇒: Let λ be a point of discontinuity of μ. Thus, δ := μ({λ}) > 0. By the uniform convergence
proven in Theorem 3 this means that the multiplicity of the eigenvalue λ of HQlω is at least
δ/2|EQl | for l large. On the other hand, within the eigenspace of HQlω to the eigenvalue λ the
space of f with (f (v), f ′(v)) = 0 for all v ∈ V ∂Ql has codimension at most 2d|V ∂Ql |. As (Ql) is
van Hove, we have
2d
∣∣V ∂Ql ∣∣< δ/2|EQl |
for l large enough and we obtain a compactly supported eigenfunction of HQlω to λ all of whose
boundary values are 0. Thus, this function can be extended by 0 to give a compactly supported
eigenfunction.
⇐: Choose the van Hove sequence to consist of cubes centered around the origin with increas-
ing sidelengths. For l ∈ N, define the function χl on Ω by χl(ω) = 1 if there exists a compactly
supported eigenfunction of Hω to λ which is supported in Ql and vanishes identically on all
edges e ∈ E∂Ql and χl(ω) = 0 otherwise. Then
0 < δl :=
∫
χl(ω)dP(ω)Ω
M.J. Gruber et al. / Journal of Functional Analysis 253 (2007) 515–533 529for all l large enough. Fix such an l and set χ := χl , δ := δl and R to be the diameter of Ql .
Then, the ergodic theorem yields
δ = lim
k→∞
1
|Qk|
∑
x∈Qk
χ
(
T xω
)
almost surely. Choose k0 with 1|Qk |
∑
x∈Qk χ(T
xω)  δ/2 for k  k0. For each k  k0 we con-
sider a maximal system MK of points in Qk such that χ(T xω) = 1 and points in Mk have
distance at least 2R. A direct combinatorial argument then shows that
|Mk| δ|Qk|2|B2R| .
By construction different points in Mk yield orthogonal compactly supported eigenfunctions
of Hω. This yields
μQkω
({λ}) δ|Qk|
2|B2R|
for k > k0 and the statement follows from the uniform convergence. 
Proof of Corollary 6. Due to ergodicity and the Pastur–Shubin trace formula the corollary fol-
lows by standard arguments. 
6. Operators with magnetic fields
Our setup is general enough to include magnetic fields as well. Since this is not quite obvious
from the definitions and since there is a special interest in these operators we devote a section to
the question how magnetic fields enter through boundary conditions.
To this end, let G be a metric graph and L a choice of boundary conditions as in Sections 2
and 3. The most general symmetric first order perturbation of − d2dt2 on an edge e ∈ E is, up to
zeroth order terms, given by
H(a)e := −
(
d
dt
− ıae
)2
for arbitrary real-valued ae ∈ C1(e¯), where e¯ is the closure of the edge e, i.e. identified with
the closed interval [0,1]. If G is embedded, e.g. in Rd such as in our case, it is natural to fix
a so-called vector potential A ∈ (C1(Rd))d and to define ae to be the component Aj of A if
e is embedded with euclidean direction ej . This corresponds to a magnetic field 2-form B =∑
ij
∂Aj
∂xi
dxi ∧ dxj on Rd . We will work in the general setting, though.
The selfadjoint realization of H(a) corresponding to L is then given by the domain
D(HL(a))= {f ∈ W 2,2(E): ∀x ∈ V : (f (x), f ′(x)− ı(af )(x)) ∈ Lx}
as the usual partial integration argument shows; i.e. one has to specify mixed Dirichlet and (mag-
netic) Neumann boundary conditions as expected.
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∫ t
0 ae(s)ds. Since each ae is real-valued,
multiplication by eıϕe on each edge e defines a unitary operator U on L2(E) which maps
W 2,2(E) into itself. A simple calculation shows that
(
U∗H(a)U
)
e
= − d
2
dt2
on W 2,2(E). Therefore, HL(a)e is unitarily equivalent to He = − d2dt2 with domain
D(H
L˜
) = {f ∈ W 2,2(E): Uf ∈D(HL(a))}
= {f ∈ W 2,2(E): ∀x ∈ V : ((Uf )(x), (Uf )′(x)− ı(aUf )(x)) ∈ Lx}
for some graph local boundary condition L˜ since multiplication by U preserves graph locality.
In order to determine L˜ we calculate, using the notation from Section 2:
(Uf )e
(
s(e)
)= fe(s(e)),
(Uf )e
(
r(e)
)= eıϕ(r(e))fe(r(e)),
(Uf )′e
(
s(e)
)− ı(aUf )(s(e))= f ′e(s(e)),
(Uf )′e
(
r(e)
)− ı(aUf )(r(e))= eıϕ(r(e))f ′e(r(e)).
Hence we define a unitary diagonal matrix u on C4d by setting a diagonal entry to eıϕ(s(e)) = 1
if it corresponds to a boundary value at some s(e) and to eıϕ(r(e)) if it corresponds to a boundary
value at some r(e). Then L˜ = u∗L.
Note that Dirichlet and (magnetic) Neumann conditions for the magnetic operator H(a)
transform under u into Dirichlet and (non-magnetic) Neumann conditions for H . This is to be
expected because these boundary conditions decouple, and any magnetic field can be gauged
away in strictly one-dimensional systems. In contrast, (magnetic) Kirchhoff conditions for H(a)
transform into completely different boundary conditions: At a vertex x, only the values at outgo-
ing edges (those with s(e) = x) coincide; they, in turn, coincide with the values eıϕ(r(e))fe(r(e))
at the incoming edges so that f need not be continuous at the vertex. Similarly, the derivative
part of the Kirchhoff condition is modified to a weighted condition.
Finally, let us note that the results of this section imply that the results of Section 2 for
Schrödinger operators with random potentials and random (or fixed) boundary conditions lead
to the same results for magnetic Schrödinger operators with random potentials and random (or
fixed) magnetic fields, specified through the phases ϕe(r(e)) at the endpoints.
7. Percolation on Gd
In this section we discuss two models which can be seen as versions of site and edge perco-
lation on Gd , respectively. A third model corresponds to percolation on the junctions between
vertices and edges. These models are based solely on random boundary conditions. The po-
tential of the operators is identically equal to zero. Unlike in the percolation models on com-
binatorial graphs “deleted” edges are not removed completely from the graph but only cut off
by Dirichlet boundary conditions. The reason is that removing edges would mean to remove
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ution function which is not comparable to the one of the Laplacian with the concerned edge
included. Hamilton operators on percolation subgraphs of combinatorial graphs have been con-
sidered the literature in theoretical physics [4,5,14], computational physics [13] (and references
therein), and mathematical physics [17,25,28–30].
Before giving details we would like to emphasize the following: The examples below include
cases in which the graphs contain many finite components giving rise to compactly supported
eigenfunctions. In particular, the integrated density of states has many discontinuities. In fact, in
the subcritical phase the IDS is a step function. However, despite all these jumps our result on
uniform convergence does hold!
We first discuss a site percolation model. The percolation process is defined by the follow-
ing procedure: toss a (possibly biased) coin at each vertex and—according to the outcome—put
either a Dirichlet or a Kirchhoff boundary condition on this vertex. Do this at every vertex in-
dependently of all the others. To be more precise, let p ∈ (0,1) and q = 1 − p be given. Let
A := {LD,LK} and the probability measure ν := pδLK + (1 − p)δLD on A be given. Define
Ω as the cartesian product space ×x∈VdA with product measure P :=
⊗
x∈Vd ν. Let L be the
stochastic process with coordinate maps L(ω)(x) := ω(x). These data yield a family of random
operators −ω := Hω acting like the free Laplacian with domain given by
D(ω) =
{
f ∈ W 2,2(E): (f (x), f ′(x)) ∈ ω(x) ∀x ∈ Vd}.
Intuitively, placing a Dirichlet boundary condition at a vertex means “removing” it from the
metric graph. The 2d formerly adjacent edges have now “loose ends.” A fundamental result of
percolation theory tell us that for sufficiently small values of p the percolation graph consists
entirely of finite components almost surely. For these values of p our Laplace operators decou-
ple completely into sums of operators of the form −G for finite connected subgraphs G of Gd .
Here, G acts like the free Laplacian and has Dirichlet boundary conditions on its deleted ver-
tices (boundary vertices) and Kirchhoff boundary conditions in its vertices which have not been
deleted by the percolation process (interior vertices). Denote the eigenvalue counting function of
−G by nG. Defining the frequency νG of a finite subgraph of G in ω in the obvious way, we
obtain as integrated density of states for the family Hω
N =
∑
G
νGn
G,
where the sum runs over all finite connected subgraphs of Gd . Thus, the integrated density of
states is a pure point measure in this case with many jumps. More interestingly, all these jumps
remain present (even if their height is diminished) when we start increasing p. This yields models
in which the operators are not given as a direct sum of finite graph operators but still have lots
of jumps in their integrated density of states. Related phenomena for combinatorial Laplacians
have been studied e.g. in [4,29,30].
We now discuss an edge percolation model. The basic idea is to decide for each edge inde-
pendently whether Dirichlet boundary conditions are put on both ends or not. All other boundary
conditions are Kirchhoff type. The problem when defining this edge percolation model is that our
stochastic processes are indexed by vertices rather than edges. We thus have to relate edges to ver-
tices. This is done by going to each vertex and then tossing a (biased) coin for each j = 1, . . . , d
to decide how to deal with the edge [x, x + ej ].
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{1, . . . , d} to {0,1}. Put a probability measure ν on A by associating the value∏dj=1 pS(j) to the
element S. Now, Ω is the cartesian product space ×x∈VdA with product measure P :=⊗x∈Vd ν.
To each ω ∈ Ω we associate the operator −ω = Hω which acts like the free Laplacian and has
boundary conditions as follows: The edge e = [x, x + ej ] has Dirichlet boundary conditions on
both ends if the random variable associated to the vertex x has the j th component equal to 1.
Otherwise the boundary condition is chosen to be Kirchhoff. Here, again the operator decouples
completely into operators on finite clusters for small enough values of p0.
Similarly one can consider a percolation process indexed by pairs (x, e) of adjacent ver-
tices and edges. As in the last model consider a colouring A consisting of all maps S from
{1,−1,2,−2, . . . , d,−d} to {0,1}. The probability space and measure are defined similarly as
before. Each ω gives rise to a Laplace operator with the following boundary conditions: if the
−j th component of the random variable associated to the vertex x has the value one, then the
edge [x − ej , x] is decoupled from x by a Dirichlet boundary condition. If the j th component
of the same random variable has value one then the edge [x, x + ej ] is decoupled from x by a
Dirichlet boundary condition. Conversely, those components of the random variable which are
zero correspond to Kirchhoff boundary conditions.
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