Behavior Isolation in Enterprise Systems by Mansour, Mohamed S.
BEHAVIOR ISOLATION IN ENTERPRISE SYSTEMS







of the Requirements for the Degree
Doctor of Philosophy in the
College of Computing
Georgia Institute of Technology
May 2007
Copyright© 2007 by Mohamed S. Mansour
BEHAVIOR ISOLATION IN ENTERPRISE SYSTEMS




Georgia Institute of Technology
Alex Orso
College of Computing





Georgia Institute of Technology
Ling Liu
College of Computing
Georgia Institute of Technology
Date Approved: 6 April 2007
To my mother and father who made me what I am today.
To my wife who stood by me every step of the way.
To everyone who gave me a piece of advice along the way.
Without all of you, I would not be here today.
iii
ACKNOWLEDGEMENTS
This work was made possible by support and advice from many other individuals. In this
section, I will try to acknowledge every one of them. Please forgive me if I forgot anyone,
I am still grateful for your help.
My advisor Karsten Schwan gets the lion’s share. With lots of support and advice and
plenty of hand holding in the beginning that gradually transitioned to support and guidance
as I matured as a researcher. It would be an understatement to say this work would not have
been possible without his help and support. I am also grateful to my thesis committee, their
valuable feedback on my thesis proposal helped formulate a solid plan of attack to build a
strong dissertation and provided a wealth of feedback that was instrumental in the writeup
of this thesis both in its technical depth related to my work and also to the breadth of scope
to relate my work to other areas of systems research.
A big thank you is due to the nice folks at IBM: David Ogle, Mark Weitzel, Richard
Allen, and Keith Smith were all instrumental in getting us on the right track with our I-
RMI research by answering technical questions related to Websphere, providing sample
code and providing valuable insights to the system. Many thanks also to Heather McClain
who made sure Ga Tech gets the best support possible with the IBM Academic Initiative
program.
The experimental aspects of I-Queue were made possible through collaboration with
Worldspan. I was fortunate to know Mr. Sameh Abdel-Aziz at Worldspan who managed the
relationship and overcame many obstacles to give me this opportunity. His help extended
beyond the mundane managerial tasks to volunteering his time to explain the intricacies of
the e-Pricing system, discussing my research ideas, and providing valuable feedback that
was critical to the research. Many thanks also to the talented individuals I collaborated with
iv
at Worldspan: James Miller and Moni Panchavadi, thank you for accepting me as part of
the team and for taking time off your extremely busy schedule to answer my questions.
Special thanks go to Jegan Mehalinigham at Delta Technology. Jegan volunteered long
hours of his busy schedule to listen, challenge and critique my research ideas and in the
process providing supporting data from the Revenue Pipeline system. This level of access
greatly helped my research and that of several other students in the program. Many thanks
also to Joe Smart and his team, Mohan Tiruvaiyaru, Krishna Kolla, Seema Karkera, Madhu
Kuriti, and Rajiv Koteshwar. This work was also made possible through early collabora-
tions with former Delta Technology employees Rajiv Virmany and Gustav Pina.
I cannot finish this section without acknowledging the help I got from other colleagues
at the College of Computing. Ada Gavrilovska and Matt Wolf dedicated long hours to help
me in producing and effective presentation of my work. Sandip Agarwala was always there
for brainstorming and provided valuable pointers to other related research areas.
Now I can finish, thanks to all who helped me along the way and my sincere apologies
I forgot to mention anyone in specific.
v
TABLE OF CONTENTS
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
ACKNOWLEDGEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
SUMMARY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
I INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2
1.2 Basic Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2
1.3 Isolation Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .4
1.3.1 Utility of Isolation Points . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Isolation Point Structure . . . . . . . . . . . . . . . . . . . . . .5
1.3.3 Behavior Model . . . . . . . . . . . . . . . . . . . . . . . . . .6
1.3.4 Physical Implementation . . . . . . . . . . . . . . . . . . . . . .6
1.3.5 Isolation Localities . . . . . . . . . . . . . . . . . . . . . . . . .7
1.4 External Behavior Enforcement . . . . . . . . . . . . . . . . . . . . . .7
1.5 Evaluation Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . .7
1.6 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .8
1.6.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . .8
1.7 Solution Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . .9
1.8 Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .10
II APPLICATION DOMAIN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11
2.2 Delta Revenue Pipeline . . . . . . . . . . . . . . . . . . . . . . . . . . .11
2.2.1 System Architecture . . . . . . . . . . . . . . . . . . . . . . . .12
2.2.2 Usage Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . .14
2.2.3 Challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . .14
vi
2.3 Worldspan ePricing Engine . . . . . . . . . . . . . . . . . . . . . . . .14
2.3.1 System Architecture . . . . . . . . . . . . . . . . . . . . . . . .16
2.3.2 Usage Scenarios . . . . . . . . . . . . . . . . . . . . . . . . . .16
2.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .17
III BEHAVIOR ISOLATION IN COMPLEX ENTERPRISE SYSTEMS. . . . . 18
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .18
3.2 Mode of Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . .18
3.3 Response Size as Quality of Information Metric . . . . . . . . . . . . . .19
3.4 Behavior Model for Response Size . . . . . . . . . . . . . . . . . . . .19
3.5 Validating the Behavior Model . . . . . . . . . . . . . . . . . . . . . . .21
3.6 Improving System Utility . . . . . . . . . . . . . . . . . . . . . . . . .23
3.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .24
3.8 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .25
IV ISOLATION POINT LOCALITIES . . . . . . . . . . . . . . . . . . . . . . . 27
4.1 Interaction with Lower Level System Resources . . . . . . . . . . . . .27
4.2 Inter-Component and Inter-Machine Interactions . . . . . . . . . . . . .29
4.2.1 Exploiting Semantic Program Knowledge . . . . . . . . . . . . .29
4.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .31
V I-RMI: BEHAVIOR LOCALIZATION FOR RMI-IIOP . . . . . . . . . . . . 34
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .34
5.2 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .36
5.3 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . .38
5.3.1 Behavior Dependencies in Application Interfaces . . . . . . . . .39
5.3.2 Behavior Dependencies in Local System Interfaces . . . . . . . .41
5.4 Implementation Details . . . . . . . . . . . . . . . . . . . . . . . . . . .42
5.4.1 Modifying Call Stubs . . . . . . . . . . . . . . . . . . . . . . .42
5.4.2 Modifying the IIOP Reader Layer . . . . . . . . . . . . . . . . .42
5.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . .44
vii
5.5.1 System Interfaces Isolation Point . . . . . . . . . . . . . . . . .45
5.5.2 Remote APIs Isolation Point . . . . . . . . . . . . . . . . . . . .47
5.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .50
VI I-QUEUE: SMART QUEUES FOR SERVICE MANAGEMENT . . . . . . . 51
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .51
6.2 Motivating Scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . .55
6.3 System Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . .55
6.3.1 Internal Design . . . . . . . . . . . . . . . . . . . . . . . . . . .56
6.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . .58
6.4.1 Using I-Queue to Improve Server Reliability . . . . . . . . . . .59
6.4.2 Using I-Queue to Improve System Utility . . . . . . . . . . . . .61
6.4.3 Message Locality Using Global Isolation Point . . . . . . . . . .63
6.5 Related Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .66
6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .67
VII RELATED WORK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
7.1 The InfoSphere Project . . . . . . . . . . . . . . . . . . . . . . . . . . .69
7.2 Kernel Based Approaches . . . . . . . . . . . . . . . . . . . . . . . . .69
7.3 Resource Accounting in J2EE Platforms . . . . . . . . . . . . . . . . . .70
7.4 Component Based Performance Management . . . . . . . . . . . . . . .71
7.5 Complementary Technologies . . . . . . . . . . . . . . . . . . . . . . .71
7.6 Path Discovery Techniques . . . . . . . . . . . . . . . . . . . . . . . . .71
VIII DISCUSSION AND CONCLUDING REMARKS . . . . . . . . . . . . . . . 73
8.1 Threats to Validity . . . . . . . . . . . . . . . . . . . . . . . . . . . . .73
8.1.1 Sample Applications . . . . . . . . . . . . . . . . . . . . . . . .73
8.1.2 Workloads . . . . . . . . . . . . . . . . . . . . . . . . . . . . .73
8.1.3 General Discussion . . . . . . . . . . . . . . . . . . . . . . . .74
8.2 Summary of Research Contributions . . . . . . . . . . . . . . . . . . . .74
8.3 Future Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .75
viii
INDEX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
ix
LIST OF TABLES
1 Query set sizes and fraction of unstable queries . . . . . . . . . . . . . . .23
2 Average round trip time for client calls . . . . . . . . . . . . . . . . . . . .49
3 Number of times primary server garbage collects per 100 client calls . . . .49
4 A portion of the transition matrix from the resource leakage experiment . .58
x
LIST OF FIGURES
1 Service path in RMI-IIOP - logical view . . . . . . . . . . . . . . . . . . .4
2 General Architecture of an Isolation Point . . . . . . . . . . . . . . . . . .5
3 Overview of Revenue Pipeline Subsystem . . . . . . . . . . . . . . . . . .12
4 Queuing delays for each queue in Revenue Pipeline System . . . . . . . . .13
5 General overview of message flows in travel reservation systems . . . . . .15
6 Worldspan server complex: Architecture of one server . . . . . . . . . . .16
7 Result size for thirty different executions of the same query . . . . . . . . .20
8 Number of executions returning maximum result size . . . . . . . . . . . .20
9 Max. queue length as a function of number of servers in the farm . . . . . .24
10 Improved locality as a function of number of servers in the farm . . . . . .25
11 Effect of secondary clients on message assembly time . . . . . . . . . . . .28
12 Message assembly time at different socket buffer sizes . . . . . . . . . . . .38
13 Overview of I-RMI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .39
14 Request rate measured for a standard RMI-IIOP server . . . . . . . . . . .46
15 Request rate for an I-RMI server . . . . . . . . . . . . . . . . . . . . . . .47
16 Overhead of using buffer right-sizing to control cross talk in RMI-IIOP . .48
17 Abstract view of nodes in an operational information system (OIS) . . . . .48
18 Garbage collection at Primary Server . . . . . . . . . . . . . . . . . . . . .49
19 Call rates measured at the primary server . . . . . . . . . . . . . . . . . . .49
20 General overview of message flows in travel reservation systems . . . . . .55
21 I-Queue System Architecture . . . . . . . . . . . . . . . . . . . . . . . . .56
22 Memory Leak Model: Sensitivity to various message parameters and mes-
sage sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .60
23 Memory Leak Model: Error reduction measured for different queue length
settings(left) and for different training set sizes (right) . . . . . . . . . . . .61
24 Effect of MAX_SEARCH_DEPTH on Geographic Match for different time-
out values . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .63
xi
25 Effect of MAX_SEARCH_DEPTH on average excess delay for query at
head of queue for different timeout values . . . . . . . . . . . . . . . . . .64
26 Max. queue length as a function of number of servers in the farm . . . . . .65
27 Improved locality as a function of number of servers in the farm . . . . . .66
xii
SUMMARY
A barrier to creating the platform-independent services envisioned by middleware-
based development infrastructures is the level of performance robustness of the distributed
applications created with them, in lieu of unpredictable variations in application behavior
or in the resources available for satisfying user requests. Our goal is to improve the behav-
ior locality of distributed applications and to prevent performance (mis-)behaviors from
spilling across certain boundaries, since such spillage weakens behavior diagnoses and/or
weakens or disables the eff cts of locally applied control or management methods. Toward
these ends, we develop a novel software abstraction, termedisolation points(I-points),
which can be used to isolate application components or subsystems from each other. The
main contributions of this work are Isolation Points, which are software abstractions for
monitoring and understanding dynamic runtime behaviors to better isolation application
components hence creating more robust distributed applications. Two concrete artifacts us-
ing I-points also developed in this thesis are: I(solation)-RMI and I(solatoin)-Queue. I-RMI
demonstrates the utility of isolation points in J2EE’s RMI-IIOP domain. I(solation)-Queue




Modern middleware and programming technologies are making it ever easier to rapidly
develop complex distributed applications for heterogeneous computing and communica-
tion systems. The software architectures used for building such systems have evolved over
the past 30 years, from monolithic applications running on centralized mainframe hard-
ware, to client/server and three-tier applications spurred by the spread of cheap desktop PC
and workstations, and next, to orchestrated services in service oriented architectures. The
premise of our research is that the middleware technologies used to build such systems and
the distributed environments in which they run are sufficiently complex to make it difficult,
if not impossible, to optimize their runtime behavior. Further, in enterprise applications
that carry out tasks critical to a company’s needs, it can be difficult to consistently deliver
even the basic functionality needed by the enterprise, due to erratic system or software
behaviors, dynamic variations in request volumes, and changes in resource availability.
In response, this thesis methodically explores understanding, mitigating, and isolating dy-
namic system behaviors, as a means for improving a system’s ability to operate robustly
and reliably. Accepting the fact that components or services may fail to meet their targeted
service level agreements (SLAs), our goal is to: 1) detect abnormal or undesirable behavior
and 2) prevent them from affecting neighboring services. In other words, the idea is to build
‘firewalls’ that prevent the spread of undesirable behaviors through systems. Our technical
approach is to build middleware abstractions that incorporate ‘vertical’ (application/mid-
dleware/kernel) and end-to-end methods for these purposes.
1
1.1 Background
Performance isolation is not a new idea. Past work attempted to achieve this goal through
virtualization, either as virtual machine monitors [20, 126, 122] or at the operating system-
level [98, 2, 6, 58, 42, 18]. Other work along the same dimension focused on providing
behavioral isolation for a specific sub-component [107, 108], or resource isolation among
applications sharing the same hosting framework [40, 68]. Recent work in utility based
computing [15, 13, 26] attempt to provide certain levels of guarantees for diffe ent classes
of traffic, coupled with techniques for root cause localization and fast recovery [27, 34,
132, 37, 24, 46]. Other methods for dealing with undesired behaviors in server applications
include request deletion in web servers [100], request prioritization or frame dropping in
multi-media or real-time applications [111], and the creation of system level constructs
supporting these application-level actions [95, 125]. Essentially, such methods are specific
examples of the more general methods for dynamic system adaptation developed during
the last decade [105, 131]. They share with adaptive techniques the use of runtime system
monitoring and of dynamically reacting to certain monitoring events, but they differ in
that the policy-level decisions made in response to certain events are focused on limiting
dependencies rather than on exploiting them to optimize the behavior of the distributed
system exhibiting these dependencies.
1.2 Basic Definitions
A component is the building block in our world model. A component is specified by its API
interfaces, dependencies on external remote interfaces, and system interfaces. An example
component is a Websphere instance running a particular back-end service, where the com-
ponent description would then specify the input APIs for the service and the corresponding
outputs, points of contact to external APIs, and system interfaces (e.g. dependencies on file
I/O, communication sockets, or other similar low level system interfaces). The services we
examine in this work are activated by an external message or request, and they respond by
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returning a corresponding reply or an error.
A component can describe a complete server process or a specific service. In the text we
will use component, service and server interchangeably, to refer to component as defined
in this section. The scope and level of detail for the model can vary and depends on the
intended use.
A component can be associated with one or more behavior models. A behavior model
establishes a relationship between a measurable quality attribute of the component’s output,
component’s interactions with its inputs, runtime environment, and any external services.
To continue with the Websphere example, one can specify a behavior model that correlates
response time to number of concurrent clients under normal operating conditions. In this
dissertation, we focus on behavior models that describe undesired behaviors, for example
unacceptable response times due to an increase in the number of concurrent clients. Be-
havior isolation refers to detecting conditions that lead to undesired behaviors and applying
an enforcement mechanism to deal with them, thereby enabling the component to continue
meeting its service objectives and isolating it from the ill effects of such conditions.
A service path is the logical path inside a process boundary that traces a request from
its point of entry to its application process until it exits the process. We are primarily
concerned here with the segment of the path that traverses middleware layers. Figure 1
shows an example of a service path in RMI-IIOP. RMI requests arrive as IIOP fragments
over TCP sockets. An IIOP fragment is read from the socket buffer, assembled with other
fragments from the same message, then passed up to the RMI protocol layer which then
forwards the message to the correct object. The reply is handled in the reverse order. A
process might implement more than one mechanism for receiving and processing request
messages. For example, Websphere supports RPC style calls (RMI-IIOP) in addition to









Figure 1: Service path in RMI-IIOP - logical view
1.3 Isolation Points
We propose a new method for constructing distributed enterprise systems using ‘smart’
middleware capable of understanding undesired behaviors and reacting online to contain
such behaviors in application specific ways to maintain desired service objectives. To
achieve this goal, we modify specific middleware subsystems and augment them with mon-
itoring and control modules that can dynamically correlate service quality to data flows
and/or system/kernel parameters, and subsequently manipulate the flows and/or parameters
to maintain desired service quality.
1.3.1 Utility of Isolation Points
Our goal is to improve the behavior locality of distributed applications. The idea is to
prevent (mis-)behaviors from spilling across certain boundaries, since such spillage weak-
ens behavior diagnoses and/or weakens or disables the effects of locally applied control
or management methods [37]. An example is an isolation point that recognizes client-
based garbage collection and in response, breaks the synchronicities between the client and
servers, thus decoupling them in terms of their ability to affect each others performance.
Isolation points provide a powerful mechanism for understanding behaviors at a local level,








Figure 2: General Architecture of an Isolation Point
1.3.2 Isolation Point Structure
An isolation point is a monitoring and control module inserted at a specific point along a
service path in order to monitor and maintain service quality. Figure 2 shows the general
architecture of isolation points. Isolation points are composed of: 1) a behavior model
and 2) an enforcement mechanism. Isolation points use request and resource monitoring
probes to collect resource information and construct a behavior model. The enforcement
mechanism uses the behavior model to detect and isolate patterns leading to undesired be-
haviors by applying user-specific actions. Isolation points can embed such actions, or they
can use an external policy engine for storing and managing the user level policies. In this
thesis, we use hard coded enforcement mechanisms. In practical implementations, such
actions would be derived from user specified policies. The reader is referred to [103] for
more work related to policies and policy engines. Isolation points can be deployed to deal
with one or more undesired behavior effects, this association is a design and implementa-
tion issue. For clarity of presentation, we choose to associate our isolation point examples
with specific behavior models. The choice of deploying certain types of isolation points to
specific services in the distributed system is independent and local, however, coordination
among multiple isolation points can add additional value to the system. Both independent
and coordinated isolation points will be discussed in this thesis.
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1.3.3 Behavior Model
The behavior model correlates certain input loads and/or message sequences to undesired
changes in service quality. The behavior model gives us a relation between inputs and
outputs that enables us to react at runtime and apply user-specific actions to prevent the




• Domain expertise and heuristics
The control mechanism uses the behavior model and monitors the the service to detect
undesired behaviors, for example by detecting undesired input patterns. It then acts to
mitigate their effects. Mitigation actions can take several forms depending on the specific
case at hand, we list here some examples:
• Change the order of message dispatching in message oriented middleware
• Change default scheduler behavior
• Change resource allocation, e.g. buffer space assigned to different socket buffers.
1.3.4 Physical Implementation
The physical implementation of an isolation point can map directly to a specific point in the
code, for example a C function. More likely it will map to a group of functions, classes, and
modules. Implementing an isolation point can be as simple as embedding calls to external
mechanisms, or it can involve re-designing pieces of the middleware, for example using a
single thread to read IIOP fragments instead of one thread per client connection. Different




In this dissertation, we take a middleware centric approach where we place isolation points
in middleware implementations. We have identified three general classes of service path
localities fit for isolation points: 1) subsystems dealing directly with kernel/system inter-
faces, e.g., reader threads in IIOP protocol implementation, 2) subsystems responsible for
dispatching messages to application code on local node, e.g., RMI message dispatcher,
and 3) subsystems responsible for dispatching calls to remote nodes. Examples of these
localities will be demonstrated in the following chapters.
1.4 External Behavior Enforcement
Isolation points, as defined in the previous section, become an integral part of a compo-
nent. The behavior model(s) constructed by these points capture interesting relationships
between component’s inputs and outputs. So far, we have argued for the use of such models
to locally enforce behavior isolation. Our next step is to extend the definition of the com-
ponent model to expose the behavior model, hence making the behavior model available to
external components. This enables us to place the enforcement mechanism external to the
component, possibly resulting in a more efficient implementation. For example, in single
queue/multi server systems where certain server behaviors are triggered by specific input
patterns, by exposing the behavior model we can place the enforcement mechanism at the
queue level (queue dispatcher) where we can more efficiently control input sequences to all
servers in the system.
1.5 Evaluation Metrics
To evaluate our approach, we focus on measuring the robustness of service quality as the
service is subjected to different patterns. To quantify service quality, we use two metrics,
Quality of Information (QoI) and Quality of Service (QoS). Quality of Information refers to
any quantifiable attribute of the service output that can be measured at the service provider.
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An example of QoI used in this dissertation is the number of alternate fares returned for a
specific travel itinerary request. More fares mean more options to the consumer (end user)
which ultimately leads to more consumer loyalty and higher conversion rates (convert the
search into a sale). Hence, more fares returned in the result or answer reflect a higher
quality from the search engine provider’s perspective. As we will show later, the search
for alternate fares for a specific travel query is subject to a strict time limit enforced by
contractual agreements, where the actual number of alternate fares returned by the search
service can vary due to variations in processing speeds, cache misses and other factors
outside scope of the search component itself [48].
1.6 Thesis Statement
Degradation in service quality can be effectively isolated - monitored and contained - by
interposing local monitoring and enforcement modules at points along the service path or
data flow. We term these modified program localities as Isolation Points.
Isolation points are characterized by their ability to:
• enforce behavior isolation at a local level without requiring global system knowledge,
and
• define service quality with flexible metrics including performance, QoS, and of qual-
ity of information.
1.6.1 Summary of Contributions
To our knowledge this is the first thesis to improve behavior robustness for enterprise ap-
plications using a dynamic mitigation-based approach. We propose the use of performance
and behavior ‘firewalls’ to learn, identify, and proactively mitigate undesired behaviors at
a local level. Our approach is also unique in its ability to improve application relevant
metrics like quality of information. We present Isolation Points (IPs), a software approach
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for building behavior-robust systems. We demonstrate the utility of IPs with two middle-
ware implementations using commercial middleware and server applications from industry
applications.
1.7 Solution Approach
This research was motivated by several case studies from industry [85, 120] and from popu-
lar application frameworks currently used to build enterprise applications. Our experimen-
tation with one implementation of the popular J2EE [9, 4] framework shows performance
vulnerabilities in a 3-tier application that enable one client’s misbehavior to impact server’s
ability to meet its required SLA, a 56% drop in one experiment[84]. Another set of exper-
iments show a strong correlation between a server’s behavior and the specific orderings
of message sequences handled by that server, a case made more interesting as the server
process is recycled for each request thus eliminating any inter-message dependencies at
the application level [86, 85]. Yet another set of experiments from a completely different
application environment show that business productivity can be affected because of lack of
system support for automated processing of ad-hoc analytical queries against a production
transactional database [120].
The above cases show that certain undesired behaviors can arise from subtle interac-
tions between system subcomponents, or between applications and underlying systems.
These dependencies can result in undesirable runtime behaviors when triggered by certain
combinations of inputs. Furthermore, root-cause for these vulnerabilities can be difficult
to locate and fix, hence advocating an approach of run-time behavior understanding and
mechanisms for detecting and isolating these behaviors as a first line of defense.
These problems are not addressed by current technologies. Virtualization layers and
OS-based virtualization address isolation between entire VMs or entire application groups
and do not address vulnerabilities at the application or request level. In a similar way, other
approaches that aim at providing isolation solely at the application level [40] do not address
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vulnerabilities resulting from interactions between application and underlying system sub-
components as well as correlation to particular client behaviors and/or message patterns.
Our last point is to demonstrate how the problem at hand can be solved with only
access to local monitoring information. [16, 34]. Certain systems can only meet their
intended SLAs if configured in precisely the right form, in other words, global optimization
is necessary to achieve a working system configuration. We will show that for the sample
applications we have studied, local information is sufficient for understanding abnormal
or undesired behaviors, and that localized actions can contain such behaviors and isolate
them.
Initial experiments were conducted in lab settings with standard application frameworks
using standard benchmarks and workloads. As our understanding of the problem space
evolved, we leveraged our contacts with Worldspan L.P. and Delta Technology to acquire
scenarios from their production environments that can benefit from our research. Traffic
traces that support such scenarios were also obtained. Simplified models were constructed
to evaluate our research ideas and were evaluated with the traffic tr ces obtained from
industry. Final experiments were conducted on-site using production software systems
with sample traces.
1.8 Organization
The remainder of this dissertation is organized as follows. Chapter 2 gives an overview
of the class of applications we target. To assist the reader in understanding the concept
and utility of isolation points, we present a complete example in Chapter 3 using the ePric-
ing server farm of Worldspan. Chapter 4 summarizes our experience with isolation point
localities. Following are two concrete implementations of isolation points in popular mid-
dleware codes: I-RMI in chapter 5, and I-Queue in chapter 6. Related work is surveyed in




This chapter presents an overview of two applications we considered in our research. The
applications show that our work targets a realistic application space and provides tangible
value to real-life users.
2.1 Overview
This work targets application systems deployed in mid to large enterprises. We further
narrow our scope by selecting mission-critical large-scale enterprise applications with high
request volumes and 24/7 operation. We target applications deployed on server farms with
multi-tier architectures using either RPC style calls or message passing. The following
sections present two industrial applications that are representative of this class of enterprise
applications.
2.2 Delta Revenue Pipeline
Delta Air Lines utilizes a revenue tracking system named Revenue Pipeline. The purpose
of the Revenue Pipeline system is to track and report on operational revenue from world-
wide flight operations. Due to generally accepted accounting principles, (GAAP) income
cannot be realized as revenue until the service is performed or the product is shipped. For
the airline, this means that money realized from ticket sales cannot be recorded as earned
revenue until the customer boards the plane and flies to her destination (there are additional
rules for cancellations and ‘no shows’). The revenue pipeline subsystem keeps accurate
records of earned revenue, tracking all events relating to ticket sales, flight and passenger
departures and arrivals, flight manifests, and various other events related to passengers and
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Figure 3: Overview of Revenue Pipeline Subsystem
2.2.1 System Architecture
The system is fed with events from multiple sources distributed worldwide. These events
represent ticket sales, passenger boarding, flight departure and arrivals and various other
events. The system processes an average of 40 thousand messages per hour. The state
is updated and stored in a production database (see Figure 3), the production database
currently hold about 300 million ticket records and receives daily updates of about 250
thousand tickets. A nightly ETL (extract, transform and load) job extracts 80% of the daily
updates to a data warehouse. The ETL job takes an average of 2.5 hours. The production
database is also mirrored to a third data store dedicated to ad-hoc queries. The mirror-
ing is set to update once a day so as to minimize any load on the production database.
The revenue pipeline system is used for generating accounting reports, performing various
business analytics as well as providing relevant information to other subsystems at Delta.
We next explain in some detail some of the policies associated with the revenue pipeline
subsystem.
A critical accounting report must be generated to satisfy regulatory requirements. This
constitutes a firm deadline at which all information fed to and produced by the subsystem
must be up to date. Operationally, the report is executed against the data warehouse, and
this defines a deadline for processing all incoming messages related to flights that departed
for the current month, including current day flights. Missing the deadline can lead to fi-


























Figure 4: Queuing delays for each queue in Revenue Pipeline System
and impediments associated with missing a mandated filing deadline. Meeting the required
deadline is not a trivial undertaking, as demonstrated by an analysis of the queuing de-
lays experienced by the system’s current implementation. It indicates that messages can
wait in the queue for up to four hours (see Figure 4), in some operating conditions. Given
that queuing delay and the length of the queue (about 4000 messages on average), we find
that satisfying the up-to-date requirement can take up to 8 hours depending on the number
of events relating to today’s flights and their positions in the queue. Clearly, additional
computing resources for this subsystem could reduce these delays, but such additional al-
locations would violate other IT cost-based policies of the enterprise.
A particularly interesting interaction of the revenue pipeline subsystem with other sub-
systems is explained next.
The revenue pipeline subsystem serves as a source for other subsystems to gain up to
date information on the company’s current operational states. This subsystem has a wide
variety of users, some just providing updates, but others desiring to perform complex or
long running queries that have substantial resource demands. Unfortunately, the imposition
of excessive load on the production database can reduce its performance to the extent where
its consequently increased delays slow down subsystems like revenue pipeline. This is
particularly true during peak load hours. An alternative target for such business queries is
the data warehouse, but its information (updated only once a day) may not be sufficiently
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up to date and/or complete. The database mirror provides an intermediate solution with
more recent snapshots of the data and lower access cost, but lacks the historical quality of
the data warehouse.
2.2.2 Usage Scenarios
On an average day, there is a need to run one or two queries against the production database
itself, because of the highly up to date information it contains. The current system uses a
manual approval process for such access. This requires business users to first seek approval,
then the query is sent to the system administrator, who executes the query and carefully
monitors certain system metrics while it is executing. The purpose of monitoring is to
make sure the database has sufficient capacity to handle its normal load of transactional
messages in addition to the query being run. This takes one to two hours and consumes 4-5
man-hours of some of the highly qualified and least available employees.
2.2.3 Challenges
The manual routing and monitoring of query execution in addition to the manual process
involved with managing the database refresh process prompt us to consider methods to
automate such efforts. The additional mirror database in the Revenue Pipeline system pro-
vides an interesting mechanism for providing a data source with a trade off b tween cost of
access and data utility. Careful planning of the database snapshots which takes into account
user tolerance for delays and anticipated load from user queries can lead to substantial sav-
ings in terms of production database resource consumption.
2.3 Worldspan ePricing Engine
With the proliferation of the Internet, a large percentage of travel reservations are now
done online. We present here an overview of the IT systems involved in travel booking and









Figure 5: General overview of message flows in travel reservation systems
information to clearing warehouses (CW). The CW in turn publishes the updates to sev-
eral Global Distribution Services (GDSs). The GDS implements several services which
for a given travel itinerary searches for the lowest available fare across multiple providers
(airlines). Figure 6 shows an overview of the major components of this distributed system.
The second application we present is a pricing engine from Worldspan, a global GDS
provider and a leader in Web-based travel e-commerce. A pricing engine receives a travel
itinerary, searches a large database of prices, fares and rules and returns a list of available
routes sorted by fare.
It is estimated that the size of the fare and pricing database at Worldspan is currently at
10GB and is expected to increase by approximately 20% over the next few years. 10GB is
the size of data files used to store the fare and pricing information for international flights.
That includes data and index structures needed to access the data efficiently. The current
practice is to completely rebuild the 10GB file from scratch for every update (about 8
per day). Worldspan receives an average of 11.5 million queries per day with contractual
agreements to generate a reply within a predetermined amount of time. The high message
volume coupled with constantly changing system state creates a need for monitoring and
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Figure 6: Worldspan server complex: Architecture of one server
2.3.1 System Architecture
Worldspan operates a server complex of approximately 1500 server machines for process-
ing pricing messages. The configuration of each server is shown in Figure 6. We label each
process as either persistent or non-persistent. A persistent process remains alive across
several messages, while a non-persistent process is started to process a message, then ter-
minated with a new process launched for the next message.
2.3.2 Usage Scenarios
System administrators for the ePricing engine configure the server to run in non-persistent
mode. This choice reflects the complexity of the application code, since starting a new
process for each request eliminates the need to clean all related state in the process, a non-
trivial programming task. Terminating and restarting a new process for each query has no
impact on its actual processing time measured in the system. This is because (1) there
are no server-resident request queues and (2) a server machine is considered unavailable
and thus, no queries are sent to it during process termination, launch, and initialization.
Query time is measured only once the process is fully initialized and ready to accept a new
message, and a query is considered complete after a reply has been sent.
The inefficiencies implied by non-persistence are overcome by adding extra machines
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to the server complex and thereby maintaining a low overall complex utilization. The
economies of this decision are deemed preferable to investing the additional programming
and debugging time needed for correct operation with process persistence.
2.4 Summary
This chapter presented two applications used in this dissertation. The applications are
representative of a class of mission critical enterprise applications characterized by high
request volumes, large state, and high reliability requirements.
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CHAPTER III
BEHAVIOR ISOLATION IN COMPLEX ENTERPRISE SYSTEMS
In this chapter we present the Worldspan ePricing application in more detail and some of
its associated behaviors that motivate our research.
3.1 Introduction
Consider flight searches and subsequent bookings made by end users planning future travel.
One of the systems operated by Worldspan is the ePricing flight and fare search engine,
which responds to requests from various travel sites. Applications like the ePricing engine
are complex, often exhibiting unforeseen performance dependencies, caused by applica-
tion code, by application/OS interactions, and by variations in server hardware. A specific
case in point is the variation in server performance based on the sequence of queries pro-
cessed by the server shown in Figure 7. These variations are observed despite the fact
that the ePricing engine uses ‘clean’ servers, that is, its server processes are terminated
and restarted for each request. Online monitoring can detect the presence of this behav-
ior [64, 51, 79, 82, 118], but we have not been able to diagnose its root cause1, nd it is
not cost-effective to perform additional root cause analysis. The behavior isolation-based
approach and associated software abstractions developed in this thesis constitute a viable
method for dealing with such complex behaviors.
3.2 Mode of Operation
For each query, the server process is bounded by a timeoutT dictated by the requestor
(typically 16 seconds). AfterT seconds, the server aborts the search process, returns the
1One hypothesis is that these variations are caused by an interaction between the application software and
the Windows operating systems running on those machines.
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results it has found so far, and terminates. It is possible that the server exhausts the search
space beforeT. This is the case with travel requests for which there are not many available
seats. In this case, the server process returns an answer as soon as it realizes that it has
exhausted its search and then terminates.
3.3 Response Size as Quality of Information Metric
The ePricing server has to search a very large state in a bounded time in order to return the
cheapest fares in response to requests. Specifically, it is desirable to find and return many
alternate fares with each reply, since that translates into the possible discovery of cheaper
fares or into additional, useful choices provided to end users. Cheaper or additional fares
lead to improved customer experience, which leads to higher customer loyalty and possi-
bly, increased chances in converting the search query to a ticket reservation and booking
(a revenue-generating event). Hence, the number of solutions returned for each request,
‘Response Size’, is an important and carefully monitored business metric.
3.4 Behavior Model for Response Size
In Figure 7, we show the ‘response size’ metric for a specific query on 30 different execu-
tions with identical seat availabilities. These experiments show that for the same queries,
this metric can differ by up to 13% if the query is executed on a server machine that was
subjected to other queries of the same geography (e.g., all queries for travel between East
Coast USA and Europe) vs. queries of mixed geographies (e.g., East Coast to Europe AND
West Coast to Asia). Figure 8 depicts the results for 8 queries that are executed under two
different settings: (1) Local, in which all queries and the same geography and (2) Mixed,
in which the queries were of mixed geographies.
The application and system experts at Worldspan strongly suspect these effects are due
to certain patterns of query sequences executed in each server, specifically caused by pat-


























































Figure 8: Number of executions returning maximum result size
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The geography of a fare request is defined as the geographic region of travel origin and
destination. For example, a fare request for travel from Atlanta to London can be classi-
fied under the East Coast/Europe geography, similarly, a fare request for travel between
L.A. and Tokyo can be classified under the West Coast/Asia geography. This geographic
classification is based on how fare data is physically store on disc by geographies.
Based on this input we assume a behavior model that strongly correlates response size
with query sequences comprised of similar queries. This assumption is validated in the
following section.
3.5 Validating the Behavior Model
Experiments conducted on-site at Worldspan facilities are used to validate the hypothesis
that query time is affected if sequential queries cover different geographies (e.g., a query
for travel from Atlanta to Paris, followed by another for travel from L.A. to Tokyo). To
evaluate the aforementioned affinity effects, we compare the results of two sets of queries:
Set #1 contains queries for travel between the U.S. east coast and Europe; it is composed
of 37 queries. Set #2 is composed of 20 queries for flights between the U.S. west coast and
Asia. We next show that this locality in message parameters, henceforth termedmessage
locality, impacts server performance.
For each set, a long stream of requests is generated by repeating the queries in the set
repeatedly for 33 times, each time using a randomized order. For each query execution,
we observe the number of solutions returned in the reply message, where the number of
solutions is the term used to denote the number of alternative routes and fares the server
detects for this particular query. A key item of interest here is that for this application,
the measurements of delay and throughput commonly used in the literature on enterprise
or web services are not suitable. This is because the SLA (Service Level Agreement)
the organization must meet for search services combines minimum delay with response
quality. The quality of a reply is measured by the cheapest fare it can find for a given
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request (based on seat availability) and also by the number of alternate fares it can find.
The two are related as the system is more likely to find the cheapest fare if the search is
able to cover more space within the given time restrictions. We use the size of the response
as a direct measure of the number of alternate fares returned by the server as the overheads
in the XML reply are fairly constant across replies. For this SLA, latency requirements are
always met, by intentionally underloading servers, with server utilization never exceeding
50%. The key property of interest, therefore, is response quality. More generally, then, to
attain behavior isolation, this means that we must consider application-level semantics and
quantities, such as parameter values (i.e., response quality) and the correlation of changes
in such values and in application behavior.A conclusion from these facts is that behavior
isolation requires instrumentation at application-level, in addition to the instrumentation
vendors are adding to the middleware and system levels.
Experiments were conducted on an IBM eServer with 3GB of RAM running Windows
Server 2003 in a controlled environment in which the testing machine is not subjected to
any state updates while executing these query sets. In the more general case, such updates
arrive once every 8 hours, updating flight schedules and prices, and once every 1/2 hour,
updating seat availability. For these controlled experiments, therefore, the server should
return the exact same number of solutions for all executions of a particular query. The
experimental results show that this is not the case. In fact, we identify certainunstable
queries that return different solution sizes for different executions. Table 1 summarizes the
frequency of such queries, and in Figure 8, we plot the number of executions returning
maximum alternate fares (solutions) for each query. Notice here that executions in which
queries are reorganized to attain better query locality (MIX) demonstrate higher utility to
the end user overall.
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Table 1: Query set sizes and fraction of unstable queries
Query Set #1 Query Set #2
Total Queries 37 20
Time Sensitive Queries 7 2
3.6 Improving System Utility
In this section we evaluate an isolation point based approach to dealing with query instabil-
ity. In this example, we enhance the message queue dispatcher with a global isolation point
that chooses the server for processing the next message based on server state. The dis-
patcher attempts to improve the utility of the farm (geo utility in our example) by matching
the query being dispatched to an idle server whose last execution matches this query.
Our proposed isolation point is evaluated with data traces collected by the quality as-
surance group at Worldspan - over 1,970 request messages. We initially executed these
messages on the server to measure the response time for each message. The results are en-
tered into a simulation developed to evaluate certain behaviors. This is explained in more
detail below. Experiments were conducted in Worldspan’s Atlanta offices using a produc-
tion version of the ePricing server running on an IBM eServer hardware comparable to the
machine configuration utilized in Worldspan’s server complex.
The number of servers was varied between 10 and 100. The message arrival pattern
was assumed uniform with 500ms inter-arrival time. Figure 9 plots the maximum queue
length against number of servers, each data point representing the maximum queue length
observed over 20 runs with different message ordering. Queuing delays are observed for
farm with less than 28 servers. Figure 10 shows the measured geographical match as a
percentage of all messages processed. The maximum match percentage is 97%, which is
calculated by sorting all messages according to their geographical code and counting the
percentage of messages that matches their previous neighbor. As seen from the graph, we
can obtain a match level of about 44% at 28 servers. Adding more servers to the farm does























Figure 9: Max. queue length as a function of number of servers in the farm
percentage, We note here that Worldspan operates their farm at a 50-60% utilization factor,
while that translates to 56 servers in our simulation, results in roughly 80% geo match
percentage. The geo match obtained with no isolation points (baseline measurement) was
7-8%, this represents the case of dispatching messages to any available server regardless of
execution history.
3.7 Discussion
The behavior in Figure 7 is partly explained by the following facts. The server has to search
a very large state for the cheapest fares. The server responds to a query if: (1) it exhausts its
search space, or (2) it hits some timeout limit. Such timeout limits were experienced for the
unstable queries summarized in the table. In contrast, for stable queries, the server quickly
finds the best solutions and then uses its remaining time before timeout to eliminate (and
then, not return) suboptimal results.A conclusion from these observations is that while
isolation points can detect and even correct (see below) certain undesirable application
behaviors, it is typically easier to carry out such behavior isolation actions than it is to
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Figure 10: Improved locality as a function of number of servers in the farm
focus on using the relatively cheaper remedy of behavior isolation through isolation points
compared to earlier pursuits in distributed system debugging [16, 34, 37].
3.8 Summary
The basic insight from these experimental demonstrations is that hidden behavior depen-
dencies can strongly affect business utility (in this case, correlated with geography) in enter-
prise software, and that it is not unusual for such dependencies to be triggered by common
requests. In summary, the experiments shown in this chapter provide two basic insights:
(1) interactions between applications and underlying operating systems/hardware can have
a significant impacts on system output, and (2) to diagnose or even understand (much less
fix) such interactions, methods must use semantic information about the programs in which
they occur. An example of semantic knowledge in the cases above is the ‘geography’ of
request parameters. For isolation points, this means that in general, they must be able to ac-
cess request parameters and/or selected relevant program state. This requirement is not met
by the methods for middleware- or system-level monitoring advocated elsewhere [64, 31].
Instead, identifying the specific parameters to be monitored either requires user input or
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extensive sensitivity analysis, and finally (3) current methods for dealing with such behav-




In constructing isolation points we need to carefully consider where to place our enforce-
ment logic along the service path. In this chapter we argue for two classes of localities
fit for that purpose. We also make a case for exploiting semantic program knowledge to
support better behavior models.
4.1 Interaction with Lower Level System Resources
Modern software engineering practices encourage application developers to code based
on abstract system models, a case in point being Java’s ‘write once run anywhere’ goal.
This assumption opens the door to performance vulnerabilities because in reality, a gap
exists between the application’s abstract system model and the system’s actual behavior
under load, stress, or failure [10, 123, 75]. This gap leads to unexpected and undesired
runtime behaviors. Abstraction from underlying system layers has tangible benefits to
applications developers, such as code portability and reduced complexity. Furthermore,
such abstractions make it possible to add adaptive middleware and system components that
can deal with the issues mentioned above.
An illustration of this point is given by a simple example from the Websphere imple-
mentation of RMI-IIOP (Websphere V5 running IIOP V1.2). This implementation dedi-
cates a separate reader thread per client connection. In this implementation, when a server
is subjected to invocations from multiple clients, all of the corresponding reader threads are
activated, as they all receive notifications of data being available on their underlying sock-
ets. It is up to the underlying kernel thread scheduler to decide which thread to run next.
Assuming a round-robin scheduler and equal buffer sizes on all connections, it is common
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Figure 11: Effect of secondary clients on message assembly time
with large request sizes. Note that this analysis also applies to writer threads. Figure 11
shows how assembly time per message for a client increases by over 100% when the server
is handling only one additional concurrent connection.
The potential for ‘performance crosstalk’, or worse, for purposeful exploitation of such
behavior is obvious. A game player who can modify his requests to the server to fit in
half the number of fragments as other players can get up to twice his fair share of the
server’s time. A client who needs to attach additional payload to his server requests can
get penalized as the server continues to process smaller messages from other clients while
waiting on the assembly of this client’s requests.
We note here that fragment assembly occurs at the lowest level of the RMI-IIOP stack.
The RMI logic, and the application of course, are only notified of message arrival when all
fragments are read from the socket and assembled into one message. Therefore, any action
to mediate this behavior is best located at that junction. One can argue that corrective mea-
sures can be taken at the middleware or even the application level, perhaps by imposing
relative rate limits or similar mechanisms. However, due to the fact the higher layers are
only notified when a complete message is fully assembled, they have no way to differen-
tiate between two clients sending messages at different rates and/or sending messages of
different sizes.
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The example of messages of different sizes received at the socket layer is just one in-
stance of performance dependencies observed at the interface of middleware to underlying
system components. Similar dependencies exist elsewhere, including in file system inter-
faces, for disk caches, etc. We conclude that the middleware-system interface is one class
of localities where it would be beneficial to place isolation points.
4.2 Inter-Component and Inter-Machine Interactions
Interactions between application components raise the potential for the spread of perfor-
mance and behavior problems. In this work we focus on interactions via calls to component
interfaces, both synchronous (RPC style) and asynchronous (message passing). Behavior
isolation has to consider (1) the targets of inter-component calls, (2) the interfaces pre-
sented by components, and (3) the formal and actual parameters used in calls and their
effects. A simple illustration is an example experienced by Delta Airlines, where in the
past and assuming a modest number of directly connected travel agents, direct calls were
allowed to a flight subsystem to extract current flight state. When opened up to the Internet,
frequent calls to this interface resulted in sufficient slowdown to cause it to seriously vio-
late its performance guarantees to subsystems that relied on it. Isolation points associated
with this call target and this specific interface can detect and then, correct for problems like
these (e.g., by shutting down this interface).
4.2.1 Exploiting Semantic Program Knowledge
Poison Messages. Efficient performance isolation may require knowledge beyond what
can be supplied by operating systems or middleware. A specific case occurring in an air-
line enterprise information system (EIS) was abnormal performance observed as occasional
surges in resource usage. If unchecked, this could threaten operational failure (e.g., inap-
propriately long response times) and/or revenue loss (e.g., clients going to alternate sites).
The methods for performance isolation described earlier can detect such behavior and pre-
vent it, by shutting off the misbehaving subsystem, but such drastic action penalizes many
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requests not linked to this abnormality. In this particular case, a more refined approach is to
create an isolation point that tracks request parameters and types, to dynamically identify
the requests that cause the behavior. Such an isolation point, however, must have access
to program semantics like parameter types, values, etc. With such knowledge, it is then
possible to build models that can correlate certain message parameters and type or format
information about them to certain system behaviors (e.g., resource consumption). More
generally, of course, the culprits may not be single poison requests, but they may be ‘poi-
son sequences’ along dynamic program paths. This is discussed next.
Poison Sequences. In the more general case, we find that certain combination of mes-
sage sequences can result in unacceptable dynamic behaviors similar to the ones described
above. An example of such behavior is a server that leaks memory every time it processes
and incoming message where the amount of leaked memory is directly proportional to mes-
sage size [86]. A simple remedy to this problem is to reboot the server everyX messages,
or everyT hours or minutes. Both approaches fail to acknowledge that a sequence of mes-
sages with large size would lead to larger memory leaks compared to a sequence with small
message sizes. In this case, an isolation point that tracks incoming message sizes can give
a better prediction of when to perform a server reboot, or more interestingly, control the
message sequence in some application defined way (e.g. reorder the messages) so that the
server sees longer sequences with small message sizes and hence requires less frequent
reboots. Another example, one we cited already in Section 2, is that of message locality
in the Worldspan ePricing application. By linking message dispatching with the content of
the From and To fields of the queued messages and combine that with the execution history
on the server machines we can achieve higher business utility.
In summary, achieving behavior locality requires us to insert isolation points that mon-
itor and control: (1) interactions with lower level system resources and (2) inter- and intra-
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component interactions. Isolation points can greatly benefit from exploiting semantic pro-
gram knowledge to accurately identify causes from mis-behavior and efficiently deal with
them.
4.3 Related Work
Prior work has developed many methods for dealing with performance problems in server
applications. The latter include request deletion in web servers [100], request prioritization
or frame dropping in multi-media or real-time applications [111], and prior work on the
creation of system-level constructs that support these application-level actions [95, 125].
The objective of such work is to eliminate or limit undesirable performance behaviors to
attain desired levels of Quality of Service (QoS). Such methods, therefore, are usefully
employed with the isolation point-based approach advocated here. Also of use is earlier
work on dynamic system adaptation [22, 39, 105, 131], which attempts to improve the
behavior of the distributed systems’ performance [89, 105].
Performance isolation is a well-established principle in modern operating systems [20].
This work advocates such an isolation-based approach to performance management, but
differs from prior work in that it also considers performance dependencies that exist across
the different layers of abstraction existing in current systems, such as dependencies across
system-level communication protocols and the middleware-level messaging systems that
use them. The specific results attained here for Java RMI-IIOP and J2EE-level method calls
are related to earlier work done on the IQRUDP [57] data transport protocol, which coor-
dinates middleware-level and transport-level adaptations to better meet application needs.
What is new here, however, is that we consider explicit characteristics of the more complex
Java middleware environments, including Java’s garbage collection techniques.
Hardware, kernel, and application-level protection and isolation have been studied ex-
tensively for single Java virtual machines [40]. [68] applies the concept of a Java resource
accounting interface to isolate applications inside a JVM at the granularity of isolates to
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J2EE platforms. In comparison, our work focuses on performance isolation at single re-
quest granularity (even within the same application), and we identify three kinds of per-
formance dependencies embedded in the middleware implementation of J2EE and Web-
Sphere. Since detection logic is placed into middleware prior to application execution,
resource reservation approaches like those described in [68] can be used as an enforcement
mechanism, where thresholds are set dynamically by a resource monitor. Note that some
of the scenarios presented here are not addressed by the isolate mechanism, such as when
the vulnerability point is in the lower levels of the middleware before the message is parsed
and dispatched to its target application (isolate).
Machine learning techniques have been applied successfully in previous studies to
server and process monitoring. Application traces for detecting application faults are exam-
ined in [104, 81, 46, 65]. Bowring et al. use similar methods to classify software behavior
based on program traces [25]. These studies use application traces to detect a problem as
it occurs and to recover the system by restarting the whole or parts of the system. Our
approach differs in that it uses application-defined methods to dynamically adjust system
parameters or behavior, to increase system utility.
The SLIC project at HP Labs [59] applies statistical learning methods to problems simi-
lar to those addressed in this work, including performance forecasting [97] and performance
diagnosis [132, 36, 70, 93, 130]. These methods classify based on system metrics, with-
out leveraging the additional information available in incoming request parameters. Our
experience with multiple industrial applications shows that the values of request parame-
ters can be excellent predictors of certain interesting system behaviors and thus, should not
be ignored for the development of eff ctive methods for runtime behavior diagnosis and
management.
Application Response Management (ARM) [62] is an instrumentation API mainly con-
cerned with profiling request flows in a distributed application. The instrumentation code
collects data on transaction and sub-transaction boundaries and processing time at each
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step. The data is fed to an analysis engine for analysis and monitoring. Isolation points are
similar to some extent to tools that build on ARM (e.g. eWLM [60]), in the sense that they
monitor requests, analyze and detect anomalies, and then apply some corrective action.
This is a very common architecture in autonomic and adaptive systems. The difference,
however, is as follows: 1) Isolation points advocate a more localized approach. We try to
identify the problem at the node level and contain it there to prevent its spread to other
parts of the system. 2) Our approach is ‘vertical’ by correlating measurements from the
application layer to the kernel/OS level, as necessary.
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CHAPTER V
I-RMI: BEHAVIOR LOCALIZATION FOR RMI-IIOP
In this chapter we present the detailed design of I-RMI, a version of RMI-IIOP enhanced
with three representative isolation points. Basic evaluations of I-RMI and its utility in
behavior localization are also presented.
5.1 Introduction
Modern middleware and programming technologies are making it ever easier to rapidly de-
velop complex distributed applications for heterogeneous computing and communication
systems. Typical software platforms are Microsoft’s .NET, Sun Microsystems’ Java 2 En-
terprise Edition (J2EE) specification, and vendor implementations of these specifications
like IBM’s WebSphere, BEA’s WebLogic, and open source efforts like JBoss. Businesses
use these platforms to link different enterprise components across the wide spectrum of
hardware and applications that are part of their daily operation. Science and engineering
applications benefit from their rich functionality to capture data from remote sensors and
instruments, access shared information repositories, and create remote data and collabora-
tion services.
The software platforms identified above are mapped to hardware infrastructures in
which end clients are concerned with data capture or presentation (Tier 1), supported by
two server-level tiers that implement application and storage services, respectively. The
J2EE architecture follows this 3-tier model by defining three container types to host each
of the tiers, where containers offer sets of standard services to cover non-functional re-
quirements like transactions, messaging, and security. The goal is for developers to be able
to focus on business logic and processes rather than having to deal with dependencies on
client or server hardware and software systems.
34
A barrier to creating the system-independent services envisioned by application de-
velopment platforms is the level of performance robustness of the distributed applications
created with them, in lieu of unpredictable variations in user behavior or in the resources
available for satisfying user requests. Recognition of this fact has resulted in a multiplicity
of techniques for dealing with behaviors like bursty request volumes, including dynamic
load balancing and migration, server replication, and similar runtime methods [17, 28, 96].
For media-rich or data-intensive applications, bursty loads can be combated by reducing the
fidelity of media content, skipping media frames, or using application-specific techniques
for reducing computation and communication loads [128].
Our interest is to use application- or environment-specific techniques like those listed
above to create more performance-robust distributed applications. The goal is to better
isolate applications from each other with respect to their performance behaviors. The con-
sequent technical contributions of this chapter are the following. First, experimental evi-
dence demonstrates the importance of performance isolation toward creating well-behaved
distributed applications. Specifically, we show that the unusual behavior of even a single
client can substantially diminish a data-intensive J2EE server’s ability to provide suitable
levels of service to its other clients. Second, we propose an approach to achieving perfor-
mance isolation that (1) exposes system resource information to the middleware layer, (2)
enriches the middleware layer with methods for analyzing and adapting application behav-
ior, isolation points and adaptation modules, (3) permits the middleware layer to execute
these solutions when or if necessary, the latter based on (4) user-defined SLAs (Service
Level Agreements). A final contribution is the description of a general architecture for
performance-isolated messaging both for J2EE applications and for the popular publish/-
subscribe programming model.
The concrete artifact produced by and evaluated in this research is I(solation)-RMI, a
version of RMI-IIOP enhanced with functionality that enables applications to detect and
react in meaningful ways to violations of performance isolation SLAs.
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Results attained with I-RMI are encouraging. For the well-known Trade benchmark, for
example, complete elimination of side-effects (an up to 56% drop in throughput) resulting
from slow clients. These results are achieved by using a sliding window algorithm at two
different isolation points.
5.2 Motivation
There is a plethora of work addressing runtime performance management in distributed
server systems, ranging from system-level solutions like process/load migration or request
throttling [96, 124, 100], to application-level tradeoffs in the quality of server responses
produced for clients vs. server response time [45, 76], to the creation of new middleware
or system abstractions that support the runtime adaptation of applications and systems in
response to changes in user requirements or platform resources [39, 47, 57, 83, 94, 95].
Modern distributed applications created with development platforms like those based on
the J2EE standard are sufficiently complex to make it difficult, if not impossible, to design
application-wide methods for optimizing their runtime behavior. Instead, we address the
simpler problem of curtailing or limiting the spread of performance problems across dis-
tributed client/server subsystems. Examples of this problem occur in the enterprise system
run by Delta Air Lines: (1) a backup job run by an administrator during system operation
can generate a sufficient level of I/O to slow down file system operations for another sub-
system running on the same machine, or (2) the logging of operational data contained in
files to a backend database slows down other subsystems that use or produce this file data.
One result of such slowdowns is that they cause other subsystems’ request queues to build
up, including those from the front ends used by clients, potentially leading to operational
failures (e.g., inappropriately long response times) or revenue loss (e.g., clients going to
alternate sites). The problem, of course, is that performance degradation in one part of the
system (i.e., the storage subsystem) leads to performance degradation elsewhere. In other
words, the system does not adequately deal with or isolate the performance dependencies
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inherent to this distributed application.
Our approach to limiting performance dependencies in distributed enterprise applica-
tions like those described in [21, 127] is to enhance middleware with functionality that
offers improved levels of performance isolation, thereby creating a performance analogue
of the firewalls used in computer security: (1) by examining middleware to identify points
along the code path that are vulnerable to performance dependencies, termed isolation
points, and (2) by re-coding these points and enhancing them with a generic and exten-
sible API that permit developers to define runtime reactions to violations of application-
specified measures of performance exhibited by applications, represented as adaptation
modules. The outcome is the creation of performance ‘firewalls’ that prevent the spread of
performance problems across different components of distributed applications.
Our implementation approach addresses the broad class of web service-based applica-
tions, by associating instrumentation and support for performance firewalls with the RMI/I-
IOP implementations used in interactions between web, application, and backend servers.
Specifically, I-RMI uses three representative isolation points to achieve behavior locality.
In the first isolation point, we modify the IIOP implementation in Websphere V5 to use
Java’s non-blocking socket APIs and expose the socket buffer size to the isolation point
logic. The new model enables us to: (1) have predictable performance from the fragment
assembly codes in the IIOP layer, and (2) align this behavior with user-defined service level
objectives by controlling relative buffer sizes on each socket connection (see Figure 12).
This isolation point demonstrates the importance of managing interfaces with lower level
system resources to achieve behavior locality.
Additional isolation points are added by instrumenting the generated RMI stubs. The
instrumentation codes track incoming method calls and outgoing method invocations (to
remote clients). By correlating that information with monitoring information from target
machines, we are able to detect situations where the server becomes unable to process
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Figure 12: Message assembly time at different socket buffer sizes
the memory subsystem (as reviewed in Section 3.2.2). Avoiding such situations helps us
prevent the ripple effect that would otherwise result if servers were not protected against
slow-responding remote method invocations.
5.3 System Architecture
I(solation)-RMI (I-RMI) is a version of RMI-IIOP [7] enhanced with three classes of iso-
lation points, to cover J2EE’s applications’ intra- and inter- process interactions, as shown
in Figure 13. The goal is to create an implementation of RMI [129] suitable for the
information-flow architectures prevalent in today’s enterprise computing systems.
As with related abstractions developed in earlier work [54, 83, 101], the changes made
by isolation points occur at the middleware level and can be realized and carried out without
requiring modifications to application code. The monitoring and adaptation methods used


















Figure 13: Overview of I-RMI
5.3.1 Behavior Dependencies in Application Interfaces
The idea of isolation points applies both to client-server- and event-based distributed appli-
cations. Consider the structure of typical enterprise information systems described in [87].
Events generated at the edge of a system trigger chains of message passing and processing
inside the system, where each processing step augments, personalizes, or otherwise trans-
forms the original event. An example of such a system is deployed at Delta Air Lines,
which feeds ticket reservation events into a revenue estimation system. Each event results
in 20-30 subsequent calls to other modules inside this system. The application uses asyn-
chronous messaging to decouple senders from receivers. Message-based distributed appli-
cations have to be constructed and administered so that the rates of delivering messages into
queues do not exceed the rates of extracting messages from queues and processing them.
Jitter in rates [44] can both lead to queue buildup and put pressure on servers’ available
memory resources. This in turn can deteriorate server performance and its ability to meet
target performance levels.
A concrete set of examples studied in this chapter addresses data-intensive applications,
our intent being to explore the uses of J2EE infrastructures for manipulating the large data
items implied by future applications in tele-medicine or -presence, remote collaboration,
remote access to rich data sources [19], and data mining. For example, for the multimedia
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or document management applications described in Liferay Portal [8], we expect message
sizes to be quite large, and any additional delays in processing queued messages by remote
clients can result in substantial server-level performance degradation. The ‘slow client’ iso-
lation point added to RMI-IIOP is intended as a generic mechanism for handling the case
described above. This point is inserted in the call path before call argument marshalling.
The logic we inject into the path monitors queue behavior (system or application-level
queues) indirectly, by monitoring the respective incoming and outgoing request rates. By
combining estimates of queue lengths with resource utilization on the local and remote
nodes, the injected code can detect situations where a slow node is causing serious queue
buildup that might lead to performance degradation on the server. A sliding window is used
to measure these rates, one window per causally connected incoming and outgoing APIs,
one window for local resource information, and a third window for resource information
on each remote machine. The specific action taken to reduce queue buildup is decided at
runtime by user-supplied logic. Possible actions include: decreasing the sizes of call pa-
rameters to reduce the processing required on the target server, rerouting the call to another
host, rejecting the call and having the sender deal with this exception, etc.
Our next scenario is derived from an airline enterprise information system (EIS). Sys-
tem administrators strive to provide consistent performance levels for the operation of their
system. An occasional surge in resource usage, traced back to a particular uncommon re-
quest type, can cause other subsystems’ requests to build up, including those from the front
ends used by clients, ultimately threatening operational failure (e.g., inappropriately long
response times) or revenue loss (e.g., clients going to alternate sites). Such uncommon
request/message types are termed Poison Messages.
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5.3.2 Behavior Dependencies in Local System Interfaces
Tennenhouse describes ‘QoS crosstalk’ as the eff ct of multiple concurrent streams on
server performance [116]. We include an isolation point in I-RMI to manage and mini-
mize such crosstalk effects. This section describes its implementation and demonstrates
the potential of poor performance isolation in the presence of multiple concurrent request
streams with varying request sizes. Such request streams are common in information flow
applications between front-end Web/UI servers and backend business process servers. The
RMI-IIOP implementation we use dedicates a separate reader thread per client connection.
When a server is subjected to invocations from multiple clients, all of the corresponding
reader threads are activated, as they all receive notifications of data being available on their
underlying sockets. It is up to the underlying kernel thread scheduler to decide which thread
to run next. Assuming a round-robin scheduler and equal buffer sizes on all connections, it
is common for streams with very small request sizes to receive better treatment compared
to streams with large request sizes. Note that this analysis also applies to writer threads.
Behaviors like those explained in the previous paragraph can be unacceptable for certain
application deployments or client connections. Known control methods addressing them
include changing the socket buffer sizes for certain connections, altering threads priorities,
or both. Setting the right buffer size for each connection requires that such a value be
calculated uniformly for all connections. Toward these ends, we insert an isolation point
at the IIOP reader thread level, and we re-implement parts of RMI-IIOP to use a single
reader thread and non-blocking I/O. The single reader thread provides a single point of
control where the ‘right’ buffer sizes can be calculated and applied. The resource monitor
is responsible for tracking how many parallel streams are active. The enforcement logic
dynamically adjusts the buffer sizes for each connection to achieve the desired relative




We implemented the above isolation points in Websphere V5 and V6 using IIOP V1.2, as
outlined in more details below.
5.4.1 Modifying Call Stubs
RMI, similar to other RPC style mechanisms, relies on generating stubs that handle the
call transparency at runtime including marshalling and de-marshalling of call arguments.
To implement the first two isolation points we inserted the monitoring adaptation logic in
these stubs by inserting template source codes at pre-determined points in the stub source
code. The code insertion was added by means of scanning the source code using regular
expressions that matched the insertion locations and replaced them with code snippets that
included the right hooks. The stubs were then recompiled and jar files were updated with
the new class files. Placing the enforcement mechanism at the stub level is an implementa-
tion detail. Other possible methods include modifying the middleware code at a layer above
the dispatchers or modifying the stubs using non-source code based methods. Our imple-
mentation chose to modify the source code of the stubs, which requires a recompilation of
the code, alternate methods include binary code re-writing or dynamic code instrumenta-
tion [72, 73, 99]. This implementation method was chosen based on convenience and we
acknowledge its drawbacks: required access to source code, unsafe as the regular expres-
sion might match more or less than what is desired, and sensitivity to changes in stub code
generation.
5.4.2 Modifying the IIOP Reader Layer
As explained before, the IIOP implementation used a separate thread per client connection.
Our goal was to modify the design to use a single reader thread that utilizes non-blocking
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Java I/O APIs to service all client connections. Non-blocking APIs allow for better scala-
bility as well as give us better control over managing system resources. While IIOP was de-
signed with some flexibility in mind, for example by defining standard interception points,
making changes in socket handling is at the core of the IIOP implementation and requires
making some invasive changes. We had no access to source code and could work only with
Java class files. The first step was to identify the Java classes that implemented the IIOP
socket handling layer. We created a dumb RMI call on the server that made a thread stack
dump, the few methods at the top of the stack gave us a clue as to which classes and meth-
ods handled the method dispatch. Next we scanned the jar files for these classes and reverse
engineered them for their original Java source code using tools like []. Reverse compilation
did not always produce valid source, especially for methods with long and complex code
blocks - more on that later. The reverse-engineered code revealed the entry points into the
RMI stack, we used that information to scan for the IIOP logic that calls these methods. We
achieved this by mass reverse engineering the jar files then running a simple text search.
Other tools were available to assist in such search [1], but we choose text search for its
simplicity. At this point we identified the Java classes that implemented the IIOP protocol,
which we didn’t need to modify, and by tracing the code we identified the call graph that
starts at opening a socket, then listens on a socket and finally extracts a chunk of data and
handles it to the IIOP parsing and dispatching logic. Our main concern was the commu-
nication layer which was implemented in a few classes only and was completely separate
from the IIOP protocol details (parsing, versioning, ...).
The next step was to change the design to use non-blocking APIs. We need to make
the changes in 5 Java classes. First we reverse engineer the class file to obtain its source
code, then we proceed to make the required changes in the source code. The new source
is compiled and re-packaged in the jar file and the server is re-started to make the changes
effective. Reverse engineering failed to produce valid Java code for some class files (by
valid we mean code that can be compiled by the standard Java compiler). For these classes
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we developed the following strategies:
• Modify method behavior using Inheritance. In some classes it is desired to alter the
behavior of one or more methods. However, the byte code for these methods, or other
methods on the same class, cannot be reverse engineered into compilable Java source
code. Our observation of such classes is that the instantiation points for such classes
are often in simple classes that can simply be decompiled. Assuming we want to
alter the behavior of methodf ooon classA, we follow the following pattern:
– Create a subclass a subclassB that inherits fromA and overridef oo with the
desired behavior. The originalf oocan be accessed by callingsuper. f oo().
– Locate call sites tonewA() and replace them withnewB(). It is our experience
that while the class A might be overly complex for decompilation, it is often
instantiated from simple classes that can be decompiled with no issues.
By following the above two steps we created a subclass with the desired modified
behavior.
• Modify method behavior using byte code editing. We resorted to this approach in
cases where we needed to make surgical changes to methods that did not lend them-
selves to Java decompilation tools. Using the BCEL tool [99] we were able to accom-
plish simple tasks such as substituting a method call with one of our own, injecting a
method call at a function entry point or a function exit point.
A combination of the above patterns enabled us to implement the design changes we sought
after.
5.5 Experimental Results
Experiments are run in Georgia Tech’s enterprise computing laboratory, using Version 5.1
of IBM WebSphere J2EE server running on an x345 IBM server, a dual 2.8GHz Xeon
44
machine with 4GB memory and 1GB/s NIC, running RedHat Linux 9.0. The server runs
against Version 8.1 of DB2 which runs on a separate machine with an identical configu-
ration. Clients, secondary servers and load generators run on an IBM BladeCenter with
14 HS20 blade servers installed. Each blade has dual 2.8GHz Xeon processors with 1GB
RAM and 1 Gb/s NIC card running RH Linux 9.0. Trade benchmark was running on Web-
sphere 6.0 ND using DB2 V8.1 database running on a separate host. Rational Performance
Tester (RPT) was used to generate the workload for the trade benchmark.
5.5.1 System Interfaces Isolation Point
We employed two techniques to control the cross talk between client communication chan-
nels. the first is to use a single thread to handle all read operations. This change also
required us to use Java non-blocking I/O (NIO) library which is different from the tradi-
tional java.io package used in the default IIOP implementation. The second change we
implemented to control cross-interference is to use socket buffer sizing for each client to
achieve the desired isolation (as defined by a higher-level policy). In our experimentation
the policy is to maintain the same throughput regardless of presence of other concurrent
traffic [108].
When evaluating the performance of RMI vs. I-RMI we should keep in mind the im-
plementation differences between the two (single threaded vs. multi-threaded and Java
IO libraries vs. Java NIO libraries). A good way of assessing I-RMI benefits would be
to compare the performance of I-RMI itself before and after activating the enforcement
mechanisms.
In our first experiment we show cross talk effect on request rates (Figure 14). The graph
shows request rate (in requests/ econd) for a client sending a constant stream of 32KB
messages, where each message is sent as 16 IIOP fragments over the wire. At T=5000
ms we started another stream of 2KB (1 IIOP fragment per request) messages from another























Figure 14: Request rate measured for a standard RMI-IIOP server
35%.
We next show the effect of inserting an isolation point that controls socket buffer sizes
(Figure 15). The isolation point periodically evaluates average request size per connection
and adjusts socket buffer sizes to neutralize the cross talk effect. For the same conditions
described above we notice almost no degradation in client 1’s request throughput. Similar
results were obtained for clients with 16KB to 64KB message streams. The slight increase
in throughput when isolation points are in effect can be attributed to using larger socket
buffer size and fewer number of system calls to read the data from underlying OS buffers.
We note here that 16KB messages are common. In the Trade benchmark, reply mes-
sages for a request to check a client portfolio return a list of stocks in the portfolio along
with other related information. A portfolio with 6 stocks is returned in an 8KB reply mes-
sage.
The last experiment we show here measures the overhead imposed by our isolation
point. We compared the throughput with our isolation point enabled to that with the iso-
lation point code disabled; both implementations used the non-blocking I/O library. The























Figure 15: Request rate for an I-RMI server
message rate and average fragments per request on each channel. Despite this code being
in the critical path, a implementation of it fundamentally results in overheads in the range
of only 2 - 4%. Request rate was measured by running the client and server for 15 seconds
and counting the number of requests finished from T=7 to T=12.
5.5.2 Remote APIs Isolation Point
Consider the abstract distributed application shown in Figure 17. The external source in-
jects events into the system, by sending messages to a primary server where they are queued
for processing. A worker thread selects messages from the queue and sends them to the
secondary server. The primary server also provides auxiliary services to an external client.
The external event source generates a 512KB message every 10ms. A client makes repeated
requests to the server; each request carries a return parameter of 1MB; the server caches the
1MB object and uses it to serve all client requests. A simple J2EE-based implementation
of this application exhibits the average round trip times for the client listed in Table 4. In
the first case, ‘Unloaded’, the secondary server runs with a very light load. Under these




















Figure 16: Overhead of using buffer right-sizing to control cross talk in RMI-IIOP
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Figure 17: Abstract view of nodes in an operational information system (OIS)
ms/call. The second scenario, ‘Stress Load’, imposes a heavy workload on the secondary
server. We use the stress utility to run 8 CPU intensive threads. This results in a significant
drop in the ability of the secondary server to process its requests and subsequently, creates
queue buildup on the primary server. Because of this buildup, available free memory drops
on the primary server and garbage collection is triggered more often (JVM memory was set
to max. to 120MB). This causes an increase in client average RTT to 80ms/call and a 56%
drop in throughput (see Figure 19). These can be attributed to increased garbage collection
on the primary server (see Table 3) due to memory pressure resulting from queue buildup.
Two observations may be made about this example. First, there is an observable indi-
rect effect of one path of the system on another, seemingly unrelated path. Performance
isolation must deal with such indirect eff cts. Second, the resources to be monitored to
detect effects like these are not trivially identified. For instance, monitoring the server’s
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Table 2: Average round trip time for client calls
Scenario Average RTT
[from client side]
Unloaded secondary server 35 ms/call
Secondary server stress loaded 80 ms/call
Secondary server stress loaded+
Primary server uses I-RMI 35 ms/call
Table 3: Number of times primary server garbage collects per 100 client calls
Scenario GC
Unloaded secondary server 6
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Figure 19: Call rates measured at the primary server
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local resources does not serve as a good predictor. This is because by the time we observe
the high garbage collection activity on the primary server, queues have already built up and
corrective measures are no longer easy to apply. A more appropriate method is to monitor
the remote machine. Specifically, by detecting activity on the remote machine that will
likely cause slow response times, it is possible to proactively divert any high volume traffic
or traffic with large in-memory buffers.
Modern service-based applications are subject to a wide variety of inter-machine depen-
dencies and therefore, potential side effects caused by such dependencies. This is because
servicing a logically single request will typically involve multiple, blocking (RPC-style)
calls to remote machines along with the buffering of state necessary to complete those
calls. A simple example in a hospital application of which we are aware is the evaluation
of a patient’s medical x-rays results, which requires several calls to retrieve the original
x-ray image plus any annotations added by the treating doctors. The x-ray image is the
final product, but associated state of considerable size has to be buffered in memory until
all annotations are retrieved from remote systems and added to the image. The effect of
buffering such large amounts of intermediate state in internal system memory can lead to
undesirable side effects like those exposed in this section’s example. It can also cause the
client/path slowdown due to garbage collection depicted in Figure 18.
5.6 Summary
In this chapter we presented the detailed design of I-RMI, a modified version of RMI-
IIOP with three sample isolation points. Experimentation with Websphere and the Trade
benchmark demonstrate the utility of our approach in limiting a 35% drop in throughput
resulting from client cross talk, and also eliminating a 56% drop in call rate resulting from
queue buildups due to a slow end point. The local API isolation point was discussed in
more details in [84].
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CHAPTER VI
I-QUEUE: SMART QUEUES FOR SERVICE MANAGEMENT
In this chapter we present techniques and their middleware implementation for automati-
cally managing requests streams directed at server applications subjected to dynamic data
updates, the goal being to improve application reliability in face of evolving feature sets
and business data. I-Queue demonstrate a 16% improvement in server utility in lab results
based on traces from Worldspan’s ePricing engine.
6.1 Introduction
The complexity of modern enterprise systems and applications is causing renewed inter-
est in ways to make them more reliable. Platform virtualization [20] and automated re-
source monitoring and management [14, 63] are system-level contributions to this domain.
Middleware developers have introduced new functionality like automated configuration
management [113, 112, 106], improved operator interfaces like Tivoli’s ‘dashboards’ [61],
automated methods for performance understanding and display [24], and new methods for
limiting the potential effects of failures [104, 84]. Large efforts like IBM’s Autonomic
Computing and HP’s Adaptive Enterprise initiatives are developing ways to automate com-
plex management or configuration tasks, creating new management standards ranging from
Common Base Events for representing monitoring information [63] to means for stating
application-level policies or component requirements (e.g. WSLA[71]). Finally, applica-
tions often relax their reliability requirements, to avoid the potentially high costs of main-
taining or preserving state for restarts or recovery, an early example being the BASE vs.
ACID requirements formulated for search engines [45].
We try to address service failures in distributed applications. The failure model used is
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typical for distributed enterprise applications like web services, where ‘failures’ are not di-
rect or immediate system or application crashes, but cause atypical or unusual application
behaviors captured by distributed monitoring techniques[34, 46]. Examples include re-
turns of empty or insufficient responses, partially correct results, performance degradation
causing direct or increasingly probable violations of delay guarantees specified by SLAs,
and others. In the peer-to-peer literature, researchers are using such behaviors to build or
maintain distributed trust models [69], in order to avoid using untrustworthy machines or
network links.
Focusing on enterprise systems with reliable hardware infrastructure but potentially
unreliable software, we investigate ways in which they can deal with unusual behaviors
and eventually, failures caused by single or sequences of application requests, which we
termpoisonrequest sequences. The specific example studied is a global distribution system
(GDS) that does transaction processing for the travel industry.
To summarize, our assumption is that even with extensive testing applied to modern
enterprise applications, it is difficult, if not impossible, to ensure their correct operations
under different conditions. This is not only because of the undue costs involved with test-
ing such systems under all possible input sequences and application states, but also because
the effects of poison message sequences can expose hidden faults that depend both on the
sequence of input messages and on changes in system state or application databases. Ex-
amples of the latter include regular business data updates, evolving application databases,
and system resources that are subject to dynamic limitations like available virtual memory,
communication buffers, etc.
The particular problem we consider here ispoison requestsor request sequences arriv-
ing at a server system. These sequences lead to corrupted internal states that can result in
server crash, erroneous results, degraded performance, or failure to meet SLAs for some or
all client requests. To identify such sequences, we monitor each single server, its request
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sequences and responses, and its resource behavior. Monitoring results are used to dynam-
ically build a library of sequence patterns that cause server failures. These techniques use
dynamic pattern matching to detect poison sequences. While failure detection uses general
methods, the techniques we use for failure prevention exploit application semantics.
As with solutions used to improve the performance of 3-tier web service infrastruc-
tures [67], we simply interpose a request scheduler between clients and server. In contrast
to earlier work on load balancing [67], however, the purpose of our scheduler is to de-
tect a potentially harmful request sequence and then change it to prevent the failure from
occurring or at least delay its occurrence, thereby improving total system uptime.
An example of a prevention method is to shuffle requests or change request order to
defer (or eliminate) an imminent server crash. The idea is to apply dynamically different
request shuffling methods within some time window, to prevent a failure or to at least, op-
portunistically defer it, thereby reducing the total time spent on system recovery or reboot.
More detailed examples are discussed in Section 6.4.
Our motivation and experimental evaluation are based on a server complex operated by
Worldspan, which is a leading GDS and the global leader in Web-based travel e-commerce.
Poison message sequences and their performance effects were observed in a major appli-
cation upgrade undertaken by the company in 2005, after a one man-year development
effort for which its typical internal testing processes were used. The failures observed were
degraded system performance resulting from certain message sequences, but system dy-
namics and concurrency made it difficult to reproduce identical conditions in the lab and
identify the exact sequence and resource conditions that caused the problem. The current
workaround being used is similar to the micro-reboot methods described in [27]. The exper-
imental presented in this chapter constitutes a rigorous attempt to deal with problems like
these, using requests, business software, and request patterns made available to our group
by this industry partner. A concrete outcome of our research is theI-Queuerequest man-
agement architecture and software implementation. I-Queue monitors a stream of incoming
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Web Service requests, identifies potential poison message sequences, and then proactively
manages the incoming message queue to prevent or delay the occurrence of undesired be-
haviors caused by such sequences. The I-Queue solution goes beyond addressing the spe-
cific server-based problem outlined above, for multiple reasons. First, I-Queue is another
element of the more general solution for performance and behavior isolation for distributed
enterprise applications described in [84]. The basic idea of that solution is to embed perfor-
mance monitoring and associated management functionality into key interfaces of modern
enterprise middleware: (1) component interfaces, (2) communication substrates like RMI,
and (3) middleware-system interfaces. Here, I-Queue is the messaging analogue of our
earlier work on I-RMI [84]. Second, I-Queue solutions can be applied to any 3-tier web
service infrastructure that actively manages its requests, an example being the popular RU-
BiS benchmark for which other research has developed request queuing and management
solutions to better balance workloads across multiple backend servers. In that context, how-
ever, I-Queue’s dynamic sequence detection methods would be embedded into specific end
servers or into queues targeting certain servers rather than into the general workload bal-
ancing queue containing all requests in the system. Otherwise, substantial overheads might
result from the need to sort requests by target server ID. Third, I-Queue solutions can be
applied to request- or message-based systems, examples of the latter including event-based
or publish-subscribe systems [77] or messaging infrastructures [110, 117].
In Section 2, we present the scenario that motivated this work. In Section 3, we describe
the system architecture and details of the system design. Section 4 gives an overview of
the sample application used in evaluation. We list the experimental results in Section 5 and
survey related work in Section 6. We finally conclude in Section 7 with closing remarks









Figure 20: General overview of message flows in travel reservation systems
6.2 Motivating Scenario
Figure 20 shows an overview of the major components of Worldspan’s distributed enter-
prise applications and systems. The airlines publish their fares, rules and availability in-
formation to clearing warehouses (CW). The CW in turn publishes the updates to several
GDSs. The GDS implements several services which for a given travel itinerary searches
for the lowest available fare across multiple airlines. It is estimated that the size of fare
and pricing database at Worldspan, is currently at 10GB and is expected to increase by
approximately 20% over the next few years. Worldspan receives an average of 11.5 million
queries per day with contractual agreements to generate a reply within a predetermined
amount of time. The high message volume coupled with constantly changing system state
creates a real need for monitoring and reliability middleware that can learn the dynamically
changing performance characteristics and adapt accordingly.
6.3 System Architecture
I-Queue uses a simple monitor-analyze-actuate loop similar to those described in previous
adaptive and autonomic computing literature [90, 55]. Our contribution is adding a higher
level analysis module that monitors message traffic nd learns the message sequences more
likely to cause erratic behavior then apply application specific methods to prevent or reduce























Figure 21: I-Queue System Architecture
of the system. The analysis module in our system is the Learning Module (LM), which
performs sensitivity analysis by correlating various system performance metrics and input
message parameters. The goal of the Learning Module is to establish a set of parameter(s)
that can act as good predictors for abnormal behaviors. The output is an internal model that
can be used to predict performance behavior for incoming message streams. LM is modular
and can use any machine learning algorithm suited for the problem at hand. This work ex-
periments with algorithms that use Markov Models. The actuator component is the Queue
Management Module (QMM). Using the internal performance model generated by LM,
QMM prescans the incoming messages in a short window to see if they are likely to cause
performance problems. If a suspicious sequence is detected, QMM takes an application-
specific action to prevent this problem from occurring, or at least, to defer it. The action
used here is to re-arrange the buffered messages to another sequence that is not known to
cause performance problems, or that is known to cause fewer problems. Figure 21 shows
an overview of the system architecture.
6.3.1 Internal Design
To demonstrate the value of I-Queue, we used Hidden Markov Models (HMMs) [102] to
implement the LM. In our traces, each message is completely independent of other mes-
sages, and messages can be processed in any order without changing their semantics. Dur-
ing the learning phase, we construct transition matrices for each observed parameter(e.g.,
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message size, internal message parameters, message inter-arrival time, ...). A transition
matrix is a 2D matrix, for each message pair and a specific parameter, where the value of
the parameter from the first message indicates the matrix column, and the value of the pa-
rameter from the second message indicates the matrix row. Analyzing message pairs leads
to a first order model. For anN-order model, we checkN + 1 messages, the concatenated
parameter values from messages 1 toN indicate the column and the parameter value from
messageN + 1 indicate the row. To reduce matrix size, we use a codebook to convert pa-
rameter values to a numeric index. For multi-valued parameters (i.e., list parameters), we
use a two level codebook, where the first level encodes each value in the array, then we
combine the array values for a message in sorted order and use that for a lookup into the
second level codebook.N-dimensional parameters can be dealt with usingN + 1 levels
of codebooks. We currently construct one transition matrix per parameter, but support for
combinations of parameters can be added. For each message, we record all parameters as
they arrive, and we observe system state after they are processed. If the system ends in a
positive state, then we increment the corresponding cells in the transition matrices. If the
server crashes or otherwise shows any performance misbehaviors, then we decrement the
appropriate cells. During this training period, we also calculate a prediction error rate. This
rate gives us an indication of the quality of a parameter as a predictor. It is calculated by
counting the number of times the transition matrix for a certain parameter indicates strong
likelihood of performance problems that do not actually occur (think of it as a false alarm
rate). An example of a transition matrix is shown in Table 4. For our experiments, we use
a second order Markov Model. The rows of the matrix are labeled with the codes from two
consecutive messages, the columns are labeled with the message that follows in sequence.
The cell values give us an indication of server behavior as it executes a particular sequence
of messages. A positive value indicates good behavior, e.g., message sequenceAAA (first
row by first column) and the higher the value the better, e.g.,AAA is more preferable than
AAE(first row by fifth column). A negative value indicates strong likelihood of poor server
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Table 4: A portion of the transition matrix from the resource leakage experiment
A B C D E F ...
AA 111 29 5 7 30 143
AB 17 26 2 5 7 9
AC 4 2 nil 2 2 12
AD 2 -2 -1 nil -1 5
...
BA 33 4 1 -1 3 36
BB 11 3 2 -2 4 15
BC 2 1 1 nil 1 -1
...
performance for a certain message sequence (e.g.,ADB), the lower the negative value the
worse. Sequences not observed in training are noted by a nil in the transition matrix. At the
end of the training period, we choose the parameter with the least prediction error rate as
our predictor (multiple parameters with relatively close error rates require human evalua-
tion). To account for system initialization and warm up effects, we also construct a separate
set of matrices for tracking the firstN messages immediately following a system restart.
At the end of the learning phase, we have a transition matrix that is fed to QMM. QMM
evaluates the buffered messages before releasing a message to the head of the queue. The
performance score is calculated by enumerating all possible orderings of the messages and
for each ordering examine the message pairs and add the corresponding value from the tran-
sition matrix. A higher score indicates a sequence that is less likely to cause performance
problems a low score indicates a sequence that is very likely to cause performance prob-
lems. The ordering with the highest score is chosen and the queue is ordered accordingly.
QMM also performs this reordering after a server restart.
6.4 Experimental Results
In this section we demonstrate how I-Queue can be applied using two sample applications.
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6.4.1 Using I-Queue to Improve Server Reliability
The goal of this example is to evaluate the I-Queue approach with simple failure models
using realistic traces from Worldspan’s ePricing server. We constructed a sample applica-
tion server and injected a small memory leak that is directly proportional to the size of the
input message. Larger input messages are assumed to generate more work by the server
which can lead to a larger leak. Memory leaks cause gradual degradation in server per-
formance due to memory swapping and can eventually result in a server crash. To detect
problems like these, the I-Queue prototype implements an early detection module to detect
performance degradation early on. The module utilizes the Sequential Partial Probability
Test (SPRT) statistical method for testing process mean and variance. The server model is
reset when SPRT raises an alarm indicating performance degradation significant enough to
be detected. Real-time SPRT was developed in the 1980s based on Wald’s original process
control work back in 1947 [121]. SPRT features user-specified type I and type II error
rates, optimal detection times, and applicability to processes with a wide range of noise
distributions. SPRT has been applied in enterprise systems for hardware aging problems
[30] and for other anomaly detection [50]. SPRT is also used for early fault detection in
nuclear power plants [49].
Experiments are run in Georgia Tech’s enterprise computing laboratory, the model
server was built in Java and run on an x345 IBM server(hostname: dagobah), a dual 2.8GHz
Xeon machine with 4GB memory and 1GB/sNIC, running RedHat Linux kernel version
2.4.20. Sensitivity analysis and queue management code were also implemented in Java.
Our first experiment concerns sensitivity analysis using Worldspan’s traffic traces. Fig-
ure 22 shows the results of our detection algorithm. The x-axis shows the different param-
eters we analyzed, the corresponding error rate is plotted on the y-axis. The error rate is a
measure of the quality of a specific parameter as a predictor with lower error rates indicat-
ing a better predictor. As seen in the graph, the parameter MSG-SIZE has error rate of 0%



























Figure 22: Memory Leak Model: Sensitivity to various message parameters and message
sizes
In the second part of the experiment, we engage the queue management module to
reorder the messages. Figure 23 (LEFT) shows the reduction in number of server restarts
as a function of the buffer length in our managed queue. We observe here that we do not get
a significant improvement with larger buffer sizes. Instead, a buffer size of five is sufficient
for giving us adequate results. The training phase for our system involves running a batch
of messages and observing the system behavior for them. A training set is composed of
460 messages and in the real server environment; a message typically takes 4-16 seconds
to process. Thus, in the best-case scenario, we need 30 minutes to train the system (not
counting the time needed to re-start the server). Given the cost of the learning phase of our
system, we next evaluate the effectiveness of our algorithms for different training set sizes.
Figure 23 (RIGHT) shows system improvement measured as average reduction in number
of crashes on the y-axis versus number of training sets on the x-axis. The training sets are
generated by random re-ordering of the original set. The reduction rate is measured by
counting the number of server restarts for the original batch of messages with the managed
vs. the unmanaged queue. It is a measure of the reduction in server faults we can achieve
by using I-Queue, hence a higher reduction rate indicates more value in using I-Queue. The
graph shows that we can get very good results with only a few training sets. This shows










































Queue Length = 5
Figure 23: Memory Leak Model: Error reduction measured for different queue length
settings(left) and for different training set sizes (right)
6.4.2 Using I-Queue to Improve System Utility
Our next example demonstrates the value of I-Queue in managing request streams in a
complex system. The specific subsystem managed by I-Queue is Worldspan pricing query
service. The service is handled by a farm of 1500 servers. Query messages from various
clients are placed in one of two global queues. Each server in the farm acts independently
of the others. As a server becomes available for processing, it pulls a message from the
queue, processes the message, and generates a corresponding response message forwarded
to other parts of the system for further processing. The request message contains a set
of alternative itineraries for which the lowest available fare is to be found by the server.
The response message contains a list of fares for each itinerary sorted by fare. All request
messages are independent, and the server should maintain an average memory usage level
when idle.
We next present two algorithms that are the core of the I-Queue approach to improving
behavior isolation for message-based applications. These algorithms provide two different
implementations for message dispatching to a server farm, providing generic support for
application-defined notions of message locality. The goal is to create management meth-
ods useful to a wide range of message-based applications. Methods are evaluated with data
traces collected by the quality assurance group at Worldspan - over 1,970 request messages.
We initially executed these messages on the server to measure the response time for each
message. The results are entered into a simulation developed to evaluate certain behaviors.
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This is explained in more detail below. Experiments were conducted in Worldspan’s At-
lanta offices using a production version of the ePricing server running on an IBM eServer
hardware comparable to the machine configuration utilized in Worldspan’s server complex.
6.4.2.1 Message Locality through Active Pulling
In this approach, a server actively pulls a message from the queue as soon as it becomes
available. In the degenerate case, a server always pulls the head of the queue. In this section
we evaluate the performance of a server that searches the first MAX_SEARCH_DEPTH
queries for one that geographically matches the last one it executed. Care must be taken
not to starve queries at the front of the queue so we force the search algorithm to select the
head of the queue regardless of match if the head was skipped before and was queued for
more thatTo seconds.
The evaluation was performed using message traces obtained from Worldspan’s e-
Pricing system. The requests were collected by the quality assurance team as a base line for
testing new releases. Response time and number of results for each request were measure
by running the sequence against a server identical to the farm servers. Care was taken to
isolate the server from any data or code updates while collecting these measurements.
The following results were obtained through simulating a farm with 10 servers. The
message inter-arrival time was set to a very low value to simulate a farm under severe
overload conditions.
Listing 1: Active pulling with priority queue pseudo code
for (int i=0; i<MAX_SEARCH_DEPTH; i++) {
Request r = get_request_at(i);
long delay = get_queue_delay(request);


































Request head = get_next_request();
dispatch(srv, head);
Figure 24 plots the average geographic match achieved at different MAX_SEARCH_DEPTH
values. Figure 25 plots the average delay experienced by the query at the head of queue.
6.4.3 Message Locality Using Global Isolation Point
In this section we evaluate isolation points positioned at a more global level as opposed
to individual servers. In this example the queue dispatcher chooses the server to process
the next message based on the server state. The dispatcher attempts to improve the utility
of the farm (geo utility in our example) by matching the query being dispatched to an idle





















Figure 25: Effect of MAX_SEARCH_DEPTH on average excess delay for query at head























Figure 26: Max. queue length as a function of number of servers in the farm
The following results were obtained by running a simulation using the same traces as
in the preceding section. The number of servers was varied between 10 and 100. The
message arrival pattern was assumed uniform with 500ms inter-arrival time. Figure 26
plots the maximum queue length against number of servers, each data point represents the
maximum queue length observed over 20 runs with different message ordering. We note
that for a farm with less than 28 servers we observe queuing delays. Figure 27 shows the
measured geographical match as a percentage of all messages processed. The maximum
match percentage is 97%, we calculated this value by sorting all messages according to their
geographical code and counting the percentage of messages that matched their previous
neighbor. as seen from the graph, we can obtain a match level of about 44% at 28 servers.
Adding more servers to the farm does not necessarily improve queuing delays or response
time but does increase the geo match percentage. We note here that Worldspan operate
their farm at 50-60% utilization factor, that will translate to 56 servers in our simulation
which gives us about 80% geo match percentage. The geo match obtained with no isolation
points (baseline measurement) was 7-8%, which is the case of dispatching messages to any
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Figure 27: Improved locality as a function of number of servers in the farm
6.4.3.1 Algorithm Comparison
First we note that a local isolation point, one at the local server level as described in the pre-
vious section, provides limited improvement in locality. Also, the improvement is sustained
by the presence of more than one message in the queue to search through, an undesirable
condition in the first place. In contrast, a global isolation point can produce significant im-
provement in utility under normal operating conditions. We note here that a global isolation
point still needs the analysis information obtained from the local nodes. In this example
we assumed all servers are identical and analysis from one server can be applied at a global
level. We conclude that under the right conditions a global isolation point can provide much
better utility/isolation compare to local isolation points.
6.5 Related Work
Our approach builds on established practice, in which machine learning techniques have
been applied successfully to server and process monitoring. Application traces for detect-
ing application faults are examined in [104, 81, 46, 65]. Bowring et al. uses similar methods
66
to classify software behavior based on program traces [25]. These studies use application
traces to detect a problem as it occurs and to recover the system by restarting the whole
or parts of the system. Our approach differs in that we use application-defined methods
to interpose and reschedule the message stream to minimize the number of system restarts
and hence, increase system utility.
The parallel computing domain has an extensive body of work on reliability using
various monitoring, failure prediction [78], and checkpointing techniques [32, 35]. Our
work studies enterprise applications, specifically those in which system state is typically
preserved in an external persistent storage (e.g., a relational database). In such systems,
checkpointing the system state amounts to persisting the input event until it is reliably pro-
cessed, and the cost of failures is dominated by process startup and initialization. In such
environments, a reduction in the frequency of failures provides a tangible improvement to
the system operators. Additionally, the dynamic models we build (including the failure
predictor) can prove valuable to system programmers as they try to troubleshoot the source
of failure.
6.6 Summary
We demonstrated a useful technique for automatically (1) detecting undesirable (i.e., poi-
son) message sequences and then, (2) applying application-specific methods to achieve
improved system performance and reliability. We anticipate having more complex behav-
iors corresponding to multiple failure models interrelated in non-linear ways. We plan
to approach this problem by using some of the well-studied clustering techniques (e.g.,
K-means analysis) to isolate the different behaviors and then apply our methods to each
one separately. Our longer term agenda is to use the monitoring and reliability techniques
demonstrated here in the context of service-oriented architectures. We are particularly in-
terested in dynamically composed systems where users can create ad-hoc flows such as
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portal applications for high level decision support systems. In such systems, it is imper-
ative to build middleware infrastructure to detect abnormal behaviors induced by certain
component or service interactions and also, to impose ‘firewalls’ that can contain such




7.1 The InfoSphere Project
The InfoSphere project [5] at Georgia Institue of Technology studied information flows
in distributed systems with focus on creating system support for desired quality of infor-
mation. The project covered several areas including program specialization [88], domain-
specific languages [38], and personalized infromation filtering [80]. Similary we focus on
quality of information metrics. However, our work specifically looks at methods imple-
mented at the service provider or information producer to learn, detect, and contain any
quality degradation. [23, 114]
7.2 Kernel Based Approaches
Performance isolation is not a new idea [20] and in addition, prior work has developed
many methods for dealing with performance problems in server applications. The latter
include request deletion in web servers [100], request prioritization or frame dropping in
multi-media or real-time applications [111], and the creation of system-level constructs
supporting these application-level actions [125][95]. Essentially, such methods are specific
examples of the more general methods for dynamic system adaptation developed during
the last decade [105][131]. They share with adaptive techniques the use of runtime system
monitoring and of dynamically reacting to certain monitoring events, but they differ in
that the policy-level decisions made in response to certain events are focused on limiting
performance dependencies rather than on exploiting them to optimize the behavior of the
distributed system exhibiting these dependencies.
We advocate an isolation-based approach to performance management, but differ from
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prior work in that we also consider performance dependencies that exist across different
layers of abstraction existing in current systems, such as dependencies across system-
level communication protocols and the middleware-level messaging systems that use them.
The specific results attained for Java RMI-IIOP and J2EE-level method calls are related
to earlier work done on the IQ-RUDP [57] data transport protocol, which coordinates
middleware-level and transport-level adaptations to better meet application needs. What
is new here, however, is that we consider explicit characteristics of the more complex Java
middleware environments, including Java’s garbage collection techniques [11] and in addi-
tion we focus on quality of information based metrics.
7.3 Resource Accounting in J2EE Platforms
Hardware, kernel, and application-level protection and isolation have been studied exten-
sively for single Java virtual machines [21][40][56]. Czajkowski and von Eiken report a
resource accounting interface for Java in [41]. That thread of eff rt later produces a full
system for isolating applications inside a JVM [40][56] at the granularity of isolates. These
ideas are extended to J2EE platforms in [68]. Our work focuses on performance isolation
at the single request granularity (even within the same application) and we identify three
performance dependency points that are embedded in the middleware implementation of
J2EE and WebSphere. Our framework places the detection logic in the middleware layer
before a request starts execution, which enables us to use resource reservation approaches
like those described in [68] or [3] as our enforcement mechanism, where thresholds can be
set dynamically by our resource monitor. Similar degrees of isolation can be achieved by
creating separate isolates for each class of requests; this comes at the expense of redundant
installations of the same code. Some of the scenarios we present in this paper are not ad-
dressed by the isolate mechanism such as when the vulnerability point is in the lower levels
of the middleware before the message is parsed and dispatched to its target application
(isolate).
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7.4 Component Based Performance Management
Diaconescu et.al describe methods for managing performance in component-based systems
[43], focusing on performance management by monitoring performance of application level
components and detecting runtime degradation due to changes in operating environments
and workload. Their solution is to dynamically substitute the ill-behaving component with
a redundant one the can offer better performance under the current loads. I-RMI focuses
on preventing the spread of ill-behaving components of a distributed system. The two
approaches complement each other, as one can provide alternative application components
to provide better performance for applications, and the other acts as a second line of defense
to prevent the spread of performance problems if they do occur.
7.5 Complementary Technologies
Several projects are currently in progress for developing policy-based approaches for defin-
ing service compositions in Web Services and Service Oriented Architecture environments,
including BPEL, WS-Policy and WS-C. [115] highlights the need to combine all of these
orthogonal features to support production workflows for web services, where such policies
can be used for monitoring and steering of business applications [29] and scientific applica-
tions [51]. Our middleware solution seeks to provide the ’enabling’ low-level components
necessary to achieve such high-level business-driven policies, similar to the work presented
in infokernel.
7.6 Path Discovery Techniques
Discovering causal relationships between messages in a distributed system has been stud-
ied before. Chen et.al in [34] used data mining techniques to uncover correct (non faulty)
request paths in a system from traces obtained by tagging the requests as they flow through
the system. Similarly, Aguilera et.al [16] used techniques borrowed from signal processed
to discover such relations in RPC systems to identify components causing performance
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bottlenecks. These two approaches study the message causality (service paths) at the com-
ponent level, which we consider a horizontal slice.
On a different note, [12] is trying to extract the service path of a request from the point
it enters the system and all related low-level OS/Kernel activity related to such request both
on the caller and callee sides. We can think of this as a vertical slice through the system.
We expect the final form of our work to use a combination of the above two approaches.
Causal relationships between components can help us detect situations similar to those in
the Slow Client cited in our I-RMI work. Interdependencies between application level logic
and low-level kernel resources is needed to identify cases where coupling at the kernel
level (and below) occurs between logically separate component entities. While the above
approaches focused on explicitly stating the causal relations we expect our approach to
focus on detecting only the causalities that result in performance dependencies.
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CHAPTER VIII
DISCUSSION AND CONCLUDING REMARKS
In this chapter we present a general discussion of this research; we follow with a list of
contributions made and conclude with notes on open questions and possible opportunities
building on this research.
8.1 Threats to Validity
8.1.1 Sample Applications
Initial evaluations of I-Queue methods used simple application models combined with in-
dustrial traces. The results were encouraging and demonstrated the utility of I-Queue in
applications of behavior isolation, particularly reliability and performance isolation. Fur-
ther evaluations used Worldspan’s e-Pricing server with traces obtained from their Quality
Assurance group. We acknowledge here the sample of applications used in our evaluations
was limited. This is because of the difficulty of getting access to production server farms
and the lack of similar applications available to the academic community. Our only defense
for this limited sample size is that the e-Pricing architecture is representative of a wide class
of enterprise applications that are currently deployed as mission critical applications.
8.1.2 Workloads
Our evaluations of I-Queue were based on message traces obtained from Worldspan, L.P.
The traces represent several thousand request messages that are collected by their Quality
Assurance group and used regularly during system and integration testing. These traces do
not capture dynamic behaviors related to user actions (e.g., message inter-arrival times or
queue lengths). One underlying assumption was that we examined the I-Queue methods for
servers under high load conditions where such measures are irrelevant, a phenomenon we
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are observing in other industrial workloads. This assumption limits the results obtained to
environments with similar workload characteristics. Evaluations under different workload
conditions can be the topic of future research.
8.1.3 General Discussion
In this thesis we aimed to provide robust performance in distributed systems using local de-
cision and performance analysis to understand abnormal or undesired runtime behavior and
contain it. Experimentation shows the validity of this approach in representative enterprise
applications. However, we note here that our approach is limited, obviously, to cases where
making local decisions can actually mitigate the undesired behaviors. In cases where such
localized actions are insufficient, we would need to revert to other techniques that attempt
to stabilize the system, including those that require solving a global optimization problem.
8.2 Summary of Research Contributions
The main contribution of this research is Isolation Points, a software abstraction for be-
havior isolation in enterprise server systems. We presented two concrete uses of I-points:
I(solation)-RMI and I(solation)-Queues. I-RMI demonstrates the utility of Isolation Points
in server systems built on the J2EE framework, focusing on request/reply call interactions.
I-Queue deals with message oriented systems. The utility of these implementations was
validated by a set of experiments using sample applications and a set of simulations uti-
lizing realistic traces from the industry. The second contribution is demonstrating how
approaches like ours can be used for purposes other than performance robustness, by show-
ing how Quality of Information in a business setting can be controlled through system level
parameters.
In the course of our research we interviewed various IT professionals and managers
from Delta Technology and Worldspan. We obtained detailed specification of their internal
applications architectures as well as anonymized traffic traces. The examples in this disser-
tation are based on these architectures and traces and we believe they can be used by other
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researchers to validate their ideas; we consider these ‘benchmarks’ a valuable contribution
to the systems research community.
8.3 Future Directions
This research spurs many opportunities for future research. A major hurdle we faced with
our research with isolation points is locating the right interfaces for implementing an iso-
lation point. Our manual approach consisted of first identifying metrics for measuring
quality of information, locating the implementation causing QoS or QoI degradation, and
then making code modifications to insert the right logic for containing these behaviors.
Imminent research should focus on understanding emergent and dynamic behaviors using
already established methods such as machine learning and data mining techniques, or per-
haps devise new appropriate methods. White-box techniques such as [91, 92] were used
successfully to facilitate program debugging and prevent some forms of attacks [53]. It is
worth investigating how program instrumentation and runtime monitoring [33] can be used
for linking observed program behaviors to specific program localities.
Our component and behavior models are built on the assumption that we can monitor
any metrics that we believe can affect the component’s behavior. Recent research [74, 52]
demonstrated that performance interference does occur even in systems running on virtual
machines (e.g. Xen). Our basic assumptions do not hold in such environments and more
research is needed to extend the utility of isolation points to virtualized domains.
In this work we advocated an online approach for constructing component behavior
models. An alternate approach worth investigating is analyzing application and machine
trace logs. Our experience with industrial applications is that application traces can range
dramatically in level of details, even among components within the same application. This
variation can be due to technologies used in building the application component or devel-
opment budget and resources for a particular component. Also, some organizations still
think it is impractical to maintain detailed machine level logs due to overheads associated
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with data collection and storage space needed (see [119] for possible ways to overcome
these problems). Recent work [66] proposed using flow-based analysis methods to locate
bottlenecks or faulty nodes in a distributed system. More research is needed to link quality
of information metrics to such analysis methods and isolation points could provide such
mechanism.
A potential area for investigating the utility of isolation points is the area of trusted
computing. Recent work [109] demonstrated how to create trusted applications from legacy
codes by placing data that is subject to trust restrictions (e.g., encoded with WS-security)
in isolated trusted modules. We are interested in the possibility of associating trust models
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