Abstract-Motivated by the rapid development of information technique, digital resources have become one of the main sources for obtaining information data. Digital library, as the most popular way for obtaining information resources in the network and so on, provides a steady flow of information resources for people on the internet. Further, we need to provide personalized recommendation service to users for a recommendation system of digital library research. In the actual system, the sparseness of actual data has a direct influence on the accuracy of the recommendation results. The present methods only improve the accuracy of the recommendation results in a certain extent, but and they cannot be used to solve the problem of caused by data sparseness. Therefore, to overcome the limitation of previous methods and develop a more robust method, this paper is devoted to a personalized recommendation algorithm based on Gaussian mixture model clustering technique. The research on personalized recommendation has three steps:(1) select probability density function;(2) estimate all the parameters of the Gaussian distribution; (3) calculate the feature words of users interested and the similarity between index database and books. The experiment results show that the algorithm can effectively improve the accuracy of personalized recommendation.
I. INTRODUCTION
With the development and application of network technique and communication technique and the increasing of literature resources, people's life as well as the way and environment of learning has changed fundamentally. The information environment that people faced is increasingly complicated. At the same time it makes the way of acquiring knowledge diversification and simplifying [1, 2, 4] . People are greatly dependent on the network resources, rather than to find resources in the library. On the other hand, the distributed heterogeneous characteristics of information system leads to the differences between semantic and information. Even if users seek resources through the information system, they may also be able to collect the network resources which they need. Meanwhile, they spend a lot of time and energy and lead to a lot of unnecessary operation. Therefore, it is necessary to transform traditional library resources to digitization and networked resources [1, 3, 6] . The key point of realizing the interconnection and effective utilization of resources under distributed heterogeneous and environment of great capacity information, improving the accuracy, timeliness, intelligent, and personalized degree of information service under the network environment, developing the digital library is to provide a good personalized recommendation services of digital library [2, 6] . Therefore, how to provide users the efficient personalized recommendation services becomes an urgent problem.
The library is an important way to obtain book resources for users. The development of network technique brings new challenges to the library information service. Under the traditional information service mode, all users face the same one platform [2, 4, 7] , which need users voluntarily submit queries to search the information that you need. But with the expansion of the university library information, readers are difficult users to obtain information according with his interest characteristic under the traditional information service mode. The principle of the personalized recommendation is to find the matching information according to user model, or find user groups with similar interests and make mutual recommendation about the information which they interested on the user groups, even according to the similarity of resource give the recommendation to the users. On the one hand, according to the reader's direct demand, it provides the corresponding service. On the other hand, according to the readers' relevant information, it digs up the implicit demand patterns [7, 8] . These two approaches, based on analysis of demand patterns, deduce the information resources that users may be interested in and provide for the users in a personalized way, such as books recommendation, academic papers recommendation, study hotspot link, subject service, and so on.
The process of the personalized recommendation is to tailor for different user groups [1, 6] with different information service, based on the efficient classification of the potential users which has the similar action or characteristics. With the continuous development of the understanding of nature and society, the size of data to be processed is more and more big, the relationship is becoming more and more complex, the classification is more and more small [7, 8] , and the requirement of classification is getting higher. At this moment, it just relies on qualitative analysis is unable to meet the requirements. In order to solve this problem, people introduce mathematical analysis tools. One of the main techniques of data mining is clustering analysis method, which is a kind of unsupervised learning process. Clustering is a technique which put things together into different categories based on the similarity between the things. The clustering results have a higher similarity, and the clustering results of in homogeneity have a lower similarity [3, 8] . In this way, clustering gets the higher similarity of the large dataset together and separates the lower similarity from the large dataset, which make the clustering results consistent with the people's judgment. Image clustering is to use cluster analysis to classify objects in a single image, based on no prior knowledge of image content itself. Then the images without category label are divided into the meaning cluster. From the point of view of machine learning, this is unsupervised learning. The application of personalized recommendation technique in digital library formed personalized recommendation service of digital library. The service can establish a user interest model on the basis of the interest and behavioral habit of users, and then meet the personalized information requirements of users, make the library service more intelligent, more humanized and improve user satisfaction targeted. Most important of all [1, 3, 6] , the application of personalized recommendation technique in digital library will play the advantages of the mass storage information more effectively and greatly increase the effective utilization of information resources. Though the application of personalized recommendation system has developed relatively mature in the field of library, studies of these systems are most on the basis of fully exploiting the user characteristics or information resources features, there also being the focus problems unsolved for a long time, including such problems of data resource problems, technical implementation and evaluation criteria, which also has brought more challenges for personalized recommendation.
The content characteristics of the digital library is the digital information and the structure characteristics is both their resources organization and user utilization can have the distributed management and access through the network, which has the characteristics of individualized, humanized and dynamic. At present, the personalized recommendation algorithms [1, 2, 4] are mainly based on collaborative filtering recommendation algorithm and personalized recommendation algorithm [2, 5] of average difference degree and personalized recommendation algorithm of the semantic grid. Among them, although the recommendation algorithm based on collaborative filtering can provide personalized recommendation to a certain extent, the existing defects such as evaluation matrix sparse and extensibility of algorithm cannot consider the specific professional background and the interest characteristics of users in the library. Using this algorithm model simply is difficult to get the personalized recommendation algorithm which meets the demands of users [1, 6] . Based on the insufficient of collaborative filtering algorithm [3] , the personalized recommendation algorithm based on the average difference degree is proposed. This method's recommend effect is superior to the traditional collaborative filtering methods under the circumstances of less user ratings project [2, 4, 5] , significantly improving the quality of recommendation, and increasing the extensibility of digital library system, which can better adapt to the needs of users. Through the integration of the semantic Web and grid technique, personalized recommendation algorithm based on semantic grid architecture can realize the full share and effective use of resources under the distributed heterogeneous environment and it has high intelligence and strong computing power to adapt to digital library personalized information service under the distributed heterogeneous and the mass information environment. But these methods failed to solve the problems of data sparse and accuracy in a good way.
Under the environment of digital library [1, 3] , personalized recommendation technique is to make full use of the user's information, send the information which the users need them, and filter out the information that has nothing to do with the users. It is also about how to make the digital library provide personalized service according to the characteristics of the user and meet the different needs of different users, so as to improve the quality of service of digital library and improve the utilization rate of resources.
In view of the above methods, combined with the specific characteristics of library borrowing books, on the basis of establishing the user feature library and computing text similarity, etc., this paper proposed the personalized recommendation algorithm which suitable for books in university library. This algorithm takes the advantage of Gaussian mixture model obeying certain Gaussian distribution, to describe the probability density function of data. Through the expectation maximization algorithm to estimate the independent feature parameters of Gaussian distribution, then it calculates the posterior probability of each independent object of the pixel and achieves targeted personalized service in the end.
The image classification in this study has five steps: (1) select the appropriate probability density function; (2) estimate all the parameters of the Gaussian distribution; (3) calculate the features words which user interested and the degree of similarity between index library and books; (4) use the Gaussian mixture model clustering technique looking for neighbor collection of target users, so as to realize the personalized recommendation of high quality; (5) the experiment results show that the digital library personalized recommendation algorithm proposed in this paper can effectively improve the accuracy of the recommendation results.
II. PROPOSED SCHEMA
The previous approaches are limited using the problems which discussed in the above section. To surmount those weak points, we in this part propose an approach for personalized recommendation based on the support vector machine. For clear, we present our proposed algorithm in Fig. 1 . It is easy to find that, this method include several procedure. Firstly, collect data. Secondly, feature extraction using the approach in the above section. Thirdly, training model and perform test.
The database is derived from the library records of 30 users in digital library database of Hubei University during the second half of 2012, as the basis of users recommendation, the data is used for the analysis of personalized services recommendation for users; the categorical data are mainly divided into the positive feedback, medium feedback and negative feedback. ,
While the joint distribution of GMMs can be showed as, ;,
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The learning method about GMMs is E-step and M-step iteration.
B. Recommendation as Classification
Support vector machine (SVM) [8, 9] is developed from optimum classification. The optimum recognition hyper plane requires that a hyper-plane not only separates two classes of samples accurately, but also maximizes the category margin. We assume the training sample set as 
Then we find the minimum of the following function:
Owing to the Equation 6 is quadratic and Equation 5 is linear, and this type of formula is typical QP problem [8, 9] , Lagrange multiplier can be used to solve the problem with linear constraint. Finally, identification function can be got:
b is recognition threshold.
III. EXPERIMENTAL RESULTS
This part will empirically assess our proposed GMM-SVM on the basis of GMM-SVM for personalized recommendation. The experiment procedures are as follows. First, data collection; Second, extract feature from the processed data; Third, model training and test. The experimental steps are shown in the above figure. This part will sequentially present the dataset, evaluation criterion as well as experimental results,
A. Experimental Database
We extracted the library records of some users in digital library database of Hubei University during July 2012 to December 2012 in this experiment. This experiment is used for personalized recommendation of digital library, we make the personalized analysis by using Gaussian mixture model clustering technique, and convert the raw data to score matrix for users and projects through data preprocessing. The experiment data set contains 300 users' marks of 100 books, each user make marks for at least 150 books, and make statistical processing for score results. The whole experiment data sets need to be further divided into training set and test set, the training set accounts for 80% of the whole data set, test set accounts for 20%.Finally make a table for the above mentioned data. 
B. Evaluation Standard
To verify the effectiveness of our GMM-SVM method for personalized recommendation, as well as compare with different approaches, we in this paper utilize the following evaluationcriterionsto assess the GMM-SVM approach for personalized recommendation. Specifically, we define the recognition accuracy, recognition precision, identification recall as well as classification true negative rate. The definitions are show in Table 2 . In this table, TP representstrue positive which is the correctly classified positive samples; TN denote true negative which is the correct absence of result; FP denote false positive that is unexpected result; and FN denote false negative that is the missing result. These evaluationcriterionscan be directly made use of to measure two class classification problem of personalized recommendation, as well as multiple class recognition problem of personalized recommendation. 
C. Main Results
In the first experiment, we conduct experiments over digital library database of Hubei University. This experiment assesses the capability of the proposed GMM-SVM for personalized recommendation, and the ability of the optimization method. The experimental scheme is summarize in the previous part of this work. It takes advantage of a standard method to learn the GMM-SVM on the base of the dataset digital library database of Hubei University. In this experiment, GMM-SVM makes use of the default parameters set through authors. The evaluation criterions are accuracy and recall where Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. We extensively compare the proposed GMM-SVM algorithm for personalized recommendation with three approaches, SVM, Kmeans-KNN and GMM-KNN. The identification results are present in Table 3 and Figure 2 . These experimental results indicate that: (1) the proposed GMM-SVM outperforms all three compared approach significantly, under varying experimental configuration, varying number of training instance, and varying evaluation criterion. (2) The proposed approach show robustness against the round of experiments, and the evaluation standard, which no wonder demonstrate which our developed method can be adopt to lots of tasks. The reasons are three folds. (1) Comparing with the traditional machine learning methods the GMM-SVM can be well applied to the condition that the sample data is large scale, high dimension and contains heterogeneous information. (2) The parameter selection algorithm can be adaptive to different dataset, in comparison with empirical parameter selection algorithm. (3) The experimental procedure of our method could provide informative features and could maximize the discrimination ability. In the second experiment, we will validate our developed GMM-SVM algorithm for personalized recommendation, over the digital library database of Hubei University. We adopt two standards, accuracy and recall, for experimental assessment. The identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The experimental procedure is report in the experiment section. The preprocessing steps as well as feature extraction procedure are important thanks to they carry discriminant information. Our developed algorithm GMM-SVM is learned through the above algorithm, and some parameters of GMM-SVM are obtained through cross-validation scheme. We do the test for multiple rounds, where in each time we randomly divide the dataset to training configure as well as test set.
The accuracy and recall is adopted as the standard for the personalized recommendation. We run the experiment for 20 rounds and show the experimental results of partial time are in Table 4 , method GMM-SVM for personalized recommendation reach the highest performance of 91.09% under the criterion of accuracy, while GMM-SVM achieve the highest performance of 87.81% under the standard of recall. Further, the average accuracy of GMM-SVM is 89.29% that outperforms which of SVM (83.56%). The potential reasons for these results are mainly threefold. Firstly, the GMM-SVM has the ability to map the nonlinear data in the low dimensional space to the high dimensional space by a kernel function, which makes the classification problem easy. Secondly, in comparison with empirical parameter selection, the selection method for model parameters can adapt to the dataset. Thirdly, the framework of the proposed method has a group of comprehensive procedures which sequentially maximize its ability. In the third experiment, we validate the advantage of our developed GMM-SVM method in personalized recommendation, by means of comparison experiment. Two popular criterions accuracy and recall are adopted for evaluation. Identification accuracy and recall are two typical and popular measures for the correctness of the identification model. The database is digital library database of Hubei University. The experimental step is present in above section. Our method GMM-SVM is learned through the approach in above section, where some parameters of GMM-SVM are configured to defaults. The test is done for several rounds over stochastically split database.
Here we will evaluate our proposed method by comparing it with Kmeans-KNN under two criterions, accuracy as well as recall. The experimental results for personalized recommendation are summarized in Table 5 and Figure 4 . As summarize in this table, we could see that, the values of accuracy and recall of the proposed method are much higher than which in Kmeans-KNN. That is, about 90.36-85.41% for accuracy and 86.86-85.09% for recall. We also found that, GMM-SVM is higher than Kmeans-KNN for distinct number of training examples, over two standards. In all experiments with distinct configuration, the results of our approach show superiority over the Kmeans-KNN method. These results can be intuitively explained. First, the GMM-SVM method can be applied to the conditions that sample data is large scale, high dimension, containing a large number of heterogeneous information. Second, the parameter selection algorithm is according to the distribution information of the input data to select the model parameters of the GMM-SVM, which makes the GMM-SVM has better adaptability. Third, the processing procedure for data is able to remove noise and keep useful information effectively, and the element steps of our method could cooperate. The digital library personalized recommendation algorithm based on Gaussian mixture model clustering technique proposed in this paper is to realize the personalized recommendation service in digital library system. This process mainly includes the following steps: (1) select the appropriate probability density function. Because selecting the appropriate probability density function will produce different effects for Gaussian model. (2) Extract feature vector. (3) Calculate the image similarity by using the extracted characteristic matrix. Finally the results of experiment show that: (1) Through the compare of the traditional collaborative filtering algorithm, average difference degree algorithm and the experimental results of algorithm proposed in this paper, it can be found that using the Gaussian mixture model clustering technique can greatly improve the accuracy and recall ratio of personalized recommendation results. (2) Using the Gaussian mixture model clustering technique can effectively measure the issues of similarity and extensibility among the users, which make up for the deficiency of the previous clustering measurement algorithm. (3) Using the Gaussian mixture model clustering technique solve the influence of data sparse on the result of recommendation, and effectively improve the accuracy of clustering. The application of the clustering technique based on Gaussian mixture model can effectively solve the difference according to different users and provide guarantee for the digital library personalized service. But for relatively similar places of image spectrum feature, there are still certain partition incomplete phenomena, which will be the focus of the next research question.
