The k-edge-connectivity augmentation problem for a specified set of vertices of a graph with degree constraints, kECA-SV-DC, is defined as follows: "Given an undirected multigraph G = (V, E), a specified set of vertices S ⊆ V and a function g : V → Z + ∪ {∞}, find a smallest set E of edges such that (V, E ∪ E ) has at least k edge-disjoint paths between any pair of vertices in S and such that, for any v ∈ V, E includes at most g(v) edges incident to v, where Z + is the set of nonnegative integers." This paper first shows polynomial time solvability of kECA-SV-DC and then gives a linear time algorithm for 2ECA-SV-DC. key words: graphs, edge-connectivity of a specified set of vertices, augmentation problems, degree constraints, linear time algorithms
Introduction
Given an undirected multigraph G = (V, E) and a subset S ⊆ V, the edge-connectivity of S in G, λ(S ; G), is defined by λ(S ; G) = min{λ(u, v; G) | u, v ∈ S and u v}, where λ(u, v; G) denotes the maximum number of edge-disjoint paths between a pair of vertices u, v ∈ V in G. λ(S ; G) with S = V is the edge-connectivity λ(G) of G. A graph G is said to be k-edge-connected with respect to S if and only if λ(S ; G) ≥ k. If S = V then the part "with respect to S " is omitted.
The k-edge-connectivity augmentation problem for a specified set of vertices of a graph with degree constraints, kECA-SV-DC, is defined as follows: "Given an undirected multigraph G = (V, E), a specified set of vertices S ⊆ V and a function g : V → Z + ∪ {∞}, find a smallest set E of edges such that λ(S ; G + E ) ≥ k and such that, for any v ∈ V, E includes at most g(v) edges incident to v, where G + E = (V, E ∪ E ) and Z + is the set of nonnegative integers." Figure 1 shows two examples of 2ECA-SV-DC. In this paper, we assume that |S | ≥ 2, k ≥ 2 and λ(S ; G) < k unless otherwise stated. For kECA-SV-DC, we call any set of edges E satisfying λ(S ; G + E ) ≥ k a solution to kECA-SV-DC, and we call any solution E such that, for any v ∈ V, E includes at most g(v) edges incident to v a feasible solution to kECA-SV-DC. Any feasible solution of minimum cardinality is called an optimum solution to kECA-SV-DC. kECA-SV-DC has application to de- signing communication networks such that communication between any pair of specified nodes is possible even after occurrence of at most k − 1 link failures. kECA-SV-DC with g(v) = ∞ for any v ∈ V is denoted as kECA-SV. In case of S = V, kECA-SV-DC and kECA-SV are denoted as kECA-DC and kECA, respectively.
We briefly summarize known results on kECA-SV-DC. Concerning kECA, several polynomial time algorithms have been shown. Eswaran and Tarjan [1] proposed an O(|V| + |E|) algorithm for 2ECA. Watanabe and Yamakado [2] proposed an O(|V| + |E|) algorithm for 3ECA. Ueno, Kajitani and Wada [3] gave a polynomial time algorithm for the case where G is a tree. For general kECA, Watanabe and Nakamura [4] proposed an O(kL|V| 4 (k|V| + |E|)) algorithm, Cai and Sun [5] a polynomial time algorithm, Frank [6] an O(|V| 5 ) algorithm, Naor, Gusfield and Martel [7] an O(δ 2 |V||E| + δ 3 |V| 2 + |V|M(G)) algorithm, and Gabow [8] an O(|E| + k 2 |V| log |V|) algorithm, where L = min{k, |V|}, δ = k − λ(G), and M(G) is the time complexity of a maximum-flow algorithm on G. For kECA-DC, Nagamochi [9] gave an O(|P||V| + |V| 2 log |V||) algorithm, where P is the set of all pairs of vertices which are adjacent in G.
Concerning kECA-SV, Watanabe, Higashi and Nakamura [10] proposed an O(|V| + |E|) algorithm for 2ECA-SV, and Watanabe, Taoka, and Mashima [11] an O(|V| + |E|) algorithm for 3ECA-SV: it is shown that if k ≤ 3 then kECA-SV can be reduced to kECA in O(|V|+|E|) time. And, Taoka and Watanabe [12] proposed an O(λ 2 |V|(|V| + |S | log λ) + |E|) algorithm for (λ+1)ECA-SV, where λ = λ(S ; G).
Concerning kECA-SV-DC with g(v) ∈ {0, ∞} for any 
) for each w ∈ V, find a minimum set E of edges such that λ(u, v; G + E ) ≥ r(u, v) for each pair u, v ∈ V and such that E includes at least f (w) and at most g(w) edges incident to w for each w ∈ V." Clearly kECA-SV-DC is the special case of LECA-DC where r(u, v) = k if {u, v} ⊆ S , r(u, v) = 0 otherwise, and f (w) = 0 for any w ∈ V. Frank showed in [6] that if f (C) ≥ 2 holds for every marginal component C of G then LECA-DC can be solved in O(|V| 6 ) time by using Mader's splitting-off theorem [15] , where a marginal component is a connected component C such that, for any pair u,
Note that, in the case of kECA-SV, a marginal component is equivalent to a connected component of G containing no vertex in S and that, in the case of kECA-SV-DC, any marginal component C has f (C) = 0.
In this paper, we presents a polynomial time algorithm for kECA-SV-DC (k ≥ 2) and a linear time algorithm for 2ECA-SV-DC. Frank [6] proposed an algorithm for LECA-DC when G has no marginal components C with f (C) < 2. We improve slightly Frank's algorithm in a problem restricted to kECA-SV-DC, and our improved algorithm can solve kECA-SV-DC in polynomial time even if G has some marginal components C with f (C) < 2 (such cases cannot be solved in [6] ). Our proposed algorithm for 2ECA-SV-DC is an extension of the algorithm for 2ECA in [1] and we show that 2ECA-SV-DC can be reduced to 2ECA in linear time, similarly to [10] .
The paper is organized as follows. Section 2 provides some definitions and notations. Sections 3 and 4 present algorithms for kECA-SV-DC and 2ECA-SV-DC, respectively. The concluding remarks are given in Sect. 5.
Preliminaries
Technical terms not given here can be identified in [16] , [17] . A singleton set {x} may be written as x. The notation "⊆" means inclusion, and "⊂" does proper inclusion. For a real number x, let x denote the smallest integer not less than x.
An undirected multigraph G = (V(G), E(G)) consists of a finite and nonempty set of vertices V(G) and a finite set of undirected edges E(G), where E(G) may contain multiple edges. V(G) and E(G) are often denoted as V and E, respectively. In this paper, the term "a graph" means an undirected multigraph without self-loops unless otherwise stated. An edge whose endvertices are u and v is denoted by (u, v) . The degree of a vertex v in G, d G (v) , is the number of edges incident to v in G. For a set E of edges with E ∩ E = ∅, G + E denotes the graph (V, E ∪ E ). For a set X ⊆ V ∪ E, G − X denotes the graph obtained from G by deleting X, where any edge incident to v ∈ X is also removed. A subgraph of G is any graph H such that
A path between u and v, or a (u, v)-path, is an alternating sequence of vertices and edges (4):
A minimum S -cut (a minimum cut, respectively) of G is any S -cut (any cut) of minimum cardinality among all S -cuts (all cuts) of G, and its cardinality is known to be equal to λ(S ; G) (to λ(G)). Any S -cut K is called an S -bridge if |K| = 1. For simplicity, the element of any S -bridge K is also called an S -bridge. In the case with S = V, any S -bridge of G is simply called a bridge of G.
Any connected component of the graph obtained from
denote the set of all leaf S -bridge-connected components or all isolated S -bridge-connected components of G, respectively. In Fig. 1 
The next lemma shows a basic property for solving kECA-SV-DC.
Lemma 2.1:
If there is a set X ⊂ V such that ∅ X∩S ⊂ S and |E X; G | < k then at least k − |E X; G | edges, each connecting a vertex in X and a vertex in V−X, must be added to G to augment G to a graph k-edge-connected with respect to S . Furthermore, if g(X) < k − |E X; G | then there is no feasible solution to kECA-SV-DC, where g(X) = v∈X g(v).
Polynomial Time Solvability of kECA-SV-DC
In this section we show that kECA-SV-DC can be solved in polynomial time. Note that, in case of kECA-SV-DC, a marginal component is a connected component C of G such that C ∩ S = ∅. Our algorithm for kECA-SV-DC is based on Frank's algorithm proposed in [6] and runs in polynomial time even if G has some marginal components. Note that Frank's algorithm solves LECA-DC in polynomial time if there are no marginal components C with f (C) < 2, while it cannot solve kECA-SV-DC, a subproblem of LECA-DC, when G has some marginal components C with f (C) < 2.
Let G = (V ∪ {s}, E ) be an undirected graph with E ⊆ E . Splitting off a pair e = (s, u) and e = (s, v) of edges in E means replacing {e, e } by an edge (u, v). We call the pair e, e admissible if splitting off the pair e, e does not decrease the maximum number of edge-disjoint paths between any pair of vertices in V. We use the following result due to Mader [15] , similarly to [6] . If d G (s) is even and there is no bridge incident to s then we can repeatedly apply Theorem 3.1 to any graph constructed from G by one or more admissible splitting-off operations. Repeating admissible splitting-off operations as many times as possible results in a graph
and, therefore, a feasible solution to kECA-SV is obtained as E − E.
Our algorithm for kECA-SV-DC is as follows. LetV denote the union of all connected components C of G such that C ∩ S ∅. Create a new vertex s, and, for each v ∈V, we add min{k, g(v)} edges between v and s. Let G denote the resulting graph. Check whether or not λ(S ; G ) ≥ k holds; if λ(S ; G ) < k then we can conclude that there is no feasible solution to kECA-SV-DC by Lemma 2.1, because if λ(S ; G ) < k then there would be a set X ⊂V such that ∅ X ∩ S ⊂ S and |E X; G | + g(X) < k. Now suppose that λ(S ; G ) ≥ k. Delete as many edges incident to s as possible with keeping the edge-connectivity of S at least k. Again we denote the resulting graph as G . Note that λ(S ; G − e) < k for any edge e ∈ E s; G .
Lemma 3.2:
In order to augment G to a graph that is kedge-connected with respect to S , it is necessary to add at least d G (s)/2 edges to G.
Proof:
We call a set X ⊂ V with ∅ X ∩ S ⊂ S and |E X; G | = k a critical set. Then we can show, similarly to the proof of Lemma 5.6 in [6] , that there is a family
. Then, in order to augment G to a graph that is k-edge-connected with respect to S , it is necessary to add at least d G (s)/2 + 1 edges to G.
. Suppose that there is a feasible solution F consisting of exactly d G (s)/2 edges. Let {C 1 , . . . , C } be a family of critical sets such that i=1 C i ⊇ Γ(s; G ) and C i ∩ C j = ∅ for any 1 ≤ i < j ≤ . Then F consist of (i) exactly one edge connecting a vertex x inV and a vertex y in V −V and (ii) the other edges each of which connects a vertex in C i and a vertex in C j with i j. Clearly x is in C i for some i, and y belongs to some marginal component C. 
and there is at least one marginal component C with Concerning time complexity, finding F from G by repeating splitting-off operations is the most time consuming part in the algorithm, and it can be done in polynomial time (in O(|V| 6 ) time by [6] or in O(k|V| 2 |E|) time by [18] ). Hence we obtain the desired result.
Theorem 3.6:
For kECA-SV-DC, checking the existence of a feasible solution and finding an optimum solution can be done in polynomial time.
A Linear Time Algorithm for 2ECA-SV-DC
In this section, we describe a linear time algorithm Solve 2ECA-SV-DC for both checking the existence of a feasible solution and finding an optimum solution to 2ECA-SV-DC. Let G = (V, E) with λ(S ; G) < 2, S ⊆ V and g : V → Z + ∪ {∞} be any instance of 2ECA-SV-DC. First we show that G can be assumed to be a forest without loss of generality. If G is not a forest then we construct a forest
for all v C ∈ V F , where v C is the vertex into which C is contracted. Then, we can show that 2ECA-SV-DC for {G, S, g} (denoted P) is equivalent to 2ECA-SV-DC for {G F , S F , g F } (denoted P F ) in the following sense: (i) from a feasible solution E to P a feasible solution E F to P F with |E F | ≤ |E | can be constructed in O(|E |) time; (ii) conversely, from a feasible solution E F to P F a feasible solution E to P with |E | ≤ |E F | can be constructed in O(|E F |) time. Constructing P F from P can be done in O(|V| + |E|) time by using an algorithm in [19] for finding all 2-edge-connected components of G. Hence in this section we assume that G is a forest.
Before describing Solve 2ECA-SV-DC, we prepare some definitions. By Lemma 2.1, for any X ∈ Φ leaf S ,2 (G), we must add at least one edge between X and V − X; for any X ∈ Φ iso S ,2 (G), we must add at least two edges between X and V − X. Let p = |Φ 
Description of the Algorithm
For a forest G = (V, E), delete all marginal components from G and then repeat deleting a degree-one vertex which is not in S until all degree-zero vertices and all degree-one vertices belong to S . Then we call the resulting graph a path forest of G with respect to S , and it is denoted by G S = (V S , E S ), where it is similar to a path-tree introduced in [10] . Note that G S consists of S and all paths of G connecting any pair of vertices in S . For a graph G of Fig. 1(a) , V S = {a, b, c, e, i} and
Solve 2ECA-SV-DC consists of two steps.
Step 1 checks the existence of a feasible solution to 2ECA-SV-DC and compute a value g + (v) for any v ∈ V, and Step 2 reduces the problem to 2ECA and finds an optimum solution to 2ECA-SV-DC if it exists. Figures 2-4 show examples for schematic explanation of Solve 2ECA-SV-DC.
where G is a forest and λ(S ; G) < 2. Output: An optimum solution E * to 2ECA-SV-DC for G, S and g if it exists; otherwise "No-Solution".
1. Check the existence of a feasible solution and compute a value g + (v) for any v ∈ V as follows.
for any v ∈ V, and g + (v) is the number of edges which have to be added to v. */ (1.2) For each B ∈ Φ 
and there is at least one marginal component C with g (C) ≥ 3 then repeat the following operation for this C by three times: select any Fig. 2 for an example.) In this case, p is even,
. Let F be any edge set obtained in Step (2.4). Since F is an optimum solution to 2ECA for G , we have |F| = p /2 + q = p/2 + q and V(F) = S , and F includes exactly 2 − d G (v) (= g + (v)) edges incident to each v ∈ S . Since Step (2.3) is not executed, we have E * = F and, therefore, |E * | = p/2 + q. G + E * is 2-edge-connected with respect to S because G is a subgraph of G, S ⊆ V and G + F is 2-edge-connected. Hence E * is an optimum solution by Lemma 4.1.
Case (ii):
Step (1.4)(a) is executed. In this case, p is odd, g + (V) = g + (S ) = p + 2q + 1, and if there is a vertex
for any v ∈ S and that, by the operation of Step (1.4)(a), there is at most one vertex u ∈ S with g
. If no such vertex u exists then we can prove the optimality of E * similarly to Case (i).
Let us consider the case where a vertex u ∈ S with Fig. 3 for an example.)
. Let F be any edge set obtained in Step (2.4). Since F is an optimum solution to 2ECA for G , we have λ(G + F) ≥ 2, |F| = p /2 + q = p/2 + q and V(F) = S , and F includes exactly 2 − d G (v) (= g + (v)) edges incident to each v ∈ S − {u} and exactly one edge incident to each u i with 1 ≤ i ≤ g + (u). Since G S + E * (or E * , respectively) is equivalent to a graph (a set of edges) obtained from G + F (from F) by contracting {u} ∪ {u i | 1 ≤ i ≤ g + (u)} into u (identifying each vertex of {u i | 1 ≤ i ≤ g + (u)} with u), we have V(E * ) = S and E * includes exactly g + (v) edges incident to each v ∈ S . Clearly |E * | = |F| = p/2 + q and G S + E * is 2-edge-connected. G + E * is 2-edge-connected with respect to S because G S is a subgraph of G and S ⊆ V S . Hence E * is an optimum solution by Lemma 4.1.
Case (iii):
Step (1.4)(b) is executed. In this case, p is odd, g + (V) = g(V) = p + 2q, and g + (S ) = g + (V ∪ C) = p + 2q + 3, where C is the marginal component with g + (C) = 3. If there is a vertex u ∈ S with g + (u) > 2 − d G S (u) then G is the forest G S with edges in {(u, u i ) | 1 ≤ i ≤ g + (u)} added, or otherwise G = G S . Note that there is at most one vertex u ∈ S with g + (u) > 2 − d G S (u), and if such u exists then u ∈ C (Fig. 4) . Similarly to Case (ii), we can show that E * is a feasible solution with |E * | = p/2 + q + 1, and its optimality follows from Lemma 4.2.
Remark 4.4: Since E
* is an optimum solution, E * includes no self-loops: otherwise there would be a feasible solution F with |F | < |E * |, contradicting the optimality of E * .
Time Complexity of the Algorithm
Clearly Solve 2ECA-SV-DC can be executed in O(|V| + |E|) time. Then we have the following theorem.
Theorem 4.5:
Checking the existence of a feasible solution and finding, if any, an optimum solution to 2ECA-SV-DC can be done in O(|V| + |E|) time.
Concluding Remarks
We have shown that kECA-SV-DC can be solved in polynomial time by using a slightly modified version of Frank's algorithm and that 2ECA-SV-DC can be solved in O(|V| + |E|) time by reducing it to 2ECA. Devising more efficient algorithms for kECA-SV-DC is left for future research.
