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Abstract. Este trabajo tiene como objetivo presentar las principales
caracter´ısticas del disen˜o e implementacio´n de algoritmos paralelos para
el procesamiento de sen˜ales de radar de apertura sinte´titca (SAR). Se
analizan las razones por las que el problema es paralelizable y se pre-
sentan implementaciones de algoritmos cla´sicos para la obtencio´n de
ima´genes. Tambie´n se presentan adaptaciones de estos algoritmos para
ser utilizados sobre arquitecturas paralelas de tipo GPU de propo´sito
general. Estas modificaciones son propuestas con el objetivo de obtener
algoritmos altamente eficientes y escalables en este tipo de arquitecturas.
1 Introduccio´n
En este trabajo se aborda el procesamiento de sen˜ales de radares SAR (Syn-
thetic Aperture Radar) utilizando algoritmos implementados en forma paralela
en GPU (Graphic Processing Unit) de propo´sito general. Este procesamiento
se basa en la combinacio´n de mu´ltiples ”mediciones” (datos recibidos por un
sensor, en este caso un radar) para generar informacio´n u´til al ser humano.
El tipo de procesamiento realizado puede aplicarse tambie´n en problemas tales
como procesamiento de sen˜ales sonar [5], sistemas de deteccio´n de movimientos
s´ısmicos, arreglos de sensores terrestres, etc. Luego, el obtener soluciones para-
lelas eficientes para uno de estos dominios puede generalizarse a otros campos.
Si bien existen diversos tipos de procesamiento de sen˜ales SAR, la aplicacio´n
ma´s difundida es la de generar ima´genes de la superficie terrestre de alta reso-
lucio´n. Estas ima´genes se utilizan en a´reas de diversa ı´ndole como cartograf´ıa,
teledeteccio´n, agronomı´a, estudio de corrientes marinas, estudio de dispersio´n
de fluidos en oce´anos o mares, deteccio´n de cambios terrestres, informacio´n de
respuesta de emergencia, etc. En la actualidad, estos radares generan ima´genes
fiables de alta resolucio´n (por ejemplo en [12] se reportan resoluciones de 1m)
independientemente de las condiciones meteorolo´gicas y de iluminacio´n.
Los radares SAR son radares activos que trabajan usualmente en el orden de
las microondas, caracter´ıstica que hace posible que opere de forma correcta en
presencia de nubes, cobertura de copas de a´rboles, etc. Son radares de pequen˜as
dimensiones que se acoplan a aeronaves (aviones o sate´lites) y que aprovechan
la trayectoria de los mismos para ”barrer” la superficie terrestre y sintetizar
ima´genes a partir del env´ıo de mu´ltiples pulsos y la combinacio´n de los ecos de
dichos pulsos recibidos por el radar (esquema en figura 1). La energ´ıa de dicho
eco recibido es proporcional a la reflectancia del terreno [3] [1]. Al ser este tipo de
radar activo tiene su propia fuente de energ´ıa, por lo que no depende de factores
externos para poder operar (luz solar por ejemplo).
Fig. 1. Env´ıo de pulsos y recepcio´n de ecos, datos crudos SAR y datos procesados.
El principio ba´sico de funcionamiento de un radar cla´sico es el de medicio´n
del tiempo de viaje de un pulso enviado desde el radar, siendo este tiempo
proporcional a la distancia a la que se encuentra el objeto que lo ha reflejado. Este
tipo de radar tiene en general una buena resolucio´n en rango pero su resolucio´n
en acimut decae en forma proporcional a la distancia a la que se encuentra
el objeto. Este decaimiento de la resolucio´n con la distancia esta´ relacionado
con la apertura de la antena, que a su vez es inversamente proporcional a las
dimensiones de la misma. Por ello el uso de radares convencionales para la gene-
racio´n de ima´genes es inadecuado ya que para obtener una adecuada resolucio´n
el taman˜o de la antena resulta prohibitivo (esto depende a su vez de la longitud
de onda utilizada, pero resoluciones del orden del metro en banda X implicar´ıan
antenas del orden de la centena de metros para aplicaciones aerotransportadas).
Para obtener una antena con gran apertura sin necesidad de que esta antena
este´ compuesta por un solo elemento, se propuso el uso de distintas mediciones
de radar y su posterior combinacio´n coherente, de manera de refinar los valores
estimados. Para ello se recurre a tomar muestras temporales consecutivas de
radar que iluminen un a´rea comu´n, lo que puede verse en forma ana´loga a tener
un arreglo de sensores ”sinte´tico” –adema´s de asincro´nico (figura 1)– y de gran
apertura (proporcional a la distancia recorrida por el sensor mo´vil en el tiempo
que dura la recoleccio´n de datos). Estos datos se procesan luego conjuntamente
para obtener lo que se denomina una medicio´n de apertura sinte´tica.
La informacio´n generada por el radar (datos crudos) se almacena en matrices
y corresponde a dos dimensiones de trabajo: las mu´tiples filas son cada uno de
los ecos recibidos (en la direccio´n de movimiento del sensor, o acimut) y cada
fila esta´ compuesta por celdas que corresponden con las muestras en rango. Este
modo de operacio´n genera un gran volumen de datos. A modo de ejemplo, se
toma un escenario real descrito en [6]: radar que opera en el sate´lite ERS donde
una escena de 100x100km2, genera una matriz de datos crudos de 26800 l´ıneas
y cada l´ınea (fila) esta´ formada por 5616 p´ıxeles. Esto genera 300MB de datos
crudos a procesar. Los ca´lculos son realizados en punto flotante, lo que genera
una matriz de 1.2GB de procesamiento. A su vez, en este escenario, la salida es
una matriz de 500MB aproximadamente: 25000 l´ıneas de 4912 p´ıxeles, cada uno
codificado como nu´mero complejo de 2 + 2 bytes.
Luego, el procesamiento de sen˜ales SAR implica el procesamiento de un gran
volumen de datos. A su vez, las aplicaciones actuales generan la necesidad de au-
mentar la precisio´n de las ima´genes: esto implica algoritmos ma´s complejos sobre
los datos, lo que resulta en tiempos de co´mputo mayores. Se observa tambie´n que
el requerimiento de obtener estas ima´genes en tiempo real (o cercano al tiempo
real) es cada vez mayor.
Todas estas caracter´ısticas llevan a que este tipo de aplicaciones sea un gran
desaf´ıo desde el punto de vista de la tecnolog´ıa High Performance Computing.
Una forma natural de enfrentar este problema es a trave´s del co´mputo para-
lelo. En este trabajo se propone utilizar la arquitectura GPGPU (General Pur-
pose Graphic Processing Unit). La arquitectura GPU nace para realizar co´mputo
gra´fico, pero debido a su alto rendimiento en co´mputo complejo los investigadores
han propuesto el uso de estos dispositivos para acelerar soluciones a problemas
f´ısicos como son ana´lisis de flujos de fluidos, transformadas de Fourier (FFT),
crecimiento de cristales, etc [1].
Dada su alta capacidad de procesamiento y su bajo costo, el uso de esta
tecnolog´ıa es cada vez mayor, se estima que su uso sera´ masivo y en un futuro
arquitecturas paralelas de tipo cluster estara´n formados por nodos donde cada
nodo sea una o mu´ltiples placas GPU conectadas.
Para obtener aplicaciones eficientes y escalables en este tipo de arquitectura
es necesario tener en cuenta sus caracter´ısticas de hardware como as´ı tambie´n
del software relacionado a la programacio´n en las mismas. Es necesario luego
realizar un disen˜o de las aplicaciones espec´ıficas para GPU, aplicaciones que
maximicen el alto poder de paralelismo y de co´mputo de dichas placas.
El estudio de la bibliograf´ıa relacionada al procesamiento de sen˜ales SAR
muestra la tendencia de soluciones desarrolladas para clusters de computadoras,
y muy poco se observa en relacio´n al desarrollo en GPGPU.
Este trabajo propone el disen˜o e implementacio´n de dos algoritmos para el
procesamiento de sen˜ales SAR: RDA (Range Doppler Algorithm) y CSA (Chirp
Scaling Algorithm) [1] [3] [11]. Estos algoritmos son ampliamente utilizados en
este dominio y en este trabajo significan un primer paso en el desarrollo de
procesamiento de sen˜ales SAR.
Dichos algoritmos sera´n espec´ıficamente desarrollados para GPGPU, donde
se intentara´ lograr algoritmos altamente eficientes y escalables.
La pro´xima seccio´n describe las principales caracter´ısticas de la arquitectura
GPGPU. La seccio´n 3 presenta los algoritmos RDA y CSA y por u´ltimo, la
seccio´n 4 presenta el estado del trabajo actual, trabajo futuro y conclusiones.
2 Arquitectura GPGPU
Los procesadores gra´ficos GPU nacen para aplicaciones espec´ıficas: aplicaciones
gra´ficas, tridimiensionales o videojuegos, pero su alta potencia de co´mputo, bajo
costo y reducido consumo han convertido estas placas en arquitecturas utilizadas
para co´mputo de alto rendimiento de uso general [7] [9].
Se utilizan como co-procesador para resolver tareas altamente paralelizables,
mientras que el co´digo menos paralelizable puede seguir ejecuta´ndose en la CPU
[9].
Una GPU esta´ compuesta por un gran nu´mero de nu´cleos (cores) de proce-
samiento. El procesamiento en una GPU se basa en la definicio´n de funciones
llamadas kernels las cuales se ejecutan en paralelo (y concurrentemente) en los
cores disponibles. Dichos cores se agrupan en multiprocesadores, existiendo di-
versos multiprocesadores en cada GPU.
Para la programacio´n de aplicaciones paralelas en GPU existe un modelo de
programacio´n ampliamente difundido llamado CUDA (Compute Unified Device
Architecture) [2]. CUDA propone el modelo de programacio´n SIMD (Simple
Instruction Multiple Data) y es una extensio´n del lenguaje C/C++ que agrega
funcionalidad para el manejo de threads (kernels) concurrentes y la jerarqu´ıa de
memoria de las placas GPU [2] [10] [4].
Una aplicacio´n CUDA esta´ compuesta por co´digo secuencial y co´digo para-
lelo. El co´digo secuencial se ejecuta en la CPU mientras que el co´digo paralelo
(kernels) se ejecuta en la placa GPU. La CPU comanda la ejecucio´n de los
kernels en la GPU.
Por cada kernel definido en una aplicacio´n CUDA se crean mu´ltiples threads
(pueden ser miles) que se ejecutan en paralelo. Los threads se organizan en
bloques (de 1, 2 o 3 dimensiones) y a su vez, los bloques se organizan en grids
(de 1 o 2 dimensiones, y 3 dimensiones para las arquitecturas ma´s actuales)
(figura 2). Es el programador el que define la configuracio´n de los kernels en
bloques y grid. Esta configuracio´n puede ser distinta para cada kernel.
En las arquitecturas actuales (Fermi, Tesla, Quadro [7]) cada bloque puede
tener hasta 1024 threads y cada grid puede tener hasta un ma´ximo de 65535
bloques por dimensio´n (1, 2 o 3 dimensiones). Esta gran cantidad de threads que
se pueden crear por cada kernel constituyen una forma distinta de disen˜ar los
algoritmos: el nu´mero de threads paralelos es ”infinito”, siendo esto una gran
ventaja respecto a otras arquitecturas paralelas, donde la cantidad de procesos
paralelos esta´ limitado, por ejemplo, por la cantidad de nodos y procesadores
presentes en un cluster de computadoras.
Todos los threads creados en un kernel ejecutan la misma instruccio´n sobre
distintos datos. La potencia de las GPU reside en este alt´ısimo poder de para-
lelismo y la alta capacidad de co´mputo de cada nu´cleo de procesamiento. Las
GPUs aprovechan el paralelismo de datos presente en las aplicaciones.
Los threads de cada bloque se ejecutan en warps de 32 threads (en las arqui-
tecturas actuales, probablemente en el futuro este nu´mero aumente). Los threads
de un warp ejecutan todos la misma instruccio´n sobre distintos datos. Cuando
Fig. 2. Organizacio´n de threads en bloques y en grids [4].
hay bifurcaciones y distintos threads ejecutan distintas instrucciones, un sub-
grupo de threads espera a la ejecucio´n de otro subgrupo de threads, dependiendo
de las instrucciones que ejecuten.
Por otro lado, las placas GPU tienen distintos tipos de memoria definiendo
una clara jeraqu´ıa. Cada tipo de memoria tiene sus propias caracter´ısticas: tipo
y costo de acceso, alcance y ciclo de vida de los objetos definidos en ella, costo de
accesos y mecanismos de optimizacio´n. CUDA provee mecanismos para operar
con esta jerarqu´ıa de memorias presente en los dispositivos GPU [9]. Conociendo
las caracter´ısticas de la jerarqu´ıa de memoria instalada en el dispositivo GPU,
el programador puede tomar decisiones respecto al almacenamiento y acceso a
los datos a fin de mejorar la eficiencia de la aplicacio´n en la GPU, como as´ı
tambie´n, evitar posibles penalizaciones por la latencia que significa el acceso a
cada memoria.
La jerarqu´ıa de memoria y tipos de accesos en un sistema GPU esta´n es-
quematizados en la figura 3 ([9]).
Existe una memoria global a la cual acceden todos los threads del grid, y
que es el medio de comunicio´n entre CPU y GPU. El acceso a dicha memoria
es muy costoso en te´rminos de tiempo de acceso. Adema´s existen las memorias
constante y de textura, las cuales cuentan con una memoria cache por lo que
su tiempo de acceso es ra´pido. Estas memorias son de escritura para la CPU y
de lectura para los threads. A nivel de bloque existe una memoria compartida
(shared en la figura) que es de muy ra´pido acceso pero de dimensiones mucho
ma´s pequen˜as que las memorias anteriormente mencionadas. Por u´ltimo, cada
thread cuenta con registros cuyo acceso es el ma´s veloz de todos, pero como se
puede preveer, la capacidad y cantidad de los registros es limitada.
La jerarqu´ıa de memorias presente en las placas GPU son un desaf´ıo para
el desarrollador, ya que el rendimiento de las aplicaciones se puede ver muy
Fig. 3. Arquitectura GPU. Multiprocesadores y jerarqu´ıa de memorias y accesos. En
la figura, host designa a la CPU y Dispositivo a la GPU [9].
afectado por la utilizacio´n de dichas memorias. En general, se debe evitar el
acceso a memoria global mientras que se debe maximizar la correcta utilizacio´n
de memoria compartida y registros internos de cada thread.
Por otro lado, para muchas de las librer´ıas existentes para C, existe su versio´n
para CUDA optimizadas para su ejecucio´n en los dispositivos gra´ficos. Estas li-
brer´ıas operan de forma o´ptima y de forma transparente al usuario, definen la
mejor configuracio´n de threads en bloques y del grid. Adema´s optimizan la uti-
lizacio´n de la jerarqu´ıa de memorias instalada en dichos dispositivos. Ejemplos de
estas librer´ıas son cuBLAS (CUDA Basic Linear Algebra Subprograms), cuFFT
(CUDA Fast Fourier Transform), MAGMA (similar a LAPACK para GPU),
etc. Todas estas librer´ıas son una ventaja para el programador, ya que de forma
transparente al usuario, se utiliza de forma o´ptima los recursos de la placa GPU.
Debido a las caracter´ısticas propias de las placas GPU, las aplicaciones deben
tener ciertas caracter´ısticas que las har´ıan convenientes para su desarrollo en
GPU. Estas caracter´ısticas son: alto nivel de paralelismo, alto requerimiento de
co´mputo, gran volumen de datos, que los ca´lculos realizados sobre los datos
no tengan dependencias entre s´ı, datos que se puedan organizar en vectores o
matrices (para satisfacer la configuracio´n f´ısica de los threads en arreglos de 1,
2 o 3 dimensiones), poca comunicacio´n CPU-GPU, pocas secciones cr´ıticas.
La pro´xima seccio´n presenta las principales caracter´ısticas de los algoritmos
RDA y CSA. Al final de dicha seccio´n se muestra co´mo satisfacen dichos algorit-
mos las caracter´ısticas anteriormente mencionadas, haciendo del procesamiento
de sen˜ales SAR en arquitecturas GPU un campo muy prometedor desde el punto
de vista del HPC.
3 Algoritmos RDA y CSA en GPGPU
Actualmente existen distintos algoritmos para el procesamiennto de sen˜ales SAR.
Los algorimos ma´s difundidos en este a´rea son Range Doppler Algorithm (RDA),
Chirp Scaling Algorithm (CSA), Omega-K Algorithm(ω −K), Back Projection
Algorithm, etc.
En este trabajo se toman dos de los algoritmos ma´s utlizados para la ob-
tencio´n de ima´genes utilizando radares SAR: RDA y CSA. Dichos algoritmos
son el paso inicial para continuar con el desarrollo de otros me´todos y etapas
en todo el desarrollo de procesamiento de sen˜ales SAR. La figura 4 muestra las
principales operaciones realizadas en cada uno de estos algoritmos.
Fig. 4. Principales pasos de Range Doppler Algorithm y Chirp Scaling Algorithm.
El algoritmo RDA fue uno de los primeros algoritmos desarrollados para
procesamiento SAR de uso civil. Hoy en d´ıa, continu´a siendo uno de los al-
goritmos ma´s utlizados, gracias a su favorable compromiso entre simplicidad,
eficiencia y precisio´n [3].
Los pasos ba´sicos del algoritmo RDA son: compresio´n de rango (implemen-
tada a trave´s de FFT, filtros e IFFT), FFT en acimut (para cambio de dominio),
RCMC (Range Cell Migration Correction: correccio´n de migracio´n de celdas en
rango), compresio´n en acimut y una u´ltima IFFT para llevar los datos al dominio
del tiempo.
A su vez, el algoritmo CSA se basa en la aplicacio´n de 4 FFTs y multi-
plicaciones en la sen˜al de entrada. Para ambos algoritmos, sus pasos permiten
variantes en su forma de implementacio´n.
Como se puede observar, los algoritmo RDA y CSA se basan en mu´ltiples
transformadas de Fourier y antitransformadas, multiplicaciones y aplicacio´n de
filtros. La complejidad computacional de dichos algoritmos esta´ dominada por
las transformadas de Fourier; para una matriz de n × m la complejidad com-
putacional es de n ∗ log(n) + m ∗ log(m).
Considerando la complejidad computacional de los algoritmos y teniendo en
cuenta el gran volumen de datos involucrados en el procesamiento de sen˜ales
SAR, se observa la necesidad de una implementacio´n eficiente, que genere ima´-
genes de alta resolucio´n y exactitud a la vez que el tiempo de obtencio´n de dichas
ima´genes se encuentre dentro de los l´ımites del tiempo real.
Los algoritmos se desarrollan en forma modular, de modo que permitan el
disen˜o, desarrollo, implementacio´n, prueba y puesta a punto de forma inde-
pendiente e incremental. Los datos crudos SAR sera´n almacenados en forma
vectorial, y estos datos se copiara´n a memoria global del dispositivo (GPU) al
comienzo de la aplicacio´n.
Para las operaciones que involucran transformadas de Fourier, se proponen
dos alternativas. La primera implica buscar la rutina o´ptima dentro de la li-
brer´ıa cuFFT y la segunda se considerara´ realizar una implementacio´n propia
que permita tener mayor control sobre la descomposicio´n a la que se somete a los
datos. Las aplicaciones de filtros y multiplicaciones sera´n desarrolladas en para-
lelo, haciendo que cada thread realice el ca´lculo sobre el dato (o datos) que le
correspondan. Para dichos ca´lculos, se combinara´ la forma de dividir los threads
en bloques para que a su vez, se pueda utilizar la memoria compartida y local
de cada thread de forma o´ptima.
Ambos algoritmos se desarrollara´n teniendo en cuenta los distintos formatos
de datos: nu´meros complejos y representaciones de nu´meros en simple y doble
precisio´n. Adema´s, las arquitecturas GPU consiguen su ma´ximo rendimiento
cuanto mayor sea la carga de trabajo que tengan. Esto se considera en los actuales
disen˜os de los algoritmos.
Por otro lado, se sabe que los kernels que tienen mu´ltiples bifurcaciones en su
co´digo no consiguen el rendimiento o´ptimo en GPU: esto se debe a la ejecucio´n
en warps que se ha mencionado anteriormente. Este es otro aspecto que se esta´
considerando durante el disen˜o y desarrollo del co´digo.
Una vez realizado el co´mputo sobre los datos, se copia el vector resultante
desde la GPU a la memoria de la CPU.
En este trabajo, se proponen algoritmos modulares, donde cada mo´dulo tiene
una interfaz definida facilitando el intercambio y prueba de los mismos.
Una vez copiados los datos a la GPU, la CPU comandara´ la ejecucio´n de
distintos kernels que se ejecutara´n en la GPU y que resolvera´n las tareas parale-
lizables: cada FFT e IFFT, cada filtrado, multiplicacio´n, se realizan en paralelo,
haciendo que cada thread opere sobre un dato que compone la sen˜al.
Una vez presentadas las caracter´ısticas de los algoritmos como as´ı tambie´n
de la arquitectura GPU, se puede observar que el procesamiento de sen˜ales SAR
verifica:
1. Alta carga computacional para cada thread (que compense el alto costo de
la transferencia de datos CPU-GPU): los algoritmos se basan, fundamental-
mente, en FFTs e IFFTs.
2. Poca dependencia de datos (que los threads so´lo necesiten datos de su memo-
ria local o compartida, evitando accesos costosos a memoria global). En los
algoritmos RDA y SCA no hay dependencia de datos.
3. Mı´nima transferencia de datos entre CPU y GPU: se realiza so´lo al comienzo
la copia de datos crudos SAR a la memoria global y al finalizar el proce-
samiento se copia la imagen ya procesada en sentido inverso.
4. Pocas secciones cr´ıticas (escrituras y accesos a las mismas posiciones de
memoria): en los algoritmos utilizados cada pixel se calcula sin depender de
los dema´s.
5. Necesidad de que los datos se adapten a las estructuras de datos que manejan
las GPUs: vectores o matrices. En los algoritmos utilizados el procesamiento
se basa en vectores.
4 Trabajo actual, trabajo futuro y conclusiones
En este trabajo se propone la implementacio´n paralela de los algoritmos RDA
y CSA para procesamiento de sen˜ales SAR espec´ıficamente para placas gra´ficas
GPU.
En dichos algoritmos se encuentran presentes las caracter´ısticas que hacen
que un algoritmo sea conveniente para implementar en GPU y obtener el ma´ximo
rendimiento en las placas gra´ficas. La implementacio´n de dichos algoritmos son
el primer paso para la implementacio´n de distintas tareas que involucra el proce-
samiento de sen˜ales SAR.
Actualmente se esta´n implementando dichos algoritmos. Se esta´ trabajando
con datos sinte´ticos y se espera trabajar con datos reales provenientes de grupos
de trabajo de a´reas similares con las que se esta´ en comunicacio´n.
Se cuenta con 2 GPUs instaladas y en funcionamiento. Una es un modelo
GeForece GTX 550 Ti, con 192 nucleos (4 multiprocesadores de 48 nu´cleos cada
uno). Otra GPU disponible es modelo GeForce GTX 570 que cuenta con 480
cores. Se dispone de CUDA y CUDA Toolkit funcionando en LINUX y en Win-
dows. Se dispone tambie´n de la herramienta Visual Profiler que permite obtener
datos muy interesantes, como por ejemplo, el rendimiento, requerimientos, etc
de cada uno de los kernels que componen la aplicacio´n.
Proximamente se estima finalizar con la implementacio´n de dichos algoritmos.
Se evaluara´ su eficiencia y exactitud. Adema´s, las ima´genes obtenidas con dichos
algoritmos tambie´n sera´n evaluadas, abriendo esto otra tarea en este campo.
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