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[1] A two-dimensional numerical model is used to study the diapycnal flow through a

tidal front with passive tracers. In a basic numerical experiment a passive tracer is released
into the bottom water at the offshore edge of a tidal front, and it subsequently moves
on-bank with a velocity that decreases with time. This qualitatively agrees with a recent
field experiment using a dye tracer on Georges Bank. Additional experiments are
performed to investigate the sensitivity of the tracer dispersion to the tidal phase and the
location of tracer release within the front. As the release point is moved on-bank across the
front, the tracer velocity decreases until it weakly reverses on the on-bank edge of the
front. This trend can be understood by considering the structure of the Lagrangian velocity
field in the tidal front, the degree of vertical mixing of the tracer, and the concentrationweighted mean patch velocity. The tidal phase at the time of tracer release does not
INDEX TERMS: 4546 Oceanography: Physical:
significantly affect the tracer dispersion.
Nearshore processes; 4255 Oceanography: General: Numerical modeling; 4568 Oceanography: Physical:
Turbulence, diffusion, and mixing processes; 4560 Oceanography: Physical: Surface waves and tides (1255);
KEYWORDS: passive tracer, diapycnal flow, tidal front
Citation: Dong, C., R. Houghton, H.-W. Ou, D. Chen, and T. Ezer (2004), Numerical study of the diapycnal flow through a tidal
front with passive tracers, J. Geophys. Res., 109, C05029, doi:10.1029/2003JC001969.

1. Introduction
[2] Last two decades have witnessed numerous investigations of the circulation associated with tidally mixed
fronts. The along-front component, dominated by the thermal-wind shear and tidal rectification, has well been studied
by theoretical and modeling studies [Loder, 1980; Garrett
and Loder, 1981; Loder and Wright, 1985; Naimie et
al., 1994; Naimie, 1996; Lynch et al., 1996; Chen and
Beardsley, 1998; Ou, 1999, 2000; Chen et al., 2003]
and field observations [Butman and Beardsley, 1987; Loder
and Brickman, 1992; Loder et al., 1993; Limeburner
and Beardsley, 1996]. In contrast, due in part to its much
weaker magnitude (1 – 3 cm/s, one order smaller than
the along-shore flow), the cross-front component is less
well understood and more complicated. For example, the
previous studies indicated Eulerian cross-front mean circulation maybe is in a multiple-cell structure [Loder and
Wright, 1985; Chen and Beardsley, 1998; Dong et al.,
2004; C. Dong et al., Tidally induced cross-front mean
circulation: Numerical study, submitted to Journal of
Copyright 2004 by the American Geophysical Union.
0148-0227/04/2003JC001969

Physical Oceanography, 2003, hereinafter referred to as
Dong et al., submitted manuscript, 2003].
[3] Direct Eulerian measurements of mean cross-front
flow is difficult because tidal velocity is more than an order
larger than the mean flow in magnitude, resulting in large
excursions of the front. To overcome these difficulties, a
dye patch, acting as a passive tracer, was used to measure
the Lagrangian cross-front flow [Houghton and Ho, 2001;
Houghton, 2002]. The experiments were conducted in the
summer of 1999 over Georges Bank. The diapycnal velocities of the dye patch (on-bank) in the bottom mixed layer
ranged from 4 cm/s on the northeast peak to 2 cm/s on the
south flank.
[4] The on-bank near-bottom Lagrangian residual flow
was first described by Loder et al. [1997]. Through tracking
fluid particles in a tidal-driven three-dimensional homogenous flow field, they found that the Stokes’ drift contribution
was similar in magnitude to the Eulerian residual flow,
leading to on-bank water movement near the bottom. Chen
and Beardsley [1998] simulated the on-bank Lagrangian
velocity of fluid particles and the on-bank transport of a
passive tracer patch in a two-dimensional model. They examined the effect of vertical mixing on a tracer and suggested
that the vertical mixing enhanced the net up-slope advection
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with a tracer initially occupying the water volume below a
certain water depth. Applying three-dimensional model,
Chen et al. [2003] further studied the cross-frontal water
exchange. Using bimonthly climatological forcing, Naimie et
al. [2001] compared the drifter trajectories simulated by
Dartmouth circulation model with satellite-tracked drifters.
[5] In the present paper, rather than conducting a realistic
simulation of the dye experiment over Georges Bank, we
use a two-dimensional model (cross-shore section) to study
the dispersion of a passive tracer patch in a tidal front.
Applying a two-dimensional model in the study is encouraged by the favorable comparison of two-dimensional
model experiments by Chen and Beardsley [1998] with
three-dimensional model experiments [Naimie et al., 1994,
2001; Naimie, 1996; Chen et al., 2001, 2003]. The application of a two-dimensional model in the southern flank of
Georges Bank is also justified by a scale analysis.
[6] We perform a basic numerical experiment using a
tracer patch whose size is initially comparable with that of
the field experiment, in which the initial dye streak was about
500 m in length. A series of tracer experiments are conducted
to assess the sensitivity of the tracer dispersion to release
positions and tidal phases in order to obtain a systematic view
of the diapycnal flow through a tidal front. With a calculated
Lagrangian velocity field we try to better understand what the
movement of the tracer patch in the above field experiment
represents? Intuitively, it represents the movement of the
tagged water mass, i.e., the Lagrangian flow at the release
point. At the initial stage, when the scale of the tracer is less
than that of the velocity variation, the intuition is correct.
When the tracer disperses and its scale exceeds the spatial
scale of the velocity variation, the patch cannot be considered
as a single point any more because the fluid parcels involved
have different velocities, and the tracer patch movement is
due to the ensemble velocity of all the fluid parcels involved.
[7] The paper is organized as follows. Section 2 is the
scale analysis. Section 3 is the numerical experiments.
In section 4, model results are compared with the field
dye experiment. In section 5, tracer movement is compared
with the model derived Lagrangian velocity field. Sections 6
and 7 are discussion and conclusions, respectively.

2. Scale Analysis
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shallow area to its left, and the z axis increases upward from
the sea surface, g is the gravitational acceleration, t is the
time, F is the Coriolis coefficient, n is the vertical eddy
diffusivity coefficient. p is the pressure, r0 is the reference
density, and (u, v, w) are the velocity components. Asterisks
(*) represent dimensional parameters while a variable with
no asterisk is dimensionless except for these parameters: f,
g, k and n. Variables can be decomposed into the time mean
(overbar) and tidal variables (prime):
ðu*; v*; w*; p*; r*Þ
 * þ w0 *; 
p*þ p0 *; r* þ r0 *Þ:
¼ ð
u* þ u0 *; v* þ v0 *; w

ð5Þ

Substituting equation (5) into equations (1) – (4) and
averaging over one tidal cycle, we obtain the equations
governing mean currents
u0 *

u0 *

@u0 *
@u0 *
@u0 *
@
u*
@
u*
@
u*
*
þ v0 *
þ w0 *
þ
u*
þ v*
þw
@x*
@y*
@z*
@x*
@y*
@z*
1 @
p*
@2
u*
;
ð6Þ
 f v* ¼ 
þu
r0 @x*
@z*2

@v0 *
@v0 *
@v0 *
@v*
@v*
@v*
*
þ v0 *
þ w0 *
þ
u*
þ v*
þw
@x*
@y*
@z*
@x*
@y*
@z*
2
1 @
p*
@ v*
;
þf
u* ¼ 
þu
r0 @y*
@z*2

ð7Þ

@
u* @v* @ w
*
þ
þ
¼ 0;
@x* @x* @z*

ð8Þ

@
p*
¼ r*g:
@z*

ð9Þ

Integrating equation (9) from a certain level z* to the surface
h* and taking horizontal differences:
Dp* ¼ Dr*gz* þ r0 gDh*:

ð10Þ

The equations are nondimensionalized by

[8] With the hydrostatic and Boussinesq approximations,
the three-dimensional governing equations are
@u*
@u*
@u*
@u*
1 @p*
@ 2 u*
;
þ u*
þ v*
þ w*
 fv* ¼ 
þu
@t*
@x*
@y*
@z*
r0 @x*
@z*2
ð1Þ
@v*
@v*
@v*
@v*
1 @p*
@ 2 v*
;
þ u*
þ v*
þ w*
þ fu* ¼ 
þn
@t*
@x*
@y*
@z*
r0 @y*
@z*2
ð2Þ
@u* @v* @w*
þ
þ
¼ 0;
@x* @y* @z*

ð3Þ

@p*
¼ r*g;
@z*

ð4Þ

where the x axis is perpendicular to the isobaths in the
direction of increasing depth, the y axis is oriented with the


½ x* ¼ LX ; ½ y* ¼ LY ; ½ z* ¼ D;


Dr*
¼ F; ½Dh* ¼ 
r0

 
 
 
D 
½u0 * ¼ UT ; ½v0 * ¼ VT ; u* ¼ U ; v* ¼ V ; w* ¼
u*
LX
DU
¼
:
LX

The nondimensionalized equations (6) and (7) are written as


RX dU 0 @u0
@u0
@u0
0
0
u
þ dL v
þw
@x
@y
@z
d2T



@
u
@
u
dL @
u
@r
þ v
 v ¼ Pr
þ Rx dU 
u þ þ
w
dU @y
@x
@z
@x
@h
@2
u
 Ph
þ EdU 2 ;
@x
@z

2 of 13

ð11Þ

DONG ET AL.: DIAPYCNAL FLOW WITH PASSIVE TRACER

C05029



RX r 0 @v0
@v0
@v0
0
0
u
þ dL v
þw
@x
@y
@z
d2T




RX
@v
@v
dL
@v
E @ 2v

v

þ
þ u ¼
þ
;
u þw
dU
dU
@x
@z
@y
dU @z2

release with different concentrations in terms of the crossfrontal movement.
ð12Þ

3. Numerical Experiments

where
RX ¼

C05029

U
n
U
U
LX
VT
; E ¼ 2 ; dT ¼
; dU ¼ ; dL ¼
; r¼
LY
UT
fLX
fD
UT
V
DgF
g
Pr ¼
; Ph ¼
;
ð13Þ
fLx V
fLx V

and in equation (11) the pressure term is neglected assuming
the along-frontal direction is almost aligned with the
isobaths and that the tidal wave impinges onto the sloping
bottom at a right angle.
[9] For the southern flank of Georges Bank, we choose
typical scales for each variable:

3.1. Model Configuration
[ 10 ] The Princeton ocean model (POM), a sigmacoordinate, free surface, and primitive-equation model
[Blumberg and Mellor, 1987] is applied to the present study.
In the model, the vertical mixing is parameterized using the
Mellor and Yamada [1974] and Mellor [1982] level 2.5
turbulence closure scheme as modified by Galperin et al.
[1988]. On the basis of the above scale analysis, the model
used here is configured on a two-dimensional cross-bank
plane (x-z) to focus on the cross-front process. The topography is in the form of an exponential function:
x  x 
0
h ¼ h0 exp
; when x0 < x;
L

ð17Þ

LX ¼ 104 m; LY ¼ 105 m; D ¼ 50m; UT ¼ 100 ms1 ; F ¼ 103 ;
 ¼ 102 m; U ¼ 102 ms1 ; V ¼ 2

h ¼ h0 ; when x < x0 ; and if h > hm ; h ¼ hm ;

101 ms1 ; f ¼ 104 s1 ;

n ¼ 102 m2 s1 ; r ¼ 0:5;

then
RX ¼ 102 ; E ¼ 4 102 ; dT ¼ 102 ; dU ¼ 5
Pr ¼ 2:5; Ph ¼ 0:5:

102 ; dL ¼ 101 ;
ð14Þ

Substituting equation (14) into equation (11), it is shown
that the mean along-shore current is balanced by the tidal
stress term (the first term on the left side) and the pressure
gradient, which agrees with Loder [1980]. It is noted that
the cross-shore components in the tidal stress are one order
larger than the along-shore component. Therefore to the
lowest order, the equation (11) can be written as


RX dU 0 @u0
@u0
@r
@h
0
 v ¼ Pr  Ph :
u
w
þ
@x
@z
@x
@x
d2T

ð15Þ

Similarly, substituting equation (14) into equation (12), in
the lowest order, the cross-shore mean current is balanced
by the tidal stress (cross-shore component) and the vertical
mixing, thus equation (12) can be written as


RX r 0 @v0
@v0
E @ 2v
0
þ u ¼
u
:
þw
2
@x
@z
dU @z2
dT

ð16Þ

Both equations (15) and (16) shows that the residual
current associated with the tidal front on the southern
flank of the Georges Bank has an approximately twodimensional pattern (cross section). The analysis result is
also confirmed by the comments by Chen et al. [2003]
about the comparison between two-dimensional and threedimensional model results. The two-dimensional flow
pattern implies that when a passive tracer patch is moved
from one place to another along the front by the alongfrontal advection, the tracer could be considered a new

where h0 and hm denote the water depths at the on-bank and
off-bank sides, respectively, and L is the shelf width scale.
Here we set h0 = 30 m, hm = 300 m, L = 10 km and x0 =
20 km. The horizontal grid size is 500 m and the vertical
grid consists of 40 equally spaced sigma levels. The time
steps for the barotropic and baroclinic modes are 3s and 60s
respectively. Semidiurnal tides (M2) are imposed through a
periodic surface displacement at the off-bank edge of the
model domain, and a sponge layer appended to the onshore
side attenuates the reflected waves. The amplitude of the
surface elevation at the off-bank edge is chosen to be 0.5 m
so that the tidal current at the on-bank side is about 1.0 m/s.
Surface wind forcing and heat fluxes are not considered.
The radiation condition and sponge layer (40 grid points)
are set at both inshore and offshore boundaries.
[11] The multidimensional positive definite advection
transport algorithm (MPDATA) [Smolarkiewicz, 1984;
Smolarkiewicz and Clark, 1986; Smolarkiewicz and
Grabowski, 1990] is utilized in the advection scheme. No
additional horizontal diffusivity is needed for this resolution. MPDATA is usually configured as a sign-preserving
scheme, which is particularly important in problems where
erroneous, negative concentrations would otherwise arise if
the standard second-order centered scheme is used instead.
The basic concept of the scheme is the successive application of an upwind scheme with correction to the first-order
truncation error using antidiffusion velocity. The repeated
procedure yields a positive definite advection algorithm
with second-order accuracy. The flux correction of
MPDATA protects against over- and under-shoot where
the gradients are more extreme [Hecht et al., 2000]. For
the further comparison of several advection schemes, please
refer to Pietrzak [1998].
[12] The temperature is used as a proxy for the density
field (salinity is kept constant at 32.8 psu). The initial
temperature field increases linearly from 6.0C to 10.0C
between the depth 33m and 42m, corresponding to a
density range between 25.4 and 25.8 in st unit, which is
representative of the southern flank of Georges Bank

3 of 13

C05029

DONG ET AL.: DIAPYCNAL FLOW WITH PASSIVE TRACER

C05029

Figure 1. (a) The mean temperature distribution (C). The contour interval is 0.5C. (b) The alongshore mean current (m/s). The contour interval is 0.05 m/s. (c) The cross-shore Eulerian stream function
(m2/s). The contour interval is 0.11 m2/s. (d) The mean vertical viscosity (cm2/s), and the contour interval
is 100 cm2/s.
[Houghton and Ho, 2001]. After integrating for 10 tidal
cycles starting from a state of rest, a quasi-equilibrium
state is reached and a tidal front is formed with two
branches, one of which outcrops to the surface and another
intersects the bottom, shown in Figure 1a. The Eulerian
along-frontal current (Figure 1b) flows in the direction
with the shallow water on the right side. The Eulerian
cross-frontal circulation (Figure 1c) is in a multiple-cell
structure [Dong et al., 2004; Dong et al., submitted
manuscript, 2003]. The vertical viscosity decreases dramatically in the frontal zone due to the presence of
stratification. These model results are in general agreement
with the hydrographic observations [Loder and Brickman,
1992] and previous three-dimensional model experiments
on the Georges Bank conducted by Naimie et al. [1994]
and Naimie [1996] using the Dartmouth finite element
model and Chen et al. [2001, 2003] using the Ecom-si
finite difference model.
[13] At the 11th tidal cycle, a passive tracer patch is
released into the water. The patch initially occupies one
grid point horizontally and two grid points vertically (one
grid point away from the bottom), and its concentration is

set to unity. After the tracer is released, the model runs
for 5 more tidal cycles. During this period, the tracer
inventory is calculated and it stays nearly constant with a
slight oscillation (the amplitude of the oscillation is only
0.1% of the initial inventory). A series of numerical
experiments are performed with tracer releases at different
tidal phases and locations within the front. The details of
the experiments are summarized in Table 1. The first
experiment (experiment 1) is the basic one. Experiments 1,
2, 3, and 4 have the same release tidal phase but different
release locations, while experiments 1, 5, 6, and 7 are at
the same release location but at different release tidal
phases.
3.2. Quantifying the Movement of the Tracer Patch
[14] Before presenting the numerical results of the passive
tracer, we first discuss how to calculate the movement of the
tracer relative to the isopycnals (isotherms) that define the
front. In this paper, we use a method suggested by
Houghton and Ho [2001] and Houghton [2002] to estimate
the dye patch movement. In the following, we generalize the
method.
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Table 1. Summary of Experimentsa
Experiment

Release Position

1
2
3
4
5
6
7

offshore edge of the front (6.5C)
inside the front (7.0C)
inside the front (7.5C)
inshore edge of the front (8.0C)
offshore edge of the front (6.5C)
offshore edge of the front (6.5C)
offshore edge of the front (6.5C)

Tidal Phase
slack before
slack before
slack before
slack before
peak ebb
slack before
peak flood

ebb
ebb
ebb
ebb
flood

a
Note that peak ebb denotes the moment when the seaward tidal current
reaches its maximum; peak flood denotes the moment when the shoreward
tidal current reaches its maximum; slack before ebb denotes the moment
when the tidal current starts to flow seaward; slack before flood denotes the
moment when the tidal current starts to flow shoreward. All the phases is
that of the tidal current at the offshore edge.

used in the analysis of the field data by Houghton and Ho
[2001]. Now the velocity over one tidal cycle is simplified
as
V ðt Þ ¼

T ðt Þ ¼ @

Z

C ð x; z; t Þqð x; z; t ÞdxdzA=C0 ;

ð18Þ

where C(x, z, t) and q (x, z, t) are the tracer concentration
and isotherm at the point (x, z) at the time t, respectively, C0
is the total tracer inventory (constant), S is the whole
domain and T(t) denotes the patch temperature at time t. In
the mixing layer where a tracer spreads, the horizontal
position, where the temperature q (x, z, t) is equal to the
patch temperature T(t), is defined as the tracer patch center
X(t). It is noted that the vertical position could be any level
(here two grids from bottom chosen) since the isotherms are
vertical in the mixing layer.
[16] The isothermal position c(q, t) is defined as the
position (two grid points above the bottom) where q is the
temperature at the position at time t. Using the two
positions X(t) and c(q, t), the diapycnal velocity of the
tracer patch is
½ X ðt þ DtÞ  cðq; t þ Dt Þ  ½ X ðt Þ  cðq; t Þ
;
Dt

ð19Þ

X ðt þ DtÞ  X ðt Þ cðq; t þ DtÞ  cðq; tÞ

:
Dt
Dt

ð20Þ

or
V ðq; t Þ ¼

ð21Þ

Dðq; t Þ

X ðt Þ  cðq; tÞ;

ð22Þ

then for Dt infinitely small, and equations (19) or (20)
becomes
V ðq; tÞ ¼

dDðq; t Þ
:
dt

ð23Þ

1

S

V ðq; t Þ ¼

X ðt þ tÞ  X ðt Þ
;
t

where t is the tidal period and the second term in
equation (20) is zero because the isotherm returns to its
starting point after one tidal cycle.
[18] In general, let D(q, t) denote the relative distance
between the tracer center and the isotherm q

[15] The temperature of a tracer patch is defined as a dye
concentration-weighted mean temperature:
0
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In equation (20), the first term on the right side is the
movement of the tracer patch relative to the isotherm and
the second term is the movement of the isotherm.
Equation (20) tells us the diapycnal velocity is the
velocity of the patch relative to a certain isotherm minus
the isotherm velocity. However, the isotherm used varies
with time and the movements of different isotherms are
different, therefore relative to different isotherms, the
diapycnal velocity defined in equation (20) may vary,
namely it is a function of q. This can be seen in the
following experiment results.
[17] There is a special situation, when isothermal diffusion can be neglected and the second term in equation (20)
is independent of q so that the diapycnal velocity does not
rely on any particular isotherm. This was the assumption

3.3. Basic Experiment
[19] In experiment 1, a tracer patch is released near the
bottom of the off-bank side of the front at the slack before
ebb, where the thickness of the bottom mixing reaches its
maximum and the isotherms below the thermocline level are
almost vertical (see Figures 2a and 2b). During the previous
flood, when the tidal flow is on-bank, the shear near the
bottom carries colder water over warmer water, resulting in
a strong convection that intensifies vertical mixing. The
evolution of the tracer concentration in the 1st and 5th tidal
cycles is plotted in Figures 2a and 2b, respectively. Five
snap shots are presented in each cycle: the slack before ebb
(initial state), the peak ebb, the slack before flood, the peak
flood, and the next slack before ebb. The tracer concentration is normalized by its maximum in each section.
In Figure 2a, it can be seen that the tracer patch in the 1st
tidal cycle moves back and forth with the tide and is
vertically mixed and horizontally diffused. At the end of
the tidal cycle (the next slack before ebb) the tracer moves
on-bank relative to the isotherms. Figure 2b shows the
tracer in the 5th tidal cycle, when the tracer patch has
spread through the frontal area underneath the stratification.
The tracer as a whole appears to be displaced onshore
relative to the frontal isotherms.
[20] On the basis of equation (18), the concentrationweighted mean tracer patch temperature is calculated at
every time step and plotted in Figure 3 (solid line). The
patch temperature increases with time. Initially it is about
6.5C, and at the end of the fifth tidal cycle it increases to
more than 7.0C. The stratification prevents the tracer from
penetrating the thermocline, therefore the increase in patch
temperature is mainly caused by the on-bank movement.
[21] In order to obtain a quantitative estimate of the tracer
movement, based on the method introduced in section 3b,
the values of the patch temperature are marked onto the
temperature field in the bottom mixed layer to locate the
patch center position X(t), which is plotted in Figure 4
(the thickest line). The oscillation represents the tracer
movement back and forth with the tide. The positions of
isotherms 6.5C, 7.0C, 7.5C and 8.0C are also plotted in
Figure 4 (light lines). This illustrates clearly how the tracer
patch crosses the isotherms that define the tidal front, as the

5 of 13

C05029

DONG ET AL.: DIAPYCNAL FLOW WITH PASSIVE TRACER

C05029

Figure 2a. Four snap shots of the concentration distribution of passive tracer (normalized by its
maximum in each section) for experiment 1 in the 1st tidal cycle. The contour lines (black) are the
isotherms (contour interval is 0.5C from 6.5C to 9.0C). The text in the figure denotes the tidal phase
when the tracer distribution is presented.
tracer patch moves on-bank toward the warmer side of the
front. The horizontal diffusion of temperature is seen as the
gradual divergence of the isotherms.
[22] The velocity relative to each isotherm is calculated
and the speeds are plotted in Figure 5 for successive tidal
cycles. The speeds differ for different isotherms as
expected, but the trend, decreasing with time, is the same.
The average speed relative to all isotherms (sampled every
0.1C from 6.5C to 8.0C), which may be considered the
velocity of the tracer patch relative to the whole front, is
calculated and plotted in Figure 5 (solid line). The velocity,
directed on-bank, is 2.4 cm/s in the 1st cycle, and drops to
0.5 cm/s in the 5th cycle.
3.4. Sensitivity to the Release Position
[23] In order to assess the effect of the release position
within the tidal front on the tracer dispersion, three
experiments (experiments 2, 3, and 4) were performed.
Using the same method as that in section 3c, the patch
temperature and averaged velocity in each tidal cycle for
each experiment are calculated and plotted in Figures 3

and 6, respectively (for comparison, the velocity for
experiment 1 is also plotted in Figure 6). For all experiments except experiment 4, the tracer moves monotonically from the cold water to warm water, and the
diapycnal speed decreases with time. For experiment 2,
the tracer is initially released at about 7.0C; it moves to
7.5C in five tidal cycles (dashed line in Figure 3). Its
velocity is 2.1 cm/s in the 1st tidal cycle, and drops to
0.3 cm/s in the 5th tidal cycle (dashed line marked with
circles in Figure 6). For experiment 3, the tracer is
released at 7.5C and moves to 7.8C in 5th cycles
(dotted-dashed line in Figure 3). Its velocity is 2.4 cm/s
in the 1st cycle and drops to 0.2 cm/s in the 5th tidal cycle
(dashed-dotted line marked with squares in Figure 6). The
comparison among the three experiments shows that the
farther on-bank a tracer is released the smaller the decrease
in temperature.
[24] For experiment 4, in when the tracer is released at the
inshore edge of the front, one may note from Figure 3 that,
compared with experiments 1, 2, and 3, the trend of the
tracer temperature is different. In the 1st cycle, the temper-
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Figure 2b. The same as Figures 2a except for the 5th tidal cycle.
ature increases slightly, and then starts to decrease.
Figures 7a and 7b show the snap shots of the tracer
distribution in the 1st and 5th tidal cycles, respectively.
In the 1st cycle, part of the tracer has moved offshore
along the isotherm into the lower layer of the stratification,
and by the 5th cycle the tracer is partially mixed back to
the middepth, which causes the temperature of tracer to
decrease. While the tracer moves into the stratified layer,
the assumption that a tracer stays in the bottom mixed
layer for the above method to calculate the diapycnal
velocity is not satisfied. Therefore the velocity for experiment 4 is not shown in Figure 6. In summary, these four
experiments show that the tracer dispersion is dependent
on the release position, with the biggest differences
between the tracers released at the offshore and inshore
sides of the front.
3.5. Sensitivity to the Release Tidal Phase
[25] Does the tidal phase during release affect the
tracer dispersion? This is a practical question concerned
by people conducting field experiments with tracers. With
the same configuration as in experiment 1 except for the
release tidal phase (experiment 1 was at the slack before
ebb), experiments 5, 6, and 7 were conducted with

the tracer released at peak ebb, peak flood, and slack
before flood, respectively, to examine the effect of
tidal phase. The time dependence of the tracer patch
temperature for experiments 1, 5, 6, and 7 is shown in
Figure 8. The comparison shows a similar trend with
slight differences. It demonstrates that the tidal phase at
the time of release does not affect the tracer dispersion
significantly.

4. Comparison With the Dye Experiment
[ 26 ] With an idealized model as the above twodimensional one, a precise simulation of the dye tracer
experiment by Houghton and Ho [2001] is not intended
in this study. As the first step to understand the physical
processes involved, the qualitative comparison of the
above numerical results with the field experiment is still
intriguing.
[27] In the field experiment, the tracer was injected in
the bottom mixed layer on the seaward side of the tidal
front. Figure 9 shows the tracer distributions at two
times after injection into the bottom of the front on the
southern flank. The significant movement from the
cold water to warm water (on-bank) is observed. More
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Figure 3. The concentration-weighed mean patch temperature variation with time. The solid line is for experiment
1, dashed line is for experiment 2, dashed-dotted line is for
experiment 3, and dotted line is for experiment 4.

Figure 5. The velocity of the tracer relative to individual
isotherms (dashed lines) in each tidal cycle and the averaged
velocity relative to all isothermals (every 0.1C from 6.5C
to 8.0C) (solid line) for experiment 1.

Figure 4. The tracer centroid and isotherm across-bank
movement with time for experiment 1. The thickest line
denotes the tracer and light line the isotherms. The text
denotes the temperature of the isotherm.

Figure 6. The averaged tracer velocity at the end of the
each tidal cycle. The solid line is for experiment 1, dashed
line is for experiment 2, and dashed-dotted line is for
experiment 3.
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Figure 7a. The same as Figure 2a except for experiment 4.
details about the field experiment can be found in the
work of Houghton and Ho [2001] and Houghton [2002].
The primary results in the field experiment are the tracer
patch moves on-bank after it is released at the foot of the
offshore tidal front and its speed decreases with time.
The dye patch moved on-bank through the tidal front in
approximately three days. The dye patch velocity was
calculated from
V ¼

dTp =dt
;
dT =dx

the original release point. Speeds are in the same order:
1 cm/s. The qualitative agreement between the model and
field experiments further shows the two-dimensional model
can catch the essential dynamics in the problem. Owing to
the limitation of the two-dimensional model, the advection
along the front can not be simulated in the present study,
which limits the complete comparison of model results
with the field data, such as the concentration variation with
time.

ð24Þ

5. Comparison With Lagrangian Velocity

where Tp is the concentration weighted patch average
temperature and dT/dx is the cross-bank temperature
gradient in the bottom mixed layer evaluated at T = Tp.
[28] To calculate Tp, the patch integration was extended
from the bottom up to 18 m depth to exclude the warming
due to vertical mixing of the dye into the thermocline
above that depth. The resulting on-bank velocities as a
function of the distance across the tidal front (Figure 10)
are qualitatively consistent with model calculations from
experiment 1 using the average curve in Figure 5. Both the
field and numerical experiments show the on-bank tracer
movement with speeds decreasing with the distance from

[29] Both field and numerical experiments show that the
passive tracer patch moves on-bank through the tidal front
with speed decreasing with time. A passive tracer reflects
the movement of its tagged water, i.e., the Lagrangian flow.
However, the Lagrangian velocity is generally defined by a
single fluid particle trajectory. The tracer velocity is an
average over a patch that is mixed into an increasingly
volume. Therefore the velocity inferred from the tracer
patch maybe differs from a local Lagrangian velocity.
However, the structure of the model derived Lagrangian
velocity could be used to interpret the model and observational tracer patch results.
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Figure 7b. The same as Figure 2b except for experiment 4.
[30] The model Lagrangian velocity field is calculated at
each grid point from the trajectory of the fluid parcel over
a tidal cycle starting at the slack before ebb of the 11th
tidal cycle. Figure 11a shows the trajectories of fluid
parcels over 5 tidal cycles. In the bottom layer, the parcels
move on-bank. At the inshore side of the front, parcels in
the upper layer move off-bank forming a clockwise cell.
The Lagrangian velocity field (Figure 11b) is derived from
the net displacement of the water parcel in one tidal cycle
assigned to the position of the initial grid point. In the
bottom mixed layer the on-bank flow decreases on both
sides of the tidal front. Away from the bottom, the on-bank
flow decreases. On the on-bank side of the front, the
circulation has two distinct layers: off-bank in the upper
layer and on-bank in the bottom layer. The off-bank flow
becomes a middepth tongue in the stratified layer that
deepens as it moves across the tidal front. The Lagrangian
velocity structure reflects the cross-front variation in the
Eulerian velocity and Stokes drift [Longuet-Higgins,
1969].
[31] The Lagrangian circulation described above is in
general consistent with previous model experiments by
Loder et al. [1997] and Chen and Beardsley [1998] and
Chen et al. [2003]. That the on-bank bottom flow is

larger than that by Loder et al. [1997] is because of the
presence of the tidal front.
[32] This Lagrangian velocity distribution may be used to
interpret the patch velocity. When a tracer is released near
the bottom, it moves on-bank following the fluid particle as
shown in the Lagrangian flow. As the tracer is mixed
vertically to where the Lagrangian velocity decreases and
even changes its direction, the patch velocity, a concentration-weighted mean, decreases reflecting the Lagrangian
flow structure. Thus the decrease in the on-bank velocity
shown in Figure 10 is more abrupt than the decrease of the
near bottom Lagrangian field shown in Figure 11b.
[33] We recalculate the tracer patch velocity using a
concentration-weighted average as before but now using
the Lagrangian velocity field directly rather than using
the tracer displacement relative to the thermal field as
done in the initial calculation (Figures 5 and 6). The
results for experiments 1– 3 are shown in Figure 12. The
velocities decrease with time even though the on-bank
velocity at the bottom continues to increase onshore
within the tidal front (Figure 11b). This is because of
the vertical mixing of the tracer up into the water column
where the on-bank flow is weaker. In experiment 4 (not
shown) where the tracer is released on the on-bank side
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Figure 8. The concentration-weighted mean patch temperature variation with time. The solid line is for experiment
1, dashed line is for experiment 5, dashed-dotted line is for
experiment 6, and dotted line is for experiment 7.
of the front, the tracer rapidly mixes into the base of the
stratified layer where the flow is off-bank (Figure 11b).
The Lagrangian circulation moves the tracer down and
off-bank into cooler water explaining the slow cooling
shown in Figure 3 (dotted line) following the first tidal
cycle.

6. Discussion
[34] The two-dimensional model results presented here
are in general consistent with previous three-dimensional

C05029

Figure 10. The on-bank velocity as a function of crossfront distance for the south flank Georges Bank dye
experiment (solid line) and model calculation experiment 1
(dashed line).

model experiments on Georges Bank in Eulerian and
Lagrangian flows [Naimie et al., 1994; Naimie, 1996; Loder
et al., 1997; Chen et al., 2001, 2003]. However, in a twodimensional model, the absence of the along-frontal dispersion of the tracer may lessen the spread of the tracer patch.
In a theoretical study on the decay of a passive tracer,
Sukhatme and Pierrehumbert [2002] indicated the size of a
passive tracer patch may affect the net transport of the
tracer. A two-dimensional circulation pattern is only an
approximation to the reality in the lowest order in the
southern flank of Georges Bank. To implement a realistic
simulation of the dye trace experiment, a three-dimensional
model must be employed with the real hydrography and
topography.

Figure 9. Cross-frontal sections of dye concentration, normalized by the maximum in the section
(a) 16 hours and (b) 85 hours after injection. The relative location of the dye injection site is given by the
plus circle and the Scanfish track by the dotted line. Temperature contour interval is 0.1C.
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Figure 11a. The fluid parcel trajectories over five tidal
cycles.
[35] There is an assumption behind the method of
calculating the diapycnal velocity of a tracer patch
(section 3b) and the dye analysis [Houghton and Ho,
2001]: that the change in the tracer temperature is mainly
caused by its horizontal movement. In their analysis of
the time dependence of the dye patch temperature the
temperature calculation was cut-off at 18 m depth to

Figure 12. The concentration-weighted mean Lagrangian
velocity for experiments 1, 2, and 3 in each tidal cycle. The
solid line is for experiment 1, dashed line is for
experiment 2, and dashed-dotted line is for experiment 3.

minimize patch warming due to mixing into the near
surface thermocline. The close agreement of the two
model tracer calculations by patch temperature changes
(Figure 6) and the Lagrangian velocity field (Figure 12)
indicates that vertical mixing into the thermocline has a
minimal effect. Instead the cross-front variation of the onbank tracer velocity (Figure 10) is due primarily to the
vertical structure of the Lagrangian velocity and its
contribution to the patch velocity as the tracer mixes
vertically and the concentration-weighted integration
extends further up through the water column. The onbank decrease of the on-bank flow in the bottom of the
tidal front (Figure 11b) is much more gradual than the
decrease of the patch velocity (Figure 10).
[36] Although the tidal model is quasi-steady state, diffusive spreading of the isotherms defining the front is
evident in Figure 4. This generates a range of patch
velocities when defined to different isotherms (Figure 5).
This effect is not negligible but is sufficiently small to not
affect the basic model results or to negate the assumption
used in the dye tracer analysis.

7. Conclusions

Figure 11b. The horizontal Lagrangian velocity distribution in one tidal cycle. Isotherms are contoured with an
interval of 0.5C.

[37] Using a two-dimensional version of Princeton oceanic model, a series of numerical experiments with passive
tracers are performed to study the diapycnal flow through a
tidal front. In the basic experiment, a tracer is released at the
offshore edge of a tidal front, and the results qualitatively
agree well with a field experiment on the Georges Bank: the
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tracer moves on-bank with a diapycnal velocity that
decreases with time.
[38] Additional experiments were performed to investigate the sensitivity of the tracer dispersion to the tidal phase
and location of the tracer release within the front. As the
release point is moved on-bank across the front, the tracer
velocity decreases until at the on-bank edge of the front it
reverses weakly. This trend can be understood by considering the structure of the Lagrangian velocity field in the
tidal front and the degree of vertical mixing of the tracer.
[39] Tracer motion is calculated by two methods, directly
from the model Lagrangian velocity field and indirectly
from changes in the tracer patch average temperature and
hence its position in the front. The close agreement of these
two methods shows that the tracer movement represents the
weighted-averaged Lagrangian velocity over the area the
tracer spreads other than at a single point. It also justifies
the assumption that the change in the tracer temperature is
primarily contributed by its cross-front movement and that
frontal expansion by diffusion is minimal. The on-bank
decrease in the on-bank velocity is primarily due to the
increasing contribution of the flow field throughout the
water column as the tracer mixes vertically in the course
of its traverse through the front.
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