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Some operator identities related to q-Hermite polynomials 
Johann Cigler 




Some q − analogues of the normal ordering of the operator ( )nX sD+  on the polynomials 
are derived. 
1. Introduction 
Consider the multiplication operator X  on the polynomials in x  defined by 
( ) ( )Xf x xf x=  and the differentiation operator D  which satisfies ( ) ( ).Df x f x′=  
Define  polynomials ( , )nH x s  by 
 1 2( , ) ( , ) ( 1) ( , )n n nH x s xH x s n sH x s− −= + −  (1.1) 
with initial values 0 1( , ) 1, ( , ) .H x s H x s x= =  These are a variant of the Hermite 
polynomials. 
Then the following operator identity holds. 
Theorem1 (J.L. Burchnall [1]) 
 
0






X sD H X s s D
k −=
⎛ ⎞+ = ⎜ ⎟⎝ ⎠∑  (1.2) 
As far as I know formula (1.2) is (in an equivalent form) due to J. L. Burchnall [1].  See 
also Gian-Carlo Rota [7], p.45.  Their proof uses the fact that 
 
2 2
2 2( ) ( ) ,
X X
s sX sD e sD e
−+ =  (1.3) 
which follows from  the operator form  
 ( ) ( ) ( )Df X f X D f X′= +  (1.4) 




I shall give another proof which will be generalized in the sequel. 
Let ( )( , ) 1.nnG x s X sD= +  
This means that  
 1 1( , ) ( , ) ( , ).n n nG x s xG x s sG x s− −′= +  (1.5) 
Then ( , )nG x s  is of the form 
2
0





G x s c n j s x −
=
= ∑  This gives 
(0, ) [ 0]c j j= = , ( ,0) 1c n =  and 
( , ) ( 1, ) ( 1 2 ) ( 1, 1).c n j c n j n j c n j= − + + − − −  
From 
( )1! ( 1)! ( 1)!( 1 2 ) ( 1)! ( 2 ) 2 02 !( 2 )! 2 !( 1 2 )! 2 ( 1)!( 1 2 )! 2 !( 2 )!j j j j
n n n n j n n n j j
j n j j n j j n j j n j−
− − + − −− − = − − − =− − − − + − −  
we conclude that  
!( , ) .
2 !( 2 )!j
nc n j
j n j








nG x s s x
j n j
−= −∑  (1.6) 
and 
 1( , ) ( , ).n nG x s nG x s−′ =  (1.7) 
Thus 
1 2( , ) ( , ) ( 1) ( , )n n nG x s xG x s n sG x s− −= + − . Together with the initial values 0 ( , ) 1G x s =  and 
1( , )G x s x=  this implies  ( , ) ( , ).n nG x s H x s=  
Therefore we get the following well-known properties  
 ( )
2
2 2!1 ( , )
2 !( 2 )!
sD
n j n j n
n j
j
nX sD H x s s x e x
j n j
−+ = = =−∑  (1.8) 
and  
 1( , ) ( , ).n nH x s nH x s−′ =  (1.9) 
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The multiplication operators  ( , )nH X s  defined by ( , ) ( ) ( , ) ( )n nH X s f x H x s f x= satisfy 
 1( , ) ( , ) ( , ).n n nDH X s H X s D nH X s−= +  (1.10) 
Now it is easy to derive (1.2). For 
( ) ( )
( ) ( )






( ) ( ) ( , ) ( , )
( , ) ( ) ( , )
( , ) ( ) ( , ) ( , )
1
k kn
n k n k
k k
k k
n k n k
k k
k k




X sD X sD H X s sD XH X s sD
k k
n n
H X s sD n k H X s sD
k k
n n









− − − − +
− +
⎛ ⎞ ⎛ ⎞+ = + =⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞+ + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞= + − +⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠




( ) ( ) ( )1 1
0
1




n k n k
k k k
n n
X s sD H X s sD H X s sD
k k− + + −=
+⎛ ⎞ ⎛ ⎞+ =⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠∑ ∑ ∑
 






Min m n mn
n n m m j n m j
m j j
n
X sD s X D
m
−
− − − −
= =
⎧ ⎫+ = ⎨ ⎬⎩ ⎭∑ ∑  (1.11) 




⎧ ⎫⎨ ⎬⎩ ⎭  are given by  
 
! .
2 !( )!( )!jj
n n
m j m j n m j
⎧ ⎫ =⎨ ⎬ − − −⎩ ⎭  (1.12) 
In this form  (1.2) has been rediscovered several times (cf. e.g. A. Varvak [8]) as normal 
ordering of  ( ) ,nX sD+  i.e. as a representation in terms of operators of the form kX D A . 




n n n j n
m n m m j j





!( , ) .
2 !( 2 )!
j n j j n j
n j
j j n j




⎧ ⎫= = ⎨ ⎬− ⎩ ⎭∑ ∑  (1.14) 
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2. Normal ordering of  1 2( )( ) ( ).n nq q qX q sD X q sD X sD
− −+ + +"  
I have found  two q − analogues connected with a variant of the discrete q −Hermite 








[ ]!( , )
(1 )(1 ) (1 )[ ]![ 2 ]!
n
j j n j
n j
j
nh x s q s x
q q q j n j
⎢ ⎥⎢ ⎥⎣ ⎦ −
=
= + + + −∑ "  (2.1) 
be this variant and let qD  be the q − differentiation operator defined by 
 
( ) ( )( ) .
( 1)q
f qx f xD f x
q x
−= −  (2.2) 
Then it is well known (cf. e.g. [2])  that 
 1 2( , ) ( )( ) ( )1.n nn q q qh x s X q sD X q sD X sD
− −= + + +"  (2.3) 
For a direct proof of this assertion let  
 1 2 2
0
( , ) ( )( ) ( )1 ( , ) .
n
n n j n j
n
j
h x s X q sD X q sD X sD c n j s x− − −
=
= + + + = ∑"  (2.4) 
This implies (0, ) [ 0]c j j= =  and  
1( , ) ( 1, ) [ 1 2 ] ( 1, 1).nc n j c n j n j q c n j−= − + + − − −  
It is now easily verified that ( ,0) 1c n =  and 
2 2
2
[ ]!( , ) [2 1]!! .
2 (1 )(1 ) (1 )[ ]![ 2 ]!
j j
j
n nc n j q j q
j q q q j n j
⎡ ⎤= − =⎢ ⎥ + + + −⎣ ⎦ "  









( , ) ( 1, ) [ 1 2 ] ( 1, 1)
[ ]! [ 1]!
(1 )(1 ) (1 )[ ]![ 2 ]! (1 )(1 ) (1 )[ ]![ 1 2 ]!
[ 1]![ 1 2 ]
(1 )(1 ) (1 )[ 1]![ 1 2 ]!
[ 1]!







c n j c n j n j q c n j
n nq q
q q q j n j q q q j n j
nq n j q






− − − + − − −
−= −+ + + − + + + − −




















⎛ ⎞⎜ ⎟⎝ ⎠
≥
= ∑  (2.5) 
  of the exponential series this can be expressed in the form 
 2
2






h x s E x











[2] (1 ) [ ] ! (1 )[ ] (1 )[ ] ![ 2 ] !
j jj j j j
q qn j n j n n j
q qj jjq
i ij j jq q
q q q
i i
qsD q s nq s q sE x D x D x x
q j q i q j n j
−
= =
⎛ ⎞ = = =⎜ ⎟⎜ ⎟ +⎝ ⎠ + + −
∑ ∑ ∑∏ ∏
This implies 
 1( , ) [ ] ( , ).q n nD h x s n h x s−=  (2.7) 
By (2.4)  we get the well-known recurrence relation (cf. e.g. [2]) 
 11 2( , ) ( , ) [ 1] ( , ).
n
n n nh x s xh x s q s n h x s
−
− −= + −  (2.8) 
For the operator 
 ( )( ) ( )1 2( ) n nq q qF n X q sD X q sD X sD− −= + + +"  (2.9) 
 we get 
Theorem 2 
 ( )( ) ( )1 2
0
( , , )
n
n n k k
q q q n q
k
X q sD X q sD X sD g k X s s D− −
=







1( , , ) [2 1]!! .
2 1
n k
k n j ikj kj
j n k j
n j i
j i
n n k qg k x s s q j x
k j q
−⎢ ⎥ ⎛ ⎞⎢ ⎥ − −−⎣ ⎦ + +⎜ ⎟ − −⎝ ⎠
+ +
= =
−⎡ ⎤ ⎡ ⎤ += −⎢ ⎥ ⎢ ⎥ +⎣ ⎦ ⎣ ⎦∑ ∏  (2.11) 





( ) 11 1
0 0
( ) ( , , ) ( , , )
n n
k k n k k
n q n q
k k




= = +∑ ∑  
implies 
( )1 11 1 1( , , ) ( , , ) ( 1, , ) ( , , ) .n nn n n q ng k x s xg k x s q g k qx s q s D g k x s− −− − −= + − +  
Let now  
 2( , , ) ( , , ) .j n k jn
j
g k x s c n k j s x − −= ∑  (2.12) 
Then 
 
2 1 2 1( , , ) ( 1, , ) ( 1, 1, ) [ 1 2 ] ( 1, , 1)n k j nc n k j c n k j q c n k j q n k j c n k j− − − −= − + − − + + − − − −  (2.13) 








(1 )(1 ) (1 )( , , ) [2 1]!!
2 (1 )(1 ) (1 )
[ ]! (1 )(1 ) (1 ) .
[ ]![ 2 ]![ ]!(1 )(1 ) (1 )
k n j n j n j kj kj
j j j k
k
j kj
n j n j n j k
j k
n n k q q qc n k j q j
k j q q q
n q q q q
k n k j j q q q
⎛ ⎞ − − − − − ++ +⎜ ⎟⎝ ⎠
+ + +
⎛ ⎞+ +⎜ ⎟ − − − − − +⎝ ⎠
+
−⎡ ⎤ ⎡ ⎤ + + += −⎢ ⎥ ⎢ ⎥ + + +⎣ ⎦ ⎣ ⎦










2 1 2 1
1 1
2
[ ] (1 ) (1 )[ 2 ]
( , , ) ( 1, , ) ( 1, 1, ) [ 1 2 ] ( 1, , 1)
[ 1]! (1 ) (1 )
[ ]![ 2 ]![ ]!(1 )(1 ) (1 )
k k
n j
n j n j k
n k j n
j kj n j n j k
j k
n q q q q n k j q
c n k j c n k j q c n k j q n k j c n k j
n q q q
k n k j j q q q
− − +
− − −
− − − −
+ − − − − +
+
⎛ ⎞ ⎛ ⎞⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠+ − + − − −
− − − − − − + − − − −





2 2[ ](1 ) (1 )[ ](1 ) 0.
k k
n j








( )( ) ( )
( )( ) ( )
( ) ( ) ( )
1 2
1
2 2 1 2( , )
2
0 0
1 1 1 [ ]!
.




m m n j n mMin m n mn
m j n m j
qn m
m j
X q sD X q sD X sD
q q q q n s
X D
q q q j m j n m j
− −













3. Normal ordering of  ( ) ( ) ( )3 2 1 .nq q qX qsD X q sD X q sD−+ + +"  
Another more natural q − analogue of Theorem 1 is 
Theorem 3 
 ( ) ( ) ( )3 2 1
0
( , )( ) .
n
n kn k
q q q n k q
k
n





⎡ ⎤+ + + = ⎢ ⎥⎣ ⎦∑"  (3.1) 
Proof 
Consider  
( ) ( ) ( )3 2 1( ) .nq q qG n X qsD X q sD X q sD−= + + +"  
We show first that ( )1 ( , ).nG n h x s=  
Let  
 3 2 1 2
0
( , ) ( )( ) ( )1 ( , ) .
n
n j n j
n q q q
j
f x s X sD X q sD X q sD c n j s x− −
=
= + + + = ∑"  (3.2) 
Then 2 21( , ) ( , ) ( , ).n n q nf x s xf x q s qsD f x q s−= +  
This implies (0, ) [ 0]c j j= =  and  
2 2 1( , ) ( 1, ) [ 1 2 ] ( 1, 1).j jc n j q c n j n j q c n j−= − + + − − −  
This gives ( ,0) 1c n =  and 2 2 2 [ ]!( , ) [2 1]!! .2 (1 )(1 ) (1 )[ ]![ 2 ]!
j j
j
n nc n j q j q
j q q q j n j
⎡ ⎤= − =⎢ ⎥ + + + −⎣ ⎦ " . 







2 1 ( 1)
2 1
( , ) ( 1, ) [ 1 2 ] ( 1, 1)
[ ]! [ 1]!
(1 )(1 ) (1 )[ ]![ 2 ]! (1 )(1 ) (1 )[ ]![ 1 2 ]!
[ 1]![ 1 2 ]









c n j q c n j n j q c n j
n nq q
q q q j n j q q q j n j
nq n j q







− − − + − − −
−= −+ + + − + + + − −




( )22 [ ] [ 2 ] (1 )[ ] 0.(1 ) (1 )[ ]![ 2 ]! j jj n q n j q jq q j n j − − − + =+ + −"
 
Therefore we get ( , ) ( , ).n nf x s h x s=  
  8 
 
This implies that ( , )nh x s  also satisfies the recurrence 
 2 21( , ) ( , ) ( , ).n n q nh x s xh x q s qsD h x q s−= +  (3.3) 
From (2.1) it is clear that 2( , ) ( , ).nn nh qx q s q h x s=  
The proof of (3.1) follows from 
( )
( )
2 2 2 2
2
2 2 1 2 2
2
( ) ( , ) ( ) ( , )
( ) ( , ) ( ) ( , )
kn k k kn k k
q k q n k q
k k
kn k k kn k k
n k q q n k q
k k
n
X qsD q q s h X q s D q q s Xh X q s D
k k
n n





⎡ ⎤ ⎡ ⎤+ =⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦




( )( )2 2 2 ( 1)( 1) 1





( ) ( , ) ( , ) ( , )




kn k k k n k k
n k q n k q n k q
k k
k k n k k k n k k
n k q n k q
k k
n




q q s Xh X q s qs D h X q s D q s h X s D
k k
n n
q q s h X s D q s h X s D
k k
n









⎡ ⎤ ⎡ ⎤= + +⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦
⎡ ⎤ ⎡ ⎤= +⎢ ⎥ ⎢ ⎥−⎣ ⎦ ⎣ ⎦







( ) ( ) ( )
( ) ( ) ( )
2 2
3 2 1




1 1 1 [ ]![ ]![ ]!
n
q q q
n j m j n n mMin m n mn
m j n m j
qj
m j
X qsD X q sD X q sD
q n s X D
q q q j m j n m j
−









4. Normal ordering of ( ) .nqX sD+  
The first terms of ( )nqX sD+   in the ordering of Corollary 1 are 
2 2 2
3 3 2 2 2 2 2 2 3
4 4 2 3 3 3 2 3 2 2 3 4 2 2 2
2 3 2 2 2 3 3 2 2
,
(1 ) ,
(1 ) (2 ) (1 ) (2 ) ,
(1 ) (3 2 ) (1 2 )
(3 5 3 ) (2 ) (1 ) (3 2 )
q
q
q q q q
q q q q
q q
sD X
s D q sXD s X
s D q q s XD q s D q q sX D q sX X
s D q q q s XD q q s D q q q q s X D
q q q s XD q s q q q sX D q q sX
+
+ + + +
+ + + + + + + + + + +
+ + + + + + + + + + + +




Consider the  variant of the q −Hermite polynomials  introduced in [7] by   
 ( )( , | ) 1.nn qH x s q X sD= +  (4.1) 
They are related to the q − Lucas polynomials , which have been studied in [3] and [4]. 












n knL x s q s x
kn k
⎢ ⎥ ⎛ ⎞⎢ ⎥⎣ ⎦ ⎜ ⎟ −⎝ ⎠
=
−⎡ ⎤= ⎢ ⎥− ⎣ ⎦∑  (4.2) 
for 0n >  with initial value 
 0( , ) 1.L x s =  (4.3)  
Observe that the choice of initial value is different from the one used in [3].  
The first values are 2 3 2 4 2 3 2 3 21, , (1 ) , (1 ) , (1 ) ( ) , .x x q s x q q sx x q q q sx q q s+ + + + + + + + + + + "  
It is easily verified that they satisfy (cf. [3]) 
 1 1( (1 ) ) ( , ) ( , ) ( , )q n n nX q sD L x s L x s sL x s+ −+ − − = − + −  (4.4) 
for 2n ≥ ,  
 ( ) 21 2 0(1 ) ( , ) (1 ) ( , ) ( , )qX q sD L x s x q s L x s sL x s s+ − − = + − = − + − +  (4.5) 
and 
 ( ) 0 1(1 ) ( , ) ( , ).qX q sD L x s x L x s+ − − = = −  (4.6) 
As shown in [5]  
 ( ) 2 2
0
( ,(1 ) | ) (1 ) 1 ( , ).
n
n j
n q n j
j
n
H x q s q X q sD s L x s
j
⎢ ⎥⎢ ⎥⎣ ⎦
−
=
⎛ ⎞− = + − = −⎜ ⎟⎝ ⎠∑  (4.7) 
In order to make this paper self-contained we give a new proof: 
(4.7) is obviously true for 0n =  and 1.n =  In the general case we get 
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( ) ( )
( ) ( )
2 1 2 2 2
0
1






( ,(1 ) | ) (1 ) ( , | ) (1 ) ( , )
2 2 2















H x q s q X q sD H x s q X q sD s L x s
j
n n n












⎛ ⎞− = + − = + − −⎜ ⎟⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛ ⎞= + − − = − + − +⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞= ⎜ ⎟⎝ ⎠
∑
∑ ∑
∑ 11 2 2 1 2 2 1 2
1 0
2 2 2 2 1
( , ) ( , ) ( , )
1 1
n n
j n n j
j n j n j
j j
n n n n
x s s L x s s x s x s L x s
j n n j
−
+ − + − + −
= =
+⎛ ⎞ ⎛ ⎞ ⎛ ⎞ ⎛ ⎞− + − + + = −⎜ ⎟ ⎜ ⎟ ⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑ ∑
 
and
( ) ( )
( ) ( )
1
2 2 1 2 1 2
0
1 2




( , (1 ) | ) (1 ) ( , | ) (1 ) ( , )
2 1 2 1














H x q s q X q sD H x s q X q sD s L x s
j
n n









− − − − −
= =
−
−⎛ ⎞− = + − = + − −⎜ ⎟⎝ ⎠
− −⎛ ⎞ ⎛ ⎞= + − − = − + −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠














2 1 2 1 2 1
( , ) ( , ) (1 )
1 1
2 2 1 2 1















s L x s s L x s s x q s
j j n
n n n













− − −⎛ ⎞ ⎛ ⎞ ⎛ ⎞= − + − + + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟− −⎝ ⎠ ⎝ ⎠ ⎝ ⎠
− −⎛ ⎞ ⎛ ⎞ ⎛ ⎞= − + − + + −⎜ ⎟ ⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞= ⎜ ⎟⎝ ⎠
∑ ∑
∑
∑ 12 2 2 2
0
2 2 2




n j n j
j
n n n





⎛ ⎞ ⎛ ⎞ ⎛ ⎞− + − + = −⎜ ⎟ ⎜ ⎟ ⎜ ⎟−⎝ ⎠ ⎝ ⎠ ⎝ ⎠∑
 
For the next theorem we need a generalization  ( ) ( , )knL x s  of the Lucas polynomials. We 









k j n j
n
j
n k j n jn kL x s q s x
k jn k j
⎢ ⎥ ⎛ ⎞⎢ ⎥⎣ ⎦ ⎜ ⎟ −⎝ ⎠
=
+ − −⎡ ⎤ ⎡ ⎤+= ⎢ ⎥ ⎢ ⎥+ − ⎣ ⎦ ⎣ ⎦∑  (4.8) 
with ( )0 ( , ) 1.
kL x s =  It is clear that (0) ( , ) ( , ).n nL x s L x s=  
 









(1 ) ( , , )(1 )
nn k k k
q q
k
X q sD A n k X q s D
=













A n k x s L x s
i
−⎢ ⎥⎢ ⎥⎣ ⎦
− −
=
⎛ ⎞= −⎜ ⎟⎝ ⎠∑  (4.10) 
 
Before proving this theorem let us make some remarks. 
0





A n k X D
=
∑  is a linear combination of terms of the form 2 2 .n i k j kqx D− − −  
Let ,m i k j i j= + + = +A   be the uniquely determined integers such that 







2 2[ 2 ]( , , ) ( )
[ 2 ]
[ 2 ]( 1)
[ ]
n k n k i
j





n n i j n k i jn iA n k x s q s x
i k jn i j
n n i n m in is q x
i m in i
− − −⎢ ⎥ ⎢ ⎥ ⎛ ⎞⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎜ ⎟ − − −⎝ ⎠
= =
−⎛ ⎞⎜ ⎟− − −⎝ ⎠
− − − − −⎛ ⎞ ⎡ ⎤ ⎡ ⎤−= −⎜ ⎟ ⎢ ⎥ ⎢ ⎥− −⎝ ⎠ ⎣ ⎦ ⎣ ⎦








        (4.11) 
 








X sD X s D
m
− − −⎧ ⎫+ = ⎨ ⎬⎩ ⎭∑ A AA A  (4.12) 
where  the q −Weyl  binomial coefficients are given by 
 2
,
1 [ 2 ]( 1) .




n n n i n m in iq
m i m iq n i












For the special case m = A   we get 
 2
,
( , | ) nn
q
n




1 [ 2 ]( 1) .




n n n in iq
i iq n i






A AA  (4.15) 








−⎧ ⎫ ⎧ ⎫⎡ ⎤=⎨ ⎬ ⎨ ⎬⎢ ⎥−⎩ ⎭ ⎩ ⎭⎣ ⎦A A
A
A A  (4.16) 
My original proof  of  (4.9) has been rather clumsy. But as has been observed by               
J. Zeng [9]    Theorem 4  follows immediately from (4.15) , which has been proved in [5] 
and [6] , and  (4.16) which has been proved by A. Varvak [8], Theorem 6.4. 
 














X sD X s D
m
− − − −⎧ ⎫+ = ⎨ ⎬⎩ ⎭∑ A AA A  
Then 




nm n m n m m n m n m
q q q q
m mq q
n n
X s D X sD X sD X s D
m m
+− + − + − − − − − −+⎧ ⎫ ⎧ ⎫= + = +⎨ ⎬ ⎨ ⎬⎩ ⎭ ⎩ ⎭∑ ∑A A A AA AA A  








n n n n
m q
m m m m
−
−
+⎧ ⎫ ⎧ ⎫ ⎧ ⎫ ⎧ ⎫= + + − +⎨ ⎬ ⎨ ⎬ ⎨ ⎬ ⎨ ⎬−⎩ ⎭ ⎩ ⎭ ⎩ ⎭ ⎩ ⎭
A
A A A A
A  (4.17) 
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⎧ ⎫⎨ ⎬⎩ ⎭A






⎧ ⎫ =⎨ ⎬⎩ ⎭A
 for 0m <  or 0.<A  








−⎧ ⎫ ⎧ ⎫⎡ ⎤=⎨ ⎬ ⎨ ⎬⎢ ⎥−⎩ ⎭ ⎩ ⎭⎣ ⎦A A
A
A A  (4.18) 
 satisfies (4.17) and the initial values. 
First observe that  (4.15) is an easy consequence of  (4.7): 
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Setting i k+ = A  and comparing coefficients  of 2nx − A  we get  
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which  gives (4.15). 
Now we must verify (4.17).  This becomes 
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and reduces to 
, , 1,
1





+⎧ ⎫ ⎧ ⎫ ⎧ ⎫= + + −⎨ ⎬ ⎨ ⎬ ⎨ ⎬−⎩ ⎭ ⎩ ⎭ ⎩ ⎭A A A
AA A A  
which is clear by (4.14) and (4.1). 
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