The storage and the transmission of messages in big data are discussed in this paper, where message importance is taken into account. To this end, we propose to use non-parametric message importance measure (NMIM) as a measure of message importance, which can characterize the uncertainty of random events like Shannon entropy and Rényi entropy. We prove that NMIM sufficiently describes the two key characters of big data, i.e., the rare events finding and the large diversities of events. Based on NMIM, we then propose an effective compressed encoding mode for data storage, and discuss the transmission of messages over some typical channel models with limited message importance loss. Our numerical results show that the proposed strategy occupies less storage space without losing too much important information, and the maximum received entropy rate increases with the increasing of message importance loss until it reaches saturation, which contributes to designing of better practical communication system.
I. INTRODUCTION
I N THE era of big data, efficient data storage and message transmission become more and more important. Due to the contradiction between limited storage hardware and sharply increasing data deluge, efficient data storage and message transmission also become more and more intractable [1] . On the one hand, since the amount of data is extremely huge (e.g., the information collected by massive devices in Internet of Things [2] ), it is neither necessary nor worth to store all the message as before. On the other hand, the exponentially increasing data traffic presents huge challenges to the efficient transmission of these data [3] . To store and transmit the massive amount of data, one possible solution is to compress and transmit the data first and then recover them with some distortion at the receiver [4] . Thus, the lossy data compression and transmission have been discussed in many scenarios, e.g., [5] - [9] . Furthermore, the redundancy of the data can be further reduced with little effect on the potential values of the data at a higher level [1] . To be specific, the distortion/error in those useless message may have little impact while the distortion/error in some important messages can be disastrous. This characteristic has been used in reliable data transmission techniques, such as the unequal error protection (UEP) codes [10] - [12] .
In many cases, some sparse events can be exceedingly crucial, which is in accord with the fact that people often concentrate on the important part of the message other than the whole message. To prevent financial frauds in synthetic ID detection, for example, only a few illicit IDs need to be checked [13] ; in anti-terrorist systems, only a few individuals need to be closely checked [14] ; in ancient times, human beings preferred recording the time and place of nature disasters (e.g. earthquakes, mountain torrents, hurricanes) to recording common things of daily life. In these cases, since the interested rare events contain most of the important information, related important information can be substantially retained through recording these rare events, which coincides exactly with the cognitive mechanism of human beings. That is, people would like to take high-probability events as granted and tend to neglect them to save storage/transmission resources. Moreover, although the information themselves may not have differences from the viewpoint of transmission or storage, they do have different importance for different receivers. In this paper, therefore, we discuss the case where small-probability events contain most importance of the message. In particular, these smallprobability events are referred to as minority subsets.
Most of previous studies related to minority subset focused on the detecting of minority subsets. Related theories include rate-distortion theory [15] , [16] , graph-based rare category detection [17] , hypothesis testing [26] , and time-evolving graphs [18] . Evaluating the information or the importance of minority subsets under the framework of information theory, however, has seldom been considered. In fact, information theory is one of the most important theories in the fields 0090-6778 © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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of data storage and communications [19] , [20] . For example, information theory presents the optimal coding and tight bounds for lossless data compression [19] ; information theory investigates lossy data compression by the means of ratedistortion theory. Also, information measures including Rényi divergence, f-divergence, and Fisher information are widely used in communication theory, data analysis, hypothesis testing, and statistical estimation [21] , [22] . Therefore, it would be interesting and helpful to investigate minority subsets based on information theory. Nevertheless, the existing information measures characterize information as a whole and focus only on those typical sets with large probabilities. To this end, message importance measure (MIM) was proposed to highlight the importance of minority subsets and was commonly used as the information measure in minority subset detections [23] . The selection of the message important coefficients of MIM was also discussed in [24] . Note that both of these two literatures examined the parametric MIM, where the flexible parameter (message importance coefficient) emphasizes a certain element of the event set. However, since the selection/optimization of the parameter requires some prior knowledge and excessive computing resources, this parametric MIM formulation may not be applicable in some scenarios. In this paper, therefore, we extend MIM to a more general case of non-parametric MIM (NMIM). Similar to Shannon entropy, NMIM depends only on the probability distribution of events. Moreover, it can be regarded as an invariant of the system, which emphasizes the contribution of minority subsets. Some basic properties and applications was preliminarily discussed in [25] .
A message has two fundamental attributes, i.e., the amount of information and the importance of the message. To be specific, while the amount of information determines the size of its storage and the corresponding transmission requirements, the importance of the message determines the cost upon some loss of information. Although standard compressions can remove some redundancy of data and reduce a certain amount of information, the size of data often is still large since many less important message remains. To solve it, this paper focuses on further compressing the data by abandoning some less important information based on NMIM, given that the degree of information loss is acceptable. Specifically, we assign longer codewords to more important events and shorter codewords for less important events in the encoding of messages.
Similarly, we then discuss the problem of data transmission with controlling the message importance loss, which is different from traditional scheme increasing redundancy to improve reliability. Moreover, we present an achievable NMIM-lossdistortion region, which is ternary, comprised of the NMIM loss, the distortion and the events' probability distribution. Based on this NMIM-loss-distortion region, the problem of the transmission is studied which turns to maximizing the received entropy rate with limited importance loss and channel capacity.
To achieve the above ideas, we adopt in this paper the idea of layering (similar to layered coding and the layered transmission [26] - [29] ) and propose a two-layer mechanism, where the first layer describe the amount of information based on Shannon entropy and the second layer performs message importance marking using NMIM.
The main contribution of this paper can be summarized as follows. We propose a new importance measure NMIM and present its properties. Based on NMIM, a compressed storage strategy in big data is proposed. Furthermore, we analyze the change of NMIM during the transmission and propose the NMIM-loss-distortion region. With the developed results, we finally solve the received-entropy-rate maximization problem.
The rest of this paper is organized as follows. Section II introduces the system model and the definition of NMIM. Section III gives a discussion of its properties. The speciality of minimum probability is also investigated. In Section IV, the compressed coding problem is formulated as an optimization problem and the explicit solution is presented. The performance of transmission is discussed by means of NMIM to illustrate the practicality of NMIM in Section V. We also study the maximum entropy rate problem with limited channel capacity and importance loss in this section. Section VI presents the numerical results to certificate our developed theories in this paper and discusses the numerical results. Finally, we present the conclusion in Section VII.
II. NON-PARAMETRIC MESSAGE IMPORTANT MEASURE

A. System Model
We consider a communication system as shown in Fig. 1 . Firstly, a message W is drawn from the index set {1, 2, . . . , n}, which represents the event type, and the index is chosen according to the probability distribution p = (p 1 , p 2 , . . . , p n ). Its alphabet is {w 1 , w 2 , . . . , w n }. Assume initial size of each event is L 0 bits (i.e., the size of event w i is L 0 bits for all i = 1, 2, . . . , n). Then, the message W is encoded into the encoded signal X. In this process, w i is encoded to x i for all i = 1, 2, . . . , n, and the size of x i is l i bits which is also the code length of event i in X. Hence, the alphabet of X is {x 1 , x 2 , . . . , x n }, and its probability distribution is p X = (p x1 , p x2 , . . . , p xn ). The sequence X N = X 1 , X 2 , . . . , X N are samples drawn independently of X and it satisfies the asymptotic equipartition property (AEP). After transmitting X to the receiver through the channel, the received signal Y is observed as a random sequence Y N . For convenience, we choose the channel which has the same size of inputs and outputs, and therefore the size of the alphabet of Y is also n. The probability distribution of Y is p Y = (p y1 , p y2 , . . . , p yn ) where {y 1 , y 2 , . . . , y n } is the alphabet of Y , and the channel is characterized by probability mass functions p(y j |x i ) for all i, j = 1, 2, . . . , n. Finally, the receiver reconstructs an the transmitted message W by decodingŴ = g(Y N ) whereŴ is the estimated message and g(·) is the decoding function. The alphabet ofŴ is {ŵ 1 ,ŵ 2 , . . . ,ŵ n }. Moreover, unlike traditional mathematical analog of a communication system, this paper argues that the information has two characteristics, i.e., the amount of information H(·) and message importance L (·). In our model, we only consider the case where the event with lower probability owns more message importance. According to the source-channel separation theorem [19] , we can consider the problem of data compression and data transmission separately. First, the storage efficiency of the system can be improved by removing the redundancy using traditional source coding. Moreover, the data can be further compressed by abandoning some unimportant messages. In this paper, we focus on the rational quit strategy that minimizes the impact of information loss under a constraint total code length of all the events. Second, we discuss the impact of message importance on data transmission without error correction code. In this paper, we mainly focus on the maximum received-entropy-rate under limited importance loss and channel capacity.
We propose a two-layer mechanism to characterize this model, where the first layer performs the amount of information by Shannon entropy, and we will utilize NMIM as the message importance marking in the second layer.
B. The Definition of NMIM
Let p = (p 1 , p 2 , . . . , p n ) be a probability distribution. According to Shannon entropy, the contribution of smallprobability events to the uncertainty of an outcome is small since lim pi→0 −p i log p i = 0. Also, it contributes little to Rényi entropy. In order to focus on those small-probability events, [23] proposes MIM, which is given by
where the parameter is the importance coefficient. Note that the contribution of each event is p i e (1−pi) , and we take = 1/p i when highlighting the contribution of a specific probability (p i ) event for the fact that p i e (1−pi) ≥ q i e (1−qi) for any probability q i when = 1/p i [24] . Obviously, = 1/p i maximize p i e (1−pi) , and the value of p i e (1−pi)/pi is independent from event number n and the probability q i of other events. In this sense, p i e (1−pi)/pi can be regarded as an invariant of the system and it makes the contribution of p i prominent. Therefore, p i e (1−pi)/pi is referred to as self-scoring value.
Definition 1: The self-scoring value of the event whose probability is p i is given by
Moreover, NMIM is the sum of all the self-scoring values in the distribution. Definition 2: For a given probability distribution p = (p 1 , p 2 , . . . , p n ) of finite alphabet (each element 0 < p i ≤ 1), the non-parametric message importance message is defined as
The logarithm operator in Definition 2 is only to reduce the magnitude of the numerical results, and the natural logarithm is usually used. This equation can also be written as
The other properties of NMIM will be presented in Section III, which shows that these self-scoring values are similar to the intuitive notion of important values in minority subsets. Thus, we use NMIM to measure the importance of messages in this paper. For a message X with probability distribution p, we write L (p) for L (X) for convenience. The self-scoring value M (p i ) is seen as the the importance values of the event with probability of p i . L(p i ) is the logarithm value of M (p i ) and it can be written as
III. THE PROPERTIES OF NMIM
In this section, the properties of NMIM are discussed and natural logarithm is adopted.
A. Non-Negativity
Since 0 < p i ≤ 1, we have e 1−p i p i ≥ 1 and thus
which means NMIM is non-negative.
B. Uniform Distribution
For the uniform distribution u = (1/n, 1/n, . . . , 1/n), we can obtain
C. Lower Bound
For any probability distribution p = (p 1 , p 2 , . . . , p n ) without zero elements, it is noted that
where the inequality is according to Jensen's inequality [19] . The equality holds if and only if all the p i are equal, which means the uniform distribution achieves the lower bound.
D. Monotonicity
For two probability p 1 and p 2 , if p 1 < p 2 , then we will have L(p 1 ) > L(p 2 ).
Proof: Define f (x) = xe 1−x x and the derivation is given by
is a monotonic decreasing function. Since the outer logarithmic function does not change the function monotonicity, we have L(p 1 ) > L(p 2 ) if p 1 < p 2 .
E. Event Decomposition and Merging
Let p i (1) + p i (2) = p i , which are the probabilities of the first and second sub-events of the i-th event, we have
This shows that NMIM will increase when one event is divided into two sub-events. On the other hand, if two events are merged into one event, NMIM will be decreased. This is to say, more observation knowledge leads to the increasing of event predication accuracy or decreasing of event unexpected degree.
Proof:
F. Geometric Center and Barycenter
where (10b) follows from the monotonicity of L(·). The equality holds if and only if p i = 1/n for i = 1, 2, . . . , n.
G. Independent Probability Distributions
For two given probability distribution p = (p 1 , p 2 , . . . , p n ) and q = (q 1 , q 2 , . . . , q n ) of finite alphabet without zero elements (each element 0 < p i ≤ 1, 0 < q i ≤ 1), we observe that
where pq is the direct product of the distributions p and q, that is, the distribution consisting of the numbers p i q j with i = 1, 2, . . . , n; j = 1, 2, . . . , n. Proof:
The inequation (*) can be verified by
H. Taylor Series Expansion
Obviously, the n-th order derivative of L(p i ) is:
Taylor series expansion of L(p i ) is given by
In particular, if p i 1 < n, then it can be written as
I. Minimum Probability
Lemma 1: For 0 < p 1 < p 2 < 1 and p 1 < 1 n (n ≥ 2), if n is large enough, such as n is much larger than 1, then we have
Proof: Refer to the Appendix A. Remark 1: Lemma 1 implies that no matter how close or far the two probabilities p 1 and p 2 are, there always exists a N , when n > N,
Proof: Refer to the Appendix B. Remark 2: Lemma 2 means that there exists a p 0 , and if p 1 < p 0 , M(p1) M(p2) ≥ n − 1 is always true for n ≥ 2. Proposition 1: For a given non-zero probability distribution p = (p 1 , p 2 , . . . , p n ), let p min and p smin be the minimum and the second minimum values in the distribution p (p min < p smin ), respectively. If it satisfies either of the following conditions: i) p min is much smaller than 1 1+ln(n−1) ; ii) The events size n is large enough, such as n is much larger than 1; then we have
Proof: It is noted that
(18a) follows from the monotonicity. (18c) follows from Lemma 1 and Lemma 2. Furthermore, we can also obtain the lower bound of L (p) according to the monotonicity of logarithmic function,
Based on the discussions above,
Remark 3: Proposition 1 deduces that the gap between L (p) and L(p min ) is less than a constant. In some applications, p min is much smaller than 1, so L(p min ) is much larger than log 2. In this case, one can use L (p) ≈ L(p min ) instead.
Remark 4: Proposition 1 clearly shows the two key characters of big data. Condition i) reflects the rare event finding. Condition ii) reflects the large diversities of events. This illustrates the validity of definition of NMIM directly in the era of big data.
Remark 5: Proposition 1 explains the sense of NMIM, that the rare events own the majority of critical information in the viewpoint of message importance, such as seismic record. In this case, we only need to save some small probability events without losing too much information. As a result, it is expected to record large amounts of information with less storage space. Actually, the condition of Proposition 1 is easy to meet in the scenario of big data.
J. Meaning of NMIM
Different from previous studies, in which Shannon entropy uses logarithm operator and Rényi divergence uses polynomial operator [21] , NMIM adopts the exponential form because exponential operator can help it magnify the minority subsets. Moreover, there are a lot of sets of postulates provided to characterize Shannon entropy in the past few decades. Among them, Fadeev's postulates are the simplest, which contain four postulates [30] - [32] . Similar to Rényi entropy, NMIM also satisfies the first three postulates. If the last postulate is replaced with the weaker one, that H(pq) = H(p) + H(q), we will get Rényi entropy [30] . According to (11) , we obtain L (p) + L (q) ≤ L (pq), which means the effect of the simultaneously happening of two vital related mistaken events can go far beyond the addition of two respective mistakes. Obviously, NMIM further weaken the fourth postulate compared to Rényi entropy. Therefore, NMIM can be seen as a special information entropy.
As we discussed in this section, NMIM has many properties that accords with the subjective feeling of the message importance value in the situation where only a small portion of the data attracts people's attention. For example, the gap between the self-scoring value of the minimum-probability event and NMIM is very small, and the rare events own nearly most of critical information in this case. Furthermore, NMIM is a system invariant, and depends only on the probability distribution. Actually, according to [19] , a quantity with respect to probability distribution is a measure of information, if it satisfies the intuitive sense of what an information measure should be. Obviously, NMIM agrees with this notion for the fact that the definition of NMIM is a map from probability distribution to message importance values.
Thus, NMIM (the sum of all the self-scoring values) can be seen as an measure of message importance in the situation where the small-probability events are more important.
IV. COMPRESSED STORAGE BY NMIM
In this section, we discuss the compressed storage problem with NMIM for big data, which is shown as the process of W →Ŵ in Fig. 1 . Assume that there is no error in transmitting, and we only discuss the source coding. That is X = Y . Hence W →Ŵ is equal to W → X →Ŵ and W = g(X). The previous studies of source coding mainly focused on removing the redundancy to form a compressed form. In fact, by means of the previous coding methods, one can reduce the size of event i from L 0 bits to L i bits (L i < L 0 ) according to the structural characteristics of event i. However, in the scenario of big data, the compressed data based on these methods is still huge, and we need to compress them further. In fact, it is unnecessary to store all the messages for the fact that people sometimes prefer to see the important part of message rather than the whole message itself. Based on the idea of dimensionality reduction, we expect to store a small portion of the data which can retain most important information. Actually, we can achieve this by abandoning some unimportant information.
Considering the two fundamental attributes for the message (the amount of information and the message importance), we propose a two-layer coding, where the first layer adopts Shannon entropy to describe the amount of information, and the second layer performs the message importance marking by NMIM. The traditional coding methods focus on the first layer, which remove the redundancy in data to achieve data compression in this process. The second layer coding proceeds after the first layer coding. In the second layer, the same amount of information loss of different events is treated unequally, and we take care more about important events rather than unimportant events. Therefore, we abandon some unimportant data to achieve maximum compression in this layer. In this paper, we focus on the second layer coding and propose a compressed coding for it. Actually, removing the redundancy and abandoning unimportant information can be done simultaneously, and thus the standard compression coding and our coding can be used simultaneously.
Example 1: Consider the following case, where a security camera at the door of one warehouse takes a lot of photographs from time to time. People rarely go to this warehouse except picking up the goods sometimes. The monitoring images will help us to find the thief if burglary happens. The camera can know whether there is someone in the picture by face detection. If the camera takes photos and does face detection simultaneously, the pictures can be divided into two types easily by whether there is a person in the photo. Therefore, we assume that it is easy to detect in which of the n events it belongs when we get the data in this paper. We also assume the possibility of the images which contains people is usually small. Such an assumption is reasonable because the thefts appear rarely and people also rarely go into this warehouse. Although these photos which recode people is small-probability, but it is much important than other photos because they may help us to catch the thief. This character agrees with the property of NMIM, so we use NMIM to measure the message importance in this example.
Then we compress these images by the two-layer coding. In the first layer, we compress data based on the amount of information, and each picture is stored with L bits, which is the size or code length of these photos after standard compression, such as jpg. The traditional coding methods focus on the first layer, which eliminate the redundancy in data during this process. In the second layer, the message importance is taken into account, and we provide code length of size of l i bits (l i ≤ L) to store event i. The image of the size of L bits can be shrunk to the size of l i bits by special compression techniques or decreasing clarity by reducing pixels directly. In this paper, we only focus on giving the appropriate values of l i and do not discuss how L bits is compressed to l i bits. In fact, if the images which contain people are basically intact and the images which do not contain people are not clear, it will have little impact on finding the thief. In summary, in the second layer, we abandon some unimportant data to achieve the maximum data compression, and we ensure the integrity of the important messages as much as possible rather than all the messages.
We now explain these ideas formally, and the second layer coding is shown in Fig. 2 . Assume all of the event's code length is L bits after the coding in the first layer. In fact, the probability distribution of events do not change in the process of W → X, i.e., p = p X . We use the notation l i to denote the code length of event i in second layer coding, and l i ≤ L. Besides, in this model, the event with lower probability owns more importance, and thus we use M (p i ) to measure the message importance of the event with probability p i . In fact, we achieve data compression in second layer coding by assigning code length according to the message importance, i.e., shorter code length to a less important event and longer code length to one more important event.
In data compression, we expect to minimize the the reconstruction error which is characterized by the difference between W andŴ , when a certain predefined constraint is met. We define the function D r (W,Ŵ ) to denote this difference. For the standard compression code, D r (W,Ŵ ) is usually the probability of error between the original message and the estimated message. In this case, the reconstruction error of each event is treated equivalent. However, the cost of the different information loss is different in this model. As stated in Example 1, under the same amount of the information loss, one important event leads to greater cost than one unimportant event. Therefore, we define weighted reconstruction error with message importance to measure the important information loss, which is people's subjective evaluation on reconstruction performance based on message importance. The weighted reconstruction error with message importance of each event is defined as the product of the importance of the event times the reconstruction error per unit importance, and the total weighted reconstruction error with message importance in this coding is
where n is the source event number and D t (w i ,ŵ i ) denotes the reconstruction error per unit importance for w i .
Since we mainly focus on giving the appropriate values of l i and do not discuss how L bits is compressed to l i bits, we have
is the function of the reconstruction error per unit importance with code length l i . Considering L is the same for each event, D f (L, l i ) is reduced to D f (l i ).
Obviously, D f (l i ) is monotonically decreasing with respect to the code length since more information can be recorded with longer code length. Besides, we usually select D f (L) = D f (L, L) = 0. Based on the discussion above, the total weighted reconstruction error with message importance is
In fact, we expect to minimize it, which is formulated as
The average code length before coding is L, since the initial code length of every events is L.
In fact, the distortion is inevitable if we abandon some information, but its loss degree can be controlled with some constraints. Therefore, a successful data compression is achieved when we minimize the weighted reconstruction error with message importance with predefined constraints. In this paper, we discuss this problem when the total code length of all the events is equal to a specified value for example. In this case, K = n i l i . 
A. Reciprocal Error Model
In this section, we assume the reconstruction error per unit importance is inversely proportional to the code length. That is, D f (l i ) = c/l i −c/L where c is a scaling factor. Since c and L are both constants during a compression, we can normalize it without affecting the analysis. Therefore problem in (20) can be reduced to
Proposition 2: For a given source event number n and the sum of every coding length K (K ≤ L), the solution to the problem in (21a) is given by
x is the smallest integer larger than or equal to x. Proof: Refer to the Appendix C. When p min is much smaller than 1 or n is much larger than 1, the compression ratio can be calculated by
when p min is much smaller than 1 or n is much larger than 1, which can be derived easily in the same way as Remark 3. Generally, the gap between K and L is usually small and p min is much smaller than 1. Therefore, p min K L is much smaller than 1, which means the data is compressed greatly.
B. Exponent Error Model
In the following, we use the exponential function to approximate the relation between encoding error per unit importance and codeword lengths. For the event whose code length is l i , the direct code length loss is L − l i . The compression error can be measured by γ L−li where γ is size of code alphabet. In this case, we write D f (l i ) = c(γ L−li − 1) where c is a scaling factor. γ L and c are both constants so we can omit it without affecting the analysis. Hence, problem in (20) can be given by
Proposition 3: For given source event number n and the required total encoding length K (K ≤ L), the reconstruction error per unit importance for codeword lengths l i is γ −li where γ is size of code alphabet. The solution to the problem P 2 is given by
whereÑ is the positive number of all the l i , i = 1, 2, . . . , n and {p i , i = 1, 2, . . . ,Ñ } is part of the commutative sequence of {p i , i = 1, 2, . . . , N} in increment order which satisfies ln M (p i ) + ln ln γ − ln (−λ) is bigger than zero. (x) + is equal to x when x > 0, and it is zero when x ≤ 0. Proof: Refer to the Appendix D. WhenÑ = n, the corresponding compression ratio is
ln M (p i )/n ≤ 0 according to (9) . In general, we select K being less than or equal to L and n is much larger than 1, so K/(nL) is much smaller than 1, which means this coding scheme does achieve significant compression of data.
In fact, ln(x) is a more smoothing operator than √ x. Therefore, the encoding length is more even in exponent error model than that in reciprocal model.
These two propositions focus on the case where K ≤ L, which guarantees l i ≤ L. In fact, when K > L, the above methods can still be applied with small changes to them. If l i > L, let l i ← L and K ← K − L, and then execute the above compressed algorithm literally, iterate it until all code length are smaller than L. For convenience, the program of our new compressed storage strategy is summarized in Algorithm 1.
Algorithm 1 Compressed Coding Input:
The probability distribution of source, p = {p i , i = 1, 2, . . . , n} The sum of each encoding length, K The initial code length, L Output:
The compressed code length, l i , i = 1, 2, . . . , n 1: l i ← f (p, K, L) See (22) or (25) 2: Sort l i and find the maximum one l j 3: if l j > L 4: l j = L, K ← K − L, p ← {p i , i = 1, 2, . . . , n, i = j} and go back to step 1 5: else l i ← l i and go to step 6 6: return l i In Algorithm 1, the code length depends on the event's importance M (p i ), in which longer code length is assigned to the more important event and shorter code length is assigned to the less important event. Thus it is feasible to use a small part of storage while retaining most important information.
V. ANALYSIS OF TRANSMISSION BY NMIM
In this section, we investigate the data transmission process of X → Y as shown in Fig. 1 , where the message importance is considered. In fact, the message has two fundamental attributes, the amount of information and message importance. Thus, we propose a two-layer mechanism to characterize it, in which we focus on the the change of the amount of information in the first layer, and consider the message importance in the second layer. As a message is transmitted from one side to another, people generally prefer to see the important part of message rather than the whole message itself, and NMIM will play a key role in such kinds of applications. Therefore, in this section, we adopt the NMIM to characterize the message importance. In traditional data transmission, one adds redundancy to prevent transmission errors, such as the error correction code. However, the redundancy brings a huge load on the transmission in big data, and thus we focus on the data transmission where channel coding is not employed in this section. In this case, the code length of Y is equal to that of X. Beyond that, we do not change the basic settings of the channel transmission.
Specifically, we discuss the weighted reconstruction error with message importance in this part. We assume the expected length of the optimal code for each event is L bits, and the weighted reconstruction error with message importance in both end of the channel respectively are
to measure the impact of the channel transmission on this weighted reconstruction error. For convenience, we assume all the code length of Y is the same in this part, i.e. l i = L Y for all i = 1, 2, .., n. In this case, note that
In the remainder of this section, we will use the change of NMIM to measure the change of the weighted reconstruction error with message importance for the fact that the logarithm operator is only to reduce the magnitude without changing the characteristics of ψ r (X, Y ). In summary, we add the message importance loss as a new quantity to characterize the channel performance with message importance, and then we focus on the transmission problem with limited message importance loss under the physical environment constants, such as channel capacity, which helps to improve the design of communication systems.
A. The Change of NMIM
First of all, we study the change of NMIM in the transmission, which characterizes the change of the weighted reconstruction error with message importance in this model. In fact, the value of ψ(X, Y ) could be positive or negative. If the value of ψ(X, Y ) is positive, it means that there is importance loss during the transmission. On the other hand, the loss of importance will be over-interpreted if it is negative, which results in waste of resources. In general, the importance loss produces more severe impairment than importance overinterpreted. In the following part, we only consider message importance loss for convenience.
According to Proposition 1, if n 1 or p xm 1 1+ln(n−1) , p ym 1 1+ln(n−1) , we have
where p xm and p ym is the unique minimum probability of p X and p Y , respectively. Actually, in most cases, ψ(X, Y ) is hard to study. As a result, some special cases are taken into account here. We first select Binary Symmetric Channel (BSC) since it captures most of the characteristic of the general problem as a traceable model of channel with errors [19] , while Bernoulli(p) source (0 < p ≤ 0.5) is adopted for its simpleness and representativeness.
When a message is transmitted from one side to another, it should not change too much for an effective transmission, otherwise this transport fails. Based on this idea, it is reasonable to assume ε is small enough, i.e. ε → 0.
Proposition 4: For a given BSC and Bernoulli(p) source (p = 0.5), if the transmission error probability ε is relatively small (ε → 0), the change of NMIM is ψ(X, Y ) ≈ εs(p) (29) where s(p)
. Proof: Refer to the Appendix E. Remark 6: This proposition means that the change of NMIM is proportional to the ε and s(p). s(p) is a rational fraction with respect to parameter p.
Moreover, when p 1, s(p) can be simplified to 1 p 2 . In this case, The importance loss is proportional to the ε and inversely proportional to p 2 .
In fact, this result means that the impact of channel and that of source can be decouple under certain condition. On the one hand, p is the attribute of source and has nothing to do with channel, so s(p) is the representation of source. Obviously, s(p) decreases with the increasing of p, so a serious loss will be obtained if p is very small (the message itself is important in this case). On the other hand, ε describes the channel performance, such as the channel capacity (the channel capacity of BSC is 1−H(ε) [19] ). If channel capacity is relatively small, which means that ε is big, the importance loss will be large. Actually, in the actual communication process, the source cannot be chosen and we can only improve the channel performance. In order to improve communication quality in BSC, what we can do is make ε smaller, which is consistent with the known result in information theory.
B. NMIM Loss Distortion
In this subsection, we discuss maximum allowable importance loss if the distortion constraint is satisfied. To describe it, we define a special function, which is the supremum of the NMIM loss with an expected proportion of errors less than or equal to D. The classical rate distortion encode can be seen as a special transmission process, which minimizes the mutual information with distortion constraint. In fact, the rate distortion consider the amount of information, while our new function focuses on the message importance. They are very similar, and thus we call this new function NMIM loss distortion function. We denote the probability density function of random variables X and Y by p(x), x ∈ {x 1 , x 2 , ...., x n } and p(y), y ∈ {y 1 , y 2 , ...., y n }respectively. 
L (p X ) − L (p Y ) describes the change of NMIM before and after transmission. In fact, there is a tradeoff between NMIM loss and distortion. We would like calculate the NMIM loss distortion function for some simple sources to explain its physical meaning. Proposition 5: (NMIM-loss-distortion region). When the expected proportion of errors is less than or equal to D, the NMIM loss distortion function for a Bernoulli(p) source with Hamming distortion is given by
where δ(p) = log(pe p, δ(p) ). From Fig.3 , it is also observed that a small distortion will cause a big loss of NMIM if p is very small.
C. Maximum Entropy Rate Transmission
In this subsection, we discuss the maximum received entropy rate in a controlled message importance loss and channel capacity. We assume the process satisfies the AEP in this model, and thus the entropy rates of the encoded signal and the received signal are the entropy, which respectively are H(X) and H(Y ) bit/symbol. We transmit the sequence X over a given channel reliably, whose capacity is C bit/s. According to the source-channel theorem [19] , the source can be transmitted reliably if entropy rate is less than the channel capacity. Therefore, we have H(X) ≤ Ct where t s/symbol is the transmission time per symbol. Now we consider this transmission process when a certain degree of distortion between sequence X and the received sequence Y is allowed, but the loss of message importance is controlled. In this paper, a constraint condition of message importance loss is prescribed, which is 0 ≤ ψ(X, Y ) ≤ Δ where Δ is the maximum allowable change of NMIM in this transmission. In fact, this condition ensures that the receiver can afford the loss. The maximum received entropy rate is one of key parameters in this transmission system, which gives the maximum number of possible states encountered in the system if we use finite symbols to describe this system under given conditions. Moreover, H(Y ) measures the uncertainty and the degree of freedom of the received signal. When it achieves the maximum, it is corresponding to the worst result observed by the receiver. From this perspective, the maximum entropy rate transmission can characterize the transmission process with the constraint importance transfer. Therefore, the knowledge of it might help us improve the design of communication systems. Based on these discussions, we focus on maximizing the received entropy rate with controlled NMIM loss and the channel capacity. That is
Unfortunately, it is not a convex optimization problem, so the solution to P 3 is hard to get in general. For simplifying the analysis, we consider this maximum transmission problem in Bernoulli(p) source as a typical example. Proposition 6: For a Bernoulli(p) source, if Δ ≥ 0 and 0 < Ct ≤ 1 bit/symbol, the solution to the constrained maximization P 3 is given by
where H(p 0 ) = Ct and δ(p 0 ) is defined in (57). D (MIM) (·) is the inverse function of L (MIM) (D).
Proof: Refer to the Appendix G. Remark 7: Proposition 6 gives the received maximum entropy rate in receiving terminal for a message which can be transmitted reliably in the channel, when the constraint of importance loss has to be satisfied.
Remark 8: Proposition 6 shows that there are growth region and saturation region for the maximum entropy of receiving terminal with respect to Δ. The turning point is at Δ = δ(p 0 ).
Moreover, according to H(p 0 ) = Ct, p 0 = H −1 (Ct) when we consider 0 ≤ p 0 ≤ 0.5. Refer to [19] , H −1 (·) is monotonic increasing function, which means p 0 increases with increasing of Ct. In fact, the monotonicity of δ(·) is similar with L(·) which is monotonic decreasing in (0, 0.5] according to Section III-D. As a result, δ(p 0 ) decreases with increasing of Ct, which means the received information uncertainty increases with increasing of the value of Ct when the allowed importance loss is fixed.
VI. NUMERICAL RESULTS
In this section, numerical results will be presented to validate the above results in this paper.
A. The Properties of Minimum Probability
First of all, the relationship between NMIM of total events and that of minimum probability event is discussed when the probability distribution is Zipf, Normal and Rayleigh distribution. The probability of Zipf distribution is P {X = k} = Z/k 1.01 , k = 1, 2, . . . , n and Z = [ The range of event number n is selected from 5 to 20. For these three typical distributions, it is easy to find that all the minimum probabilities are unique and far less than 1 1+ln(n−1) , which means that the condition of Proposition 1 is met. Fig. 4 shows the gap between L (p) and L(p min ) is less than a constant (log 2), which proves validity of Proposition 1. Moreover, L (p) − L(p min ) decreases with increasing of n. In fact, this gap will almost disappear in comparison to L(p min ) when n is relatively large. At this time, we can use L (p) ≈ L(p min ), which is shown in Fig. 5 .
B. Compressed Coding by NMIM
Next, we focus on conducting the simulation by computer to compare and analyze our compressed coding. The code length L after the first layer coding is 100. The required coding length K is varying from 10 to 190. The probability of events The scaling factor in D f is 1. To better show the performance, some other coding schemes are listed here. The code length is distributed equally in Code 1. The code length in Code 2 is assigned to each events according to its possession rate in total probability. More code size is assigned to the one with smaller probabilities in order to reduce the weighted reconstruction error. Fig. 6 and Fig. 7 respectively show weighted reconstruction error in the reciprocal and exponent error model. Some observations are obtained. The constraints on the average code length is true. That is, each event's average code length is smaller than the uncompressed value. More important, the average code length of NMIM code is the smallest in most time among the three considered encoding strategies. The weighted reconstruction error decreases with increasing of K for all the compressed encoding strategies. There exists a threshold K 0 (K 0 = 100 in Fig. 6 and K 0 = 140 in Fig. 7 ). When K > K 0 , the weighted reconstruction error decreases largely compared to the case where K is small. In general, there is a tradeoff between average code length and accuracy for any compressed coding, and NMIM provides a new compressed way with taking message importance into account.
There are also some difference between Fig. 6 and Fig. 7 . In Fig. 6 , there is a step change in the weighted reconstruction error when K = 100. However, in Fig. 7 , the weighted reconstruction error reduces fast from the beginning and then slows down when K > 140. The average code length in Fig. 7 is bigger than that in Fig. 6 when K > 140. Fig. 8 shows the change of NMIM in BSC with ε = 0.01. The approximation is defined in (50). The difference between approximate value and εs(p) is little, which proves the validness of (49a). The change of NMIM decreases with increasing of probability p. It is noted that ψ(X, Y ) is zero when p = 0.5. At this time, the input and output of BSC are both uniform distribution, and the importance will not change in this case. Furthermore, the approximation and εs(p) are very close to the true value. As a result, εs(p) is a good approximation in this case. In the range of the error permitted, ε/p 2 is also a feasible approximate value. In this figure, we only consider the case in which 0 < p < 0.5 for the fact that Bernoulli(p) is symmetry about p = 0.5. Fig. 9 shows the relationship between the maximum received entropy and the maximum allowable change of NMIM in Bernoulli(p) source with predefined channel capacity, which confirms Proposition 6. The transmission time t is 1. For a given channel capacity, the maximum received entropy increases from C to 1 when 0 ≤ Δ ≤ δ(p 0 ) (H(p 0 ) = C). When Δ > δ(p 0 ), the maximum entropy remains unchanged and the value is 1. For the same Δ, the maximum entropy increases with increasing of C before it reaches saturation (max H(Y ) = 1). In general, there are growth region (0, δ(p 0 )) and saturation region (δ(p 0 ), ∞) for the maximum entropy, and the length of growth region decreases with increasing of channel capacity.
C. Transmission by NMIM
VII. CONCLUSION
In this paper, we discussed the problem of storage and transmission in big data with taking message importance into account. As an extension of MIM, we defined NMIM as a measure of message importance, which focuses on the minority subsets and thus is different from Shannon entropy. Based on our analysis on the property of NMIM, we found that the difference between message importance of low-probability events and that of all the events is less than a constant, if the low-probability value is extremely small or the events number to be considered is large. These two conditions are correspond to the two major characters of big data, which are the rare event finding and the large diversities of events.
We also proposed an effective compressed storage strategy based on NMIM, which coincides with the cognitive mechanism of human beings, and greatly reduces the average code length with little important information loss. We further analyzed the importance loss during transmission and defined NMIM loss distortion function to characterize the tradeoff between NMIM loss and information distortion. Importantly, we found that there are growth region and saturation region for maximum received entropy rate, which helps to improve the design of practical communication systems.
APPENDIX A PROOF OF LEMMA 1
We can write
Because 0 < p 1 < p 2 , we might as well take x = p1 p2 and x ∈ (0, 1). Therefore, (34) can be written as
This means, we only need to check xe n(1−x) ≥ n − 1 holds if n is large enough. It is easy to check that xe n(1−x) monotonically increases in interval (0, 1 n ) and monotonically decreases in the interval ( 1 n , 1). As a result, if ∃ x 1 ∈ (0, 1 n ) and
Solve the equation x 1 e n(1−x1) = n−1 in the interval (0, 1 n ), we get ln x 1 + n(1 − x 1 ) = ln(n − 1) (36) ln x 1 + n − nx 1 = ln(n − 1) (36a) ln x 1 + n = ln(n − 1) (36b) x 1 = e ln(n−1)−n .
(36c) (36b) is obtained by removing nx 1 for the fact that lim n→∞ ne ln(n−1)−n = 0, which leads to nx 1 is close to 0 when n is very large.
Similarly, solve the equation
(37b) follows from Taylor series expansion and (37c) is obtained by removing o(x 2 − 1). In fact, it requires that x 2 − 1 is very close to 0. Such a condition is satisfied because lim n→∞ ln(n−1) n−1 = 0 which leads to x 2 − 1 = − ln(n−1) n−1 ≈ 0 when n is very large.
Based on the discussion above, we have xe n(1−x) ≥ n−1 in the interval e ln(n−1)−n , 1 − ln(n−1) n−1 . If n tends to infinity, this interval will become (0, 1). The proof is completed.
Remark 9: For arbitrary positive number x < 1, one can always find a N 0 , when n > N 0 , x ∈ e ln(n−1)−n , 1 − ln(n−1) n−1 holds.
APPENDIX B PROOF OF LEMMA 2
We prove this lemma in a similar way as Appendix A. We also take x = p1 p2 and x ∈ (0, 1). According to (35), it is easy to check that xe 1−x p 1 monotonically increases in interval (0, p 1 ) and monotonically decreases in the interval (p 1 , 1) . As a result, if ∃ x 1 ∈ (0, p 1 ) and x 2 ∈ (p 1 , 1) s.t.
x i e 1−x i p 1 = n − 1 for i = 1, 2, then xe
In a similar way as Appendix A, we have
(38a) is obtained by removing x 1 /p 1 for the fact that lim p1→0 1 p1 e ln(n−1)− 1 p 1 = 0 which leads to x 1 /p 1 is close to 0 when p 1 1 1+ln(n−1) . (38a) requires x 2 − 1 is close to 0. Such a condition is satisfied because p1 1−p1 ln(n−1) → 0 when p 1 1 1+ln(n−1) , which leads to x 2 − 1 = − p1 1−p1 ln(n − 1) ≈ 0. Based on the discussion above, we have xe 1−x p 1 ≥ n − 1 in the interval (e ln(n−1)− 1 p 1 , 1 − p1 1−p1 ln(n − 1)). When p 1 1 1+ln(n−1) , this interval will become (0, 1). Remark 10: For arbitrary positive number x < 1 and constant n, one can always find a p 0 , when p 1 < p 0 , x ∈ e ln(n−1)− 1 p 1 , 1 − p1 1−p1 ln(n − 1) holds. p) ). Generally speaking, such a condition is satisfied in this scenario because e 3p 2 −3p+1 2p) → 0 when ε approaches zero and p = 0, 1, which is shown in Fig. 8 . For convenience, we define s(p) = (1−p)(1−2p) p 2
, and we obtain (29) . The proof is completed.
In addition, for convenience, we also define approximate value of NMIM change as 
Because D ≥ 0, p+D < 1 2 leads to p < 1 2 . Similarly, p−D > 1 2 is equivalent to p > 1 2 . Hence, (56) can be rewritten as (31) . In fact, the distribution (t, 1 − t) is p Y . One can achieve L ( 
In this case, the joint distribution for binary source is shown in Fig. 10 .
APPENDIX G PROOF OF PROPOSITION 6
According to [19] , H(X) H(p) is a monotone increasing function in (0, 0.5]. Hence, H(X) ≤ Ct leads to 0 < p ≤ p 0 ≤ 0.5 where H(p 0 ) = Ct.
H(Y ) = H(p + D). Letting q = p + D, we can write the constrained maximization P 3 as the maximization of H(q). Obviously, H(q) increases in (0, 0.5] and decreases in (0.5, 1).
Actually, L (MIM) is the maximum of ψ(X, Y ). Refer to Section V-B and substitute this in the constraint ψ(X, Y ) ≤ Δ, 
