Outcome Prediction for Heart Failure Telemonitoring Via Generalized Linear Models with Functional Covariates by S. Baraldo et al.
Scandinavian Journal of Statistics, Vol. 40: 403–416, 2013
doi: 10.1111/j.1467-9469.2012.00818.x
© 2012 Board of the Foundation of the Scandinavian Journal of Statistics. Published by Wiley Publishing Ltd.
Outcome Prediction for Heart Failure
Telemonitoring Via Generalized Linear
Models with Functional Covariates
STEFANO BARALDO, FRANCESCA IEVA and ANNA MARIA PAGANONI
MOX – Modeling and Scientiﬁc Computing, Department of Mathematics ‘F. Brioschi’,
Politecnico di Milano
VALERIA VITELLI
Chair on Systems Science and the Energetic Challenge, European Foundation for New
Energy – E´lectricite´ de France, E´cole Centrale Paris and Supe´lec (E´cole Supe´rieure
d’E´lectricite´)
ABSTRACT. An effective methodology for dealing with data extracted from clinical surveys on
heart failure linked to the Public Health Database is proposed. A model for recurrent events is
used for modelling the occurrence of hospital readmissions in time, thus deriving a suitable way to
compute individual cumulative hazard functions. Estimated cumulative hazard trajectories are then
treated as functional data, and they are used as covariates along with clinical survey data within
the framework of generalized linear models with functional covariates.
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1. Introduction
Heart failure is a degenerative disease known worldwide as one of the most frequent causes of
hospitalization among the eldest in the population. Since the frequency of crises undergone
by a given patient increases along time, a growing employment of health care resources in
terms of money, structures and personnel is needed. The necessity of a cost-effective solution
for the care of this and other chronic pathologies has led to the experimentation of telemedi-
cine as a possibly convenient strategy (Capomolla et al., 2004; Scalvini et al., 2004; Giordano
et al., 2008).
The basic idea of telemonitoring is to keep the patient at home and to instruct her/him
about the use of monitoring instruments, which send registered information (ECG, body
weight, heart frequency, etc.) to the health institution by a network connection. The phy-
sician in charge evaluates received data to properly manage the home care programme, for
example by modifying drug doses and by scheduling visits.
Telemonitoring databases contain information mostly regarding the telemonitoring period
itself, such as duration of the period, number of ECGs transmitted to the hospital, clinical
parameters at starting and ending times, the NYHA severity class of the patient’s pathol-
ogy, some features regarding the last hospitalization and others. The telemonitoring outcome,
that is, the conclusion of the planned period (usually 180 days, for what concerns the pro-
grammes considered in this work) without interruption by adverse events, should be related
to the patients’ clinical history to get better insight into the effectiveness and applicability
of this strategy. To this aim, in this study we consider Hospital Dimission Forms (Schede di
Dimissione Ospedaliera, or SDO for short) extracted from the Italian administrative Public
Health Database (PHD), which gathers detailed information about hospitalization periods.
The use of information about hospitalizations to study telemonitoring outcome is an innova-
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tive approach, since no standard methodology exists to exploit these kinds of data. Moreover,
data conveyed by administrative databases are used for clinical investigation for the ﬁrst time
in Italy and in the ﬁeld of telemonitoring.
Since heart failure is a pathology that alternates phases of stability to sudden worsenings
of the patient’s condition, it is not possible to assume a stationary pattern for critical events.
When dealing with time dependent observations of localized events, a natural modelling
approach, yet new in the ﬁeld of telemonitoring, is to consider each patient’s hospitaliza-
tions as points of a non-stationary, doubly stochastic counting process. The model we con-
sider is a Cox-type one, a speciﬁcation of the general class of models introduced in Peña &
Hollander (2004) and applied in González et al. (2005) to the study of intervention effects
after cancer relapse. This class of models allows one to take into account many aspects that
inﬂuence hospitalization risk and to compute the realized trajectories of the cumulative haz-
ard process underlying the hospitalizations counting process; these longitudinal data reduce
complex characteristics of the patient’s clinical history to a single curve that represents each
patient’s instantaneous risk of hospitalization. Cumulative hazard processes are then stud-
ied in the light of functional data analysis techniques (see Ramsay & Silverman (2005) for a
general presentation of the subject) to identify their main features, and used to construct a
generalized linear model with functional covariates for predicting telemonitoring outcome.
The methodology proposed in this work can be divided in two distinct phases, based on
the sources of data involved. First, hospital admission historical data from the PHD are used
to ﬁt a counting process model, since it is reasonable to assume that hospitalizations reﬂect
the aggravation of the patient’s condition. Hence, data gathered in the PHD are involved in
the construction of hazard functions, longitudinal data that reﬂect the evolution of rehos-
pitalization risk before the application of the treatment (in our case, telemonitoring). The
second phase is motivated by the main objective of this work, which is to predict the out-
come of a treatment (in our case, the regular conclusion of a telemonitoring period) based
on available data. In this part of the analysis the data collected in the clinical survey are
enriched with information gained from the preceding clinical history of the patient, repre-
sented by the longitudinal data estimated in the ﬁrst phase. The two parts of the analysis
could be performed also as stand-alone, the ﬁrst analyzing the risk of hospital readmission
for a given time period and class of hospitalization causes (e.g. cardiovascular), the second
being a supervised classiﬁcation method independent from the ﬁrst. Nonetheless, a problem
driven interaction between the two sources of information can bring improvements in the
prediction of the outcome of interest.
The paper is structured as follows. Section 2 describes the theoretical and methodological
framework. For what concerns the extraction of pre-telemonitoring longitudinal information,
the model for recurrent events is ﬁrst introduced. Then the smoothing of cumulative hazard
functions obtained by realized trajectories of the recurrent event processes is detailed, and
the dimensional reduction via functional principal components is described. Finally, gener-
alized linear models with functional covariates are presented, as they will be used for the
prediction of the telemonitoring outcome. Section 3 presents in detail the motivating appli-
cation, practical issues and results. Finally, section 4 contains some concluding remarks and
discussion of future works.
2. Theoretical framework
2.1. Model for recurrent events
First, we introduce the counting process model that describes the patient-speciﬁc progression
of hospital readmission risk in time.
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Let (Ft)t∈I be a ﬁltration associated to the probability space (,F ,P), with I = [0, ]. We
deﬁne the counting process (N(t))t∈I adapted to (Ft)t∈I as follows:
N(t)=
∞∑
j =0
I{Sj ≤min(t, )}, (1)
where Sj represents the calendar time of the jth occurrence of the observed event and  rep-
resents a random censoring time for the process.
Under the standard assumption that N is a submartingale such that the class of random
variables N(T ), with T an arbitrary stopping time, is uniformly integrable (i.e. N is a class
D submartingale), the Doob–Meyer decomposition theorem states that there exists a unique
predictable, non-decreasing, cadlag (right-continuous with left limits) and integrable compen-
sator (or cumulative hazard) process ((t))t∈I such that
M =N − (2)
is a zero-mean, uniformly integrable martingale [see, for example, Andersen et al. (1993)].
Hence the distribution of event times is completely characterized by the knowledge of pro-
cess , on which modelling efforts can then be focused. We will assume that
(t)=
∫ t
0
C(s)(s) ds, (3)
where C(s)= I{s≤} is the at-risk process, and ((s))s∈I is called hazard function, or intensity
process.
A wide variety of models for the intensity process can be found in counting processes
literature, ranging from simple Poisson processes to multiplicative hazard models (Cox, 1972),
additive models, frailty and dynamic models (see for instance Andersen et al. (1993) and
Aalen et al. (2006) for presentations and discussions on various possibilities). Our choice for
the target problem is the following Cox-type model: for i=1, . . ., n, the ith subject has co-
variate vector Xi(t)= (Xi1(t), . . .,Xiq(t))T (eventually time dependent) and the intensity is
(t |Xi)=0(t)Ni (t−) exp [TXi(t)], (4)
where 0(t) is an unknown baseline hazard function,  is a real parameter and = (1, . . ., q)T
a q-dimensional vector of real coefﬁcients.
We choose to account for unobserved heterogeneity by using the dynamic component Ni (t
−)
instead of a frailty variable, that is, a multiplicative random effect. Dynamic and frailty
modelling can be seen as two related methods for describing subject heterogeneity, but the
former is more general and ﬂexible (see Aalen et al. (2006) for a discussion on these two
approaches); however, results obtained in the two cases are compared in section 3.2. The
dependence of intensity on process state is modelled by the term Ni (t
−) because of its clear
interpretation: values of  higher than 1 indicate that a new event implies a worsening of the
patient’s condition, increasing future rehospitalization risk, vice versa for  values lower than
1. We also assume the baseline intensity 0 to be a function of the total time t, but a wide
range of choices is valid within the same framework; see for example the concept of effective
age introduced in Peña & Hollander (2004).
Adding a censoring variable to account for different observation intervals, the model for
cumulative hazard can be written as follows, for patients i=1, . . ., n:
i(t | Xi)=
∫ t
0
Ci(s)0(s)Ni (s
−) exp [TXi(s)] ds, (5)
where Ci(s)= I{s≤ i}, i.e. subjects have different, mutually independent censoring times i .
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Independent censorship as deﬁned in Kalbﬂeisch & Prentice (1980) can be assumed for the
considered problem, as will be clear from the application described in section 3.
2.2. Cumulative hazard smoothing and reconstruction
Semiparametric estimation of cumulative hazard, as proposed in Peña et al. (2007), produces
a step function estimate ˆ0 of the cumulative baseline hazard function 0(t)=
∫ t
0 0(s) ds that
has the following expression: deﬁning tj as the jth observed jump time of the aggregated pro-
cess N(t)=∑ni=1 Ni(t) and = maxi=1, ...,n i , then
ˆ0(t)=
∑
tj≤t
1∑n
i=1 Ci(tj)ˆ
Ni (t
−
j ) exp [ˆ
T
Xi(tj)]
, t∈ (0, ],
where ˆ and ˆ are maximum likelihood estimates of  and .
Assuming the true underlying 0 function to be absolutely continuous, we deal with the
issue of smoothing its estimate ˆ0 before moving to the reconstruction of cumulative haz-
ard process realizations for each patient. The function 0(t) has two features that we want
the smoothing procedure to preserve: increasing monotonicity and 0(0)=0. A fast method
for smoothing functional data while enforcing desired constraints has been proposed in He
& Ng (1999) and consists in a minimum absolute deviation estimate of coefﬁcients for a B-
spline basis expansion: these are computed by minimizing the distance induced by ‖ ·‖1 of the
smoothed estimate evaluations {˜0(tj)}j =1,2, ... from {ˆ0(tj)}j =1,2, ... , thus obtaining the desired
regularized curve ˜0.
We then reconstruct the realizations of processes i(t) for i=1, . . ., n under the chosen
model, since we intend to use them as patient-speciﬁc functional data. We can rewrite the
model for intensity in a form that allows to plug in ˜0 instead of an estimate of 0. Letting
(t(i)1 , . . ., t
(i)
Ni (i )
) be the jump times for patient i and setting t(i)0 =0 and t(i)Ni (i )+1 = i , we have
i(t)=
∫ t
0
0(s)Ni (s
−) exp [TXi(s)] ds
=
Ni (t−)∑
k=0
eklog
∫ t(i)k+1∧t
t(i)k
0(s) exp [
TXi(s)] ds, i=1, . . ., n, (6)
for t∈ [0, i). If the covariate vector XTi is differentiable on each interval [t(i)k , t(i)k+1) for i=1, . . ., n
and k=1, . . .,Ni(i), integrating by parts it is possible to express each i as a function of 0, so
that an estimate of 0 will not be required.
As a qualitative validation of the ﬁtted model, we can compare the averages of counting and
cumulative hazard processes: taking conditional expectations in (2) we have E[i(t) |Xi(t)]=
E[Ni(t) |Xi(t)] for i=1, . . ., n. The comparison is not straightforward when curves have different
censoring times, in particular if faster growing curves have higher probability of earlier censoring
(this is common for risk curves, as frailer patients die earlier). In this situation the naive pointwise
sample mean n(t)=
∑n
i=1i(t)Ci(t)/n(t), with n(t)=
∑n
i=1 Ci(t), is not monotone and under-
estimates expected values for large times. In this case, a mean process computed by cumulation
of mean increments ˜n(xk)=
∑k
j =1
∑n
i=1 Ci(xj)[i(xj)−i(xj−1)]/n(xj), with {x0, x1, x2, . . .} any
overset of {0, (i)i=1, ...,n}, is more accurate, since it enforces monotonicity by deﬁnition when all
sample curves are monotone. As pointed out in Crowell (1992), this estimator is unbiased and
consistent, and in the case of positively correlated increments it is likely to have lower variance
with respect to the pointwise one.
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2.3. Functional principal component analysis
From this point, the reconstructed realizations ˜i(t) are considered as functional data, and
will be later included as covariates in a generalized linear model for telemonitoring outcome
prediction. Since these data are high-dimensional, a common strategy is to perform a suitable
dimensional reduction, choosing only relevant components of a proper basis expansion.
Consider the functional anova decomposition of data, as suggested in Müller & Stadtmüller
(2005),
˜i(t)=(t)+Di(t)+ i(t), i=1, . . ., n (7)
where (t) is the population mean function, Di(t) is the residual for subject i and i(t) a
noise term. One of the possibilities for representing ˜i(t) is to use functional principal com-
ponent analysis (FPCA), that is, the Karhunen–Loève decomposition (see for example
Ferraty & Vieu (2006) for some theoretical results and Ramsay & Silverman (2005) for prac-
tical details). At this point we assume that functional data are known on a common domain
T , thus allowing to estimate a common Karhunen–Loève basis. Once eigenfunctions {k}k∈N
and eigenvalues {	k}k∈N of the covariance operator for ˜ have been found, we express the
functional anova decomposition (7) in the following form
˜i(t)=(t)+
∞∑
k=1

ikk(t)+ i(t), i=1, . . ., n,
where 
ik =
∫
T Di(s)k(s) ds is the kth score for subject i. Eigenfunction-eigenvalue couples
{(k , 	k)}k∈N completely explain modes of variation of data, in the sense that eigenfunc-
tions ordered with respect to the associated eigenvalues represent orthonormal directions of
decreasing residual variability. It is thus possible to represent data using just the most rele-
vant modes of variation, represented by the ﬁrst K elements of {k}k∈N. A natural criterion
for choosing the number K of components to be included in the truncated representation is
the following: ﬁx a threshold c for the proportion of variance they should globally describe,
which is based on eigenvalues, and choose the minimum K such that:
∑K
k=1 	k∑m
k=1 	k
≥ c,
where m is the number of abscissa values on which functional data are known. We then use
the approximation
˜
K
i (t)=(t)+
K∑
k=1

ikk(t)+ i(t), i=1, . . ., n.
For the sake of simplicity, from now on we will write ˜i(t) even when its truncated basis
expansion ˜
K
i (t) is used.
2.4. Generalized linear models with functional covariates
While the methodological elements presented up to this point regarded the extraction of
longitudinal pre-telemonitoring information, the present section involves the analysis of
data from clinical surveys, eventually enriched with information obtained from estimated
cumulative hazard trajectories.
Let us consider a logistic regression model, where the response variable is Bernoulli dis-
tributed, Yi ∼B(pi) for i ∈ 1, . . ., n and i = log (pi/(1− pi)), while i is a linear function of
covariates related to subject i. This set of covariates is composed by data from the clinical
© 2012 Board of the Foundation of the Scandinavian Journal of Statistics.
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survey, that is, information recorded at the beginning of the telemonitoring period; we aug-
ment this dataset adding the functions Di(t), i=1, . . ., n introduced in section 2.3, so that i ,
i=1, . . ., n, assumes the (truncated) form
i =
∫
T
Di(t)(t) dt+wTi ≈
∫
T
(t)
K∑
k=1
ikk(t) dt+wTi ,
where  :T 
→R is a functional parameter, ∈Rq is a vector of parameters to be estimated
and wi ∈Rq, for i=1, . . ., n, is a vector of covariates available from the clinical survey. If also
(·) is represented using the principal components basis, that is, (t)=∑Kj =1 jj(t), for the
orthonormality of {k}k∈N we obtain
i =
K∑
k=1
ikk +wTi , i=1, . . ., n.
In the end, the model is reduced to a classical logistic regression, in which the unknowns
are represented by the parameter vector (1, . . ., K , 1, . . ., q). The same approach can be
extended without further difﬁculties to the more general context of generalized linear models
with different responses and link functions.
3. Application to telemonitoring data analysis and results
In Lombardia region an experimentation of heart failure telemonitoring started in 2003,
involving 34 health care institutions (see CEFRIEL (2010) for an overview of programme and
protocols). Four studies (Criteria, Piano Urbano, Nuove Reti Sanitarie and Telemaco) were de-
voted to collect, under prior informed consent, information about telemonitoring periods, then
gathered in a comprehensive database. Each record of this database refers to a single telemonitor-
ingperiod, andcontains anagraphical dataof the involvedpatient, numberof transmitted electro-
cardiograms, diagnosis and disease etiology at the last hospital admission and other relevant
clinical quantities.
The enrolment protocol adopted during the period 2004–8 includes adult citizens of
Lombardia with a NYHA class (describing the severity of heart disease) of III or IV who
experienced at least one hospitalization for heart failure during the 6 months before the begin-
ning of telemonitoring. The telemonitoring period is planned for a 180-day duration, with
possible re-enrolment under particular conditions. The period may be interrupted, by proto-
col, if a hospitalization lasting more than 8 days occurs or because of surgical intervention;
we considered these two cases and decease as ‘negative’ conclusions of the treatment, while
other types of ‘external’ events that forced interruption, such as a change of dwelling or the
decision by the patient herself/himself to stop the therapy, have been considered as drop-outs.
Since data regarding telemonitoring periods have a limited scope, we requested an interro-
gation of the regional administrative PHD, to obtain hospital discharge data (SDOs) stored
during the ﬁve years of interest. Each one of these records contains extensive information
about a single hospitalization, such as date, duration, drugs received, DRG (Diagnosis
Related Group, a classiﬁcation code for patients discharged from hospital, based on the type
of resources used during the stay) and other data of clinical interest. This information is used
to estimate pre-telemonitoring hazard functions, so the subset of records regarding just pre-
telemonitoring hospital admissions for each patient has been extracted from the full database.
Each one of the available subjects is identiﬁed by a unique code, derived from an anony-
mizing procedure applied to her/his identity number, and used to retrieve from the SDO
database her/his hospitalization history in the period 2004–8. The linkage and matching of
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information between these two databases resulted in the constitution of an initial sample of
1081 patients. A reduction of this dataset was operated in the second part of the analysis, to
include only subjects whose telemonitoring period started at least in 2006. In this way, a
2-year time window before telemonitoring is available for all of them, ensuring better back-
ground for predictive tasks.
The risk of hospital readmission is obviously zero during each hospital stay, which typically
lasts some days (mean duration = 17.18±28.03 days). We deal with this issue by removing
the hospital stay period from the process time count and by counting just once consecutive
hospitalization periods that were eventually registered as multiple in the database because
of a patient’s transfer to a different structure or for any other reason. The time variable is
expressed in days passed from 1st January 2004.
The following analyses have been carried out using the statistical software R (R Develop-
ment Core Team, 2009). For hazard estimation packages gcmrec (González et al., 2009) and
frailtypack (González et al., 2010) have been used, while package cobs (Ng & Maechler,
2009) has been used for constrained smoothing.
3.1. Hazard estimation and dimensional reduction
The ﬁrst step of the analysis consists in the estimation of model (5) for cumulative hazard
functions, using the procedure explained in section 2.2.
The beginning of telemonitoring is introduced as a censoring time i , i=1, . . ., n, for the
hospitalization counting processes, assuming that this event does not inﬂuence preceding hos-
pitalizations; this assumption seems reasonable, on the basis of the enrolment protocol.
Following medical advice, subject age is included as covariate Xi(s) in (5), providing the
following model for patients i=1, . . ., n
i(t |Xi)=
∫ t
0
Ci(s)0(s)Ni (s
−) exp [Xi(s)] ds,
with Ci(s)= I{s≤i}. Including age at t=0 as a time-independent covariate would yield simi-
lar results in the following, but we include it as a continuous variable, because hospital admis-
sions occur for each patients at different distances from the beginning of observation time.
Moreover, this choice is coherent with the assumption that the inﬂuence of a covariate on
hazard does not depend on the particular time instant when we start observing the
subject.
Estimated baseline cumulative hazard ˆ0(t) is represented in Fig. 1 (dashed line), while
parameter estimates are shown in Table 1. We notice that parameter , describing the effect
of a new event on the risk of future hospitalizations, is signiﬁcantly higher than 1, according
to a one-sided hypothesis test; this means that a new event represents an increase in rehospi-
talization risk. Parameter , related to the age covariate, is surprisingly negative, indicating
that the risk of rehospitalization is slightly lower for older patients; this could be explained
by the fact that in the old population considered (the mean age is 67.82±11.19) subjects who
survived up to a higher age are the less frail ones.
Since the non-parametric estimator used for 0(t) produces a step function, we perform a
smoothing of this estimate with the method proposed in section 2.2; for the B-Spline basis,
we choose polynomial order 2 and 20 equally spaced knots. A comparison between the non-
parametric estimate and the B-spline smoothed estimate is shown in Fig. 1. In this picture
we also notice that the cumulative baseline hazard function ˆ0(t) has a convex behaviour,
describing a gradual increase of instantaneous risk due to the disease, common to the whole
population.
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Fig. 1. Results of baseline cumulative hazard function estimation: ˆ0 (dashed line) and its smoothed
version ˜0 (solid line).
Table 1. Results of hazard parameters estimation
Estimate Std. dev. p-value
 1.21 0.00887 <2 ·10−16*
 −0.00336 0.00172 0.051
p-value * refers to a test with null hypothesis ≤1.
Both tests are carried out with a normal approxima-
tion for maximum likelihood estimators.
Once ˜0 has been computed, we can reconstruct individual cumulative hazard processes, let-
ting Xi(t)=Xi(t), representing the age of patient i. Plugging (Xi(t),Ni(t), i , ˆ, ˆ) for i=1, . . ., n
in (6) gives the reconstruction of cumulative hazard processes for all the considered patients,
shown in Fig. 2A. To verify that the condition E[i(t) |Xi(t)]=E[Ni(t) |Xi(t)] holds, it is
possible to visualize the mean functions of point processes and of cumulative hazard
processes, computed using the cumulative mean increment estimator ˜n suggested in sec-
tion 2.2. To address the problem of computing this conditional expectation, we can split
the sample in classes Ac1 ,Ac2 , . . . of similar initial age and average on these classes to approxi-
mate E[i(t) |Xi(t)] and E[Ni(t) |Xi(t)]. For example, the martingale residual trajectories and
their average for subjects belonging to the age class A60 ={i : ai ∈ (55, 65]} are shown in
Fig. 2B; we can see that residuals Mˆi(t)=Ni(t)− ˜i(t), i ∈A60, seem to have the expected
behaviour.
Figure 3 shows a comparison between average curves computed using pointwise estimator
n and estimator ˜n, respectively; in the left panel we notice that average curves estimated
with n are non-monotone and heavily biased because of right censoring, while average curves
estimated with ˜n, depicted in the right panel, suffer from censoring only at the very right
end of the domain.
A dimensional reduction of the functional dataset of cumulative hazard functions is oper-
ated via principal component analysis, so that FPC scores can be used as indicators of pre-
telemonitoring risk status and be added to other variables retrieved from the telemonitoring
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Fig. 2. Estimated trajectories and martingale residuals. (A) Reconstructed realizations of cumulative
hazard processes. (B) Trajectories of residuals Mˆi(t)=Ni(t)− ˜i(t), i ∈A60, and their average (thick
line).
Fig. 3. Average curves of counting process data (dashed lines) and of reconstructed cumulative hazard
functions (solid lines) for age class A60. (A) Mean curves obtained with the pointwise estimator n.
(B) Mean curves obtained with estimator ˜n.
survey in the subsequent logistic regression model. To avoid the problem of censoring, as
previously mentioned, we choose patients for which at least 2 years of clinical history before
telemonitoring are available in our records, and restrict the time window for our analyses to
exactly the 2 years preceding telemonitoring. Doing so, we obtain a dataset of n=747 curves,
evaluated on a grid of length m=730 (hazard functions were computed on a uniform time
grid with daily spacing).
Before proceeding to principal component analysis, curves are centred by subtracting their
mean function n(t) (which coincides with estimator ˜n(t) on the chosen subset of data);
moreover, the noise term i(t) is discarded, since curves have already been estimated with
smoothness.
We shall now select the components to be considered in the subsequent analysis. A simple
and effective criterion consists in choosing the ﬁrst K components, such that their associated
© 2012 Board of the Foundation of the Scandinavian Journal of Statistics.
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Table 2. First K =2 eigenvalues obtained
with FPCA
	1 	2
Value 777.04 45.64
% variance 94.08 5.53
Cum. % variance 94.08 99.60
Fig. 4. In the upper panels, ﬁrst K =2 eigenfunctions obtained with FPCA; in the lower panels, rep-
resentation of n(t) (solid line) and n(t)± 	kk(t) (‘+’ or ‘−’, respectively), k=1, 2.
eigenvalues explain a proportion of variance c>95 per cent. This criterion leads to the choice
of the ﬁrst K =2 components, as detailed in Table 2.
Figure 4 shows the two relevant functional principal components in the top panels and
n(t)± 	kk(t), k=1, 2 in the bottom panels. The ﬁrst component is monotone increasing,
and is highly dominant in the description of data curves, while the second one is decreasing,
characterizing curves that do not grow very fast also on a long time period.
3.2. Generalized linear model estimation
The ﬁnal goal of this work is the prediction of telemonitoring outcome, deﬁned as a binary
variable with value 1 if telemonitoring has regular conclusion and 0 if the period is termi-
nated by an adverse event, that is, hospitalization, surgical intervention or decease. The scores
of principal components 1 and 2 of individual hazard functions are considered as covari-
ates that summarize the features of the patients’ pre-telemonitoring clinical history, and they
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are used to predict telemonitoring outcome together with a subset of the variables present
in the telemonitoring database. In particular, clinicians suggested to take into account diag-
nosis and etiology of the last hospitalization before telemonitoring and sex. Variable diagnosis
has 3 levels (congestive, left or unspeciﬁed heart failure), while etiology has 5 levels (hyper-
tensive, hyschaemic, primary, valve, other). Following the notation introduced in section 2.4,
the probability of normal outcome pi takes the following form
pi =
exp
(∑2
k=1 ikk +wTi 
)
1+ exp
(∑2
k=1 ikk +wTi 
) , for i=1, . . ., n,
where pi =E(Yi |wi , i1, i2) and wi is composed by dummy variables representing cathegorical
covariates sex, diagnosis and etiology.
The model output is reported in Table 3. Scores 1 and 2 are both signiﬁcant, and their signs
are coherent with a possible interpretation: principal component 1 is an increasing function,
so a larger score, which represents a steeper cumulative hazard process, implies a lower prob-
ability of regular conclusion; component 2, instead, is decreasing, and its estimated coefﬁcient
has opposite sign, indicating that patients who have lower cumulative hazard for long times
have a higher probability of normal conclusion of the telemonitoring period. Also, we can
notice a slight dependence on etiology; in particular, valvular etiology seems to increase the
probability of early conclusion of telemonitoring caused by an adverse event. Instead, there
is no signiﬁcant difference in the probability of adverse events among either men and women,
nor among subjects with different types of diagnoses.
We shall now compare the approach proposed in this work with a frailty model for hazard
functions, in which estimated frailties are used as predictors for the logistic regression. The
shared gamma frailty model is formulated as
(t |Xi ,Zi)=Zi0(t)Ni (t−) exp [TXi(t)],
where Z1, . . .,Zn are i.i.d. from a Gamma(1/, 1/) distribution; notice that  represents the
frailty variance, so that in the limit → 0 the variable is constant and equal to 1. Since
we are interested in individual hazard processes, a full likelihood approach, such as the one
proposed in Rondeau et al. (2003), is not viable, because random effects are integrated out
and only population parameters are estimated. Anyway, this approach is useful to assess the
signiﬁcance of random effects, while a computationally heavier EM algorithm can be used
to estimate individual zis. We used the R package frailtypack to check the signiﬁcance
of the parameters in the frailty model, while the estimates of the zis have been obtained with
Table 3. Estimates, standard errors and p-values for the parameters of the
logistic regression with FPCA scores
Parameter Estimate Std. error p-value
0 (Intercept) 14.8108 437.0832 0.9730
1 (Sex) 0.1557 0.2167 0.4726
2 (Etiology – Hypertensive) 0.0669 0.4469 0.8810
3 (Etiology – Hyschaemic) −0.0187 0.2506 0.9405
4 (Etiology – Primary) −0.0819 0.3199 0.7981
5 (Etiology – Valve) −0.8867 0.4673 0.0790
6 (Etiology – Other) −0.6599 0.3593 0.1248
7 (Diagnosis – Congestive) −13.8204 437.0832 0.9748
8 (Diagnosis – Left) −13.1587 437.0832 0.9760
9 (Diagnosis – Unspeciﬁed) −13.6343 437.0833 0.9751
1 (FPCA score 1) −0.0144 0.0039 0.0003
2 (FPCA score 2) 0.0567 0.020490 0.0056
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Table 4. Estimates, standard errors and p-values for the parameters
of the logistic regression with estimated frailties
Parameter Estimate Std. error p-value
0 (Intercept) 15.2024 436.2230 0.9722
1 (Sex) 0.1513 0.2160 0.4833
2 (Etiology – Hypertensive) 0.15180 0.4460 0.7336
3 (Etiology – Hyschaemic) 0.1492 0.2503 0.5511
4 (Etiology – Primary) −0.0452 0.3084 0.8834
5 (Etiology – Valve) −0.9230 0.4657 0.0474
6 (Etiology – Other) −0.4346 0.3624 0.2305
7 (Diagnosis – Congestive) −13.7154 436.2230 0.9749
8 (Diagnosis – Left) −13.0917 436.2230 0.9761
9 (Diagnosis – Unspeciﬁed) −13.688 436.2230 0.9750
Z (Frailty) −0.6865 0.1769 0.0001
Table 5. Comparison between the logistic regression model with
FPCA scores (=0) and with estimated frailties (=0.68):
AIC, Brier score and cross-validation error (MSE)
Parameter AIC Brier score CV error
=0 688.6547 0.1614153 0.1675431
=0.68 691.8656 0.1630643 0.1688114
package gcmrec, using the EM algorithm presented in Peña et al. (2007). When the multi-
plicative frailty component is considered, 0.68 with a signiﬁcant difference from 0 (a Wald
test gives a p-value near 0), while age and process state Ni(t) in this case are not signiﬁcant
(p-values >10%). On this basis, we ﬁt the model without covariates using the EM algorithm
implemented in package gcmrec, and use the estimated frailty realizations z1, . . ., zn as pre-
dictors in a logistic regression model; the output of this model is presented in Table 4.
Table 5 shows a comparison between the logistic regression ﬁts with FPC scores and esti-
mated frailty realizations. Notice that the model with FPC scores has lower AIC with respect
to the model with frailties, while the lower Brier score denotes a better ﬁt to data. Moreover,
a lower leave-one-out cross-validation error, computed using a mean square error cost func-
tion, denotes a higher predictive power for the ﬁrst model.
The fact that by using FPC scores related to dominant principal components we poten-
tially introduce many covariates for the logistic regression, while the frailty approach pro-
duces only one predictor, should be considered as an additional feature of the FPC approach.
Estimated frailty realizations represent just an ampliﬁcation factor for population hazard,
while the functional principal component analysis is capable of catching arbitrarily complex
behaviours of intensity in time. In this case, the second score describes a late stabilization of
the patient’s health, a phenomenon that is not captured by the frailty variable. The estima-
tion process for the shared Gamma frailty model with respect to the estimation process for
the ﬁrst model, despite the FPCA step, is also computationally heavier.
4. Concluding remarks
In this work, a novel approach to the analysis of telemonitoring data has been proposed,
aimed at getting deeper insight on the patient’s health status using data from clinical reg-
istries and PHD. The presented methodology, involving database integration, counting pro-
cess modelling of critical events and generalized linear models, can be applied to the study
of many different pathologies, thanks to its capability of dealing with complex data.
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The counting process model is a natural way of representing the occurrence of hospitaliza-
tions in time, and enables us to include a large piece of information contained in the PHD
to describe the clinical history of a patient. The model used is very general and allows to
describe complex dynamics in an easily interpretable form.
The obtained trajectories are thus studied as functional covariates in the framework of
generalized linear models with functional covariates, which offers a powerful tool to analyze
dependencies and to perform classiﬁcation and prediction in a wide range of applications.
Using the FPCA it is possible to perform dimensional reduction of functional data, allowing
to use well established methods for GLM estimation and inference in a multivariate setting
and borrowing strength from both techniques.
The obtained results could have an impact on the planning of this care strategy and pro-
vide support to the decision of allocating a patient to telemonitoring, basing on her/his proba-
bility of concluding it regularly. Further development of this framework in cooperation with
medical staff will include the selection and use of various different time dependent and inde-
pendent variables to study telemonitoring effectiveness on quality of life, mortality and costs,
and could lead to the deﬁnition of a useful tool for health care assessment and treatment
planning.
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