Abstract. We prove that the following three properties for a Banach space are all different from each other: every finite convex combination of slices of the unit ball is (1) relatively weakly open, (2) has nonempty interior in relative weak topology of the unit ball, and (3) intersects the unit sphere. In particular, the 1-sum of two Banach spaces does not have property (1), but it has property (2) if both the spaces have property (1); the Banach space C[0, 1] does not have property (2), although it has property (3).
Introduction
All Banach spaces we consider are over the field R of real numbers and infinite-dimensional, if not stated otherwise. For a Banach space X, let B X , S X , and X * denote the unit ball, the unit sphere, and the dual of X, respectively. By a slice of B X we mean a set of the form S(x * , α} = {x ∈ B X : x * (x) > 1 − α}, where x * ∈ S X * and α > 0. A convex combination of slices of B X is a set of the form
where n ∈ N, λ 1 , . . . , λ n ≥ 0 with n i=1 λ i = 1, and S 1 , . . . , S n are slices of B X . By Bourgain's lemma [4, Lemma II.1], every nonempty relatively weakly open subset of the unit ball of a Banach space contains a convex combination of slices of the unit ball. But the converse is not always true: a convex combination of slices of the unit ball in general need not have a nonempty relatively weakly open subset (see, e.g., [4, Remark IV.5 p. 48]. Although in some Banach spaces every convex combination of slices of the unit ball has nonempty interior in relative weak topology of the unit ball, e.g., in C(K), for scattered compact K, in particular, in c, and in c 0 , as it is shown in a very recent preprint [1] . In fact, [1, Theorems 2.3 and 2.4] asserts that in C(K), for scattered compact K, and in c 0 , every convex combination of slices of the unit ball is relatively weakly open.
Every nonempty relatively weakly open subset of the unit ball of a Banach space intersects the unit sphere. Therefore a convex combination of slices has to intersect the unit sphere in order to have nonempty relative weak interior. One can immediately verify that in the spaces C[0, 1] and L 1 [0, 1] every convex combination of slices of the unit ball intersects the unit sphere; the same is true for ℓ ∞ (see, e.g., [1, Examples 3.2 and 3.3] .
Let us consider the following three properties for a Banach space: (P1) every convex combination of slices of the unit ball is open in the relative weak topology (of the unit ball); (P2) every convex combination of slices of the unit ball has nonempty interior in the relative weak topology (of the unit ball); (P3) every convex combination of slices of the unit ball intersects the unit sphere. Clearly, one has (P1) =⇒ (P2) =⇒ (P3).
In this paper we prove that these three properties are all different from each other. In fact, their difference appears by studying how they act under direct sums with absolute norms. We also show that the space C[0, 1] does not have property (P2), although it has property (P3), according to the remark above. This, of course, also implies the difference of (P2) and (P3).
Recall that a norm N on R 2 is called absolute (see [3] ) if
and normalized if N (1, 0) = N (0, 1) = 1.
For example, the p-norm · p is absolute and normalized for every p ∈ [1, ∞] . If N is an absolute normalized norm on R 2 (see [3, Lemmata 21.1 and 21
with |a| ≤ |c| and |b| ≤ |d|, then
• the dual norm N * on R 2 defined by
is also absolute and normalized. Note that (N * ) * = N .
If X and Y are Banach spaces and N is an absolute normalized norm on R 2 , then we denote by X ⊕ N Y the direct sum X ⊕ Y equipped with the norm (x, y) N = N ( x , y ) for all x ∈ X and y ∈ Y . In the special case where N is the ℓ p -norm, we write
Definition. We say that an absolute normalized norm on N on R 2 has the positive strong diameter 2 property if whenever n ∈ N, positive f 1 , . . . , f n ∈ S (R 2 ,N * ) * , α 1 , . . . , α n > 0, and λ 1 , . . . , λ n ≥ 0 with
Stability results of properties (P1), (P2), and (P3) under direct sums
We start with the following observation, which is a our joint result with Trond A. Abrahamsen and Vegard Lima. Proof. Put Z = X ⊕ N Y , and let x * ∈ S X * and y * ∈ S Y * . Fix ε > 0 such that N (1, 1 − ε) > 1. Consider the following four slices of B Z :
We show that C is not relatively weakly open in B Z . First, note that (0, 0) ∈ C. To see this, choose x ∈ B X and y ∈ B Y with x * (x) > 1 − ε and y * (y) > 1 − ε. Clearly, (x, 0) ∈ S 1 , (−x, 0) ∈ S 2 , (0, y) ∈ S 3 , and (0, −y) ∈ S 4 . Therefore 
where n ∈ N, z * i = (x * i , y * i ) ∈ Z * , and δ > 0. Define U = {u ∈ B X : |x * i (u)| < δ, i = 1, . . . , n}. Then U is a relatively weakly open neighborhood of 0 ∈ X; therefore U intersects the unit sphere of X. Fix an u ∈ S X ∩ U . Then clearly (u, 0) ∈ W . Since W ⊂ C, this implies that there exist (x j , y j ) ∈ S j , j = 1, . . . , 4, such that
To obtain a contradiction, consider (x 3 , y 3 ). The conditions u = 1 and (x 3 , y 3 ) ∈ S 3 imply that x 3 = 1 and
In contrast to property (P1), property (P3) is stable under 1-sums.
Proposition 2.2. Let X and Y be Banach spaces with property (P3), and let N be an absolute normalized norm with the positive strong diameter 2 property. Then X ⊕ N Y has property (P3).
Proof. We follow an idea from [5] . Put Z = X ⊕ N Y . Consider a convex combination of slices of B Z , say
and
Since N has the positive strong diameter 2 property, there exist
Assume first that µ = 0 and ν = 0. Define
Since X and Y have property (P3), there exist
Consider now the case, where µ = 0. The case, where ν = 0 is similar and is therefore omitted. We can assume that λ i > 0 for every i. Since µ = 0, we have a i = 0 and b i = 1 for every i. Since Y has property (P3), there exists
The following theorem together with the above ones will lead to our main conclusion in this section. Theorem 2.3. Let X and Y be Banach spaces with the property that normone elements in convex combinations of open slices of the closed unit ball are interior points of these combinations in the relative weak topology (of the closed unit ball). Then also the 1-sum X ⊕ 1 Y has the same property.
Proof of Theorem. Put Z := X ⊕ 1 Y , and let n ∈ N, let
λ i y i , and
We must find a finite subset C of Z * and a δ > 0 such that, for
For every i ∈ {1, . . . , n}, putting
observe that S X i and S Y i are slices of, respectively, B X and B Y with x i ∈ S X i and y i ∈ S Y i , and
Indeed, whenever u ∈ S X i and v ∈ S Y i , one has z * i
We only consider the case when both x = 0 and y = 0. (The case when x = 0 or y = 0 can be handled similarly and is, in fact, simpler.)
For every i ∈ {1, . . . , n}, letting
one has α i , β i ≥ 0, and
Observing that
there are finite subsets A of S X * and B of S Y * , and a γ ∈ (0, 1) such that, for
. Choose x * ∈ S X * and y * ∈ S Y * so that x * (x) = x and y * (y) = y . Let W be defined by (2.1) where δ > 0 satisfies δ < γ min{ x , y } 2 , and 2δ < γ i 2 for all i ∈ {1, . . . , n}.
and, similarly, v > y − δ; thus
whence u < 1 − y + δ = x + δ, and, similarly, v < y + δ. There are two alternatives:
(1) u ≤ x and v ≤ y ; (2) u > x or v > y . Let us consider the case (2) . In this case, one may assume that u = x + ε and v = y − ε 1 where 0 < ε ≤ ε 1 < δ. Setting
Since u 0 x ∈ S X and, for every u * ∈ A,
one has u 0 x ∈ U , thus there are u i ∈ S X i , i = 1, . . . , n, such that
Similarly, since v 0 y ∈ S Y and, for every v * ∈ B,
Now,
Thus, setting
and it remains to observe that w i ∈ S i for every i ∈ {1, . . . , n}. Indeed,
In the case (1), one immediately verifies that u x ∈ U and v y ∈ V , thus one has the representations (2.2) and (2.3) with u i ∈ S X i and v i ∈ S Y i for u 0 = u and v 0 = v, and it follows that
The next result follows easily from Proposition 2.2 and Theorem 2.3.
Proposition 2.4. Let X and Y be Banach spaces with property (P1). Then X ⊕ 1 Y has property (P2).
Proof. Let C be a convex combination of slices of the unit ball of X ⊕ 1 Y . By Proposition 2.2, there exists a norm-one z ∈ C. By Theorem 2.3, the point z in an interior point of C in the relative weak topology of the unit ball.
Propositions 2.1 and 2.4 immediately imply our main result in this section.
Corollary 2.5. Properties (P1) and (P2) are different.
We now turn to ∞-sums. Property (P1) is stable under ∞-sums. Proof. Set Z := X ⊕ ∞ Y . Assume that X and Y have property (P1). Let n ∈ N and consider the slices
for all i ∈ {1, . . . , n}.
For every i ∈ {1, . . . , n}, define
Observe that S X i and S Y i are slices of, respectively, B X and B Y , and
is relatively weakly open in B Z , we are done.
Assume now that Z has property (P1). We only show that X has property (P1), similarly one obtains that Y has property (P1). Let C be a convex We have
have nonempty relatively weak interior, there are x ∈ B X , y ∈ B Y , and relatively weakly open subsets U ⊂ B X and V ⊂ B Y such that
Clearly U × V ⊂ B Z is relatively weakly open and
Assume now that Z has property (P2). We only show that X has property (P2), similarly one obtains that Y has property (P2). Let C be a convex combination of slices of B X . Then D := C × B Y is a convex combination of slices of B Z ; therefore D has nonempty interior in the relative weak topology of B Z . Thus C has nonempty interior in the relative weak topology of B X .
By Proposition 2.6, in order for the ∞-sum of two Banach spaces to have property (P1), it is necessary that both these spaces have (P1). By Proposition 2.7, the same is true for property (P2). For property (P3) in the same situation, it suffices that only one of these spaces has (P3). Proof. Set Z = X ⊕ ∞ Y . Consider a convex combination of slices of B Z , say
Then S X i is a slice of B X and x i ∈ S X i . Since X has property (P3), there exists u = n i=1 λ i u i ∈ S X , where u i ∈ S X i . It remains to obsreve that (u i , y i ) ∈ S i and
Since there exists Banach spaces without property (P3), Propositions 2.7 and 2.8 immediately imply our second main result in this section.
Corollary 2.9. Properties (P2) and (P3) are different.
3. C 0 (K) with K non-scattered fails property (P2) Theorem 3.1. Let a locally compact Hausdorff topological space K admit an atomless regular finite Borel measure µ. Then C 0 (K) admits a convex combination of slices (of the closed unit ball) with empty interior in the relative weak topology (of the closed unit ball).
Remark 3.1. A topological space K is said to be scattered (or disperse) if every non-empty subset of K has an isolated point (with respect to this subset). (Equivalently, K is scattered if it does not contain non-empty perfect subsets.) In [8] , it was proven that, for a compact Hausdorff topological space K, the following assertions are equivalent:
(i) K is scattered;
(ii) there exist no non-zero atomless regular Borel measures on K. In fact, the implication (i)⇒(ii) is due to Rudin [9] . A more direct proof of the equivalence (i)⇔(ii) can be found in [6] with the proof of (i)⇒(ii) being stunningly simple.
The equivalence (i)⇔(ii) easily generalizes to locally compact Hausdorff spaces (see [7] for details).
Remark 3.2. In [1] , it has been proven that, for an infinite compact scattered Hausdorff topological space K, the Banach space C(K) has property (P1). By Remark 3.1, Theorem 3.1 complements this result: C(K) has property (P1) if and only if K is scattered, and C(K) fails property (P2) if and only if K is not scattered. Remark 3.3. Since every convex combination of slices of the unit ball of C 0 (K) (with K infinite) can easily be seen to intersect the unit sphere, the space C 0 (K) has property (P1). Thus, for a non-scattered K, the space C 0 (K) serves as an example of a Banach space with property (P3) but without (P2).
The proof of Theorem 3.1 uses the following measure-theoretical lemma.
Lemma 3.2. Let Σ be a σ-algebra of subsets of a non-empty set Ω, let n ∈ N, and let µ 1 , . . . , µ n be atomless finite (non-negative) measures on Σ. Then, whenever E ∈ Σ and ε > 0, there are disjoint A, B ∈ Σ such that A ∪ B = E and |µ i (A) − µ i (B)| ≤ ε for every i ∈ {1, . . . , n}.
Remark 3.4. For n = 1, Lemma 3.2 is well known to hold even with ε = 0 (see, e.g., [2, Theorem 10.52]). We do not know, whether it remains true with ε = 0 for n ≥ 2.
Proof of Lemma 3.2. We use induction on n. First, for n = 1, the lemma is well known to hold even with ε = 0 (see, e.g., [2, Theorem 10.52]). Now assume that the lemma holds for n = m for some m ∈ N. To see that it also holds for n = m + 1, let µ 1 , . . . , µ m , µ be atomless finite (non-negative) measures on Σ, let E ∈ Σ, and let ε > 0. Since µ is atomless, we can, for some k ∈ N, represent E as a union E = k j=1 E j of pairwise disjoint sets E j , . . . , E k ∈ Σ satisfying µ(E 1 ), . . . , µ(E k ) < ε. By our assumption, we can represent each E j as a union
. . , m}. We may assume that µ(C j ) ≥ µ(D j ) for every j ∈ {1, . . . , k}. Define A 1 = C 1 and B 1 = D 1 , and proceed as follows: provided l ∈ {1, . . . , k − 1} and A 1 , . . . , A l , B 1 , . . . , B l , define
µ(B j ); 
Also, clearly |µ(A) − µ(B)| < ε, and the proof is complete.
Proof of Theorem 3.1. Throughout the proof, functionals in C 0 (K) * will be identified with their representing (regular finite signed) Borel measures. The Borel σ-algebra of K will be denoted by B K . Without loss of generality, one may assume that µ(K) = 1. Since µ is atomless, there are pairwise disjoint A, B, C ∈ B K whose union is K and
. Define (signed) Borel measures µ 1 and µ 2 on K by Observe that, whenever x ∈ S 1 , one has µ(B x 1 ) < ε, because otherwise one would have
a contradiction. Similarly, whenever y ∈ S 2 , one has µ(B y −1 ) < ε, because otherwise one would have
It follows that µ(B u 0 ) < 2ε for every u ∈
B, because, whenever t ∈ B, one has x(t) = 1 − ε 1 and y(t) = −1 + ε 2 for some ε 1 , ε 2 ∈ [0, ε), and thus
S 2 be arbitrary, let C be a finite subset of the dual unit sphere S C 0 (K) * , and let γ > 0. It suffices to show that the set
contains an element which is not in 1 2
Without loss of generality, one may assume that, for every functional in C, its representing measure is either atomless or a Dirac measure. So one may assume that, for some n ∈ N and some finite subset F ⊂ K, one has C = ν j , δ t : j ∈ {1, . . . , n}, t ∈ F , where each ν j is atomless and δ t is the Dirac measure at t ∈ F .
Define K i k , i = 1, 2, and
Again, by the regularity of ν, there is an open set U ⊃ F ∩ D such that ν(U ) < δ. By Tietze's extension theorem, there is a u ∈ B C 0 (K) such that
One has u ∈ U , because |δ t (u − z)| = |u(t) − z(t)| = 0 for every t ∈ F and |ν j (u − z)| < γ for every j ∈ {1, . . . , n}. Indeed, since
and On the other hand, since, for every t ∈ K \ U , |u(t)| ≥ 1 − ε − |z(t)| > 1 − 2ε > ε, one has K \ U ⊂ B u 0 and thus
This proves that u / ∈ 1 2 S 1 + 1 2 S 2 .
In particular, one has the following corollary from Theorem 3.1 (and Remark 3.3), Corollary 3.3. The Banach space C[0, 1] has property (P3) but fails (P2).
