Here we introduce a new model for random 2 − SAT . It is wellknown that on the standard model there is a sharp phase transition, the probability of satisfiability quickly drops as the number of clauses exceeds the number of variables. The location of this phase transition suggests that there is a direct connection between the appearance of a giant in the corresponding 2n-vertex graph and satisfiability. Here we show that the giant has nothing to do with satisfiability, and in fact the expected degree of a randomly chosen vertex is the important thing.
Introduction
Let {x 1 , x 2 , . . . , x n } be a set of n Boolean variables. The corresponding set of literals is X := {x 1 , x 1 , . . . , x n , x n }, A 2-clause is a set of two literals from X, we say a clause is satisfied by an assignment of the variables if and only if at least one of its literals is true. The question of RANDOM 2-SAT takes a family of 2-clauses and asks if there is an assignment to the Boolean variables for which every clause is satisfied. It is very well-studied when the family is chosen uniformly at random from the set of all 2n 2 possible 2-clauses, as n → ∞. Notation 1 For any m, let F 2 (n, m) denote a set of m 2-clauses, where each 2-clause is chosen uniformly at random from the set of all 2n 2 possible 2-clauses.
The following was proven in [8] and [11] for any fixed constant ǫ > 0:
1. F 2 (n, (1 − ǫ)n) is unsatisfiable whp 1 .
2. F 2 (n, (1 + ǫ)n) is satisfiable whp.
There have also been several other results which strengthened this to the case where ǫ = o(1) ( [4] , and others), but for the remainder of this paper we will assume ǫ > 0 is a constant. In [8] , Chvátal and Reed describe a bicycle as a formula with at least two distinct variables x 1 , . . . , x s and clauses C 0 , C 1 , . . . , C s that have the following structure: there are literals w 1 , . . . , w s such that each w r is either x r or x r , each C r with 0 < r < s is {w r , w r+1 }, and C 0 = {u, w 1 }, C s = {w s , v} with literals u, v chosen from {x 1 , . . . , x s , x 1 , . . . , x s }. Here they also prove that every unsatisfiable family of 2-clauses contains a bicycle.
Each family of clauses F is easily seen to correspond to a graph G F on 2n vertices, where each vertex of G F corresponds to a literal in F and each edge corresponds to a clause. It is well-known ( [9] , and many others) that G F undergoes a major change right when the number of clauses exceeds n. When F has (1−ǫ)n clauses, the largest connected component of G F has O(log n) vertices and all components are either trees or unicyclic, making a bicycle extremely unlikely. However, when there are (1 + ǫ)n clauses, a giant component of size Ω(n) appears, this component contains a lot of cycles and has a substantial 2-core, and almost any small subgraph appears somewhere.
It is very reasonable to think that the appearance of this complex component has something to do with the first appearance of at least one bicycle, and therefore the change in satisfiability. In [13] , Molloy introduces several examples where the probability of satisfiability dramatically changes with the appearance of a giant component. However, our model will show that this is not the case for 2 − SAT .
Our Model
Given any simple graph G on 2n vertices, we will make a family of clauses S(G) by randomly assigning labels from X to the vertices, then each edge corresponds to one clause. We would like to know the probability that S(G) is satisfiable over the space of all possible assignments to the vertices. This question is equivalent to the one with F 2 (n, m) if G is a random graph with m edges, however we allow G to be anything, provided ∆(G) isn't extremely large. This model does allow clauses x i ∧ x i which are usually excluded in 2-SAT, however whp we will have O(1) such clauses, which makes no difference in any of our results.
An equivalent question to the satisfiability of S(G) is to add a random perfect matching M to G, and see if there are exactly n vertices in G which cover E(G) ∪ M . We must take exactly one vertex from each edge in M for an edge cover of size n, and these n vertices must cover every edge in G. Vertices in the edge cover are "true", while vertices out of the edge cover are "false". We will primarily use this model, in most cases we will expose one matching edge at a time by randomly choosing from all unmatched vertices.
Theorem 1 If G is a graph with 2n vertices, less than (1 − ǫ)n edges for some ǫ > 0, and ∆(G) = o( n 1/10 log n ), then S(G) is satisfiable whp.
This can be thought of as an extension of the result stated above, in that case G would be a random graph with 2n vertices and up to (1 − ǫ)n edges.
The other half of this seems more difficult, but we can prove it provided that enough of the edges come from vertices of a degree less than O(log n).
Notation 2 For all i ≥ 0, define d i as the number of vertices of degree i.
Theorem 2 If G is a graph with 2n vertices and ∆(G) = o(n 1/8 ), and there is some ǫ > 0 and function τ ≤ c log n for some constant c < 3ǫ 16 such that
then S(G) is not satisfiable whp.
This is still an extension of the above result because a random graph with (1+ǫ)n edges will whp satisfy (1) with τ equal to some sufficiently large constant.
If there are o(n) high-degree vertices incident with more than ǫn edges, the structure of the graph is much more important. However, we do believe the following to be true:
Conjecture 1 If G is a graph with 2n vertices and more than (1 + ǫ)n edges for some ǫ > 0, then there exists some φ > 0 such that if
In section 5 we discuss some other results we have and why they lead us to believe Conjecture 1 is true.
Finally, the proof of Theorem 2 will use the following. If G has few isolated vertices, then it is not satisfiable provided at least some ratio of the vertices have degree 2 or more.
Note that in this case ∆ = o(n 1/4 ) and d 0 = o(n) are implied since i≥0 d i = 2n. The following is easily obtained from the Azuma-Hoeffding inequality : If {X i } i≥0 is a sequence of random variables such that all differences X k+1 − X k are independent for all k ≥ 0, and
is true for all λ > 0.
Proof of Theorem 3
Suppose that G is any graph with 2n vertices and there are functions α(n) and µ(n) which satisfy the following:
(c.) Either (a.) or (b.) is satisfied with equality.
Existence of α(n) is clear from the conditions of Theorem 3, and (d.) defines µ(n). To show that (2) also implies (e.), note that
with the last inequality coming from (c.).
Begin by iteratively removing any edges which join two vertices of degree at least 3. Note that this doesn't change n or any of the above facts, and when finished it will allow us to say that G satisfies (f.) Every edge in G is incident with at least one vertex of degree 1 or 2.
First, we will pick any non-isolated vertex v 0 from G. We are going to prove that with probability 1 − o(1), making v 0 false will lead to a contradiction. Since half of the vertices must be false in any valid assignment, and there are only o(n) isolated vertices in G, this shows that a valid assignment exists with probability o(1).
Start by setting v 0 false, we are going to expose the matching of G one edge at a time. While doing this, we will keep track of the following three sets:
• T is the set of "active" true vertices, vertices which must be true but are not yet matched. Our contradiction will be a matching edge within T . Initially T = N (v 0 ) since v 0 is false, and T = ∅ when we start because v 0 is a non-isolated vertex.
• U is the set of all unmatched vertices which are considered "free" because at least one of their neighbors was set true, or because they are isolated. Initially U will be the set of all isolated vertices along with N (N (v 0 )), we also include v 0 in U to make notation easier.
• V is the set of all other unmatched vertices not in T ∪ U . Initially
Notation 3 For any vertex v, we will write
So, T ∪ U ∪ V is the set of currently unmatched vertices. As long as T = ∅ we are going to select v ∈ T and match it with a randomly chosen unmatched vertex v. Then N (v) must be true so it goes to T , and N 2 (v) will be declared "free". This is the precise algorithm we will follow.
1. Start with i = 0 and initial sets T 0 , U 0 , V 0 described above.
2. While T i = ∅ and i ≤ α(n) √ n: Pick any vertex v i ∈ T i and match it with a random vertex
• If v i ∈ T i then STOP, we have our contradiction.
•
• i = i + 1.
STOP, either
We note some bounds on |U i | and |V i | in the course of the algorithm. For any vertex u, we have N 2 (u) ≤ 2∆ from (f.). Therefore, |U i+1 | − |U i | ≤ 2∆ for all i, and since i ≤ α(n) √ n through our process, we have
Similarly,
and in this case
The value of d 1 never increases through the process because any vertex which loses an edge is immediately "free". Therefore we have
Lemma 1 With high probability
2 j. We prove this below, for now assume it is true. So, whp our algorithm will end either with v i ∈ T i or with i > α(n) √ n, not with T i = ∅. If it ends with v i ∈ T i we are done, if not then Lemma 1 implies that whp we will finish with
In this case it is extremely likely that a matching edge will occur within T , the probability of no such edge can be bounded by
Thus, from Lemma 1 we can say that whp we will have a matching edge within T , therefore we have our contradiction. 2
Proof of Lemma 1
We first note that {|T i |} i≥0 can be thought of a series of random variables whose differences aren't quite independent, but clearly there is a series {X i } i≥0 of random variables such that X i+1 − X i are independent for all i ≥ 0, and the following are all true:
2. X 0 = |T 0 | ≥ 1 because we chose a non-isolated vertex to start.
Let P 1 be the probability that X i = 0 for some i ≤ α(n) √ n. Furthermore, define p < = Pr(X 1 < X 0 ) and p > = Pr(X 1 > X 0 ). A simple recursion gives us
Certainly P 1 < 1, therefore
Now, define P 2 as the probability that (i.) is true and (ii.) is false. Since
Condition (3.) above allows us to use (3):
Since P 1 + P 2 = o(1), we know that (i.) and (ii.) are true whp. 2
Proof of Theorem 2
Suppose that G is a graph with 2n vertices and ∆(G) = o(n 1/8 ). Also, assume there is some ǫ > 0 and some function τ = O(log n) such that
Notation 4 For any number x, we will write x + = x + o(1).
Let δ be some small positive function satisfying
for some φ > 0, we know such a δ exists because of our assumption on τ . If v is an isolated vertex in G, then any optimal assignment algorithm can set v to be false and v to be true. This defines a procedure which is commonly called pure literal elimination. We are going to do pure literal elimination on G and show that whp it leads to a graph which is not satisfiable whp by Theorem 3.
Notation 5 We will write d i as a function of s, since it will change throughout the process. Step s: Choose any isolated vertex v, and then randomly choose its match v from all other vertices. Make v false and v true, then delete both vertices from the graph, along with any edges incident with v. Increment s by 1.
First, we will show that the ratio between the number of edges and the number of vertices is likely not to decrease too much. Define
for any integer T ≤ τ , and
Note that at any time V s = 2n − 2s − 1. This will be the size of the "pool" of vertices that we have to choose from for v.
Lemma 2
Lemma 3 With high probability, for all s < (1 − δ)n, we have
Lemma 4 With high probability, for some s < (1 − δ)n we have d 0 (s) = 0.
Lemmas 3 and 4 show that whp, there is some number s < (1 − δ)n such that s steps of pure literal elimination will lead to a graph with V s ≥ 2δn vertices, d 0 = 0, ∆ = o(n 1/8 ), and i≥2 d i ≥ Ω( Vs τ ). Theorem 3 shows this is not satisfiable whp whenever n is sufficiently large with respect to δ = δ(T, ǫ) and δ ≥ n −1/2 . It remains only to prove the Lemmas.
Proof of Lemma 2
First, fix any i ≥ 1. To make notation easier, let S i , S i+1 be the set of all vertices of degree i, i + 1, respectively, and let w i , w i+1 be arbitrary vertices in their respective sets. We have
Choose an arbitrary w i ∈ S i (s). We have
Now, the only way a vertex is in S i (s + 1) \ S i (s) is if it had degree i + 1 and it lost a neighbor. Therefore,
When i = 0, the only difference is that E[S 0 (s + 1) \ S 0 (s)] is one less because pure literal elimination randomly matches a degree 0 vertex. 2
Proof of Lemma 3
We will examine the series of variables {
Vi } i≥0 . First to bound the expected change. Lemma 2 gives
for all s, therefore
Since V s is known and V s+1 = V s − 2, we use this to get
for all s during our process. So, for all s we have
Now to bound the actual difference. Each step deletes at most one non-isolated vertex, therefore
Define β(n) = n −φ/2 to be a small positive function, and fix any s < (1−δ)n. We use the above with (4), (3), s < n, and V s ≥ 2δn to get
So, the probability that this is true for any s < (1 − δ)n can be bounded from above by n exp(− 1 12 n φ ) = o(1). Therefore, whp we have
whp for all s < (1 − δ)n, this yields
Proof of Lemma 4
First, we remark that although we are proving this for τ , it is valid for any integer T . We will examine the random variables { d0(i) Vi } i≥0 . First, we bound the difference for all s. Here we use V s+1 = V s − 2 and |d 0 (s + 1)
Now we look at the expected change. First using Lemma 2:
. Now we can use Lemma 3 and V s = 2(n − s) − 1 to say that whp
holds for all s < (1−δ)n. Although the differences in { d0(i) Vi } i≥0 are not independent, and the process stops if d 0 (s) = 0, the "2 + " function clearly leaves room for a series of random variables {X i } i≥0 such that the differences X i+1 − X i are independent for all i ≥ 0, and the following are true whp for all s ∈ [0, (1 − δ)n]:
for all s provided n is sufficiently large. So, if δ < exp(− 2 + τ ǫ − φτ ), we will have s < (1 − δ)n satisfying E[X s ] < − ǫφ 2 + , a constant. This allows us to use (3), so for any function α(n) → ∞,
Therefore, whp we have d 0 (s) = 0 for some s < (1 − δ)n.
Proof of Theorem 1
Suppose that G is any graph with 2n vertices and ǫ > 0 satisfies the following:
1. G has less than (1 − ǫ)n edges.
∆(G)
α(n) where α(n) ≥ 24 5ǫ 2 log n and α(n) = O(log n). To make notation easier, we will define
First we choose any vertex v 0 ∈ G and set it false, a set T will give rise to a process similar to section 2. However, now that the expected degree is less than 1, we will show that whp there will be no contradiction, we will most likely finish with T = ∅ instead of an edge within T or i > i * .
Here is the exact procedure we will follow. Since we only need an upper bound on |T |, there is no need to keep track of a set U like in section 2.
Choose any vertex
Pick any vertex v i ∈ T i and match it with a random vertex v i ∈ T i ∪V i −v i .
• If v i ∈ T i then STOP, we have a contradiction.
The only thing that can raise the expected degree of v i above 1 − ǫ is deleting isolated vertices. Deleting other vertices will only lower expected degree. However, we have
Since we start with at least ǫn isolated vertices and won't lose more than o(n) of them, we know that the raise in expected degree must be small, namely
for all i ≥ 0. So, we bound E[|T i |] with the following:
Much like the proof of Lemma 1, we take the random variables {|T i |} i≥0 , and note that the o(1) term in (5) clearly leads to a series random variables {X i } i≥0 such that for all i in our process we have X i ≥ |T i |, |X i+1 − X i | ≤ ∆, and all differences X i+1 − X i are independent. Furthermore, the X i variables can "continue" even after T i = ∅ and our process stops, so we have
For any vertex v ∈ V (G), we have defined a process which begins by setting v false and continues keeping track of sets T and U until either T = ∅, v i ∈ T , or i = i * . Let E v be the event that this process does not end with T = ∅, and define Z v to be the set of all vertices which appear in the corresponding T ∪ U at any time.
Lemma 6 If u, u are chosen randomly from V (G), then
. Lemmas 5 and 6 are proven below.
We can find an assignment to S(G) by iteratively choosing two unmatched vertices and setting one of them false, as long as one of them can be set false we will have a valid assignment. There is no chance of a contradiction between processes because every vertex which gets "set" in a process also gets a match. Therefore, Lemma 6 tells us that we will not find a valid assignment with probability O(n)o(
. So, we are done once we prove Lemmas 5 and 6.
Proof of Lemma 6
Begin by fixing u ∈ V (G). If v ∈ V (G) is chosen randomly, we have
Since (7) holds for all u ∈ V (G),
for any randomly chosen u ∈ V (G), whether E u is true or not. Therefore,
Define A = A u,u to be the event that Z u ∩ Z u = ∅. We have
For the second term, note that being given A, E u ensures that the process starting at u avoids Z u at all times. Therefore, the exact same proof of Lemma 5 with G − Z u in place of G tells us that Pr(E u |A, E u ) = O(n −3/5 ). So, using Lemma 5 and (8) we see that
Proof of Lemma 5
We will prove that all of the following are true with probability 1 − O(n −3/5 ):
(c.) No edges will occur within T .
We have i * >> ∆, so (6) tells us that E[X i * ] ≤ − ǫ 1 + i * . We use (3) with this and the fact that |X i+1 − X i | ≤ ∆ for all i ≥ 0:
with the last inequality holding because of our assumption on α(n). For (b.), it is easy to see that
for all i ≤ i * , therefore the probability of this happening for any i ≤ i * is actually o(n −4/5 ). Finally, if (b.) is true then we have for all
Therefore, the probability that (b.) is true and (c.) is false is bounded by
2 Here we present two very different graphs G 1 , G 2 with (1 + ǫ)n edges but which violate (1), and both S(G 1 ) and S(G 2 ) are not satisfiable whp. The fact that these two vastly different graphs are both satisfiable whp leads us to believe that Conjecture 1 should be true. Then, in Section 5.1 we show that as s approaches n in the pure literal algorithm, the degrees fall exponentially. It seems likely that this should continue even if the degree is not bounded.
Graph G 1 : Fix log n << α(n) ≤ n φ . Let G α be any α(n)-regular graph with 2(1 + ǫ) n α vertices. Let G 1 be G α plus 2n − |V Gα | isolated vertices. We give the following "informal" argument to show that S(G 1 ) is satisfiable whp: Do the pure literal algorithm on all vertices which started out isolated, we will be left with an induced subgraph of G α , say G 
Also, we can most likely say a lot more about the degrees of the vertices. It is extremely unlikely that G α has many high-degree vertices, in fact whp G ′ α satisfies (1) with τ equal to some sufficiently large constant, therefore G 1 is not satisfiable whp by Theorem 3.
Graph G 2 : Again fix log n << α(n) ≤ n φ . Take (1 + ǫ) n α disjoint stars, each with α leaves, then add (1 + ǫ)n − (1 + ǫ) n α isolated vertices to make G 2 . We can use a procedure similar to that of Section 2, stopping if i ≥ √ n. With stars we know exactly what we are working with, for any v i we have a clearly defined N (v i ), N 2 (v i ), and we know that declaring N 2 (v i ) "free" doesn't assume anything, leaves whose parent is deleted are indeed isolated. It is easy to see that for all i ≤ α 3 we have
n + o(n) and |V i | ≥
1−ǫ 2
n − o(n).
If v i ∈ T i for any i we are done, otherwise |T i | behaves as follows:
It is not hard to see that for some constant c, Pr(|T ⌊ √ n⌋ | >> √ n) ≥ c, and whp |T | >> √ n forces an edge within T . Therefore setting any matching edge between two star centers will lead to a problem with constant probability, and whp there will be n α 2 >> 1 such edges.
Starting With Bounded Degree
During the pure literal algorithm, we started with s = 0 and we increased s until it was something close to n. If we let t = s n and v i (t) = 1 n d i (s) for all i, then we can look at this as a function of t, as t goes from 0 to 1. If the maximum degree starting out is T , then we can use Lemma 2 along with methods outlined in [15] to create a system of differential equations, which whp is accurate within O(n −1/2 ). Here is what the system looks like for T = 4, the pattern should be clear. for all i. This implies that for any N , there exists τ > 0 such that by time 1 − τ , whp we have
Although it seems much more difficult to prove, we believe that this nice distribution will continue even if the starting degree is larger than T .
