Abstract: Quadratic assignment problem is one of the great challenges in combinatorial optimization. It has many applications in Operations research and Computer Science. In this paper, the author extends the most-used rounding approach to a one-parametric optimization model for the quadratic assignment problems. A near-optimum parameter is also predestinated. The numerical experiments confirm the efficiency.
Introduction
The quadratic assignment problem (QAP) is one of the great challenges in combinatorial optimization. It is known to be NP-hard. An ε -solution is NP-hard too.
Formally the QAP can be written as . (2) where, A, B and C are n n × matrices, tr denotes the trace of a matrix, and Π is the set of n n × permutation matrices. Throughout we assume A and B are symmetric. For comprehensive survey of QAPs, please refer to Refs. [1] [2] [3] [4] [5] .
In this article we focus on discussing rounding approach. It is most used in many heuristic procedures such as the scatter search [6] , the continuation method [7] and the approach based on solving relaxed quadratic programming [8] . In many cases an infeasible solution C X is obtained from the combination of some feasible points or a / an (local) optimal solution of the relaxed problem. We have to
The stand way to reach the goal is to find out X which is the closest to C X , i.e., we have to solve
Since I XX T = , it reduces to the following linear assignment problem (LAP): We will also use the following sets of matrices:
Where e denotes the vector with all components equal to one and I the identity matrix. We note that
A One-Parametric Model
This problem is a generalization of unconstrained zero-one quadratic problems, zero-one quadratic knapsack problems, quadratic assignment problems and so on. It is clearly NP-hard.
Let
, we can find out a better feasible solution from a linear bi-objective programming
which can be approximately solved by a parameterized LAP
. (14) can be further reduced to a one-parametric model
where θ ≥ 0. The optimal solution of (15)- (16) is denoted by X(θ). Now we have to solve the following one-variable problem ))
It is easy to verify. Proposition 2.1.
is a piecewise constant function with respect to θ.
Illustrations can be found in Fig. 1 
A Near-Optimum Parameter
Instead of solving the above one-parametric optimization problem, we obtain a good predestinate of the best θ in this section. Let the Based on the projection (19), the reduced hessen matrix of (2) Practical data of A and B always have special structures as described in the following corollary. 
can be approximated by 
Numerical Results
In this section, we report our numerical experiments results on some problems from QAPLIB [10] . The infeasible solution C X was generated as follows. . The numerical results reported in Table 1 and Table 2 assignment problems. This model can be applied to other nonlinear assignment problems directly. We inexactly solved this model by 0.618 search method. Better choices depend on the balance between the stopping criteria and solution quality. We preestimated a near-optimum parameter rather than solving the one-parametric model for quadratic assignment problems. Our numerical experiments confirmed the efficiency. Furthermore, the prior parameter can be regarded as the initialization of the one-parametric model and several iterations could be implemented to improve it.
