We develop a mathematical framework for describing local features of a geometric objectsuch as the edges of a square or the apex of a cone-in terms of algebraic topological invariants. The main tool is the construction of a tangent complex for an arbitrary geometrical object, generalising the usual tangent bundle of a manifold. This framework can be used to develop algorithms for automatic feature location. We give several examples of applying such algorithms to geometric objects represented by point-cloud data sets.
Introduction
In attempting to recognize geometric objects, it is often very useful to first recognize identifiable features of the object in question. For example, in correctly identifying a square a natural first step is to locate the corners; this information is enough to determine which square we are dealing with. Similarly, if the object in question is a convex polyhedron, then the vertices and edges of the polyhedron are the most important features to identify. In the case of a cone, one looks for the cone point. It is an interesting problem theoretically and computationally to construct automatic methods for locating such features.
In order to develop such methods, it is first necessary to make mathematical sense of the notion of "feature". A reasonable starting point, based on the examples above, is to define features as singular points of geometric curves, surfaces, etc. Accordingly, in this paper we set ourselves the task of developing automatic methods for locating singular points on a curve, surface, or higher dimensional geometric object.
A desirable feature of such methods is that they should be robust to deformation, to a certain degree. For example, in optical character recognition, it is important that variously deformed versions of a given character should be identified as being equivalent and having equivalent features. The methods we develop here ought to be able to recognize the apex, T-junctions and leg-ends of an upper-case letter "A", even if that letter has been sheared, or bent, or compressed in the vertical or horizontal direction. Another situation where robustness is important occurs when an object is viewed in two different coordinate systems. The locus given by {(r, θ) : 1 ≤ r ≤ 2, 0 ≤ θ ≤ π/2} looks like a rectangle in (r, θ)-space, but it looks like a sector of an annulus when viewed in rectangular coordinates. We develop methods which detect properties of this locus which are invariant under such coordinate changes.
A typical method (see [3] or [5] ), for dealing with such questions is to develop templates, equipped with parameters, with the hope that the figure in question will be very close to a template model, for some choice of the parameter values. For example, in the case of the letter "A" above, one might have a template consisting of a standard letter "A", together with two parameters describing vertical and horizontal compression of the letter. This family of templates may be adequate for a particular class of documents, but it would not be adequate in documents where a "sheared" letter is permitted. Of course, a new parameter can be added which describes the shear. To cover an even larger class of documents, perhaps containing instances of "A" where some of the line segments defining it are in fact curves, yet more parameters are necessary. Clearly this can become unwieldy quite quickly.
By contrast, our approach uses algebraic topology to locate and identify relevant features of objects without requiring the choice of templates, or of parametrized families of deformations. Our method permits us to conclude the existence of a singular point, without having to match it with any particular model of the particular singularity. For example, a sharp bend ("corner") in a curve can be recognized without having to match that region of the curve to any particular pair of lines locally. The idea is to identify algebraic topological invariants which can recognize a singular point, and which are by their nature deformation invariant; instead of trying to match with a larger and larger family of templates.
These invariants automatically distinguish between different kinds of singular points. For example, if our underlying point set is a cube, the set of singular points consists of all the edges on the cube; this includes the vertices, which are common to multiple edges. However, we may wish to isolate the vertices directly. This can be done by adjusting a single parameter in the search. We use a topological invariant referred to as the first Betti number β 1 in this case, and setting β 1 > 1 finds all singular points, while setting β 1 > 3 will find only the vertices.
A key consideration is in what form the geometric objects are presented. For instance, if they are presented using finite systems of algebraic equations and inequalities, then it is typically feasible to determine the collection of singular points explicitly. In this paper, we will instead deal with point cloud data, i.e finite but large sets of points sampled from a geometric object in Euclidean space. Dealing with spaces presented in this form produces computational challenges for us, since one must determine how to "estimate" the topological invariants from a geometric object using only a finite sample from it.
Overview of the method
We now give an informal description of our method. An initial observation is that many singular points are topologically standard. This means that there is a continuous, but not smooth, change of coordinates which transforms the surface locally into a smooth model. Since topological invariants are insensitive to such coordinate changes, this means that we cannot apply topological invariants directly to the spaces in question to detect these features. We are instead forced to consider constructions on the surface, which are sensitive to the local smooth structure, and which produce spaces which can be distinguished by topological methods. In this paper, we will develop an extension of the concept of the tangent bundle to a smooth submanifold of R n , which applies to more general subsets. We will refer to this construction as the tangent complex T (X) of a subset X ⊆ R n ; the tangent complex is a subset of X × R n . It is closely related to the notion of tangent cone used in geometric measure theory (see [4] ).
In many examples, which are topologically standard, T (X) nevertheless produces a space which is topologically distinct from T applied to a smooth submanifold. This will ultimately permit us to detect singular points by finding regions in which the tangent complex is homotopically non-standard. Here are some examples of how the construction behaves; we will give a formal definition in the body of the paper.
Example 1.1 When X is a smooth submanifold of R n , T (X) is the usual tangent unit sphere bundle of X.
Contrast the following two examples.
is the union of two components R × {0} × { e 1 } and R × {0} × {− e 1 }. Here e 1 denotes the standard basis vector (1, 0) ∈ R 2 .
Example 1.3 (L-shaped line.) Let X 2 = R + ×{0} ∪ {0}× R + , where R + denotes the set of nonnegative reals {x : x ≥ 0}. In this case, T (X 2 ) is a disconnected union of four rays, given by R + × {0} × { e 1 }, R + × {0} × {− e 1 }, {0} × R + × { e 2 }, and {0} × R + × {− e 2 }.
The sets in Examples 1.2 and 1.3 are topologically equivalent to the real line, but their tangent complexes fall into two and four connected components respectively. Thus we distinguish X 1 and X 2 by simple topological invariants of T (X 1 ) and T (X 2 ), though the spaces themselves are topologically indistinguishable. In fact for any smooth curve C ⊂ R n , the tangent complex T (C) is topologically equivalent to T (X 1 ). In contrast, for a piecewise smooth curve with k tangent discontinuities, the tangent complex has 2k + 2 connected components. Example 1.3 simply illustrates the case k = 1.
In these simple examples the existence of a corner, or the number of corners, can be derived from the number of connected components of the tangent complex. This may be computed exactly or up to some tolerance using a clustering algorithm ( [7] , pp. 453-480). In higher-dimensional cases it is may not be enough to count connected components, as we see next.
Example 1.4 (One wall.) Let X 3 be the set {0}×R 2 in R 3 . Then the tangent complex T (X 3 ) is connected and has the homotopy type of a circle. Example 1.5 (Two walls meeting at a corner.) Let X 4 be the subset of R 3 given by
In this case the tangent complex is connected, but has the homotopy type of a bouquet of three circles.
Here the presence of singular points in X 4 along the subset {0} × {0} × R can be detected using one-dimensional homology, which detects loops.
In this paper, we use these ideas as the basis for an algorithm to locate the singular set. To give an idea of how the algorithm works, we consider the case of a curve in the plane. The object is to locate any singular points. We suppose that we are dealing with a bounded part of the curve contained in a square window, as in Figure 1 .
The first step in the algorithm is to compute the homology of the tangent complex for the part of the curve contained in the window. If the homology agrees with the standard model of a single smooth curve, then we stop looking for singular points. In this case the tangent complex has four connected components (as in Example 1.3), which is non-standard.
The next step is to divide the window into four smaller windows and repeat the homology calculation in each window ( Figure 2 , left panel). In this case, one of the windows is empty and two of the windows contain a standard curve, and hence have standard homology. As indicated by the shading, we discard these three windows and apply the algorithm recursively on the single remaining non-standard window. Two further iterations of this process are shown in last two panels of Figure 2 . The result is a nested sequence of windows converging on the singular point. If there are several singular points, then the process will have several active branches converging separately to the different singular points.
When implementing this algorithm in practice, we need to take account of the fact that we are dealing with point cloud data. This presents two challenges:
• How do we recover homology from a space represented as point cloud data?
• How do we reconstruct a discrete tangent complex from point cloud data, when it depends on limiting information concerning the underlying space?
In this paper we have taken a straightforward approach to the first question. Given a point cloud space we build a simplicial complex approximation called the Rips complex which depends on a choice of length scale and which has a vertex for every data point considered. Given a simplicial complex, the homology calculation is straightforward linear algebra. The Rips complex is simple to implement but not particularly efficient; it suffices for the examples given here. A more sophisticated approach is the the synthetic Delaunay triangulation developed in [1] .
We reconstruct the tangent complex by using local principal components analysis § at a small number of base points in the complex to obtain a an approximation to the tangent space at these points; then we sample the unit spheres in these tangent spaces uniformly to obtain a point cloud in R n × S n−1 . The resulting point cloud space is amenable to the Rips complex construction, and the homology of the tangent complex can be recovered reliably given sufficient data.
Homological Preliminaries
In this section, we will discuss the properties of homology groups we will need. The reader is encouraged to consult a standard text such as [6] or [8] for a more detailed exposition of these ideas.
Homology is a technique for assigning, to every topological space X and nonnegative integer n, a vector spaces H n (X). We will deal exclusively with "mod 2 homology", in which case these are vector spaces over the finite field F 2 = {0, 1}. The dimension of this vector space is referred to as the n-th Betti number of X with mod 2 coefficients, and will be written β n (X). In an informal sense, the n-th Betti number of X measures the number of n-dimensional holes in the space X.
Example 2.1 Suppose that X = S 1 is the unit circle in the plane. Then H 1 (X) ∼ = F 2 , so β 1 (X) = 1. This represents the one dimensional hole "in the middle of the circle". Example 2.2 Suppose that X is a bouquet of two circles, as shown in Figure 3 (b). In this case, β 1 (X) = 2, representing two distinct one dimensional holes.
Example 2.3 Suppose that X = S
2 , the unit sphere in 3-space. Then β 2 (X) = 1, measuring the two dimensional hole in the sphere. More generally, we have that β i (S n ) = 0 when i = 0, n and β i (S n ) = 1 for i = 0, n.
Example 2.4 Suppose that X consists of k distinct points. Then β 0 (X) = k. In general, β 0 measures the number of path components of X.
The homology groups have the following properties.
• H n is functorial, i.e. every continuous map f : X → Y induces a linear transformation
• H n is homotopy invariant, i.e. if two maps f, g: X → Y are homotopic, then the induced linear transformations H n (f ) and H n (g) are equal. This is an extremely important property of these linear transformations. We say two spaces X and Y are homotopy equivalent if there are maps f : X → Y and g: Y → X so that f g is homotopic to id Y and gf is homotopic to id X . The homotopy property for H n implies that if X and Y are homotopy equivalent, then H n (X) and H n (Y ) are isomorphic, and in particular
The phrase "can be deformed into" is loosely synonymous with "is homotopy equivalent to", and conveys roughly the right idea.
Example 2.5 The circle in Figure 3 (a) and the annulus in Figure 3 (b) are homotopy equivalent and so have the same Betti numbers.
• When a space is broken up as the union of different pieces, the homology can be computed from the homology of the pieces and all possible overlaps of these pieces, using Mayer-Vietoris techniques ( [6] , [8] ).
When a space is described as a simplicial complex, the computation of homology reduces to straightforward linear algebra over the field F 2 . A simplicial complex is a subspace of R n expressed as a union of simplices which overlap in faces, i.e. the intersection of any pair of simplices is a face of each of the two simplices. Such a space is determined up to homeomorphism by simple combinatorial data. Definition 2.6 By an abstract simplicial complex, we will mean a pair (V, Σ), where V is a finite set whose objects are referred to as vertices, and where Σ is a collection of subsets of V, so that if σ ∈ Σ, and σ ⊆ τ , then τ ∈ Σ. The elements of Σ are referred to as faces. If a face τ ∈ Σ consists of exactly k + 1 elements of V then we say that
Any simplicial complex S determines an abstract simplicial complex as follows. Let V be the set of vertices of S, and let Σ consist of those sets of vertices τ = {v 0 , v 1 , . . . , v k } which span a simplex in S. Conversely, we can recover the topological type of S from the abstract simplicial complex by taking a simplex for each face of Σ and gluing these simplices together appropriately.
The homology of a simplicial complex S is computed from the abstract simplicial complex associated to it. The idea is to set up a chain complex, which is a sequence of vector spaces and linear maps between them:
Each C k is a vector space over the field F 2 with a basis vectorτ for each k-simplex τ ∈ Σ.
The linear map ∂ k is known as the boundary operator and is defined as follows. First choose an ordering of the vertex set V . Writing τ = {v 0 , v 1 , . . . , v k } with the vertices listed in increasing order, we define the j-th face of τ to be the (k − 1)-simplex τ j obtained by deleting the vertex v j from the list. Then ∂ k is defined to be the linear map defined by
on basis vectorsτ , and extended by linearity to all of C k . [Note: the (−1) j terms shown here are necessary in general, but in our case they happen to be redundant since we are working over
If σ ⊂ τ is a (k − 2)-simplex, then it is a face of a (k − 1)-face of τ in exactly two different ways. Using this observation it can be shown that ∂ k−1 • ∂ k = 0 for all k. In other words, the boundary of a boundary is always zero. Let Z k ⊆ C k denote the null space of the operator ∂ k , and let B k ⊆ C k denote the image of the operator ∂ k+1 . It follows that B k ⊆ Z k , and we define the k-th homology group H k to be the quotient vector space Z k /B k . The structure of H k can therefore be expressed in terms of matrix calculations over the field F 2 .
Chains, cycles and boundaries
It may be helpful to give some examples of how the definition
We introduce the language of chains, cycles and boundaries. A k-chain is an element of the F 2 vector space C k derived from a simplicial complex S. There is a coefficient, 0 or 1, for each k-simplex of S; thus we can regard a k-chain simply as a set of k-simplices, by picking out those simplices with coefficient 1. A k-cycle is an element of Z k ; in other words a k-chain whose boundary is zero (empty). Finally a k-boundary is a k-chain which is the boundary of some (k + 1)-chain. Every k-boundary is automatically a k-cycle; this is equivalent to the assertion ∂ • ∂ = 0. The homology H k is defined to be the space of k-cycles modulo all the uninteresting k-cycles that be created cheaply by taking the boundary of some (k + 1)-chain.
In Figure 4 (a), a typical 1-chain is shown highlighted in red. It is not a 1-cycle, since its boundary 0-chain is nonempty (Figure 4(b) ). Figure 4 (c) shows a 1-cycle. This is not the boundary of any 2-chain, so it corresponds to a genuine non-zero element of H 1 . On the other hand, the cycle in Figure 5 
Point Cloud Data
We have seen that homology is readily computable for spaces which are equipped with a triangulation, i.e. a homeomorphism to a simplicial complex. The geometric objects we will deal with will rarely come equipped with such a structure. In fact, we will be trying to recover topological information about a geometric object from point cloud data obtained from the space, by which we mean a finite set of points sampled from the object. In order to make calculations, this means that we must somehow construct a simplicial complex from the point cloud data, which we believe approximates the space in question.
The idea is as follows. Let X be a topological space, and suppose we have a finite covering U = {U α } α∈A of X indexed by a set A.
Definition 3.1
The Cech complex of U , C(U ), is the simplicial complex whose vertex set is A, and where a subset {α 0 , α 1 , . . . , α k } is a simplex if and only if
It is frequently the case that the Cech complex of the covering U is homotopy equivalent to X, and therefore has homology isomorphic to that of X. For example, if all sets of the form
are either empty or contractible, then C(U ) is homotopy equivalent to X. For any Riemannian manifold M , there is an so that if {x 1 , . . . , x N } has the property that the balls B (x i ) cover M , then the Cech complex of the covering {B (x 1 ), . . . , B (x N )} is homotopy equivalent to M . If S is a finite subset of a metric space, we write C (S) to mean C(B ), where B is the collection of metric balls {B (s) : s ∈ S}. In the case of Euclidean data there is the following approximation theorem.
Theorem 3.2 If S ⊂ R
n is a finite set of points in Euclidean space, then C (S) is homotopy equivalent to the space:
When S is sampled from a space X ⊂ R n , it may well be the case that the union of balls S covers and is homotopy equivalent to X. If so, then this theorem implies that C (S) has the same homology as X.
There is a second complex we can construct to approximate the homotopy type of a space which is equipped with a metric. Definition 3.3 Suppose that X is a metric space, with metric d. For any finite subset S of X, and any > 0, we define the -Rips complex of the subset S to be the abstract simplicial complex whose vertex set is S, and where a subset {s 0 , s 1 , . . . , s k } is a simplex if and only if d(x i , x j ) ≤ for all i, j so that 0 ≤ i, j ≤ k. We write R (S) for this complex.
Suppose again that X is a metric space, and that S is a finite subset so that s∈S B (s) = X
We have an evident inclusion C /2 (S) → R (S): the vertex sets of the two complexes are the same, and it follows from the triangle inequality that if B /2 (s 1 ) ∩ B /2 (s 2 ) = ∅, then d(s 1 , s 2 ) ≤ . If we are dealing with points in R n , there is also an inclusion R (S) → C (S), as one can readily check. This comparability suggests that both complexes can be useful in approximating homotopy types. Remark. The two complexes have different useful properties. The Cech complex is theoretically amenable in that there are results (such as Theorem 3.2 above) which establish that under certain conditions the homotopy type of the Cech complex of a covering of X is the same as that of X. However the Cech complex is computationally more involved, since one needs to determine for every collection of metric balls whether they have a common intersection. This is a slightly awkward calculation even in Euclidean space. The Rips complex, on the other hand, does not have such good theoretical properties, but is computationally more convenient, since one only needs to identify the 1-simplices (edges), which then determine the rest of the complex.
Uneven sampling, and persistent homology
In spite of the theorems alluded to above, in practice it is unusual for the Cech complex to exactly recover the homotopy type of the underlying space X. The usual problem is that our sampling from the geometric object may not be adequate.
To see how this happens, consider Figure 6 . Here we suppose that we have obtained point cloud data by sampling from an annulus, which has the homotopy type of a circle. However, the sampling is not completely uniform. The blue shaded region in (a) represents the cloud of sampled points, with the white holes representing subregions where there are no sample points. Each of the holes which is entirely contained in the shaded region will create a new generator in homology, so when we compute the homology of the Cech complex, for a suitable small value of , we find that rank H 1 (C ) = 4 instead of the desired rank of 1.
The simple solution-make bigger-is not always as helpful as it seems; see Figure 6 (b). Here we have thickened the data cloud (green region), to represent the effect of choosing a larger value > . Although we have successfully closed the three small holes in (a), a new hole has formed and this time rank H 1 (C ) = 2, again not the desired value.
This phenomenon suggests that instead of computing homology for a Cech or Rips complex for a single value of , we instead compute homology for several values of , and consider the image of the homomorphism
for < . This construction is known as persistent homology becuse it picks out those homology classes already existing in C which persist when we move to the larger complex C . Equivalently, we consider the k-cycles of C modulo those which can be expressed as boundaries of (k + 1)-chains in C . In the example of Figure 6 , a 1-cycle encircling any of the three small holes in C becomes the boundary of a 2-chain when we move to C . On the other hand, the newly-created hole in C does not correspond to any 1-cycle in C itself. Thus the persistent homology with respect to , detects only a single nontrivial 1-dimensional homology class, coming from the obvious cycle which encircles the annulus. This is the approach we adopt. We will select different length scales for our complexes, which we believe will be of the right scale to capture the features we are interested in, and so that any spurious classes vanish under passage to the longer length scale.
Note: The idea of considering homology for Cech complexes of varying length scales and defining persistent homology groups was introduced by H. Edelsbrunner in [2] . An effective algorithm for simultaneously computing all the persistent homology groups over an interval range of values for , is given in [2] .
The Tangent Complex
In this section, we will consider subsets X of Euclidean space R n , which in many cases are contractible, but which nevertheless carry features which we would intuitively regard as qualitative. The idea of this section is that it is possible to make a construction on X, whose homotopy type is sensitive to non-smooth features in X.
We define the open tangent complex to X, T 0 (X) to be the subset of X × S n−1 defined by
where d(ξ, X) denotes inf x∈X d(ξ, x). We define the closed tangent complex T (X) to be the closure of T 0 (X) in X × S n−1 .
Note first that T (X) comes equipped with a projection p: T (X) → X. For any x ∈ X, we will denote by T x (X) the fiber at x, i.e. p −1 (x). There is also the projection q: T (X) → S n−1 . We have the following two useful propositions concerning this construction.
Proposition 4.2
Suppose that x ∈ X is a smooth point of X, i.e. so that there is a neighborhood U of x in R n , and a smooth function f : U → R m , so that It is typically easy to work directly with the definition of the tangent complex in the case of one-dimensional objects in the plane.
Example 4.4 Consider the example in the introduction, with X ⊆ R 2 , X = R + × {0} ∪ {0} × R + .
We evaluate the fibers T x (X) directly. For any smooth point x, the fiber will consist of two distinct points, i.e. a zero dimensional sphere S 0 . For points along the x-axis, the two points will be (x, (1, 0)) and (x, (−1, 0)), and along the y-axis, they will be (x, (0, 1)) and (x, (0, −1)). At the origin, though, the fiber T (0,0) (X) consists of four points, namely ((0, 0), (±1, 0)) and ((0, 0), (0, ±1)). We can easily verify that the tangent complex is actually the union of two pieces, one from the tangent complex of R + × 0 and the other from the tangent complex of 0 × R + :
Thus T (X) is equal to:
It is easy to see that this space is a disjoint union of four distinct half lines.
Example 4.5 Let X ⊆ R 3 be the boundary of the positive octant, i.e. X = {(x, y, z) : x, y, z ≥ 0, and one of x,y,z is equal to zero}
In this case, X is a union of three pieces, namely the intersections of X with the three coordinate planes. Denote the intersection of X with the xy-plane by X xy , and let X yz and X xz be the other intersections. Each of these intersections is a quadrant in the corresponding coordinate plane. From the previous example, we find that T (X xy ) ∼ = X xy × S 1 xy , where S 1 xy denotes the unit circle in the xy-plane. There are similar descriptions for each of the other coordinate planes. If we now examine the fibers of the projection T (X) → X, we find the following.
• For any smooth point v (i.e. any point of X which does not lie on a coordinate axis), the fiber T v (X) is a circle.
• For any point v which lies on a coordinate axis, but which is not equal to the "cone point" (0, 0, 0), T v (X) is the union of two circles which overlap at a a pair of antipodal points.
• For the cone point, we have T (0,0,0) (X) is homeomorphic to the union of three circles which pairwise overlap at pairs of antipodal points.
In order to analyze some higher dimensional examples, we will give a result which analyzes the effect of taking the product of a set in R n with a copy of R. We first recall the notion of the join.
∈ X whenever x = 0.
The join has an intrinsic meaning in terms of X without reference to the embedding. The join of X and Y is denoted by X * Y , and is defined to be the quotient X ×Y ×[0, 1]/ , where is the equivalence relation generated by the equivalences (x, y, 0) (x , y, 0) for all x, x , and (x, y, 1) (x, y , 1) for all y, y . The join of any space X with S k is homeomorphic to the (k + 1)-fold suspension of the space. In particular, we have S n * S m ∼ = S n+m+1 .
Proposition 4.7 Let X ⊆ R n , and let Y = X × R ⊆ R n+1 . Then the fibre T (x,t) (Y ) is equal to the join of the fiber T x (X) with S 0 ⊆ R. Informally we say that T (x,t) (Y ) is the fiberwise join of T (X) with the 0-sphere.
To illustrate the application of this idea, suppose that X is obtained by folding a plane in R 3 along a line in the plane. For example, consider the set X = {(x, y, z)|x ≥ 0, y ≥ 0, and x = 0 or y = 0}. This set is the product of the set Y in R 2 given by Y = {(x, y)|x ≥ 0, y ≥ 0, and x = 0 or y = 0} and R. We analyzed the tangent complex for Y in this set in Example 4.4 above, and found that the fiber T (0,0) (Y ) consisted of four distinct points. Proposition 4.7 now tells us that the fiber T (0,0,0) (X) is the join of these four distinct points with the S 0 .
Note that this fiber is homeomorphic to the union of two circles along two points, as in In general, it is possible to give an explicit description of the fibers T x (X) in the case when x is a conelike singular point. Definition 4.8 For any subset L of S n−1 ⊆ R n , we define the cone on L, cL, to be the set cL = {rv|r ∈ [0, 1], and v ∈ L}. Let X ⊆ R n . We say x ∈ X is a conelike point in X if there is a neighborhood U containing x in R n , with boundary ∂U , so that there is a map f : U D n , which is smooth and has a smooth inverse, so that f (X ∩ U ) = c(f (X ∩ ∂U )). In other words, the singularity is locally diffeomorphic to the cone on the space f (X ∩ ∂U ).
Remark: Conelike singularities are common. For instance, if X is an algebraic variety, and x is an isolated singular point, then x is conelike in the above described sense.
It is possible to analyze the fiber T x (X) in the case of a conelike singularity. Since the topological type of the tangent complex is unchanged by smooth changes of coordinates, it is enough to study the case of cL, where
L is a subset of R n , and as such we may study its tangent complex T (L). For each x ∈ L, we have the fiber T x (L) ⊆ R n ×S n−1 . If we let q: R n × S n−1 → S n−1 denote the projection, we obtain the subset q(T x (L)) ⊆ S n−1 . In order to describe T (cL), we coordinatize the cone cL via coordinates (t, λ), where 0 ≤ t ≤ 1, and λ ∈ L, with all points with t = 0 being identified with the single cone point. Here t is the parameter describing the line segment from a point x ∈ L to the cone point.
Proposition 4.9 T (cL) is described as follows.
• For t > 0, T (t,λ) (cL) is the join of T λ (L) with S 0 , so is homeomorphic to the suspension of T λ (L).
• Let p denote the cone point, i.e. the origin. Then
Example 4.10 Consider the cone singularity, which occurs at the point (0, 0, 0) of the subset X of R 3 defined by x 2 + y 2 = z 2 and z ≥ 0
In this case the fiber T v (X) consists of a circle for all points v away from the origin, since these points are all smooth. However, the fiber at the origin is given by
This space is homeomorphic to an annulus S 1 × [0, 1].
Homology detection of singular points
In this section, we will show that in many cases, homology groups can be used to detect and distinguish between singular points. Let X ⊆ R n be a subset. What we will show is that for many choices of X and x ∈ X, the Betti numbers β k will provide useful information about the nature of the point x.
Example 5.1 Suppose that x is a smooth point in X, i.e. a point for which there is a neighborhood U ⊆ X of x, so that U is diffeomorphic to a Euclidean disc D k for some k. Then β j (T x (X)) = 0 for j = 0, k − 1, and β j (T x (X)) = 1 for j = 0, k − 1 Example 5.2 Suppose that X is a union of l lines in R 2 , intersecting in a single point p. Then β 0 (T p (X)) = 2l, and β i (T p (X)) = 0 otherwise.
Example 5.3
We consider the case where X is the surface of a polyhedron. There are now three distinct possibilities for a point P ∈ X, namely 1. P is in the interior of a face of X 2. P lies on an edge of X, but is not a vertex.
P is a vertex
It turns out that in all cases, β 0 (T P (X)) = 1, and that β i (T P (X)) = 0 for i ≥ 2. We examine the behavior of β 1 1. P is in the interior of a face of the polyhedron. In this case, P is a smooth point of X, so T P (X) is a circle. This tells us that β 1 (T P (X)) = 1.
2. In this case, a local smooth model for the space X near x is as the product of a line with the space Y ⊆ R 2 which is the union of the non-negative x and y-axes. It now follows from Proposition 4.7 that T P (X) is the join of S 0 with T (0,0) (Y ), which is the union of two circles with intersection a pair of distinct points. It is now readily verified that β 1 (T P (X)) = 3.
3. In this case, we must count the number N of faces containing P , or equivalently the number of edges containing P . T P (X) is a union of N circles, with each pair of circles intersecting in a pair of distinct points, and where all of the pairs of points are disjoint. One finds that β 1 (T P (X)) = 1 +
Observe that all the different cases are distinguished by the value of β 1 on T P (X).
Locating singular points
In the last section, we have shown how to use homology to determine whether or not a given point is a singular point, and what type it is. An important question, though, is whether one can use homological methods to locate singular points without prior knowledge of where they might be. The key idea is the following. Proposition 6.1 Let X ⊆ S n−1 ⊆ R n , and as before let CX ⊆ R n denote the cone on X. Let p denote the cone point. Then the inclusion T p (CX) → T (CX) is a homotopy equivalence, and hence induces an isomorphism on homology. More generally, let C R X denote {z ∈ CX : z ≤ R}. Then T p (C R X) → T (C R X) is also a homotopy equivalence.
Proof. There is a smooth deformation retraction of CX into the single point p. It is covered by a deformation retraction of T (CX) into T p (CX)
This means that if we have found a conelike neighborhood of a conelike singular point, we can compute the homology of the fiber over the singular point. This fact suggests the existence of an algorithm for location of singular points in that portion a set X which is contained in a rectangular subset U ⊆ R n , consisting of the following steps.
Compute H * (T (X))
. If the homology is that of a smooth subset, i.e. H * (T (X)) H * (S k ) for some k, then we assume that the rectangular region in question does not contain any singular points, and we remove this rectangular region from consideration.
2. Divide the rectangular region into a family of smaller rectangular regions {U α } α∈A , say by bisecting or trisecting in each of the coordinate directions.
3. Apply step 1 to each of the smaller windows, retaining only those rectangular regions U α in which H * (T (X ∩ U α )) is not that of a sphere.
4. Repeat step 3 until one arrives at a sufficiently good approximation to the singular set.
Remark. The assumption that the "homological standardness" of the intersection X ∩ U α implies that there are no singular points of X in U α is not a rigorous one. It is surely possible to construct situations where H * (T (X ∩ U α )) is isomorphic to H * (S k ) for some k, but where X ∩ U α does contain singular points. However, one generally expects that homological complexity of T x (X) will carry into homological complexity of T (X ∩ U α ). If one suspects that one has missed a singular point, though, one can subdivide the region more finely, and begin at a finer level of subdivision.
Remark. As we have described the algorithm above, it is designed to search for all possible singular points. However, it is possible to modify it to search for singular points of a particular type. For instance, if one is searching for the vertices of a cube, and is not interested in the edges, one can use the calculations in Example 5.3 to see that if one's criterion for retaining a rectangular region is that β 1 (T (X ∩ U α )) ≥ 7, one will locate the vertices.
Point cloud approximation to T X
In order to apply the ideas described above to point cloud data, an attractive option is to find a method for associating to a set of point cloud data D ⊆ R n which is obtained by sampling from a geometric object X a new set of point cloud data T (D) which one believes is what one might obtain by sampling a finite set of points from T (X). There are many subtle and interesting issues regarding such constructions, and many natural ways in which one might proceed. One problem with all these methods is that they construct very large complexes. We plan to discuss these issues in a systematic way in a future paper, but for the present we will restrict ourselves to an ad hoc construction of a simplicial complex which is well related to the tangent complex T (X), and for which the algorithm described above successfully locates the singular set in a number of examples. The goal throughout the construction is to make sure that not only is the vertex set as small as possible, but that the collections of simplices should also be as small as possible. Therefore, in addition to choosing a small vertex set, we use a criterion described below to "prune" edges. Our construction proceeds as follows.
We suppose that we know the dimension of the original subset X, say l. The construction begins by selecting a set B = {β 1 , β 2 , . . . , β N } of base points from D. In order to maximize coverage of the space by these points, one chooses them in a way which is biased in favor of large interpoint distances. Specifically, a relatively large set R is sampled from D, then the sequence of points {β i } is chosen from R in such a way that β i is the furthest point in R from the collection {β 1 , β 2 , . . . , β i−1 }. The number of N base points is set in advance. At each base point β, we find the k nearest neighbors {β i , β 2 , . . . , β k } to β in the set D, where k is a parameter we choose beforehand. We then perform local principal component analysis [9] to obtain the best linear subspace approximation to D near β, and we write L β for this subspace. For us, this means that we form the n × k matrix A whose columns are the differences {β 1 − β, β 2 − β, . . . β k − β}, then construct the covariance matrix C = AA T . We then diagonalize this matrix, and let L β be the span of the eigenvectors corresponding to the l largest eigenvalues. If the set of l largest eigenvalues doesn't "stand out", we assume that there is not a natural best fitting l-dimensional linear subspace, and we omit the base point β. Our criterion for "standing out" is as follows. We let λ 1 ≤ λ 2 ≤ · · · ≤ λ l denote the l largest eigenvalues of the matrix C, and our criterion for inclusion is that λ l /λ 1 should be less than a fixed threshold, which is a parameter in the algorithm. We also choose parameters δ, ρ, and a parameter ν. We next build a small simplicial complex whose vertex set is B by considering the Rips complex on B for a suitable value of ν, and then removing edges in a way which is biased in favor of short edges and against 2-simplices with small angles. This is done as follows. For each edge e = {β 1 , β 2 }, we let L(e) denote the length of e. For any other edge e = {β 1 , β }, which contains β 1 as a vertex, we define σ(e, e ) to be the length of the vector
and similarly for edges e = {β , β 2 }. We let θ(e) denote the minimum value of σ(e, e ), as e varies over all edges which share a vertex with e. We now assign to the edge e the score L(e) θ(e) 1.5 . We let S denote the subcomplex of the Rips complex obtained by removing all edges whose score is greater than a certain threshhold. This threshhold is also a parameter in the algorithm. We have constructed a small complex modelling the base space, i.e. the original data set. In order to build a complex T for the tangent complex, we proceed as follows. For each β ∈ B, we now sample a fixed number t of points {v If β, β ∈ B are not adjacent in the complex S, we do not insert any edges of the form {(β, v β ), (β , v β )}. This completes the construction of the complex T . The rationale for this complicated construction is that it in practice succeeds in removing small loops which otherwise distort the calculation.
Sample Results
We show the results of running our algorithm on various example point sets. The reader will notice that in some cases, the singular set we obtain is "chunky", i.e. that we have only obtained a neighborhood of the singular set. This performance can certainly be improved with more sampling. The purpose of this paper is show the validity of the concept, rather than to demonstrate a fully optimized algorithm. Increasing redness indicates longer survival under the algorithm, and so the "reddest points" are those found by the algorithm to be singular points. In this case, the algorithm searches for small sets for which the tangent complex has more than two components, i.e for which β 0 > 2. In this example, 5000 points were used, and the algorithm had a running time of c:a 10 seconds. Figure 8 : These figures show the results of applying the algorithm to two curved surfaces which meet transversely in a curve, which becomes the singular locus of the union of the two surfaces. This is obtained by searching for small sets for which the tangent complex has β 1 > 1. In both cases, point clouds of 20,000 points were used, with a running time of c:a 2 minutes. 
