Abstract. This work is devoted to infinite-energy solutions of semi-linear wave equations in unbounded smooth domains of R 3 with fractional damping of the form (−∆x + 1) 1 2 ∂tu. The work extends previously known results for bounded domains in finite energy case. Furthermore, well-posedness and existence of locally-compact smooth attractors for the critical quintic non-linearity are obtained under less restrictive assumptions on non-linearity, relaxing some artificial technical conditions used before. This is achieved by virtue of new type Lyapunov functional that allows to establish extra space-time regularity of solutions of Strichartz type.
Introduction
In this work we study extra regularity and long-time behaviour of infinite-energy solutions in an unbounded smooth domain Ω ⊂ R 3 to the following problem (1.1) ∂ 2 t u − ∆ x u + λ 0 u + γ(−∆ x + 1) θ ∂ t u + f (u) = g, x ∈ Ω, u| ∂Ω = 0, u| t=0 = u 0 , ∂ t u| t=0 = u 1 , where constants γ and λ 0 are strictly positive, θ = Wave equations with fractional damping arise in situations when waves propagate through a lossy media, for example fractal rock layers, human tissues, different biomedical materials (see [6] , [21] and references therein). In contrast to usual damped wave equation (θ = 0) the fractional damping term (−∆ x + 1) θ ∂ t u with θ > 0 allows to model processes in which which the higher frequencies decay faster than the lower frequencies. This can be easily seen in the linear homogeneous case on torus or in the whole space by means of Fourier series or Fourier transform.
Let us give a brief review of known results for semi-linear wave equation with fractional damping in finite-energy case.
It appears that even in linear case properties of wave equation with fractional damping significantly depend on parameter θ. For instance, if θ = 0 we have finite speed of propagation property (see [20] ). Also it is known that wave equation with fractional damping generates analytic semi-group if and only if θ ∈ [ 1 2 , 1] (see [23] , [24] ). When θ ∈ (0, 1) wave equation with fractional damping possesses smoothing property similar to parabolic equations see [13] , [18] , [19] . In case θ = 1 there is instantaneous smoothing for ∂ t u and asymptotic smoothing for u (see [7] ).
In presence of non-linearity f even the question of well-posedness of semi-linear wave equation with fractional damping becomes non-trivial. Indeed, in this case well-posedness of problem (1.1) essentially depends not only on θ but also on growth exponent q of the non-linearity (see (1.3) ). Let us first remind the known results when θ ∈ [0, 1] \ { 1 2 }. For a long time q = 4 was considered as critical when θ ∈ [ 1 2 , 1] (see [5] and references therein). A great progress for the strongly damped wave equation (θ = 1) as well as the case θ ∈ [ 3 4 , 1] was done in [13] . In this case it was shown (see [13] ) that the mentioned problem is well-posed and possesses smooth attractor for arbitrary finite exponent q ≥ 0 if f ∈ C 1 (R) is such that (1.5)
for some constants a > 0 and C ≥ 0. In addition it was shown in [13] that well-posedness and smooth attractor theory are valid if θ ∈ ( , that also improves exponent 4. Well-posedness and smooth attractor theory for the weakly damped wave equation (θ = 0) with critical non-linearity q = 4 is considered in [12] . This result is based on substantial progress in Strichartz estimates for pure wave equation in bounded domains (see [3] , [4] ) and trajectory attractor theory for weakly damped wave equation developed in [32] . Let us remind that Strichartz estimates are space-time estimates where L p ([0, T ]; L r (Ω))-norm of the solution is controlled via energy norm of initial data and righthand side for some admissible p and r. For example when θ = 0 one may take p = 4 and r = 12. Furthermore, based on Strichartz type estimates, well-posedness and smooth attractor theory were obtained in sub-critical case q ∈ [0, 4) when θ ∈ (0, 1 2 ) (see [18] ), whereas q = 3 had been considered as critical before.
Let us consider more carefully the case θ = 2 . It appears that to get well-posedness and develop smooth attractor theory in this case one needs extra regularity similar to Strichartz-type estimates that does not follow directly from energy type inequality (the one obtained by multiplication of the equation (1.1) by ∂ t u). In [19] it was shown that in fact any energy solution to problem (1.1) belongs to L 2 ([0, T ]; H 3 2 (Ω)) under assumption (1.6) f ′ (s) ≥ −C, and for arbitrary q > 0 (restriction q ≤ 4 is needed for the uniqueness but not for the extra regularity), if one considers periodic boundary conditions. The main observation used to obtain this extra regularity is the fact that actually one can multiply equation (1.1) by (−∆ x ) 1 2 u. Then, in periodic case or in the whole space R 3 , similar to inequality (1.7) (f (u), −∆ x u) ≥ −C u 2 H 1 (Ω) , which is a consequence of (1.6) one can also get, again based on (1.6), the following inequality (see [19] ) (1.8) (f (u), (−∆ x )
.
And consequently the most problematic non-linear term in fact is not dangerous. Furthermore, in [19] extra L 2 ([0, T ]; H 3 2 (Ω))-regularity was also obtained in case of Dirichlet boundary conditions. But, in case of Dirichlet boundary conditions, we do not know analogues of inequality (1.8) . Thus to obtain L 2 ([0, T ]; H 3 2 (Ω))-regularity in this case it was proposed to reduce the case of Dirichlet boundary conditions to the whole space R 3 by making odd extension through the boundary. This in turn resulted in quite technical computations and artificial assumptions on non-linearity: oddness of f and (1.5) instead of (1.3) and (1.6) .
Considering the case of unbounded domains it is natural to work with the class of so called infiniteenergy solutions (the rigorous definition for our problem can be found in Section 4, see also [15] ). This is related to the fact that on the one hand if we considered our problem just in usual energy space H 1 0 (Ω) × L 2 (Ω), analogously to the case of bounded domains, then such choice of space would implicitly imply some decay condition in space variable at infinity for our solutions and therefore such solutions would be in some sense localised in space that looks restrictive. On the other hand space L ∞ (Ω) is also not convenient and usually is used in cases where maximum principle works. A good alternative was found in using uniformly local spaces (see [15] and references therein) which basic properties are collected in Section 2. Infinite-energy solutions were constructed and studied for various problems of mathematical physics: reaction-diffusion systems (see [29] , [30] ), Cahn-Hilliard equation ( [17] ), weakly damped wave equations (see [10] , [31] ), strongly damped wave equation ( [27] ) and even Navier-Stokes equations (see [1] , [35] , [11] and therein) and dissipative Euler equation (see [8] and therein). In [10] infinite-energy solutions and corresponding attractor theory were constructed for autonomous weakly damped wave equation. The non-autonomous case as well as systematic study of Kolmogorov's ε-entropy in both autonomous and non-autonomous case of weakly damped wave equation is presented in [31] . The attractor theory for the strongly damped wave equation (problem (1.1) with θ = 1) and quintic non-linearity is developed in [27] .
The aim of this work is to extend this result to the case of infinite energy solutions in case of Dirichlet problem (1.1) with θ = 1 2 in unbounded domains as well as relax assumptions (1.5), oddness of f and even (1.6) to less restrictive assumptions (1.3) and (1.4). We notice, that when assumption (1.6) fails, but assumption (1.4) is still valid, for example
u , it is natural to expect, that problem (1.1) does not possess finite-energy solutions if Ω is unbounded. Therefore, the class of infinite-energy solutions becomes the natural one in this case. In contrast to [19] , the extra
(Ω))-regularity in bounded domains, is achieved by one more preparatory step. Namely, we get
(Ω))) first. This is possible due to new type Lyapunov functional for problem (1.1) that can be obtained by multiplication of (1.1) by, roughly speaking, u 3 which is the main novelty of the work (see Theorems 5.
{ε,x 0 } (Ω)) and hence we can multiply equation (1.1) by, roughly speaking,
{ε,x 0 } (Ω))-regularity, but already without inequality (1.8). Subsequent smoothing property (see Section 8) and attractor theory (Section 9) for problem (1.1) in unbounded domains can be then obtained in more or less standard way following the arguments from [19] .
The work is organised as follows. In Section 2 we collect basic definitions and properties of weighted and uniformly local spaces that are used throughout the paper. Commutator estimates involving fractional laplacian which are necessary for the work in weighed spaces are proven in Section 3. Section 4 highlights the result on the existence of the infinite-energy solutions for problem (1.1). In Section 5 we explain the idea of the obtaining L 4 ([0, T ]; L 12 (Ω))-estimate for the problem (1.1) in the simple case, when Ω is bounded. The key theorem of the work (Theorem 6.1) regarding
{ε,x 0 } (Ω)) extra regularity of infinite-energy solutions to problem (1.1) is proven in Section 6. Based on the obtained extra regularity, uniqueness of solutions to problem (1.1) is verified in Section 7. Smoothing property of infinite-energy solutions is established in Section 8. Existence of locally compact smooth attractor is proven in Section 9. Finally, Appendix 10 contains the proof of the dissipative estimate for the problem (1.1) in the infinite-energy case where non-linearity f satisfies (1.3) and (1.4) only. This proof is based on a variant of Gronwall-type inequality which can be of independent interest by itself.
Weighted and uniformly local spaces
In this section we introduce and recall basic properties of the family of weight functions and corresponding weighted Sobolev spaces as well as intimate relation between weighted Sobolev spaces and uniformly local spaces. Definition 2.1. Let µ > 0 be arbitrary. A function φ ∈ L ∞ loc (R n ) to be called a weight function of exponential growth µ iff φ(x) > 0 and there holds inequality
for every x, y ∈ R n .
Remark 2.1. One can easily check that if function φ is of exponential growth µ then so is the function 1/φ with the same constant C φ . In other words (2.1) implies
for every x, y ∈ R n . Proposition 2.1. (see [9] ) Let φ 1 and φ 2 be weight functions of exponential growth µ 1 and µ 2 respectively. Then (i) αφ 1 +βφ 2 , max{φ 1 , φ 2 } and min{φ 1 , φ 2 } are weight functions of exponential growth max{µ 1 , µ 2 } for every α, β > 0;
(ii) φ 1 · φ 2 and φ 1 · φ −1
2 are weight functions of exponential growth µ 1 + µ 2 ; (iii) φ α 1 is a weight function of exponential growth |α|µ 1 . The main examples of weight functions of exponential growth are e −ε|x−x 0 | , its smooth analogue e −ε √ 1+|x−x 0 | 2 and (1 + |x − x 0 | 2 ) α where ε and α belong to R. It is easy to see that the first two examples are functions of exponential growth |ε| and the last one is the weight function of exponential growth µ for arbitrary µ > 0. For us the weight φ ε,x 0 (x) = e −ε √ 1+|x−x 0 | 2 with small enough ǫ > 0 will be of particular interest.
Definition 2.2.
Let Ω be some unbounded domain in R n , and let φ be a weight function of exponential growth µ. Then the space L p φ is defined as follows
Analogously we define W {ε,x 0 } (Ω). We also define so called uniformly local Sobolev spaces, which are also of special interest to us, Definition 2.3. Let Ω ⊂ R n be an unbounded domain. Then
Here and below B R x 0 stands for the ball in R n of radius R with center at x 0 and u, V l,p means
where φ is a weight function of exponential growth µ > 0. Then for any 1 ≤ q ≤ ∞ the following estimate is valid:
for every ε > µ, where the constant C depends only on ε, µ and C φ from (2.1) (and is independent of Ω).
For further properties of weighted Sobolev spaces defined above we need some restrictions related to smoothness of the boundary of the domain and in particular its smoothness "at infinity". First, we assume there exists such a number R 0 > 0 that for every x ∈ Ω there is a smooth domain V x ⊂ Ω such that
This assumption allows to avoid, for example, such pathologies as infinitely thin cuts going to infinity and boundaries that behave like sin(x 2 ). Second, we assume that there exists a diffeomorphism
C N ≤ K, uniformly with respect to x ∈ Ω for sufficiently large N . This assumption, for example, allows to exclude infinitely thin rays. In general these assumptions are standard and for bounded domains this is equivalent to the fact that the boundary is smooth enough manifold. The above mentioned assumptions supposed to be valid throughout the work with R 0 = 2 (for simplicity). Theorem 2.2. (see [9] ) Let domain Ω satisfies conditions (2.6) and (2.7), φ be a function of exponential growth and let R > 0 be a fixed number. Then for any p ∈ [1; ∞) the following estimates are valid:
Applying Theorem 2.2 to derivatives of u we get:
Corollary 2.1. (see [9] ) Let l ∈ N, p ∈ [1; ∞) and the domain Ω satisfies (2.6), (2.7). Then an equivalent norm in W l,p φ (Ω) is given by the following expression:
In particular we obtain that norms (2.9) are equivalent for different R > 0.
Moreover, using Theorem 2.2 we get equivalent norms for uniformly local Sobolev spaces (see [30] ):
Then for any ε > 0 we have
We see that representation (2.9) reduces weighted Sobolev norm to Sobolev norm on bounded domains. Particularly, this gives the benefit of using standard Sobolev embeddings theorems for bounded domains (see [34] ). Moreover, in analogy to (2.9) we are able to define fractional weighted Sobolev spaces that will play an important role in the sequel Definition 2.4. (see [9] ) Let s ≥ 0, p ∈ [1; ∞) and R > 0 be fixed numbers and domain Ω enjoys (2.6) and (2.7). The W s,p φ (Ω) is defined by
so the corresponding norm is given by (2.9) with s instead of l.
Let us remind that Sobolev norm in W s,p (V ) for a domain V with non-integer positive s can be defined by
where [s] and {s} denote integer and fractional part of s respectively. It is not difficult to check that norms defined by (2.11) are equivalent for different R > 0 as well as (2.11) indeed gives usual norm for W s,p (Ω) if we take φ ≡ 1 and Ω is a smooth bounded domain (see [9] 
Commutator estimates for the fractional laplacian
This section is devoted to commutator estimates for the fractional laplacian involving functions of exponential growth.
Let ε ∈ R and x 0 ∈ Ω be fixed and ∆ x denotes the usual laplacian. The operator
{ε,x 0 } (Ω) endowed with Dirichlet boundary conditions can be considered as an unbounded operator in L 2 {ε,x 0 } (Ω) with the domain of definition H 2 {ε,x 0 } := D(−∆ x + 1). One of the possible rigorous definitions of (−∆ x + 1) θ is as follows (see [28] , Chapter IX, Section 11; see also [14, 22] for the descriptions of the domains of definitions) Definition 3.1. The operator (−∆ x + 1) θ , for θ ∈ (0, 1) and ε ∈ R, is understood as unbounded operator in L 2 {ε,x 0 } (Ω) defined by the formula
where Γ is the standard gamma function, with the domain of definition H 2θ {ε,x 0 } (Ω) := D((−∆ x + 1) θ ), which in terms of Sobolev spaces can be described as follows
One can check that this definition coincides with the usual definition of the laplacian when Ω is a smooth bounded domain or the whole space. We also recall that H 2θ {ε,x 0 } (Ω) with θ ∈ [0, 1] and ε ∈ R are Hilbert spaces and H −2θ
can be understood as dual to H 2θ {ε,x 0 } (Ω). The next commutator estimate will be used frequently throughout the work.
{ε,x 0 } (Ω). Then the following commutator estimate holds true
for some absolute constant C, where
Proof. Writing down the difference under consideration using (3.1) it is clear that we should get a control of the quantity
Let us denote v(λ) := e −(−∆x+1)λ (φ ε,x 0 u) and w(λ) := e −(−∆x+1)λ u, that is v and w satisfy the equations
Therefore the quantity we need to control is
From (3.7) we see that v − φ ε,x 0 w solves the problem
Multiplying equation from (3.9) by v − φ ε,x 0 w we find
By simple calculations one finds |∇φ ε,x 0 | ≤ εφ ε,x 0 that immediately gives the estimate for A 1
. Analogously we see that |∆ x φ ε,x 0 | ≤ Cεφ ε,x 0 with some absolute constant C that implies A 2 estimate (3.12)
Since w solves (3.7) it is not difficult to see, multiplying the corresponding equation by φ 2 ε,x 0 w, that w admits the estimate
for some absolute constant C ≥ 0, as long as ε ≤ ε 0 . Hence multiplying the above equation by e λ one finds
Finally, using (3.1) and (3.15), we are ready to get commutator estimate
that completes the proof.
where constants C i (θ) are independent of ε.
Below we prefer to use the norm given by Corollary 3.1.
As it is seen from Proposition 3.1 the case θ = 1 2 is in a sense critical and for this reason is delicate. However for our purposes we will need only θ = 
with some constant C s > 0, that depends only on s.
Proof. The first part is the same as in Proposition 3.10. So we consider the difference v − φ ε,x 0 w, with v and w given by (3.7), which satisfies the identity (3.10). Now to estimate A 1 we proceed slightly different
where
, we can complete the above estimate by using Proposition 3.1 with
, with some constant C s depending only on s. Then applying Young's inequality on the right hand side of (3.20) with exponents 2 1−s and 2 1+s we deduce
A 2 term is easier and can be estimated as follows
with some constant C s depending only on s. Thus combining (3.10), (3.21), (3.22) , taking ε ≤ ε 0 small enough and taking into account that
we derive the estimate
, as long as ε ∈ (0, ε 0 ], with some constant C s depending only on s. Applying operator (−∆ x + 1) s 2 to the equation for w (3.7) and repeating the arguments of (3.13) forw = (−∆ x + 1) s 2 w we obtain
with some constant C s depending on s. Multiplying the above inequality by e λ 1+s one finds
, λ ≥ 0, and hence
as long as ε ∈ (0, ε 0 ], where constant C s > 0 depends only on s. Now let us estimate the commutator
Remark 3.1. Obviously, the above proposition allows to extend Corollary 3.1 to the case when θ ∈ (0, 1), that we will use extensively.
In the sequel we also need a commutator estimate involving compactly supported weight function
for some absolute constant C and small enough ε ∈ (0, ε 0 ], where ψ x 0 is defined by (3.31).
Proof. Similar to Proposition 3.1 we introduce v(λ) := e −(−∆x+1)λ (ψ x 0 u) and w(λ) := e −(−∆x+1)λ u. Repeating (3.7)-(3.10) with ψ x 0 instead of φ ε,x 0 we deduce analogue of (3.10)
Due to the fact the ψ x 0 is compactly supported the A 1 term admits the estimate
for some absolute constant C, assuming that ε ∈ (0, ε 0 ]. The A 2 term can be estimated analogously
for some absolute constant C, assuming that ε ∈ (0, ε 0 ]. Combining (3.33)-(3.35) together with (3.13) we derive
for some absolute constant C, assuming that ε ∈ (0, ε 0 ] and ε 0 is small enough. Arguing along the lines of (3.15) -(3.16) we complete the proof.
Let φ, u be two functions on Ω. Throughout the work we use the following notations for the commutator
Existence of infinite-energy solutions
The aim of this section is to establish existence of infinite-energy solutions to the following semilinear damped wave equation
where constants γ and λ 0 are strictly positive and non-linearity f ∈ C 1 (R) of critical growth and subject to assumptions (1.3), (1.4).
Further it is convenient to use the notations
The norms in the corresponding spaces are given by
Now let us give the definition of infinite-energy solutions
for some ε 0 > 0, to be called infinite energy solution of problem (4.1) with initial data
and ξ u | t=0 = (u 0 , u 1 ).
Remark 4.1. The definition of solution does not depend on ε 0 in (4.6). Indeed, if ε ≥ ε 0 it is straightforward. If 0 < ε < ε 0 the statement follows due to the fact that inequality (4.6) is uniform with respect to x 0 .
Remark 4.2. Initial data can be understood as follows. Definition 4.1 implies that both u and
for any ε > 0. Also writing down the formula for ∂ 2 t u from (4.1), taking into account Definition 4.1, we see that
{ε,x 0 } (Ω)). Thus initial data can be naturally understood if we consider ξ u as continuous function in E
Now we are ready to state the result on the existence of infinite-energy solutions Theorem 4.1. Let non-linearity f satisfy assumptions (1.3), (1.4) , Ω be a smooth unbounded domain satisfying (2.6), (2.7), constants γ, λ 0 > 0 and g ∈ L 2 b (Ω). Then problem (4.1) possesses at least one infinite-energy solution u for any initial data ξ 0 = (u 0 , u 1 ) ∈ E b on arbitrary segment [0, T ]. Furthermore, there exists ε 0 > 0 small enough, such that for every ε ∈ (0, ε 0 ] the following estimate holds
(Ω) ), t ≥ 0, for some constant β > 0 and monotone increasing function Q ε which are independent of u and t.
Since the existence of infinite-energy solutions is not the main subject of the work we give its proof in Appendix 10.
Extra regularity: finite-energy case
Before considering the case of infinite-energy solutions we would like to demonstrate the main idea of the work in the simpler case of Dirichlet problem for equation (4.1) in a smooth bounded domain Ω. The energy space E associated with problem (4.1) in this case is given by
The energy solutions, as previously, are understood in the sense of distributions, one just should substitute φ ε,x 0 by 1 in Definition 4.1.
Let us recall the result on the existence of finite-energy solutions to problem (4.1) in smooth bounded domains (see [13, 19] 
for some constant β > 0 and monotone increasing function Q which are independent of u and t.
Remark 5.1. Theorem 5.1 is valid for arbitrary q > 4 as well if one substitutes energy space E by
(Ω) (see [7] for the case θ = 0, for θ ∈ (0, 1] it is analogous). As it was noticed in [19] the only energy estimate (5.3) is not enough to obtain uniqueness of the energy solutions to the considered problem in the quintic case and one needs more information on the regularity of solutions to prove it. In the next theorem we would like to show how the required extra regularity can be obtained in a more optimal way in comparison with [19] . 
for some constant β > 0 and monotone increasing function Q which are independent of u ant t.
Proof. At the moment we would like to explain the idea. The rigorous proof in the more difficult case of infinite-energy solutions is given in the next section. Let us, formally, multiply equation (4.1) by u 3 (exactly this step should be justified). One finds
The desired extra regularity comes from the estimate
It appears that all other terms are subordinated. In particular, thanks to the extra smoothness of 
{0,0}
(Ω) ⊂ L 3 (Ω) the bad term coming from ∂ 2 t u can be controlled as follows
Also due to Holder inequality with exponents 2, 3 and 6 we have
for arbitrary ε > 0 which will be fixed small below.
Finally due to dissipative assumption (1.4) we have
Combining the above estimates, and fixing ε > 0 small enough we derive
for some κ > 0.
Integrating the above inequality from max{0, t − 1} to t and using dissipative estimate (5. 18] ), the uniqueness of energy solutions for problem (4.1) which is obtained based on this regularity is unconditional, that is valid for any energy solution.
Extra regularity: infinite-energy case
Now we would like to focus on additional regularity of infinite-energy solutions. 
for some constant β > 0 and monotone increasing function Q ε which are independent of u ant t.
Proof. We would like to adapt and use the idea presented in Theorem 5.2 in our infinite-energy case as well as make it rigorous. To this end we would like to multiply equation (4.1) by φ 4 ε,x 0 (x)u 3 (x). The main technical problem in justifying this multiplication is the fact that Ω f (u(t))u 3 (t)φ 4 ε,x 0 (x)dx may be infinite since at the moment we know that u ∈ L ∞ ([0, T ]; L 6 b (Ω)) only and f (u)u 3 is of order u 8 due to (1.3). Therefore to keep things rigorous we will approximate r 3 by C 1 (R) function ψ n (r) given by the formula
Obviously, ψ n (r) is such that |ψ n (r)| ≤ C n |r| when C n is large enough and consequently the product (f (u), φ 4 ε,x 0 (x)ψ n (u)) makes sense. We also notice that ψ n (u) ∈ H 1 b (Ω), this implies that product (−∆ x u, φ 4 ε,x 0 ψ n (u)) is finite. And from the formula for ∂ 2 t u given by the equation (4.1) we conclude that product (∂ 2 t u, φ 4 ε,x 0 u) is also finite and thus desired multiplication makes sense and leads to
Let us estimate each A i separately. A 1 -term can be estimated just using Holder inequality with exponents A 2 -term can be estimated just by Cauchy inequality and the fact that |∇φ ε,x 0 | ≤ εφ ε,x 0 (6.5)
{ε,x 0 },0,6 . With A 3 -term we should be more careful. Using Holder inequality with exponents 2, 6, and 3,
, where k will be fixed small enough below.
Further, it is convenient to use auxiliary function Ψ n (r) such that (6.8) for some absolute constant C. It is easy to see that Ψ n (r) can be chosen as follows
Then from (6.6) and (6.8) we find (6.10)
{ε,x 0 },1,2 , where k is small enough to be chosen below, and is an absolute constant.
On the other hand, due to (6.7) and continuous embedding
And using the fact that Ψ 2 n (r) ≤ ψ n (r)r we proceed the previous inequality as follows
Estimate of A 4 -term is trivial (6.14)
{ε,x 0 },0,6 ), with some absolute constant C > 0.
So it remains to estimate the term involving f (u) on the left hand side of (3.9). Noticing that λ 0 2 u + f (u) ψ n (u) ≥ 0, when |u| > n (n is large enough) and using (1.4) we deduce (6.15)
Combining (6.3), (6.4), (6.5), (6.10) (with small k), (6.13), (6.14) we conclude
{ε,x 0 },0,2 . Eventually, integration of the above inequality from max{0, t − 1} to t and dissipative estimate (4.8) together with Corollary 2.2 yields
(Ω) ), t ≥ 0, uniformly with respect to n and x 0 for some monotone increasing function Q ε , constant β > 0. Passing to the limit as n goes to infinity in the above estimate, for instance by Fatou's lemma, and taking supremum in x 0 we complete the proof.
It will be shown in Theorem 8.2 that with estimate (6.1) in hands it is not difficult to check that
{ε,x 0 } (Ω)).
Uniqueness of infinite-energy solutions
We are ready to prove uniqueness of infinite-energy solutions. We emphasize that uniqueness, at least in quintic case, is essentially based on additional regularity of energy solutions obtained in Theorem 6.1. Also to prove the uniqueness, in addition to (4.2)-(4.3), we need to work in the energy space E x 0 with compactly supported weight ψ x 0 (see (3.31))
Theorem 7.1. Let assumptions of Theorem 4.1 be satisfied, and u 1 and u 2 be two infinite-energy solutions of problem (4.1) with initial data ξ 1 0 , ξ 2 0 ∈ E b respectively. Then, for arbitrary T > 0, the following estimate holds
for some monotone increasing function Q and absolute constant C which do not depend on u 1 , u 2 and t. In particular, infinite-energy solution is unique and depends continuously on initial data.
Proof. As usual let us consider v = u 1 − u 2 which solves the problem (7.5)
To get the desired estimate we need to multiply equation (7.5) by ψ 2 x 0 ∂ t v. We notice that now due to extra regularity given by Theorem 6.1 and interpolation [ 
{ε,x 0 } (Ω)) and thus the multiplication of equation (7.5) by ψ 2 x 0 ∂ t v makes sense and yields
The term involving non-linearity on the right hand side of (7.6) can be estimated based on growth assumption on f (1.3), Holder inequality and the fact that ψ x 0 is compactly supported (exactly at this place we have to use ψ x 0 instead of φ ε,x 0 )
with some absolute constant C. To be able to use Gronwall's inequality further we absorb the extra term ∇ψ x 0 v 2 by introducing modified energy
, and rewrite (7.6) in terms of
The term with fractional laplacian can be rewritten as follows (7.10) ((−∆ x + 1)
, that together with Proposition 3.3 (for ε small enough) gives
{ε,x 0 },0,2 . for arbitrary δ > 0 which will be chosen small below. From (7.9), (7.11) and obvious estimates one derives
Applying Gronwall's lemma to (7.12) we obtain
where A T is given by (7.4).
Furthermore, multiplying (7.13) by φ 2 µ,x 0 with 0 < µ < ε, using Theorem 2.2 on the left hand side of (7.13), Theorem 2.1 (p = 2, q = 1) on the right hand side of (7.13) and fixing δ = δ(A T ) small enough we end up with
where constant κ > 0 and Q ε,µ is some monotone increasing function. Applying Gronwall's lemma to (7.14) and taking supremum with respect to x 0 we finish the proof.
Remark 7.1. We note that Remarks 5.1-5.3 hold true in the context of infinite-energy solutions if one substitutes
Smoothing property of infinite-energy solutions
It is well known that the wave equation with fractional damping of the form (−∆ x ) θ ∂ t u and θ ∈ (0, 1) possesses smoothing property similar to parabolic equations (see [13] , [19] , [18] and references therein). Here we would like to establish smoothing property of problem (4.1) in the case of infinite-energy solutions.
As usual, we start with the fact that infinite-energy solutions are smoother if initial data are smoother. Although the next Theorem gives the estimate which is divergent as t → +∞, this estimate will be improved at the end of the section.
Theorem 8.1. Let assumptions of Theorem 4.1 hold true and let initial data be such that
b and ξ ∂tu (t) ∈ E b for all t ≥ 0 and the following estimate holds
for some monotone increasing functions Q 1 and Q 2 which are independent of u.
Proof. Since the theorem is more or less standard we restrict ourselves to formal derivation of estimate (8.2). Let v := ∂ t u, then v solves the problem
b if and only if ξ v (t) ∈ E b . Indeed, from (4.1) we see, due to triangle inequality and continuous embedding
denotes the space of continuous and bounded functions over Ω), that
and hence
for some monotone increasing Q. And vice versa, rewriting equation (4.1) in the form
(Ω), and multiplying equation (8.7) by φ 4 ε,x 0 u 3 , that can be justified as in Theorem 6.1, we deduce
uniformly with respect to x 0 and hence u ∈ L 12 b (Ω) and we have (8.9) u(t)
, for some constant C > 0. Combining (8.7), (8.10) and using elliptic regularity we conclude that u ∈ H 2 b (Ω) and the following estimate holds
for some monotone increasing function Q and absolute constant C which do not depend on u.
Thus to get estimate (8.2) it suffices to get E b -norm control of ξ v (t). To this end we multiply
Arguing along the lines (7.7)-(7.12) we find
where E x 0 (ξ v ) is defined by (7.8) and ε is small. And repeating the arguments (7.13)-(7.14) we derive
for some constants κ, C > 0 and monotone increasing function Q µ with µ ∈ (0, ε) which do not depend on u and t. Taking the supremum with respect to x 0 in (8.15) and applying Gronwall's lemma we see that
for some monotone increasing function Q that does not depend on u and t. Taking into account (8.6), (8.12), (6.1) we finish the proof.
Remark 8.1. Usually to prove the fact that ξ ∂tu (t) ∈ E b implies ξ u (t) ∈ E 1 b it is more standard to multiply equation (8.10) by φ 2 ε,x 0 (−∆ x )u (or better by k ∂ k φ 2 ε,x 0 ∂ k u, see [29] for details). This works well when, for example, f ′ (s) ≤ C(1 + |s| q ) and q ∈ [0, 4) (that is in subcritical case) or without growth restriction but with (1.4) changed to f ′ (s) ≥ −M . Since we have growth restriction (to have uniqueness) and (1.4) is less restrictive than f ′ (s) ≥ −M we have to deal in a different way, for example, using the trick with multiplication by φ 4 ε,x 0 u 3 .
The next theorem improves
{ε,x 0 } (Ω)) on arbitrary segment [0, T ] and the following estimate holds (8.18 ) sup
(Ω) ), t ≥ 0, for some constant β > 0 and monotone increasing function Q ε which are independent of u ant t.
Proof. The result follows from multiplication of equation (4.1) by φ 2 ǫ,x 0 (−∆ x +1) 1 2 u. As we already noticed in Theorem 7.1, due to obtained extra regularity (6.1)
{ε,x 0 } (Ω)) when ε is small enough. Thus, the product (φ 2 ε,x 0 (−∆ x + 1) 1 2 u, f (u)) makes sense. To justify the product of the linear part of (4.1) by φ 2 ǫ,x 0 (−∆ x + 1) 1 2 u one can approximate our solution u by smooth solutions that can be done due to just obtained Theorem 8.1 and continuous dependence on initial data (7.3). Since the approximation procedure is standard we focus on the derivation of the estimate only. Multiplication of (4.1) by φ 2 ǫ,x 0 (−∆ x + 1)
Similar to (7.10) the term involving fractional laplacian on the left hand side of (8.19) can be transformed as follows
, and hence, using Proposition 3.1 and fixing ε small enough, we get
, and hence
). In addition, along the lines of (8.10) the non-linear term admits the estimate
Let us integrate (8.19 ) from max{0, t − 1} to t. Keeping in mind (8.21)-(8.24), applying dissipative estimate (4.8) and extra regularity estimate (6.1) we obtain
for some β > 0 and monotone increasing function Q ε which are independent of u. Since the estimate (8.25) is uniform with respect to x 0 we finish the proof.
Corollary 8.1. Let assumptions of Theorem 4.1 be satisfied and ε ∈ (0, ε 0 ] be small enough. Then for every initial data ξ 0 = (u 0 , u 1 ) ∈ E b the associated infinite-energy solution u of problem (4.1) possesses extra regularity
for arbitrary T > 0 and the following estimate holds (8.27) sup
Proof. Since u solves the equation (4.1) the formula for ∂ 2 t u reads
Let us estimate each of the terms.
By virtue of (1.3), continuous embedding L
The term with fractional laplacian can be estimated using arguments on test functions and com-
, for some absolute constant C assuming that ε is small, and therefore
Similarly we obtain the estimate
The estimates of the rest terms are trivial. Combining the above estimates with energy estimate (4.8), Theorem 6.1, Theorem 8.2 we complete the proof.
The next theorem gives us smoothing property mentioned before. 
(Ω) ), t ∈ (0, 1], for some monotone increasing Q which is independent of t and u.
Proof. As in Theorem 8.1 we give only formal derivation of estimate (8.33) . Setting v = ∂ t u as in Theorem 8.1 and multiplying inequality (8.14) by t 2 we obtain
Let us estimate the last three terms of (8.34) separately. The first one can be controlled due to commutator estimates as follows (assuming ε is small)
where the term (−∆ x + 1)
is not dangerous by Corollary 8.1. The two last terms can be transformed as follows
where R is given by
Performing integration by parts in the previous formula and using commutator estimates it is easy to check the next inequality (at this point H 3 2 {ε,x 0 } (Ω)-norm, given by Theorem 8.2, arises)
Thus summarizing (8.34), (8.35) , (8.36 ) and (8.38) we get
Taking into account that
, integrating (8.39) from 0 to t ∈ (0, 1], using energy estimate (4.8) , and extra regularity (8.18), (8.27) we obtain
, for all t ∈ (0, 1]. Applying Gronwall's lemma in integral form to (8.41) we obtain
Multiplying the estimate (8.42) by φ 2 µ,x 0 with µ ∈ (0, ε), integrating the obtained inequality with respect to x 0 over Ω, applying Theorem 2.2 on the left and Theorem 2.1 on the right, choosing δ = δ(B 1 ) small enough we find
(Ω) )), t ∈ (0, 1], for some increasing monotone Q. Taking supremum with respect to x 0 in the last estimate, using Corollary 2.2 and Theorem 6.1 we finish the proof.
The next corollary improves estimate (8.2) to its dissipative version. 
(Ω) ), t ≥ 0, for some β > 0 and increasing function Q which are independent of t and u. The following lemma, used in Corollary 8.2, was originally proved in [26] .
Lemma 8.1. Let Q : R + → R + be a smooth function, L 1 , L 2 ∈ R + and α > 0. Then there exists a monotone increasing function Q 1 :
The Attractors
In this section we establish existence of locally compact attractor for the natural dynamical system (S t , E b ) associated with problem (4.1):
where ξ 0 ∈ E b and ξ u (t) is infinite-energy solution of problem (4.1) with initial data ξ 0 . Locally compact attractors play central role in capturing long-time behaviour of PDEs in unbounded domains. These objects are natural counterparts of global attractors which are commonly used in studying asymptotic behaviour of PDEs in bounded domains (see [2] ). Let us recall the definition of locally compact attractor (see [15] ) Definition 9.1. A set A ⊂ E b to be called locally compact attractor (further just attractor for brevity) of the dynamical system
The set A is strictly invariant, that is S t A = A, for all t ≥ 0. (iii) The set A uniformly attracts any bounded subset of E b in topology of E loc . That is, for any neighbourhood O(A) of A in topology of E loc and for every bounded subset B in topology of E b , there exists T = T (O(A), B) such that
We remind that condition (i) means that A| Ω 1 is compact in
for any bounded domain Ω 1 ⊂ Ω. Similarly, condition (iii) means that for every bounded set B in E b and every
where, again, Ω 1 is an arbitrary bounded domain of Ω. Also we would like to point out that definition (9.1) coincides with definition of (E b , E loc )-attractor in terminology of [2] .
Remark 9.1. One may ask why we require compactness of A as well as well as attraction property in the space E loc and not in E b . In [30] there was constructed an example that shows that, as a rule, when we consider dynamical system generated by a partial differential equation in unbounded domain then attractor can not be a compact subset of E b . Furthermore, even when attractor is a compact set of E b it is too optimistic to expect attraction property in E b . The corresponding counter-example is constructed in [33] . One more key difference between the case of locally compact attractors in unbounded domains from attractors in bounded domains is that they usually have infinite fractal dimension. Example illustrating the nature of this fact can be found in [15] .
The next theorem establishes existence of locally compact attractor for problem (4.1).
Theorem 9.1. Let assumptions of Theorem 4.1 be satisfied. Then dynamical system (S t , E b ) defined by (9.1) possesses a locally compact attractor A in E b which is a bounded subset of E 1 b can be described as
where K is the set of all complete bounded in E b solutions of (4.1).
Proof. According to abstract attractor's existence theorem (see [2] ) we need to check two points: (i) dynamical system (S t , E b ) possesses a bounded in E b absorbing set B 0 which is compact in E loc . We remind that B 0 is absorbing means that for any bounded set B ⊂ E b there exists time T B such that for all t ≥ T B we have S t B ⊂ B 0 .
(ii) for every fixed t ≥ 0 the evolutionary operator S t is continuous on B 0 in topology of E loc . The desired absorbing set can be constructed by standard procedure as follows. From Theorem 8.3 and Corollary 8.2 one can easily see that closed ball B R 0 in E 1 b with large enough radius R is an absorbing ball. Since the embedding E 1 b ⊂ E loc is compact then B R 0 is compact in E loc . Thus we can take B 0 = B R 0 . E loc -Continuity of S t on B 0 is a direct consequence of the continuity of S t in topology of E b (see Theorem 7.1).
Thus points (i) and (ii) are checked and hence the attractor exists. The boundedness of the attractor in E 1 b follows from the fact that B 0 is bounded in E 1 b by construction. Finally representation (9.4) is classical. Obviously, elements of A generate complete bounded in E b trajectories, hence A ⊂ K| t=0 . On the other hand, any complete bounded in E b trajectory Γ = {ξ u (t)} t∈R of the dynamical system (S t , E b ) (see (9.1)) gets into arbitrary small neighbourhood O(A) in E loc of A. But since trajectory Γ is complete it is invariant, that is, the whole trajectory itself is in O(A). In addition, since A is E loc -closed we get that Γ ⊂ A and in particular Γ| t=0 ⊂ A.
for a monotone increasing function Q 2 . It is easy to see that (10.22) yields the desired estimate (10.4) for some monotone increasing Q and constant β > 0 that completes the proof.
Remark 10.1. Let assumptions of Lemma 10.1 be satisfied with p > 1 but H = 0. Then there exists a finite time T * = T * (Y (0)) < +∞ such that
Proof. Indeed, repeating the arguments of Lemma 10.1 we, as previously, conclude that
However, since H = 0, we see that 
On the other hand, due to (10.15) and the fact that H = 0 we have lim k→∞ W (k) = 0. Thus Y σ (T * ) = 0 for all σ ∈ Σ. Since both y σ and Y σ are positive integrating (10.1) from T * to T > T * we obtain the desired result.
We proceed to the proof of Theorem 4.1.
proof of Theorem 4.1. We give the formal derivation of the apriori estimate (4.8), highlighting neat points related to the work with uniformly local and weighted spaces and fractional laplacian. The existence of the solutions follows from this estimate and the fact that infinite-energy solutions can be approximated by finite-energy solutions. Multiplying the equation (4.1) by φ 2 ε,x 0 ∂ t u + δφ 2 ε,x 0 u with small enough δ > 0 (to be fixed below) we get Let us estimate the right hand side H(t). Choosing δ = δ(γ) and ε = ε(δ) small it is easy to see that H 1 -term admits the estimate 
b (Ω) , uniformly with respect to x 0 ∈ Ω, where κ = κ(γ, λ 0 ) > 0 is small enough absolute constant. Also from this moment we suppose that ε is fixed.
We claim that inequality (10.43) implies the desired estimate (4.8) . To this end we would like to apply Lemma 10.1. Let us denote (10.44 ) Y x 0 (t) = E ε,x 0 (ξ u (t)), y x 0 (t) = E 3ε,x 0 (ξ u (t)).
So we only need to check conditions (10.2), (10.3) . Completing the squares and taking into account (10.39) we see that that the right parts of the inequalities (10.2), (10.3) are fulfilled with Λ = 1 (they hold also without supremum in x 0 ) and the left parts of the inequalities (10.2), (10.3) are valid exactly due to supremum in x 0 for some λ = λ(ε). Therefore by Lemma 10.1 and (10.40) we obtain (10.45) ξ u (t)
(Ω) ), t ≥ 0, for some monotone increasing function Q ε and β > 0 independent of solution u. In addition, integrating (10.43) from max{0, t − 1} to t, taking supremum in x 0 and using (10.45) we get (10.46) sup 
for some monotone increasing function Q ε and β > 0 independent of u(t). Thus the proof is complete.
Remark 10.2. We note that the above proof becomes much less technically involved if in addition to dissipative assumption (1.4) one also assumes extra condition
for some positive constants a, K. In this case instead of (10.43) we have standard Gronwall estimate. However, as we have seen, assumption (10.47) can be omitted even in infinite-energy case.
