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LOCAL LIMIT THEOREMS FOR THE RANDOM CONDUCTANCE MODEL AND
APPLICATIONS TO THE GINZBURG-LANDAU ∇φ INTERFACE MODEL
SEBASTIAN ANDRES AND PETER A. TAYLOR
ABSTRACT. We study a continuous-time random walk on Zd in an environment of
random conductances taking values in (0,∞). For a static environment, we extend
the quenched local limit theorem to the case of a general speed measure, given
suitable ergodicity and moment conditions on the conductances and on the speed
measure. Under stronger moment conditions, an annealed local limit theorem is
also derived. Furthermore, an annealed local limit theorem is exhibited in the case
of time-dependent conductances, under analogous moment and ergodicity assump-
tions. This dynamic local limit theorem is then applied to prove a scaling limit result
for the space-time covariances in the Ginzburg-Landau ∇φ model. We also show
that the associated Gibbs distribution scales to a Gaussian free field. These results
apply to convex potentials for which the second derivative may be unbounded.
1. INTRODUCTION
1.1. The Model. We consider the graph G = (Zd, Ed) of the hypercubic lattice
with the set of nearest-neighbour edges Ed := {{x, y} : x, y ∈ Zd, |x − y| = 1} in
dimension d ≥ 2. We place upon G positive weights ω = {ω(e) ∈ (0,∞) : e ∈ Ed},
and define two measures on Zd,
µω(x) :=
∑
y∼x
ω(x, y), νω(x) :=
∑
y∼x
1
ω(x, y)
.
Let (Ω,F) := (REd+ ,B(R+)⊗Ed) be the measurable space of all possible environ-
ments. We denote by P an arbitrary probability measure on (Ω,F) and E the re-
spective expectation. The measure space (Ω,F) is naturally equipped with a group
of space shifts
{
τz : z ∈ Zd
}
, which act on Ω as
(τzω)(x, y) := ω(x+ z, y + z), ∀ {x, y} ∈ Ed. (1.1)
Let θω : Zd → (0,∞) be a positive function which may depend upon the environ-
ment ω ∈ Ω. The random walk (Xt)t≥0 defined by the following generator,
Lωθ f(x) :=
1
θω(x)
∑
y∼x
ω(x, y)
(
f(y)− f(x)) ,
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acting on bounded functions f : Zd → R, is reversible with respect to θω, and we
call this process the random conductance model (RCM) with speed measure θω. We
denote Pωx the law of this process started at x ∈ Zd and Eωx the corresponding
expectation. There are two natural laws on the path space that are considered in
the literature - the quenched law Pωx (·) which concerns P-almost sure phenomena,
and the annealed law EPωx (·).
If the random walk X is currently at x, it will next move to y with probability
ω(x, y)/µω(x), after waiting an exponential time with mean θω(x)/µω(x) at the
vertex x. The main results of this paper are statements about the heat kernel of X,
pωθ (t, x, y) :=
Pωx (Xt = y)
θω(y)
, t ≥ 0, x, y ∈ Zd.
Perhaps the most natural choice for the speed measure is θω ≡ µω, for which we ob-
tain the constant speed random walk (CSRW) that spends i.i.d. Exp(1)-distributed
waiting times at all vertices it visits. Another well-studied process, the variable
speed random walk (VSRW), is recovered by setting θω ≡ 1, so called because as
opposed to the CSRW, the waiting time at a vertex x does indeed depend on the
location; it is an Exp(µω(x))-distributed random variable.
1.2. Main Results on the Static RCM. As our first main results we obtain quenched
and annealed local limit theorems for the static random conductance model. A gen-
eral assumption required is stationarity and ergodicity of the environment.
Assumption 1.1. (i) P[0 < ω(e) <∞] = 1 and E[ω(e)] <∞ for all e ∈ Ed.
(ii) P is ergodic with respect to spatial translations of Zd, i.e. P ◦ τ−1x = P for all
x ∈ Zd and P(A) ∈ {0, 1} for any A ∈ F such that τx(A) = A for all x ∈ Zd.
(iii) θ is stationary, i.e. θω(x + y) = θτyω(x) for all x, y ∈ Zd and P-a.e. ω ∈ Ω.
Further, E[θω(0)] <∞ and E[θω(0)/µω(0)] ∈ (0,∞).
In particular, the last condition in Assumption 1.1(iii) ensures that the process X
is non-explosive. During the last decade, considerable effort has been invested in
the derivation of quenched invariance principles or quenched functional central limit
theorems (QFCLT), see the surveys [11, 30] and references therein. The following
QFCLT for random walks under ergodic conductances is the main result of [5].
Theorem 1.2 (QFCLT). Suppose Assumption 1.1 holds. Further assume that there
exist p, q ∈ (1,∞] satisfying 1p + 1q < 2d such that E
[
ω(e)p
]
<∞ and E[ω(e)−q] <∞
for any e ∈ Ed. For n ∈ N, define X(n)t := 1nXn2t, t ≥ 0. Then, for P-a.e. ω, X(n)
converges (under Pω0 ) in law towards a Brownian motion on R
d with a deterministic
non-degenerate covariance matrix Σ2.
Proof. For the VSRW, this is [5, Theorem 1.3]. As noted in [5, Remark 1.5] the QF-
CLT extends to the randomwalk with general speed measure θω provided E[θω(0)] ∈
(0,∞). See [2, Section 6.2] for a proof of this extension in the case of the CSRW. 
Recently the moment condition in Theorem 1.2 has been improved in [9].
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Remark 1.3. If we let Σ¯2 denote the covariance matrix of the above Theorem in the
case of the VSRW, the corresponding covariance matrix of the random walk X with
speed measure θω is given by Σ2 = E
[
θω(0)
]−1
Σ¯2 – see [5, Remark 1.5].
Assumption 1.4. There exist p, q, r ∈ (1,∞] satisfying
1
r
+
1
p
r − 1
r
+
1
q
<
2
d
(1.2)
such that
E
[(µω(0)
θω(0)
)p
θω(0)
]
+ E
[
νω(0)q
]
+ E
[
θω(0)−1
]
+ E
[
θω(0)r
]
< ∞. (1.3)
While under Assumptions 1.9 and 1.4 Gaussian-type upper bounds on the heat
kernel pθ have been obtained in [7], in the present paper our focus is on local limit
theorems. A local limit theorem constitutes a scaling limit of the heat kernel towards
the normalized Gaussian transition density of the Brownian motion with covariance
matrix Σ2, which appears as the limit process in the QFCLT in Theorem 1.2. The
Gaussian heat kernel associated with that process will be denoted
kt(x) ≡ kΣt (x) :=
1√
(2πt)d detΣ2
exp
(
− x · (Σ2)−1x/(2t)
)
. (1.4)
Our first main result is the following local limit theorem for the RCM under gen-
eral speed measure. For x ∈ Rd write ⌊x⌋ = (⌊x1⌋, ..., ⌊xd⌋) ∈ Zd.
Theorem 1.5 (Quenched local limit theorem). Let T2 > T1 > 0, K > 0 and suppose
that Assumptions 1.1 and 1.4 hold. Then,
lim
n→∞ sup|x|≤K
sup
t∈[T1,T2]
∣∣∣ndpωθ (n2t, 0, ⌊nx⌋)− akt(x)∣∣∣ = 0, for P-a.e. ω,
with a := E
[
θω(0)
]−1
.
Remark 1.6. (i) In the case of the CSRW or VSRW Assumption 1.4 coincides with
the moment condition in Theorem 1.2. Indeed, for the CSRW, θω ≡ µω, choose
p =∞ and relabel r by p; for the VSRW, θω ≡ 1, choose r =∞.
(ii) For the sake of a simpler presentation, Theorem 1.5 is stated for the RCM on
Zd only. However, its proof extends to RCMs with ergodic conductances satisfying a
slightly modified moment condition on a general class of random graphs including
supercritical i.i.d. percolation clusters and clusters in percolation models with long
range correlations, see e.g. [22, 36]. The corresponding QFCLT has been shown
in [21] and a local limit theorem for the VSRW in [4, Section 5].
Theorem 1.5 extends the local limit theorem in [6, Theorem 1.11] for the CSRW
to the case of a general speed measure. In general, a local limit theorem is a
stronger statement than a FCLT. In fact, even in the i.i.d. case, where the QFCLT
does hold [2], we see the surprising effect that due to a trapping phenomenon the
heat kernel may behave subdiffusively (see [10]), in particular a local limit theo-
rem may fail. Nevertheless it does hold, for instance, in the case of uniformly elliptic
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conductances, where P(c−1 ≤ ω(e) ≤ c) = 1 for some c ≥ 1, or for random walks on
supercritical percolation clusters (see [8]). For sharp conditions on the tails of i.i.d.
conductances at zero for Harnack inequalities and a local limit theorem to hold we
refer to [14]. Hence, it is clear that some moment condition is necessary. In the
case of the CSRW under general ergodic conductances the moment condition in
Assumption 1.4 is known to be optimal, see [6, Theorem 5.4]. Local limit theorems
have also been obtained in slightly different settings, see [18], where some general
criteria for local limit theorems have been provided based on the arguments in [8].
The proof of the local limit theorem has two main ingredients, the QFCLT in
Theorem 1.2 and a Ho¨lder regularity estimate for the heat kernel. For the latter it
is common to use a purely analytic approach and to interpret the heat kernel as a
fundamental solution of the heat equation (∂t − Lωθ )u = 0. Here we will follow the
arguments in [4] based on De Giorgi’s iteration technique. This approach to show
Ho¨lder regularity directly circumvents the need for a parabolic Harnack inequality,
in contrast to the proofs in [6, 8], which makes it significantly simpler. As a by-
product we still obtain a weak parabolic Harnack inequality (Proposition 2.15) and
a lower near-diagonal heat kernel estimate (Corollary 2.16).
Applications of homogenisation results such as FCLTs and local limit theorems
in statistical mechanics often require convergence under the annealed measure.
While a QFCLT does imply an annealed FCLT in general, the same does not apply
to the local limit theorem. Next we provide an annealed local limit theorem under
a stronger moment condition, which we do not expect to be optimal.
Theorem 1.7 (Annealed local limit theorem). Suppose Assumption 1.1 holds. There
exist exponents p, q, r1, r2 ∈ (1,∞) (only depending on d) such that if
E
[
µω(0)p
]
+ E
[
νω(0)q
]
+ E
[
θω(0)−r1
]
+ E
[
θω(0)r2
]
< ∞
then the following holds. For all K > 0 and 0 < T1 ≤ T2,
lim
n→∞E
[
sup
|x|≤K
sup
t∈[T1,T2]
∣∣∣ndpωθ (n2t, 0, ⌊nx⌋)− akt(x)∣∣∣
]
= 0. (1.5)
Remark 1.8. In the case of the VSRW, i.e. θω ≡ 1, the moment condition required
in Theorem 1.7 is more explicitly given by E
[
ω(e)2(κ
′∨p)] + E[ω(e)−2(κ′∨q)] < ∞,
e ∈ Ed, for some p, q ∈ (1,∞) such that 1/p + 1/q < 2/d and κ′ = κ′(d, p, q,∞)
defined in Proposition 3.1 below. Similarly, in the case of the CSRW, θω ≡ µω, the
condition reduces to E
[
ω(e)4κ
′∨2p] + E[ω(e)−(4κ′+2)∨2q] < ∞, e ∈ Ed, again for
some p, q ∈ (1,∞) such that 1/p + 1/q < 2/d and κ′ = κ′(d,∞, q, p) defined as in
Proposition 3.1.
As mentioned above, the proofs of the quenched local limit theorems in [6] and
Theorem 1.5 rely on Ho¨lder regularity estimates on the heat kernel, which involve
random constants depending on the exponential of the conductances. Those con-
stants can be controlled almost surely, but naively taking expectations would require
exponential moment conditions stronger than the polynomial moment conditions in
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Assumption 1.4. To derive the annealed local limit theorem given the corresponding
quenched result, one might hope to employ the dominated convergence theorem,
which requires that the integrand above can be dominated uniformly in n by an
integrable function. We achieve this using a maximal inequality from [7]. Then it
is the form of the random constants in this inequality that allows us to anneal the
result using only polynomial moments, together with a simple probabilistic bound.
1.3. Main Results on the Dynamic RCM. Next we introduce the dynamic random
conductance model. We endow G = (Zd, Ed), d ≥ 2, with a family ω = {ωt(e) ∈
(0,∞) : e ∈ Ed, t ∈ R} of positive, time-dependent weights. For t ∈ R, x ∈ Zd, let
µωt (x) :=
∑
y∼x
ωt(x, y), ν
ω
t (x) :=
∑
y∼x
1
ωt(x, y)
.
We define the dynamic variable speed random walk starting in x ∈ Zd at s ∈ R to
be the continuous-time Markov chain (Xt : t ≥ s) with time-dependent generator
(Lωt f) (x) :=
∑
y∼x
ωt(x, y)
(
f(y)− f(x)) ,
acting on bounded functions f : Zd → R. Note that the counting measure, which
is time-independent, is an invariant measure for X. In contrast to Section 1.2, the
results in this subsection, like many results on the dynamic RCM, are restricted to
this specific speed measure. We denote Pωs,x the law of this process started at x ∈ Zd
at time s, and Eωs,x the corresponding expectation. For x, y ∈ Zd and t ≥ s, we
denote pω(s, t, x, y) the heat kernel of (Xt)t≥s, that is
pω(s, t, x, y) := Pωs,x [Xt = y] .
Let Ω be the set of measurable functions from R to (0,∞)Ed equipped with a σ-
algebra F and let P be a probability measure on (Ω,F). Upon it we consider the
d+ 1-parameter group of translations (τt,x)(t,x)∈R×Zd given by
τt,x : Ω→ Ω,
(
ωs(e)
)
s∈R, e∈Ed 7→
(
ωt+s(x+ e)
)
s∈R, e∈Ed .
The required ergodicity and stationarity assumptions on the time-dependent ran-
dom environment are as follows.
Assumption 1.9. (i) P is ergodic with respect to time-space translations, i.e. for
all x ∈ Zd and t ∈ R, P ◦ τ−1t,x = P. Further, P(A) ∈ {0, 1} for any A ∈
F such that τt,x(A) = A for all x ∈ Zd, t ∈ R.
(ii) For every A ∈ F , the mapping (ω, t, x) 7→ 1lA(τt,xω) is jointly measurable with
respect to the σ-algebra F ⊗ B (R)⊗ 2Zd .
Theorem 1.10 (Quenched FCLT and local limit theorem). Suppose Assumption 1.9
holds and there exist p, q ∈ (1,∞] satisfying
1
p− 1 +
1
(p− 1)q +
1
q
<
2
d
such that E
[
ω0(e)
p
]
<∞ and E[ω0(e)−q] <∞ for any e ∈ Ed.
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(i) The QFCLT holds with a deterministic non-degenerate covariance matrix Σ2.
(ii) For any T2 > T1 > 0 and K > 0,
lim
n→∞ sup|x|≤K
sup
t∈[T1,T2]
∣∣ndpω(0, n2t, 0, ⌊nx⌋)− kt(x)∣∣ = 0, for P-a.e. ω,
where kt still denotes the heat kernel of a Brownian motion on R
d with covariance Σ2.
Proof. The QFLCT in (i) has been proven in [3], see [12] for a similar result. For
the quenched local limit theorem in (ii) we refer to [4]. 
Similarly as in the static case we establish an annealed local limit theorem for the
dynamic RCM under a stronger, but still polynomial moment condition.
Theorem 1.11 (Annealed local limit theorem). Suppose Assumption 1.9 holds. There
exist exponents p, q ∈ (1,∞) (specified more explicitly in Assumption 4.2 below) such
that if E
[
ω0(e)
p
]
<∞ and E[ω0(e)−q] <∞ for any e ∈ Ed, then the following holds.
For all K > 0 and 0 < T1 ≤ T2,
lim
n→∞E
[
sup
|x|≤K
sup
t∈[T1,T2]
∣∣ndpω(0, n2t, 0, ⌊nx⌋)− kt(x)∣∣
]
= 0. (1.6)
Relevant examples of dynamic RCMs include random walks in an environment
generated by some interacting particle systems like zero-range or exclusion pro-
cesses (cf. [31]). Some on-diagonal heat kernel upper bounds for a degenerate
time-dependent conductance model are obtained in [31]. Full two-sided Gaussian
bounds have been shown in the uniformly elliptic case for the VSRW [19] or for
the CSRW under effectively non-decreasing conductances [20]. However, unlike
for the static environments, two-sided Gaussian-type heat kernel bounds are much
less regular and some pathologies may arise as they are not stable under perturba-
tions, see [27]. Moreover, in the degenerate case such bounds are expected to be
governed by the intrinsic distance. Even in the static case, in contrast to the CSRW,
the intrinsic distance of the VSRW is not comparable to the Euclidean distance in
general, cf. [7], and the exact form of a time-dynamic version of the distance is
still unknown. These facts make the derivation of Gaussian bounds for the dynamic
RCM with unbounded conductances a subtle open challenge.
1.4. Application to the Ginzburg-Landau ∇φ Model. A somewhat unexpected
context in which one encounters (dynamic) RCMs is that of gradient Gibbs mea-
sures describing stochastic interfaces in statistical mechanical systems. One well-
established model is the Ginzburg-Landau model, where an interface is described
by a field of height variables {φt(x) : x ∈ Zd, t ≥ 0}, whose stochastic dynamics
are governed by the following infinite system of stochastic differential equations
involving nearest neighbour interaction:
φt(x) = φ(x)−
∫ t
0
∑
y:|x−y|=1
V ′(φt(x)− φt(y)) dt +
√
2wt(x), x ∈ Zd. (1.7)
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Here {w(x) : x ∈ Zd} is a collection of independent Brownian motions and the
potential V ∈ C2(R,R+) is even and convex. The formal equilibrium measure for
the dynamic is given by the Gibbs measure Z−1 exp(−H(φ))∏x dφ(x) on RZd with
formal Hamiltonian H(φ) = 12
∑
x∼y V (φ(x) − φ(y)). Investigating the fluctuations
of the macroscopic interface has been quite an active field of research, see [23] for
a survey.
We are interested in the decay of the space-time covariances of height variables
under an equilibrium Gibbs measure. By the Helffer-Sjo¨strand representation [26]
(cf. also [19, 25]) such covariances can be written in terms of the annealed heat
kernel of a random walk among dynamic random conductances. More precisely,
Covµ
(
φ0(0), φt(y)
)
=
∫ ∞
0
Eµ
[
pω(0, t+ s, 0, y)
]
ds,
where the covariance and expectation are taken with respect to an ergodic Gibbs
measure µ and pω denotes the heat kernel of the dynamic RCMwith time-dependent
conductances given by
ωt(x, y) := V
′′(φt(y)− φt(x)), {x, y} ∈ Ed, t ≥ 0. (1.8)
Thus far, applications of the aforementioned Helffer-Sjo¨strand relation have mainly
been restricted to gradient models with strictly convex potential function, which
corresponds to uniformly elliptic conductances in the random walk picture. How-
ever, recent developments in the degenerate setting will also allow some potentials
that are convex but not strictly convex. As our first main result this direction, we use
the annealed local limit theorem of Theorem 1.11 to derive a scaling limit for the
space-time covariances of the φ-field for a wider class of potentials.
Theorem 1.12. Suppose d ≥ 3 and let V ∈ C2(R) be even with V ′′ ≥ c− > 0. Then
for all h ∈ R there exists a stationary, shift-invariant, ergodic φ-Gibbs measure µ of
mean h, i.e. Eµ[φ(x)] = h for all x ∈ Zd. Further, assume that
Eµ
[
V ′′
(
φ(y)− φ(x))p] < ∞, for any {x, y} ∈ Ed, (1.9)
with p := (2 + d)(1 + 2/d+
√
1 + 1/d2). Then for all t > 0 and x ∈ Rd,
lim
n→∞ n
d−2 Covµ
(
φ0(0), φn2t(⌊nx⌋)
)
=
∫ ∞
0
kt+s(x) ds,
where kt is the heat kernel from Theorem 1.10 with conductances as given in (1.8).
Here Eµ and Covµ denote expectation and covariance w.r.t. the law of the process
(φt)t≥0 with initial distribution µ. Theorem 1.12 extends the scaling limit result
of [1, Theorem 5.2] to hold for potentials V for which V ′′ may be unbounded from
above. Note that Theorem 1.12 also contains an existence result for stationary,
shift-invariant, ergodic φ-Gibbs measures whose derivation in the present setting
requires some extra consideration. We obtain the existence from the Brascamp-Lieb
inequality together with an existence and uniqueness result for the system of SDEs
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(1.7), see Proposition 5.3, which in turn can be derived following the arguments
in [34, Chapter 4].
Our final main result is a scaling limit for the time-static height variables under
the φ-Gibbs measure towards a Gaussian free field (GFF). We refer to [32, The-
orem A], [25, Corollary 2.2], [13, Theorem 2.4] and [33, Theorem 9] for sim-
ilar results. For f ∈ C∞0 (Rd), we denote a re-scaled version of this fn(x) :=
n−(1+d/2)f(x/n) for n ∈ Z+. We will consider the field of heights acting as a linear
functional on such a test function,
φ(fn) := n
−(1+d/2)
∫
Rd
f(x)φ(⌊nx⌋) dx. (1.10)
Theorem 1.13 (Scaling to GFF). Suppose d ≥ 3 and let V ∈ C2(R) be even with
V ′′ ≥ c− > 0. Let µ be a stationary, ergodic φ-Gibbs measure of mean 0. Assume
Eµ
[
V ′′
(
φ(y)− φ(x))p] < ∞, for any {x, y} ∈ Ed,
for some p > 1 + d2 . Then for any λ ∈ R and f ∈ C∞0 (Rd),
lim
n→∞Eµ
[
exp(λφ(fn))
]
= exp
(λ2
2
∫
Rd
f(x)(Q−1f)(x) dx
)
where Q−1 is the inverse of Qf :=
∑d
i,j=1 qij
∂2f
∂xi ∂xj
and q = Σ2 the covariance matrix
from Theorem 1.10 with conductances given by (1.8).
Remark 1.14. (i) Note that in (1.10) the height variables are scaled by n−(1+d/2)
while the conventional scaling for a central limit theorem is n−d/2. This stronger
scaling is required due to strong correlations of the height variables (cf. [13, 32]),
in contrast to the scaling limit of the gradient field, which has weaker correlations
and only requires the standard scaling n−d/2 (cf. [25,33]).
(ii) Having established Theorem 1.12, a natural next goal is to study the equilib-
rium space-time fluctuation of the interface and to derive a stronger, time-dynamic
version of Theorem 1.13, see [25, Theorem 2.1] for the case of strictly convex po-
tentials. However, this requires extending Theorem 1.12 from a pointwise result to
a scaling limit for the covariances of the φ-field integrated against test functions,
cf. [25, Proposition 5.1]. In order to control the arising remainder term, we be-
lieve such an extension would require upper off-diagonal heat kernel estimates for
the dynamic RCM in a degenerate, ergodic environment, which are not available at
present, as discussed at the end of Section 1.3.
Finally, we provide a verification of the moment assumptions in Theorems 1.12
and 1.13 for a class of potentials V with V ′′ having polynomial growth.
Proposition 1.15. Suppose d ≥ 3 and let the potential V ∈ C2(R) be even, satisfying
V ′′ ≥ c− > 0. Let µ be any ergodic, shift-invariant, stationary φ-Gibbs measure. Then
for all p > 0, Eµ
[∣∣φt(x)∣∣p ] <∞ for any x ∈ Zd and t ≥ 0.
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Example 1.16. The above proposition shows that Theorems 1.12 and 1.13 apply
to polynomial potentials of interest, for example the anharmonic crystal potential
V (x) = x2+λx4 (λ > 0), for which the spatial correlation decay is discussed in [15].
1.5. Notation. We finally introduce some further notation used in the paper. We
write c to denote a positive, finite constant which may change on each appearance.
Constants denoted by ci will remain the same. We endow the graph G = (Z
d, Ed)
with the natural graph distance d, i.e. d(x, y) is the minimal length of a path be-
tween x and y. Denote B(x, r) := {y ∈ Zd : d(x, y) ≤ r} the closed ball with
centre x and radius r. For a non-empty, finite, connected set A ⊆ Zd, we denote
by ∂A := {x ∈ A : d(x, y) = 1 for some y ∈ Ac} the inner boundary and by
∂+A := {x ∈ Ac : d(x, y) = 1 for some y ∈ A} the outer boundary of A. We write
A = A∪∂+A for the closure of A. The graph is given the counting measure, i.e. the
measure of A ⊆ Zd is the number |A| of elements in A. For f : Zd → R we define
the operator ∇ by
∇f : Ed → R, Ed ∋ e 7−→ ∇f(e) := f(e+)− f(e−),
We denote inner products as follows; for f, g : Zd → R and a weighting function φ :
Zd → R, 〈f, g〉ℓ2(Zd,φ) :=
∑
x∈Zd f(x)g(x)φ(x) and if f, g : Ed → R, 〈f, g〉ℓ2(Ed) :=∑
e∈Ed f(e)g(e). The corresponding weighted norm is denoted
∥∥f∥∥
l2(Zd,φ)
. The
Dirichlet form associated with the operator Lωθ is
Eω(f, g) := 〈f,−Lωθ g〉ℓ2(Zd,θ) ≡ 〈∇f, ω∇g〉ℓ2(Ed),
acting on bounded f, g : Zd → R. We will use the shorthand Eω(f) := Eω(f, f).
For non-empty, finite B ⊆ Zd and p ∈ (0,∞), space-averaged ℓp-norms on functions
f : B → R will be used,
‖f‖p,B :=
(
1
|B|
∑
x∈B
|f(x)|p
)1/p
and ‖f‖∞,B := max
x∈B
|f(x)|.
Now let Q = I ×B where I ⊆ R is compact. Let u : Q→ R and denote ut : B → R,
ut(·) := u(t, ·) for t ∈ I. For p′ ∈ (0,∞), we define the space-time averaged norms
∥∥u∥∥
p,p′,Q
:=
(
1
|I|
∫
I
∥∥ut∥∥p′p,Bdt
)1/p
and
∥∥u∥∥
p,∞,Q := maxt∈I
∥∥ut∥∥p,B.
Furthermore, we will work with two varieties of weighted norms
∥∥f∥∥
p,B,φ
:=
(
1
φ(B)
∑
x∈B
∣∣f(x)∣∣p φ(x))1/p, ∣∣f ∣∣
p,B,φ
:=
(
1
|B|
∑
x∈B
∣∣f(x)∣∣p φ(x))1/p,
∥∥u∥∥
p,p′,Q,φ
:=
(
1
|I|
∫
I
∥∥ut∥∥p′p,B,φ dt
)1/p′
,
∥∥u∥∥
p,∞,Q,φ := maxt∈I
∥∥ut∥∥p,B,φ,
∣∣u∣∣
p,p′,Q,φ
:=
(
1
|I|
∫
I
∣∣ut∣∣p′p,B,φ dt
)1/p′
,
for a weighting function φ : B → (0,∞), where φ(B) :=∑x∈B φ(x).
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1.6. Structure of the Paper. Section 2 is devoted to the proof of the quenched
local limit theorem for general speed measures - Theorem 1.5. The annealed local
limit theorems for the static and dynamic RCM, Theorem 1.7 and Theorem 1.11,
are shown in Sections 3 and 4, respectively. Finally, the application to the Ginzburg-
Landau interface model is discussed in Section 5.
2. LOCAL LIMIT THEOREM FOR THE STATIC RCM UNDER GENERAL SPEED MEASURE
For the proof of Theorem 1.5 we shall follow a method first developed in [18]
and [8], for which the main ingredients are the QFCLT in Theorem 1.2 and a Ho¨lder
regularity estimate for the heat kernel. To derive the latter we adapt the techniques
employed in [4] to the general speed measure case. The key result in Theorem 2.5
is an oscillation inequality for solutions of ∂tu − Lωθ u = 0, such as the heat ker-
nel, which implies the required Ho¨lder regularity by a simple iteration argument
(see Proposition 2.13 below). For the proof of the oscillation inequality, we first
derive a maximal inequality (see Theorem 2.3) using a De Giorgi iteration scheme
in Section 2.2. Then we bound the sizes of the level sets of a solution u in terms of
(− ln u)+ (see Lemmas 2.8 and 2.9 below). These two steps are sufficient to prove
the oscillation inequality following an idea in [37], see Section 2.3. To begin with,
we collect the required functional inequalities in Section 2.1.
2.1. Sobolev and Weighted Local Poincare´ Inequalities. One auxiliary result
which will prove useful is a modification of the Sobolev inequality derived in [5].
Proposition 2.1. Let d ≥ 2 and B ⊂ Zd be finite and connected. For any q ∈ [1,∞]
there exists c1 = c1(d, q) such that for any v : Z
d → R with v ≡ 0 on ∂B,
∥∥v2∥∥
ρ,B
≤ c1 |B|2/d
∥∥νω∥∥
q,B
∥∥θω∥∥
1,B
Eω(v)
θω(B)
,
where ρ := qd/(q(d − 2) + d).
Proof. By [5, equation (28)],
∥∥v2∥∥
ρ,B
≤ c1 |B|2/d
∥∥νω∥∥
q,B
Eω(v)
|B| ,
and since
∥∥θω∥∥
1,B
= θω(B)/|B| this gives the claim. 
Another input is a weighted Poincare´ inequality which will be applied in deriving
the aforementioned oscillations bound. We denote the weighted average of any
u : Zd → R over a finite subset B ⊂ Zd with respect to some φ : Zd → R,
(u)B,φ :=
1
φ(B)
∑
x∈B
u(x)φ(x).
We shall also write (u)B := (u)B,1 when φ ≡ 1.
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Proposition 2.2. Let d ≥ 2. There exists c2 = c2(d) < ∞ such that for any ball
B(n) := B(x0, n) with x0 ∈ Zd and n ≥ 1, any non-empty N ⊆ B and u : Zd → R,∥∥u− (u)B(n),θ∥∥22,B(n),θ ≤ c2Aω1 (n) n2|B(n)|
∑
x,y∈B(n)
x∼y
ω(x, y)
(
u(x)− u(y))2, (2.1)
and∥∥u− (u)N ,θ ∥∥21,B(n),θ
≤ c2Aω1 (n)
(
1 +
θω(B(n))
θω(N )
)2 n2∣∣B(n)∣∣
∑
x,y∈B(n)
x∼y
ω(x, y)
(
u(x)− u(y))2 (2.2)
with Aω1 (n) :=
∥∥1/θω∥∥2
1,B(n)
∥∥θω∥∥2
r,B(n)
∥∥νω∥∥
q,B(n)
.
Proof. By a discrete version of the co-area formula the classical local ℓ1-Poincare´
inequality on Zd can be easily established, see e.g. [35, Lemma 3.3], which also im-
plies an ℓα-Poincare´ inequality for any α ∈ [1, d). Note that, by [17, The´ore`me 4.1],
the volume regularity of balls and the local ℓα-Poincare´ inequality on Zd implies
that for d ≥ 2 and any u : Zd → R,
inf
a∈R
∥∥u− a∥∥ dα
d−α
,B(n)
≤ c n
(
1
|B(n)|
∑
x,y∈B(n)
x∼y
∣∣u(x)− u(y)∣∣α)1/α. (2.3)
Further, for any α ∈ [1, 2), Ho¨lder’s inequality yields(
1
|B(n)|
∑
x,y∈B(n)
x∼y
∣∣u(x)− u(y)∣∣α)1α ≤ ∥∥νω∥∥1/2α
2−α
(
1
|B(n)|
∑
x,y∈B(n)
x∼y
ω(x, y)
(
u(x)− u(y))2)12 .
(2.4)
Now we prove (2.1) where we distinguish two cases. In the case r ≥ 2 we have
by Cauchy-Schwarz,∥∥u− a∥∥
1,B(n),θ
≤ ∥∥θω∥∥−1
1,B(n)
∥∥θω∥∥
2,B(n)
∥∥u− a∥∥
2,B(n)
.
Hence, since infa∈R ‖u− a‖1,B(n),θ = ‖u− (u)B(n),θ‖1,B(n),θ , we obtain the assertion
(2.1) by using (2.3) and (2.4) with the choice α = 2d/(d+2) and Jensen’s inequality.
Note that α/(2 − α) = d/2 < q.
Similarly, in the case r ∈ [1, 2), denoting its Ho¨lder conjugate r∗ we have by
Ho¨lder’s inequality∥∥u− a∥∥
1,B(n),θ
≤ ∥∥θω∥∥−1
1,B(n)
∥∥θω∥∥
r,B(n)
∥∥u− a∥∥
r∗,B(n)
,
and we may use (2.3) and (2.4) with the choice α = dr∗/(d + r∗). Notice that
dα/(d − α) = r∗, α/(2 − α) ≤ q and α ∈ [1, 2) since r ∈ [1, d] and satisfies (1.3).
This finishes the proof of (2.1) .
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To see (2.2), note that by the triangle inequality∥∥u− (u)N ,θ ∥∥1,B(n),θ ≤ ∥∥u− (u)B(n),θ∥∥1,B(n),θ + ∣∣(u)N ,θ − (u)B(n),θ∣∣
≤ ∥∥u− (u)B(n),θ∥∥1,B(n),θ + 1θω(N )
∑
y∈N
∣∣u(y)− (u)B(n),θ∣∣ θω(y)
≤
(
1 +
θω(B(n))
θω(N )
)∥∥u− (u)B(n),θ∥∥1,B(n),θ,
so (2.2) follows from (2.1). 
2.2. Maximal Inequality. For the rest of Section 2 we assume d ≥ 2 and we fix
p, q, r ∈ (1,∞] such that
1
r
+
1
p
r − 1
r
+
1
q
<
2
d
. (2.5)
For the analysis, we work with space-time cylinders defined as follows. For any x0 ∈
Zd and t0 ∈ R let Iτ := [t0 − τn2, t0] and Bσ := B(x0, σn) for σ ∈ (0, 1], τ ∈ (0, 1].
We write Q(n) := [t0 − n2, t0]×B(x0, n) and
Qτ,σ(n) := Iτ ×Bσ and Qσ := Qσ(n) := Qσ,σ(n).
The main result in this subsection is the following maximal inequality.
Theorem 2.3. Let t0 ∈ R, x0 ∈ Zd and u > 0 be such that ∂tu − Lωθ u ≤ 0 on Q(n)
for any n ≥ 1. Then, for any 0 ≤ ∆ < 2/(d + 2) there exists N1 = N1(∆) ∈ N
and c3 = c3(d, p, q, r) such that for all n ≥ N1, h ≥ 0 and 1/2 ≤ σ′ < σ ≤ 1 with
σ − σ′ > n−∆,
max
(t,x)∈Qσ′ (n)
u(t, x) ≤ h + c3
( Aω2 (n)
(σ − σ′)2
)κ ∥∥(u− h)+∥∥2p∗,2,Qσ(n),θ.
Here p∗ := p/(p − 1), κ := 1 + p∗ρ/2(ρ− p∗r∗) with ρ as in Proposition 2.1, and
Aω2 (n) :=
∥∥1 ∨ (µω/θω)∥∥
p,B(n),θ
∥∥1 ∨ νω∥∥
q,B(n)
∥∥1 ∨ θω∥∥2
r,B(n)
∥∥1 ∨ (1/θω)∥∥
1,B(n)
.
(2.6)
An energy estimate is required in proving the above, cf. [7, Lemma 3.7].
Lemma 2.4. Suppose Q = I × B where I = [s1, s2] ⊆ R is an interval and B ⊂ Zd
is finite and connected. Let u be a non-negative solution of ∂tu − Lωθ u ≤ 0 on Q. Let
η : Zd → [0, 1] and ξ : R→ [0, 1] be cutoff functions such that supp η ⊆ B, supp ξ ⊆ I
and η ≡ 0 on ∂B, ξ(s1) = 0. Then there exists c4 such that for any k ≥ 0 and
p, p∗ ∈ (1,∞) with 1p + 1p∗ = 1,
1
|I|
∥∥ξη2(u− k)2+∥∥1,∞,Q,θ + 1|I|
∫
I
ξ(t)
Eω(ηv)
θω(B)
dt
≤ c4
(∥∥µω/θω∥∥
p,B,θ
∥∥∇η∥∥2
l∞(Ed)
+
∥∥ξ′∥∥
L∞(I)
) ∥∥(u− k)2+∥∥p∗,1,Q,θ. (2.7)
Proof. This follows by a simple modification of the argument in [4, Lemma 2.9]. 
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Proof of Theorem 2.3. The proof is based on an iteration argument and will be di-
vided into two steps. First we will derive the estimate needed for a single itera-
tion step, then the actual iteration will be carried out. Set α := 1 + 1p∗ − r∗ρ with
r∗ := r/(r − 1). Notice that for any p, q, r ∈ (1,∞] satisfying (2.5), α > 1 and
therefore 1/α∗ := 1− 1/α > 0.
Step 1: Let 1/2 ≤ σ′ < σ ≤ 1 and 0 ≤ k < l be fixed. Note that, due to the discrete
structure of the underlying space Zd, the balls Bσ and Bσ′ may coincide. To ensure
that Bσ′ ( Bσ we assume in this step that (σ − σ′)n ≥ 1. Then, it is possible
to define a spatial cut-off function η : Zd → [0, 1] such that supp η ⊆ Bσ, η ≡ 1
on Bσ′ , η ≡ 0 on ∂Bσ and
∥∥∇η∥∥
l∞(E)
≤ 1/((σ − σ′)n). Further, let ξ ∈ C∞(R)
be a cut-off in time satisfying supp ξ ⊆ Iσ, ξ ≡ 1 on Iσ′ , ξ(t0 − σn2) = 0 and∥∥ξ′∥∥
L∞([0,∞)) ≤ 1/((σ − σ′)n2). By Ho¨lder’s inequality, followed by applications of
Ho¨lder’s and Young’s inequalities,∥∥(u− l)2
+
∥∥
p∗,1,Qσ′ ,θ
≤ ∥∥(u− k)2
+
∥∥
αp∗,α,Qσ′ ,θ
∥∥1l{u≥l}∥∥α∗p∗,α∗,Qσ′ ,θ
≤
(∥∥(u− k)2
+
∥∥
1,∞,Qσ′,θ +
∥∥(u− k)2+∥∥ρ/r∗,1,Qσ′ ,θ
)∥∥1l{u≥l}∥∥1/α∗p∗,1,Qσ′ ,θ. (2.8)
Note that by Jensen’s inequality
θω(Bσ)
θω(Bσ′)
≤ c∥∥θω∥∥
1,Bσ
∥∥1/θω∥∥
1,Bσ′
. (2.9)
We use Ho¨lder’s inequality, the Sobolev inequality in Proposition 2.1, the fact that
r∗/ρ < 1 and Lemma 2.4 to obtain∥∥(u− k)2
+
∥∥
ρ/r∗,1,Qσ′ ,θ
≤ c
(∥∥θω∥∥
1,Bσ
∥∥1/θω∥∥
1,Bσ′
)r∗
ρ
∥∥ξη2(u− k)2
+
∥∥
ρ/r∗,1,Qσ,θ
≤ c n2 ∥∥νω∥∥
q,Bσ
(∥∥θω∥∥2
r,Bσ
∥∥1/θω∥∥
1,Bσ
) r∗
ρ 1
|Iσ|
∫
Iσ
ξ(t)
Eω(η (ut − k)+)
θω(Bσ)
dt
≤ c A˜
ω
2 (n)
(σ − σ′)2
∥∥(u− k)2+∥∥p∗,1,Qσ,θ, (2.10)
with A˜ω2 (n) := Aω2 (n) /
∥∥1 ∨ (1/θω)∥∥
1,Bσ
. Further, again by (2.9) and Lemma 2.4,∥∥(u− k)2
+
∥∥
1,∞,Qσ′ ,θ ≤ c
∥∥θω∥∥
1,Bσ
∥∥1/θω∥∥
1,Bσ′
∥∥ξη2(u− k)2
+
∥∥
1,∞,Qσ,θ
≤ c
∥∥1 ∨ (µω/θω)∥∥
p,Bσ,θ
∥∥θω∥∥
1,Bσ
∥∥1/θω∥∥
1,Bσ
(σ − σ′)2
∥∥(u− k)2+∥∥p∗,1,Qσ,θ
≤ c A˜
ω
2 (n)
(σ − σ′)2
∥∥(u− k)2
+
∥∥
p∗,1,Qσ,θ
. (2.11)
Moreover, note that∥∥1l{u≥l}∥∥p∗,1,Qσ′ ,θ ≤ c∥∥θω∥∥1,Bσ ∥∥1/θω∥∥1,Bσ′∥∥1l{u−k≥l−k}∥∥p∗,1,Qσ,θ
≤ A˜
ω
2 (n)
(l − k)2
∥∥(u− k)2
+
∥∥
p∗,1,Qσ,θ
. (2.12)
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Therefore, combining (2.8) with (2.10), (2.11) and (2.12) yields
∥∥(u− l)2
+
∥∥
p∗,1,Qσ′ ,θ
≤ c A˜
ω
2 (n)
1+ 1
α∗
(l − k)2/α∗(σ − σ′)2
∥∥(u− k)2
+
∥∥1+ 1α∗
p∗,1,Qσ,θ
.
Introducing ϕ(l, σ′) :=
∥∥(u− l)2
+
∥∥
p∗,1,Qσ′ ,θ
and settingM := c A˜ω2 (n)1+
1
α∗ the above
inequality reads
ϕ(l, σ′) ≤ M
(l − k)2/α∗(σ − σ′)2 ϕ(k, σ)
1+ 1
α∗ (2.13)
and holds for any 0 ≤ k < l and 1/2 ≤ σ′ < σ ≤ 1.
Step 2: For any ∆ ∈ [0, 2/(d + 2)) let n ≥ N2(∆) where N2(∆) < ∞ is such that
n2/(d+2)−∆ ≥ 2 for all n ≥ N2. Let h ≥ 0 be arbitrary and 1/2 ≤ σ′ < σ ≤ 1 be
chosen in such a way that σ − σ′ > n−∆. Further, for j ∈ N we set
σj := 2
−j(σ − σ′), kj := h + K
(
1− 2−j),
where K := 22(1+α∗)
2(
M/(σ− σ′)2)α∗/2ϕ(h, σ)1/2, and J := ⌊d ln n/2α∗ ln 2⌋. Since
α∗ ≥ (d+ 2)/2, we have
(σj−1 − σj)n = 2−j(σ − σ′)n > 1, ∀j = 1, . . . , J.
Next we claim that, by induction,
ϕ(kj , σj) ≤ ϕ(h, σ)
rj
, ∀j = 1, . . . , J, (2.14)
where r = 24(1+α∗). Indeed for j = 0 the bound (2.14) is trivial. Now assuming
that (2.14) holds for any j − 1 ∈ {0, . . . , J − 1}, we obtain by (2.13) that
ϕ(kj , σj) ≤ M
(
2j
K
)2/α∗( 2j
(σ − σ′)
)2
ϕ(kj−1, σj−1)
1+ 1
α∗
≤ M
(
2j
K
)2/α∗( 2j
(σ − σ′)
)2(ϕ(h, σ)
rj−1
)1+ 1
α∗ ≤ ϕ(h, σ)
rj
,
which completes the proof of (2.14). Note that by the choice of J , (n2d22J)/rJ ≤ 1
and (σJ − σJ+1)n ≥ 1.
By using the Cauchy-Schwarz inequality, (2.11) and (2.14), we have that
max
(t,x)∈QσJ+1
(
u(t, x)− kJ+1
)
+
≤ c nd ∥∥1/θω∥∥1/2
1,Bσ
∥∥(u− kJ+1)2+∥∥1/21,∞,QσJ+1 ,θ
≤ c∥∥1/θω∥∥1/2
1,Bσ
(
n2d 22J
A˜ω2 (n)
(σ − σ′)2 ϕ(kJ , σJ)
)1/2
≤ c
( Aω2 (n)
(σ − σ′)2 ϕ(h, σ)
)1/2
= c
( Aω2 (n)
(σ − σ′)2
)1/2 ∥∥(u− h)+∥∥2p∗,2,Qσ(n),θ.
Hence,
max
(t,x)∈Qσ′
u(t, x) ≤ h + K + c
( Aω2 (n)
(σ − σ′)2
)1/2 ∥∥(u− h)+∥∥2p∗,2,Qσ(n),θ,
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and the claim follows with κ = (1 + α∗)/2 as in the statement. 
2.3. Oscillation inequality. The next significant result allows us to control the os-
cillations of a space-time harmonic function. We denote the oscillation of a function
u on a cylinder Q ⊆ R× Zd, oscQ u := max(t,x)∈Q u(t, x)−min(t,x)∈Q u(t, x). Recall
the definition of Aω1 (n) and Aω2 (n) in Proposition 2.2 and (2.6), respectively. For
n ≥ 4 we also set Aω3 (n) :=
∥∥1/θω∥∥
1,B(n
4
)
∥∥θω∥∥
1,B(n
2
)
.
Theorem 2.5 (Oscillation inequality). Fix t0 ∈ R, x0 ∈ Zd. Let u : Zd → R be such
that ∂tu − Lωθ u = 0 on Q(n) for n ≥ 1. There exists N3 = N3(d) (independent of x0)
such that for all n ≥ N3 the following holds. There exists
γω(x0, n) = γ
(Aω1 (n),Aω2 (n),Aω3 (n),∥∥µω∥∥1,B(n),∥∥θω∥∥1,B(n),∥∥1/θω∥∥1,B(n)) ∈ (0, 1),
which is continuous and increasing in all components, such that
oscQ(n/4) u ≤ γω(x0, n) oscQ(n) u.
Before we prove Theorem 2.5 we briefly record the following continuity state-
ment for space-time harmonic functions as one of its consequences.
Corollary 2.6. Suppose that Assumptions 1.1 and 1.4 hold. Let δ > 0, x0 ∈ Zd and√
t0/2 > δ be fixed. Suppose ∂tu− Lωt u = 0 on [0, t0] × B(x0, n). For P-a.e. ω, there
exist N4 = N4(x0, ω) and γ¯ ∈ (0, 1) (only depending on the law of ω and θω) such
that if δn ≥ N4, then for any t ∈ n2[t0 − δ2, t0] and x1, x2 ∈ B(x0, δn),
∣∣u(t, x1)− u(t, x2)∣∣ ≤ c5
(
δ√
t0
)̺
max
[3t0/4,t0]×B(x0,
√
t0/2)
u,
where ̺ := ln γ¯/ ln(1/4) and c5 depends only on γ¯.
Proof. This follows from Theorem 2.5 as in [4, Corollary 2.6], see also Proposi-
tion 2.13 below for a similar proof. 
In the remainder of this subsection we will prove Theorem 2.5 by following the
method in [4], originally used in [37] for parabolic equations in continuous spaces.
Consider the function g : (0,∞)→ [0,∞), which may be regarded as a continuously
differentiable version of the function x 7→ (− lnx)+, defined by
g(z) :=


− ln z if z ∈ (0, c¯],
(z−1)2
2c¯(1−c¯) if z ∈ (c¯, 1],
0 if z ∈ (1,∞),
where c¯ ∈ [14 , 13 ] is the smallest solution of the equation 2c ln(1/c) = 1 − c. Note
that g ∈ C1(0,∞) is convex and non-increasing. Although g(u) is not space-time
harmonic, we can still bound its Dirichlet energy as follows.
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Lemma 2.7. Suppose u > 0 satisfies ∂tu− Lωθ u = 0 on Q = I × B with I and B as
in Lemma 2.4. Let η : Zd → [0, 1] be a cut-off function with supp η ⊆ B and η ≡ 0 on
∂B. Then,
∂t
∥∥η2g(ut)∥∥1,B,θ + Eω,η
2
(g(ut))
6 θω(B)
≤ 6
∥∥1 ∨ µω∥∥
1,B∥∥θω∥∥
1,B
osr(η)2
∥∥∇η∥∥2
l∞(Ed)
, (2.15)
where osr(η) := max{(η(y)/η(x)) ∨ 1 | {x, y} ∈ Ed, η(x) 6= 0} and
Eω,η2(f) :=
∑
e∈Ed
(
η2(e+) ∧ η2(e−))ω(e) (∇f)2(e).
Proof. This follows by the same arguments as in [4, Lemma 2.11]. 
Now, define
Mn := sup
(t,x)∈Q(n)
u(t, x) and mn := inf
(t,x)∈Q(n)
u(t, x). (2.16)
For the purposes of the next lemma, given k0 ∈ R, we denote
kj := Mn − 2−j(Mn − k0), j ∈ N. (2.17)
Also recall the definition of Aω3 (n) right before Theorem 2.5.
Lemma 2.8. Let t0 ∈ R, x0 ∈ Zd, and u be such that ∂tu − Lωθ u = 0 on Q(n) for
n ≥ 4. Let η : Zd → [0, 1] be the spatial cut-off function η(x) := [1 − 2d(x0, x)/n]+.
Suppose, for some k0 ∈ R,
1
n2
∫ t0
t0−n2
∥∥1l{ut≤k0}∥∥1,B(n),η2θ dt ≥ 12 . (2.18)
Then there exist c6, c7 > 0 such that for any δ ∈ (0, 1/4c7Aω3 (n)) and any
j ≥ 1 +
c6
∥∥1 ∨ µω∥∥
1,B(n)
∥∥1 ∨ (1/θω)∥∥
1,B(n)
1
4 − c7δAω3 (n)
we have that ∥∥1l{ut≤kj}∥∥1,B(n/2),θ ≥ δ, ∀t ∈ [t0 − 14n2, t0].
Proof. Set
vt(x) :=
Mn − ut(x)
Mn − k0 , hj = ǫj
:= 2−j , j ∈ N.
Then ∂t(v+ǫj)−Lωθ (v+ǫj) = 0 onQ(n) for all j ∈ N and, for any x ∈ Zd, ut(x) > kj
if and only if vt(x) < hj . By (2.18) there exists s0 ∈ [t0 − n2, t0 − 13n2] such that∥∥1l{vs0<1}∥∥1,B(n),η2θ ≤ 34 . (2.19)
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To see this, assume the contrary is true, that is
∥∥1l{vs<1}∥∥1,B(n),η2θ > 34 for all s ∈
[t0 − n2, t0 − 13n2]. Then
1
2
≥ 1
n2
∫ t0
t0−n2
∥∥1l{ut>k0}∥∥1,B,η2θ dt = 1n2
∫ t0
t0−n2
∥∥1l{vt<1}∥∥1,B,η2θ dt
>
1
n2
∫ t0− 13n2
t0−n2
3
4
dt =
1
2
,
which is a contradiction. Let t ∈ [t0 − 14n2, t0]. By integrating the estimate (2.15)
over the interval [s0, t], noting that
∥∥∇η∥∥
l∞(E)
≤ 2/n, osr(η) ≤ 2 and t− s0 ≤ n2,∥∥g(vt + ǫj)∥∥1,B(n),η2θ ≤ ∥∥g(vs0 + ǫj)∥∥1,B(n),η2θ + c∥∥1 ∨ µω∥∥1,B(n) ∥∥θω∥∥−11,B(n).
Since g is non-increasing and identically zero on [1,∞), using (2.19) we have∥∥g(vs0 + ǫj)∥∥1,B(n),η2θ ≤ g(ǫj)∥∥1l{vs0<1}∥∥1,B(n),η2θ ≤ 34 g(ǫj),
and ∥∥g(vt + ǫj)∥∥1,B(n),η2θ ≥ g(hj + ǫj)∥∥1l{vt<hj}∥∥1,B(n),η2θ.
So, combining the above, for j ≥ 2∥∥1l{vt<hj}∥∥1,B(n),η2θ ≤ 34 g(ǫj)g(hj + ǫj) +
c
g(hj + ǫj)
∥∥1 ∨ µω∥∥
1,B(n)
∥∥θω∥∥−1
1,B(n)
≤ 3
4
(
1 +
1
j − 1
)
+
c
j − 1
∥∥1 ∨ µω∥∥
1,B(n)
∥∥1 ∨ (1/θω)∥∥
1,B(n)
.
Then, since η ≡ 0 on B(n/2)c,
∥∥1l{ut≤kj}∥∥1,B(n/2),θ = 〈η
2θω, 1〉ℓ2(Zd)
θω(B(n/2))
(
1− ∥∥1l{vt<hj}∥∥1,B(n),η2θ
)
≥ 〈η
2θω, 1〉ℓ2(Zd)
θω(B(n/2))
(
1
4
− c
j − 1
∥∥1 ∨ µω∥∥
1,B(n)
∥∥1 ∨ (1/θω)∥∥
1,B(n)
)
. (2.20)
Note that 〈η2θω, 1〉ℓ2(Zd)/θω(B(n/2)) ∈ (0, 1) and since η ≥ 1/2 on B(n/4),
〈η2θω, 1〉ℓ2(Zd)
θω(B(n/2))
≥ c∥∥θω∥∥
1,B(n/4)
∥∥θω∥∥−1
1,B(n/2)
.
By combining this inequality above with (2.20) and using that
j − 1 ≥
c6
∥∥1 ∨ µω∥∥
1,B(n)
∥∥1 ∨ (1/θω)∥∥
1,B(n)
1
4 − c7δ
∥∥θω∥∥−1
1,B(n/4)
∥∥θω∥∥
1,B(n/2)
by Jensen’s inequality, we get the claim. 
Lemma 2.9. Set τ := 1/4 and σ := 1/2. Let t0 ∈ R, x0 ∈ Zd, n ≥ 4, and suppose u
satisfies ∂tu− Lωθ u = 0 on Q(n). Assume there exist δ > 0 and i0 ∈ N such that∥∥1l{ut≤ki0}∥∥1,B(x0,σn),θ ≥ δ, ∀t ∈ Iτ = [t0 − 14n2, t0]. (2.21)
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Let ǫ ∈ (0, 1) be arbitrary. Then there exists
j0 = j0
(
ǫ, δ, i0,Aω1 (n),
∥∥µω∥∥
1,B(n)
,
∥∥θω∥∥
1,B(n)
) ∈ N with j0 ≥ i0,
which is continuous and decreasing in the first two components and continuous and
increasing in the other components, such that∥∥1l{u>kj}∥∥1,1,Qτ,σ(n),θ ≤ ǫ, ∀ j ≥ j0.
Proof. Let η : Zd → [0, 1] be a cut-off function such that supp η ⊆ B(n), η ≡ 1 on
Bσ and η ≡ 0 on ∂B(n) with linear decay on B(n) \Bσ. So
∥∥∇η∥∥
ℓ∞(Ed)
≤ 2/n and
osr(η) ≤ 2. Now, let
wt(x) :=
Mn − ut(x)
Mn − ki0
and hj = ǫj := 2
−j .
Then w ≥ 0 and ∂t(w + ǫj)− Lωθ (w + ǫj) = 0 on Q(n) for j ∈ N. For any t ∈ Iτ , let
Nt := {x ∈ Bσ : g(wt(x) + ǫj) = 0}. Since g ≡ 0 on (1,∞) by its definition,
θω(Nt)
θω(Bσ)
=
∥∥1l{g(wt+ǫj)=0}∥∥1,Bσ,θ ≥ ∥∥1l{wt≥1}∥∥1,Bσ,θ = ∥∥1l{ut≤ki0}∥∥1,Bσ ,θ ≥ δ.
where we used (2.21) in the last step. By Proposition 2.2 we have
∥∥g(wt + ǫj)∥∥21,Bσ ,θ ≤ c7 n2Aω1 (σn)
(
1 +
θω(Bσ)
θω(Nt)
)2 Eω,η2(g(wt + ej))
|Bσ| ,
so that by Jensen’s inequality and by integrating (2.15) over Iτ ,∥∥g(w + ǫj)∥∥21,1,Qτ,σ,θ ≤ 1τn2
∫
Iτ
∥∥g(wt + ǫj)∥∥21,Bσ ,θ dt
≤ c
δ2
Aω1 (σn)
∥∥θω∥∥
1,B(n)
∫
Iτ
Eω,η2(g(wt + ǫj))
θω(B(n))
dt
≤ c
δ2
Aω1 (n)
(∥∥θω∥∥
1,B(n)
∥∥η2g(wt0−τn2 + ǫj)∥∥1,B(n),θ + ∥∥1 ∨ µω∥∥1,B(n)
)
.
Since g is non-increasing and wt > 0 for all t ∈ Iτ ,
∥∥
1w<hj
∥∥2
1,1,Qτ,σ,θ
≤
∥∥g(w + ǫj)∥∥21,1,Qτ,σ,θ
g(hj + ǫj)2
≤ c
δ2
Aω1 (n)
(∥∥θ∥∥
1,B(n)
g(ǫj)
g(hj + ǫj)2
+
∥∥1 ∨ µω∥∥
1,B(n)
1
g(hj + ǫj)2
)
≤ c
δ2
Aω1 (n)
∥∥1 ∨ θω∥∥
1,B(n)
∥∥1 ∨ µω∥∥
1,B(n)
(
j
(j − 1)2 +
1
(j − 1)2
)
. (2.22)
Thus, for any ǫ > 0, there exists some j0 ≥ i0 as in the statement such that∥∥1l{u>kj}∥∥1,1,Qτ,σ,θ = ∥∥1l{w<hj−i0}∥∥1,1,Qτ,σ,θ ≤ ǫ for all j ≥ j0. 
Proof of Theorem 2.5. We may assume without loss of generality that u > 0, other-
wise consider u − infQ(n) u. Set τ = 1/4, σ = 1/2 as before in Lemma 2.9. Define
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k0 := (Mn +mn)/2 with Mn and mn as in (2.16) and let kj be defined by (2.17).
Further, let η be the cut-off function η(x) :=
[
1− d(x0, x)/σn
]
+
. We may assume
1
n2
∫
I1
∥∥1l{ut≤k0}∥∥1,B(n),η2θ dt ≥ 12 .
Otherwise, consider Mn + mn − u in place of u. Set ǫ :=
(
2c3 (4Aω2 (σn))κ
)−2p∗
with Aω2 (n) as in Theorem 2.3. Fix any ∆ ∈ (0, 2d+2 ) and N3 ≥ 2N1(∆) such
that 12 > (σN3)
−∆. Now for all n ≥ N3, applying consecutively Lemma 2.8 and
Lemma 2.9, there exists
l = lω(x0, n) = l
(Aω1 (n),Aω2 (n),Aω3 (n),∥∥µω∥∥1,B(n),∥∥θω∥∥1,B(n),∥∥1/θω∥∥1,B(n)),
which is continuous and increasing in all components, such that∥∥1l{u>kj}∥∥1,1,Qτ,σ(n),θ ≤ ǫ, ∀j ≥ l.
By an application of Jensen’s inequality,∥∥(u− kl)+∥∥2p∗,2,Q1(σn),θ ≤ (Mn − kl) ∥∥1l{u>kl}∥∥2p∗,2,Q(σn),θ
≤ (Mn − kl) ∥∥1l{u>kl}∥∥1/2p∗1,1,Q1(σn),θ ≤ (Mn − kl) ǫ1/2p∗ .
Now, let ϑ = σ2 =
1
4 . Then Theorem 2.3 implies that
Mϑn ≤ max
Q1/2(σn)
u(t, x) ≤ kl + c3
(
4Aω2 (σn)
)κ ∥∥(u− kl)+∥∥2p∗,2,Q1(σn),θ
≤ kl + 1
2
(
Mn − kl
)
= Mn − 2−(l+2)
(
Mn −mn
)
.
Hence
Mϑn −mϑn ≤ Mn − 2−(l+2)
(
Mn −mn
)−mϑn ≤ (1− 2−(l+2)) (Mn −mn),
and the theorem is proven. 
2.4. Proof of the Local Limit Theorem. As mentioned at the beginning of this
section, we will derive the required Ho¨lder regularity estimate from the oscillation
inequality in Theorem 2.5. The following version of the ergodic theorem will help
us to control ergodic averages on scaled balls with varying centre-points.
Proposition 2.10. Let B := {B : B closed Euclidean ball in Rd}. Suppose that As-
sumption 1.1 holds. Then, for any f ∈ L1(Ω),
lim
n→∞ supB∈B
∣∣∣∣ 1nd
∑
x∈(nB)∩Zd
f ◦ τx − |B| · E
[
f
]∣∣∣∣ = 0, P -a.s.,
where |B| denotes the Lebesgue measure of B.
Proof. See, for instance, [29, Theorem 1]. 
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Lemma 2.11. Suppose Assumptions 1.1 and 1.4 hold. Let γω be as in Theorem 2.5.
Then, P-a.s., for any x ∈ Rd and δ ∈ (0, 1),
lim sup
n→∞
γω(⌊nx⌋, δn) ≤ γ¯ ∈ (0, 1),
with γ¯ only depending on the law of ω and θω.
Proof. Recall that γω is continuous and increasing in all components. By Proposi-
tion 2.10 we have, for instance, for any x ∈ Rd and δ ∈ (0, 1),
lim sup
n→∞
∥∥µω∥∥
1,B(⌊nx⌋,δn) ≤ E
[
µω(0)
]
=: µ¯, P-a.s.
Analogous statements hold for the other components of γω, that is Aω1 , Aω2 etc.
Since γω is continuous and increasing in all components we get the claim for some
γ¯ ∈ (0, 1) depending only on the respective moments of µω(0), νω(0) and θω(0) . 
Lemma 2.11 facilitates applying the oscillations inequality iteratively with a com-
mon, deterministic constant. Together with the upper heat kernel bound cited be-
low, this will produce a Ho¨lder continuity statement for the re-scaled heat kernel in
Proposition 2.13 below.
Lemma 2.12. Suppose Assumptions 1.1 and 1.4 hold. For P-a.e. ω, any λ > 0 and
x ∈ Zd there exist c8 = c8(d, p, q, r, λ) and N5 = N5(x, ω) such that for any t with√
t ≥ N5 and all y ∈ B(x, λ
√
t),
pωθ (t, x, y) ≤ c8 t−d/2.
Proof. This can be directly read off [7, Theorem 3.2] or derived from Theorem 2.3
by the method in [4, Corollary 2.10] 
Proposition 2.13. Let δ > 0,
√
t/2 ≥ δ and x ∈ Rd be fixed. Then, there exists c9 > 0
such that for P-a.e. ω,
lim sup
n→∞
sup
y1,y2∈B(⌊nx⌋,δn)
s1,s2∈[t−δ2,t]
nd
∣∣pωθ (n2s1, 0, y1)− pωθ (n2s2, 0, y2)∣∣ ≤ c9
(
δ√
t
)̺
t−d/2,
where ̺ = ln(γ¯)/ ln(1/4).
Proof. Set δk := 4
−k√t/2 and with a slight abuse of notation let
Qk := n
2[t− δ2k, t]×B(⌊nx⌋, δkn), k ≥ 0.
Choose k0 ∈ N such that δk0 ≥ δ > δk0+1. In particular, for every k ≤ k0 we have
δk ∈ [δ,
√
t]. Now apply Theorem 2.5 and Lemma 2.11, which give that there exists
N6 = N6(ω, x, δ) such that for P-a.e. ω and all n ≥ N6,
oscQk p
ω
θ
(·, 0, ·) ≤ γ¯ oscQk−1 pωθ (·, 0, ·), ∀k = 1, ..., k0.
We iterate the above inequality on the chain Q0 ⊃ Q1 ⊃ · · · ⊃ Qk0 to obtain
oscQk0 p
ω
θ
(·, 0, ·) ≤ γ¯k0 max
Q0
pωθ
(·, 0, ·) (2.23)
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Note that
Qk0 = n
2[t− δ2k0 , t]×B(⌊nx⌋, δk0n) ⊃ n2[t− δ2, t]×B(⌊nx⌋, δn).
Hence, since γk0 ≤ c(δ/√t)̺, the claim follows from (2.23) and Lemma 2.12. 
We shall now apply the above Ho¨lder regularity to prove a pointwise version of
the local limit theorem.
Proposition 2.14. Suppose Assumptions 1.1 and 1.4 hold. For any x ∈ Zd and t > 0,
lim
n→∞
∣∣∣nd pωθ (n2t, 0, ⌊nx⌋)− a kt(x)∣∣∣ = 0, P-a.s.
with kt as defined in (1.4) and a := E
[
θω(0)
]−1
.
Proof. For any x ∈ Rd and δ > 0 let C(x, δ) := x+[−δ, δ]d and Cn(x, δ) := nC(x, δ)∩
Zd, i.e. C(x, δ) is a ball in Rd with respect to the supremum norm. Note that the
cubes Cn(x, δ) are comparable with B(⌊nx⌋, δn) and we may apply Proposition 2.13
with B(⌊nx⌋, δn) replaced by Cn(x, δ). Let
J :=
(
pωθ
(
n2t, 0, ⌊nx⌋)− n−d a kt(x)) θω(Cn(x, δ)).
We can rewrite this, for any δ > 0, as J =
∑4
i=1 Ji where
J1 :=
∑
z∈Cn(x,δ)
(
pωθ
(
n2t, 0, ⌊nx⌋)− pωθ (n2t, 0, z)) θω(z),
J2 := P
ω
0
[
X
(n)
t ∈ C(x, δ)
]
−
∫
C(x,δ)
kt(y) dy,
J3 := kt(x)
(
(2δ)d − θω(Cn(x, δ)) n−d a),
J4 :=
∫
C(x,δ)
(
kt(y)− kt(x)
)
dy,
with X
(n)
t :=
1
nXn2t, t ≥ 0, being the rescaled random walk. It suffices to prove
that, for each i = 1, ..., 4, as n → ∞, |Ji|/n−dθω
(
Cn(x, δ)
)
converges P-a.s. to a
limit which is small with respect to δ.
First note that J2 → 0 by Theorem 1.2 and n−dθω
(
Cn(x, δ)
) → (2δ)d/a by the
arguments of Lemma 2.11. Thus, limn→∞ |Ji|/n−dθω
(
Cn(x, δ)
)
= 0 for i = 2, 3.
Further, by the Lipschitz continuity of the heat kernel kt in its space variable it
follows that limn→∞ |J4|/n−d θω
(
Cn(x, δ)
)
= O(δ). To deal with the remaining
term, we apply Proposition 2.13, which yields
lim sup
n→∞
max
z∈Cn(x,δ)
nd
∣∣pωθ (n2t, 0, z) − pωθ (n2t, 0, ⌊nx⌋)∣∣ ≤ c δ̺ t− d2− ̺2 .
Hence, lim supn→∞ |J1|/n−d θω
(
Cn(x, δ)
)
= O(δ̺), P-a.s. Finally, the claim follows
by letting δ → 0. 
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Proof of Theorem 1.5. Having proven the pointwise result Proposition 2.14, the full
local limit theorem follows by extending over compact sets in x and t. This is done
using a covering argument, exactly as in Step 2 in the proof of [4, Theorem 3.1],
which in turn is a slight modification of the proofs in [18] and [8]. 
2.5. Weak parabolic Harnack inequality and near diagonal heat kernel bounds.
The above method of proving the local limit theorem is simpler than the derivations
of [6, 8], in part because it does not require a full parabolic Harnack inequality.
However, the above analysis still provides a weak parabolic Harnack inequality.
Proposition 2.15. Suppose Assumptions 1.1 and 1.4 hold. For any x0 ∈ Zd, t0 ∈ R
and P-a.e. ω, there exists N7 = N7(ω, x0) such that for all n ≥ N7 the following holds.
Let u > 0 be such that ∂tu − Lωθ u = 0 on Q(n) := [t0 − n2, t0] × B(x0, n). Assume
there exists ǫ > 0 such that
1
n2
∫ t0
t0−n2
∥∥1l{ut≥ǫ}∥∥1,B(n),η2θ dt ≥ 12 (2.24)
with η as in Lemma 2.8. Then there exists γ = γ(ǫ, p, q, d) (also depending on the law
of ω and θω) such that
u(t, x) ≥ γ ∀ (t, x) ∈ Q 1
2
(n/2) = [t0 − n2/8, t0]×B(x0, n/4).
Proof. This follows by the same method as [4, Theorem 2.14]. Theorem 2.3, Lemma
2.8 and Lemma 2.9 are all necessary ingredients. 
Finally, we can also derive from Theorem 1.5 a near-diagonal lower heat kernel
estimate, which complements the upper bounds obtained in [7].
Corollary 2.16. Suppose Assumptions 1.1 and 1.4 hold. For P-a.e. ω, there exists
N8(ω) > 0 and c10 = c10(d) > 0 such that for all t ≥ N8(ω) and x ∈ B(0,
√
t),
pωθ (t, 0, x) ≥ c10 t−d/2.
Proof. This follows from the local limit theorem exactly as for the constant speed
case in [6, Lemma 5.3]. 
3. ANNEALED LOCAL LIMIT THEOREM UNDER GENERAL SPEED MEASURE
3.1. Maximal Inequality for the Heat Kernel. The first step to show the annealed
local limit theorem in Theorem 1.7 is to establish an L1 form of the maximal in-
equality in [7], which involves space-time cylinders of a more convenient form for
this section. So for ǫ ∈ (0, 1/4), x0 ∈ Zd, we redefine
Qσ(n) :=
[
(1− σ)ǫn2, (1 − σ)(1 − ǫ)n2 + σn2]×B(x0, σn)
where n ∈ N and σ ∈ [12 , 1].
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Proposition 3.1. Fix ǫ ∈ (0, 1/4), x0 ∈ Zd and let p, q, r ∈ (1,∞] be such that (1.2)
holds. There exists c11 = c11(d, p, q, r) such that for all n ≥ 1 and 1/2 ≤ σ′ < σ ≤ 1,
max
(t,x)∈Qσ′(n)
pωθ (t, 0, x) ≤ c11
∥∥1 ∨ (1/θω)∥∥
1,B(n)
( Aω4 (n)
ǫ(σ − σ′)2
)κ′∣∣pωθ (·, 0, ·)∣∣1,1/p∗,Qσ(n),θ,
where κ′ = κ′(d, p, q, r) := p∗ + p2∗ρ/(ρ− r∗p∗) with ρ as in Proposition 2.1 and
Aω4 (n) :=
∣∣1 ∨ (µω/θω)∣∣
p,B(n),θ
∥∥1 ∨ νω∥∥
q,B(n)
∥∥1 ∨ θω∥∥
r,B(n)
∥∥1 ∨ (1/θω)∥∥
q,B(n)
.
(3.1)
Proof. For abbreviation we set u = pωθ (·, 0, ·) and σk := σ−(σ−σ′)2−k. Further, write
Bk := B(x0, σkn) and Qk := Qσk(n). Note that |Bk| /|Bk+1| ≤ c 2d. Let γ = 1/(2p∗).
Then by Ho¨lder’s inequality
∣∣u∣∣
2p∗,2,Qk,θ
≤ ∣∣u∣∣γ
1,2γ,Qk,θ
∥∥u∥∥1−γ∞,∞,Qk,
and by the proof of [7, Proposition 3.8] (cf. last line on page 14), setting φ = 1 and
δ = 1 there, we have
∥∥u∥∥∞,∞,Qk−1 ≤ c
( Aω4 (n)
ǫ(σk − σk−1)2
)κ/p∗∣∣u∣∣
2p∗,2,Qk,θ
with κ = κ(d, p, q, r) as throughout [7]. Combining the above equations yields
∥∥u∥∥∞,∞,Qk−1 ≤ 22κk/p∗ J ∣∣u∣∣γ1,2γ,Qσ,θ ∥∥u∥∥1−γ∞,∞,Qk,
where we have introduced J := c
(Aω4 (n)/ǫ(σ − σ′)2)κ/p∗ ≥ 1 for brevity. By itera-
tion, we have for any K ∈ Z+,
∥∥u∥∥∞,∞,Qσ′ ≤ 22κ/p∗
∑K−1
k=0 (k+1)(1−γ)k
(
J
∣∣u∣∣γ
1,2γ,Qσ,θ
)∑K−1
k=0 (1−γ)k∥∥u∥∥(1−γ)K∞,∞,QK .
(3.2)
Note that pωθ (t, 0, x) θ
ω(x) ≤ 1 for all t > 0 and x ∈ Zd. Therefore,∥∥u∥∥∞,∞,QK ≤ maxx∈BK θω(x)−1 max(t,x)∈Q(n) u(t, x) θω(x) ≤ |BK |
∥∥1/θω∥∥
1,BK
.
Since lim supK→∞|BK |(1−γ)
K ≤ c with c independent of n and ∥∥1/θω∥∥(1−γ)K
1,BK
≤
c
∥∥1 ∨ (1/θω)∥∥
1,B(n)
, we obtain by letting K →∞ in (3.2),
∥∥u∥∥∞,∞,Qσ′ ≤ 2 2κp∗γ2 ∥∥1 ∨ (1/θω)∥∥1,B(n) J1/γ ∣∣u∣∣1,2γ,Qσ,θ,
which completes the proof, with κ′ := 2κ. 
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3.2. Proof of Theorem 1.7. Here we anneal the results of Section 2 to derive the
annealed local limit theorem for the static RCM under a general speed measure
stated in Theorem 1.7. This will require a stronger moment condition. For any
p, q, r1, r2 ∈ [1,∞] set
M(p, q, r1, r2) := E
[
µω(0)p
]
+ E
[
νω(0)q
]
+ E
[
θω(0)−r1
]
+ E
[
θω(0)r2
] ∈ (0,∞].
Proposition 3.2. Suppose Assumption 1.1 holds. Then there exist p, q, r1, r2 ∈ (0,∞)
(only depending on d) such that, under the moment conditionM(p, q, r1, r2) <∞, for
all K > 0 and 0 < T1 ≤ T2,
E
[
sup
n≥1,|x|≤K, t∈[T1,T2]
nd pωθ (n
2t, 0, ⌊nx⌋)
]
< ∞.
Before we prove Proposition 3.2 we remark that it immediately implies the an-
nealed local limit theorem.
Proof of Theorem 1.7. Given the quenched result in Theorem 1.5, the statement fol-
lows from Proposition 3.2 by the dominated convergence theorem. 
The rest of this section is devoted to the proof of Proposition 3.2. We start with a
consequence of the maximal inequality in Proposition 3.1.
Lemma 3.3. Let p, q, r ∈ (1,∞] be such that (1.2) holds. For allK > 0, 0 < T1 ≤ T2,
there exist c12 = c12(d, p, q, r,K, T1 , T2) and c13 = c13(K,T2) such that
sup
|x|≤K, t∈[T1,T2]
nd pωθ (n
2t, 0, ⌊nx⌋) ≤ c12
∥∥1 ∨ (1/θω)∥∥
1,B(n)
Aω4 (c13n)κ
′
, ∀n ≥ 1,
with Aω4 as in (3.1).
Proof. First note that by definition of the heat kernel pωθ ,
∣∣pωθ (·, 0, ·)∣∣1,1/p∗,Q1(n),θ =
(
1
|I1|
∫
I1
(
1∣∣B(n)∣∣
∑
y∈B(n)
pωθ (t, 0, y) θ
ω(y)
)1/p∗
dt
)p∗
= c n−d
(
1
|I1|
∫
I1
Pω0
[
Xt ∈ B(n)
]1/p∗ dt)p∗ ≤ c n−d, (3.3)
for all n ∈ N. Choose x0 = 0 and set N = c13n for any c13 > 2⌈K ∨
√
T2⌉. Then we
can find ǫ ∈ (0, 1/4) such that{
(n2t, ⌊nx⌋) : t ∈ [T1, T2], |x| ≤ K
} ⊆ Q1/2(N) = [ ǫ2N2, (1 − ǫ2)N2]×B(0, N/2).
The claim follows now from Proposition 3.1 with the choice σ = 1 and σ′ = 1/2
together with (3.3). 
Proof of Proposition 3.2. By Lemma 3.3 it suffices to show that, under a suitable
moment condition, E
[
supn≥1
∥∥1 ∨ (1/θω)∥∥
1,B(n)
Aω4 (c13n)κ
′
]
<∞. Recall that
Aω4 (n) =
∣∣1 ∨ (µω/θω)∣∣
p,B(n),θ
∥∥1 ∨ νω∥∥
q,B(n)
∥∥1 ∨ θω∥∥
r,B(n)
∥∥1 ∨ (1/θω)∥∥
q,B(n)
,
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for any p, q, r ∈ (1,∞] satisfying (1.2). After an application of Ho¨lder’s inequality
it suffices to show that E
[
supn≥1
∥∥νω∥∥4κ′
q,B(n)
]
<∞ and similar moment bounds on
the other terms. Now suppose that E
[
νω(0)4κ
′∨q′] < ∞ for any q′ > q. Then, if
4κ′ > q, given Assumption 1.1, we can apply the Lp-version of the maximal ergodic
theorem (see [28, Chapter 6, Theorem 1.2], cf. Proposition 4.5 below) to deduce
E
[
sup
n≥1
∥∥νω∥∥4κ′
q,B(n)
]
≤ cE[νω(0)4κ′] < ∞.
In the case 4κ′ ≤ q < q′, we have by Jensen’s inequality and again the maximal
ergodic theorem,
E
[
sup
n≥1
∥∥νω∥∥4κ′
q,B(n)
]
≤ E
[
sup
n≥1
(
1∣∣B(n)∣∣
∑
x∈B(n)
νω(x)q
)q′
q
] 4κ′
q′
≤ cE[vω(0)q′] 4κ′q′ <∞.
The other terms involving
∥∥θω∥∥
r,B(n)
etc. can be treated similarly. 
4. ANNEALED LOCAL LIMIT THEOREM FOR THE DYNAMIC RCM
Similarly as in the static case our starting point is establishing an L1 maximal
inequality for space-time harmonic functions. Once again, we redefine our space-
time cylinders. For t0 ∈ R, x0 ∈ Zd, n ∈ N, and σ ∈ (0, 1], let
Qσ(n) := [t0, t0 + σn
2]×B(x0, σn).
Throughout this section we fix p, q ∈ (1,∞] satisfying
1
p− 1
q + 1
q
+
1
q
<
2
d
. (4.1)
Proposition 4.1. Let t0 ∈ R, x0 ∈ Zd and ∆ ∈ (0, 1). There exist N9 = N9(∆) ∈ N
and c14 = c14(d, p, q) such that for all n ≥ N9 and 12 ≤ σ′ < σ ≤ 1 with σ−σ′ > n−∆,
max
(t,x)∈Qσ′(n)
pω(0, t, 0, x) ≤ c14
( Aω5 (n)
(σ − σ′)2
)κ′ ∥∥pω(0, ·, 0, ·)∥∥βn
1,1,Qσ(n)
,
where κ′ := α2p∗/(α − 1) with α := 1p∗ + 1p∗ (1− 1ρ)
q
q+1 , ρ as in Proposition 2.1, and
Aω5 (n) :=
∥∥1 ∨ µω∥∥
p,p,Q(n)
∥∥1 ∨ νω∥∥
q,q,Q(n)
, βn := ϑ
Kn−1∑
k=0
(1− ϑ)k,
with ϑ := 1/2αp∗ ∈ (0, 1) and Kn :=
⌊∆ lnn−ln(σ−σ′)
ln 2
⌋
.
Proof. Write u(·, ·) = pω(0, ·, 0, ·) and σk := σ − (σ − σ′)2−k for k ∈ N. Then,∥∥u∥∥
2αp∗,2αp∗,Qσk
≤ ∥∥u∥∥ϑ
1,1,Qσk
∥∥u∥∥1−ϑ∞,∞,Qσk ,
by Ho¨lder’s inequality. Note that by the definition of Kn we have σk − σk−1 > n−∆
for all k ∈ {1, . . . ,Kn}. By [3, Theorem 5.5] (notice that f = 0 in the present
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setting which leads to γ = 1 therein), there exist c = c(d) ∈ (1,∞), N9(∆) ∈ N such
that for n ≥ N9(∆) and k ∈ {1, ...,Kn},∥∥u∥∥∞,∞,Qσk−1≤ c
( Aω5 (n)
(σk − σk−1)2
)κ∥∥u∥∥
2αp∗,2αp∗,Qσk
≤ 22κkJ ∥∥u∥∥ϑ
1,1,Qσk
∥∥u∥∥1−ϑ∞,∞,Qσk ,
with κ := α2(α−1) and J := c
( Aω5 (n)
(σ−σ′)2
)κ
≥ 1. Then by iteration,
∥∥u∥∥∞,∞,Qσ′ ≤ 22κ
∑Kn−1
k=0 (k+1)(1−ϑ)k
(
J
∥∥u∥∥ϑ
1,1,Qσ
)∑Kn−1
k=0 (1−ϑ)k ∥∥u∥∥(1−ϑ)Kn∞,∞,QσKn
≤ 22κ/ϑ2 J1/ϑ ∥∥u∥∥βn
1,1,Qσ
,
where we used that u ≤ 1. 
Assumption 4.2. Suppose that E
[
ω0(e)
2(κ′∨p)] < ∞ and E[ω0(e)−2(κ′∨q)] < ∞ for
any e ∈ Ed with p, q ∈ (1,∞] satisfying (4.1) and κ′ as in Proposition 4.1.
Proposition 4.3. Suppose Assumption 1.9 and Assumption 4.2 hold. Then for all
K > 0 and 0 < T1 ≤ T2, there exists c15 = c15(d, p, q,K, T1, T2) such that
E
[
sup
n∈N,|x|≤K, t∈[T1,T2]
ndpω(0, n2t, 0, ⌊nx⌋)
]
≤ c15.
We postpone the proof of the above to the end of this section. First, we deduce
the annealed local limit theorem from it.
Proof of Theorem 1.11. The statement follows from the corresponding quenched re-
sult, see Theorem 1.10-(ii) above, together with Proposition 4.3 by an application
of the dominated convergence theorem. Note that the moment condition in As-
sumption 4.2 is stronger than the one required in Theorem 1.10. 
The proof of Proposition 4.3 begins with a consequence of Proposition 4.1.
Lemma 4.4. For all K > 0, 0 < T1 ≤ T2, there exist N10 = N10(T2,K) ∈ N and
constants c16 = c16(d, p, q,K, T1, T2), c17 = c17(K,T2) such that for all n ≥ N10,
sup
|x|≤K, t∈[T1,T2]
nd pω(0, n2t, 0, ⌊nx⌋) ≤ c16Aω5 (c17n)κ
′
with Aω5 and κ′ as in Proposition 4.1.
Proof. First note that by definition of the heat kernel pω,
‖pω(0, ·, 0, ·)‖1,1,Q(n) =
1
|I1|
∫
I1
1∣∣B(n)∣∣
∑
y∈B(n)
pω(0, t, 0, y) dt
= c n−d
1
|I1|
∫
I1
Pω0,0
[
Xt ∈ B(n)
]
dt ≤ c n−d, (4.2)
for all n ∈ N. Set x0 = 0, t0 = T1 and let N = c18 n with c18 chosen such that{
(n2t, ⌊nx⌋) : t ∈ [T1, T2], |x| ≤ K
} ⊆ Q1/2(N) = [t0, t0 + 12N2]×B(x0, N/2).
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Then by applying Proposition 4.1 with the choice ∆ = 1/2, σ = 1 and σ′ = 1/2 we
get that for all n ≥ ⌈N9c17 ⌉ ∨ 4,
sup
|x|≤K, t∈[T1,T2]
nd pω(0, n2t, 0, ⌊nx⌋) ≤ cAω5 (c17n)κ
′
nd(1−βn).
Since nd(1−βn) → 1 as n→∞ the claim follows. 
For the proof of Proposition 4.3 we also require a maximal ergodic theorem for
space-time ergodic environments.
Proposition 4.5. Suppose Assumption 1.9 holds. Let x0 ∈ Zd, t0 ≥ 0 and p ≥ 1.
Then there exists c18 = c18(p) > 0 such that for all f ∈ Lp(Ω),
E
[(
sup
n≥1
1
n2
∫ t0+n2
t0
1∣∣B(x0, n)∣∣
∑
x∈B(x0,n)
f ◦ τt,x dt
)p]
≤ c18 E [fp] . (4.3)
Proof. See the discussion following [28, Chapter 6, Theorem 4.4, p.224]. 
Proof of Proposition 4.3. By Lemma 4.4, it suffices to bound E
[
supn≥1Aω5 (c17n)κ
′
]
under the moment condition of Assumption 4.2. This follows by using the maximal
ergodic theorem of Proposition 4.5, similarly to the proof of Proposition 3.2. 
5. APPLICATIONS TO THE GINZBURG-LANDAU ∇φ MODEL
In this section we apply the homogenization results for the dynamic RCM in The-
orems 1.10 and 1.11 in the context of a stochastic interface model, the Ginzburg-
Landau ∇φ model. The survey [23] provides a comprehensive review of this class
of models. We write Λ ⋐ Zd for Λ a finite subset of Zd. Λ∗ denotes the set of all
directed edges in Λ, i.e. Λ∗ = {{x, y} ∈ Ed : x, y ∈ Λ}, and we write P(S) for the
family of Borel probability measures on some topological space S.
5.1. Setup and Existence of φ-Gibbs Measures. The Ginzburg-Landau ∇φ model
describes a hypersurface (interface) embedded in d + 1-dimensional space, Rd+1,
which separates two pure thermodynamical phases. The interface is represented
by a field of height variables φ = {φ(x) ∈ R : x ∈ Γ}, which measure the
vertical distances between the interface and Γ ⊆ Zd, a fixed d-dimensional reference
hyperplane. The Hamiltonian H represents the energy associated with the field of
height variables φ. In general, for Γ = Zd or Γ ⋐ Zd,
H(φ) ≡ HψΓ (φ) =
1
2
∑
{x,y}∈Γ∗
V (φ(x)− φ(y)). (5.1)
Note that boundary conditions ψ = {ψ(x) : x ∈ ∂+Γ} are required to define the
sum in the case Γ ⋐ Zd, i.e. we set φ(x) = ψ(x) for x ∈ ∂+Γ. The sum in (5.1) is
merely formal when Γ = Zd. The dynamics of the ∇φ model are governed by the
following infinite system of SDEs for φt = {φt(x) : x ∈ Γ} ∈ RΓ,
dφt(x) = − ∂H
∂φ(x)
(φt) dt+
√
2 dwt(x), x ∈ Γ, t > 0,
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where wt = {wt(x) : x ∈ Zd} is a collection of independent one-dimensional
standard Brownian motions. Due to the form of the Hamiltonian, only nearest
neighbour interactions are involved. Equivalent to the above in the case Γ = Zd is
φt(x) = φ0(x)−
∫ t
0
∑
y : |x−y|=1
V ′(φt(x)− φt(y)) dt+
√
2wt(x), x ∈ Zd. (5.2)
Similarly, if Γ ⋐ Zd, we define the finite volume process by
φΓ,ψt (x) = φ
Γ,ψ
0 (x)−
∫ t
0
∑
y∈Γ : |x−y|=1
V ′
(
φΓ,ψt (x)− φΓ,ψt (y)
)
dt+
√
2wt(x), x ∈ Γ,
subject to the boundary conditions φΓ,ψt (y) = ψ(y), y ∈ ∂+Γ. The evolution of φt
is designed such that it is stationary and reversible under the equilibrium φ-Gibbs
measure µψΓ or µ (see (5.4) below). We denote Pµ the law of the process φt started
under the distribution µ (and Eµ the corresponding expectation). By a slight abuse
of notation we will also write Eµ, Varµ and Covµ for the expectation, variance and
covariance under µ.
Most of the mathematical literature on the ∇φ model treats the case of a suitably
smooth, even and strictly convex interaction potential V such that V ′′ is bounded
above. However, we will relax these conditions; throughout the rest of this section
we work with V as in the following assumption.
Assumption 5.1. The potential V ∈ C2(R) is even and there exists c− > 0 such that
c− ≤ V ′′(x), for all x ∈ R. (5.3)
Note that under Assumption 5.1, the coefficients of the SDE (5.2) are not nec-
essarily globally Lipschitz continuous. However, it is still possible to construct an
almost surely continuous solution φt, see Proposition 5.3. The assumption that the
potential has second derivative bounded away from zero is helpful for the existence
of an equilibrium φ-Gibbs measure. For Γ ⋐ Zd, the finite volume φ-Gibbs measure
for the field of heights φ ∈ Rd is defined as
µ(dφ) ≡ µψΓ(dφ) =
1
ZψΓ
exp
(
−HψΓ (φ)
)
dφΓ, (5.4)
with boundary condition ψ ∈ R∂+Γ, where dφΓ is the Lebesgue measure on RΓ and
ZψΓ is a normalisation constant. Then (5.3) implies Z
ψ
Γ < ∞ for every Γ ⋐ Zd and
hence µψΓ ∈ P(RΓ) is a probability measure. In the infinite volume case Γ = Zd,
(5.4) has no rigorous meaning but one can still define Gibbs measures as follows.
Definition 5.2. A probability measure µ ∈ P(RZd) is a φ-Gibbs measure if its condi-
tional probability on FΓc = σ{φ(x) : x /∈ Γ} satisfies the DLR (Dobrushin-Lanford-
Ruelle) equation
µ(·|FΓc)(ψ) = µψΓ(·), for µ-a.e. ψ, (5.5)
for all Γ ⋐ Zd.
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In order to study the properties of solutions to the system of SDEs (5.2), it is nec-
essary to restrict to a suitable class of initial configurations. Let S := {(φ(x))x∈Zd :∣∣φ(x)∣∣ ≤ a+|x|n , for some a ∈ R, n ∈ N} denote the configurations of heights with
at most polynomial growth.
Proposition 5.3. Given any initial configuration φ0 ∈ S, there exists a unique solution
to the system of SDEs (5.2) such that for any x ∈ Zd the process φt(x) is almost surely
continuous and for all t > 0 the configuration φt ∈ S almost surely. Any Gibbs
measure concentrated on S is stationary and reversible with respect to the process φt.
Proof. The proof follows by similar arguments as for the Ising model case of [34,
Theorem 4.2.13]. The key observations are that equation (4.2.5) there holds for
our Hamiltonian and the relation (4.2.12b) holds for our interaction potential V ,
where p is defined as p(x) = c−1|x|=1 for x ∈ Zd. 
Brascamp-Lieb inequalities state that for Γ ⋐ Zd, covariances under the afore-
mentioned φ-Gibbs measure µψΓ are bounded by those under µ
ψ,G
Γ , the Gaussian fi-
nite volume φ-Gibbs measure determined by the quadratic potential V ∗(x) = c−2 x
2.
Proposition 5.4 (Brascamp-Lieb inequality for exponential moments). Let Γ ⋐ Zd,
for every ν ∈ RΓ, we have
E
µψΓ
[
exp
(
〈ν, φ− E
µψΓ
[φ]〉ℓ2(Γ)
)]
≤ exp
(1
2
Var
µψ,GΓ
(〈ν, φ〉ℓ2(Γ))). (5.6)
Proof. See [23, Theorem 4.9]. Note that the condition V ′′(x) ≤ c+, ∀x ∈ R, for
some c+ > 0, is not needed for the proof. 
This inequality is pivotal in proving the following existence result, which consti-
tutes the first part of Theorem 1.12. We shall also employ the massive Hamiltonian
Hm(φ) ≡ HψΓ,m(φ) := HψΓ +
m2
2
∑
x∈Γ
φ(x)2, m > 0. (5.7)
Remark 5.5. Note that Proposition 5.4 also holds for the massive Hamiltonian HψΓ,m
and in that case the Gaussian potential can be taken to be V ∗(x) = c−+2dm
2
2 x
2.
Theorem 5.6 (Existence of φ-Gibbs measures). If d ≥ 3 then for all h ∈ R there
exists a stationary, shift-invariant, ergodic φ-Gibbs measure µ ∈ P(RZd) of mean h,
i.e. Eµ[φ(x)] = h for all x ∈ Zd.
Proof. Letm > 0 and first take a sequential limit as n→∞ of finite volume φ-Gibbs
measures µ0m,Γn with periodic boundary conditions, corresponding to the massive
Hamiltonian H0Γn, m on the torus Γn :=
(
Z/nZ
)d
. Since V is even, Eµ0m,Γn
[
φ(x)
]
=
0. When d ≥ 3, the variance of the Gaussian system corresponding to the potential
V ∗(x) = c−2 x
2 is uniformly bounded in n, so by the Brascamp-Lieb inequality,
sup
x∈Zd, n∈N
Eµ0m,Γn
[
exp(λφ(x))
]
<∞, ∀λ > 0.
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Therefore (µ0m,Γn)n∈N is tight and along some proper subsequence there exists a
limit µ0m := limk→∞ µ0m,Γnk , a shift-invariant Gibbs measure on Z
d of mean 0. Now
for all m > 0 and x ∈ Zd, ∂2Hm(φ)
∂φ(x)2
≥ c− so by Brascamp-Lieb again the limit
µ0 = limm↓0 µ0m exists. The distribution of φ + h where φ is µ0 distributed is a
shift-invariant φ-Gibbs measure on Zd under which φ(x) has mean h for all x ∈ Zd.
Having shown that the convex set of shift-invariant φ-Gibbs measures of mean h is
non-empty, there exists an extremal element of this set which is ergodic, see [24,
Theorem 14.15]. Finally, by Proposition 5.3 this Gibbs measure is reversible and
hence stationary for the process φt. 
Remark 5.7. The φ-Gibbs measures exist when d ≥ 3 but not for d = 1, 2. An infinite
volume (thermodynamic) limit for µ0Γ as Γ ↑ Zd exists only when d ≥ 3.
5.2. Proofs of Theorems 1.12 and 1.13 via Helffer-Sjo¨strand representation.
Our first aim is to investigate the decay of the space-time correlation functions under
the equilibrium Gibbs measures. The idea, originally from Helffer and Sjo¨strand
[26], is to describe the correlation functions in terms of a certain random walk in a
dynamic random environment (cf. also [19, 25]). Let (Xt)t≥0 be the random walk
on Zd with jump rates given by the random dynamic conductances
ωt(e) := V
′′(∇eφt) = V ′′(φt(y)− φt(x)), e = {x, y} ∈ Ed. (5.8)
Note that the conductances are positive by Assumption 5.1 and, since V is even,
the jump rates are symmetric, i.e. ωt({x, y}) = ωt({y, x}). Further, let pω(s, t, x, y),
x, y ∈ Zd, s ≤ t, denote the transition densities of the random walk X. Then the
Helffer-Sjo¨strand representation (see [23, Theorem 4.2] or [19, Equation (6.10)])
states that if F, G ∈ C1b (S) are differentiable functions with bounded derivatives
depending only on finitely many coordinates then for all t > 0,
Covµ(F (φ0), G(φt)) =
∫ ∞
0
∑
x, y∈Zd
Eµ
[
∂F (φ0)
∂φ(x)
∂G(φt+s)
∂φ(y)
pω(0, t+ s, x, y)
]
ds, (5.9)
where µ is a stationary, ergodic, shift-invariant φ-Gibbs measure. Note that for d ≥ 3
the integral in (5.9) is finite due to the following on-diagonal heat kernel estimate.
Lemma 5.8. There exists deterministic c19 = c19(d, c−) <∞ such that
pω(0, t, x, y) ≤ c19 t−d/2, ∀ t ≥ 1, x, y ∈ Zd. (5.10)
Proof. Note that by Assumption 5.1, ωt(e) ≥ c− for all t ≥ 0 and e ∈ Ed, which
implies the Nash inequality, i.e. for any f : Zd → R,∥∥f∥∥
l2(Zd)
≤ c∥∥ω1/2t ∇f∥∥ dd+2l2(Ed) ∥∥f∥∥
2
d+2
l1(Zd)
,
from which the statement follows by standard arguments, see [16] and [31]. 
A consequence of the above is the following variance estimate, an example of
algebraic decay to equilibrium, in contrast to the exponential decay to equilibrium
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which would follow from a spectral gap estimate or Poincare´ inequality. For this
model, these inequalities hold on finite boxes but fail on the whole lattice.
Corollary 5.9. Suppose d ≥ 3 and let µ ∈ P(RZd) be any ergodic, shift-invariant,
stationary φ-Gibbs measure.
(i) There exists c20 = c20(d, c−) > 0 such that for all F, G ∈ C1b (S) and t > 0,∣∣∣Covµ (F (φ0), G(φt))∣∣∣ ≤ c20
(t ∨ 1) d2−1
∑
x, y∈Zd
Eµ
[( ∂F
∂φ(x)
(φ0)
)2] 12
Eµ
[( ∂G
∂φ(y)
(φ0)
)2] 12
.
(ii) Eµ
[
φ(0)2
]
< ∞ .
Proof. (i) follows by the Cauchy-Schwarz inequality applied to (5.9) together with
Lemma 5.8 and stationarity of µ. Further, by taking t ↓ 0 we deduce from (i) and
dominated convergence that supM Eµ
[
(φ0(0) ∧M)2
]
<∞, which gives (ii). 
Proof of Theorem 1.12. In Theorem 5.6 above, the existence of a stationary, shift-
invariant, ergodic φ-Gibbs measure µ has been shown. Further, the environment ω
defined in (5.8) satisfies Assumption 1.9 by the ergodicity of µ. Note that ωt(e) ≥ c−
for any e ∈ Ed and t > 0 by Assumption 5.1, so we may set q = ∞ in Assump-
tion 4.2, which then reduces to (1.9). The Helffer-Sjo¨strand relation (5.9) gives
Covµ(φ0(0), φt(x)) =
∫ ∞
0
Eµ
[
pω(0, t+ s, 0, x)
]
ds.
Now, applying Theorem 1.11,
nd−2Covµ(φ0(0), φn2t
(⌊nx⌋)) = ∫ ∞
0
Eµ
[
nd pω
(
0, n2(t+ s), 0, ⌊nx⌋)] ds
−−−→
n→∞
∫ ∞
0
kt+s(x) ds, (5.11)
which is the claim. Note that Theorem 1.11 gives uniform convergence of the inte-
grand on any compact interval [0, T ] and Lemma 5.8 tells us that the integrand is
dominated by c20s
− d
2 , integrable on [T,∞) since d ≥ 3. Therefore, by dominated
convergence we are justified in interchanging the limit and the integral. 
Having applied the RCM local limit theorem to prove the above space-time co-
variance scaling limit, we now present an application of the invariance principle in
Theorem 1.10-(i). We use this to characterise the scaling limit of the equilibrium
fluctuations as a Gaussian free field. Recall that for f ∈ C∞0 (Rd) and n ∈ Z+,
fn(x) := n
−(1+d/2)f(x/n) and φ(fn) := n−(1+d/2)
∫
Rd
f(x)φ(⌊nx⌋) dx.
Proof of Theorem 1.13. Let n ∈ Z+ and set Gn(λ) := Eµ[exp(λφ(fn))], λ ∈ R. By
the Brascamp-Lieb inequality Proposition 5.4, {Gn(λ)}n≥1 is uniformly bounded for
λ in a compact interval. So differentiating gives
dGn(λ)
dλ
= Eµ
[
φ(fn) exp(λφ(fn))
]
.
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Recall that (Xt)t≥0 denotes the random walk on Zd under the conductances given
by (5.8). For simplicity, we write Px for the law of the walk started from x ∈ Zd at
time s = 0 and Ex for the corresponding expectation. Then by the Helffer-Sjo¨strand
relation (5.9), the above equals
λn−(d+2)
∫ ∞
0
∑
x∈Zd
Eµ
[
f(x/n)Ex
[
f(Xt/n
)]
exp(λφt(fn))
]
dt
=λn−d
∫ ∞
0
∑
x∈Zd
f(x/n)Eµ
[
Ex
[
f(Xn2t/n
)]
exp(λφn2t(fn))
]
dt
where we have employed a simple change of variable. The key step of the proof is
to show that
lim
n→∞n
−d
∫ ∞
0
∑
x∈Zd
f(x/n)Ex
[
f(Xn2t/n)
]
dt =
∫
Rd
f(x)(Q−1f)(x) dx in L2(µ).
(5.12)
Once this is proven, we can deduce that
dGn(λ)
dλ
= λGn(λ)
∫
Rd
f(x)(Q−1f)(x) dx+ λo(1),
as n → ∞. This relies on the fact that by stationarity of the Gibbs measure,
Eµ[exp(λφn2t(fn))] = Eµ[exp(λφ(fn))] for any λ and t ≥ 0, and this term is uni-
formly bounded in n. Therefore, denoting G(λ) = limn→∞Gn(λ), we have by
letting n→∞,
dG(λ)
dλ
= λG(λ)
∫
Rd
f(x)(Q−1f)(x) dx
which together with G(0) = 1 gives the claim.
Thus, it remains to show (5.12). This follows from the same arguments as for the
corresponding result in [13, Proposition 4.4], cf. [33, Proposition 14] also. We omit
the details here but since the right hand side of (5.12) can also be written as a time
integral, the main idea is to decompose it into an integral over [0, T ] and [T,∞), for
some suitably large T . We then obtain the desired convergence from the integral
over [0, T ] by applying the annealed functional central limit theorem for the random
walkX, which is an immediate consequence of the QFCLT in Theorem 1.10-(i) with
q = ∞. The remaining integral over [T,∞) can be neglected due to heat kernel
decay of order t−d/2 in Lemma 5.8. Note that in dimension d ≥ 3, as explained
in [13, Remark 4.6], such a heat kernel estimate may serve as a replacement for the
decay estimate on the spatial derivative of the heat kernel in [13, Lemma 3.6]. 
5.3. Moments of φ-Gibbs measures. Finally, we shall derive Proposition 1.15 giv-
ing polynomial moment bounds on the heights φ under any ergodic, shift-invariant,
stationary φ-Gibbs measure. Hence we can verify the conditions in Theorem 1.12
and Theorem 1.13 for any polynomial potential satisfying Assumption 5.1. The
proof will require the following comparison estimate for φt and φ
Ln
t where Ln :=
[−n, n]d ∩ Zd for n ∈ N.
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Lemma 5.10. Let µ be a shift-invariant Gibbs measure. There exists a positive, sym-
metric, summable sequence α =
(
α(x)
)
x∈Zd such that the following holds. There exist
constants c21, c22, c23 > 0 such that for any n ∈ N, t > 0 and any bounded Lipschitz
function f on l2(Zd, α) ,
Eµ
[(
f
(
φt
)− f(φLn,0t ))2] ≤ c21 ∥∥f∥∥2lip,α ec22t−c23n
(
1 + Eµ
[
φ0(0)
2
])
, (5.13)
where
∥∥f∥∥
lip,α
:= supφ 6=φ′
∣∣f(φ)− f(φ′)∣∣ ∥∥φ− φ′∥∥−1
l2(Zd,α)
.
Proof. By the same arguments as the Ising model case in [34] (see (4.2.14), (5.1.5)
and the proof of Corollary 5.1.4 therein) we have for any c22 > 1 + 8dc−,
α(0)Eµ
[(
f
(
φt
)− f(φLn,0t ))2] ≤ ec22t ∥∥f∥∥2lip,αEµ
[ ∑
x 6∈Ln
α ∗ α(x)φ0(x)2 + c|α|α(x)
]
,
where in our setting α :=
∑∞
k=0(σ
′)−k(∗p)k is constructed from the sequence p(x) =
c−1|x|=1 for any σ′ > 2dc−. Then by the shift-invariance of µ and exponential decay
of α and α ∗ α on Zd, we get (5.13) (cf. also [38, Section 1.1]). 
Proof of Proposition 1.15. Since µ is stationary and shift-invariant it suffices to show
that Eµ
[∣∣φ0(0)∣∣p ] <∞ for all p > 0. By Jensen’s inequality it is enough to consider
p > 2. For any M > 1 let fM(φ) :=
(∣∣φ(0)∣∣ ∧M)p/2 which is Lipschitz continuous
on l2(Zd, α) with
∥∥fM∥∥2lip,α ≤ cMp−2. For arbitrary t > 0 and n ∈ N,
Eµ
[
fM(φt)
2
]
≤ Eµ
[(
fM
(
φt
)− fM(φLn,0t ))2]+ Eµ [fM(φLn,0t )2] . (5.14)
To control the first term on the right hand side of (5.14), we fix ǫ > 0. As argued
in [34, Theorem 5.1.3], for arbitrary λ > 0 we introduce an increasing sequence of
boxes Ln(t) such that c24t ≤ n(t) ≤ c24(t + 1) where c24 > 0 is chosen such that
c22t − c23n(t) < −λt, with c22, c23 as in Lemma 5.10. Therefore, by (5.13) and
Corollary 5.9-(ii), there exists Tǫ,M > 0 such that
Eµ
[(
fM
(
φt
)− fM(φLn(t),0t ))2] ≤ cMp−2(1 + Eµ [φ0(0)2] )e−λt ≤ ǫ (5.15)
for all t > Tǫ,M . For the latter term in (5.14), the constant zero boundary condition
allows us, via the DLR equation (5.5), to reduce the expectation to that over a finite
Gibbs measure as defined in (5.4),
Eµ
[
fM
(
φLn,0t
)2]
= Eµ0Ln
[
fM
(
φLn,0t
)2]
. (5.16)
Now, the finite volume process φLn,0 is stationary with respect to µ0Ln so by the
Brascamp-Lieb inequality, as argued in Theorem 5.6,
sup
n∈N,M>0, t>0
Eµ0Ln
[
fM
(
φLn,0t
)2]
= sup
n∈N,M>0
Eµ0Ln
[
fM
(
φLn,00
)2]
<∞. (5.17)
Substituting (5.17) and (5.15) into (5.14) gives
Eµ
[(∣∣φt(0)∣∣ ∧M)p] < ǫ+ c, (5.18)
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for all t > Tǫ,M , with the constant c independent of M . However, φt is stationary
with respect to µ so (5.18) in fact holds for all t ≥ 0. We conclude by the monotone
convergence theorem, letting M ↑ ∞, that Eµ
[∣∣φ0(0)∣∣p ] <∞. 
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