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ABSTRAK 
 
Teknik klasifikasi saat ini sudah banyak digunakan untuk mengatasi permasalahan yang terkait 
dengan penggolongan data.  Implementasi teknik klasifikasi ini dapat diterapkan pada berbagai bidang. 
Tujuan utama dari metode klasifikasi adalah proses penemuan model (fungsi)  yang menggambarkan dan 
membedakan  kelas data. Salah satu metode yang paling baik untuk klasifikasi adalah algoritma C4.5. 
Untuk itu penulis menggunakan metode klasifikasi C4.5, dan untuk dapat meningkatkan nilai akurasinya 
dioptimasi dengan PSO (Particle Swarm Optimization) dimana data uji yang digunakan adalah Data 
German Credit. Dari hasil percobaan yang dilakukan model algoritma C4.5 berbasis Particle Swarm 
Optimization (PSO) mendapatkan hasil terbaik yaitu 70%, sedangkan model algoritma C4.5 tanpa Particle 
Swarm Optimization ( PSO)   hanya 68,6%,  sehingga selisih untuk nilai akurasi sebesar 1,4%. Dapat 
disimpulkan bahwa penerapan teknik optimasi particle swarm optimization dapat meningkatkan nilai 
akurasi pada algoritma C4.5. 
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1. PENDAHULUAN 
Analisis kredit adalah sistem atau cara yang 
digunakan oleh Bank atau lembaga pembiayaan 
lainnya untuk menentukan kelayakan calon debitur 
untuk mendapatkan pinjaman. Penelitian ini 
menggunakan German Credit Dataset yang 
diperoleh dari UCI Machine Learning Repository, 
data tersebut merupakan data debitur yang telah 
melakukan kredit pada Bank Jerman yang terdiri 
dari 1000 record dengan 20 variabel. 
Algoritma klasifikasi akan menggunakan 
data latihan untuk menghasilkan pengetahuan agar 
dapat menggolongkan resiko kredit seorang 
nasabah pada masa mendatang berdasarkan 
variabel-variabel yang ada.  
Analisa dengan metode klasifikasi sendiri 
adalah proses penemuan model (fungsi) yang 
menggambarkan dan membedakan kelas data atau 
konsep yang bertujuan agar bisa digunakan untuk 
memprediksi kelas dari objek yang label kelasnya 
tidak diketahui (Han, 2006).  
Menurut Gartner Group data mining adalah 
suatu proses menemukan hubungan yang berarti, 
pola, dan kecenderungan dengan memeriksa dalam 
sekumpulan besar data yang tersimpan dalam 
penyimpanan dengan menggunakan teknik 
pengenalan pola seperti teknik statistik dan 
matematika (Larose, 2006).  
 
2. METODE PENELITIAN 
2.1 Analisa dan Desain Penelitian  
 
Gambar 2.1 Alur Analisis Penelitian 
 
2.2 Bussiness understanding 
 Banyaknya kasus nasabah kredit macet 
yang terjadi dapat membuat masalah dan 
berdampak pada ruginya suatu bank, oleh karena 
itu di butuhkan analisa yang tepat sebagai 
solusinya. Algoritma c4.5 adalah salah satu metode 
klasifikasi yang sering di gunakan untuk 
menganalisa kredit dengan tujuan agar analisa 
lebih akurat, ditambah lagi dengan pengembangan 
yang dilakukan dengan menambahkan Particle 
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Swarm Optimization (PSO) di harap dapat lebih 
membantu dalam menganalisa di bandingkan 
hanya menggunakan algoritma c4.5 saja. 
 
2.3  Data Understanding 
Penelitian ini nantinya akan menggunakan 
data uji yang banyak dipakai dalam permasalahan 
klasifikasi untuk penilaian kelayakan pemberian 
kredit yang disebut German Credit Dataset, data 
set ini didonasikan oleh Prof. Hofman dari 
Hamburg University, Jerman. Dataset ini terdiri 
dari 1000 record dan 20 variabel ditambah dengan 
sebuah variabel target atau variabel response, 
dimana 13 variabel diantaranya bertipe kategori 
dan sisanya sebanyak 7 variabel bertipe numerik. 
German Credit Dataset ini dapat diunduh di UCI 
Machine Learning Repository.  
 
2.4. Data Preparation 
 (Sugiyono, 2002) mengemukakan bahwa 
populasi adalah wilayah yang terdiri atas obyek 
atau subyek yang mempunyi kualitas dan 
karakteristik tertentu yang  ditetapkan  oleh  
peneliti  untuk  dipelajari  dan  kemudian  ditarik 
kesimpulannya. 
Pada tahapan ini di pakai data sebanyak 
1000 record dan 20 variabel ditambah dengan 
sebuah variabel target atau variabel response, 
sebelumnya akan dilakukan  beberapa 
penyeleksian untuk menghasilkan data yang 
dibutuhkan, antara lain: 
1. Data Cleaning untuk membersihkan nilai 
yang kosong atau tupel yang kosong.. 
2. Data Integration yang berfungsi 
menyatukan tempat peyimpanan yang 
berbeda kedalam satu data. Dalam kasus ini 
hanya ada satu tempat penyimpanan data 
yaitu status di terima atau tidaknya kredit 
nasabah. 
3. Data reduction jumlah atribut yang 
digunakan 
 
    
3. HASIL DAN PEMBAHASAN 
3.1 Pengukuran Penelitian 
3.1.1. Hasil Penelitian 
Mengembangkan model yang sudah 
terbentuk dengan algoritma klasifikasi C4.5.serta 
melakukan  perbandingan menggunakan 
Algoritma Klasifikasi C4.5 dan Algoritma 
Klasifikasi C4.5 berbasis Particle Swarm 
Optimization. 
 
3.1.2. Evaluasi dan Validasi Model 
1. Hasil Perhitungan Entropy dan Gain  
Contoh perhitungan sederhana memakai tiga 
atribut : 
 
Tabel 3.1perhitungan node dengan tiga atribut 
 
 
Dari tabel 3.1 di atas dapat diketahui bahwa 
atribut dengan gain tertinggi adalah Status of 
existing checking account yaitu sebesar 
0,095463104. Dengan demikian Status of existing 
checking account dapat njadi akar.berikut 
keterangan dengan gambar pohon keputusannya. 
  
 
 
Gambar 3.1 pohon keputusan tiga atribut 
 
Rincian aturan pohon keputusan pada 
gambar 4.1 di atas adalah sebagai berikut : 
1. R1 = IF Status of existing checking account 
A11, AND Credit Histori  A30,  AND 
Duration in month >16.500, AND Duration in 
month >37.500, THEN class = NO 
2. R2 = IF Status of existing checking account 
A11, AND Credit Histori  A30,  AND 
Duration in month >16.500, AND Duration in 
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month <=37.500, AND Duration in month 
>28.500 THEN class = YES 
3. R3 = IF Status of existing checking account 
A11, AND Credit Histori  A30,  AND 
Duration in month >16.500, AND Duration in 
month <=37.500, AND Duration in month 
<=28.500, AND Duration in month >21, 
THEN class=NO 
4. R4 = IF Status of existing checking account 
A11, AND Credit Histori  A30,  AND 
Duration in month >16.500, AND Duration in 
month <=37.500, AND Duration in month 
<=28.500, AND Duration in month <=21, 
THEN class=YES 
5. R5 = IF Status of existing checking account 
A11, AND Credit Histori  A30,  AND 
Duration in month <=16.500, THEN class = 
NO 
6. R6 = IF Status of existing checking account 
A11, AND Credit Histori  A31,  THEN class 
= NO 
7. R67= IF Status of existing checking account 
A11, AND Credit Histori  A32,  THEN class 
= NO 
8. R8 = IF Status of existing checking account 
A11, AND Credit Histori  A33,  AND 
Duration in month >19.500, THEN class = 
NO 
9. R9 = IF Status of existing checking account 
A11, AND Credit Histori  A33,  AND 
Duration in month <=19.500, THEN class = 
YES 
10. R10 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, THEN class = NO 
11. R11 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A40, THEN 
class = NO 
12. R12 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A41, THEN 
class = YES 
13. R13 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A42, THEN 
class = YES 
14. R11 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A43, THEN 
class = YES 
15. R15 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A44, THEN 
class = NO 
16. R16 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A46, THEN 
class = NO 
17. R17= IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month >45, AND Duration in 
month >11.500,  AND purpose A49, THEN 
class = YES 
18. R18 = IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month <=45, AND Duration in 
month <=11.500,  AND Duration in month 
>7, THEN class = YES 
19. R19= IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month <=45, AND Duration in 
month <=11.500AND Duration in month 
<=7, ,  AND purpose A40,  THEN class = 
YES 
20. R20= IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month <=45, AND Duration in 
month <=11.500AND Duration in month 
<=7, ,  AND purpose A42,  THEN class = NO 
21. R21= IF Status of existing checking account 
A11, AND Credit Histori  A34,  AND 
Duration in month <=45, AND Duration in 
month <=11.500AND Duration in month 
<=7, ,  AND purpose A43,  THEN class = 
YES 
22. R22= IF Status of existing checking account 
A12, THEN class = YES 
23. R23= IF Status of existing checking account 
A13, THEN class = YESR24= IF Status of 
existing checking account A14, THEN class 
= YES 
 
Tabel 3.2 Perhitungan Node Sepenuhnya 
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Pohon keputusan algoritma c4.5 berbasis 
Particle Swarm Optimization (PSO) dengan 
minimal gain 0.1 
 
Gambar 4.2 pohon keputusan algoritma c4.5 
berbasis Particle Swarm Optimization(PSO) 
  
Rincian aturan pohon keputusan pada 
gambar 4.3 di atas adalah sebagai berikut : 
1. R1 = IF Status of existing checking account 
A11, THEN CLASS = YES 
2. R2 = IF Status of existing checking account 
A12, THEN CLASS = YES 
3. R3 = IF Status of existing checking account 
A13, AND property A121,  AND Installment 
rate in percentage of disposable income  > 
3.453, AND age in years  >23.636, THEN 
CLASS = NO 
4. R4 =  IF Status of existing checking account 
A13, AND property A121, AND Installment 
rate in percentage of disposable income  > 
3.453, AND age in years  <= 23.636, THEN 
CLASS = YES 
5. R5 = IF Status of existing checking account 
A13, AND property A121, AND Installment 
rate in percentage of disposable income  > 
3.453, AND age in years  >30.639, THEN 
CLASS = NO 
6. R6 = IF Status of existing checking account 
A13, AND property A121, AND Installment 
rate in percentage of disposable income  > 
3.453, AND age in years  <=30.639, AND 
personal status and sex A 92, THEN CLASS 
= NO 
7. R7= IF Status of existing checking account 
A13, AND property A121, AND Installment 
rate in percentage of disposable income  > 
3.453, AND age in years  <=30.639, AND 
personal status and sex A 93, THEN CLASS 
= YES 
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8. R8= IF Status of existing checking account 
A13, AND property A121, AND Installment 
rate in percentage of disposable income  > 
3.453, AND age in years  <=30.639, AND 
personal status and sex A 94, THEN CLASS 
= YES 
9. R9 = IF Status of existing checking account 
A113,  AND property A122, THEN CLASS = 
YES 
10. R10 = IF Status of existing checking account 
A13, AND property A123, AND age in years  
>30.639, THEN CLASS = YES 
11. R11= IF Status of existing checking account 
A13, AND property A123, AND age in years  
<=30.639, AND age in years  >28.013 THEN 
CLASS = NO 
12. R12 = IF Status of existing checking account 
A13, AND property A123, AND age in years  
<=30.639, AND age in years  <=28.013 
THEN CLASS = YES 
13. R13= IF Status of existing checking account 
A13, AND property A124, AND age in years  
>37.642, THEN CLASS = YES 
14. R14 = IF Status of existing checking account 
A13, AND property A124, AND age in years  
<=37.642, THEN CLASS = NO 
15. R15 = IF Status of existing checking account 
A14, THEN CLASS =YES 
 
 
2.Hasil Pengujian  
a. Evaluasi model dengan Confusion Matrix 
 
Tabel 3.4 Konversi confusion matrix algoritma 
klasifikasi C4.5 berbasis PSO 
 
 
Pada Confusion Matrix di atas, Actual/ 
sebenarnya ada 1000 predikat 1(positive), namun 
system memprediksi  ada 700 predikat 1(positive) 
, 300 predikat 0 (negative), 0 predikat 0(positif), 
dan 0 predikat 0(negative). 
 
 
 
Berdasarkan  Tabel  3.4  menunjukan  
bahwa,  tingkat  akurasi  menggunakan algoritma 
klasifikasi C4.5 berbasis PSO adalah sebesar 70% 
dan error ratenya sebesar 30%. 
 
3.2 Analisis Evaluasi dan Validasi Model 
Dari hasil pengujian diatas, dengan 
dilakukannya evaluasi secara confusion matrix 
ternyata terbukti bahwa pengujian yang dilakukan 
dengan menggunakan  algoritma klasifikasi C4.5 
berbasis PSO memiliki nilai akurasi yang lebih 
tinggi dibanding hanya menggunakan algoritma 
klasifikasi C4.5. 
 Nilai akurasi untuk model algoritma 
klasifikasi C4.5 sebesar 68,6 % dan nilai akurasi 
algoritma klasifikasi C4.5 berbasis PSO (Particle 
Swarm Optimization) sebesar 70% dengan selisih 
akurasi sebesar  1,4%, dapat  dilihat pada Tabel 3.3 
dibawah ini. 
 
Tabel 3.3 Pengujian Algoritma klasifikasi C4.5 
dan C4.5 berbasis PSO 
 
 
4. KESIMPULAN 
Hasil penelitian untuk nilai akurasi 
algoritma klasifikasi C4.5 senilai 68,6 % 
sedangkan untuk nilai akurasi algoritma 
klasifikasi C4.5 berbasis PSO senilai 70% 
sehingga  selisih  untuk  nilai  akurasi  sebesar  1,4 
%.     Sehingga  dapat  disimpulkan  bahwa 
penerapan teknik optimasi particle swarm 
optimization dapat meningkatkan nilai akurasi 
pada algoritma C4.5 
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5. SARAN 
Berdasarkan proses pengujian dan 
kesimpulan yang telah dilakukan, maka ada 
beberapa saran dalam penelitian ini adalah: 
1. Menambahkan  jumlah  data  dan  atribut  
lebih banyak lagi, sehingga bisa 
menentukan keakuratan suatu metode 
dengan lebih baik lagi. 
2. Menggunakan  metode  pred iksi  dan  
optimasi  lain sehingga dapat memperkaya 
pengetahuan khususnya di bidang metode 
datamining. 
3. Menggunakan program software rapiminer 
yang lebih terbaru. 
4. Meningkatkan lagi sistem analisa kredit 
untuk penentuan kelayakan pemberian  
kredit  
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