th Moment Exponential Input-to-State Stability of Delayed Recurrent Neural Networks With Markovian Switching via Vector Lyapunov Function.
In this paper, the th moment input-to-state exponential stability for delayed recurrent neural networks (DRNNs) with Markovian switching is studied. By using stochastic analysis techniques and classical Razumikhin techniques, a generalized vector -operator differential inequality including cross item is obtained. Without additional restrictive conditions on the time-varying delay, the sufficient criteria on the th moment input-to-state exponential stability for DRNNs with Markovian switching are derived by means of the vector -operator differential inequality. When the input is zero, an improved criterion on exponential stability is obtained. Two numerical examples are provided to examine the correctness of the derived results.