Abstract-We introduce a novel algorithm to reconstruct dynamic magnetic resonance imaging (MRI) data from under-sampled k-t space data. In contrast to classical model based cine MRI schemes that rely on the sparsity or banded structure in Fourier space, we use the compact representation of the data in the Karhunen Louve transform (KLT) domain to exploit the correlations in the dataset. The use of the data-dependent KL transform makes our approach ideally suited to a range of dynamic imaging problems, even when the motion is not periodic. In comparison to current KLT-based methods that rely on a two-step approach to first estimate the basis functions and then use it for reconstruction, we pose the problem as a spectrally regularized matrix recovery problem. By simultaneously determining the temporal basis functions and its spatial weights from the entire measured data, the proposed scheme is capable of providing high quality reconstructions at a range of accelerations. In addition to using the compact representation in the KLT domain, we also exploit the sparsity of the data to further improve the recovery rate. Validations using numerical phantoms and in vivo cardiac perfusion MRI data demonstrate the significant improvement in performance offered by the proposed scheme over existing methods.
banded structure or sparsity of the data in space to recover the dynamic images from under-sampled measurements. Such methods have been observed to perform poorly in the presence of respiratory motion [7] , which is often difficult to avoid in several cardiac imaging applications. For example, the dynamic contrast variations in the myocardium are typically imaged for 40-60 s in cardiac perfusion imaging; most patients cannot maintain a breath-hold for such long durations, especially during hyperemia. The respiratory motion and contrast variations due to bolus passage severely degrade the structure and sparsity in space, which makes the above model-based schemes ineffective. The current clinical practice of using small image matrices and restricting the temporal resolution and spatial coverage (typically three slices are acquired) present several challenges in the interpretation of cardiac perfusion MRI data. It is also not straightforward to extend the current model-based schemes to general dynamic imaging applications.
Several researchers have recently proposed to exploit the compact signal representation in the Karhunen Louve transform (KLT) domain as an alternative to space sparsity/structure [8] [9] [10] [11] . Since KLT is a data-derived transform, the resulting adaptive scheme is capable of exploiting the correlations in the data, even when the temporal profiles of the voxels are not periodic. This property makes these methods applicable to a range of dynamic imaging problems. Current KLT-based algorithms rely on a two-step approach to recover the data [9] [10] [11] [12] . Specifically, they estimate the temporal basis functions using the singular value decomposition (SVD) of a training dataset; the training dataset is an image time series with low spatial resolution and Nyquist temporal samping rate. The training dataset is obtained as the IFFT of the central phase encodes, which is collected along with higher k-space samples at sub-Nyquist temporal sampling rates. The estimated temporal basis functions are then used to reconstruct the data with high spatio-temporal resolution from sub-Nyquist sampled k-space data. These schemes rely on the implicit assumption that the temporal basis functions estimated from the training data closely approximate the principal components of the entire data. Clearly, this approximation is heavily dependent on the number of phase encodes in the training data. For example, if only a single phase encode is used in the training stage, the estimated temporal functions will fail to capture the dynamics due to intermediate vertical shifts resulting from respiratory motion. Moreover, this may also result in the scheme failing to capture small details such as perfusion defects. These problems can be minimized by acquiring more phase-encodes in the training data. However, this comes at the expense of the number of higher k-space encodes that can be acquired at a specified The numerical simulation of breath held cine data (top row) and ungated free breathing data (bottom row), along with their corresponding representations in the x0f and x0KLT spaces are shown. The x0f space coefficients are highly sparse/structured in the context of breath-held acquisitions due to the pseudo-periodic nature of heartbeats. The structure and sparsity of the x0f space is disturbed in the presence of breathing motion. In contrast, the free breathing data is compact in the x0KLT space. The few significant singular values implies that the dataset can be efficiently approximated as a low rank matrix, described by (1) acceleration factor, resulting in significant spatial aliasing artifacts.
We propose a novel algorithm to significantly accelerate dynamic MRI by exploiting the correlations between the temporal profiles of the voxels. In contrast to the classical KLT-based schemes that use the above two-step approach [9] [10] [11] [12] , we propose to simultaneously estimate the temporal basis functions and its spatial weights directly from the entire k-t space data. This approach is enabled by the reinterpretation of the KLT based reconstruction as a spectrally regularized matrix recovery scheme. Specifically, we pose the joint estimation of the bases and the signal as the recovery of a low-rank matrix, obtained by stacking the temporal dynamics of the voxels, from the measured data. This approach provides more accurate estimates of the temporal basis functions and hence result in reconstructions with better quality at a specified acceleration.
The recovery of a low-rank matrix using nuclear norm minimization has been rigorously studied by several researchers [13] [14] [15] [16] . Motivated by the recent results in the use of nonconvex penalties in compressed sensing [17] , [18] , we introduce novel nonconvex spectral penalties to minimize the number of measurements required to recover a low-rank matrix. By suppressing the singular vectors that correspond to aliasing artifacts, this approach can considerably improve the reconstructions. Moreover, the images in dynamic time series themselves can be assumed to have sparse wavelet coefficients or gradients. We propose to additionally exploit the sparsity of the matrix in predetermined domains to further improve the recovery rate. Since the degrees of freedom in representing sparse and low-rank matrices are significantly lower than the class of arbitrary low-rank matrices, this approach enables us to improve the recovery rate. We do not promote joint sparsity as done in [19] . In our work, the temporal basis functions themselves are not constrained to be sparse in any bases; enforcing the sparsity in a specified space (e.g., Fourier) may introduce significant bias in the presence of motion (and/or perfusion) (see Fig. 1 ). Moreover, we observe that different temporal basis functions play dominant roles in different spatial regions. Since the sparsity properties of these functions may be very different, we expect the use of joint sparsity penalty to smooth subtle motion/perfusion induced variations.
The preliminary version of this work was reported in our conference paper [20] . The work of Haldar et al. [21] , which was also published in the same proceedings, is conceptually similar to the proposed scheme. However, they do not use sparsity priors and their optimization scheme is drastically different from the proposed scheme.
Most of the existing convex matrix recovery algorithms are based on iterative singular value thresholding [14] , [22] , [23] . Since it is not straightforward to extend these schemes to our problem with both sparsity and low-rank penalties, we introduce a novel variable splitting algorithm for the fast minimization of the optimization criterion. This approach is the generalization of similar algorithms used for total variation minimization [24] , [25] to matrix recovery. We demonstrate the utility of the proposed scheme in the context of clinical cardiac perfusion MRI. Validations using numerical phantoms and in vivo data demonstrate the significant improvement in performance over state of the art methods. Although we focus on cardiac perfusion imaging in this paper, the algorithm is readily applicable to most dynamic MRI applications.
II. BACKGROUND

A. Dynamic MRI Using KLT
We denote the spatio-temporal signal as , where is the spatial location and denotes time. The dynamic MRI mea-surements correspond to the samples of the signal in space, corrupted by noise Here, indicates the th sampling location. We denote the set of sampling locations as . The above expression can be rewritten in the vector form as , where, is the Fourier sampling operator. The goal is to recover the signal from the measured k-t space samples.
In dynamic imaging applications, the temporal profiles of the voxels, indicated by the -dimensional vectors are highly correlated/ linearly dependent. Here, is the number of voxels. Liang et al., proposed to rearrange the spatio-temporal signal in a matrix form to exploit the correlations [8] , [9] . . .
The rows of correspond to the voxels, while the columns represent the temporal samples. Since the rows of this matrix are linearly dependent, the rank of , is given by . An arbitrary matrix of rank can be decomposed as (2) This decomposition implies that the spatio-temporal signal can be expressed as a weighted linear combination of temporal basis functions [8] , [9] (3)
The temporal basis functions are the columns of the matrix in (2) while the spatial weights are the row vectors of (often termed as spatial weights). The utility of this scheme in compactly representing the dynamic time series data is illustrated in Fig. 1 . Most of the KLT-based algorithms use the below-mentioned two-step strategy to reconstruct the spatio-temporal signal [8] [9] [10] [11] [12] .
1) Estimate the temporal basis functions using SVD of the training image time-series. The training data consists of dynamic image data, acquired with lowspatial resolution and high temporal sampling rate; it is obtained as the IFFT of the central phase encodes, acquired at the Nyquist temporal sampling rate. 2) Use the linear model specified by (3) to recover the cardiac data from sub-Nyquist sampled measurements, using the predetermined temporal basis functions .
This involves the estimation of the spatial weight images from the under-sampled measurements. Since , this approach provides a significant reduction in the number of unknowns and hence the number of measurements. These schemes implicitly assume that the principal basis functions estimated from the low-resolution data to closely approximate the original KLT basis functions. As discussed previously, this assumption is violated when the number of phase encodes in the training data are too few, resulting in the loss of subtle details and reconstructions with inaccurate temporal dynamics. While the acquisition of more training data can minimize these problems, this comes at the expense of the number of high-frequency encodes that can be acquired at a specified acceleration rate; this can often result in aliasing artifacts. In summary, the performance of the two-step schemes requires a fine balance between the amount of training data and the number of high-frequency encodes. To overcome these problems, we introduce the single-step spectrally regularized reconstruction scheme in Section III.
B. Matrix Recovery Using Nuclear Norm Minimization
The recovery of a low-rank matrix from few of its linear measurements is currently a hot topic in signal processing. The recent theoretical results indicate that a matrix of rank can be perfectly recovered from its measurements by solving the constrained optimization problem [15] , [26] (4)
The rank constraint is an effective means of regularizing the inverse problem since it significantly reduces the number of degrees of freedom. Specifically, the number of degrees of freedom in representing matrices of rank is , which is much smaller than . Recht et al. have shown that this approach perfectly recovers the matrix with a high probability, if the random measurement ensemble is used and the number of measurements exceeds a constant (two to four) times the number of degrees of freedom [26] . Reformulating the above constrained optimization problem using Lagrange's multipliers, we get (5) Since the rank penalty is nonconvex, it is often replaced with the nuclear norm, which is the closest convex relaxation. The nuclear norm of an r-rank matrix , denoted by , is the sum of the singular values of . With this relaxation, the recovery of the matrix is simplified as (6) III. k-t SLR: FORMULATION We introduce the proposed algorithm in two steps to facilitate its easy understanding. We will first introduce the reconstruction of the spatio-temporal signal as a spectrally regularized matrix recovery problem in Section III-A. This scheme is then further constrained using additional sparsity priors to improve the recovery rate in Section III-B.
A. Regularized Matrix Recovery Using Spectral Priors
We recover the matrix from the undersampled space data as a spectrally regularized optimization problem, similar to (6) (7) where is an appropriate spectral penalty. 1 We use the general class of Schatten p-functionals, specified by (8) Here, is the singular value decomposition of and . The above spectral penalty simplifies to the nuclear norm for . When , this penalty ceases to be a norm and is nonconvex. The use of similar nonconvex semi-norms are well-studied in the context of vector recovery; they are found to significantly improve the reconstruction of the signal from fewer measurements, in comparison to the standard semi-norms [27] [28] [29] [30] [31] . During the review of this paper, we were made aware of the recent work of Majumdar et al. [32] , where they introduced the non-Convex Schatten p-norm for denoising and 2D MRI. The optimization algorithm in [32] is very different from our approach. In addition to providing rapid convergence, our algorithm is also capable of using sparsity penalties.
Note that the cost function, specified by (8), does not depend explicitly on the temporal basis functions or its spatial weights as in the case of current two-step KLT schemes. However, the optimization algorithm to minimize (8) iteratively updates the temporal basis functions and spatial weights, which are essentially the column vectors of and respectively. The optimization algorithm is discussed in detail in Section IV.
B. Regularized Matrix Recovery Using Spectral and Sparsity Priors
In dynamic imaging applications, the images in the time series may have sparse wavelet coefficients or sparse gradients. In addition, if the intensity profiles of the voxels are periodic (e.g., cardiac cine), the columns of may be sparse in the Fourier domain. We propose to additionally exploit the sparsity of the signal in specified basis sets along with the low-rank property to further improve the recovery rate. Specifically, we consider the simple example of recovering an -rank matrix that has at most nonzero entries in a specified basis:
. Here, and are transformations or operators that sparsify the row-space and column space of , respectively. For example, can be chosen to be the 2-D wavelet transform to sparsify each of the images in the time series, while can be a 1-D Fourier transform to exploit the pseudo-periodic nature of motion. The set of matrices that satisfy both the rank and the sparsity constraints are far smaller in dimension than the class of matrices that satisfy only one of the constraints. For example, consider an r-rank matrix whose right and left singular vectors are and sparse. The number of degrees of freedom of such -rank matrices is given by . If and , the use of this prior knowledge, along with the low-rank constraint, can significantly reduce the number of measurements required to recover the matrix. To exploit the sparsity and low-rank properties of the matrix, we formulate the problem as (9) Rewriting the above constrained optimization problem using Lagrange's multipliers and relaxing the penalties, we obtain (10) where is a surrogate for the term and . When , the cost function is convex and hence will have a unique minimum.
While it is straightforward to use this scheme to exploit the sparsity in different transform domains, it cannot be used for nonseparable total variation (TV) penalties. Exploiting the sparsity of the gradient has proven to be very powerful in various image recovery application and is shown to provide comparable or better performance than most other transform domain schemes [33] . To adapt this scheme for TV regularization, we consider a collection of transforms/operators on , indicated by , and specify the nonseparable penalty as (11) The total variation norm of the entire volume can be obtained by setting , and , where and are the finite difference matrices along , and , respectively. Note that the above expression simplifies to the standard penalty, when the number of transforms/operators is . The proposed scheme is well posed since the sparsifying transforms/operators are incoherent with the Fourier sampling operator. We do not need the additional assumption of the right and the left singular vectors of to be incoherent with the operator that picks the samples/matrix entries of as in [13] to make the problem well posed.
IV. OPTIMIZATION ALGORITHM
It is not straightforward to extend the current nuclear norm minimization schemes [14] , [22] , [23] to solve (10), since it uses both sparsity and spectral penalties. We introduce a novel variable splitting algorithm for the efficient recovery of the matrix using (10) . We pose the regularized matrix recovery scheme as a constrained minimization problem using variable splitting (12) Here, and are auxiliary variables, which are also determined during the optimization process. The rationale behind the above decomposition is that the constrained optimization problem is simpler to solve than its unconstrained version, specified by (10) . We solve (12) using the penalty method, where we minimize (13) with respect to and . The second row of (13) are the penalties introduced to enforce the constraints and . The solution of the above problem tends to that of (12), when . We solve (13) using a three-step alternating minimization scheme below (14)- (16), where we solve a variable of interest assuming the rest to be known (14) (15) (16) Similar alternating directions methods are widely used in compressed sensing and TV minimization [25] , [34] . The first subproblem (14) is quadratic and hence can be solved analytically as (17) where the operator is defined as This step can be efficiently evaluated in the Fourier domain, if the measurements are Fourier samples on a Cartesian grid [24] , [25] . We instead rely on solving (14) using a few conjugate gradient steps, since we are dealing with non-Cartesian sampling problems.
The second subproblem is of the similar form of standard nuclear norm minimization problems. The iterative singular value thresholding (IST) scheme used in nuclear norm minimization can be generalized to the case that has nonconvex spectral penalties. The generalization in this regard, would lead to obtaining as a singular value thresholding of , specified by (18) where the singular value shrinkage is specified by (19) Here, and are the singular vectors and values of , respectively. The thresholding function is defined as (20) Note that, when , the expression in (19) simplifies to the shrinkage scheme used for nuclear norm minimization problems.
The solution to the third subproblem (16) requires the joint processing of all the terms , such that the magnitude, specified by , is reduced
This approach is termed as multidimensional shrinkage of [25] , [34] . The convergence of the above three-step alternating minimization scheme as the penalty parameters is well known [35] . The three-step optimization scheme involves update rules based on the operators . Clearly, we are interested in the convergence of this iterative scheme to its fixed point, specified by
. Following the proofs in [24] , it can be shown that the three-step scheme converges to the global minimum of for any fixed . The argument proceeds by showing that the operator and the shrinkage operations are nonexpansive; (i.e., ) 2 and . Since these operators are nonexpansive, the above iterative algorithm to update the auxiliary variables and will decrease the distances , respectively, at each iteration; here ( ) is the optimal solution. This implies that and as . High values of are needed for the solution of to yield a good approximation for the original minimization scheme in (12) , as discussed before. However, the quadratic problem specified by (14) will become ill-conditioned for high values of , resulting in poor convergence. We propose to use a continuation strategy to overcome the tradeoff between computational complexity and accuracy. Specifically, we will start with very small values of , when the algorithm converges very fast to , which is the solution of . To improve the quality of the approximation, we will then increase to obtain and initialize the algorithm with . We observe that the continuation strategy significantly improves the convergence of the algorithm. Similar continuation strategies are widely used in similar algorithms for total variation minimization and compressed sensing [25] , [34] .
To summarize, the regularized matrix recovery scheme as a constrained minimization problem using variable splitting framework involves the following three step algorithm with a continuation strategy:
Variable splitting with continuation: Set
Repeat
Update by solving (14) using the CG scheme; Shrinkage: ;
Shrinkage: ;
Until stopping criterion is satisfied.
; ;
Until and
Note that the above algorithm involves two loops. The parameters are incremented in the outer loop, while the minimization of is performed in the 2 The shrinkage operation is nonexpansive if the spectral norm is convex.
inner loop. We terminate the inner iteration when the stopping criterion, specified by (22) is satisfied. The above discussed theoretical guarantees on the convergence are not valid for the nonconvex spectral penalties (i.e., when ). However, we did not experience issues with convergence in our practical experiments; we obtained monotonic reduction in the cost function and the algorithm converged to a good minimum, independent of the initialization. The main reason for the good convergence performance may be attributed to the continuation scheme.
A. Implementation
The computationally expensive component of the algorithm is the singular value decomposition required for (15) . The usual dynamic MRI data sizes are 128 128 70, resulting in the matrix of size 16384 70. To minimize the computational complexity, we first determine the right singular vectors and the singular values as the eigen decomposition of . The eigen decomposition of this 70 70 matrix takes less than 0.1 s in MATLAB. The left singular vectors are then obtained using a simple least squares scheme, using the known singular values and left singular vectors. We realized the entire algorithm, described by (14) - (16) , in MATLAB using Jacket [36] on a Linux workstation with eight cores and a NVDIA Tesla graphical processing unit. We observe that the execution time for the reconstruction of the largest data (128 128 70) is approximately 8-10 min. We focus on the total variation sparsity prior as explained in Section III-B. However, the proposed algorithm is general enough to exploit the sparsity in any transform/operator domain.
V. MATERIALS AND METHODS
A. Datasets
We study the utility of the proposed k-t SLR scheme in accelerating cardiac perfusion MRI. To validate the method, we use 1) the physiologically improved nonuniform cardiac torso (PINCAT) numerical phantom [37] , [38] and 2) in vivo cardiac perfusion MRI data. We set the parameters of the PINCAT phantom to obtain realistic cardiac perfusion dynamics and contrast variations due to bolus passage, while accounting for respiration with variability in breathing motion. The contrast variations due to bolus passage are realistically modeled in regions of the right ventricle (RV), left ventricle (LV), and the left ventricle myocardium. To obtain a realistic model, we use the Biot-Savart's law to simulate the spatial distribution of the magnetic flux of the receiver coil [39] . We consider a single coil that is placed on the chest and has the maximum sensitivity to the FOV containing the heart. Here, we use a single slice and assume a temporal resolution of one heart-beat, acquired during the diastolic phase (where the cardiac motion is minimal). The time series data consists of 70 time frames. We observe that the predominant motion (due to respiration) is in the superior-inferior direction with a low degree of through plane motion in the anterior-posterior direction. The spatial matrix size is 128 128, which corresponds to a spatial resolution of 1.5 1.5 mm . A few slices of this dataset are shown in Fig. 2 .
The in vivo data was acquired on a 3T Siemens scanner with a saturation-recovery sequence ( ms, saturation recovery time=100 ms) at the University of Utah. The study was approved by the institutional review board and written consent was obtained from the subject before the acquisition. The data from a single slice was acquired on a Cartesian grid with a k-space matrix of 90 190 (phase-encodes frequency encodes) at a temporal resolution of one heartbeat. The subject was instructed to hold the breath for as long as possible. However, the data had significant motion as the subject was not capable of holding the breath for the entire imaging duration.
B. Comparisons Against Different Methods
We compare the k-t SLR scheme against 1) two-step KLT schemes with different number of phase encodes in the training data 2) the k-t FOCUSS scheme, which relies on sparsity in the space, and 3) variants of the k-t SLR scheme, which rely on only the TV penalty and the spectral penalty alone. Using these comparisons, we mainly seek to verify the following claims.
1) Posing the dynamic reconstruction problem as a spectrally regularized matrix recovery problem provides improved reconstructions over two-step KLT schemes. To verify this claim, we focus on the comparisons between the spectrally regularized matrix recovery scheme (only low rank prior; ) and the two step KLT method [8] [9] [10] [11] with different training data settings at different accelerations.
2) The exploitation of the sparsity priors, along with the low rank structure, can improve the reconstructions. To verify this claim, we focus on the comparisons of the k-t SLR scheme against regularized schemes that rely only on the spectral or TV penalty.
3) The k-t SLR scheme can outperform regularized schemes that rely on the sparsity in space. The k-t FOCUSS scheme is known to provide comparable or better performance over all dynamic imaging schemes that use the sparsity in space. We hence compare the k-t SLR scheme against k-t FOCUSS.
The reconstructions are evaluated at a range of acceleration factors denoted by , which is defined as (23) it is the ratio of the number of acquired phase encodes in the fully sampled dataset to the number of phase encodes used to reconstruct the dataset. We quantify the performance of the algorithms using the signal to error ratio (SER) specified as (24) where is the Frobenius norm. While this measure provides a quantitative index of performance, it is notorious in being insensitive to artifacts and other distortions. Hence, we also show specific reconstructed frames and the time series data to enable visual comparisons.
The two-step KLT schemes assume a dual density Cartesian sampling pattern. Specifically, the central k-space samples are acquired at the Nyquist temporal sampling rate, while the outer k-space are sampled with a lower-density as shown in Fig. 6 . We consider the KLT scheme with different number of phase encodes in the training data to analyze the performance dependence of the scheme on the number of samples in the training data. Here, we denote the size of the training data by . The regularized reconstruction schemes such as k-t FOCUSS, k-t SLR, and its variants (spectral penalty alone, TV penalty alone) are capable of accounting for arbitrary non-Cartesian sampling patterns. For these schemes, we consider a radial trajectory with uniform angular spacing; the angular spacing between the spokes is chosen to obtain the specified acceleration factor. The trajectory is rotated by a small random angle in each temporal frame to make the measurements incoherent. By using the equi-angular spacing within each frame, we ensure that the entire k-space is covered uniformly. By considering a small random angle rotation, we not only maintain incoherency, which is required for k-t SLR, spectral penalty and k-t FOCUSS schemes; but also ensure that there are not any sudden jumps across the samples acquired over time, as these jumps could not be optimal for the reconstruction based on only the TV penalty.
We use the NUFFT approximation [40] to realize the operator (see Fig. 6 for an illustration). We add zero mean Gaussian random noise to the measurements in the PINCAT comparisons such that the signal to noise ratio is 46 dB. In the in vivo is zoomed version of (a). The change in signal to error ratio as a function of the iterations is shown in (c) with its zoomed version in (d). Note that the convergence of the algorithm is very slow if these parameters are chosen as high values, which is needed for the constraints in (12) to be satisfied. In contrast, the algorithm converges very fast, when these parameters are set to low values. However, the solution of D is a poor approximation for the solution of (10). We observe that by properly selecting a continuation scheme, it is possible to significantly improve the convergence rate, while maintaining the accuracy. Note that the k-t SLR scheme provides an improvement of around 2-4 dB over k-t FOCUSS and two-step KLT based schemes at most accelerations. It is seen that the TV scheme provides reconstructions that are similar in SER to the k-t SLR scheme at low accelerations (A < 4). However, at higher accelerations, the TV reconstructions exhibit significant over-smoothing and loss of spatial details as seen from Fig. 7. comparisons, we resample the uniformly sampled Cartesian data. Hence, we approximate the above radial trajectory with its closest Cartesian trajectory. Specifically, we approximate each k-space location with its nearest neighbor on the Cartesian grid. We chose to use the nonconvex spectral penalty to exploit the low rank structure because of its superior performance of suppressing singular values associated with artifacts as opposed to the , nuclear norm penalty (see Fig. 4 , where the spectral penalty obtains a consistent increase in the SER over nuclear norm at a range of accelerations).
The regularization parameters of the penalized schemes (k-t FOCUSS, k-t SLR, low rank penalty alone, and TV penalty alone) have to be optimized to enable fair comparisons between the different methods. We determine the optimal regularization parameters such that the SER of the reconstructions are maximized. Similarly, the model order (number of temporal basis functions) of the two-step KLT schemes are chosen such that the SER is maximized. We rely on the fully sampled dataset to compute the SER. Alternate risk functions, which closely approximate the signal to error ratio, have been introduced by [41] for cases when ground truth is not available. We plan to use such risk functions for the selection of the regularization parameters and model-order in the future. We initialize the regularized re- construction schemes with the gridding solution and iterate the algorithms until convergence.
VI. RESULTS
We initially demonstrate the utility of the continuation scheme in accelerating the convergence. We then perform quantitative and qualitative comparisons of the proposed scheme with the different methods listed in Section V-B on the PINCAT and in vivo cardiac perfusion data sets to verify our claims.
A. Convergence of the Algorithm
We first study the convergence of the optimization algorithm in the context of the PINCAT phantom, sampled with 20 k-space spokes/frame; in Fig. 3 . Here, we plot the decrease in the cost function, specified by (10) , and the improvement in SER of the reconstructed data as a function of the number of iterations. It is seen that for lower values of and , the algorithm converges quite fast to the solution of . However, this corresponds to a low SER since the constraints in (12) are not satisfied. Increasing the parameters and ensures that the constraints are satisfied, but results in slow convergence. We observe that the continuation scheme, where and are gradually increased starting from low values, provides a significantly improved convergence rate with good accuracy. In our experi- Fig. 6 . Comparison of the two-step KLT schemes (two top rows) with the spectrally regularized reconstruction scheme (p = 0:1; = 0), shown in the bottom row. The sampling pattern, the peak LV frame of the reconstructed dataset, the corresponding error image (shown at the same scale in all the insets), and the estimated temporal basis functions (v (t); i = 0 to 3) overlaid on the actual temporal basis functions are shown in each column. Note that the classical KLT based schemes experience a tradeoff between spatial aliasing and accuracy of temporal modeling. The first row correspond to Nt = 41, where the basis functions are estimated correctly. However, the sparse sampling of outer k-space regions results in spatial aliasing, indicated by the dotted arrow. When the number of phase encodes in training data is reduced to Nt = 5 in the second row, the temporal basis functions fail to capture the dynamics; this often results in inaccurate temporal modeling of the cardiac motion, especially in regions with significant respiratory motion (denoted by the solid arrow). The spectrally regularized reconstruction scheme, along with the radial sampling pattern, is capable of accurately estimating the temporal bases and spatial weights directly from the undersampled data. The significantly decreased errors with the spectral regularization scheme proves the utility in jointly estimating the temporal basis functions and its spatial weights. ments, we set the to ensure good convergence.
B. Comparisons on the PINCAT Phantom
We plot the SER v/s acceleration for the various reconstruction schemes in Fig. 4 . It is seen that k-t SLR method consistently outperforms k-t FOCUSS and the classical KLT-based algorithms by 2-4 dB at most accelerations. We observe that the TV regularization scheme provides comparable SER to k-t SLR at lower acceleration factors, but the performance of the TV algorithm degrades significantly as the acceleration increase. To enable visual comparisons, we show the reconstructions of the different approaches at in Fig. 7 . The improved reconstructions offered by k-t SLR can be easily appreciated. We now specifically focus on verifying our claims.
1) Utility of the Proposed Spectrally Regularized Scheme Over Two-Step KLT Methods:
We compare the reconstructions of the spectrally regularized algorithm with the two-step KLT approach in Fig. 6 . We set and consider two different choices of the training data. Note that the accuracy of the temporal basis functions estimated with the two-step KLT schemes are dependent on the number of phase encodes in the training data. It is seen from the second row of Fig. 6 that the estimate of the temporal basis functions are poor when the number of phase encodes in the training data is less, resulting in degradations in the temporal dynamics. While the accuracy of the temporal basis functions is improved when the number of phase-encodes in the training data are increased, it comes at the expense of lower density in outer k-space; the lower k-space density results in significant spatial aliasing artifacts in the reconstructions, as seen from the first row of Fig. 6 . Since the spectrally regularized reconstruction algorithm estimates the temporal bases and the spatial weights directly from the undersampled data, the estimates are more accurate as seen from the last row of Fig. 6 .
2) Advantage of Exploiting Total Variation Prior, Along With the Spectral Penalty:
We direct the readers attention to the last three columns of Fig. 7 where we study the regularized schemes with TV penalty only, spectral penalty only, and k-t SLR at . It is seen that the TV algorithm over smoothes the edges of the myocardium in (d). In contrast, the use of spectral penalty alone results in reconstructions with unsuppressed spatial aliasing and temporal smoothing [see the residual streaking artifacts in (c) and errors due to the temporal smoothing in (h)]. The k-t SLR method, which relies on both spectral and sparsity penalties, significantly reduces these artifacts. It provides a 2 dB improvement in SER over the methods that rely on only spectral or sparsity penalties.
3) Comparison of k-t SLR With k-t FOCUSS (Model Based Scheme):
The second and fourth columns of Fig. 7 shows the reconstructions of k-t FOCUSS and k-t SLR at , using the same k-space trajectory. Since k-t FOCUSS relies on the space sparsity that is degraded in the presence of breathing motion and contrast variations due to bolus passage, the reconstructions exhibits significant aliasing artifacts in regions with high interframe motion. 
C. Comparisons on the in vivo Data
We plot the SER of the in vivo reconstructions as a function of the acceleration in Fig. 5 . The trend is consistent with the PINCAT comparisons. Specifically, the k-t SLR scheme provides a consistent 1-2 dB performance improvement over classical KLT based method and k-t FOCUSS at most acceleration factors. The visual comparisons of all the methods at is shown in Fig. 8 . In Fig. 8 , the time profiles of regions within the blood pool and the myocardium are routinely studied and form the basis for perfusion quantification. To evaluate the accuracy in determining these profiles, we also show the plots of the time series of specific regions within the blood pool and the myocardium. For consistently plotting these time series, we initially perform a registration step on the fully sampled data, such that the chosen regions are stationary across the time frames. The deformations from the registration step are then used to wrap the reconstructions. Next, we plot the average signal intensity of the regions at each time frame and obtain the plots in Fig. 8(e) and (f) .
Similar to our findings with the PINCAT phantom, we find significant performance improvement of k-t SLR in comparison to the other methods in Fig. 8 . that verify our claims in Section V-B. Specifically, the utility of k-t SLR in obtaining close to accurate time profiles in the blood pool and myocardial regions is of great clinical importance. Any inaccuracies here, could lead to false analysis in the subsequent quantification stages. For instance, the blood pool region time profiles are used to determine the arterial input function, which forms the key component of the model fitting stage in the perfusion quantification. The methods of KLT, k-t FOCUSS and spectral penalty provide inaccurate time profiles in this regard. While TV provides good blood pool curves, it loses its accuracy in determining the time profiles within the clinically relevant myocardial region due to over smoothing. In contrast, k-t SLR provides a close match of its time profiles with that of the fully sampled data.
VII. DISCUSSION
The quantitative comparisons of the different algorithms on numerical simulations and in vivo perfusion MRI data clearly demonstrates the ability of the k-t SLR scheme in significantly accelerating cardiac perfusion MRI, while introducing few artifacts. Specifically, it provides consistently improved results over current state-of-the art approaches such as two-step KLT algorithm and the k-t FOCUSS method, which relies on sparsity in space. Since the proposed scheme learns the temporal basis functions from the data itself, and does not make any assumptions on the space structure; it is capable of exploiting the correlations in the data, even when the dynamics are not periodic. This property makes the proposed framework applicable to arbitrary dynamic imaging problems.
We have cast the low rank property in a nonconvex form, while the TV sparsity in the convex form. The nonconvex spectral penalty in our experiments have shown to provide consistently better performance over the convex nuclear norm at a range of accelerations. The main reason of using the convex TV norm is to be relatively robust to stair case like artifacts that are usually dominant, when one uses the nonconvex TV norm. The nonconvex TV sparsity penalty introduce these artifacts in locally smooth regions; and the voxel time series in our application of perfusion MRI are usually smooth along time. The first column shows the reconstructions of the fully sampled data. Columns 2-6 show the reconstructions using the best two-step KLT scheme, k-t FOCUSS method, spectrally regularized (only low rank prior), TV regularized (only sparsity prior), and the k-t SLR scheme, respectively. We choose A = 11:2 for all the methods except the two-step KLT, which is at an acceleration of A = 10:2. We studied several two-step KLT schemes (see Fig. 5 ) with different number of phase encodes in the training data and picked the one with the best SER. Rows (a), (b), and (c), respectively, show a frame at peak LV uptake, peak myocardial uptake and postcontrast during breathing. The row (d) shows the image time series plot corresponding to the arrow in (c); the location of (a)-(c) are also marked in (d). Rows (e) and (f) respectively show the averaged signal intensity of the blood pool and myo-caridal regions [denoted in (b)] for the registered reconstructions overlaid on the registered fully sampled data. We observe that the reconstructions with the two-step KLT scheme exhibit significant spatial aliasing due to which the time series in [(e) and (f)] are inaccurate. The k-t FOCUSS reconstructions exhibit significant shape distortions and motion inaccuracies. These artifacts can be appreciated from the time series plots in (d)-(f), shown in the third column. The spectrally regularized scheme with only the low rank constraint has residual aliasing artifacts as pointed by the arrows in (a), fourth column. This has smoothing along time as well, which can be seen from smoothening of the perfusion peaks in (e) and (f) in the fourth column. The TV penalty based scheme has over spatial smoothing and blurring of important structures like the myocardium (see (b), fifth column), due to which the myocardial time series are inaccurate as seen in (f), fifth column. In contrast, k-t SLR in the last column provides efficient reconstructions, with good correlations of the blood and myocardial region time series with the fully sampled data.
From our results, it is observed that using spectral penalty alone results in significant aliasing artifacts, while the use of TV penalty alone results in considerable spatial smoothing. By constraining the reconstructions, the proposed scheme is capable of providing improved reconstructions. In our results, we observe that the performance of the TV scheme is comparable to that of k-t SLR at lower accelerations. However, the SER of the TV scheme drops significantly at higher accelerations due to excessive spatial smoothing. This behavior is reported by earlier myocardial perfusion MRI schemes that only rely on the TV penalty [42] .
In this work, the trade-off between the problem fidelity and convergence rate in the variable splitting strategy is addressed by the use of a continuation scheme. The continuation scheme can have some numerical instabilities at high values of . To address this instability, we plan to investigate an augmented Lagrangian strategy as proposed in [43] in the future.
We considered the reconstruction of perfusion dynamics from a single slice of the heart in this paper. We expect to obtain significantly improved results by jointly recovering multiple slices from 3-D k-space acquisitions. The main reason is the significant redundancy in the temporal profiles between slices, which the k-t SLR scheme is capable of exploiting. We also plan to address the recovery using multichannel data. Several authors have used the spatial diversity of the coil sensitivity profiles to accelerate cardac MRI [44] , [45] . We expect that these extensions will enable k-t SLR to provide robust high-resolution perfusion MRI data from 8-12 slices with a temporal resolution of upto 2-3 frames/s.
VIII. CONCLUSION
We introduced a novel algorithm to reconstruct dynamic MRI data from under-sampled k-t space data. The proposed scheme exploits the correlations in the dynamic imaging dataset by modeling the data to have a compact representation in the Karhunen Louve transform (KLT) domain. The use of the adaptive scheme makes our approach ideally suited for a range of dynamic imaging problems. In contrast to current KLT-based methods that rely on two-step approaches to first estimate the basis functions and then use it for reconstruction, we posed the problem as a reguxlarized matrix recovery problem. The proposed scheme uses both sparsity and spectral priors to significantly improve the recovery rate. Quantitative and qualitative comparisons on numerical phantoms and in vivo cardiac perfusion MRI data clearly demonstrated a significant improvement in performance over existing methods.
