Abstract : A parallel feedforward model that improves estimates of unknown disturbances to non-minimum-phase systems is presented. Such a model must ensure the minimum-phase property of the augmented system, which consists of the plant and the parallel feedforward model. In addition, the frequency response of the parallel feedforward model must match that of the plant. This paper proposes a design procedure of the disturbance observer using a parallel feedforward model based on the Kalman-Yakubovich-Popov (KYP) lemma and linear matrix inequality (LMI) conditions. The effectiveness of this approach is verified by numerical simulations.
Introduction
Input disturbances sometimes cause control performance to deteriorate. When this happens, an effective approach is to estimate and compensate for the unknown disturbances, such as by using a disturbance observer [1] - [6] estimate and compensate disturbances. However, when estimating an unknown disturbance, there is a problem in that phase lags make it difficult to make estimations for non-minimum-phase systems. Some methods for designing disturbance estimators for nonminimum-phase plants have been proposed, such as Ref. [7] , but it is difficult to improve the estimation bandwidth. As an approach to solving this problem, a disturbance estimation method that uses a parallel feedforward model was proposed [8] , [9] . In this method, the parallel feedforward model is designed such that the augmented system (the plant and the parallel feedforward model) becomes a minimum-phase system, and the disturbance estimators are designed for the augmented system. In Refs. [8] , [9] , the estimation performance was improved for some cases. In order to estimate unknown disturbances by this method, it is necessary to ensure that the frequency response of the plant and the parallel feedforward model match as closely as possible. However, in Refs. [8] , [9] , the design parameters are restricted to only a part of the parallel feedforward model. Because of this, it is sometimes difficult to reflect the phase lag in the parallel feedforward model, for example, in a system with a time delay. Thus, it is important to design methods that do not restrict the plants in order to improve the estimation performance. This paper proposes a design method that uses linear matrix inequalities (LMIs) for a parallel feedforward model. First, we derive an LMI condition for matching the frequency response of the plant to that of the parallel feedforward model. Next, by introducing strictly positive real (SPR) property and by using the Kalman-Yakubovich-Popov (KYP) lemma, we derive an LMI condition that ensures that the augmented system has the minimum-phase property. Finally, under these LMI conditions, the parallel feedforward model is designed by solving a convex optimization problem. This method can design a parallel feedforward model that does not place restrictions on the plants. In addition, the proposed method can improve the estimation performance in a specified frequency band because it can specify which frequency band is matched. Even for those bands in which disturbances cannot be estimated by the conventional method, the proposed method may be able to improve the estimation performance by designing a parallel feedforward model. Based on this property, we propose an advanced method for improving the disturbance estimates; our method combines band-limited filters and disturbance estimators. The effectiveness of our proposed method is verified by numerical simulations.
Estimating Unknown Disturbances with the Parallel Feedforward Model
We consider a continuous-time linear time-invariant (LTI) single-input single-output (SISO) system, P r (s) = n p (s)/d p (s). It is assumed that P r (s) is a stable, non-minimum-phase system. If the original plant is unstable, P r (s) is obtained by stabilizing it with an appropriate feedback control. In the presented paper, we will assume that an unknown disturbance, d R (t), is injected into the input of P r (s), and the output y(t) is derived by
where u(s) is the control input. Our aim to estimate the unknown disturbance d R (t). The d R (t) estimate is denotedd R (t). When P r (s) is a non-minimum-phase system, the estimation bandwidth of the unknown input disturbance, d R (t), is restricted by the phase lag of the plant. Therefore, the disturbance estimation performance for non-minimum-phase systems is less than that for minimum-phase systems. In order to overcome this restriction, we introduce the parallel feedforward model shown in Fig. 1 and described by Eq. (2) [8] , [9] :
where a i (i = 0 · · · n − 1) and b i (i = 0 · · · m) are constants. The parallel feedforward model must be designed in such a way that the augmented system, P a (s) = P r (s) + P m (s), becomes a minimum-phase system, and the parallel feedforward model becomes stable. The use of P m (s) can give an apparent plant a minimum-phase property, and it can improve the disturbance estimation performance over that of one estimated directly for a non-minimum-phase system. References [8] , [9] proposed a disturbance estimation procedure that improves the estimation bandwidth by using P m (s). In that procedure,d R (t) is derived in two steps. First, a disturbance observer is designed for the augmented system, P a (s). This is expected to improve the disturbance estimation performance because the disturbance observer is applied to a minimum-phase system. Here, the disturbance,d A (t), as estimated by the disturbance observer, is d A (t), as shown in Fig. 1 . Note that d A (t) is equivalent to the disturbance that occurs when d R (t) is transported to the input port of P a (s). Therefore, the estimated value of the true disturbance, d R (t), must be derived byd A (t). One way to obtaind R (t) from [8] . Therefore, it is expected that αP r ( jω) = P m ( jω) over a wide range of frequency bands or in some specified frequency region. From the above, the parallel feedforward model is designed to meet the following conditions. 1). αP r ( jω) = P m ( jω) in the specified frequency band.
2). P a (s) is a minimum-phase system.
3). P m (s) is stable.
If P r (s) is stable, a P m (s) exists such that conditions 2) and 3) are satisfied [8] . This paper proposes a design method that uses LMIs to obtain a P m (s) which satisfies these three conditions. For this purpose, all coefficients of P m (s), a i , and b i , will be considered to be design parameters.
Proposed Method

Condition for Frequency Response Matching
In this section, we derive an LMI condition for the frequency response matching of αP r (s) and P m (s). An error transfer function, E(ω), is defined as 
If we use the Schur complement and set J < γ, we obtain the following LMI condition:
Minimizing Eq. (7) with respect to γ can directly minimize the objective function, J. Therefore, there is very little gap between J and γ.
Minimum-Phase Condition of P a (s)
In order to ensure that P a (s) has the minimum-phase property, the following theorems are used. Theorem 1 [11] If an SISO transfer function, G(s), is SPR, then G(s) is stable and has minimum phase.
We then have the next theorem about an SPR property. Theorem 2 (KYP lemma) [12] When it is assumed that a transfer function, G(s), and its state equatioṅ
are stable, and
is SPR if and only if there exists a matrix P which satisfies the following inequalities:
By using Theorems 1 and 2, we can derive an LMI condition that ensures the minimum-phase property of P a (s). When it is assumed that the numerator polynomial of
, the following transfer function is considered:
=:
where φ a (s) is a given stable polynomial with the same degrees as n a (s). When G a (s) is transformed to the controllable canonical form,
where A a and b a are constants, and c a and d a are affine design parameters. If we use Eq. (12), then the minimum-phase property of G a (s) is guaranteed by Theorem 1, that is, it is guaranteed that n a (s) is a stable polynomial:
Stability Condition for P m (s)
We can use the same procedure that we used in section 3.2 to ensure the stability of P m (s). We will use the following transfer function, which is similar to that of Eq. (10):
where φ m (s) is a given stable polynomial of the same degrees as d m (s). If we transform G m (s) to the controllable canonical form,ẋ
and use Eq. (15),
it is guaranteed that d m (s) is a stable polynomial.
Summary of Design Procedure
Step 1 Specify the degrees of P m (s), n and m, and specify α of Eq. (3).
Step 2 Specify φ a (s) of Eq. (10), and transform G a (s) to the controllable canonical form.
Step 3 Specify φ m (s) of Eq. (13), transform G m (s) to the controllable canonical form.
Step 4 Specify φ(s) of Eq. (4) and the reference frequency data,
Next, calculate H and g of Eq. (6).
Step 5 Design P m (s) by solving the convex optimization problem of Eq. (16), where the variables are γ, x, P a , c a , d a , P m , and c m :
This problem can be solved by LMIs because Eqs. (7), (12) , and (15) are LMI conditions.
Step 6 Obtain P m (s) of Eq. (2) by using x opt .
Design Examples
Plant and the Conventional Method
We now introduce the following non-minimum-phase system with a time delay:
where T d = 0.3 s is the time delay. If the third-order Padé approximation is used for e −T d s , the system can be written as follows:
where P r (s) is used as a model for designing a disturbance estimator. A disturbance of up to 2 Hz is considered in the following section, and thus the third-order Padé approximation can be used because it can approximate a frequency response of e −T d s up to 2 Hz. The parallel feedforward model, P mcon (s), designed for P r1 (s) with the conventional method of Ref. [8] , is described as follows:
P mcon (s) is specified by considering P r1 (s) with the procedure given in Ref. [8] . The time delay in Eq. (18) is omitted because the procedure given in Ref. [8] is not sufficient for the effects of the time delay. The conventional method uses a transfer function based on the parallel feedforward model; the unstable zeros of the plant are transported symmetrically with respect to the imaginary axis. However, the Padé approximation of the time delay is an all pass filter. If the unstable zeros of the transfer function are transported, it becomes 1. Therefore, the conventional method cannot incorporate a time delay. For this reason, P mcon (s) is designed for P r1 (s) in the conventional method. P mcon (s) has the same coefficients in the numerator and denominator as those of P r1 (s), except for the negative coefficient, −1.005, for the numerator polynomial of P r1 (s). The negative coefficient is designed to ensure that the augmented system is a minimum-phase system and that the frequency range of P r ( jω) = P mcon ( jω) is as wide as possible. Then, disturbance estimation for P r (s) + P mcon (s) is obtained fromd(t) = 2d a (t) in this frequency range. The frequency responses of P r (s) and P mcon (s) are shown in Fig. 2 , where the gain characteristic of P mcon (s) is matched to that of P r (s), except in the anti-resonance band. However, the phase delay caused by the time delay was not reflected in P mcon (s). The matching frequency bandwidth is around 0.2 Hz. We will refer to the case in which the parallel feedforward model of Eq. (19) is used as conventional method 1 (C1), and we will refer to the case in which the disturbance observer is designed for P r (s) by the conventional manner as conventional method 2 (C2). In addition, we will define the estimation band width as the maximum frequency of the gain of 
Design of Disturbance Observer [6]
The state-space representation of P a (s) is described by the minimum-order realization, as follows:
where d A (t) is added as in Eq. (20) because d A (t) is the equivalent disturbance, as discussed in Section 2. It is assumed that the disturbance, d A (t), is generated by the following free system:η
When d A (t) is a step disturbance, Γ = 0 and H = 1. When it is assumed that the disturbance is a constant, that is,η(t) = 0, the disturbance which can be completely estimated by the disturbance observer is limited to a constant disturbance. However, the disturbance observer possesses the high estimation performance also in a low frequency band. The focus of this paper is to improve the disturbance estimation performance by using the parallel feedforward model. Therefore, the disturbance observer that the disturbance is assumed to be constant is used. Then, the following augmented system consisting is considered:ẋ
wherẽ
A full-order state observer is designed for Eqs. (24) and (25), and the estimated disturbance,d A (t), is calculated as follows:
where l is the observer gain, which is calculated by solving the dual problem of the optimal control problem. A design method of l is as follows. We begin by considering the system of equations shown in Eq. (29); this is the dual system for the design of the observer:
When the closed-loop system is u(t),
we design l to minimize the cost function of Eq. (31), and it is used as the observer gain:
where Q and r are the design parameters.
Case 1: Improving Performance Over a Wide Band of Frequency
Design of P m (s) and disturbance observer
In this section, a parallel feedforward model is designed, and it is shown to make better estimations than those of the conventional methods. The parameters for the proposed method were specified as follows: 
where f are the sampled frequencies at intervals of 0.02 Hz from 0.9 Hz to 1.4 Hz. If the orders of n and m are too low, it is not possible to make a good match between the frequency responses. On the other hand, if the orders are too high, the order of the disturbance observer becomes high; as a result, the calculation cost increases. Therefore, the orders are kept as low as possible, providing the frequency responses are well matched. The initial value, P m0 (s) := n m0 (s)/d m0 (s), is specified as P m0 (s) = P m01 (s)P m02 (s), where P m01 (s) is a transfer function that transports the unstable zeros of P r1 (s) symmetrically with respect to the imaginary axis, and P m02 (s) is a fourth-order transfer function (specified by trial and error) that ensures that P r (s) + P m0 (s) is a minimum-phase system. P m0 (s) = n m0 (s)/d m0 (s) is used to specify φ(s), φ m (s), and φ a (s), and d m0 (s) is specified as φ(s) so that M( jω) = 1. As an area of future work, we intend to develop a method for selecting an initial parallel feedforward model which provides better frequency matching. The ω k are specified by requiring that P m (s) match P r (s) in the low-frequency band. If the interval containing ω k is too wide, the frequency response matching deteriorates; on the other hand, if the interval containing ω k is too narrow, the optimization problem Eq. (16) cannot always be solved, because Eq. (16) may be ill-conditioned. Therefore, we use trial and error to find the ω k that allow us to solve the optimization problem. Under these conditions, the convex optimization problem of Eq. (16) can be solved, and we obtain the following solutions: , the parallel feedforward model, to obtain P m1 (s). We will refer to the disturbance estimator obtained by using P m1 (s) as the proposed method 1 (P1). Figure 3 shows the frequency response of P m1 (s)/α, and it can be seen that P m1 (s)/α achieves a matching of frequency response up to about 1 Hz. Disturbance observers of the proposed method and the conventional methods were designed using the following weightings for Eq. (31):
C2:
where 1 n ∈ R 1×n is a vector in which all elements are 1. The weighting matrix Q was found by trial and error, with the intent of finding an estimator for a wider band. C2 has an eighthorder disturbance observer, and this is increased by eight for P1, which has a sixteen-order observer, and by four for C1, which has a twelfth-order one. Although the order of the disturbance observer increased, it is possible to improve the matching performance. The matching frequency bandwidth of P1 (1 Hz) is five times that of C1 (0.2 Hz).
Verification by analysis of frequency responses
The gains from the disturbance, d R (t), to the estimation error, d R (t) −d R (t), are shown in Fig. 4 . In the low-frequency band, the estimation frequency bands of P1, C1, and C2 are as much as 1.24 Hz, 0.77 Hz, and 0.55 Hz, respectively. The gain of P1 is −15.4 dB at 1.06 Hz. Thus, P1 can provide an adequate estimate of the disturbance in this frequency band. C1's performance is better than that of C2; however, the estimation error of C1 increases around 1.6 Hz. Although its estimation error increases around 2.3 Hz, compared to the other methods, P1 greatly improves the estimation band in the low-frequency range.
Verification by analysis of time responses
The disturbance estimate performances of P1, C1, and C2 were verified by analyzing their time responses. This was done for the following case:
(35) Figure 5 shows the time responses of the disturbance estimates, d R (t). The solid line, the dash-dot line, and the dotted line show P1, C1, and C2, respectively. (These line types are the same for Fig. 6, Fig. 7, and Fig. 8 .) The broken line shows the disturbance, d R (t). Figure 6 shows the time responses of the disturbance estimation errors, d R (t) −d R (t). Enlarged views ofd R (t) and d R (t) −d R (t) for the period from 22 s to 25 s are shown in Fig. 7 and Fig. 8 , respectively. In the disturbance estimation errors shown in Fig. 8 , the maximum errors of P1, C1, and C2 are 0.293, 2.268, and 1.823, respectively. In the conventional methods, the maximum error was larger than the disturbance. P1 can estimate the disturbance over a wider range of frequencies than the conventional methods can handle.
Case 2: Improvement of Performance at a Specified Frequency
Design of P m (s) and disturbance observer
The parameters for the proposed method were specified as follows:
The other parameters were the same as those listed in Section 4.3.1. Here, the ω k were selected such that the frequency response of P m (s) was precisely matched at 2 Hz, which is an example of a frequency for which the disturbance cannot be estimated by C1. Under these conditions, we solved the convex optimization problem of Eq. (16). The solutions are as follows: , the parallel feedforward model, P m2 (s), was obtained. We will refer to the disturbance estimator obtained using P m2 (s) as proposed method 2 (P2). Figure 9 shows the frequency response of P m2 (s)/α. In Fig. 9 , P m2 (s)/α matches the frequency response at around 2 Hz. The disturbance observer of the proposed method was designed using the weight Q and r, as follows:
Verification by analysis of frequency responses
The gains from d R to d R −d R are shown in Fig. 10 . The estimation frequency band of P2 is from 1.8 Hz to 6.9 Hz. The gain of P2 is −27.8 dB at 1.98 Hz. Thus, P2 can adequately estimate the disturbance in this frequency band. 
Verification by analysis of time responses
Disturbance estimate performances of P2, C1, and C2 were verified by analysis of the time responses. This was done for the following case:
(37) Figure 11 shows time responses of the disturbance estimates, d R (t). Figure 12 shows time responses of the disturbance estimation errors, d R (t) −d R (t). In Fig. 12 , the disturbance estimation error of P2 is smaller than those of the others.
Improvement by Bandlimited Disturbance Estimations
In the previous section, it was shown that the proposed method is effective for disturbance estimation in the frequency range which includes the phase lag caused by the nonminimum-phase property. However, the estimation performance in other frequency bands is lower. In order to improve the estimation performance, we propose a method that uses some band-limited disturbance estimators.
For example, let us consider an improvement to the disturbance estimation performance of C2, which is the conventional disturbance observer for P r (s), for frequencies near 2 Hz, by using the disturbance estimator of the P2, which is described in Section 4.4. A block diagram of the estimator configuration is shown in Fig. 13 . In this figure, "Dist. Obs. 1" is the disturbance observer of P2, and "Dist. Obs. 2" is that of C2. G BPF1 (s) and G BPF2 (s) are band-limited filters, defined as follows: Fig. 13 and C2, respectively. In the low-frequency band of Fig. 15 , the estimation performance of the proposed method is almost the same as that of C2. In contrast, the estimation performance of the proposed method near 2 Hz is dramatically improved. The time responses of the proposed method using the limitedpass filters and of C2 were evaluated. It was assumed that the input, u(t), was 0, and the disturbance, d R (t), was a sine wave: d R (t) = sin(ω 3 t), ω 3 = 2 · 2π.
(40) Figure 16 shows the disturbance, d R (t), and the estimation errors, d R (t) −d R (t), for the proposed method, and C2. The solid line, the broken line, and the dash-dot line are the estimation error of the proposed method, the estimation error of C2, and the disturbance, respectively. In Fig. 16 , although the transient response is vibratile, the estimation error of the proposed method is less than that of C2. These results showed the effectiveness of the proposed method.
Conclusion
In this paper, we proposed a method for designing a parallel feedforward model for estimating unknown disturbances in non-minimum-phase systems. In addition, we proposed the matching of frequencies within a specified band. The effectiveness of the proposed method was verified by numerical simulations. This method can match the frequency response in a specified band even if the frequency range includes a phase lag due to the non-minimum-phase property; therefore, the proposed method can improve the disturbance estimation performance by connecting multiple parallel feedforward models and band-pass filters. However, we cannot obtain effective estimation performances in all frequency band, so there is still a need to further improve this method.
