Abstract. In this expository paper, we present a construction of tree modules and combine it with (infinite dimensional) tilting theory and relative MittagLeffler conditions in order to explore limits of the approximation theory of modules. We also present a recent generalization of this construction due tǒ Saroch which applies to factorization properties of maps, and yields a solution of an old problem by Auslander concerning existence of almost split sequences.
Introduction
Relative homological algebra has gained momentum over the past two decades by the discovery of a number of new classes suitable for approximations (precovers and preenvelopes) by Enochs et al. [16] , [20] , and by the discovery of direct connections between complete cotorsion pairs and model category structures on complexes of modules by Hovey [17] , [23] . The rich supply of approximations makes it possible to solve various particular problems of module theory by employing fitting approximations, while the model category structures enable us to compute morphisms between objects of the unbounded derived category of modules as morphisms between their cofibrant and fibrant replacements modulo chain homotopy.
Classes providing for approximations appeared ubiquitous in the early 2000s. A first warning sign came in the form of an independence result by Eklof and Shelah [14] : they proved that whether the class of all Whitehead groups is precovering or not depends on the extension of ZFC that we work in. Later on, the class of all ℵ 1 -free groups was shown not to be precovering in ZFC (cf. [18, §5] ). Since ℵ 1 -free groups coincide with the flat Mittag-Leffler ones, the focus moved to Mitag-Leffler conditions and their relative versions defining various classes of locally free modules. Relative Mittag-Leffler conditions were known to be connected to (infinite dimensional) tilting theory by the work of Angeleri and Herbera [1] . However, even the basic case of (absolute) Mittag-Leffler modules resisted, with gradual improvements obtained in [10] and [32] .
The recent complete solution for the general case involving relative Mittag-Leffler conditions in [4] and [31] has revealed a surprising fact: despite the complexity of the set-theoretic homological algebra proofs, the modules witnessing non-existence of approximations can always be taken small, meaning countably generated. Their construction in the absolute case goes back to a classic work of Bass [9] , where countably generated flat non-projective modules were constructed over any nonright perfect ring. The witnessing countably generated modules in the general setting have therefore been called Bass modules.
Tilting theory turned out to be helpful in passing from the absolute to the relative cases in [4] and [31] . If T is an (infinitely generated) tilting module, then the corresponding relative Mittag-Leffler modules are called locally T -free. Their class turns out to be precovering, iff T is Σ-pure split, that is, iff each pure submodule of a module in Add (T ) splits. For example, each Σ-pure-injective tilting module is Σ-pure split, and hence so are all finitely generated tilting modules over any artin algebra. However, already for hereditary artin algebras of infinite representation type, there do exist infinitely generated tilting modules T that are not Σ-pure split [2] . So the non-precovering phenomenon for locally T -free modules does occur even in the artin algebra setting.
The key technical tool in proving non-existence of approximations (or factorization properties) of modules are the tree modules. Their construction, and its generalizations and applications, are the main topic of this expository paper. In Section 1, we define Bass modules and the tree modules induced by them first in the the basic (absolute) case, and then in the general setting. We present their principal properties, and the limits that they impose on the approximation theory of modules. This part is based on [4] , [31] , and [33] .
In Section 2, we present a recent generalization of the tree module construction due toŠaroch [30] , used to answer a 40 years old question by Auslander on existence of almost split sequences from [5] . We will discuss his proof of the fact that for every associative unital ring R, a module M is the right term in an almost split sequence in Mod-R, iff M is finitely presented and has local endomorphism ring.
In what follows, R will denote an associative (but not necessarily commutative) ring with unit, and Mod-R the category of all (unitary right R-) modules. Moreover, given an infinite cardinal κ and a module M , we call M κ-presented (< κ-presented ) provided that M is the direct limit of a direct system D of cardinality ≤ κ (< κ) such that D consists of finitely presented modules. For a class of modules C, we will use the notation C <κ and C ≤κ to denote the subclass of C consisting of all < κ-presented modules, and κ-presented modules, respectively.
The notation mod-R stands for the class of all strongly finitely presented modules, i.e, the modules possessing a projective resolution consisting of finitely generated projective modules. For example, if R is a right coherent ring, then mod-R = (Mod-R) <ω is the class of all finitely presented modules.
1. Tree modules and their applications 1.1. Tree modules. The tree modules that we consider here were originally developed, in various mutations, for the setting of abelian groups by Eklof, Mekler and Shelah in order to study almost free groups with various additional properties (e.g., the ℵ 1 -separable and the Whitehead ones, cf. [12, XVII.2] and [13] ). Our version here is based on the tree T κ of all finite sequences of ordinals less than a given infinite cardinal κ. This version was employed e.g. in [19] . Our tree modules arise by a uniform decoration of the trees T κ with Bass modules. In order to explain the basic idea in more detail, we need to introduce further notation. Let κ be an infinite cardinal. The nodes of the tree T κ are the maps (or sequences) of the form τ : n → κ where n < ω. Here, n = ℓ(τ ) is the length of τ . The partial order ≤ on T κ is defined by
In other words, τ ′ ≤ τ , if the sequence τ ′ forms an initial segment of the sequence τ . For example, τ ′ = (0, 3, 1) ≤ τ = (0, 3, 1, 0), but τ ′ = (1) τ = (3, 3) . Notice that the tree T κ has cardinality κ, and each node of T κ has κ immediate successors.
However, the branches of T κ are short: they correspond 1-1 to countable sequences of ordinals < κ, that is, to the maps ν : ω → κ. In particular, Br(T κ ), the set of all branches of T κ , has cardinality κ ω .
Remark. Of course, κ ≤ κ ω . We will especially be interested in the cardinals κ such that κ < κ ω = 2 κ . It is easy to see that there is a very good supply -a proper class -of such cardinals: for each cardinal µ, there is κ ≥ µ such that κ ω = 2 κ (see e.g. [20, 8.26] ). Notation 1.1. Let F be a set of countably presented modules. A Bass module for F is a module B which is a direct limit of a countably infinite direct system of modules from F . Possibly taking a cofinal subset, we can w.l.o.g. express B as a direct limit B = lim − →i<ω
is a direct system of modules from F indexed by ω. This is the direct system that will be used for decoration of branches of the tree T κ .
The following particular example of a Bass module is a model one. Later on, we will see that the decoration of T κ by this module always yields a flat Mittag-Leffler module: By [9] , B is a flat module of projective dimension at most 1, and if B is projective, then the chain of principal left ideals
stabilizes. In particular, if R is not right perfect, then there exists a classic Bass module which is not projective.
Remark. If F is any class of countably generated projective modules, then the Bass modules over F are flat and countably presented, and hence of projective dimension at most 1. Conversely, each countably presented flat module is a Bass module for some class of finitely generated free modules, see e.g. [20, 2.23] . Notation 1.3. Now we turn to the construction of the tree modules. The idea is to combine the facts that all branches of the tree T κ have length ω and the Bass module B is a direct limit of the direct system D = (F i , f ji | i ≤ j < ω) of modules indexed in ω, and uniformly decorate the branches of T κ with the members of D. The resulting tree module L is defined as a submodule of the product P = τ ∈Tκ F ℓ(τ ) as follows:
For each ν ∈ Br(T κ ), i < ω, and x ∈ F i , we define x νi ∈ P by π ν↾i (x νi ) = x, π ν↾j (x νi ) = f ji (x) for each i < j < ω, π τ (x νi ) = 0 otherwise, where π τ ∈ Hom R (P, F ℓ(τ ) ) denotes the τ th projection for each τ ∈ T κ .
Let X νi = {x νi | x ∈ F i }. Then X νi is a submodule of P isomorphic to F i . Further, let X ν = i<ω X νi , and L = ν∈Br(Tκ) X ν . The module L is the tree module corresponding to κ and to the presentation of B as the direct limit of the direct system D.
Here is our first observation concerning the module L:
. Then D ⊆ L ⊆ P , and we have the tree module exact sequence
Since each element of X ν is a sequence in P whose τ th component is zero for all τ / ∈ {ν ↾ i | i < ω}, the modules ((
(Br(Tκ)) .
1.2.
Locally F -free modules. Tree modules can be used to construct locally free modules. Before introducing them, we recall several useful definitions. 
The chain M is a C-filtration (of length σ) of the module M . The class of all C-filtered modules will be denoted by Filt(C).
A class C ⊆ Mod-R is deconstructible provided there exists a subset
Transfinite extensions include direct sums and extensions:
The class Filt(C) is obviously closed under transfinite extensions (i.e., Filt(Filt(C)) = Filt(C)), and hence under extensions and (arbitrary) direct sums.
However, Filt(C) is usually much larger than the closure of C under extensions and direct sums. For example, if C is the class of all simple modules, then the latter closure is just the class of all semisimple modules while Filt(C) is the class of all semiartinian modules.
Deconstructible classes provide for approximations, and make it possible to do relative homological algebra. We postpone discussing them in more detail after introducing basics of the approximation theory later in this Section.
We will now turn to locally free modules. We recall the notation of [22] and [33] : Definition 1.7. Let R be a ring, M a module, and κ an infinite regular cardinal.
A system S consisting of < κ-presented submodules of M satisfying the conditions (i) S is closed under unions of well-ordered ascending chains of length < κ, and (ii) each subset X ⊆ M such that card X < κ is contained in some N ∈ S, is called a κ-dense system of submodules of M .
Notice that in the setting of Definition 1.7, M is the directed union of the modules from S.
In order to connect this notion with the setting of 1.1, we consider κ-dense systems consisting of countably F -filtered modules: Definition 1.8. Let F be a set of countably presented modules. Denote by C the class of all modules possessing a countable F -filtration. Let M be a module.
Then M is locally F -free provided that M contains an ℵ 1 -dense system S consisting of submodules from C. The system S is said to witness the locally F -freeness of M .
Notice that if M is countably generated, then M is locally F -free, iff M ∈ C. We also note the following result from [33] : Lemma 1.9. Let F be a set of countably presented modules. Then the class of all locally F -free modules is closed under transfinite extensions. In particular, it contains Filt(F ).
Let us pause to have another look at our basic setting: Example 1.10. Let F be the class of all countably presented projective modules. Then C = F , and F -filtered modules coincide the projective modules (by a classic result of Kaplansky).
The locally F -free modules are called ℵ 1 -projective, [12] . They are characterized by the existence of an ℵ 1 -dense system consisting of countably generated projective modules.
ℵ 1 -projective modules are nothing else than the well-known flat Mittag-Leffler modules, i.e., the flat modules M such that for each family (N i | i ∈ I) of left R-modules, the canonical map M ⊗ i∈I N i → i∈I (M ⊗ R N i ) is monic. In fact, we have (see [22] and [27] ): Lemma 1.11. The following are equivalent for a module M :
(iii) For some (or any) presentation M = lim − →i∈I F i of M as a direct limit of a direct system of finitely presented modules (M i | i ∈ I), and for each module N , the inverse system (Hom R (M i , N ) | i ∈ I) has the Mittag-Leffler property.
Recall that an inverse system of modules H = (H i , h ij | i ≤ j ∈ I) has the Mittag-Leffler property, if for each k ∈ I there exists k ≤ j ∈ I, such that Im(h kj ) = Im(h ki ) for each j ≤ i ∈ I, that is, the terms of the decreasing chain (Im(h ki ) | k ≤ i ∈ I) of submodules of H k stabilize.
We will denote by F M the class of all flat Mittag-Leffler modules. If R is a right perfect ring, then P 0 = F M = F 0 [9] , where P 0 and F 0 denotes the class of all projective and flat modules, respectively. However, if R is not right perfect, then P 0 F M F 0 , and we will see later that these three classes have rather different structural properties. Now, we can prove that our general construction of the tree module L always yields a locally F -free module. Of course, if B is F -filtered, then so is L. But if B is not F -filtered, the result is quite surprising: L has only a 'small' F -filtered submodule D, while the 'big' quotient L/D is a direct sum of copies of B (cf. Lemma 1.4). Lemma 1.12. The tree module L from Lemma 1.4 is locally F -free.
Proof. For each countable subset C = {ν i | i < ω} of Br(T κ ), the module X C = ν∈C X ν is isomorphic to a countable direct sum of the F i s. In fact, X C = i<ω X Ci where X Ci = j≤i X νj is a direct summand in X Ci+1 with a complement isomorphic to a countable direct sum of the F i s. So the local F -freeness of L is witnessed by the set S of all X C , where C runs over all countable subsets of Br(T κ ).
Module approximations.
In this section, we recall the relevant basic notions and results from the approximation theory of modules. For more details we refer to [20, Part II] .
Approximations of modules were introduced by Auslander, Reiten and Smalø in the setting of finitely generated modules over artin algebras while Enochs and Xu studied them in the general setting of Mod-R, albeit using the different terminology of precovers and preenvelopes. We will primarily be interested in the general setting, so our terminology follows [16] : Definition 1.13.
(i) A class of modules A is precovering if for each module M there is f ∈ Hom R (A, M ) with A ∈ A such that each f ′ ∈ Hom R (A ′ , M ) with A ′ ∈ A has a factorization through f :
The map f is called an A-precover of M . (ii) An A-precover is special in case it is surjective, and its kernel K satisfies Ext 1 R (A, K) = 0 for each A ∈ A. (iii) Let A be precovering. Assume that in the setting of (i), if f ′ = f then each factorization g is an automorphism. Then f is called an A-cover of M . The class A is covering in case each module has an A-cover. Dually, we define (special) preenveloping and enveloping classes of modules.
Precovering classes are ubiquitous because of the following basic facts due to Enochs andŠťovíček: Theorem 1.14. Let C be a class of modules. Then the following implications hold:
(i) If C is deconstructible, then C is precovering.
(ii) If C is precovering and closed under direct limits, then C is covering.
We note that though verified in many particular instances, the validity of the converse implications in both statements of Theorem 1.14 remains an open problem in general.
One can obtain special precovering and special preenveloping classes by employing the notion of a complete cotorsion pair due to Salce [29] : A further tool for constructing precovering classes comes from [33] : Theorem 1.17. Assume that κ is an infinite cardinal such that each right ideal of R is ≤ κ-generated. Let 0 ≤ n < ω and C be any κ + -deconstructible class of modules. Then the class of all modules possessing a C-resolution of length ≤ n is also κ + -deconstructible.
Example 1.18. Since each projective module is a direct sum of countably generated modules, if 0 ≤ n < ω and κ is an infinite cardinal such that each right ideal of R is ≤ κ-generated, then the class P n of all modules of projective dimension at most n is κ + -deconstructible. Similarly, the class F 0 of all flat modules over any ring is κ + -deconstructible where κ is an infinite cardinal ≥ card R, cf. [11] . Hence so is the class F n of all modules of projective dimension at most n, for each n < ω.
1.4.
Limits of the approximation theory. Theorems 1.14, 1.16 and 1.17 yield numerous approximation classes of modules. However, not all classes of modules closed under transfinite extensions are precovering. This surprising fact can be proved using locally free (tree) modules.
We will now present a full proof for the absolute case of ℵ 1 -projective (= flat Mittag-Leffler) modules over any non-right perfect ring. The result was first proved in a different way in [18] for the particular case of ℵ 1 -projective abelian groups. For countable non-right perfect rings, a proof was given in [10] (cf. also [32] and [33] ). The following proof for general non-right perfect rings using tree modules is due tǒ Saroch: Theorem 1.19. Assume that R is a non-right perfect ring and let F = {R}. Let B be a Bass module for F which is not projective (see Example 1.2). Then B has no ℵ 1 -projective precover.
In particular, the class F M is not precovering, and hence not deconstructible. Let η : K ֒→ E be a {L} ⊥ -preenvelope of K with an {L}-filtered cokernel C (cf. Theorem 1.16). Consider the pushout 0 0
. Consider the restricted short exact sequence
) to the tree-module short exact sequence above, we obtain the exact sequence
where the first term has cardinality at most (card K)
(otherwise, the second term would have cardinality at least 2 2 κ ). Then f ↾ Im(h) splits, and so does the F M-precover f . It follows that B ∈ F M, whence B is projective, a contradiction. Theorem 1.19 is a special instance (for F = {R}) of the following more general result proved in [31] . We will present its applications in the following section. Theorem 1.20. Let F be a class of countably presented modules, and L the class of all locally F -free modules. Let B be a Bass module for F such that B is not a direct summand in a module from L.
Then B has no L-precover. In particular, the class L is not precovering, and hence not deconstructible.
Tilting approximations and locally T -free modules.
The model case of flat Mittag-Leffler modules discussed in the previous section is actually a 0-dimensional instance of a more general phenomenon related to tilting. This relation was first noticed in [33] , and fully developed and generalized in [4] .
In order to formulate the key results, we recall the notion of an (infinitely generated) tilting module. For more details, we refer e.g. to [20, Part III] .
For a module T , denote by Add(T ) (resp. add(T )) the class of all direct summands of arbitrary (resp. finite) direct sums of copies of T . If T has projective dimension ≤ n, then the tilting module T is called n-tilting, and similarly for T T , A T , and C T .
It is easy to see that 0-tilting modules T coincide with (not necessarily finitely generated) projective generators, whence A T = P 0 and T T = Mod-R.
Also, for each tilting module T , we have Add T = A T ∩ B T (this is the kernel of the tilting cotorsion pair C T ), and the right tilting class B T is definable, that is, B T is closed under direct limits, products and pure submodules.
Tilting theory originated in the setting of finitely generated modules over finite dimensional algebras, but many of its aspects extend to the general setting of modules over arbitrary rings. Such extension is especially interesting for commutative rings, because all finitely generated tilting modules over a commutative ring are projective. For a recent classification of tilting classes over commutative rings, we refer to [3] and [24] .
Though the left tilting class A T is always special precovering and the right tilting class T T special preenveloping, one can employ tilting modules to produce non-precovering classes of modules, namely the classes of locally T -free modules. The construction generalizes the base case of T = R, where locally T -free modules coincide with the flat Mittag-Leffler ones.
Before explaining the construction in more detail, we recall basic facts of infinite dimensional tilting theory over arbitrary rings: Theorem 1.22.
(i) Let C = (A, B) be a cotorsion pair. Then C is tilting, iff A ⊆ P n for some n < ω, and B is closed under arbitrary direct sums.
(ii) Right tilting classes T in Mod-R coincide with the classes of finite type, i.e., the classes of the form S ⊥∞ where S consists of strongly finitely presented modules of bounded projective dimension. Such class T is n-tilting, iff S ⊆ P n .
In particular, each left tilting class is ℵ 1 -deconstructible.
The largest possible choice for the class S in Theorem 1.22.2 is S = A ∩ mod-R where A = ⊥ T . Then S ⊆ A ⊆ lim − → S (where lim − → S denotes the class of all direct limits of modules from S).
In the 0-tilting case, the largest choice is S = P <ω 0
(the class of all finitely generated projective modules), whence lim − → S = F 0 (the class of all flat modules). Of course, we also have P 0 ⊆ F M ⊆ F 0 , and the question is how to generalize the notion of a flat Mittag-Leffler module to the n-tilting setting for n > 0. The answer is given by the following definition: Definition 1.23. Consider the particular setting of Notation 1.3 when T is a tilting module and F = A ≤ω T (so C = F ). A module is locally T -free provided that M is locally F -free, i.e., M admits a dense system of countably presented submodules from A. We will denote by L T the class of all locally T -free modules.
So if T = R, then the locally T -free modules coincide with the ℵ 1 -projective (= flat Mittag-Leffler) modules. By Theorem 1.19, these modules form a (pre-) covering class, iff R is a right perfect ring, iff P 0 = F 0 . This was substantially generalized in [4] Here, a module T is -pure split provided that each pure embedding N ֒→ M with M ∈ Add (T ), splits. For example, any -pure injective module is -pure split. Also, a ring R is right perfect, iff the regular module is -pure split.
Since (3) above is further equivalent to L T being closed under direct limits. Theorem 1.24 indicates that the phenomenon of existence of non-precovering classes closed under transfinite extensions is much more widespread than originally expected. For example, though each finitely generated module over an artin algebra is -pure injective (because it is endofinite), there do exist countably generated non--pure split tilting modules over each hereditary artin algebra of infinite representation type: Example 1.25. Let R be an indecomposable hereditary finite dimensional algebra of infinite representation type. Recall that there is a partition of the represetative set of all indecomposable finitely generated modules, ind-R, into three sets: q -the indecomposable preinjective modules, p -the indecomposable preprojective modules, and t the indecomposable regular modules.
By Theorem 1.22.2, p ⊥ is a right tilting class. The tilting module T inducing p ⊥ is called the Lukas tilting module. The left tilting class of T is the class R of all Baer modules. By [2] , R = Filt(p). The locally T -free modules are called locally Baer modules.
By [2] the Lukas tilting module is countably generated, but it has no finitely generated direct summands, and it is not Σ-pure split. Therefore, by Theorem 1.24, the class of all locally Baer modules is not precovering (and hence not deconstructible).
Of course, this means that there exist Bass modules for R <ω that are not Baer. Since R <ω = add(p) is the class of all finitely generated preprojective modules, these Bass modules can be obtained as unions of the chains
such that all the P i are finitely generated preprojective, but the cokernels of all the f i are regular (i.e., in add (t)). Such chains exist for any hereditary finite dimensional algebra of infinite representation type, see [4] . Theorem 1.24 is proved in [4] as a corollary of a still more general result concerning cotorsion pairs: Theorem 1.26. Let C = (A, B) be a cotorsion pair such that the class B is closed under direct limits. Then A is ℵ 1 -deconstructible (whence C is complete), and there is a module T such that A ∩ B = Add T .
Let F = A ≤ω and L be the class of all locally F -free modules. Then the following are equivalent:
(i) L is a (pre-) covering class; (ii) Each Bass module for F is contained in F ; (iii) The class A is closed under direct limits; (iv) K is -pure split.
The proof of Theorem 1.26 employs relative Mittag-Leffler conditions studied in [1] , [21] and [28] . One of its interesting by-products is an alternative description of local F -freeness using these conditions in the general setting of Theorem 1.26: Definition 1.27. Let B be a class of modules. A module M is B-stationary provided that M can be expressed as the direct limit of a direct system M of finitely presented modules such that for each B ∈ B, the induced inverse system H is Mittag-Leffler (see Lemma 1.11). Theorem 1.28. Let M ∈ Mod-R and (A, B) be a cotorsion pair in Mod-R such that B is closed under direct limits. The the following are equivalent:
(i) M is locally A ≤ω -free; (ii) M is B-stationary, and M is a pure-epimorphic image of a module from A.
In particular, if
Remark. Lemma 1.20 is one of the key tools for proving Theorem 1.26. However, it can be used to construct non-precovering classes even outside the setting of 1.26: in [34] , inspired by the ideas of Positselski from algebraic geometry [25] , the authors studied very flat and locally very flat modules over commutative rings R. In analogy with our basic case of projective and flat Mittag-Leffler modules, they proved that for each noetherian domain, the class of all very flat modules is covering, iff the class of all locally very flat modules is precovering, iff the Zariski spectrum Spec(R) is finite.
Tree modules and almost split sequences
Almost split sequences play a central role in the representation theory of artin algebras. Since the founding work of Auslander and Reiten [7] , they provide a crucial tool for understanding the category of finitely generated modules, notably for studying extensions of indecomposable finitely generated modules.
We will only briefly touch upon this vast topic. As in Section 1, we will stick to the general setting of (possibly infinitely generated) modules over arbitrary rings. After introducing the necessary basic definitions in this setting, we will directly concentrate on a major problem formulated by Auslander in 1975 in [5] : Auslander asked whether the notion of a right almost split map in Mod-R ending in a module M , available for any ring R and any indecomposable finitely presented module M with local endomorphism ring, does occur also for some infinitely generated modules. A negative solution has recently been obtained byŠaroch in [30] and it uses (generalized) tree modules. Before explaining the solution in more detail (following [30] ), we recall the relevant definitions: Definition 2.1. Let R be a ring. A morphism f ∈ Hom R (B, C) is said to be right almost split (in Mod-R) provided that the following two conditions are equivalent for each B ′ ∈ Mod-R and h ∈ Hom R (B ′ , C):
(ii) h is not a split epimorphism.
Left almost split morphisms are defined dually. A short exact sequence 0 → A
→ C → 0 in Mod-R is an almost split sequence provided that f is right almost split and g is left almost split.
If f is right almost split, then it is easy to see that f is not a split epimorphism, and the endomorphism ring of C is local (whence C is indecomposable). Auslander [6] proved that the converse holds true when C is finitely presented: Theorem 2.2. Let C be a finitely presented module. Then there exists a right almost split morphism f ∈ Hom R (B, C) in Mod-R, iff the endomorphism ring of C is local. If this is the case and C is not projective, then there exists an almost split sequence 0 → A → B → C → 0 in Mod-R.
Remark. In the particular case when R is an artin algebra, much more can be proved: the almost split sequences are unique and form the (simple) socles of the extension modules. More precisely, if C ∈ mod-R is indecomposable and nonprojective, then there exists a unique (up to equivalence of short exact sequences) almost split sequence 0 → A → B → C → 0, and A ∈ mod-R is indecomposable non-injective. The equivalence class of this almost split sequence forms the socle of the left S-module Ext 1 R (C, A) (where S is the endomorphism ring of C), and this socle is a simple left S-module. Moreover, also the dual statement holds truesee e.g. [8, V.2] for more details.
In [5] , Auslander asked whether given a ring R and a module C, there exists a right (left) almost split morphism in Mod-R ending (beginning) in C. The main result of [30] answers this question for right almost split morphisms: Theorem 2.3. Let R be a ring and C ∈ Mod-R. Then there exists a right almost split map f ∈ Hom R (B, C) in Mod-R, iff C is finitely presented and the endomorphism ring of C is local. Now, we proceed to indicate the modifications of the construction of tree modules T κ from Section 1 that are needed for the proof of Theorem 2.3.
First, instead of the Bass modules B, which are direct limits of the direct systems D = (F i , f ji | i ≤ j < ω) of small (= countably presented) modules F i indexed in ω, we will need to consider direct limits of general well-ordered continuous direct systems E = (F α , f βα | α ≤ β < cf(θ)) of small (= < θ-presented) modules F α indexed by the regular infinite cardinal cf(θ). Here, cf(θ) denotes the cofinality of θ, and the term continuous means that for each limit ordinal α < cf(θ), we have F α = lim − →β<α F β . These general direct systems are important because of the following classic result by Iwamura: Lemma 2.4. Let R be a ring, θ be an infinite cardinal, and C a θ-presented module. Then C is the direct limit of a well-ordered continuous direct systems E = (F α , f βα | α ≤ β < cf(θ)) such that F α is a < θ-presented module for each α < cf(θ).
The second non-trivial modification concerns the trees T κ . The modified trees will again be uniformly decorated (by the well-ordered continuous direct system E). But we now have two initial parameters: µ and κ, where µ = cf(θ) is a regular infinite cardinal, and κ is an infinite cardinal such that κ <µ = κ. The latter equality is used in [30] to define the modified tree T so that the set of all its branches Br(T ) is a certain subset of κ µ of cardinality κ µ such that any two distinct elements of Br(T ) coincide on an initial segment of µ. The partial order on T ⊆ µ × κ is defined by (α, β) ≤ (γ, δ), if α < γ and there exists η ∈ Br(T ) such that η(α) = β and η(γ) = δ.
Such construction of the tree T has the advantage that it still enables a presentation of the resulting tree module as a submodule of a product of copies of the modules F α (α < µ). In order to explain the latter fact, we recall the following lemma relating well-ordered direct limits to (reduced) products (see e.g. [26, 3.3 
.2]):
Lemma 2.5. Let µ be a regular infinite cardinal and E = (F α , f βα | α ≤ β < µ) be a well-ordered continuous direct system of modules. Then there is the following commutative diagram
D → E is the canonical pure epimorphism, K = Ker(π), P = α<µ F α , Q is the submodule of P consisting of the sequences with support of cardinality < µ, and τ 0 is defined as follows: for each α < µ and x ∈ F α ⊆ D, the βth component of the sequence τ 0 (x) equals f βα (x) in case α ≤ β < µ, and it is 0 otherwise. Moreover, the induced map σ 0 is a pure monomorphism.
Remark. While the first row of the diagram in Lemma 2.5 is the usual pure-exact sequence presenting a direct limit as the quotient of a direct sum, the monomorphism τ 0 : D → P is not the usual pure embedding of the direct sum into the direct product. In fact, in the particular case of µ = ω, τ 0 ↾ F i maps F i into P the same way as the assignment x → x νi in Notation 1.3. Now, we will uniformly decorate the tree T by the direct system E. where P ′ = (α,β)∈T F αβ , Q ′ is the submodule of P ′ consisting of the sequences with support of cardinality < µ, and F αβ = F α for all (α, β) ∈ T .
Here, the upper exact sequence is just the direct sum of κ µ copies of the canonical presentation of E as a pure-epimorphic image of D (i.e., of the first row of the diagram in Lemma 2.5), and τ restricted to the ηth component (for η ∈ Br(T )) acts as τ 0 from Lemma 2.5 (again, compare with Notation 1.3).
Finally, we can define the generalized tree module:
Lemma 2.6. In the setting above, let L = Im(τ ) and H = Ker(ρ ↾ L). Then we have the tree module exact sequence
where C = lim − → F α is the direct limit of the direct system E.
Following the pattern of Section 1, we should now proceed to showing that, in some sense, L is an almost free module: Definition 2.7. Let θ be an infinite cardinal and M ∈ Mod-R. Then M is finitely θ-separable provided that M is the directed union of a direct system consisting of < θ-presented direct summands of M .
Lemma 2.8. The module L from Lemma 2.6 is finitely θ-separable. Moreover, if e is an idempotent endomorphism of L such that e ↾ H = 0 and the endomorphism ring of Im(e) is local, then Im(e) is < θ-presented.
The tree module from Lemma 1.4 was used in the proof of Theorem 1.19 to show that the Bass module B has no ℵ 1 -projective precover. Our goal now is to use the tree module from Lemma 2.6 to show that almost split morphism cannot terminate in an infinitely generated module. The main tool is the following lemma from [30] : Lemma 2.9. Let θ be an infinite cardinal, C be an θ-presented module and f : B → C be a non-split epimorphism. Let κ be an infinite cardinal such that card R, θ ≤ κ, κ = κ <cf(θ) , and card Ker(f ) ≤ κ cf(θ) = 2 κ .
Let L be the tree module from Lemma 2.6. Then there exists h ∈ Hom R (C (Br(T )) , C) such that hg does not factorize through f .
With all these tools at hand, we can prove Theorem 2.3:
Proof. The if-part follows from Auslander's Theorem 2.2. For the only-if part, assume there exists an infinite cardinal θ and a right almost split morphism f : B → C such that C is a θ-presented, but not < θ-presented module. Since C is not finitely presented, each homomorphism from a finitely presented module to C factorizes through f , whence f is a (non-split) pure epimorphism. Moreover, the endomorphism ring of C is local.
The tree module L from Lemma 2.9 has the property that there exists h ∈ Hom R (C (Br(T )) , C) such that hg does not factorize through f . Then hg : L → C must be a split epimorphism, so there is ι : C → L such that hgι = 1 C . Using Lemma 2.8 for the idempotent endomorphism e = ιhg, we infer that C ∼ = Im(e) is < θ-presented, a contradiction.
Remark. As noted in [30] , Theorem 2.3 imposes strict limitations on the form of almost split sequences in Mod-R. Namely, it implies that if 0 → A h → B → C → 0 is an almost split sequence in Mod-R, then not only C is finitely presented with local endomorphism ring, but also A is pure-injective: otherwise, the non-split pureembedding of A into its pure-injective envelope factors through h, whence h is a pure monomorphism and the almost split sequence splits, a contradiction.
