The data for RAE 2001 are published on the HERO website -www.hero.ac.uk. Complete copies of submissions, including data on individuals and their submitted publications are available. In total the HERO website contains information on 203,743 different research outputs from 53,455 submitting individuals. 69.59% of these submissions are journal articles (141, 789) . The citation count for each of these journal articles was looked up on the ISI Web of Science using customised software developed by the research team.
The algorithm used to link the individual items of RAE 2001 journal articles with the relevant citation counts is illustrated in Figure 1 . This process resulted in a matching of 79.13% (112,201 from 141,789) As can be seen from Figure 1 , the steps involved in looking up citation counts for individual articles were as follows. First, a query was submitted to Web of Science based on the authors' names, publication year, journal title and title of the journal article, in order to establish the match. Subsequently, the citation counts for the matched articles were retrieved. A cut off of citations within the first five years of the publication, including self-citation, was used. If the matches produced multiple hits, we ignored the records 3 . Also, we carried out an extended search based on the citation index of Web of Science for those records for which we could not find a match. Again, we ignored cases where multiple hits were produced.
Characteristics of the resultant database
The overall summary of the data collected, labelled as the RAE 2001 -WoS Database, is illustrated in Table 1 . As the Table shows , not all the research outputs submitted for evaluation were journal articles. The submitted outputs included also: patents, book chapters, reports, new designs, artefacts, exhibitions, etc.
It can also be seen from this table that not all journal articles submitted for evaluation matched with the Web of Science data (we turn to the reasons for this matching problem in the following section). 
Types of research output
Given the nature of the Web of Science and the fact that it consists predominantly of academic publications, this study focuses on academic journal publications. Clearly the decision to focus on academic journal publications undervalues other forms of research output, such as patents, books, case studies, engineering designs, compositions, works of art, etc. This narrowness of scope clearly disadvantages certain subjects and disciplines, notably those which do not see journal publications as their main or most significant research outputs.
The limitations of citation analysis for research evaluation have been widely discussed in the literature (van Raan, 1988; Moed, 2005) . In our study, we use the average of citations per journal article as our basic measure of research impact. This crude measure bears some limitations.
First, because the patterns of publications and citations differ considerably across disciplines, citation measures are often normalised by the average numbers of citations across the whole population of publications within a field. However, since our dataset is based only on the submitted papers 4 , we do not have information of the whole population of papers for every scientific field, and therefore we cannot normalise by the average citation within a field. To attenuate this problem, we base our analysis on comparison within disciplinary fields only, thereby negating the need to normalise across entire fields.
Second, because the number of citations of a journal article can be influenced by self-citation, it is sometimes recommended that self-citation be excluded. The counter-argument is that those working at leading edge of a research field are likely to have to cite their own work if they are building on their previous contributions. Given the technical challenges of excluding self-citations as well as these balancing arguments, self-citation has been included in this study. Nevertheless, to limit the effect of the excessive use of self citation by particular individuals, we set a minimum threshold number of matched journal articles per institution within a disciplinary field 5 .
Data Sources
The third set of limitations are inherent in the data sources used. The Web of Science does not comprehensively cover non-English journals and hence some could argue that important non-English publications will be missed in this analysis. However, it is unlikely that this bias will be a significant problem for most subject areas and UK higher education institutions, although there may be exceptions, for example, 'Welsh studies'.
A more significant issue is that not all RAE 2001 journal articles can be matched in the Web of Science and the proportion of the matched outputs varies widely across subject areas (UoA) and across institutions. This issue will be addressed in the following Section. 7 AIM Research -Citation Counts: Are They Good Predictors of RAE Scores?
This section presents the collected data. The section consists of two parts. In the first, we examine the degree to which journal articles submitted to RAE 2001 match with the Web of Science data. This information provides the boundary of the reliability and scope of our analysis. The second part of the section identifies the underlying citation patterns and discusses the variation across higher education institutions (within various units of assessment).
Variation in Coverage
As mentioned in section 2, 'only' 80% of journal articles submitted to the RAE 2001 could be found in the Web of Science. It is crucial to note that such coverage of journal articles in the Web of Science varies dramatically across disciplines. Figure 2 displays a summary chart, highlighting the extent of this variation for the different 'units of assessment'. In this report we use the term 'unit of assessment' to refer to disciplinary field. In doing this, we follow the definitions established by the RAE 2001, where UK Higher Education Institutions were invited to submit their research activity for assessment to a number of subject-based Units of Assessment (UoAs). A total of 68 UoAs were defined, and they constitute the disciplinary fields we use in this report. In what follows, we use these two terms (disciplines and units of assessment) interchangeably.
The bars in red in Figure 2 refer to Biomedical-related fields; those in yellow refer to Engineering and Physical Sciences; in blue, Social Sciences; in green, Literature-related fields; and finally in grey, Arts and Humanities.
As Figure 2 8  7  14  3  17  6  16  9  15  2  4  13  11  10  18  19  32  29  23  20  27  21  30  26  24  31  22  28  25  35  38  69  37  42  40  34  39  43  41  33  68  44  36  56  45  52  50  51  48  54  55  47  46  49  53  62  59  61  67  57  58  60  66  65  63  64 In Literature related fields, the highest coverage is found in This variation in coverage across groups of fields is partly caused by the fact that even though Web of Science has a comprehensive coverage of journals in certain fields, it has relatively poor coverage in others. In particular, in the area of Biomedical and Physical Sciences, journals are highly covered; while in areas such as Arts and Humanities, the journals in which researchers publish their work are poorly covered in the Web of Science.
Variation in Citations
This sub-section analyses the underlying pattern of citations in the data. Of particular importance is the extent to which citation patterns differ across different Units of Assessment. Figure 3 illustrates this.
First, the average citation per paper varies considerably across disciplines. As can be seen in Figure 3 , Biomedicalrelated fields tend to have a higher average number of citations per paper, compared to all other disciplinary groups. For example, the highest average citation per paper for a Biomedical-related field is 46 for UoA 6 [Anatomy]; while the lowest average citation per paper within this group is 7.9 for UoA 10 [Nursing].
In Engineering and Physical Sciences, the highest average citation per paper is 26. These results are consistent with those of other studies, such as the HEFCE 2007 Report, which show that journal articles in Engineering-related subjects have a lower number of citations per paper than Biomedical-related and Physical Science papers.
The variation in average numbers of citations per paper across disciplines may be caused by a number of factors. Clearly there are cultural dimensions, with some disciplines tending to reference more previous work than others. There may also be subject-related factors. For example, more intellectually mature disciplines may have wider agreement about important developments and contributions and hence higher citations counts. Whereas broader and less well developed disciplines may still be struggling with fundamental arguments about the nature and content of their subject, with less agreement about which contributions matter. 8  5  3  14  2  7  9  17  16  13  11  15  4  10  19  18  20  21  23  24  32  27  31  26  29  25  30  28  22  69  35  37  38  42  34  43  40  41  44  39  68  33  36  56  48  47  49  50  46  45  53  51  52  54  55  58  61  65  62  64  59  67  57  63  60  66 One important implication of the variation across disciplines in terms of average citations per paper, is that cross disciplinary comparisons are fraught with methodological challenges, unless the citation data are normalised by subject. To overcome this challenge, the current study focuses its analysis on the variation within disciplines rather than between disciplines.
Another important issue is related to the degree of citation heterogeneity across institutions within each UoA. In other words, given that there is variation across disciplines in terms of average numbers of citations, what evidence is there that there is variation within the disciplines themselves, but across institutions? To explore this question we compare the average numbers of citations across five groups with an equal number of HEIs (i.e. quintiles) within each unit of assessment. We firstly ranked institutions according to their average numbers of citations and then grouped them in five groups of equal size (in terms of number of institutions). Finally, we examined the extent to which the 5 groups differ significantly in terms of their means of average citation. For the purpose of illustration, we show the case of Chemistry below. As can be seen, there is a significant difference across average citations for the five groups of institutions (see Figure 4) indicating the heterogeneity of citation counts across institutions in this UoA. Within these quintiles, Russell group institutions are more likely to be situated in the top groups (See Table 2 within bracket). In some UoAs (e.g. UoA 1), they even represent the majority of the institutions that are situated in the top two quintiles (Group 4 and 5). This result is not surprising given the established reputation of most of Russell group institutions in various academic disciplines.
Nevertheless, some Russell group institutions are found to be situated in the bottom two groups (Group 1 and 2) (e.g. in UoA 14). Is this position also reflected or predicted by their RAE score? Are citations correlated with RAE 2001 scores? The answer to these questions will be discussed in the next section.
AIM Research -Citation Counts: Are They Good Predictors of RAE Scores?
At the heart of current debates about what should replace the Research Assessment Exercise in the UK are questions of whether metrics based on bibliometric data would provide a good proxy for RAE scores based on peer review. We investigate this issue by examining the extent to which indicators of research impact based on citations to journal articles are strongly correlated with the scores obtained on the basis of RAE 2001, for each unit of assessment.
The measure of research impact for a particular institution within a unit of assessment (e.g. Chemistry at the University of Sussex) is computed by taking the average citation count (within the five first years after publication) of all journal articles submitted by that institution.
By using a measure of research impact based on average citations, we are able to capture the wide range of variation across HEIs in the large majority of units of assessment. We have, however, compared these measures of research impact with those based on the median, and the results are largely indistinct, as both measures are highly correlated to each other. Measure based on average citations have also been used by other studies examining research performance (Norris and Oppenheim, 2003; Leiden University, 2007; and HEFCE, 2007) .
In order to examine whether bibliometric measures and peer review assessments produce comparable results we test the ranking of institutions produced by these two measures. To test the extent to which these two rankings are highly correlated, we use Spearman rank-order correlations (also used by Norris and Oppenheim, 2003) .
Additionally, in order for these correlations to be meaningful, we have imposed two conditions. First, we only consider institutions that have 20 or more journal articles matched in the Web of Science in the specific Unit of Assessment being studied. This means that we have a reasonable number of publications from which to derive our measure of research impact. Second, we only include in our analysis those Units of Assessment that at least contain 20 of those institutions (that have 20 or more journal articles matched).
The overall results from the rank-order correlations can be seen in Table 3 . For a substantial proportion of the units of assessment examined (i.e. 19 out of 28), the correlations are statistically significant, indicating that both metrics based on citations and assessment based on peer review portray a similar picture in terms of the ranking of institutions within a particular unit of assessment. It is important to note, however, that these correlations, while statistically significant, are not necessarily high. More specifically, while some cases such as Chemistry (UoA 18) show a correlation above 0.7 (green highlight), a substantial proportion of cases present figures that range between 0.4 and 0.7 (orange highlight) 6 . This indicates that while the two measures of research impact are positively correlated for 19 units of assessment, the ranking of institutions that emerge from the two measures is far from identical. Moreover, as Table 3 also shows, for about a third of the units of assessment examined (9 out of 28), the correlations are not significant (red highlight). In some cases this is due to the low proportion of journal articles matched in the Web of Science (see last column of Table 3 ), such as in the case of: Politics and International Studies (UoA 39), Social Policy and Administration (UoA 40), Sociology (UoA 42) or History (UoA 59). In these cases, it might be that a substantial proportion of the journals relevant in these disciplines are not fully covered in the Web of Science, and therefore, citations from the journal articles matched in the Web of Science provide only a partial picture of the impact of their research activities.
However, in cases such as Mechanical Engineering, Civil Engineering or Electrical and Electronic Engineering, where the coverage of journal articles in the Web of Science is comparatively high (always above 80%), the reasons why the two measures of research impact display a non-significant correlation is more difficult to trace. It is true that, when compared to Biomedical related fields, the research outputs in these three Engineering fields embrace more than only journal articles.
However, when these three Engineering disciplines are compared to the other broadly defined groups of disciplines (i.e. Literature, Social Sciences and Arts and Humanities), journal articles represent a relatively large proportion of total research outputs. In any case, the high degree of discrepancy between the two measures of research impact in the case of Engineering fields, calls for a cautionary approach in the use of bibliometric data as the main criteria for research evaluation for Engineering. One hypothesis would be that fields like Engineering do not cite much, making them materially different to other fields (See Table 3 Column 8). Hence basing assessment on citations alone is risky.
We have chosen randomly three units of assessment, to illustrate the three different patterns discussed above: Chemistry (UoA 18), to illustrate a case of a strong alignment between the two measures of research impact; Geography (UoA 35), to illustrate a case where the correlation between the two measures is low, although still statistically significant; and finally, Mechanical Engineering (UoA 30), to illustrate a case in which the two measures of research impact have no statistically significant correlation.
To illustrate the alignment between the RAE score and the average citation measure, we plot RAE scores against average numbers of citations. If the two measures were perfectly aligned, we would expect that all institutions would be positioned on the diagonal. The x-axis corresponds to institutional grouping according to RAE 2001, while the y-axis corresponds to average numbers of citations 7
. Units of Assessment which fall below the diagonal represent an overestimate of institutional research impact by peer review, while those above the diagonal would represent an underestimate. Orange dots correspond to the Russell group institutions. Pink dots correspond to the 1994 group institutions. Green dots correspond to the Alliance of Non-Aligned universities (currently known as University Alliance group) while light blue dots correspond to those which are not associated with any particular group of Higher Education institutions 8 .
As Figure 5 shows, there is a close alignment between RAE scores and the average numbers of citations for UoA 18 (Chemistry). This can be observed by the fact that the majority of HEIs are situated within and around the diagonal grids. This picture reflects the results from the high correlation coefficient presented in Table 3 . The cases that have similarity with Chemistry (correlation around and above 0.8) are relatively few (6 out of 28). Therefore, the close alignment between the two measures is specific and can not be generalised to all UoAs. Figure 6 represents the cases where the correlation coefficient is not high although it is still statistically significant. As it can be seen in Figure 6 , which presents data for Geography, a large proportion of HEIs are not exactly situated in the diagonal grids. In other words, the quality of some institutions' research is overestimated by their RAE score, while others have research that is apparently underestimated by RAE score. This example reflects the majority of disciplines analysed in this study (12 out of 28) for which the two measures of performance provide conflicting rankings of institutions.
Finally, Figure 7 represents the cases where the correlation coefficient is not statistically significant. Figure 7 presents data on Mechanical, Aeronautical and Manufacturing Engineering and there is no obvious correlation between RAE score and the average number of citations. This pattern represents 36% (10 out of 28) of the UoAs.
In short, since only a fifth of the UoA analysed conform to a pattern of high alignment between the two measures of performance (while the others show either weak or no correlation between the two measures), careful consideration is required before using bibliometric data as the main criteria for research evaluation. The analysis presented in this report has some important implications for policy in terms of assessing research performance. First, it is clear that bibliometric cannot be used to assess all academic disciplines. This statement applies not just to those subjects with relatively poor coverage in the Web of Science, but also to some Units of Assessment in Engineering and Physical Research which have good coverage in the Web of Science.
Second, one has to question whether published output in academic journals is the most appropriate form of dissemination. For some Units of Assessment this is clearly not the case and yet both the Research Assessment Exercise and the current proposals for the Research Excellence Framework, privilege journal publication above other forms of output. If innovation lies at the heart of a developed economy and we want HEIs to have an impact on society at large, then we need to find assessment methods that recognise and encourage engagement as well as scholarship.
This leads to a third point -namely the multi-dimensionality of research performance and indeed, institutional mission. Reducing research success to a limited number of dimensions might not be a wise idea, even for academic disciplines whose research performance can be well represented through publication. Research productivity and research quality are just two specific components of overall higher education research performance. Other dimensions include contribution to the society, engagement with users, etc. Yet we do not appear to have good methods for assessing these currently.
Ultimately, the use of citation counts in research assessment may not be practical since its measurement is not a straightforward process for at least two reasons:
■ First, there is time-lag constraint. This study, conducted in 2006, draws on data from RAE 2001. We have used a cutoff of citations within five years of publication. If the same method were adopted for the next research assessment exercise, to be held in 2013, the latest publication date for work that could be included would be 2008. Given that much of the work published in academic journals is 2-3 years old by the time of its publication due to the delays in the publishing and peer review cycle, any assessment based on citations would be looking at work that was seven-eight years old at the time of assessment. Is this an appropriate basis on which to make future funding decisions? Would we be better allocating research funding via the peer review processes employed by research councils and their equivalent?
■ Second, due to the peculiarity of the particular database used, certain important publications may not be indexed by the database and therefore it will be difficult to systematically track their citation patterns. Thus the value of research output is underestimated. As this study shows, this is particularly the case for the Arts and Humanities, Literature and Social Sciences, where the proportion of journal articles matched in the Web of Science is comparatively low.
Clearly continuing with the current Research Assessment Exercise is not desirable. The institutional and administrative burden it imposes is excessive and the behavioural consequences for individual academics are becoming increasingly dysfunctional. Replacing the Research Assessment Exercise with a Research Excellence Framework, based on metrics, however, may not be an appropriate solution. A particular concern stems from the likely behavioural consequences of an assessment system involving citations. The Academy's relevance is already questioned by commentators who point to large sections of the scholarly community where academics talk primarily to other academics. Given that citation counts -calculated through the Web of Science -are a function of how many other academics cite your work, the likely behavioural consequence of an assessment method based on citations is that there will be an increased propensity for academics to spend their time talking with other academics. Clearly academic debate is important, but academic debate already takes place and the Academy has many outlets for such discussion. Surely our national system for assessing research should recognise and encourage diversity in institutional mission and disciplinary approach. We do not need an assessment methodology that privileges one dimension of research. Instead we need a system that celebrates research success in all of its guises. 
