Social bots are currently regarded an influential but also somewhat mysterious factor in public discourse and opinion making. They are considered to be capable of massively distributing propaganda in social and online media and their application is even suspected to be partly responsible for recent election results. Astonishingly, the term 'Social Bot' is not well defined and different scientific disciplines use divergent definitions. This work starts with a balanced definition attempt, before providing an overview of how social bots actually work (taking the example of Twitter) and what their current technical limitations are. Despite recent research progress in Deep Learning and Big Data, there are many activities bots cannot handle well. We then discuss how bot capabilities can be extended and controlled by integrating humans into the process and reason that this is currently the most promising way to go in order to realize effective interactions with other humans. 
Introduction
The term "Social Bot" is a superordinate concept which summarizes different types of (semi-) automatic agents. These agents are designed to fulfill a specific purpose by means of one-or many-sided communication in online media.
The most significant difference to other definitions is that we define social bots as a high-level concept which comprises many types of specific bots. Additionally, our definition covers:
• fully automated as well as partly human-steered bot action,
• autonomous action (agent-like),
• an orientation towards a goal,
• multiple modes of communication,
• and a wider ecosystem (all online media).
In the following paragraphs, we give several examples of social bots and specific sub-types as well as of bots which are not covered by our definition and, thus, are not supposed to be social bots.
Social Bots
The most popular type of a social bot is the chat bot, "a software system, which can interact or "chat" with a human user in natural language such as English." (Shawar & Atwell, 2007a) . The oldest and best known chat bot may be Joseph Weizenbaums ELIZA. It was able to participate in a discussion on psychological topics, controlled by scripts that discover context by identifying keywords (Weizenbaum, 1966) . By means of pattern matching, ELIZA answered questions in a very human like manner, so sometimes participants did not even recognize that they talked to a machine instead of a real therapist. The recent wave of chat bot development probably originated in the context of the "Loebner Prize" competition 1 , where Hugh Loebner set the task to find the most human-like acting program (Mauldin, 1994 Bessi and Ferrara (2016) found out that nearly 19 percent of all election-related Twitter posts during this time were made by bots. Furthermore, the German news page "Spiegel Online" reports on parties which considered the usage of social bots supporting their election campains for the German parliamentary elections of 2017 (Pfaffenzeller, 2017; Rosenbach, 2016) . 
Bots Not Regarded as Social Bots
Bots that are not covered by our definition of social bots are, e.g., content management bots, aka 'curator bots'. The job of a curator bot is to manage or collect content and to present it in an easy-to-digest way to humans. In contrast to social bots, for curator bots the communication aspect is not pronounced; they only work 'silently' with content. Wikipedia bots are an appropriate example for this class of bots.
Pywikibot 4 helps users to nurture articles by deleting superfluous whitespace, generating links to related pages or correcting typos. Another example of content bots are data aggregation bots which are built to manage data and are used for analysis only.
Game bots help their users to be successful in games. Tasks of these bots can be as various as the games they are used in. Game bots can act as opponents in order to enable training, help to navigate through the game or can be used for cheating or just as stand-in for short periods of unavailability (afk). So-called farming bots as e.g. in games like World of Warcraft 5 assume simple tasks and free players from time-consuming but necessary duties (Mitterhofer, Kruegel, Kirda, & Platzer, 2009 ).
Nowadays, game bots that realize all these functions and more are available in USB stick format from graphics card vendors. Instead of social bots, game bots focus not on communication and interaction but exclusively on substituting users by imitation.
Service-Level-Agreement (SLA) negotiators focus on machine-to-machine communication. These bots are built to handle Service Level Agreements autonomously. Again, there is no human communication or interaction aspect regarding this class of bots, which is why they are not covered by our definition of social bots.
Discussion
As also shown by the categorization into social and not social bots above, we see the human-machine interaction as a key-factor. Social bots automate social interaction via communication Every online medium where human communication through publicly visible posts, chats, comment-functions, direct messages, etc., takes place, is a possible point of connection for the involvement of social bots. Nevertheless, our definition of social bots should be seen more or less as a high-level concept. Social bots appear as different from each other as the reasons they were built for, and have to be discussed in their specific context. Having a look at the mentioned examples, one can see that there are more and different tasks for social bots than to influence people. Some social bots just substitute their users by assuming duties or handle simple preprocessing tasks.
Announcements as Facebook's support for group bots and bot repositories 6 lead us to expect that social bots are going to be a more and more pervasive part of our internet experience in the coming years. When discussing the possibilities of social bots to influence single users up to whole societies, we shall therefore employ more precise notions and terms.
consumes the current Twitter Stream with respect to a given set of hash tags or topics.
Thereby, we are able to adapt to a specific context or domain of interest. Although the current implementation only greets the user of current post, the functionality of the actuator can easily be extended. The application of this bot ranges from simple demonstration (and greeting) purposes to simple service activities based on standardized responses, e.g.:
• Returning the weather forecast for a city or region mentioned in the current post.
Therefore, the actuator may use external weather information sources like OpenWeatherMap 10 .
• Answering questions on specific topics detected in the current post. Using the Google Knowledge Graph 11 , a mighty ontology network can be connected to the bot, covering an enormous knowledge base.
• In a political context: Respond to specific topics and confront users (usually independent of content posted) with a number of fixed political statements.
Only these three application examples demonstrate the potential of a very simple social bot implementation comprising not more than 30 lines of code for a fully functional frame.
Costs. Obviously, the costs for developing a simple service social bot can almost be neglected. Implementation time is certainly lower than one hour for a medium experienced developer (including error handling code, which is not provided in our listing). The main effort has to be put into the setup for the bot's Twitter account and access to the Twitter API. Therefore, a standard Twitter account must be created and connected to a mobile number for developer access. Both can easily be done in an anonymous way using a fake email address and an invalid or anonymously registered mobile number.
Clearly, the behavior of the presented bot can easily be detected as automated action. No human recipient of a message will consider it to be sent by another human.
Instant reaction, permanent activity, and restricted capabilities to analyze content and
10 https://openweathermap.org/api 11 https://developers.google.com/knowledge-graph/ about 1350 followers after this short time period. During the second phase, two (harmless and humorous) hash tags were promoted to test the reach of the acquired followers. Although the hash tag briefly appeared in the German top 100 trending topics, a significant trend could not be established. However, phase three showed, that many human followers had been deceived by the fake bot identities and actions.
Reactions from Twitter users were different ranging from disappointment to anger and from amusement to disbelieve.
Although our experiment is only a snap-shot of what is possible by applying human-like acting social bots, some important insights can be extracted:
• Tedious tasks as building a follower network, as well as posting and re-tweeting content, may be automated without being exposed as bot.
• The automatically generated network can be used to spread content to all followers at any point in time. This will cause at least brief visibility and possibly push a topic in order to reach wider popularity.
• Human users can easily be deceived by simple, but fairly realistic social bots behaviors.
Certainly, an important ingredient for the success of our social bots was-besides the human like behavior patterns-the human-generated content published by all bots.
As mentioned before, we used manually generated content to be spread by the bots. We include the discussion of this aspect into our cost review.
Costs. The development time of the extended Twitter bot (less than two days)
can still be neglected compared to the functionality and benefit of automation provided by the general framework. The more tedious task was to generate all thirty fake accounts on Twitter. Thereafter, we were able to deploy the same code thirty times with only minor adaptations regarding the individual configuration of each bot. Then, phase one (growing the network) was performed by all bots without any human intervention.
Likewise, publishing content in phases two and three needed no intervention.
However, content was not automatically generated but provided by humans. We decided to do so after reasoning on the following to questions: What would have been the costs of generating content automatically, and what quality of content can be achieved?
Implementing the generation of intelligent and creative content for our hash tags would have cost far more effort than setting up the whole social bot framework. Simple approaches based on templates still require some human interaction and lack creativity.
More complex generators based on learned patterns still follow firm rule sets, which limits the variability of linguistic expression. Both probably would have had reduced the credibility of our social bots due to repetitive content. Furthermore, due to the application of thirty cross-linked social bots and their continuous re-tweeting behavior, a single message was repeated many times by other bots and followers, thereby extending its range automatically.
Hybrid Social Bots
The extended social bot framework presented in the previous chapter is able to mimic human behavior on the action level, i.e. a social bot is able to automatically create a follower network, and manage content. Content production, however, is done by human actors. In this chapter, we argue that hybridization of bots is an effective (compared to an army of social bots) and low-cost (compared to a human troll farm) approach to gain a high potential of influence via social media by simulating human behavior and speech.
complex than image translations.
In the related fields of computational creativity and procedural content generation (mainly for games), we see similar problems, which has led to so-called mixed initiative approaches (Liapis, Smith, & Shaker, 2016) where a human designer and a computer program work together, taking turns, in order to reach a specific design goal. Without human interaction, the available methods would not be able to produce results in a human compatible style. At least for the time being, it is seemingly mandatory to employ hybrid approaches in order to establish results that can be taken for generated by a human and thereby appear human-like.
Hybridization as strategy against rule-based detection mechanisms
In order to evaluate our social bots against state-of-the-art detection mechanisms, we confronted them with the BotOrNot service provided by Indiana University (Varol et al., 2017) . The BotOrNot service tries to state on the overall probability that a submitted Twitter account is automated. Therefore, the service compares previously learned patterns regarding the account's meta data, network, behavioral timing, friendship relations, sentiment, and content. The authors report of more than 1, 150
features that constitute the patterns in all the named high-level classes. Finally, the results of all indicators are aggregated to a value in [0, 1] which represents a probability of an account being controlled by a social bot. Table 1 shows the overall rating for each continuously active social bot account of our experiment. Obviously, the probability ranges between 0.37 and 0.6 with an average of 0.48. That confirms, in average, no clear bot-identification is possible for our social bots.
In order to judge on the quality of these score distribution for our bots, we generate a baseline distribution of score BotOrNot values of worldwide user accounts.
Methodology.
As basis for user extraction we used data from the Twitter Decahose Stream, which provides a random 10% sample of worldwide Twitter traffic.
The Twitter Decahose Stream provides roughly 300 posts per second. This sums up to about 160 GB of data per day. From this huge data sample of a single day, we extracted Code of a Simple Twitter Bot
The following code is a fully functional Twitter bot which continuously tracks the Twitter stream for a given hash tag (#Hashtag) and instantly replies to the sender with a simple 'Hello'. Please note, that login information for the Twitter API has been obscured and some error handling code has been removed for brevity.
import tweepy from tweepy . parsers import RawParser 
# f o l l o w e d t o p i c a n d i d e n t i t y o

# t w e e t t o t h e w o r l d
api. update_status ('Hello @' + username + '.')
# S t r e a m L i s t e n e r ( r e a c t s o n t w i t t e r p o s t s )
class TwitterStreamListener ( tweepy . StreamListener ): actuator = None
# s e t t h e a c t u a t o r
def setActuator (self , actuator ):
self. actuator = actuator
# C a l l t h e a c t u a t o r i f p o s t s a p p e a r i n s t r e a m
def on_status (self , status ): 
