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一种新的支持向量机增量学习算法
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摘要 : 提出一种新的支持向量机增量学习算法. 分析了新样本加入训练集后 ,支持向量集的变化情况. 基于分析结
论提出新的学习算法. 算法舍弃对最终结论无用的样本 ,使得学习对象的知识得到了积累. 实验结果表明本算法在
保证分类准确度的同时 ,在增量学习问题上比传统的支持向量机有效.
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支持向量机 (Support Vector Machine —SVM) 是
一种新的机器学习技术 ,由 Vapnik 和他的同事于











给定分类问题 ,其样本集为{ Xi , yi } , i = 1 , ⋯,
l , Xi ∈R
n , yi ∈{±1}. 支持向量机即为线性分类
器 ,通过构造最优分类面 ,使得类别间的分类间隔最
大[4 ] . 较大的分类间隔意味着分类器具有较好的泛
化能力.
设超平面方程为 :
wX + b = 0 (1)
则决策函数为 :












s. t . 　yi ( wXi + b) ≥1 - ξi (3)
Xi ∈ R
n







i , j = 1
yi yjαiαj Xi Xj




αi yi = 0 , i = 1 , ⋯, l
α为 Lagrange 乘子. 由上述问题得到最优解α,则
SVM的分类函数为 :
f ( x) = sgn ∑
l
i = 1
αi yi ( X ·Xi ) + b (5)
如果分类问题是非线性的 ,则采用一种称为核












i , j = 1
yi yjαiαj Xi Xj (6)
决策函数为 :
f ( X) = sgn ∑
l
i = 1
αi yi K( Xi , X) + b (7)
其中 K( ) 为核函数.
1. 2 　KKT条件
对偶问题的最优解α = [α1 ,α2 , ⋯,αl ] 使得每
个样本 X 满足优化问题的 KKT条件[5 ] :
αi = 0 ] yif ( Xi ) ≥1 (8)
0 < αi < C ] yif ( Xi ) = 1 (9)
αi = C ] yif ( Xi ) ≤1 (10)
其中非零的αi 为支持向量. 考虑函数系 f ( X) = h ,




类间隔之外 ,0 ≤α≤C 的样本位于分类间隔之上 ,
α = C 位于分类间隔之内[5 ] . 也即是 :
αi = 0 ] | f ( Xi ) | ≥1 (11)
0 < αi < C ] | f ( Xi ) | = 1 (12)
















f ( X) = ∑
l
i = 1
αi yi K( Xi , X) + b (14)
y = sgn ( f ( X) ) 和新的样本集 A = { Xi , yi ) , i = l
+ 1 , ⋯, ln . 由于支持向量集由二次寻优问题得到 ,
因此如果样本集的改变意味着新增样本集中含有违
背 KKT条件的样本 ,并且这些样本中有些转化为支
持向量 ,新增样本加入时其Lagrange 乘子α = 0. 根
据式 (8) ,如果其满足 KKT条件 ,则 yif ( Xi ) ≥1 ;否
则 , yif ( Xi ) < 1 , i = 1 , ⋯, l . 可得 :
- 1 < yif ( Xi ) < 1 (15)
yif ( Xi ) < - 1 (16)
式 (15) 表明样本可能位于原来分类间隔中 ;式 (16)
表明样本可能位于另一类的分类区域内 ,如图 1 所
示. 因此可以得到如下结论 :
　图 1 　新增样本与 KKT条件的关系
方形标记代表‘y = + 1’,十字标记代表‘y = - 1’. A1 , A2
和 A3 是新增样本
　Fig. 1 　The relation between new samples and KKT condition
定理 2 　f ( X) 为 SVM 分类决策函数 ,{ Xi , yi }
为新增样本. 满足 KKT条件的新增样本将不会改变
支持向量集 ,违背 KKT条件的新增样本将使支持向
量集发生变化. 违背 KKT 条件的样本可以分为三
类 :
1) 位于分类间隔中 ,与本类在分类边界同侧 ,
可以被原分类器正确分类的样本 ,满足 0 ≤ yif ( Xi )
< 1 ;
2) 位于分类间隔中 ,与本类在分类边界异侧 ,
被原分类器分类错误的样本 ,满足 - 1 ≤ yif ( Xi ) ≤
0 ;
3) 位于分类间隔外 ,与本类在分类间隔异侧 ,
被原分类器分类错误的样本 ,满足 yif ( Xi ) < - 1.
定理 2 表明 ,对新增样本再学习得到新的 SVM
分类器时 ,KKT条件比分类函数的分类判断更合理 ,
分类错误是样本违反 KKT 条件的特定情况. 定理 2
告诉我们 ,只有违背 KKT条件的样本才会影响增量
学习后的支持向量集. 因此新增样本可以分为两部
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分 :违背 KKT 条件的样本和满足 KKT 条件的样本 ,
而后者由于其包含的信息已经为原分类器所反映 ,
因此可以不被学习.
定理 3 　新增样本违背 KKT 条件 ,则原样本集
中非支持向量可能转化为支持向量[5 ] .
定理 3 的证明可以由图 2 所示的特例来说明.
原来的支持向量集由 S1～ S5 组成 , A1～A3 为新增
样本. 对新样本训练过以后由图 2 可以很直观的判
断 : S1 ,A3 和原来的样本 N1 组成新的支持向量集.
因此增量学习中 ,只考虑新增样本和原来的支持向




S1～ S5 为原支持向量集 ,A1～A3 为新增样本集 . 训练后
的支持向量集由 S1 , A3 和 N1 组成 ,其中 N1 为原样本
集中的样本
　Fig. 2 　The possible change of SV set after training on incre2
mental set
3 　一种新的 SVM 增量学习算法
实际上 ,我们不是把新增样本加入原来的样本
集 ,而是将它们合在一起 ,两者的地位是等同的. 尽
管通常情况下 ,原来的样本集比新增样本集大. 因此
如果由新增样本集训练得到一个新的 SVM ,则原来
样本集可以看作新 SVM 的新增样本 ,进而其中也可





件 ,如果存在 ,则由新增样本得到一个新的 SVM. 检
验是否存在原来的样本违背新的 KKT条件 ,如果仍




否违背 SVM 的 KKT条件 ,原来样本集合中新的样本
集的信息都被获取. 而不违背 KKT条件的样本被舍
弃 ,不作考虑 ,而可能有价值的样本得到保留 ,用来
进行新的训练.
在方案中 ,可能需要对新增样本单独作一次训
练 ,来得到新的 SVM ,而整个过程对全部样本只做
一次违背 KKT条件的验证. 如果 SVM的决策函数为
f ( Xi ) , yi ∈{±1} 为类别号 ,违背 KKT条件等价于





原样本集 X0 和由其训练得到的 SVM 分类器
Ω0 , XSV0 表示Ω
0 的支持向量集 , XI 是新增样本.
算法 :
1) 检验 XI 中的样本是否违背Ω
0 的 KKT条件 ,
如果没有样本违背 ,则算法停止 ,Ω0 为增量学习结







违背Ω0 的 KKT条件的样本集合 , XSI 表示满足Ω
0 的
KKT条件的样本集合.
2) 由 XI 得到新的 SVM分类器Ω
I , XSVI 表示Ω
I
的支持向量集.
3) 检验 X0 中的样本是否违背Ω
I 的 KKT条件 ,
如果没有样本违背 ,则算法停止 ,ΩI 为增量学习结








的 KKT条件的样本集 , XS0 表示满足Ω
I 的 KKT条件
的样本集.








I ,由 XU 得到新







基于以上研究 ,我们实现了算法 ,并对 Heart
Scale 数据库[6 ] 进行了实验 ,同时讨论了一些相关问
题.
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4. 1 　实验和结果
在LibSVM[6 ]函数库的基础上实现了以上算法 ,
实验采用的 Heart Scale 数据库包含了 270 个 13 维向
量数据. 样本被标为两类 :120 个样本为 + 1 类 ,其余
150 个为 - 1 类.
实验设计如下 ,将实验数据分为三组 : H1 , H2
和 H3 ,每组分别包含 100 ,100 和 70 个样本 ,顺次作
为新增样本集进行训练. 在 SVM 训练中 ,C 取1 000 ,
采用高斯核函数类型. 我们将本算法与传统的 SVM
算法进行了比较 ,实验结果见表 1 和表 2.
　表 1 　增量学习算法与传统 SVM 算法在舍弃样本效果的
比较 (C = 1 000)
　Tab. 1 　Comparison on effect of discarded samples between our
incremental learning result and the traditional algorithm






H1 100 100 52 52
H2 200 107 84 74
H3 270 127 101 93
　表 2 　增量学习算法与传统 SVM 算法学习能力和泛化能
力比较




T I T I T I
H1 100. 00 100. 00 78. 00 78. 00 80. 00 80. 00
H2 100. 00 99. 00 100. 00 99. 00 81. 43 82. 86
H3 100. 00 98. 00 100. 00 98. 00 100. 00 98. 57
　　注 :表中数据为学习后对数据集的预测准确度 ( %)
4. 2 　讨 　论
从表 1 和表 2 可知 ,本增量学习算法能够舍弃
无用样本 ,保留了几乎所有可能变成支持向量的样
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A Novel Approach to Incremental SVM Learning Algorithm
ZENG Wen2hua1 , MA Jian2
(1. Department of Computer Science , Xiamen University , Xiamen 361005 , China ;
2. School of Computer Science , Hangzhou Institute of Electronics
Engineering , Hangzhou 310037 , China)
Abstract : This paper presents a novel approach to incremental support vector machine (SVM) learning algorithm. It
analyses the possible change of support vector set after new samples are added to training set . Based on the analysis re2
sult , a novel algorithm is presented. In this algorithm useless sample is discarded and knowledge is accumulated. The
experiment result shows that this algorithm is more effective than traditional SVM while the classification precision is also
guaranteed.
Key words : support vector machine ; incremental learning ; learning algorithm
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