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1. Introduction
In the usual mathematical formulation of quantum mechanics states are represented by nonzero vectors in a Hilbert
space H and observables are given by self-adjoint operators on H . One of the basic relation among observables is compati-
bility, where two observables are compatible if the operators representing them commute (see von Neumann [8]). A related
concept is quasi-commutativity, sometimes called also commutativity up to a factor, where A, B quasi-commute if there
exists a nonzero scalar ξ such that AB = ξ B A. This concept also has applications in quantum mechanics. For example,
if X, Y from the algebra R over the ﬁeld k quasi-commute, i.e. XY = ξY X , then in the context of quantum planes a pair
(X, Y ) is called the R-point of a quantum plane kξ [x, y] (see Kassel [9]). Properties of quasi-commutativity on bounded
linear operators on a Hilbert space were investigated by Brooke, Busch, and Pearson [1] and further by Yang and Du [16].
Generalizations of these results to Banach algebras were given by Schmoeger [13].
Transformations on quantum structures which preserve some relation or operation are usually called symmetries in
physics, and were studied by different authors (see, for example, Cassinelli, De Vito, Lahti, and Levrero [2]). From mathe-
matical point of view, maps preserving given algebraic property are called preservers and are extensively studied.
Linear maps that preserve quasi-commutativity were already characterized by Molnár [6] and by Radjavi and Šemrl [11].
In our recent paper [4] we classiﬁed nonlinear bijective preservers of quasi-commutativity in both directions on the algebra
of n × n complex matrices. Since in quantum mechanics self-adjoint operators are important we classiﬁed such maps also
on the space of n × n hermitian matrices [5]. It is the aim of this paper to further generalize this result to the separable
inﬁnite-dimensional case.
Let us begin with the notations and necessary deﬁnitions. Let H be an inﬁnite-dimensional complex separable Hilbert
space, let B(H) denote the algebra of all bounded linear operators on H , and let Bsa(H) ⊆ B(H) be the real subspace of
self-adjoint operators. Given a subset Ω ⊂ Bsa(H) we deﬁne its (self-adjoint) quasi-commutant by
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and we write A# = {A}#. It was observed in Brooke, Busch, and Pearson [1, Theorem 1.1] that among self-adjoint operators a
peculiar phenomenon occurs, that is, two self-adjoint operators A, B quasi-commute if and only if they commute (AB = B A)
or anti-commute (AB = −B A). This implies that
A# = A′ ∪ {X ∈ Bsa(H): X A = −AX},
where A′ = {X ∈ Bsa(H): X A = AX} is the classical (self-adjoint) commutant of an operator A.
As usual let χΩ be the characteristic function of a subset Ω . If Ω ⊆ Sp(A) is Borel measurable, where A is self-adjoint,
then χΩ(A) is a spectral projector of A. We recall that an image of any spectral projector P of A is a reducing subspace
for A, i.e., A Im P ⊆ Im P and A(Im P )⊥ ⊆ (Im P )⊥ .
We now return to quasi-commutativity and give two examples of maps which preserve this relation. First of all, for
a bijection Φ : Bsa(H) → Bsa(H) it is easy to see that it preserves quasi-commutativity in both directions if and only if
Φ(X#) = Φ(X)# for every X ∈ Bsa(H). An immediate consequence of this is the following observation: Assume an operator
M is such that (i) M#  Bsa(H) and (ii) if M# ⊆ N#  Bsa(H) then M# = N#. Then Φ(M) has exactly the same properties.
Henceforth any M with properties (i)–(ii) will be called a maximal operator.
With this in mind we introduce an equivalence relation on Bsa(H) by deﬁning that A and B are equivalent whenever
A# = B#. We denote the equivalence class of A by [A] and say that an equivalence class [M] is maximal if some (hence
any) operator inside it is maximal. We can now give our ﬁrst example of maps which preserve quasi-commutativity.
If Φ(X) ∈ [X], i.e. Φ(X)# = X# for every self-adjoint X , then it follows easily (see Dolinar and Kuzma [4, Section 2.2])
that Φ preserves quasi-commutativity in both directions. In particular, this shows that Φ can be characterized only up to
equivalence classes.
The other simple example of a bijection which also preserves quasi-commutativity in both directions is the map X 
→
U XU∗ for some unitary U (i.e. a bounded linear U with UU∗ = U∗U = Id) or antiunitary U (i.e. a bounded conjugate-
linear U with UU∗ = U∗U = Id, where U∗ is deﬁned by 〈Ux, y〉 = 〈U∗ y, x〉).
In our main theorem below we will prove that every map which preserves quasi-commutativity in both directions is a
composition of the above two simple types.
Theorem. Let Φ:Bsa(H) → Bsa(H) be a bijective map such that A quasi-commutes with B if and only if Φ(A) quasi-commutes
with Φ(B). Then
Φ(A) ∈ [U AU∗]
for some unitary or antiunitary U .
Remark. Since Φ(A)# = (U AU∗)# = U A#U∗ and so (U∗Φ(A)U )# = A#, it follows by Lemma 6 that
Φ(A) = UφA(A)U∗
for some bounded Borel function φA which depends on A.
2. Proof
2.1. Preliminary lemmas
We start with three lemmas which should be known. We will sketch their proofs for the sake of completeness.
Recall that
⋃
λ Ωλ = Ω is a partition of Ω if Ωλ are pairwise disjoint subsets.
Lemma 1. Let A ∈ Bsa(H) and suppose Sp A = Ω1 ∪ Ω2 is a partition into Borel subsets. If Ω1,Ω2 have nonempty interior relative
to Sp A, then the spectral projectors P i = χΩi (A), i = 1,2, are nontrivial. Moreover, if P i = χΩi (A), i = 1,2, are nontrivial, then for
Ai = Pi APi |Im Pi , i = 1,2, we have A = A1 ⊕ A2 and
Sp A1 ∩ Sp A2 ⊆ Ω1 ∩ Ω2.
Proof. Since both Ωi have nonempty interior relative to Sp A, the corresponding spectral projectors Pi = χΩi (A) are both
nontrivial and commute with A (see Conway [3, Theorem 2.2, p. 263]). Moreover, P1P2 = 0 = P2P1 and Id = P1 + P2 gives
the decomposition H = Im P1 ⊕ Im P2 into a reducing invariant subspaces for A. Clearly, A = A1 ⊕ A2 where Ai = A|Im Pi =
Pi APi |Im Pi = f i(A)|Im Pi where f i:λ 
→ λ ·χΩi (λ). Observe that 0 /∈ Ω i implies function gi(λ) = 1λ · χΩi (λ) is bounded Borel,
hence Ai is invertible with inverse given by gi(Ai).
By the spectral mapping theorem for Borel calculus, Sp(Pi APi) = Sp f i(A) ⊆ f i(Sp A) = Ω i ∪{0} (see Pedersen [10, Corol-
lary 4.5.11]). Moreover, as Im Pi is reducing for A we have that Sp(Ai) = Sp(A|Im Pi ) = Sp(Pi APi|Im Pi ) ⊆ Ω i ∪ {0}. Combined
with the above observation that 0 /∈ Ω i if and only if Ai is invertible, we obtain Sp(Ai) ⊆ Ω i and the result follows. 
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hold:
(i) Sp S1 ∩ Sp S2 ⊆ {c}, c ∈ R, Ker(S1 − c Id) = 0 or Ker(S2 − c Id) = 0.
(ii) Sp S1 ∩ Sp S2 ⊆ {−c, c}, c ∈ R, Ker(S1 − c Id) = Ker(S1 + c Id) = 0 or Ker(S2 − c Id) = Ker(S2 + c Id) = 0.
Then the equation X S1 = S2X has only zero solution.
Proof. We will prove the lemma only if (i) holds. If (ii) holds, the proof is similar.
Assume X S1 = S2X has nonzero solution. Then (Ker X)⊥ and Im X are nonzero subsets of H1 and H2, respectively. They
reduce S1 and S2, respectively (see Conway [3, Proposition 6.10, p. 279 ]), and the restrictions S1|(Ker X)⊥ and S2|Im X would
have to be unitarily equivalent.
However, they are not. Namely, they would be unitarily equivalent only when Sp(S1|(Ker X)⊥ ) = Sp(S2|Im X ). Note that
Sp(S1|(Ker X)⊥) ⊆ Sp S1, and also Sp(S2|Im X ) ⊆ Sp S2. Due to Sp S1 ∩ Sp S2 ⊆ {c} we obtain Sp(S1|(Ker X)⊥ ) = {c} = Sp(S2|Im X ).
This, however, is possible only when S1|(Ker X)⊥ = c Id1 and S2|Im X = c Id2, i.e., Ker(S1 − c Id) and Ker(S2 − c Id) are both
nonzero, a contradiction. 
Lemma 3. Let H = H1 ⊕ H2 be a decomposition into nontrivial Hilbert spaces, let T : H1 → H2 be a nonzero, bounded operator, and
let X1 ∈ Bsa(H1) and X2 ∈ Bsa(H2).
(i) If X = ( 0 T
T ∗ 0
)
and if φ : Sp X → C is bounded Borel then
φ(X) =
(
φe(T T ∗) Tφo(T ∗T )
T ∗φo(T T ∗) φe(T ∗T )
)
for some bounded Borel functions φe, φo .
(ii) If X = X1 ⊕ X2 and if φ : Sp X → C is bounded Borel then
φ(X) = φ(X1) ⊕ φ(X2).
Proof. We only sketch the proof of (a), the proof of (b) is similar and even easier. This is easily veriﬁed if φ(λ) = a0 +a1λ+
· · · + anλn is a polynomial; just let φe(λ) = φ(λ)+φ(−λ)2 and φo(λ) = φ(λ)−φ(−λ)2 be its even and odd part, respectively.
Suppose next φ is continuous. By Tietze’s Extension Theorem (see Pedersen [10, Proposition 1.5.8]), φ can be extended
to a bounded continuous function deﬁned on the whole R. Approximate it uniformly by a polynomial pn on a compact
symmetric interval K , containing Sp X and Sp(T ∗T ) and Sp(T T ∗). Then, the polynomials pˆn(λ) = pn(λ)+pn(−λ)2 uniformly
converge to symmetric part φe(λ) = φ(λ)+φ(−λ)2 of the extension of φ, while pˇn(λ) = pn(λ)−pn(−λ)2 uniformly converge to odd
part φo(λ) = φ(λ)−φ(−λ)2 of the extension, on interval K . Then,∥∥∥∥φ(X) −
(
φe(T T ∗) Tφo(T ∗T )
T ∗φo(T T ∗) φe(T ∗T )
)∥∥∥∥

∥∥φ(X) − pn(X)∥∥+
∥∥∥∥pn(X) −
(
φe(T T ∗) Tφo(T ∗T )
T ∗φo(T T ∗) φe(T ∗T )
)∥∥∥∥
= ∥∥φ(X) − pn(X)∥∥+
∥∥∥∥
(
pˆn(T T ∗) T pˇn(T ∗T )
T ∗ pˇn(T T ∗) pˆn(T ∗T )
)
−
(
φe(T T ∗) Tφo(T ∗T )
T ∗φo(T T ∗) φe(T ∗T )
)∥∥∥∥,
which converges to zero.
Lastly, let φ be bounded Borel on Sp X ⊆ R. We may enlarge it to bounded Borel, φˆ = φ · (1 − χφ−1(0)), deﬁned on R.
Let φe(λ) = φˆ(λ)+φˆ(−λ)2 and φo(λ) = φˆ(λ)−φˆ(−λ)2 . Observe that if φ1(λ) φ2(λ) · · · is a monotone sequence then same holds
for their even parts (φn)e . Consequently, the set of all those bounded Borel functions for which lemma holds true contains
continuous functions and is closed under limits of monotone increasing/decreasing, bounded sequences. Consequently, this
set contains every bounded Borel function (see Pedersen [10, Proposition 6.2.9]). 
2.2. Lemmas on quasi-commutativity
We proceed by investigating quasi-commutants of certain special operators. In particular, maximal operators, projectors,
and rank-one projectors are classiﬁed up to equivalence using only quasi-commutativity relation.
Lemma 4. Let H = H1 ⊕ H2 be a decomposition into nontrivial Hilbert spaces and let A = α Id1 ⊕β Id2 , α,β ∈ R, be nonscalar.
If β = −α then A# = ( ∗ 0)∪ ( 0 ∗), and if α = −β then A# = ( ∗ 0), where ∗ represents all operators for which ( ∗ 0), ( 0 ∗) ∈ Bsa(H).0 ∗ ∗ 0 0 ∗ 0 ∗ ∗ 0
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X ∈ ( ∗ 0
0 ∗
)
. If q = −1 and α = −β = 0 we likewise obtain X11 = 0, X22 = 0 so X ∈
( 0 ∗
∗ 0
)
and A# = ( ∗ 0
0 ∗
)∪ ( 0 ∗∗ 0). If q = −1 and
α = −β then X12 = 0 giving X ∈
( ∗ 0
0 ∗
)
and so A# = ( ∗ 0
0 ∗
)
. 
Corollary 5. If P = P2 = P∗ is a projector then P# = P ′ .
Proof. We use the previous lemma on H = Im P ⊕ Ker P . 
The following lemma is one of the main tools in the subsequent considerations.
Lemma 6. Let D, A ∈ Bsa(H) and D# ⊆ A# . Then A = φ(D) for some bounded Borel function φ on a spectrum Sp(D).
Proof. Let A= W ∗(D) ⊆ B(H) be the von-Neumann algebra, generated by D . If P is any projector which commutes with all
elements from A then it obviously commutes with D , hence P ∈ D ′ ⊆ D# ⊆ A#. So, P and A quasi-commute and therefore
by Corollary 5, A ∈ P# = P ′ . We infer that A(Im P ) ⊆ Im P .
It follows by Sarason [12, Theorem 0] (see also Conway [3, Corollary 6.5, p. 277 ]), that A ∈A= W ∗(D). It now follows
(see Conway [3, Lemma 8.7, p. 287 ]) that A = φ(D) for some bounded Borel function φ : Sp D → C. 
Corollary 7. A self-adjoint A is scalar if and only if A# = Bsa(H).
Proof. Note that (λ Id)# = Bsa(H). To prove the opposite implication, start with A# = Bsa(H) = Id#. Then Id# ⊆ A#, hence
by Lemma 6, A = φ(Id) is a scalar. 
Corollary 8. Projectors P and Q are equivalent if and only if Q = P or Q = Id−P .
Proof. Suppose Q # = P#. Then, by Lemma 6, Q = f (P ) and P = g(Q ) for some functions f , g . Note that f and g map
into {0,1} since Q and P are projectors. Hence P = Q or P = Id−Q . For the other direction we use Corollary 5. 
Lemma 9. Let A ∈ Bsa(H). Then A is maximal if and only if Sp(A) = {−α,α} for some nonzero α ∈ R, i.e., A is a nonzero scalar
multiple of a proper involution.
Proof. Let Sp(A) = {−α,α}, α = 0. If A# ⊆ M# for some nonscalar self-adjoint M , then by Lemma 6, M = φ(A) for some
nonconstant φ. If φ(λ) = −φ(−λ), then A# = M#. But, if φ(λ) = −φ(−λ), then we decompose the Hilbert space to H =
Imχ{−α}(A) ⊕ Imχ{α}(A) and for a nonzero T : Imχ{α}(A) → Imχ{−α}(A) we obtain
( 0 T
T ∗ 0
) ∈ A# \ M#, a contradiction.
To prove the other direction we will argue with contradiction. If card(Sp(A)) = 1, then A is scalar and hence not maximal.
Suppose Sp(A) = {α,β} with |α| = |β|. Then A = α Id1 ⊕β Id2 and it easily follows by Lemma 4 that A#  (Id1 ⊕ − Id2)#,
a contradiction.
If card(Sp(A))  3, then let P1 = χ{0}(A) be a spectral projector to kernel of A. We now chose a number c ∈ R in the
following way. If 0 separates Sp(A) in a sense that α < 0 < β for some α,β ∈ Sp(A), let c = 0. Otherwise, Sp(A)  0 or
Sp(A)  0. Then let c be arbitrary, such that α < c < β for some α,β ∈ Sp A. We deﬁne P2 = χ(−∞,c]\{0}(A) and P3 =
χ(c,∞)\{0}(A). Then P1, P2, P3 are pairwise orthogonal projectors with P1 + P2 + P3 = Id and P2, P3 nontrivial. Decompose
a Hilbert space and operator A accordingly.
We distinguish two cases. If P1 = 0 then P2 = χ(−∞,c](A), P3 = χ(c,∞)(A) and A = A2 ⊕ A3. Let us show that
A#  (Id2 ⊕ − Id3)#, which contradicts the maximality of A. By Lemma 1, Sp(A2) ∩ Sp(A3) ⊆ (−∞, c] ∩ [c,∞) = {c}.
Since Ker(A3 − c Id3) = 0 it follows by Lemma 2 that X =
( X22 X23
X∗23 X33
)
commutes with A = (A2 ⊕ A3) only if X23 = 0.
Also by Lemma 2, Ker(A2) = 0 = Ker(A3) implies that X anti-commutes with A only if X22 = 0 = X33. But then, it is
easy to see that A# = (A2 ⊕ A3)# ⊆ (Id2 ⊕ − Id3)#. To prove the equality is strict, note that at least one of A2, A3 is
not a scalar. Assume A2 is not. Then A2 does not commute with all self-adjoint operators (namely, if A′2 ⊇ Bsa(H2)
then A′2 ⊇ iBsa(H2), so A′2 ⊇ Bsa(H2) + iBsa(H2) = B(H2) and A2 would be scalar). So, pick any X ∈ Bsa(H2) \ A′2. Then
X ⊕ 0 ∈ (Id2 ⊕ − Id3)# \ (A2 ⊕ A3)#.
Otherwise, if P1 = 0, we can write A = A1 ⊕ A2 ⊕ A3 and likewise we show that A#  (Id1 ⊕ − Id2 ⊕ − Id3)#, a contra-
diction.
So, spectrum of a maximal operator is {α,−α}, α = 0. 
Lemma 10. Let A ∈ Bsa(H), let 
 > 0, and let P = χSp A∩[−
,
](A) or P = χSp A∩{−
,
}(A). Then A# ⊆ P# .
Proof. If P is scalar the statement is clearly true. Otherwise H = Im P ⊕ Ker P is a decomposition into nontrivial invariant
subspaces of A. We decompose A = A1 ⊕ A2, accordingly. Take any self-adjoint X =
( X11 X12∗ ) ∈ A#. Then A1X12 = qX12A2 =X12 X22
G. Dolinar, B. Kuzma / J. Math. Anal. Appl. 364 (2010) 567–575 571X12(qA2), where q ∈ {−1,1}. By Lemma 1, Sp A1 ∩ Sp(qA2) ⊆ Ω1 ∩Ω2 ⊆ {−
, 
}. Further, Ker(qA2 ± 
 IdKer P ) = {0}, because
any eigenvector of A ± 
 Id, if at all exists, lies inside Im P (see Pedersen [10, Corollary 4.5.12] or Conway [3, Exercise 1,
p. 266 ]). Then it follows from Lemma 2 that the equation A1X12 = X12(qA2) has only zero solution. Therefore any X ∈ A#
is block-diagonal and as such it also commutes with P , hence X ∈ P#. 
Lemma 11. Suppose A ∈ Bsa(H) is nonmaximal and nonscalar. Then, the following are equivalent:
(i) A is equivalent to a projector.
(ii) If M is a maximal operator with A# ⊆ M# then M is an immediate successor of A.
Proof. We start by showing that (ii) implies (i). Let A be nonscalar and nonmaximal, but such that it is not equivalent to a
projector. We will prove that there exists at least one maximal M which A connects to, but such that it is not an immediate
successor of A. Since A is not a scalar it must have at least two points in its spectrum. Actually, it must have more than two.
Otherwise A = αχ{α}(A) + βχ{β}(A) where {α,β} = Sp A. However, if β = −α = 0, then such A is maximal by Lemma 9,
and if α = ±β , then it easily follows by Lemma 4 that A is equivalent to a projector χ{α}(A), a contradiction.
Next, since |Sp A| 3, there exists 
 > 0 such that at least one spectral point belongs to (−
, 
) and at least one does
not belong to [−
, 
]. For such 
 a symmetric closed interval [−
, 
] divides Sp A into two disjoint Borel subsets with
nonempty interior relative to Sp A. We deﬁne Ω1 = Sp A ∩ [−
, 
] and Ω2 = Sp A \ Ω1.
Let P = χΩ1 (A). By Lemma 1 it is nontrivial and by Lemma 10, A# ⊆ P#. Because A was not equivalent to a projector,
A#  P#. Also, it follows from Lemma 9 that M = Id−2P is maximal and by Lemma 4, P#  M#. Hence the maximal M is
not an immediate successor of A, since A#  P#  M#.
Let us prove (i) implies (ii). We can assume that A is a nontrivial projector, so Sp A = {0,1}. Suppose M is any maximal
operator, such that A# ⊆ M#. We need to show that A# ⊆ B# ⊆ M# implies B# = A# or B# = M#.
By Lemma 6, M = φ(A) for φ: {0,1} → R, hence M = αA+β(Id−A), α,β ∈ R, and likewise B = γ A+ δ(Id−A), γ , δ ∈ R.
Since M is maximal, it follows by Lemma 9 that β = −α = 0. Note that γ = δ, since B is not scalar. If γ = −δ, then B# = M#,
and if |γ | = |δ|, then B# = A#. 
Lemma 12. |Sp A| = ∞ if and only if A# ⊆ P# for inﬁnitely many pairwise nonequivalent projectors P .
Proof. Note that A# ⊆ P# implies that P is a Borel function in A by Lemma 6. If |Sp A| < ∞ then there are only ﬁnitely
many functions f : Sp A → {0,1}, hence there exist only ﬁnitely many projectors with A# ⊆ P#.
If |Sp A| = ∞ then there exists a strictly increasing or strictly decreasing sequence of points (xn)n ⊆ Sp A, which converges
to some point in Sp A. We deﬁne 
n = xn+xn+12 . If (xn)n is strictly increasing, then (
n, 
n+1)∩ Sp A is an open subset relative
to Sp A, and it is nonempty since it contains xn+1. We deﬁne Pn = χ[−|
n|,|
n|](A). Then there exists n0 such that (Pn)n is a
strictly monotone sequence of projectors for n > n0. So Pn are pairwise nonequivalent projectors for n > n0 by Corollary 8
and they all satisfy A# ⊆ P#n by Lemma 10. Likewise we argue if (xn)n is strictly decreasing. 
Lemma 13. Let A ∈ Bsa(H). Then Sp A = {α1,α2,α3} with |α1| < |α2| < |α3| if and only if both of the following hold:
(i) There exist precisely three pairwise nonequivalent and nonscalar projectors P1 , P2 , and P3 such that A# ⊆ P#i for i = 1,2,3.
(ii) A# =⋂3i=1 P#i with P1 , P2 , and P3 from (i).
Proof. Suppose Sp A = {α1,α2,α3} with |α1| < |α2| < |α3|. Then A =∑3i=1 αi P i , where Pi = χ{αi}(A). Because |α1| < |α2| <|α3| it easily follows that A# = A′ ⊆ P#i and that Pi are pairwise nonequivalent projectors for i = 1,2,3. So there are at least
three pairwise nonequivalent projectors satisfying (i). Now, if A# ⊆ P# for some nonscalar projector P then by Lemma 6,
P = φ(A) for some φ: Sp A = {α1,α2,α3} → {0,1}. Hence there are at most 23 − 2 = 6 nonscalar projectors with A# ⊆ P#.
However, P# = (Id−P )# by Corollary 8, so there are at most three of them, and therefore by the above exactly three
nonequivalent nonscalar projectors satisfy (i).
To verify (ii) we decompose the Hilbert space H = H1⊕H2⊕H3, where Hi = Im Pi . Then A# = A′ = Bsa(H1)⊕Bsa(H2)⊕
Bsa(H3) =⋂3i=1 P ′i =⋂3i=1 P#i .
We proceed by proving the opposite implication. Suppose (i)–(ii) holds. Since A# ⊆ P#i for exactly three projectors Pi , it
follows by Lemma 12 that |Sp A| < ∞.
If Sp A ⊇ {α1, . . . ,α4} with |α1| < |α2| < |α3| < |α4|, then it easily follows that Pi = χ{−αi ,αi}(A) are four pairwise
nonequivalent nonscalar projectors and A# ⊆ P#i by Lemma 10, contradicting (i).
If |{|α|: α ∈ Sp(A)}| < 3, then we will show that there exist at most two nonequivalent nonscalar projectors, such that
A# ⊆ P#i for i = 1,2, which again contradicts (i).
To this end we are facing ﬁve possibilities: either A is a scalar, or Sp A = {α1,α2} or Sp A = {−α1,α1} or Sp A =
{−α1,α1,α2} or Sp A = {−α1,α1,−α2,α2}, where |α1| = |α2|. We consider only the last possibility, the others can be
treated similarly. If we decompose the Hilbert space H = H1 ⊕ H2 ⊕ H3 ⊕ H4, where H1 = Imχ{−α1}(A), H2 = Imχ{α1}(A),
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(−α1
α1
)⊕ (−α2
α2
)
. Now, if A# ⊆ P# for a nonscalar projector P then by
Lemma 6, P = φ(A). However, if χ{α1}(A)  P , where  is a usual order relation on projectors, then also χ{−α1}(A)  P ,
because
( 0 1
1 0
)⊕ ( 0 1
1 0
) ∈ A# ⊆ P# = P ′ . Similarly for α2 in place of α1. Note that χ{−α1,α1}(A) is equivalent to χ{−α2,α2}(A).
Consequently, the only nonscalar projector up to equivalence with A# ⊆ P# is P = χ{−α1,α1}(A), contradicting (i).
Therefore {|α|: α ∈ Sp(A)} = {|α1|, |α2|, |α3|} for some 0 |α1| < |α2| < |α3|. This implies that Sp(A) ⊆ {−α1,α1,−α2,
α2,−α3,α3}. Similarly as above Pi = χ{−αi ,αi}(A) are the only projectors up to equivalence with A# ⊆ P#i , i = 1,2,3. If Sp A
contains α and −α for some nonzero α, for example if α1 = −α1 = 0, then for a nonzero self-adjoint A1: Imχ{α1}(A) →
Imχ{α1}(A) and nonzero T : Imχ{−α1}(A) → Imχ{α1}(A) the operator
( A1 T
T ∗ 0
)⊕ 0⊕ 0 ∈⋂3i=1 P#i \ A#, contradicting (ii). Hence
Sp A = {α1,α2,α3} with |α1| < |α2| < |α3|. 
The lemma below was inspired by Molnár and Šemrl [7].
Lemma 14. The following are equivalent for a nontrivial projector P :
(i) rk P = 1 or rk(Id−P ) = 1.
(ii) For every nontrivial projector Q , which quasi-commutes with P but is not equivalent to P , there exists some A with Sp A =
{α1,α2,α3} with |α1| < |α2| < |α3| such that A# = {P , Q }# .
Proof. Assume (ii), and suppose rk P  2 and rk(Id−P ) 2, contrary to (i). Then we can decompose Im P = H1 ⊕ H2, and
Ker P = H3 ⊕ H4, where dim Hi  1 for all i. Let Q be a projector onto H2 ⊕ H3. Clearly, Q /∈ {0, P , Id−P , Id}, so Q is
nontrivial, and by Corollary 8 not equivalent to P . However, Q commutes with P so it also quasi-commutes with P .
Clearly, {P , Q }# = P#∩Q # = P ′ ∩Q ′ , and it is easy to verify that P ′ ∩Q ′ = A′0, where A0 = P ∧Q +2P⊥∧Q +3P ∧Q ⊥+
4(P ∨Q )⊥ . We used the standard operations ∧, ∨, ⊥ among projectors. Note that the set {P ∧Q , P⊥∧Q , P ∧Q ⊥, (P ∨Q )⊥}
consists of pairwise orthogonal nontrivial projectors. Consequently, Sp A0 = {1,2,3,4} and it easily follows that A′0 = A#0 .
If A is an arbitrary operator with A# = {P , Q }#, then A# = A#0 so, by Lemma 6, A is a Borel function of A0 and vice-versa.
This is possible only when A and A0 have the same number of spectral points. This contradicts (ii).
Let us prove the other direction. We start with a projector P with rk P = 1. Let Q be any nontrivial projector that quasi-
commutes with P and is not equivalent to P . As above this is precisely when Q commutes with P and Q /∈ {0, P , Id−P , Id}.
Since rk P = 1 and Im(P ∧ Q ) = Im(P Q ) ⊆ Im(P ) we obtain that Im(P ∧ Q ) is at most one-dimensional. From here it easily
follows that P ∧ Q = 0 and P⊥ ∧ Q , P ∧ Q ⊥ , (P ∨ Q )⊥ are all nonzero, or that P ∧ Q ⊥ = 0 and P ∧ Q , P⊥ ∧ Q , (P ∨ Q )⊥
are all nonzero. In the former case, we let A = (P⊥ ∧ Q ) + 2(P ∧ Q ⊥) + 3(P ∨ Q )⊥ , while in the latter case we let
A = (P ∧ Q ) + 2(P⊥ ∧ Q ) + 3(P ∨ Q )⊥ . In both cases we have {P , Q }# = A# where A has precisely three spectral points.
If rk(Id−P ) = 1, then we just proved that (ii) holds for rank-one projector P1 = Id−P . Since P#1 = P ′1 = P ′ = P# we see
that (ii) holds also for P . 
2.3. Proof of the main theorem
We proceed in 8 steps.
Step 1. Let A ∈ Bsa(H). Then (i) A is scalar if and only if Φ(A) is scalar, and (ii) A is equivalent to a nonscalar projector if and only if
Φ(A) is equivalent to a nonscalar projector.
Since Φ is surjective and preserves quasi-commutativity in both directions, (i) follows by Corollary 7. To prove (ii), note
that by Lemma 9 a nonscalar projector is not maximal. So if an operator is equivalent to a nonscalar projector, it must be
nonmaximal. Since surjective Φ preserves the set of maximal operators in both directions, (ii) follows by Lemma 11.
Step 2. There exists a bijective map Ψ such that (i) Ψ preserves quasi-commutativity in both directions, (ii) A is a projector if and only
if the same holds for (Ψ ◦Φ)(A), and (iii) A is a projector of rank-one if and only if the same holds for (Ψ ◦Φ)(A). Nor the assumptions
nor the result of the Theorem are affected if we replace Φ by Ψ ◦ Φ . Hence we will do so and denote Ψ ◦ Φ again by Φ .
It is easy to see that any bijective map Ψ with the property Ψ (X)# = X# for X ∈ Bsa(H) preserves quasi-commutativity
in both directions (see Dolinar and Kuzma [4, Section 2.2]). By Step 1 we can ﬁnd such a map Ψ for which also (Ψ ◦Φ)(P )
is a projector if and only if P is a projector. Namely, since Y = Φ(P ) is equivalent to a projector then by Corollary 8 the
equivalence class [Y ] contains exactly two projectors. So for any projector P let Ψ perturb the equivalence class [Φ(P )]
in such a way that an equivalent pair {Φ(P ),Φ(Id−P )} is mapped onto the only pair of projectors inside [Φ(P )]. It easily
follows that after this perturbation, (Ψ ◦ Φ)(A) is a projector if and only if A is.
Next, it follows from Lemmas 13 and 14 that a projection P is of rank one if and only if (Ψ ◦Φ)(P ) is either of rank one
or (Ψ ◦ Φ)(P ) is of corank one. We may thus again perturb operators inside equivalence classes of (Ψ ◦ Φ)(A) to achieve
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holds for (Ψ ◦ Φ)(A).
Step 3. There exists a unitary or antiunitary operator U , such that Φ(P ) = U PU ∗ for every rank-one projector P . Without loss we
may assume that U = Id.
By Step 2 map Φ is bijective on the set of rank-one projectors. Note that rank-one projectors P and Q quasi-commute
if and only if they commute which in turn is equivalent to the fact that P and Q are orthogonal or equal.
So Φ is a bijection on the set of rank-one projectors and preserves orthogonality among them. Step 3 then follows by
Uhlhorn’s theorem [14], which is a generalization of Wigner’s theorem on quantum mechanical symmetry transformations
[15, pp. 251–254].
Nor the assumptions nor the result of the Theorem are affected if we replace Φ by U ∗ΦU . The changed map then ﬁxes
projectors of rank one.
Step 4. Φ(P ) = P or Φ(P ) = Id−P for every projector P . Without loss we may assume that Φ(P ) = P for any projector P .
By Step 3, this is true for rank-one projectors P . To prove it holds for any projector we essentially follow Molnár and
Šemrl [7, p. 593]. Let Q = Φ(P ). Note that P# = P ′ for any projector P . So, P commutes with a rank-one projector R if
and only if the projector Q = Φ(P ) commutes with Φ(R) = R . Choose a normalized x ∈ Im P or a normalized x ∈ Ker P .
Considering a rank-one projector R = x⊗ x∗ gives that x ∈ Im Q or x ∈ Ker Q . Therefore, if x1, x2 ∈ Im P then x1 + x2 ∈ Im Q
or x1 + x2 ∈ Ker Q , and it easily follows that P = Q or P = Id−Q .
Step 5. Let A ∈ Bsa(H) be arbitrary. Then A′ = Φ(A)′ and consequently Φ(A) = φ(A) for some bounded Borel measurable function
φ : Sp A → R, which depends on A.
Denote B = Φ(A). Then A# and B# = Φ(A)# = Φ(A#) contain the same projectors since projectors are ﬁxed by Φ . Note
that a projector P ∈ A# if and only if A ∈ P# = P ′ , which is equivalent to P ∈ A′ . Similarly, P ∈ B# if and only if P ∈ B ′ .
Hence A′ and B ′ contain the same projectors. We claim that A′ = B ′ . Let X ∈ Bsa(H) commutes with A. By the spectral
mapping theorem, X = limn→∞∑ni=1 λiχΩi (X) for appropriate λi and pairwise disjoint Ωi ⊆ Sp X . Note that projectors
χΩi (X) also commute with A (see Conway [3, Theorem 2.2(c), p. 263]) hence χΩi (X) ∈ B ′ . Then also X ∈ B ′ , implying
A′ ⊆ B ′ . Likewise B ′ ⊆ A′ , so A′ = B ′ .
It follows that B ∈ B ′′ = A′′ and therefore A′′ = {φ(A): φ bounded Borel measurable on Sp A}. So B = φ(A) (see Con-
way [3, Proposition 8.1, p. 285, and Lemma 8.7, p. 287]).
Step 6. Let M ∈ Bsa(H) be maximal. Then Φ(M) = μM, μ = 0.
By Lemma 9, M = (α Id) ⊕ (−α Id) and since Φ(M) = φM(M) is also maximal, Φ(M) = μM for some nonzero real μ.
Step 7. Let H = H1 ⊕ H2 ⊕ H3 be a decomposition of a Hilbert space into nonzero summands. If A = μ Id⊕ Id⊕(− Id), μ ∈ {0,2},
then Φ(A)# = A# .
Since Φ(A) = φA(A) we have Φ(A) = α Id⊕β Id⊕γ Id for some α,β,γ . By Step 5 we have (α Id⊕β Id⊕γ Id)′ =
Φ(A)′ = A′ which is possible only when α,β,γ are distinct. Note that A′ = Bsa(H1) ⊕ Bsa(H2) ⊕ Bsa(H3) = P ′ ∩ Q ′ for
projectors P = Id⊕0 ⊕ 0, respectively Q = 0 ⊕ Id⊕0. But P ′ = P# and Q ′ = Q # and since projectors are ﬁxed we deduce
that
Φ
(
A′
)= Φ(P ′)∩ Φ(Q ′)= Φ(P#)∩ Φ(Q #)= P# ∩ Q # = P ′ ∩ Q ′ =
(∗ 0 0
0 ∗ 0
0 0 ∗
)
= A′,
where each ∗ speciﬁes the appropriate operator. Consider next a maximal M = (− Id) ⊕ Id⊕ Id. Then Φ(M) is a nonzero
scalar multiple of M by Step 6. Clearly the projector P = Id⊕0⊕ 0 satisﬁes P# = P ′ = M ′ , and since projectors are ﬁxed we
also deduce
Φ
(
M ′
)= Φ(P ′)= Φ(P#)= Φ(P )# = P# = P ′ = M ′ =
(∗ 0 0
0 ∗ ∗
0 ∗ ∗
)
.
Take any nonzero T : H3 → H2 and deﬁne X = ( 2−μ2 Id) ⊕
( 0 T
T ∗ 0
)
. An elementary exercise validates X ∈ (M ′ ∩ A#) \ A′ .
Therefore, by bijectivity, Φ(X) ∈ (Φ(M ′)∩Φ(A#))\Φ(A′) = (M ′ ∩Φ(A)#)\ A′ , by the above. Because Φ(A) = α Id⊕β Id⊕γ Id
and γ = β it easily follows that γ = −β = 0.
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deﬁned as above. Then X2 = Id⊕T T ∗ ⊕ T ∗T where T T ∗ and T ∗T are projectors. Hence Sp(X2) ⊆ {0,1} and by the spectral
mapping theorem Sp(X) ⊆ {0,1,−1}.
By Step 5, Φ(X) = φX (X), where φX : Sp X → R. Since |Sp X |  3, we obtain that φX (λ) = a2λ2 + a1λ + a0 for some
scalars ai . It follows that
Φ(X) = (a0 + a1 + a2) Id⊕
(
a0 Id+a2T T ∗ a1T
a1T ∗ a0 Id+a2T ∗T
)
. (1)
By the above Φ(X) /∈ A′ , therefore a1 = 0. Assume erroneously that a0 + a1 + a2 = 0. Then
Φ(X) = 0⊕
(−(a1 + a2) Id+a2T T ∗ a1T
a1T ∗ −(a1 + a2) Id+a2T ∗T
)
.
If dim H2  2, then −(a1 + a2) Id+a2T T ∗ is nonzero because rk(T T ∗) = 1 and a1 = 0. However, Φ(X) would then not
commute nor anti-commute with Φ(A) = α Id⊕β Id⊕(−β) Id which contradicts the fact that X ∈ A#. Likewise we argue if
dim H3  2. Lastly, when dim H2 = 1 = dim H3 then X2 = Id, so Sp X ⊆ {−1,1}, and hence we may take φX (λ) = a1λ + a0,
i.e. a2 = 0. Repeating the above arguments reveals once more that (a0 + a1 + a2) = 0 is contradictory.
We have shown that in Eq. (1), (a0 + a1 + a2) = 0 and a1 = 0. But such Φ(X) quasi-commutes with Φ(A) =
α Id⊕β Id⊕(−β) Id only when α = 0, as claimed.
Assume now that μ = 2. Since α /∈ {−β,β} it remains to show that α = 0 in this case. Otherwise Φ(A)# = (0 ⊕
Id⊕ − Id)#. Then,
Φ
(
A#
)= Φ(A)# = (0⊕ Id⊕ − Id)# = (Φ(0⊕ Id⊕ − Id))# = Φ((0⊕ Id⊕ − Id)#)
where the second equation was already proven above. By bijectivity A# = (0⊕ Id⊕ − Id)#, a contradiction.
Step 8. Let B = Φ(A), A ∈ Bsa(H). Then we claim that B# = A# .
Since quasi-commutant is a union of commutant and anti-commutant and since A′ = B ′ by Step 5, it suﬃces to show
that A# \ A′ = B# \ B ′ , that is X /∈ A′ and AX = −X A is equivalent to X /∈ B ′ and B X = −XB , X ∈ Bsa(H). Actually, we
only need to verify A# \ A′ ⊆ B# \ B ′ , the reversed inclusion follows by applying the same arguments on Φ−1. There is
nothing to do when A# \ A′ = ∅. Otherwise, when A# \ A′ = ∅ we decompose the Hilbert space H = H1 ⊕ H2 ⊕ H3, where
H1 = Ker A, H2 = Imχ(−∞,0)(A), and H3 = Imχ(0,∞)(A). Decompose A = 0⊕ A2 ⊕ A3 accordingly. It is possible that one or
two summands in decomposition of H are zero. In this case we omit the corresponding parts in the decomposition of A.
Firstly assume that H1, H2, H3 are all nonzero. Choose any
X =
⎛
⎝ S X12 X13X∗12 X22 T
X∗13 T ∗ X33
⎞
⎠ ∈ A# \ A′
that is, AX + X A = 0 and X /∈ A′ . Since A2 is negative deﬁnite it follows by Lemma 2 that X22 = 0. Likewise, A3 is positive
deﬁnite, so X33 = 0. Since A2 and A3 are injective it follows by Lemma 2 that X12 = X13 = 0. Hence,
X = S ⊕
(
0 T
T ∗ 0
)
.
Since B = Φ(A) = φA(A) it follows by (ii) of Lemma 3 that
B = φA(0) ⊕ φA(A2) ⊕ φA(A3). (2)
Note that Φ(Z ′) = Φ(Z)′ for an arbitrary Z ∈ Bsa(H), since for a given D ∈ Z ′ we have that D commutes with Z , so
Φ(D) = φD(D) commutes with φZ (Z) = Φ(Z) and therefore Φ(D) ∈ Φ(Z)′ , hence Φ(Z ′) ⊆ Φ(Z)′ . The inverse implication
follows by considering Φ−1. Therefore,
Φ(X) ∈ Φ(A# \ A′)= Φ(A#) \ Φ(A′)= Φ(A)# \ Φ(A)′ = B# \ B ′. (3)
Clearly X = S ⊕ ( 0 T
T ∗ 0
) ∈ C# \ C ′ for C = 0 ⊕ Id⊕(− Id). Similarly as in (3), and by Steps 7 and 5, Φ(X) ∈ Φ(C)# \ Φ(C)′ =
C# \ C ′ . This implies
Φ(X) = Y11 ⊕
(
0 Y23
Y ∗23 0
)
. (4)
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Φ(X) = φX (S) ⊕
(
0 Th(T ∗T )
(Th(T ∗T ))∗ 0
)
(5)
for some bounded Borel function h. Hence, Y23 = Th(T ∗T ). Since Φ−1 has the same properties as Φ , there exists a bounded
Borel function g such that
S ⊕
(
0 T
T ∗ 0
)
= Φ−1(Φ(X))= Φ−1(Y11 ⊕
(
0 Y23
Y ∗23 0
))
= S ⊕
(
0 Y23g(Y ∗23Y23)
(Y23g(Y ∗23Y23))∗ 0
)
.
Hence, T = Y23g(Y ∗23Y23). In particular, comparing (4) and (5) we have Y23 = Th(T ∗T ), and therefore
T = (Th(T ∗T )) · g((Th(T ∗T ))∗ · (Th(T ∗T )))= Th(T ∗T ) · f (T ∗T ), (6)
where f (λ) = g(λ · |h(λ)|2). Observe that f is bounded Borel. It follows from (3) that Φ(X)B + BΦ(X) = 0 and from (2)
and (5) that
φA(A2) · Th
(
T ∗T
)= −Th(T ∗T ) · φA(A3). (7)
Now, due to AX + X A = 0 we see that A2T = −T A3. Starring on both sides gives A3T ∗ = −T ∗A2. Multiplying the equation
from the right with T yields
A3T
∗T = −T ∗A2T = T ∗T A3.
So A3 commutes with T ∗T , hence φA(A3) f (T ∗T ) = f (T ∗T )φA(A3), where f is deﬁned in (6). Multiplying (7) from the right
by f (T ∗T ), and using (6) we get
φA(A2)T = −TφA(A3). (8)
Once we show that φA(0) = 0 it easily follows from (8) and (2) that XB + B X = 0, hence X ∈ B#. So, let us show
that φA(0) = 0. Since we assumed A# \ A′ = ∅, there exists a nonzero M : H3 → H2, such that A2M = −MA3. Then,
Z = Id⊕( 0 M
M∗ 0
) ∈ A# \ (2 Id⊕ Id⊕(− Id))#. By Step 7, (Φ(2 Id⊕ Id⊕(− Id)))# = (2 Id⊕ Id⊕(− Id))#, so Φ(Z) ∈ Φ(A)# \
(2 Id⊕ Id⊕(− Id))#. Observe that Z /∈ A′ by Lemma 2 and therefore, as it was shown for X , we obtain Φ(Z) = φZ (Id) ⊕( 0 Mh2(M∗M)
(Mh2(M∗M))∗ 0
)
. Since Φ(Z) does not quasi-commute with (2 Id⊕ Id⊕(− Id)) we get φZ (Id) = 0 and Mh2(M∗M) = 0.
Then Z ∈ A# \ A′ implies Φ(Z) ∈ B# \ B ′ and from this φA(0) = 0.
Note that X /∈ A′ = B ′ by Step 5. We already proved X ∈ B# so A# \ A′ ⊆ B# \ B ′ whenever H1, H2, H3 are all nonzero.
Considering Φ−1 in place of Φ gives also the reversed inclusion.
Repeating the above arguments we obtain B# = A# also when A = A2 ⊕ A3. In the remaining cases A = 0 ⊕ Ai , or
A = 0, or A = Ai we have by Lemma 2 that A# = A′ since Ai is deﬁnite, i ∈ {2,3}. So B# = Φ(A#) = Φ(A′) = Φ(A)′ = B ′ =
A′ = A#. 
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