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Abstract
Animal movement studies have become ubiquitous in animal ecology for estimation of
space use and analysis of movement behavior. In these studies, animal movement data are
primarily collected at regular time intervals. We propose an irregular sampling design which
could lead to greater efficiency and information gain in animal movement studies. Our novel
sampling design, called lattice and random intermediate point (LARI), combines samples at
regular and random time intervals. We compare the LARI sampling design to regular sampling
designs in an example with common black carpenter ant location data, an example with guppy
location data, and a simulation study of movement with a point of attraction. We modify a
general stochastic differential equation model to allow for irregular time intervals and use this
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framework to compare sampling designs. When parameters are estimated reasonably well, reg-
ular sampling results in greater precision and accuracy in prediction of missing data. However,
in each of the data and simulation examples explored in this paper, LARI sampling results in
more accurate and precise parameter estimation, and thus better prediction of missing data as
well. This result suggests that researchers might gain greater insight into underlying animal
movement processes by choosing LARI sampling over regular sampling.
Keywords: Animal Movement, Stochastic Differential Equations, Sampling Design, Animal
Tracking, Ecology, Spatial Statistics
1 Introduction
Animal movement studies advance scientific knowledge of animal behavior in space and time.
Insight from animal movement models helps researchers understand how animals interact with
human and environmental factors. For example, researchers have conducted analyses of wildlife
telemetry data to predict the affect of climate change on species range (Schloss et al., 2012) and
to assess the impact of roadways on gene flow in terrestrial vertebrate populations (Shepard et al.,
2008). Furthermore, understanding the relationships between animals and their surroundings can
benefit conservation efforts (Festa-Bianchet and Apollonio, 2003; Chester, 2012; Berger, 2004)
and provide insight into disease dynamics (Wijeyakulasuriya et al., 2019; Conner and Miller,
2004).
Researchers often record wildlife telemetry data at regular intervals (Weimerskirch et al., 2002;
Forester et al., 2007; Kareiva and Shigesada, 1983; Parlin et al., 2018; Roeleke et al., 2018; Mc-
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Duie et al., 2019) and occasionally at higher frequencies at times when finer movement behavior
is expected (Richardson et al., 2018). There is evidence that increasing the frequency of regular
samples greatly improves estimates of movement distance and territory size (Mills et al., 2006), but
resource limitations often lead to difficulties in consistently obtaining samples at high frequencies
without reducing the overall length of the study. In this work, we show that the use of sampling
designs other than regular sampling can lead to better inference on parameters in animal movement
models without requiring additional samples or reducing study duration. While Millspaugh and
Marzluff (2001) mention the application of a range of sampling designs with stochastic compo-
nents for wildlife telemetry studies, these designs have not been thoroughly compared in context
and are rarely implemented.
There is a widely accepted view in geostatistics that samples at regular intervals in space lead to
better interpolation of data, while clustered samples lead to better estimation of spatial covariance
parameters (Zimmerman, 2006). To compromise between parameter estimation and prediction at
unobserved locations, Zimmerman (2006) suggests inclusion of samples with regular spacing as
well as groups or pairs of points that are close together. One example of this is a lattice plus close
pairs approach in which at least half of the locations form a regular lattice in 2D space, while
the remaining points are randomly assigned within a disc centered at randomly selected lattice
locations (Diggle and Lophaven, 2006). Diggle and Lophaven (2006) found that a lattice plus
close pairs design performed better than a lattice alone or a lattice and infill approach in regard to
spatial prediction.
Theoretical support for sampling at different scales is lacking in the geostatistical literature. On
the contrary, systematic or regular sampling has been shown to be optimal within some subclasses
of two-dimensional sampling designs in regard to minimizing variance of the sample mean (Bell-
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house, 1977). However, few problems remain in animal movement modeling in which the only
goal is precise estimation of a population mean. Instead, we look to the experimental literature
which evidences the superiority of irregular sampling for detection of spatial patterns (Fortin et al.,
1990; Oliver and Webster, 1986).
In this paper, we propose a sampling scheme for animal telemetry data inspired by the lattice
plus close pairs geostatistical design. Our proposed approach, which we call a lattice and random
intermediate point (LARI) design, requires data collection at regular time intervals coupled with
one randomly selected time point in between each adjacent pair of regular samples. We conjecture
that the regular time intervals will result in suitable temporal coverage while the random interme-
diate points will capture behavior at short time lags. We suspect that capturing behavior at different
time scales will correspond with improved estimation of movement parameters.
This LARI sampling design was motivated by a problem that arose in collection of wood nest-
ing carpenter ant, Camponotus pennsylvanicus, movement data at the Pennsylvania State Uni-
versity. Members of the Hughes laboratory captured video footage of ants in a wooden nest over a
4 hour time frame and recorded coordinate locations of the ants at 1 second intervals (Modlmeier
et al., 2019). The data collection procedure was manually expensive, requiring the recruitment,
training, and labor of seventeen undergraduate students (Modlmeier et al., 2019). As a new exper-
iment was planned involving a large number of nests over a longer time frame, it became apparent
that the data collection strategy previously employed would not be feasible at the necessary scale.
Thus we set out to develop a sampling design that would result in similar model inference while
reducing the manual cost. Of course, this motivation is not limited to the ant example. Restric-
tions on data collection frequency and magnitude are commonplace in animal movement studies,
especially those that employ tracking devices (Tomkiewicz et al., 2010).
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We describe the LARI sampling scheme in detail in Section 2. In Section 3 we outline a
stochastic differential equation (SDE) model for movement similar to that of Russell et al. (2018).
In Section 4, we compare parameter estimation and prediction accuracy between sampling designs
via a simulated example. In Section 5, we compare parameter estimates between sampling designs
using subsamples of guppy movement data. In Section 6, we present a novel modeling framework
which we apply to the high resolution carpenter ant movement data and implement to compare
sampling designs.
2 A Lattice and Random Intermediate Points Sampling Scheme
In a given animal movement study, assume data collection is set to begin at time 0 and end at
time T . Assume resources are limited and only n samples will be collected in this time frame for
a single individual. Sampling the animal’s position at regular time intervals of length h = T
n−1
results in the data matrix
DRegular ≡
 0 h 2h . . . T − h T
r0 rh r2h . . . rT−h rT

′
(1)
where rt ≡
[
xt yt
]′
is the x- and y-coordinate vector of the animal’s position at time t ∈
{0, h, 2h, . . . , T − h, T}. While regular sampling minimizes the maximum time between observa-
tions, movement behavior occurring at finer time scales than those sampled is not captured in the
observed data.
We propose a lattice and random intermediate points (LARI) sampling scheme, which produces
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the data matrix
DLARI ≡
 0 t∗0 2h t∗1 4h . . . T − 2h t∗n2 T
r0 rt∗0 r2h rt∗1 r4h . . . rT−2h rt∗n
2
rT

′
(2)
where
t∗i ∼ Uniform (2hi, 2h(i+ 1)) , i ∈
{
0, 1, 2, . . . ,
n
2
}
.
In practice, it may be more realistic to choose t∗i from a Discrete Uniform distribution depending
on the sampling resolution.
Both data matrices DRegular and DLARI contain n observations for a single individual. To collect
data for multiple individuals over multiple time frames, repeat this procedure as necessary.
3 Stochastic Differential Equation Model for Animal Movement
We follow Russell et al. (2018) and Hanks et al. (2017) and consider a flexible stochastic differen-
tial equation (SDE) model for an animal’s position rt at time t
drt = vtdt (3)
dvt = −β(vt − µ(rt))dt+ c(rt)Idwt (4)
where vt is the velocity of the animal at time t, β is the coefficient of friction (Nelson, 1967) which
controls autocorrelation in movement, µ(rt) is the mean drift in the direction of movement, c(rt)
is a scalar that controls the variance in the stochastic term, I is a 2 × 2 identity matrix, and wt
is independent Brownian motion in R2. This SDE framework is attractive because of the wide
range of movement behavior which can be modeled. For example, the right hand side of (4) can
be viewed as the sum of forces acting on the animal at time t and at position rt. For instance, there
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could be a force toward the center of the animal’s home range, toward the nearest food source,
toward breeding grounds, toward higher or lower elevation, away from the nearest predator, or
away from cooler temperatures. Depending on the time frame and study species, these forces
could vary over time or space.
Brillinger et al. (2012) used a similar SDE framework and adopted potential functions from
particle and planetary movement models to model elk movement by setting µ(rt) = −Op(rt), the
negative gradient of a potential surface p(rt). The potential surface is a continuous surface or grid
with the highest values on the surface at repulsive locations, lowest values at attractive locations,
and relatively central values in areas where the force is neutral. Under this model, the average
animal in a population moves around the space avoiding those points of repulsion or areas with high
potential and moving toward points of attraction or areas with low potential. A simple example of a
potential surface is the quadratic function k(x2 +y2) which will be used in a simulation example in
Section 4. This quadratic potential surface has a single point of attraction at the origin, as shown in
Figure 1 with the parameter k = 1. The white arrows displayed in Figure 1 point down the gradient
of the potential surface, in the direction of mean drift. One might utilize this potential surface in
a model for movement of a central place forager, with movement centered around
[
0 0
]′
and k
controlling the strength of attraction to this central location. Potential surfaces can be much more
complex than this example, as we will see in Section 6. For further detail on the use of potential
surfaces to model animal movement, see Preisler et al. (2013).
Russell et al. (2017, 2018) expanded the SDE framework of Brillinger et al. (2012) to include
motility surfaces, which describe overall speed independent of direction as a function of location.
The motility surface is a surface or grid of values assigned on the space inhabited by the animal.
High motility values are indicative of fast movement or high speed in the corresponding location.
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Figure 1: Quadratic potential surface with a single attraction point at the origin.
Low motility is indicative of slow movement.
The SDE model we define in this section is similar to that of Russell et al. (2018) with zero
measurement error and assuming the motility surface is smooth. As in Russell et al. (2018), we
define the mean drift and magnitude of stochasticity with spatially-varying motility and potential
surfaces. The potential surface p(rt) captures spatially-varying directional bias (drift) through
−Op(rt), while the motility surface m(rt) models spatial variation in speed without directional
bias by compressing and dilating time. The mean drift µ(rt) and magnitude of stochasticity c(rt)
are defined
µ(rt) ≡ m(rt)[−Op(rt)] (5)
c(rt) ≡ σm(rt) (6)
where σ controls the magnitude of the random forces acting on the animal. We chose to ignore
measurement error because the measurement error in our ant data is negligible. As sophisticated
technology allows for greater accuracy in animal tracking, we expect the need for measurement
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error specification for animal location to diminish. When movement error is not negligible, state-
space models can be used with the SDE model (3)–(6) being a model for the true, but latent, animal
position over time.
3.1 Numerical Approximations
A closed-form solution to (3)–(6) only exists for very simple choices of m(·) and p(·). There is
no closed-form solution whenever spatial constraints are present (e.g., Hanks et al. (2017); Russell
et al. (2018)). In this section, we present a general numerical approximation to the SDE which is
applicable in a broad range of settings including those where there is no closed-form solution.
Hanks et al. (2017) and Russell et al. (2018, 2017) describe numerical approximations using
samples at regular time intervals and do not consider irregular time lags between samples. Our
discrete-time approximation approach is similar to that of Russell et al. (2018), but we extend
their framework to the case where the intervals between observation times can vary. Developing
numerical methods for irregular time intervals will make inference more straightforward when data
are missing or irregularly sampled. To simplify notation for irregular samples, we now change the
subscript in equations from continuous time t to ordered observation number τ . Henceforth, rτ is
the vector of elements in column τ , row 2 of a data matrix of the form (1) or (2).
Euler-Maruyama approximations are derived from Taylor series expansions (Kloeden and Platen,
2013) and are commonly used to numerically approximate SDE models because they are easy to
calculate. The Euler-Maruyama method approximates (3)–(4) by
rτ+1 = rτ + vτhτ (7)
vτ+1 = vτ − β(vτ − µ(rτ ))hτ + c(rτ )Idwτ (8)
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where hτ is the change in time from observation τ to observation τ + 1. Here our approach differs
from the SDE model of Russell et al. (2018) where hτ was constant with respect to τ . Substituting
(7) into (8) following Hanks et al. (2017) results in
rτ+2 − rτ+1
hτ+1
− rτ+1 − rτ
hτ
= βhτ
(
µ(rτ )− rτ+1 − rτ
hτ
)
+ c(rτ )h
1/2
τ τ (9)
where τ
iid∼ N(0, I) and 0 is the zero vector in R2. This can be re-expressed as
rτ+2 = rτ+1 +
hτ+1
hτ
(rτ+1 − rτ ) + βhτhτ+1
(
µ(rτ )− rτ+1 − rτ
hτ
)
+ c(rτ )h
1/2
τ hτ+1τ , (10)
an equation in which the ant’s position is a function of the two previous observed positions.
In Supplemental Material A, we provide examples of potential and motility surfaces, which
we simulate from using (10). These examples illustrate how changing the motility and potential
surfaces effects the movement behavior described by the model.
4 Simulation Example
4.1 Simulation from an SDE Model with Quadratic Potential Function
We conducted a simulation example to compare the sampling schemes in (1) and (2). We sim-
ulated data at a fine temporal scale from an SDE model with a quadratic potential function and
constant motility surface. The quadratic function biases movement toward a single attraction point
at
[
0 0
]′
. This approximates real movement behavior exhibited by central place foragers such as
white-tailed deer (Tierson et al., 1985). In this example,
m(rτ ) ≡ 1
p(rτ ) ≡ kr′τrτ
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where k ∈ R controls the strength of attraction to the central location
[
0 0
]′
. Consequently,
µ(rτ ) = −Op(rτ ) = −2krτ
c(rτ ) = σ.
The set of SDEs (3) and (4) become
drt = vtdt (11)
dvt = −β[vt − (−2krτ )]dt+ σIdwt (12)
and the numerical approximation (9) becomes
rτ+2 − rτ+1
hτ+1
− rτ+1 − rτ
hτ
= βhτ
(
−2krτ − rτ+1 − rτ
hτ
)
+ h
1/2
τ στ . (13)
Since the simulated data is generated at regular time steps, we set hτ = h for all observations τ
and solve for rτ+2 to get
rτ+2 = rτ+1(2− βh) + rτ (βh− 1− 2βkh2) + h3/2στ (14)
which is an autoregressive model of order 2.
We simulated movement data for one individual over n = 500 time points with time step h = 1
and model parameters β = 0.4, α ≡ kβ = 0.08, and σ = 0.5. Since simulation of observation τ
requires observations τ − 1 and τ − 2 as input, we fixed the positions at the first two time points
near the point of attraction
[
0 0
]′
. Specifically, r1 = r2 =
[
1 1
]′
. The next 498 time points
were simulated recursively from (14). Figure 2 depicts one path simulated with this procedure.
We will simulate 150 paths and consider each path separately. We will compare regular and LARI
sampling schemes by subsampling each simulated path using (1)–(2) with h = 5 and comparing
subsamples.
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Figure 2: (A) Simulated data for an individual with grey lines connecting those data points that are
adjacent in time. The single attraction point is displayed as a red "+". (B) The quadratic potential
surface with simulated positions for a single individual depicted in white.
We refer to the full simulation containing all x- and y-coordinates by {r}. The general notation
for the positions included in the LARI or regular subsample is {r}obs and the positions removed by
the subsampling procedure are {r}unobs. Thus, the subsampling procedure is represented by
{r}obs = {r} \ {r}unobs.
4.2 Parameter Identifiability
In Kloeden and Platen (2013), the authors derive vector and matrix ordinary differential equations
for the vector mean and second moment of a general vector linear SDE. In this subsection, we
will interpret this derivation in the context of (11) and (12). For simplicity, we describe this result
in the x direction only, where rx(t) is the x component of the coordinate vector rt, vx(t) is the x
component of the coordinate vector vt, and wx(t) is independent Brownian motion in R1.
We are interested in determining whether the parameters we intend to estimate (β, σ, and α)
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are identifiable as we approach the stationary distribution (i.e., as t→∞). By combining (11) and
(12), we obtain the vector SDE
d
rx(t)
vx(t)
 =
 0 1
−2α −β

rx
vx

t
dt+
0
σ
 dwx(t), (15)
which allows us to derive the vector mean
n(t) = E

rx(t)
vx(t)

 =
 0 1
−2α −β

−1
dn(t)
dt
. (16)
As we approach the stationary distribution and dn(t)
dt
= 0, the mean vector
n(t) = 0.
Therefore, the second moment of the stationary distribution
S(t) = E

rx(t)
vx(t)

rx(t)
vx(t)

′ = Var

rx(t)
vx(t)

 (17)
is found by solving the system of equations
dS(t)
dt
=
 0 1
−2α −β
S(t) + S(t)
 0 1
−2α −β
+
0
σ

0
σ

′
. (18)
The stationarity of the distribution implies dS(t)
dt
= 0, which along with (18) yeilds
S(t) =
σ
2
2β
0
0 σ
2
4βα
 . (19)
Thus, we have 2 equations and 3 unknowns, rendering σ, β, and α unidentifiable.
This result highlights the value of having samples at short time lags. When telemetry data are
sampled regularly at large time lags, the transient distribution will be well-approximated by the
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stationary distribution, and parameters in the model may become unidentifiable, or only weakly
identifiable. Thus, we expect the regular subsample will lead to unidentifiability in parameter
estimation. In Section 4.3, we outline the model-fitting procedure applied to the LARI and regular
subsamples.
4.3 Estimation of Model Parameters and Missing Values
Initially, we attempted posterior approximation of the model parameters ignoring the missing data.
However, this approach led to poor parameter inference (see Supporting Material B), which could
be due to the large reduction in movement variability that occurs when data are subsampled. These
results led to our decision to estimate the positions at unobserved time points, thus reintroducing
an appropriate amount of variability into the movement paths.
To estimate β, α, σ, and {r}unobs, we took a Bayesian approach and constructed an MCMC
algorithm to sample from the joint posterior pi(α, β, σ, {r}unobs|{r}obs). For details on the posterior
distribution and MCMC sampler, see Supporting Material C.
4.4 Simulation Example Results
We simulated 150 paths, subsampled the paths using both a LARI and regular design, and indi-
vidually fit each subsample using the estimation approach described in Section 4.3. We assessed
convergence of the MCMC algorithm in each case using the Geweke diagnostic (Geweke, 1991).
The Geweke convergence diagnostic quantifies the dissimilarity of the means of the first 10% and
last 50% of the Markov chain iterations. In the Geweke diagnostic, the test statistic for variable η
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is a z-score
z =
η¯(first 10%) − η¯(last 50%)
ŜE
where η¯(first 10%) is the sample mean of the first 10% of the Markov chain, η¯(last 50%) is the sample
mean of the last 50% of the chain, and ŜE is the asymptotic standard error of the difference,
computed using spectral density estimates for the two sections of the chain.
For each subsample and each simulated path, the Geweke diagnostic was computed for the
three parameters α, β, and σ. We labelled a subsample "converged" if the absolute values of the
Geweke diagnostics for all three chains were less than 3. By this definition, of the 300 subsamples,
76.3% converged. Specifically, 84% of the LARI subsamples and 68.7% of the regular subsamples
converged. We removed all simulations where at least one subsample (regular or LARI) did not
converge, leaving 87 of the 150 simulations for analysis.
0.0 0.5 1.0 1.5
α
1 2 3
β
0.5 1.0 1.5 2.0
σ
LARI Regular True Value
Figure 3: 95% equal-tailed credible intervals for each subsample.
95% equal-tailed credible intervals for the model parameters are shown for the 174 remain-
ing subsamples in Figure 3. As depicted in Figure 3, many of the regular subsamples result in
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poor estimation of the model parameters. Only 46.6% of the 87 regular subsamples resulted in
credible intervals containing all three true parameter values, compared to 78.4% of the 87 LARI
subsamples. This result is consistent with the theoretical justification in Section 4.2, which sug-
gests unidentifiability when we use a regular subsample at large enough time steps.
Although we have already obtained evidence in favor of LARI sampling for parameter esti-
mation, we are also interested in the "best case" scenario where both subsamples capture the true
parameter values in their 95% credible intervals. There are 34 remaining simulations in this "best
case" subset. The model parameter 95% credible intervals for the "best case" subsamples are
shown in Figure 4.
0.1 0.2 0.3
α
0.4 0.6 0.8 1.0
β
0.50 0.75 1.00
σ
LARI Regular True Value
Figure 4: 95% equal-tailed credible intervals for the "best case" subset.
We are now limited to 2 subsets; the subsamples which led to convergence by our definition
and the "best case" subsamples. For each of these subsets, we will compare parameter estimation
and prediction of missing values between the LARI and regular sampling designs with 8 metrics.
We define these metrics in the following passages and display our results in Figures 5 and 6.
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To assess parameter estimation accuracy, we found the posterior mean squared error (PMSE)
for each of the model parameters, α, β, and σ2. The PMSE of variable η is the mean squared
difference between the MCMC draws η(i) and the true parameter value ηtrue
PMSE(η) =
∫
(η − ηtrue)2pi(η|{r}obs)dη
≈ 1
100, 000
100,000∑
i=1
(η(i) − ηtrue)2.
We constructed 95% equal-tailed credible intervals for α, β, and σ2 and recorded credible interval
width to assess parameter estimation precision.
To assess prediction accuracy for missing time points, mean squared predictive errors (MSPE)
were found for each subsample, where
MSPE({r}unobs) =
∑
k∈{τ : rτ∈{r}unobs}
[
r¯
(i)
k − rk
]′ [
r¯
(i)
k − rk
]
,
rk is the true location of observation k, r
(i)
k is the i
th sample from the posterior distribution of rk,
and r¯(i)k =
∑100,000
i=1 r
(i)
k
100,000
. We found the mean width of 95% equal-tailed credible intervals for missing
values {r}unobs to assess precision of the predictions.
Figure 5 depicts the statistics for all converged simulations (that is, all with Geweke Z-scores
for α, β, and σ2 less then 3), and Figure 6 looks at a further subset, the "best case" simulations
(those which included the true values of α, β, and σ2 in their equal-tailed 95% credible intervals).
The results displayed in Figure 5 indicate the LARI subsamples outperform the regular subsamples
with respect to 95% credible interval width and PMSE for α, β, and σ2. The LARI subsamples also
outperform the regular subsamples on average when we compare them based on the metrics for
predicting missing data. However, in the "best case" subset where LARI and regular subsamples
both estimate the parameters well, the regular subsamples more accurately predict missing data.
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The missing data MSPEs from all but one of the LARI subsamples are lower than all MSPEs from
the regular subsamples.
Thus, for the simulations that converged, the LARI sampling design led to better estimation
of the model parameters α, β, and σ as well as better prediction of missing locations; but when
both LARI and regular subsamples estimated the parameters well, the regular sampling design led
to greater accuracy and precision in prediction of missing data points. This result is consistent
with the hypothesis that the variability in time intervals between observations in the LARI design
leads to a better understanding of movement behavior through greater accuracy in model parameter
estimation.
PMSE(σ) σ 95% Credible Interval Width
PMSE(β) β 95% Credible Interval Width Missing Data Mean 95% CI Width
PMSE(α) α 95% Credible Interval Width Missing Data MSPE
LARI
Regular
0.0 0.5 1.0 1.5 0.0 0.5 1.0
0 1 2 3 4 5 0 1 2 3 4 5 6 7
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0
10
20
30
40
0
5
10
15
20
25
0
30
60
90
0
20
40
60
0
10
20
30
40
0
50
100
0
50
100
0
25
50
75
100
Figure 5: Stacked histograms using all converged simulations (the absolute values of Geweke Z-
scores for α, β, and σ2 were all less then 3). The dotted line delineates the mean of the LARI
subsamples, and the solid line portrays the mean of the regular subsamples.
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PMSE(σ) σ 95% Credible Interval Width
PMSE(β) β 95% Credible Interval Width Missing Data Mean 95% CI Width
PMSE(α) α 95% Credible Interval Width Missing Data MSPE
LARI
Regular
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Figure 6: Stacked histograms from the "best case" simulations. The dotted line is positioned at the
mean of the LARI subsamples and the solid line at the mean of the regular subsamples.
To better understand the missing data prediction results, we explore one of the "best case"
simulations. In Figure 7, we plot the true x- and y-coordinates for the first 50 time points with
corresponding 95% credible intervals. As shown in Figure 7, sampling at regular intervals often
results in smaller credible intervals for unobserved values. We suspect this is because the LARI
design includes larger time gaps than regular sampling, which disproportionately affects the mean
of credible interval widths.
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Figure 7: The first 50 time points with the true simulated values connected by a black line and 95%
credible intervals depicted as orange bands. Grey dashed lines indicate the time points that were
observed in the sample. The panels on the left (A and C) depict the results for the regular sample
and the panels on the right (B and D) depict the results for the LARI sample.
5 Guppy Data Example
In our first data example, we will use movement data from a captive population of guppies (Poecilia
reticulata). The group of guppies were released in the bottom right corner of a flat-bottomed square
tank and swam toward a sheltered area in the opposite corner of the tank. The data consists of
360 observations recorded at 0.1 second intervals for each of 10 guppies. For more information
regarding data collection, see Bode et al. (2012). After fitting a SDE to the full data, we will
compare the sampling schemes in (1) and (2) by subsampling the data and comparing the resulting
model fits.
20
5.1 SDE Model
As in the simulation example, we can represent the movement of individual guppies with a set of
SDEs. In this example, we define motility and potential surfaces
m(rτ ) ≡ 1
p(rτ ) ≡ k|rτ − a|
where k ∈ R controls the strength of the drift toward a known point of attraction a =
[
281 434
]′
in the sheltered corner of the tank. The potential surface is defined in this way to elicit a constant
force toward the point of attraction. This specification of potential and motility surfaces results in
mean drift and magnitude of stochasticity
µ(rτ ) = −Op(rτ ) = −k × sign(rτ − a)
c(rτ ) = σ.
The set of SDEs (3) and (4) become
drt = vtdt (20)
dvt = −β[vt − (−k × sign(rτ − a))]dt+ σIdwt (21)
and the numerical approximation (9) becomes
rτ+2 − rτ+1
hτ+1
− rτ+1 − rτ
hτ
= βhτ
(
−k × sign(rτ − a)− rτ+1 − rτ
hτ
)
+ h
1/2
τ στ . (22)
Linear regression was implemented to estimate k, β, and σ2.
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5.2 Results
We implemented a data subsampling procedure which resulted in 3 regular subsamples and 300
LARI subsamples. The regular subsamples were recorded at 0.3 second intervals beginning at each
of the first 3 time points. For each of the regular subsamples, 100 corresponding LARI subsamples
were collected which consisted of every other sample from the regular data (i.e., regular samples
at 0.6 second intervals) coupled with a random time point selected from the observations in each
subinterval. This resulted in 3 groups of subsamples, each consisting of one regular subsample and
100 corresponding LARI subsamples.
The potential surface estimated with the full data is shown in Figure 8 with observations de-
picted in white. The potential surfaces estimated with subsampled data are similar in appearance,
so we analyze them by comparing estimates of k, β, and σ2. The 3 groups of subsamples resulted
in identical conclusions, so we chose a random group to plot in Figure 9. In Figure 9, we display
the parameter estimation results for k, β, and σ2. While all subsamples led to underestimation of
the model parameters compared to the full data, the LARI subsamples are closer to the full data.
In particular, when estimating σ2, the LARI subsamples always outperform the regular subsample.
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Figure 8: The estimated potential surface using the full data. Observations are shown in white.
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Figure 9: The estimated values of the parameters k, β and σ2 from a regular subsample and 100
corresponding LARI subsamples (orange empirical density).
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6 Carpenter Ant Example
Figure 10: 14, 401 positions over 4 hours for each of the 73 ants, color coded by individual.
We now turn to the dataset introduced in Section 1, which consists of the positions of 78 ants
at 1 second intervals over a 4 hour time frame (14,401 total observations per ant). Researchers
observed the ants in a 200× 65× 6 mm wooden nest, shown in Figure 10 along with the positions
of all ants at all time points. The ants could enter or exit the nest at any time to utilize a separate
foraging area. The data collection procedure is described in further detail by Modlmeier et al.
(2019). In Figure 11, we illustrate movement observed for one individual who stayed inside the
nest throughout the 4 hour time frame.
From this data we obtained four datasets for comparison, one of which is the full data (1 second
intervals). The three additional datasets are subsamples from the full data; we produced one with
the regular sampling design using h = 3 seconds, one dataset with the LARI sampling design
using h = 5 seconds, and one with the regular sampling design using h = 5 seconds. Ants
display stop and start behavior, but the SDE model alone cannot handle state switching. Thus,
we removed observations where the ants were stationary within each dataset. After removal of
stationary observations, a total of 232, 571 observations remained in the full dataset, the largest of
24
0 s 2000 s 4000 s 6000 s 8000 s 10000 s 12000 s 14000 s
Figure 11: 14, 401 positions over 4 hours for a single ant, color coded by observation time.
the four datasets. Similar to Russell et al. (2018), we only consider modeling ant movement when
ants are moving.
6.1 Ant Movement Model
In this example, we apply the framework from (9) to model ant movement behavior. We represent
the surface of the ant nest using J = 9, 998 grid cells (1× 1 mm). Following Russell et al. (2018),
we specify spatially-varying motility and potential surfaces to capture spatial heterogeneity in ant
movement. The zeroth order spline representations of the potential and motility surfaces evaluated
at position rτ are
p(rτ ) ≡
J∑
j=1
pjsj(rτ )
m(rτ ) ≡
J∑
j=1
mjsj(rτ )
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where
sj(rτ ) ≡

1, rτ in jth grid cell
0, otherwise
and pj and mj are the potential and motility surfaces respectively, evaluated in grid cell j. Of
course, there are other basis functions we could use to build potential and motility surfaces, such
as thin plate splines. However, thin plate splines and other bases are more difficult work with in
the constrained geometry of the ant nest.
The model equation (9) has infinitely many solutions if constraints are not imposed. To obtain
identifiability, we fix σ = 1 as in Russell et al. (2018). Russell et al. (2018) took a Bayesian
approach to parameter estimation with a similar model. However, our novel approximation in
(10) allows for a direct evaluation of the likelihood of animal locations observed at irregular time
intervals. We propose an algorithm for estimation of model parameters based on maximizing the
likelihood (10) while penalizing the roughness of the potential and motility surfaces. Modlmeier
et al. (2019) used a related algorithm, but only allowing for regularly sampled data. Modlmeier
et al. (2019) also do not provide full mathematical details of the algorithm, which we provide in
summary here and in detail in Supplemental Materials D.
We estimate p ≡
[
p1 . . . pJ
]′
and m ≡
[
m1 . . . mJ
]′
with an iterative procedure begin-
ning with the model equation (9). Rewriting (9), we have
rτ+2 − rτ+1
hτ+1
− rτ+1 − rτ
hτ
∼ N
(
βhτ
(
µ(rτ )− rτ+1 − rτ
hτ
)
, diag(c2(rτ )hτ )
)
(23)
where µ(rτ ) = m(rτ )[−Op(rτ )] is estimated as a function of m and p and c(rτ ) = m(rτ ) is
estimated as a function of m. Thus, we refer to p as a mean parameter, and m could be considered
both a mean and a variance parameter. However, we will estimate m using the variance and thus
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we refer to it as a variance parameter.
We hold out 20% of the data to use when choosing the tuning parameter λ, which controls the
smoothness of the surfaces, later in the procedure. The remaining 80% of the data are fit simul-
taneously for all ants, assuming ants move independently and there is no correlation in the x- and
y-components of movement. The procedure is similar to restricted maximum likelihood (REML)
approaches common in mixed models, as we use residuals to estimate covariance parameters,
which are then used to estimate mean parameters. Our proposed approach is as follows:
1. Obtain a preliminary estimate of mean parameters (β and p) assuming the motility surface
is constant (model errors are independent and identically distributed).
2. Estimate variance parameters (m) using residuals from step 1.
3. Estimate mean parameters (β and p) conditioned on the variance estimates from step 2.
For details about the estimation approach, refer to Supplemental Material D.
6.2 Results
Section 6.1 describes a computationally efficient method of fitting spatially-varying coefficients in
SDE movement models. We completed the 3-step procedure for 17 values of the tuning parameter
using the full data (232,571 total observations) in less than 25 minutes. We completed the proce-
dure in the programming language R (version 3.5.2) on a MacBook Pro with a 2.9 GHz Intel Core
i5 processor and 8 GB of 2133 MHz LPDDR3 RAM.
We estimated motility and potential surfaces for four samples: the full data with observations at
1 second intervals, a subsample with observations every 3 seconds, a subsample with observations
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every 5 seconds, and a LARI subsample with regular samples every 10 seconds coupled with a
random point in between each pair of regular samples. The 10 second LARI sample and every 5
second regular sample have an equal number of observations, so comparison of the results from
these two datasets amounts to a direct comparison of the LARI sampling scheme to the regular
sampling scheme for this data.
For each of the four samples, we chose the optimal value of λ separately based on prediction
accuracy on the holdout set. We chose log(λ) = 0 for the full data, log(λ) = 2 for the every 3
seconds sample, log(λ) = 3 for the every 5 seconds sample, and log(λ) = 4 for the 10 second
LARI sample.
Figure 12 displays the estimated log motility surfaces for the four datasets. Since high motility
indicates high activity, it is evident from the plots that the ants moved more quickly in the center
chambers (Modlmeier et al., 2019). Assuming the motility surface generated with the full data is
closest to the truth, we found mean squared errors (MSE) of the log motility surfaces in Figure
12(B–D) by summing squared differences between those surfaces and the surface in Figure 12(A)
over all grid cells. As shown in the text in Figure 12, the MSE for the 10 second LARI sampling
scheme is smaller than the every 5 seconds sampling scheme, which suggests that the motility
surface was better estimated with the LARI subsample than the regular subsample of the same size.
Each of the three subsamples underestimated the motility surface compared to the full data, a sign
that regardless of sampling design, we lost information about the motility surface by subsampling
(Figure 13).
In Figure 14, we show the estimated potential surfaces with gradient vectors pointing down
the gradient of potential surface. The gradient vectors depict the negative gradient of the potential
surface scaled by 5 to improve visibility. We chose to plot the gradient vectors in every third grid
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Every 3 Seconds Every 5 Seconds 10s LARI
Mean Error in Gradient Vector Magnitude -0.2216 -0.5045 -1.624
Mean Error in Gradient Vector Angle -0.0317 0.0565 0.0164
MSD between Gradient Vectors 18.1455 21.2761 14.8337
Table 1: Potential surface error statistics for the three subsamples.
cell for visual clarity. Since the potential surface is identifiable only up to an additive constant,
we subtracted the mean from each potential surface to view them on roughly the same scale.
We carried out comparisons between potential surfaces through mean squared distance (MSD)
between the ends of the gradient vectors generated from the full data and those generated from
the subsample. Of the three subsamples, the potential surface estimated with the 10 second LARI
subsample had the smallest MSD (Table 1). We then decomposed the MSD into two additional
metrics: mean error in magnitude and angle of the gradient vectors. The 10 second LARI design
resulted in a smaller error in the angle of the gradient vectors compared to the every 5 second
design, but the 5 second design resulted in a smaller mean error in gradient vector magnitude
(Table 1). On average, all three potential surfaces estimated with subsamples of the data are too
smooth, i.e., the gradient vectors are biased toward zero (Table 1).
Since the LARI sampling scheme requires random samples in each 10 second time interval,
there are 91,439 possible 10 second LARI subsamples. To evaluate the variability attributed to this
random component, we took 50 different 10 second LARI subsamples and fit each subsample
separately. We found that the 10 second LARI subsample consistently outperformed the every 5
second subsample in regard to all the metrics we looked at except magnitude of potential surface
gradient vectors (Figure 15).
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(A) Full Data (B) Every 3 Seconds, MSE = 0.7858
(C) Every 5 Seconds, MSE = 1.9219 (D) 10 Second LARI, MSE = 1.2579
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Figure 12: The natural log of the motility surfaces estimated using the full data (A) and 3 subsam-
ples (B)-(D).
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Figure 13: Differences between the estimated log motility surfaces from each of the subsamples
and the full data (calculated by grid cell). Negative values indicate underestimation of the motility
surface.
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(A) Full Data
(B) Every 3 Seconds, MSD = 18.1455
(C) Every 5 Seconds, MSD = 21.2761
(D) 10 Second LARI, MSD = 14.8337
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Figure 14: Potential surfaces estimated with the four samples. The same potential surfaces are
plotted in three dimensions on the left (using the rayshader R package) and in two dimensions on
the right.
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Figure 15: Statistics calculated for the motility and potential surfaces fit using 50 different 10
second LARI subsamples (orange) are compared to statistics from the every 5 second subsample
(blue).
7 Discussion
The simulation, guppy data, and ant data examples describe vastly different systems, but the sam-
pling procedures laid out in Section 2 and general model framework described in Section 3 were
applicable in all three cases. We chose to highlight these three examples to emphasize the gen-
eralizability of the SDE framework and our proposed sampling approach. In all of the examples,
the LARI sampling design led to greater accuracy in parameter estimation compared to samples at
regular time intervals. As shown in the simulation example in Section 4, the LARI subsample also
resulted in better prediction of missing values compared to the regular subsample. We conclude
that when conducting animal movement research on data similar to that examined in this paper, a
LARI sample is preferable to a regular sample of the same sample size and duration.
We determined that predicting finer scale movement (infill) was greatly useful for parameter
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estimation in the simulation example (see Supporting Materials B for details). This result implies
that imputation of missing data at a finer scale might improve parameter estimation in the guppy
and ant data examples as well. In the ant example, we found that the motility surfaces were
underestimated using both regular and LARI sampling schemes. Augmenting observations with
additional latent infill points in the ant example would introduce more variation in the movement
paths, potentially reducing the underestimation of the motility surface. In the guppy example, all
three parameters were underestimated when the data were subsampled, suggestion that augmenting
observations might be useful here as well. However, in the simulation example, predicting missing
data with the Metropolis-within-Gibbs algorithm was computationally intensive. We needed 90
hours of computational time on a high-performance computing cluster to simulate, subsample, and
fit each of the 150 datasets.
While computational complexity was an issue in the simulation example, the multi-step model-
fitting procedure in the ant example was extremely computationally efficient. For each sample, less
than 25 minutes on a laptop computer were required to fit the model with a range of 17 different
tuning parameter values. The scalability and computational feasibility of adding components to
this model are huge assets.
In this paper, we presented a general SDE modeling framework along with three model-fitting
procedures. The SDE framework has a wide range of possible extensions, including the addition
of known seasonal variation, asynchronous movement across individuals, and state switching. The
model framework as presented here assumes the animals are in constant motion throughout the
study period, allowing us to describe movement behavior while an individual is in motion but not
when the individual is stationary. In the ant example, we met this restriction by removing all data
points where the ants were not moving. The addition of state switching would allow us to capture
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the start and stop behavior in the ant data and could be used to predict finer scale movement.
In this paper, we have compared two sampling designs in the context of animal movement.
Thus, we have barely scraped the surface of a research area which is largely unexplored: optimal
sampling for animal movement. As of present, there is no comprehensive guide to sampling design
for animal movement. A thorough examination of sampling design for animal movement would
allow researchers to allocate resources more efficiently and discover details of animal movement
behavior that might otherwise be lost.
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A Examples of Model Capabilities
We will briefly examine data simulated from (10) with 3 different sets of parameters. In all 3
simulations, we started the simulation at
[
0 0
]′
for the first 2 time steps and used β = 0.4 and
σ = 0.5. In the first simulation,
p(rτ ) = xτ (24)
m(rτ ) =

5, yτ ≤ 0
20, yτ > 0
(25)
1
result in movement with average drift in the negative x direction and where the average speed is
higher in the space where y > 0 than where y ≤ 0. Since in (10) each simulated value rτ is a
function of the motility evaluated two observations prior, the average speed at rτ is higher (and
step size smaller) when yτ−2 > 0 than when yτ−2 ≤ 0. The first 20 simulated time points are
plotted in Figure 16A-B with the potential and motility surfaces which generated them. Figure
16C depicts the difference in average step size attributed to the motility surface in a simulation of
1,000 time steps.
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Figure 16: Panels (A)-(B): 20 locations simulated from (10) with parameters (24)–(25). The sim-
ulations are shown with the potential surface (A) and motility surface (B). The arrow points in
the direction the simulated individual is heading. Panel (C): 1,000 locations simulated from (10)
with parameters (24)–(25). Panel (C) displays histograms of the distances from rτ−1 to rτ for each
possible value of m(rτ−2). Black vertical lines represent the means for each group.
We reran the simulation with
m(rτ ) =

5, yτ ≤ 0,
10, yτ > 0.
(26)
This change left the average step size in the low motility area unchanged but led to a reduction in
the average step size in the high motility area (Figure 17).
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Figure 17: Plots are as in Figure 16 using parameters (24) and (26).
Lastly, we used the original motility surface (25) and reduced the severity of the gradient of the
potential surface by letting
p(rτ ) = 0.5xτ (27)
which led to a reduced average step size in both groups (Figure 18C) as well as less direct move-
ment down the gradient of the potential surface (Figure 18A-B).
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Figure 18: Plots are as in Figure 16 using parameters (27) and (25).
3
B Simulation Example without Infill
Dividing (13) by h
1/2
τ results in
rτ+2 − rτ+1
hτ+1h
1/2
τ
− rτ+1 − rτ
h
3/2
τ
= α
(−2h1/2τ rτ)− β (rτ+1 − rτ
h
1/2
τ
)
+ στ , (28)
which is a linear model with independent and identically distributed errors. We could then fit (28)
with simple linear regression. Assessment of linear regression estimation accuracy was carried out
on a subsample including every other simulated data value. Thus, the subsample is very similar
to the true data. However, of the 95% confidence intervals constructed for β, α, and σ, only the
confidence interval for β captured the true parameter value. Adoption of a Bayesian approach
would allow us to place priors on the parameters that may lead to better approximations.
Model Parameter Estimation for Subsample Including Every 2 Timepoints
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Figure 19: MCMC draws from the posterior distribution conditioned on a regular subsample with
every other timepoint. The MCMC draws are plotted in blue, the red lines bound equal-tailed 95%
credible intervals, the black dashed line is the estimated posterior mean and the black solid line is
the true parameter value.
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Vague priors
pi(σ) = InverseGamma (1, 1) (29)
pi(β) = Exponential (1) (30)
pi(α) = Normal
(
0, 102
)
(31)
were placed on the parameters and Metropolis-Hastings samples were drawn from the posterior
distribution. As in the linear regression model, we subset the data to include every other time
point. Despite this subset being very close to the original simulation, only β was captured in its
equal-tailed 95% credible interval, as shown in Figure 19.
C Bayesian framework
To estimate β, α, σ, and {r}unobs, we took a Bayesian approach and constructed an MCMC algo-
rithm to sample from the joint posterior pi(α, β, σ, {r}unobs|{r}obs) where
pi(α, β, σ, {r}unobs|{r}obs) ∝ P ({r}|β, σ, α)pi(β)pi(σ)pi(α).
Vague priors (29)–(31) were placed on the model parameters. We also tried increasing the variance
of these prior distributions by a factor of 10, but we saw no meaningful difference in the resulting
empirical posterior distributions.
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The initial positions rτ =
[
xτ yτ
]′
, τ = 1, 2 were assigned independent uniform priors
x1 ∼ Uniform (min{x}obs,max{x}obs)
y1 ∼ Uniform (min{y}obs,max{y}obs)
x2 ∼ Uniform (min{x}obs,max{x}obs)
y2 ∼ Uniform (min{y}obs,max{y}obs)
resulting in the joint distribution of the observed and unobserved positions
P ({r}|β, σ, α) = P (x1)P (y1)P (x2)P (y2)
n−2∏
τ=1
P (rτ+2|rτ+1, rτ , β, σ, α).
We employed a Metropolis-within-Gibbs sampler where α, β, σ, and the elements of {r}unobs
are updated in turn. We performed updates using random walk Metropolis steps for all parame-
ters with adaptive tuning (Haario et al., 2001; Roberts and Rosenthal, 2009) (also see Craiu and
Rosenthal (2014)) to improve mixing. We ran the adaptive algorithm for 100, 000 iterations, which
were subsequently discarded as burn-in, to tune the proposal covariance matrix. We drew the next
100, 000 MCMC samples using the tuned proposal covariance matrix from the first 100, 000 iter-
ations. Finally, we used these 100, 000 iterations for posterior estimation. This procedure took
about 90 hours of computational time on a high-performance computing cluster. While not all
chains converged in this many iterations, running all chains until convergence would have been in-
feasible in this framework. Thus, we chose to assess convergence at an individual level and remove
the simulated paths which failed to meet the convergence criterion.
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D Estimation
The model equation based on (9) is
gxτ = vxτβ +m(rτ )a
′
xτγ + τ (32)
where
gxτ ≡ xτ+2 − xτ+1
hτ+1
− xτ+1 − xτ
hτ
(33)
vxτ ≡ xτ − xτ+1 (34)
γ ≡
[
−βp1 −βp2 . . . −βpJ
]′
(35)
τ ∼ N(0, hτσ2m2(rτ )). (36)
Element u = 1, . . . , J of column vector axτ is 12hτ if grid cell u contains
[
xτ + 1 yτ
]′
, −1
2
hτ
if grid cell u contains
[
xτ − 1 yτ
]′
, and 0 otherwise. This formulation comes from the use of a
raster-based centered difference equation to approximate the gradient of the potential surface. We
include hτ in axτ instead of keeping the two separate for ease of vector notation in (32). If we
multiply a′xτ by a vector of grid cell values, we get the product of hτ and the x component of the
estimated gradient of the gridded surface at rτ . Thus, we approximate
βhτm(rτ )
[
− ∂
∂x
p(rτ )
]
≈ m(rτ )a′xτγ
= −βhτm(rτ )
p
([
xτ + 1 yτ
]′)
− p
([
xτ − 1 yτ
]′)
2
.
Similarly, we could construct (32)–(36) in the y direction by replacing each x with y. Element
u = 1, . . . , J of ayτ is 12hτ if grid cell u contains
[
xτ yτ + 1
]′
, −1
2
hτ if grid cell u contains[
xτ yτ − 1
]′
, and 0 otherwise.
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We estimate p ≡
[
p1 . . . pJ
]′
and m ≡
[
m1 . . . mJ
]′
with an iterative procedure. Our
proposed approach is as follows:
1. Obtain a preliminary estimate of mean parameters (β and p) assuming the motility surface
is constant (model errors in (36) are independent and identically distributed).
2. Estimate variance parameters (m) using residuals from step 1.
3. Estimate mean parameters (β and p) conditioned on the variance estimates from step 2.
In step 1, we assume the motility surface is approximately constant (i.e., mj is similar to the
motility surface evaluated in grid cells adjacent to cell j) so that the error variance in (36) is
constant and we can absorb m(rτ ) in the estimate of γ when we fit the model (32). Let E ≡[
v A
]
where v is a column vector of all vxτ and vyτ that are not in the holdout set and A is a
matrix with rows consisting of all a′xτ and a
′
yτ that are not in the holdout set. Let g be the column
vector containing all gxτ and gyτ that are not in the holdout set. When combining over the indices
xτ and yτ , we ensure the combined values are ordered in the same way each time by ant, time, and
direction.
We obtain preliminary estimates of β and γ using penalized least squares estimationβˆ
γˆ
 = argminβ,γ

g − E
β
γ


′g − E
β
γ

+ λ
β
γ

′
Q
β
γ


= (E′E+ λQ)−1E′g
where the (J + 1)× (J + 1) penalty matrix Q ensures the potential surface is smooth. To bypass
penalization in estimation of β, we let the first row and column of Q be 0 vectors. If we ignore the
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first row and column of Q, the elements of the J × J submatrix are {Qij : i, j = 1, . . . , J}. Q pe-
nalizes the sum of squared first differences between the estimated potential surface in neighboring
grid cells, i.e., β
γ

′
Q
β
γ
 = ∑
i,j adjacent grid cells
(γi − γj)2
=
∑
i,j adjacent grid cells
(βpj − βpi)2 .
This is accomplished by letting Qii be the count of grid cells adjacent to grid cell i. The off-
diagonal elements {Qij : i 6= j} are defined
Qij =

−1, grid cells i and j are adjacent
0, otherwise.
As the tuning parameter λ increases, the estimated potential surface becomes smoother. This is
similar to putting a conditional autoregressive prior on γ.
In step 2, we use the residual term
ˆ ≡ g − E
βˆ
γˆ

from the preliminary estimation procedure in step 1 to estimate the motility surface. Similar to
restricted maximum likelihood estimation, we estimate error variance using ˆ2. In (36), Var(τ ) =
E(2τ ) = hτσ
2m2(rτ ). We want to estimate m2(rτ ) = E(2τh
−1
τ σ
−2) = E(2τh
−1
τ ) (recall σ = 1). To
avoid negative estimates of m2(rτ ), we estimate log(m2(rτ )) instead. We fit a generalized additive
model with mean
E
[
log(ˆ2τh
−1
τ )
]
= ν + f(xτ , yτ ) (37)
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where f is a non-linear smooth function of location and ν is the intercept term. We fit this general-
ized additive model using the mgcv R package (Wood, 2017). While alternative methods including
maximum likelihood estimation of the residuals could be implemented, the generalized additive
model is fast and results in accurate estimation when the data size is large. We exponentiate the
fitted values to obtain estimates of m2(rτ ) for all observations.
We now have the components to easily obtain an estimate mˆ =
[
mˆ1 . . . mˆJ
]′
of the vector
m of motility grid cell values. For j = 1, . . . , J ,
mˆj ≡ νˆ + fˆ(cj)
where νˆ and fˆ are estimates of ν and f from the generalized additive model fit and cj contains the
coordinates for the center of grid cell j.
In step 3, we use the original model equation (32), but now we replace m(rτ ) with mˆ(rτ ), the
estimated motility surface evaluated at rτ . Then we divide by mˆ(rτ )h
1/2
τ to produce a model with
independent and identically distributed errors. The resulting model equation is
g˜xτ = v˜xτβ + a˜
′
xτγ + ˜xτ (38)
where
g˜xτ ≡ gxτ
mˆ(rτ )h
1/2
τ
(39)
v˜xτ ≡ vxτ
mˆ(rτ )h
1/2
τ
(40)
a˜′xτ ≡ h−1/2τ a′xτ (41)
γ ≡
[
−βp1 −βp2 . . . −βpJ
]′
(42)
˜xτ ∼ N(0, 1). (43)
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As in the original model equation, we construct (38)–(43) similarly in the y direction. Let E˜ ≡[
v˜ A˜
]
where v˜ is a column vector of all v˜xτ and v˜yτ and A˜ is a matrix with rows of all a˜′xτ and
a˜′yτ . Let g˜ be the column vector containing all g˜xτ and g˜yτ . This time, we obtain final estimates of
β and γ βˆ∗
γˆ∗
 ≡ (E˜′E˜+ λQ)−1E˜′g˜.
Finally, we estimate p, the vector of potential grid cell values, with
p̂ ≡ − γˆ
∗
βˆ∗
.
As explained in step 1, the penalty matrix Q ensures the estimated potential surface is smooth.
Since the potential surface only enters the model through its gradient, the potential surface is only
identifiable up to an unknown additive constant.
We repeated this 3-step procedure for log(λ) = −8,−7, . . . , 7, 8. We chose the log(λ) that
resulted in the lowest mean squared prediction error
[gholdout − gˆholdout]′ [gholdout − gˆholdout] ,
where
gˆholdout ≡
[
vholdout diag[mˆ(rholdout)]Aholdout
]βˆ∗
γˆ∗

and gholdout, vholdout, and Aholdout are identical to g, v, and A in step 1 except now they consist of
only the holdout data. mˆ(rholdout) is a vector of estimated motility values at the positions in the
holdout data.
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E Simulation study of the estimation procedure
As outlined in Supplementary Materials D, step 2 of the estimation procedure entails estimation of
the squared motility surface evaluated at each observation, i.e., m2(rτ ) = E(2τh−1τ ). We achieve
this by estimating E[log(m2(rτ ))] and exponentiating the fitted values. We recognize that this
procedure may introduce bias, and thus we have conducted a simulation study to quantify this
bias. We chose to simulate movement from simpler potential and motility surfaces than those fit
with the ant data to avoid dealing with nest boundaries. Instead, we constructed a large surface
of which only the center is utilized and analyzed our results in the areas where simulated data is
present.
The data were simulated from an SDE model (3)-(4) with a linear motility and quadratic po-
tential surface
m(xτ , yτ ) ≡ 0.02yτ + 2
p(rτ ) ≡ 0.02(rτ − 50)′(rτ − 50).
The numerical approximation (9) becomes
rτ+2 − rτ+1
hτ+1
− rτ+1 − rτ
hτ
= βhτ
(
[0.02yτ + 2][−0.04(rτ − 50)]− rτ+1 − rτ
hτ
)
+ h
1/2
τ (0.02yτ + 2)τ
which, after setting hτ = 1, we rearrange to produce the simulation generation equation
rτ+2 = 2rτ+1 − rτ + β [(0.02yτ + 2)(−0.04(rτ − 50))− (rτ+1 − rτ )] + (0.02yτ + 2)τ .
We performed 100 simulation runs, each of which generated 5 individual paths for 2000 time
steps. For illustrative purposes, we plotted the simulated path of one individual on the potential
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and motility surfaces which generated the simulations in Figure 20. We fit each of these simula-
tions using the estimation procedure in Section 4.3 to produce 100 pairs of estimated motility and
potential surfaces. Each surface is a 50 × 50 grid of values, where each grid cell is 2 × 2. When
comparing surfaces, we subset the surfaces to where the majority of the data were located: within a
radius of 23 from the center (50, 50). On average, 77.95% of the simulated observations fell within
the radius of 23 (standard deviation = 1.21%).
We assessed motility and potential surface estimation using three metrics: mean potential gra-
dient vector angle, the average angle between the gradient vectors for the estimated and true po-
tential surfaces; mean potential gradient vector length error, the average of the magnitudes of the
estimated potential surface gradient vector minus those of the true potential surface gradient vec-
tor, and mean motility surface error, the average of the grid cell values of the estimated motility
surface minus those of the true motility surface. The empirical density of the metrics for the 100
simulations are displayed in Figure 21. As shown in Figure 21(A), the average angle of the poten-
tial surface gradient vectors is unbiased, as we would expect. As in 21(B), the average error in the
magnitude of the potential surface gradient vectors is always negative, which is also unsurprising
since the estimation procedure involves smoothing. In 21(C), we see that the motility surface is
estimated well in simulations. Although the motility surface is underestimated on average in 84 of
the 100 simulations, the interpretation of the results is not impacted by this slight underestimation.
In Figure 22, we randomly chose one simulation to display next to the true potential and motility
surfaces. The potential surfaces are centered at zero since they are unidentifiable up to an additive
constant.
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Figure 20: True potential and motility surfaces with one example simulation shown in white. Black
gradient vectors on the potential surface depict the negative gradient scaled by 5.
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Figure 21: Density estimates for errors in the model fit on simulated data. The black vertical line
is positioned at 0.
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Figure 22: For one randomly selected simulation, the estimated potential (A) and motility (B)
surfaces are compared to the true potential (B) and motility (D) surfaces.
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