Abstract-While the model parameters of many kernel learning methods are given by the solution of a convex optimisation problem, the selection of good values for the kernel and regularisation parameters, i.e. model selection, is much less straight-forward. This paper describes a simple and efficient approach to model selection for weighted least-squares support vector machines, and compares a variety of model selection criteria based on leave-one-out cross-validation. An external cross-validation procedure is used for performance estimation, with model selection performed independently in each fold to avoid selection bias. The best entry based on these methods was ranked in joint first place in the WCCI-2006 performance prediction challenge, demonstrating the effectiveness of this approach.
I. INTRODUCTION
Kernel learning methods, such as the least-squares support vector machine (LS-SVM) [12] are attractive because they allow the construction of powerful non-linear classifiers, using only relatively simple mathematical and computational techniques. The model parameters of an LS-SVM are given by the solution of a system of linear equations, which can be found efficiently via Cholesky factorisation. The generalisation performance of the LS-SVM is however, heavily dependent on the model selection process, in this case the careful selection of an appropriate kernel function and good values for the regularisation and kernel parameters. This paper is concerned with model selection strategies based on minimisation of the leave-one-out cross-validation estimate of a range of model selection criteria, which can be performed very efficiently for this class of kernel learning methods. The aim of the WCCI-2006 Performance Prediction Challenge (PPC) is to identify accurate methods for predicting the performance of statistical classifiers on unseen test data, for use in model selection and model evaluation. The challenge takes place over a suite of five benchmark datasets, ADA, GINA, HIVA, NOVA and SYLVA, each having pre-defined training, validation and test partitions. The final performance assessment is based on a combination of the Balanced Error Rate (BER) of the classifier over the test partition and the accuracy of the predicted balanced error rate generated by the model selection procedure. A number of features of the performance prediction challenge warrant serious consideration, and are discussed in the remainder of this section. 
A. The Balanced Error Rate (BER) Criterion

Ê ½ ¾ · · ·
where , , and are entries in the confusion matrix for a two-class pattern recognition problem, shown in Table I . Clearly the balanced error rate only coincides with the more traditional misclassification rate if there are an equal number of positive and negative examples, in which case · · .
However, the relative class frequencies in the performance prediction challenge benchmarks are skewed in favour of the negative class; in the case of the HIVA and SYLVA benchmarks the ratios are skewed rather heavily in favour of the negative class. We must therefore tailor our approach to account for the unequal weight assigned to false-negative and false-positive errors in the performance assessment criterion. This can be accomplished via a number of means, including altering the bias parameters of the classifier or differentially weighting positive and negative examples during the training procedure. Both of these approaches are investigated in this study.
B. Over-Fitting in the Model Selection Process
Let ´ µ represent the true test error of a classifier with parameters , and ´ µ an estimate of the true test error based on a sample of data . In the context of model selection, , might refer to an independent validation set, or the set of validation partitions arising in (leave-one-out) cross-validation. The expected error of the estimator can be 
where the expectations are taken over all data sets, , of fixed size. The first term, the squared bias, is low if on average the difference between the true test error and estimated error is small, i.e. the bias represents degree to which the estimated error systematically differs from the true test error. The second component, the variance, essentially reflects the sensitivity of the estimator to the particular choice of data over which it is evaluated. Note that the variance can normally be expected to fall as the size of the sample of data, , increases. The leave-one-out crossvalidation estimator is known to be approximately unbiased [8] . This is a reassuring, but not essential, property for a model selection criterion as it suggests that on average the vector of model parameters minimising the model selection criterion are approximately the same as those minimising the true test error. However, the leave-one-out estimator generally exhibits a higher variance than, for example, the -fold crossvalidation estimator e.g. [7] . This is an undesirable property of a model selection criterion as the "optimal" parameters, , will be sensitive to the sample of data used. The relatively high variance of the leave-one-out estimator has a number of significant implications for the model selection process:
1) Over-fitting of the Model Selection Criterion: During the model selection process, the parameters are iteratively modified so as to minimise the value of the model selection criterion. However, the value of the model selection criterion can be considered to comprise of two components, a component that is closely related to generalisation performance, and a component that is sensitive to the characteristics specific to the particular sample of data on which it is evaluated. It seems reasonable to expect that the largest reductions in the model selection criterion should come from changes in the parameters that result in a reduction in the true test error. If the number of parameters to be determined during model selection is relatively small, the model selection process is likely to be dominated by changes that genuinely improve generalisation. On the other hand if the number of parameters is relatively large, there may be sufficient degrees of freedom that the model selection becomes sensitive to the particular sample of data used, i.e. over-fitting will occur. It is therefore prudent to avoid the selection of a large number of parameters on the basis of a model selection criterion, unless it is known to have a low variance.
2) Feature Selection: Many of the challenge datasets are characterised by a large number of features relative to the number of training patterns. If feature selection were performed as part of the model selection process, this would vastly inflate the degrees of freedom available for overfitting the model selection criterion, as there is essentially an extra degree of freedom associated with each feature. In practice, performing feature selection on the basis of leaveone-out cross-validation criteria often degrades generalisation performance in the presence of a large number of features due to over-fitting of the model selection criterion. Fortunately, least-squares support vector machines generally perform well in high-dimensional spaces, due to the use of formal regularisation [13] , and so we are able to neglect a feature selection stage in this study.
3) Model Selection versus Performance Prediction: For performance evaluation purposes, we require a criterion that is both unbiased and also exhibits a low variance. Leave-oneout cross-validation based estimators, while approximately unbiased, are likely to be sub-optimal performance evaluation criteria due to their high variance 1 . However, in general, one should be cautious in using the same criterion for model selection and performance evaluation; any criterion that has been directly optimised during the model selection process is likely to result in a significantly optimistic estimate of the true generalisation performance, due to the variance of the estimator.
C. Reliability of Validation Set Statistics
The design of the performance prediction challenge benchmarks is such that the test set is approximately ten times larger than the training set, which in turn is approximately ten times larger than the validation set, with the ratio of positive and negative examples being closely matched in all three partitions of the available data. However, optimising the balanced error rate on the validation set, so as to achieve a good ranking in the model development stage of the challenge, is a risky strategy as the variance of the validation set estimate of the test BER is likely to be high, due to the small size of the validation set. In essence, this means it might be possible to "over-fit" the hyper-parameters of the model to the validation set. This is especially true for the HIVA benchmark, where the validation set contains only 14 positive examples in addition to the 370 negative examples. As the balanced error rate is very sensitive to errors in the minority class, the validation set BER will be very sensitive to the sampling of these positive examples. If fourteen "clearly positive" examples were chosen, the BER will be unrealistically low, if fourteen "difficult" examples were selected the BER will be unduly high. As there are only fourteen positive patterns, either of these scenarios could easily occur, in which case the validation set BER would be a poor predictor of the test set BER. In this study, we have therefore chosen to largely ignore the validation set performance, available from the challenge web-site, in favour of estimators likely to have a lower variance. It will be interesting to see, in hindsight, whether this was a good strategy at the conclusion of the challenge!
II. METHOD
In this section, we give a brief overview of the LeastSquares Support Vector Machine (LS-SVM), including a weighted variant suitable for the performance prediction challenge, before going on to describe an efficient closedform implementation of the leave-one-out cross-validation method for least-squares kernel learning methods. This forms the basis of a family of model selection procedures, based on the leave-one-out cross-validation estimates of a variety of model selection criteria.
A. Least-Squares Support Vector Machines
Assume we are given labelled training data, 
where is a kernel parameter controlling the sensitivity of the kernel function. Other useful kernels include the linear,
and polynomial kernels
where and are kernel parameters ( ¾ gives the quadratic kernel and ¿ the cubic kernel) in addition to the Boolean kernel
The model parameters´Û µ are given by the minimum of a regularised [13] least-squares loss function,
where is a regularisation parameter controlling the biasvariance trade-off [6] . The accuracy of an LS-SVM on test data is critically dependent on the choice of good values for the hyper-parameters, in this case and . The search for the optimal values for such hyper-parameters is a process known as model selection.
B. Training Algorithm
The regularised least-squares problem (4) can be solved via a system of linear equations, with a computational complexity of Ç´ ¿ µ operations, as follows: Minimising (4) can be recast in the form of a constrained optimisation problem,
subject to
The primal Lagrangian for this optimisation problem gives the unconstrained minimisation problem,
where « ´« ½ « ¾ « µ ¾ Ê is a vector of Lagrange multipliers. The optimality conditions for this problem can be expressed as follows:
Using (7) and (9) to eliminate Û and
from (10), we find that
Noting that Ã´Ü Ü ¼ µ ´Üµ ¡ ´Ü ¼ µ, the system of linear equations can be written more concisely in matrix form as
From (7) and noting that Ã´Ü Ü ¼ µ ´Üµ¡ ´Ü ¼ µ, the output of the LS-SVM can be written in terms of the dual model parameters,´« µ, as ´Üµ ½ « Ã´Ü Üµ ·
C. Efficient Implementation Via Cholesky Factorisation
A more efficient training algorithm can be obtained, taking advantage of the special structure of the system of linear equations [12] . The system of linear equations (12) to be solved in fitting a least-squares support vector machine can be written as
where Å Ã · Á. Unfortunately the matrix on the lefthand side is not positive definite, and so we cannot solve this system of linear equations directly using the Cholesky factorisation. However, the first row of (13) can be re-written as
Rearranging (14), we see that « Å ½´Ý ½ µ, using this result to eliminate «, the second row of (13) can be written as,
The system of linear equations can then be re-written as 
D. Weighted Least-Squares Support Vector Machines
For some applications, it may be preferable find the model parameters´Û µ via minimisation of a regularised weighted least-squares loss function [12] , 
E. Efficient Leave-One-Out Cross-Validation
The optimal values of the parameters of a Least-Squares Support Vector Machine are given by the solution of a system of linear equations (12), the matrix on the left-hand side of which can be decomposed into block-matrix representation, as follows: This means that, assuming the system of linear equations is solved via explicit inversion of , a leave-one-out crossvalidation estimate of an appropriate model selection criterion can be evaluated using information already available as a byproduct of training the least-squares support vector machine on the entire dataset, with only a negligible additional computational expense.
F. Efficient Implementation via Cholesky Factorisation
The coefficients of the kernel expansion, «, can be found efficiently, via Cholesky factorisation, as described in Section II-C. However, in order to perform the efficient leaveone-out cross-validation procedure, we must also determine the diagonal elements of The computational complexity of the basic training algorithm is Ç´ ¿ µ operations, being dominated by the evaluation of the Cholesky factor. However, the computational complexity of the analytic leave-one-out cross-validation procedure, when performed as a by-product of the training algorithm, is only Ç´ µ operations. The computational expense of the leave-one-out cross-validation procedure therefore becomes increasingly negligible as the training set becomes larger.
G. Model Selection Criteria
While the optimal model parameters of the LS-SVM are given by the solution of a simple system of linear equations, (12) or (17), some form of model selection is required to determine good values for the hyper-parameters, ´ µ in order to maximise generalisation performance. The analytic leave-one-out cross-validation procedure described in the previous section can easily form the basis of an efficient model selection strategy [5] based on a weighted version of Allen's predicted residual sum-of-squares (PRESS) statistic [ Table III shows summary information on each of the five challenge benchmark datasets. The class ratios for the HIVA and SYLVA benchmarks are highly skewed, with a very low prior probability for the positive class È´ · µ. The GINA, HIVA and especially the NOVA benchmarks also have a very large number of features, given the number of training examples. Note however that the number of features that have a non-zero variance over the training set, Ò , is significantly less than the total number of features. Obviously features that have zero variance over the training set are uninformative and can safely be omitted from the analysis. Many of the benchmarks also include a large number of binary features, with a high degree of sparsity. The following pre-processing steps were taken for each benchmark dataset: ADA -logarithmic transform of features 1 and 3, features 4 and 5 discretized via thresholding at 44 and respectively, standardisation of continuous features.
III. THE CHALLENGE BENCHMARK DATASETS
GINA -all features scaled by ¾ ½ . HIVA -no preprocessing required. NOVA -no pre-processing required. SYLVA -standardisation of continuous features, reduction of training set using features never associated with the positive class.
IV. RESULTS
The aim of this study is to evaluate a range of criteria for leave-one-out cross-validation based model selection of weighted least-squares support vector machines. A 100-fold validation approach was used in order to obtain a lowvariance estimator of the true test balanced error rate. In each of 100 trials, the data are randomly partitioned into a training set containing approximately 90% of the available data and a test set containing the remaining patterns. Model selection is performed independently in each trial via minimisation of a leave-one-out model selection criterion via the Nelder-Mead simplex optimisation method [10] . A total of 70 experiments were performed, based on different combinations of model selection criteria, kernel function and the use of weighting factors in the training and/or model selection procedures. The results of these experiments are shown in Table III . The best performance on each benchmark are shown in bold. Table IV shows the weights resulting from a regression analysis of the data given in Table III . The 100-fold validation estimates of the test balanced error rate were standardised to have a zero mean and unit variance. A linear leastsquares model was then used to predict the estimate of the test balanced error rate using boolean features representing the choice of model selection criterion (PRESS, HINGE ½ , HINGE ¾ , WMW and ERATE), the use of weighting factors during training and model selection (Training and Selection respectively) and the choice of kernel function (Linear, Quadratic, Cubic, Boolean and RBF). The results suggest that the use of weighting factors in training and/or model selection does not confer a significant advantage and that, unsurprisingly, the choice of kernel is data dependent. The choice of model selection criterion also seems data dependent, but that relatively good performance can be achieved using the simple PRESS statistic, even though this is better suited to regression problems, obviating the need to employ a more complex criteria.
Three final submissions have been made to the WCCI-2006 performance prediction challenge website. The first, shown in Table V , consists of models selected for each benchmark dataset on the basis of the leave-one-out estimate of the balanced error rate, which is also used as the final performance estimate. In this case, it would be reasonable to expect that the predicted balanced error rate will be unduly low as the estimator has also been used as the model selection criterion. Table VI shows the second final submission. In this case the final model choice is based on the leave-one-out cross-validation estimate of the balanced error rate, but the performance estimate is based on an independent 100-fold validation estimate. This represents, in the author's opinion, the best practice methodology as the performance estimate has not been biased by the model selection process in any 
V. CONCLUSIONS
In this study, we have investigated a variety of model selection criteria for (weighted) least-squares support vector machines, based on leave-one-out cross-validation estimators. A useful conclusion that may be drawn from the results obtained suggests that the optimal choice of model selection criterion is data dependent (and we cannot know a-priori which will perform best) and so it is reasonable to use a simple, mathematically tractable criterion, such as Allen's PRESS statistic. This study generated the joint winning entry in the challenge, finishing first in terms of average score and second in terms of average ranking. The best model also exhibited the second highest area under the receiver operating characteristic on the test set. The study also generated two individual data set winners (HIVA and NOVA). This demonstrates that leave-one-out cross-validation provides an effective means of model selection for least-squares support vector machines, but that an external means of performance estimation is required. If performance evaluation is performed using cross-validation, it is important that the model selection process is performed separately in each trial in order to avoid selection bias.
