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Abstract: This paper investigates a statistical procedure for testing the
equality of two independent estimated covariance matrices when the num-
ber of potentially dependent data vectors is large and proportional to the
size of the vectors, that is, the number of variables. Inspired by the spike
models used in random matrix theory, we concentrate on the largest eigen-
values of the matrices in order to determine significance. To avoid false
rejections we must guard against residual spikes and need a sufficiently
precise description of the behaviour of the largest eigenvalues under the
null hypothesis.
In this paper, we lay a foundation by treating alternatives based on per-
turbations of order 1, that is, a single large eigenvalue. Our statistic allows
the user to test the equality of two populations. Future work will extend
the result to perturbations of order k and demonstrate conservativeness of
the procedure for more general matrices.
Keywords and phrases: High dimension, equality test of two covariance
matrices, Random matrix theory, residual spike, spike model, dependent
data, eigenvector, eigenvalue.
1. Introduction
In the last two decades, random matrix theory (RMT) has produced numerous
results that offer a better understanding of large random matrices. These ad-
vances have enabled interesting applications in communication theory and even
though it can potentially contribute to many other data-rich domains such as
brain imaging or genetic research, it has rarely been applied. The main barrier
to the adoption of RMT may be the lack of concrete statistical results from
the probability side. The straightforward adaptation of classical multivariate
theory to high dimensions can sometimes be achieved, but such procedures are
only valid under strict assumptions about the data such as normality or in-
dependence. Even minor differences between the model assumptions and the
∗This paper is based on the PhD thesis of Re´my Marie´tan that will be divided into three
parts.
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actual data lead to catastrophic results and such procedures also often do not
have enough power.
This paper proposes a statistical procedure for testing the equality of two
covariance matrices when the number of potentially dependent data vectors
n and the number of variables m are large. RMT denotes the investigation
of estimates of covariance matrices Σˆ or more precisely their eigenvalues and
eigenvectors when both n and m tend to infinity with lim mn = c > 0. When m
is finite and n tends to infinity the behaviour of the random matrix is well known
and presented in the books of Mardia, Kent and Bibby (1979), Muirhead (2005)
and Anderson (2003) (or its original version Anderson (1958)). In the RMT
case, the behaviour is more complex, but many results of interest are known.
Anderson, Guionnet and Zeitouni (2009), Tao (2012) and more recently Bose
(2018) contain comprehensive introductions to RMT and Bai and Silverstein
(2010) covers the case of empirical (estimated) covariance matrices.
Although the existing theory builds a good intuition of the behaviour of these
matrices, it does not provide enough of a basis to construct a test with good
power, which is robust with respect to the assumptions. Inspired by the spike
models, we define the residual spikes and provide a description of the behaviour
of this statistic under a null hypothesis when the perturbation is of order 1.
These results enable the user to test the equality of two populations as well as
other null hypotheses such as the independence of two sets of variables. Later
papers will extend the results to perturbations of order k and demonstrate the
robustness of our test’s level for more general matrices.
The remainder of the paper is organized as follows. In the next section, we
develop the test statistic and discuss the problems associated with high di-
mensions. Then we present the main theorem 2.1. Various results necessary for
the proof are introduced in Section 3. The proofs themselves are technical and
presented in the supplementary material Marie´tan and Morgenthaler (2019) in-
cluded in the second part of this paper. The last section contains case studies
and a comparison with alternative tests.
2. Test statistic
We compare the spectral properties of two covariance estimators ΣˆX and ΣˆY of
dimension m×m which can be represented as
ΣˆX = P
1/2
X WXP
1/2
X and ΣˆY = P
1/2
Y WY P
1/2
Y .
In this equation, WX and WY are of the form
WX = OXΛXOX and WY = OY ΛYOY ,
with OX and OY being independent unit orthonormal random matrices whose
distributions are invariant under rotations, while ΛX and ΛY are independent
positive random diagonal matrices, independent of OX , OY with trace equal to
m and a bound on the diagonal elements. Note that the usual RMT assumption,
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m
n = c is replaced by this bound! The (multiplicative) spike model of order 1
determines the form of PX = Im+(θX −1)uXutX and PY = Im+(θY −1)uY utY .
Our results will apply to any two centered data matrices X ∈ Rm×nX and
Y ∈ Rm×nY which are such that
ΣˆX =
1
nX
XXt and ΣˆY =
1
nY
YYt
and can be decomposed in the manner indicated. This is the basic assumption
concerning the covariance matrices. We will assume throughout the paper that
nX ≥ nY . Note that because OX and OY are independent and invariant by
rotation we can assume without loss of generality that uX = e1 as in Benaych-
Georges and Rao (2009). Under the null hypothesis, PX = PY and we use the
simplified notation P for both matrices where θX = θY = θ and uX = uY (= e1).
To test H0 : P = PX = PY against H1 : PX 6= PY it is natural to consider
the extreme eigenvalues of
Σˆ
−1/2
X ΣˆY Σˆ
−1/2
X . (2.1)
We could also swap the subscripts, but it turns our to be preferable to use the
inversion on the matrix with larger sample size.
The distributional approximations we will refer to are based on RMT, that is,
they are derived by embedding a given data problem into a sequence of random
matrices for which both n and m tend to infinity such that m/n tends to a
positive constant c. The most celebrated results of RMT describe the almost
sure weak convergence of the empirical distribution of the eigenvalues (spectral
distribution) to a non-random compactly supported limit law. An extension
of this theory to the ”Spike Model” suggests that we should modify Σˆ because
estimates of isolated eigenvalues derived from these estimates are asymptotically
biased. The following corrections will be used.
Definition 2.1. Suppose Σˆ is of the form described at the start of the section.
The unbiased estimator of θ is defined as
ˆˆ
θ = 1 +
1
1
m−1
∑m
i=2
λˆΣˆ,i
θˆ−λˆΣˆ,i
, (2.2)
where λˆΣˆ,i is the i
th eigenvalue of Σˆ. When Σˆ = P 1/2WP 1/2 as above, it is
asymptotically equivalent to replace 1m−1
∑m
i=2
λˆΣˆ,i
θˆ−λˆΣˆ,i
by 1m
∑m
i=1
λˆW,i
θˆ−λˆW ,i .
Suppose that uˆ is the eigenvector corresponding to θˆ, then the filtered esti-
mated covariance matrix is defined as
ˆˆ
Σ = Im + (
ˆˆ
θ − 1)uˆuˆt . (2.3)
The matrix (2.1) which serves as the basis for the test then becomes either
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X or
ˆˆ
Σ
−1/2
X ΣˆY
ˆˆ
Σ
−1/2
X . (2.4)
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In the particular case where X and Y have independent jointly normal
columns vector with constant variance P = PX = PY , the distribution of the
spectrum of the second of the above matrices is approximately Marcenko-Pastur
distributed (see Marchenko and Pastur (1967)). This follows because
ˆˆ
ΣX is a
finite perturbation. However, because of the non-consistency of the eigenvectors
presented in Benaych-Georges and Rao (2009), we may observe residual spikes
in the spectra, as shown in Figure 1. Thus, even if the two random matrices are
based on the same perturbation, we see some spikes outside the bulk. This ob-
servation is worse in the last plot because four spikes fall outside the bulk even
if there is actually no difference! This poses a fundamental problem for our test,
because we must be able to distinguish the spikes indicative of a true difference
from the residual spikes. These remarks lead to the following definition.
Definition 2.2. The residual spikes are the isolated eigenvalues of
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X or of
ˆˆ
Σ
−1/2
X ΣˆY
ˆˆ
Σ
−1/2
X
when PX = PY (under the null hypothesis). The residual zone is the interval
where a residual spike can fall asymptotically.
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Fig 1. Example of residual spikes of
ˆˆ
Σ
−1/2
X ΣˆY
ˆˆ
Σ
−1/2
X when θ = 10 for the first three figures
and θ1,2,3,4 = 10, 15, 20, 25 for the last figure.
This paper studies these residual spikes by deriving the distribution of the
extreme residual spikes under the null hypothesis. The philosophy is explained in
Figure 2 with illustrations inspired by the i.i.d. normal case. All the eigenvalues
lying in what we call the residual zone are potentially not indicative of real
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differences. However, when an eigenvalue is larger, we declare that this spike
expresses a true difference.
Most of our plots feature the seemingly more natural matrix
ˆˆ
Σ
−1/2
X ΣˆY
ˆˆ
Σ
−1/2
X .
But, although this choice simplifies the study in terms of convergence in prob-
ability when the perturbation is of order 1, this is no longer the case in more
complex situations. In addition, the eigenvectors associated with the residual
spikes are more accessible for the matrix in which all estimates are filtered.
Marcenko-Pastur
1 +
√
c
ˆˆ
Σ
−1/2
X ΣˆY
ˆˆ
Σ
−1/2
X
(
1 +
√
c
)2
1 T−1
(
1
λ−1
)
λ = 1
2
(
2 + c+
√
c2 + 4c
)
Residual zone
1 +
√
c1
Residual zone
λ = 1 + c+
√
c2 + 2c
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
Fig 2. Residual zone of
ˆˆ
Σ
−1/2
X ΣˆY
ˆˆ
Σ
−1/2
X and
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X .
Let θˆX and θˆY be isolated eigenvalues and construct the asymptotic unbiased
estimators as in Equation (2.2)
ˆˆ
θX = 1 +
1
1
m
∑m
i=1
λˆWX,i
θˆX−λˆWX,i
and
ˆˆ
θY = 1 +
1
1
m
∑m
i=1
λˆWY ,i
θˆY −λˆWY ,i
.
Here λˆWX ,i and λˆWY ,i are the eigenvalues of WX and WY , respectively. In
practice we do of course not observe WX and WY , but a simple argument using
Cauchy’s interlacing law shows that we can replace the previous estimators by
ˆˆ
θX = 1 +
1
1
m−1
∑m
i=2
λˆΣˆX,i
θˆX−λˆΣˆX,i
and
ˆˆ
θY = 1 +
1
1
m−1
∑m
i=2
λˆΣˆY ,i
θˆY −λˆΣˆY ,i
,
where λˆΣˆX ,i and λˆΣˆY ,i are the i
th ordered eigenvalue of ΣˆX and ΣˆY , respectively.
The test statistic is then
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
and λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
,
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where the filtered matrices are constructed as in (2.3). These two statistics
provide a basis for a powerful and robust test for the equality of (detectable)
perturbations PX and PY .
2.1. Null distribution
Obviously under H0, λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
is a function of θ = θX = θY . The
suspected worst case occurs in the limit as θ → ∞ and it is this limit which
will determine the critical values of the test. This can be checked by Criterion
2.3 which we discuss later. Let
λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
6 lim
θ→∞
λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
= Vmax,
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
> lim
θ→∞
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
= Vmin.
Because of our focus on the worst case scenario under H0, we will investigate
the asymptotics as θ√
m
→ ∞. Our test rejects the null hypothesis of equal
populations if either P
(
Vmax > λˆmax
)
or P
(
Vmin < λˆmin
)
is small, where λˆmax
and λˆmin are the observed extreme residual spikes.
In the investigation of the extremal eigenvalues under multiplicative pertur-
bations, we make use of the following random variables
Ms1,s2,X(ρX) =
1
m
m∑
i=1
λˆs1WX ,i(
ρX − λˆWX ,i
)2 ,
Ms1,s2,Y (ρY ) =
1
m
m∑
i=1
λˆs1WY ,i(
ρY − λˆWY ,i
)2 ,
Ms1,s2(ρX , ρY ) =
Ms1,s2,X(ρX) +Ms1,s2,Y (ρY )
2
.
In particular, when s2 = 0, we use Ms1,X = Ms1,0,X . When we only study one
group, we use the simpler notation Ms1,s2(ρ) when no confusion is possible.
Note that M1,1,X(ρX) = TˆWX (ρX) is the empirical T-transform. Moreover, for
an applied perspective, all these variables can be estimated by
Ms1,s2,X(ρX) = Mˆs1,s2,X(ρX) =
1
m− 1
m∑
i=2
λˆs1
ΣˆX ,i(
ρX − λˆΣˆX ,i
)2 .
The following result describes the asymptotic behavior of the extreme eigen-
values and thus of Vmax and Vmin. .
Theorem 2.1. Suppose WX ,WY ∈ Rm×m are as described at the start of
Section 2 and P = Im + (θ − 1)e1et1 ∈ Rm×m with
√
m
θ = o(1) with regard to
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large m. Let
ΣˆX = P
1/2WXP
1/2 and ΣˆY = P
1/2WY P
1/2.
and
ˆˆ
ΣX ,
ˆˆ
ΣY as described above (see, 2.1).
Then, conditional on the spectra SWX =
{
λˆWX ,1, λˆWX ,2, ..., λˆWX ,m
}
and
SWY =
{
λˆWY ,1, λˆWY ,2, ..., λˆWY ,m
}
of WX and WY ,
√
m
(
λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
− λ+
)
σ+
∣∣∣∣∣∣∣SWX , SWY ∼ N(0, 1) + op(1),
where
λ+ =
√
M22 − 1 +M2,
σ+
2
=
1
(M2,X +M2,Y − 2) (M2,X +M2,Y + 2)(
9M42,XM2,Y + 4M
3
2,XM
2
2,Y + 4M
3
2,XM2,Y + 2M
3
2,XM3,Y − 2M22,XM32,Y
+4M22,XM
2
2,Y − 11M22,XM2,Y − 8M3,XM22,XM2,Y + 2M22,XM2,YM3,Y
−2M22,XM3,Y +M22,XM4,Y + 4M2,XM32,Y +M2,XM22,Y + 4M2,XM2,Y
−4M3,XM2,XM22,Y − 4M3,XM2,XM2,Y − 2M2,XM22,YM3,Y − 4M2,XM2,YM3,Y
−6M2,XM3,Y + 2M4,XM2,XM2,Y + 2M2,XM2,YM4,Y − 2M3,XM22,Y
+2M3,XM2,Y +M4,XM
2
2,Y + 4M
5
2,X + 2M
4
2,X − 4M3,XM32,X − 13M32,X
−2M3,XM22,X +M4,XM22,X − 2M22,X + 10M3,XM2,X + 4M2,X + 4M3,X
−2M4,X +M52,Y + 2M42,Y −M32,Y − 2M22,Y + 4M2,Y − 2M32,YM3,Y
−2M22,YM3,Y + 2M2,YM3,Y + 4M3,Y +M22,YM4,Y − 2M4,Y − 4
)
+
1√
(M2,X +M2,Y − 2) (M2,X +M2,Y + 2)(
5M32,XM2,Y −M22,XM22,Y + 2M22,XM2,Y + 2M22,XM3,Y −M2,XM32,Y
+2M2,XM
2
2,Y − 4M2,XM2,Y − 4M3,XM2,XM2,Y − 2M2,XM3,Y +M2,XM4,Y
−2M3,XM2,Y +M4,XM2,Y + 4M42,X + 2M32,X − 4M3,XM22,X − 5M22,X
−2M3,XM2,X +M4,XM2,X + 2M2,X + 2M3,X +M42,Y + 2M32,Y +M22,Y
+2M2,Y − 2M22,YM3,Y − 2M2,YM3,Y − 2M3,Y +M2,YM4,Y
)
,
Ms,X =
1
m
m∑
i=1
λˆsWX ,i,
Ms,Y =
1
m
m∑
i=1
λˆsWY ,i,
Ms =
Ms,X +Ms,Y
2
.
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Moreover,
√
m
(
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
− λ−
)
σ−
∣∣∣∣∣∣∣SWX , SWY ∼ N(0, 1) + om(1),
where
λ− = −
√
M22 − 1 +M2,
σ−2 =
(
λ−
)4
σ+
2
.
The error op(1) in the approximation is with regard to large values of m.
Special case If the spectra are Marcenko-Pastur distributed, then:
c =
cX + cY
2
, where cX =
nX
m
and cY =
nY
m
,
λ+ = c+
√
c(c+ 2) + 1,
σ+
2
= c3X + c
2
XcY + 3c
2
X + 4cXcY − cX + c2Y + cY
+
(8cX + 2c
2
X +
(
c3X + 5c
2
X + c
2
XcY + 4cXcY + 5cX + 3cY + c
2
Y
)√
c(c+ 2)
c+ 2
.
If cX tends to 0, then
σ+
2
=
(
M52,Y + 2M
4
2,Y − 2M3,YM32,Y +M32,Y − 4M3,YM22,Y +M4,YM22,Y + 2M22,Y
+2M4,YM2,Y + 2M2,Y − 2M3,Y −M4,Y − 2
)/(
(M2,Y − 1) (M2,Y + 3)
)
+
(
M42,Y +M
3
2,Y − 2M3,YM22,Y + 2M22,Y − 2M3,YM2,Y +M4,YM2,Y
−2M3,Y +M4,Y
)/√
(M2,Y − 1) (M2,Y + 3).
(Proof in supplement material Marie´tan and Morgenthaler (2019).)
2.2. Discussion and simulation
The above theorem gives the limiting distribution of Vmax and Vmin. In this
subsection, we first check the quality of the approximations in Theorem 2.1,
then we investigate the worst case with regard to θ.
2.2.1. Some simulations
Assume X ∈ Rm×nX and Y ∈ Rm×nY with X = (X1, X2, ..., XnX ) and Y =
(Y1, Y2, ..., YnY ). The components of the random vectors are independent and
the covariance between the vectors is as follows:
Xi ∼ Nm
(
~0, σ2Im
)
with X1 = X,1 and Xi+1 = ρXi +
√
1− ρ2 X,i+1, where X,i i.i.d∼ Nm
(
~0, σ2Im
)
,
Yi ∼ Nm
(
~0, σ2Im
)
with Y1 = Y,1 and Yi+1 = ρYi +
√
1− ρ2 Y,i+1, where Y,i i.i.d∼ Nm
(
~0, σ2Im
)
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Let PX = Im + (θX − 1)uXutX and PY = Im + (θY − 1)uY utY be two pertur-
bations in Rm×m. Then,
XP = P
1/2
X X and YP = P
1/2
Y Y,
ΣˆX =
XtPXP
nX
and ΣˆY =
YtPYP
nY
.
We assume a common and large value for θ and PX = PY .
Distribution
Figure 1 presents empirical distributions of the extreme residual spikes in dif-
ferent scenarios together with the normal densities from our theorem.
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Table 1
Empirical distributions of the residual spikes and the Gaussian densities from the theorem
2.1 (in blue).
Appendix A, Table 3 contains a comparison of the estimates of the mean and
the variance with empirical ones in diverse situations. It is noticeable that in
situations where m is large compared to nX or nY , the asymptotic results are
less accurate.
2.2.2. Increasing residual spike
In the four scenarios used in the simulations, we can estimate the expectation of
the residual spike. Figure 3 shows that the expectations of the largest residual
spikes are always strictly increasing as a function of θ and the expectations of
the smallest residual spikes are always strictly decreasing. This is, however, not
universally true. To address this issue, the following criterion can be used.
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Definition 2.3. Suppose ΣˆX and ΣˆY are two independent random estimated
covariance matrices of the form described at the start of Section 2. Let
µλ(θ, SX , SY ) =
1
2
(
θ + α2 − θα2 + 1+(θ−1)α2+
√
−4θ2+(1+θ2−(θ−1)2α2)2
θ
)
, (2.5)
where SX =
{
λˆΣˆX ,2, λˆΣˆX ,3, ..., λˆΣˆX ,m
}
and SY =
{
λˆΣˆY ,2, λˆΣˆY ,3, ..., λˆΣˆY ,m
}
and
α = αXαY , α
2
X =
(m−1)θ
(θ−1)2θˆX
∑m
i=2
λˆ
ΣˆX,i
(θˆX−λˆΣˆX,i
)2
, α2Y =
(m−1)θ
(θ−1)2θˆY
∑m
i=2
λˆ
ΣˆY ,i
(θˆY −λˆΣˆY ,i
)2
,
θˆX
∣∣∣∣ 1θ−1 = 1m−1 ∑mi=2 λˆΣˆX,i(θˆX−λˆΣˆX,i) , θˆY
∣∣∣∣ 1θ−1 = 1m−1 ∑mi=2 λˆΣˆY ,i(θˆY −λˆΣˆY ,i) .
We say that the criterion is satisfied, if this estimate of the expectation of the
residual spike is a monotone increasing function of θ.
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Fig 3. Plot of the criterion in the four scenarios used in the simulation.
Remark 2.1. The above estimate of the expectation of a residual spike fails
when θ is large compared to m and we should then use an asymptotic estimator
of α based on:
α2X = 1 +
1
θ
(
1− 1
m
m∑
i=2
λˆ2
ΣˆX ,i
)
+
1
θ2
1 + 2
m
m∑
i=2
λˆ2
ΣˆX ,i
+
3
m2
(
m∑
i=2
λˆ2
ΣˆX ,i
)2
− 2
m
m∑
i=2
λˆ3
ΣˆX ,i
+Op( 1
θ3
)
,
θX = (θ − 1) + 1
m
m∑
i=2
λˆ2
ΣˆX ,i
+Op
(
1
θ2
)
.
Using this approximation, the estimated curve of the equation (2.5) makes
an error of Op
(
1/θ2
)
.
3. Further Results
The proof of the main distributional result (Theorem 2.1) is based on three
results and a lemma that are worthwhile on their own right and will be pre-
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sented and discussed in this section. Future papers will also use this result for
extensions.
3.1. Unit invariant vector statistic
Theorem 3.1.
Let W be a random matrix with spectrum SW =
{
λˆW,1, λˆW,2, ..., λˆW,m
}
and
trace equal to m. We denote by up1 and up2 , two orthonormal invariant random
vectors of size m and independent of the eigenvalues of W . We set
~Bm (ρ,~s, ~r, ~p) =
√
m


∑m
i=1
λˆ
s1
W,i
(ρ−λˆW,i)s2 up1,iup2,i∑m
i=1
λˆ
r1
W,i
(ρ−λˆW,i)r2 up1,iup2,i
− (Ms1,s2Mr1,r2
)
1p1=p2
 ,
where ~s = (s1, s2), ~r = (r1, r2) and ~p = (p1, p2) with indices 1 6 p1 6 p2 6 m
and s1, s2, r1, r2 ∈ N.
If p = p1 = p2,
~Bm (ρ,~s, ~r, ~p)
∣∣∣SW ∼ N(~0,( 2 (M2s1,2s2 −M2s1,s1) 2 (Ms1+r1,s2+r2 −Ms1,s2Mr1,r2)2 (Ms1+r1,s2+r2 −Ms1,s2Mr1,r2) 2 (M2r1,2r2 −M2r1,r1)
))
+ op(1),
where Ms,r = Ms,r(ρ) =
1
m
∑m
i=1
λˆsW,i
(ρ−λˆW,i)r .
Moreover, for p1 6= p2,
~Bm (ρ,~s, ~r, ~p)
∣∣∣SW ∼ N(~0,( M2s1,2s2 −M2s1,s1 Ms1+r1,s2+r2 −Ms1,s2Mr1,r2Ms1+r1,s2+r2 −Ms1,s2Mr1,r2 M2r1,2r2 −M2r1,r1
))
+ op(1),
In particular, with the notation Ms,0 = Ms =
1
m
∑m
i=1 λˆ
s
W,i,
√
m
((∑m
i=1 λˆW,iu
2
p,i∑m
i=1 λˆ
2
W,iu
2
p,i
)
−
(
1
M2
))∣∣∣∣∣SW ∼ N
(
~0,
(
2 (M2 − 1) 2 (M3 −M2)
2 (M3 −M2) 2
(
M4 −M22
)))+ op(1),
and
√
m
((∑m
i=1 λˆW,iup1,iup2,i∑m
i=1 λˆ
2
W,iup1,iup2,i
)
−
(
0
0
))∣∣∣∣∣SW ∼ N
(
~0,
(
M2 − 1 M3 −M2
M3 −M2 M4 −M22
))
+ op(1).
Finally if we look at K bivariate normal random variables :
Bm (~ρ, s, r,p) =
(
~Bm (ρ1, ~s1, ~r1, ~p1) , ~Bm (ρ2, ~s2, ~r2, ~p2) , ..., ~Bm (ρK , ~sK , ~rK , ~pK)
)
,
where ~pi 6= ~pj if i 6= j. Then, conditioning on the spectrum SW ,
Bm (~ρ, s, r,p) tends to a multivariate Normal. Moreover, all the bivariate el-
ements ~Bm (ρi, ~si, ~ri, ~pi) are asymptotically independent.
Remark 3.1.1.
1. The trace of W equal to m can easily be obtained by rescaling the matrix.
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2. Although the condition of independence between eigenvectors and eigen-
values of W appears to be restrictive, it is an automatic consequence if
the eigenvectors are Haar distributed.
3. If W is a rescaled standard Wishart, then
√
m
((∑m
i=1 λˆW,iuˆ
2
i∑m
i=1 λˆ
2
W,iuˆ
2
i
)
−
(
1
1 + c
))
→
m→∞ N
(
~0,
(
2c 2c(2 + c)
2c(2 + c) 2c(c+ 1)(c+ 4)
))
,
where uˆ1, uˆ2, ..., uˆm are the eigenvectors of W .
(Proof in supplement material Marie´tan and Morgenthaler (2019).)
3.2. Characterisation and convergence of eigenvalues and angles
In this section, we study the convergence of the random variable
ˆˆ
θX and the
angle between the eigenvectors. The proof for the parts 2.a and 2.b are given
in Benaych-Georges and Rao (2009), which also provides the main idea for
the proof. We only show convergence results for perturbations of order k = 1,
although we express eigenvectors and eigenvalues of a matrix P 1/2WP 1/2 as a
function of the eigenstructure of W in general and W can already be perturbed.
Theorem 3.2.
In this theorem, P = Im + (θ − 1)uut is a finite perturbation of order 1.
1. Suppose W is a symmetric matrix with eigenvalues λˆW,i > 0 and eigen-
vectors uˆW,i for i = 1, 2, ...,m. The perturbation of W by P leads to
Σˆ = P 1/2WP 1/2.
For i = 1, 2, ...,m, we define u˜Σˆ,i and λˆΣˆ,i such that
WPu˜Σˆ,i = λˆΣˆ,iu˜Σˆ,i,
and the usual uˆΣˆ,i such that if Σˆ = P
1/2WP 1/2, then
ΣˆuˆΣˆ,i = P
1/2WP 1/2uˆΣˆ,i = λˆΣˆ,iuˆΣˆ,i.
Under these conditions, the following results hold:
• The eigenvalues λˆΣˆ,s are such that for s = 1, 2, ...,m,
m∑
i=1
λˆW,i
λˆΣˆ,s − λˆW,i
〈uˆW,i, u〉2 = 1
θ − 1 .
• The eigenvectors u˜Σˆ,s are such that
〈
u˜Σˆ,s, v
〉2
=
(∑m
i=1
λˆW,i
λˆΣˆ,s−λˆW,i
〈uˆW,i, v〉 〈uˆW,i, u〉
)2
∑m
i=1
λˆ2W,i
(λˆΣˆ,s−λˆW,i)2
〈uˆW,i, u〉2
.
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In particular if v = u,〈
u˜Σˆ,s, u
〉2
=
1
(θ − 1)2
(∑m
i=1
λˆ2W,i
(λˆΣˆ,s−λˆW,i)2
〈uˆW,i, u〉2
) .
Moreover,
uˆΣˆ,s =
P 1/2u˜Σˆ,s√
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 .
Therefore, for u and v such that 〈v, u〉 = 0,
〈
uˆΣˆ,s, u
〉2
=
θ
〈
u˜Σˆ,s, u
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 = − θ
(θ − 1)2λˆΣˆ,sT ′W,u(λˆΣˆ,s)
,
〈
uˆΣˆ,s, v
〉2
=
〈
u˜Σˆ,s, u
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 ,
where TW,u(z) =
∑m
i=1
λˆW,i
z−λˆW,i 〈uˆW,i, u〉
2
is a weighted empirical T-
transform.
2. Suppose that WX , WY and P = PX = PY satisfy the conditions described
at the start of Section 2. Moreover, suppose that θ is large enough to
create detectable spikes,
(
θˆX , uˆX
)
and
(
θˆY , uˆY
)
, in the matrices ΣˆX =
P 1/2WXP
1/2 and ΣˆY = P
1/2WY P
1/2. Then,
a)
ˆˆ
θX ,
ˆˆ
θY
P−→
n,m→∞ θ,
b) 〈uˆX , u〉 − αX , 〈uˆY , u〉 − αY P−→
n,m→∞ 0,
c) 〈uˆX , uˆY 〉 − αXαY P−→
n,m→∞ 0,
where
θˆX
P−→
n,m→∞ ρX ,
ˆˆ
θX = 1 +
1
TˆΣˆX
(
θˆX
) = 1 + m∑m
i=k+1
λˆΣˆX,i
θˆX−λˆΣˆX,i
,
α2X = −
θ
(θ − 1)2ρX Tˆ ′WX (ρX)
,
α2Y = −
θ
(θ − 1)2ρY Tˆ ′WY (ρY )
,
λˆΣˆX ,i and λˆΣˆY ,i are the eigenvalues of respectively ΣˆX and ΣˆY .
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Note that TˆWX (z) =
1
m
∑m
i=1
λˆWX,i
z−λˆWX,i
and TˆΣˆX (z) =
1
m
∑m
i=k+1
λˆΣˆX,i
z−λˆΣˆX,i
are empirical T-transform and its estimation.
Remark 3.2.1.
If the spectra of WX and WY are Wishart random matrices of size m and degree
of freedom nX , nY respectively, then by setting cX =
m
nX
and cY =
m
nY
α2X =
1− cX(θ−1)2
1 + cXθ−1
,
ˆˆ
θX is such that θˆX =
ˆˆ
θX
(
1 +
cX
ˆˆ
θX − 1
)
, and
lim
m→∞θˆX = θ
(
1 +
cX
θ − 1
)
.
(Proof in supplement material Marie´tan and Morgenthaler (2019).)
The second part of Theorem 3.2 is very surprising! We already knew that the
eigenvectors are not consistent. We show in the proof that the dot product of
uˆX and uˆY is smaller than that of uˆX and u and that of uˆY and u. Among the
consequences of this theorem is the fact that there is always an asymptotic bias
between two eigenvectors, even if they are equal.
3.3. Asymptotic distribution of the eigenvalues and the angle
Suppose that you observe a perturbation of order k = 1 applied to two random
matrices WX ∈ Rm×m and WY ∈ Rm×m. We investigate the distribution of ˆˆθX ,
ˆˆ
θY , 〈uˆX , u〉2 and 〈uˆX , uˆY 〉2.
Theorem 3.3.
Suppose WX and WY satisfy the conditions described at the start of Section
2 with P = PX = PY = Im + (θ − 1)uut, a detectable perturbation of order
k = 1. Moreover, we assume SWX =
{
λˆWX ,1, λˆWX ,2, ..., λˆWX ,m
}
and SWY ={
λˆWY ,1, λˆWY ,2, ..., λˆWY ,m
}
, the eigenvalues of WX and WY as known. We de-
fined
ΣˆX = P
1/2WXP
1/2,
ΣˆY = P
1/2WY P
1/2.
We construct the unbiased estimators of θ,
ˆˆ
θX and
ˆˆ
θY via the relationship
1
ˆˆ
θX − 1
=
1
m
m∑
i=1
λˆWX ,i
θˆX − λˆWX ,i
and
1
ˆˆ
θY − 1
=
1
m
m∑
i=1
λˆWY ,i
θˆY − λˆWY ,i
,
where θˆX = λˆΣˆX ,1 and θˆY = λˆΣˆY ,1 are the largest eigenvalues of ΣˆX and ΣˆY
corresponding to the eigenvectors uˆX = uˆΣˆX ,1 and uˆY = uˆΣˆY ,1.
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1. If θ√
m
→ 0, we define
Ms,r,X ≡Ms,r,X(ρX) = 1m
∑m
i=1
λˆsWX,i
(ρX−λˆWX,i)r
, Ms,r,X ≡Ms,r,Y (ρY ) = 1m
∑m
i=1
λˆsWX,i
(ρY −λˆWX,i)r
,
where we assume
ρX = E
[
θˆX
]
+ o
(
θ√
m
)
, ρY = E
[
θˆY
]
+ o
(
θ√
m
)
and a convergence rate of (θˆX , θˆY ) to (ρX , ρY ) in Op (1/
√
m). Then(
ˆˆ
θX
〈uˆX , u〉2
)∣∣∣∣∣SWX ∼ N
((
θ
α2X
)
, 1m
(
σ2θ,X σθ,α2,X
σθ,α2,X σ
2
α2,X
))
+
 op ( θ√m)
op
(
1
θ
√
m
) ,

ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2

∣∣∣∣∣∣∣SWX , SWY ∼ N
 θθ
α2X,Y
 , 1m
 σ2θ,X 0 σθ,α2,X0 σ2θ,Y σθ,α2,Y
σθ,α2,X σθ,α2,Y σ
2
α2,X,Y
+

op
(
θ√
m
)
op
(
θ√
m
)
op
(
1
θ
√
m
)
 ,
where
α2X =
θ
(θ − 1)2
1
ρXM1,2,X
,
α2X,Y =
θ2
(θ − 1)4
1
ρXρYM1,2,XM1,2,Y
,
σ2θ,X =
2
(
M2,2,X −M21,1,X
)
M41,1,X
,
σ2α2,X =
2θ2
((θ − 1)ρXM1,2,X)4
(
ρ2X
(
M2,4,X −M21,2,X
)
+
(
2ρX
M1,3,X
M1,2,X
− 1
)2 (
M2,2,X −M21,1,X
)
−2ρX
(
2ρX
M1,3,X
M1,2,X
− 1
)(
M2,3,X − M1,1,X
M1,2,X
))
,
σθ,α2,X =
2θ
M21,1,XM
3
1,2,Xρ
2
X(−1 + θ)2
(
M1,1,XM
2
1,2,XρX + 2M1,3,XM2,2,XρX
+M21,1,X(M1,2,X − 2M1,3,XρX)−M1,2,X(M2,2,X +M2,3,XρX)
)
,
σ2α2,X,Y = σ
2
α2,Xα
4
Y + σ
2
α2,Y α
4
X + 4α
2
X,Y (1− α2X)(1− α2X).
2. If θ√
m
→∞, then we can simplify the formulas. We define
Mr,X =
1
m
m∑
i=1
λˆrWX ,i and Mr,Y =
1
m
m∑
i=1
λˆrWY ,i.
Using this notation,
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(
ˆˆ
θX
〈uˆX , u〉2
)∣∣∣∣∣SWX ∼ N
((
θ +Op (1)
1 +
1−M2,X
θ +Op
(
1
θ2
)) ,
1
m
(
2θ2 (1−M2,X) 2
(
2M22,X −M2,X −M3,X
)
2
(
2M22,X −M2,X −M3,X
)
2
θ2
(
4M32,X −M22,X − 4M2,XM3,X +M4,X
)))+
 op ( θ√m)
op
(
1
θ
√
m
) ,

ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2

∣∣∣∣∣∣∣SWX , SWY ∼ N
 θ +Op (1)θ +Op (1)
1 +
2−M2,X−M2,Y
θ +Op
(
1
θ2
)
 ,
1
m
 2θ2 (1−M2,X) 0 2
(
2M22,X −M2,X −M3,X
)
0 2θ2 (1−M2,Y ) 2
(
2M22,Y −M2,Y −M3,Y
)
2
(
2M22,X −M2,X −M3,X
)
2
(
2M22,Y −M2,Y −M3,Y
)
S
θ2
+

op
(
θ√
m
)
op
(
θ√
m
)
op
(
1
θ
√
m
)
 ,
S = 2
(
4M32,X −M22,X − 4M2,XM3,X +M4,X
)
+ 2
(
4M32,Y −M22,Y − 4M2,YM3,Y +M4,Y
)
+ 4(M2,Y − 1)(M2,X − 1).
Moreover, the asymptotic distributions of θˆX and
ˆˆ
θX are the same.
3. If θ√
m
→ d, a finite constant, then a mixture of the two first scenarios
describes the first two moments of the joint distribution.
The formula of the second moment is asymptotically the same as the vari-
ance formula when θ√
m
→∞.
The formula of the first moment is asymptotically the same as the expec-
tation formula when θ√
m
→ 0.
4. The random variables can be expressed as functions of invariant unit ran-
dom statistics of the form:
u
Mr,s,X(ρ) =
m∑
i=1
λˆrWX ,i(
ρ− λˆWX ,i
)s 〈uˆWX ,i, u〉2 .
(Assuming a canonical perturbation leads to a simpler formula)
Knowing SWX and SWY we have
• Exact distributions:
θˆX
∣∣∣∣ 1θ − 1 = uM1,1,X (θˆX) ,
〈uˆX , e1〉2 = θ
(θ − 1)2
1
θˆX
u
M1,2,X
(
θˆX
) .
Moreover,
〈uˆX , uˆY 〉 = 〈uˆX , e1〉 〈uˆY , e1〉+
√
1− 〈uˆX , e1〉2
√
1− 〈uˆY , e1〉2Z,
m∑
i=2
uˆX,1uˆY,1 =
√
1− 〈uˆX , e1〉2
√
1− 〈uˆY , e1〉2Z,
Z ∼ N
(
0,
1
m
)
+Op
(
1
m
)
,
where Z is independent of 〈uˆX , e1〉, 〈uˆY , e1〉, θˆX and θˆY . In order to
get the exact distribution, we should replace Z by
∑m−1
i=1 viv˜i where
vi and v˜i are independent unit invariant random vectors.
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• Approximations:
θˆX = ρ+
(
u
M1,1,X (ρ)−M1,1,X(ρ)
)
M1,2,X (ρ)
+Op
(
θ
m
)
= θ
u
M1,X +Op (1) ,
ˆˆ
θX = θ + (θ − 1)2
(
u
M1,1,X (ρ)−M1,1,X(ρX)
)
+Op
(
θ
m
)
.
We provide three methods of estimation of the angle in order to esti-
mate it for all θ.
〈uˆX , e1〉2 = θ
(θ − 1)2
 1
ρXM1,2,X(ρX)
+
(
2M1,3,X(ρX)
M1,2,X(ρX)
− 1
ρX
) u
M1,1,X(ρX)− 1θ−1
(M1,2,X(ρX))
2
−
u
M1,2,X(ρX)−M1,2,X(ρX)
ρX (M1,2,X(ρX))
2
+Op( 1
m
)
,
= 1 +
1
θ
(
1−
u
M2,X + 2M2,X
(
u
M1,X − 1
))
+
1
θ2
(
1− 2
u
M2,X + 3
u
M
2
2,X − 2
u
M3,X
)
+Op
(
1
θ3
)
+Op
(
1
θm
)
,
= 1 +
1
θ
− 1
θ
u
M2,X +
2
θ
M2,X
(
u
M1,X − 1
)
+Op
(
1
θ2
)
+Op
(
1
θm
)
Finally, the double angle is such that
〈uˆX , uˆY 〉 = 〈uˆX , e1〉 〈uˆY , e1〉+
√
M2,X − 1
√
M2,Y − 1
θ
Z +Op
(
1
θ2
√
m
)
.
Remark 3.3.1. If the spectra of WX and WY are rescaled Wishart matrices of
size m with n degree of freedom. By setting c = mn ,(
ˆˆ
θX
〈uˆX , u0〉2
)
Asy∼ N
( θ1− c
(θ−1)2
1+ cθ−1
)
,
1
m
 − 2c(θ−1)2θ2c−(θ−1)2 − 2c2(θ−1)θ3(c−(θ−1)2)(c+θ−1)2
− 2c2(θ−1)θ3(c−(θ−1)2)(c+θ−1)2 −
2c2θ2(c2+(θ(θ+2)−2)c+(θ−1)2)
(c−(θ−1)2)(c+θ−1)4

and
ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2
 Asy∼ N


θ
θ(
1− c
(θ−1)2
1+ cθ−1
)2
 ,
1
m

− 2c(θ−1)2θ2c−(θ−1)2 0 − 2c
2(θ−1)θ3
(c−(θ−1)2)(c+θ−1)2
0 − 2c(θ−1)2θ2c−(θ−1)2 − 2c
2(θ−1)θ3
(c−(θ−1)2)(c+θ−1)2
− 2c2(θ−1)θ3(c−(θ−1)2)(c+θ−1)2 − 2c
2(θ−1)θ3
(c−(θ−1)2)(c+θ−1)2
4c2θ2(c−(θ−1)2)2(c3+4c2(θ−1)+c(θ−1)(θ(θ+5)−5)+2(θ−1)3)
(θ−1)4(c+θ−1)7

 .
If θ tends to infinity, then(
ˆˆ
θX
〈uˆX , u〉2
)
Asy∼ N
((
θ
1− c
(θ−1)2
1+ c
θ−1
)
,
1
m
(
2cθ2 2c2
2c2 2c
2(c+1)
θ2
))
.
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Moreover,
ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆX〉2
 Asy∼ N

 θθ
1− c
(θ−1)2
1+ c
θ−1
 , 1
m
2cθ2 0 2c20 2cθ2 2c2
2c2 2c2 4c
2(c+2)
θ2

 .
(Proof in supplement material Marie´tan and Morgenthaler (2019).)
3.4. Residual spike as a function of the statistics
Finally we present a simple result of linear algebra that express the residual
spike as a function of the statistics.
Lemma 3.1.
Suppose
D = (Im + (θ − 1)uXutX)−1/2 (Im + (θ − 1)uY utY ) (Im + (θ − 1)uXutX)−1/2 .
The eigenvalues of D are 1 and
λ (D) = − 12θ
(
−1 + α2 − 2α2θ − θ2(1− α2)±
√
−4θ2 + [1 + θ2 − (−1 + θ)2α2]2
)
,
where α2 = 〈uX , uY 〉2.
Moreover, if
D2 = (Im + (θX − 1)uXutX)−1/2 (Im + (θY − 1)uY utY ) (Im + (θX − 1)uXutX)−1/2 .
The eigenvalues of D2 are 1 and
λ (D2) =
1
2
(
θY + α
2 − θY α2 + 1+(θY −1)α
2±
√
−4θY θX+(1+θY θX−(θY −1)(θX−1)α2)2
θX
)
,
where α2 = 〈uX , uY 〉2.
(Proof in supplement material Marie´tan and Morgenthaler (2019).)
4. Comparison with existing tests
In the classical multivariate theory, Anderson (1958) proposes a log-ratio test
for the equality of two covariance matrices.
Suppose
X1, X2, ..., XnX
i.i.d.∼ Nm(0,ΣX),
Y1, Y2, ..., YnY
i.i.d.∼ Nm(0,ΣY ).
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We want to test
H0 : ΣX = ΣY ,
H1 : ΣX 6= ΣY ,
The log-likelihood ratio test look at the statistic
T1 = nX log
(∣∣∣∣ nXnX + nY Im + nYnX + nY Σˆ−1/2X ΣˆY Σˆ−1/2X
∣∣∣∣) .
Under H0 and if m is finite, T1
D→ χ2p(p−1)
2
. Some other interesting tests propose
to observe the determinant and the trace of Σˆ
−1/2
X ΣˆY Σˆ
−1/2
X .
In this section we show that any test statistics using T2 = log
∣∣∣Σˆ−1/2X ΣˆY Σˆ−1/2X ∣∣∣
or T3 = Trace
(
Σˆ
−1/2
X ΣˆY Σˆ
−1/2
X
)
have difficulties to test
H0 : PX = PY ,
H1 : PX 6= PY ,
when PX and PY are finite perturbations.
We compare the performance of these tests with our procedure T defined in
Section 2.1 in the table 2.
1. When T =
(
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
, λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
))
, the table
shows
PH1
(
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
< qλmin,H0(0.025) or λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
< qλmax,H0(0.975)
)
,
where qλmin,H0 and qλmax,H0 give the quantiles of T under H0 and are given
in Theorem 2.1.
2. When T2 = log
∣∣∣Σˆ−1/2X ΣˆY Σˆ−1/2X ∣∣∣, the table show
PH1 (T2 < qT2,H0(0.025) or T2 > qT2,H0(0.975)) ,
where qT2,H0 gives the quantiles of T2 under H0 and is found empirically.
3. When T3 = Trace
(
Σˆ
−1/2
X ΣˆY Σˆ
−1/2
X
)
, the table show
PH1 (T3 < qT3,H0(0.025) or T3 > qT3,H0(0.975)) ,
where qT3,H0 gives the quantiles of T3 under H0 is are found empirically.
Remark 4.1. In order to generalise the test to degenerated matrices, the deter-
minant is defined as the product of the non-null eigenvalues of the matrix and
the inverse is the generalised inverse.
In the particular case of finite perturbation, the trace and the determinant
have difficulties to catch the alternative. On the other hand, our procedure
detects easily some small differences.
The statistic T2 and T3 would be interesting to detect perturbation of large
order such as a global change of the variance.
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m = 500,
nX = nY = 250
θX = 7, uX = e1,
θY = 7, uY = e2,
θX = 50, uX = e1,
θY = 50, uY = e2,
θX = 7, uX = e1,
θY = 17, uY = e1,
θX = 300, uX = e1,
θY = 600, uY = e1,
T 0.81 1 0.98 0.99
T2 0.15 0.05 0.11 0.05
T3 0.11 1 0.13 0.1
m = 500,
nX = 1000,
nY = 250
θX = 5, uX = e1,
θY = 5, uY = e2,
θX = 50, uX = e1,
θY = 50, uY = e2,
θX = 5, uX = e1,
θY = 15, uY = e1,
θX = 300, uX = e1,
θY = 600, uY = e1,
T 1 1 0.99 1
T2 0.09 0.31 0.04 0.11
T3 0.47 1 0.15 0.12
m = 500,
nX = 1000,
nY = 1000
θX = 5, uX = e1,
θY = 5, uY = e2,
θX = 50, uX = e1,
θY = 50, uY = e2,
θX = 5, uX = e1,
θY = 15, uY = e1,
θX = 300, uX = e1,
θY = 600, uY = e1,
T 1 1 1 1
T2 0.07 0.12 0.07 0.02
T3 0.41 1 0.08 0.05
Table 2
Probability to detect the alternative with a test at level 0.05 when PX = Im + (θX − 1)uXutX
and PY = Im + (θY − 1)uY utY for the different tests. The distribution of T2 and T3 is
computed empirically by assuming the same perturbation PX for the two groups.
Remark 4.2. Assuming ΣˆX = P
1/2
X WXP
1/2
X and ΣˆY = P
1/2
Y WY P
1/2
Y are as
described at the start of Section 2, the procedure proposed in this paper required
the estimation of Ms,X =
1
m
∑m
i=1 λˆ
s
WX ,i
and Ms,Y =
1
m
∑m
i=1 λˆ
s
WY ,i
for s =
1, 2, 3, 4 in order to compute the quantile under H0 of the residual spikes, qλmin,H0
and qλmax,H0 . By Cauchy-Interlacing law and bounded eigenvalues λˆWX ,i and
λˆWY ,i we can use the following estimator
Mˆs,X =
1
m− 1
m∑
i=2
λˆs
ΣˆX ,i
= Ms,X +O
(
1
m
)
.
4.1. Conclusion
By studying perturbation of order 1, this work highlights the particular be-
haviour of residual spikes. A future work will present the behaviours of residual
spikes when the perturbations are of order k. Nevertheless, this task requires
many intermediary results. Therefore an other future work will present only the
joint distribution of some statistics as the eigenvalues and the eigenvectors.
Appendix A: Table
We extend the simulations of Section 2.2. We test our Main Theorem 2.1 under
different hypotheses on X ∈ Rm×nX and Y ∈ Rm×nY (recall that WX =
1
nX
XXt and WY =
1
nY
YYt):
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1. The matrices X and Y contain independent standard normal entries.
2. The columns of the matrices X and Y are i.i.d. Multivariate Student with
8 degrees of freedom. For i = 1, 2, ..., nX and j = 1, 2..., nY ,
X·,i
i.i.d.∼
N
(
~0, Im
)
√
χ28
8
and Y·,j
i.i.d.∼
N
(
~0, Im
)
√
χ28
8
3. The rows of X and Y are i.i.d. ARMA entries of parameters AR =
(0.6, 0.2) and MA = (0.5, 0.2). Moreover, the traces of the matrices are
standardised by the estimated variance.
The Table 3 compares the estimations of the mean and the standard error of
the residual spikes (µˆ, σˆ) to their empirical values (µ, σ).
The simulations are computed for the three scenarios described above. The
perturbation P = Im+(θ−1)uui is without loss of generality assumed canonical
and the eigenvalue θ is fixed to 5000.
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1. Notation, definitions and assumptions
As presented in Marie´tan and Morgenthaler (2020) we use the following nota-
tion.
Notation 1.1.
• If W is a symmetric random matrix, we denote by
(
λˆW,i, uˆW,i
)
its ith
eigenvalues and eigenvectors, ordered by decreasing eigenvalue.
• A finite perturbation of order k is denoted by Pk = Im+
∑k
i=1(θi−1)uiuti ∈
Rm×m with u1, u2, ..., uk ∈ Rm×m orthonormal vectors.
• We denote by W ∈ Rm×m an random matrix invariant by rotation as
defined in Assumption 1.1. Moreover, the estimated covariance matrix is
decomposed as Σˆ = P 1/2WP 1/2. When comparing two groups, we use
WX , WY and ΣˆX , ΣˆY .
• Suppose two groups X and Y . The perturbation of order 1 of the matrices
WX and WY are ΣˆX = P
1/2WXP
1/2 and ΣˆY = P
1/2WY P
1/2 respectively.
Then, we define for ΣˆX (and similarly for ΣˆY ):
– uˆX = uˆΣˆX , its first eigenvector.
– uˆX,j , the j
th component of the first eigenvector.
– θˆX = λˆΣˆX ,1, the largest eigenvalue of ΣˆX .
∗This paper proves the theorems of the main paper Marie´tan and Morgenthaler (2020).
†PhD Student at EPFL in mathematics department
‡Professor at EPFL in mathematics department
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– λˆΣˆX ,i, its i
th eigenvalue, keeping in mind that λˆΣˆX ,1 = θˆX .
When the results concern only one group, we use simpler notation, uˆ, θˆ
and λˆΣˆ,i.
• We define the function Ms1,s2,X(ρX), Ms1,s2,Y (ρY ) and Ms1,s2(ρX , ρY ) as
Ms1,s2,X(ρX) =
1
m
m∑
i=1
λˆs1WX ,i(
ρX − λˆWX ,i
)s2 , and analogously for Y
Ms1,s2(ρX , ρY ) =
Ms1,s2,X(ρX) +Ms1,s2,Y (ρY )
2
.
When s2 = 0, we use Ms1,X = Ms1,0,X . When we only study one group,
we use the simpler notation Ms1,s2(ρ) when no confusion is possible.
• We use two transforms inspired by the T-transform:
– TW,u(z) =
∑m
i=1
λˆW,i
z−λˆW,i 〈uˆW,i, u〉
2
is the T-transform in direction u
using the random matrix W .
– TˆΣˆX (z) =
1
m
∑m
i=k+1
λˆΣˆX,i
z−λˆΣˆX,i
, and TˆWX (z) =
1
m
∑m
i=1
λˆWX,i
z−λˆWX,i
are
the estimated T-transforms using ΣˆX and W respectively.
The main assumption of Marie´tan and Morgenthaler (2020) concerns the
estimated covariance matrices.
Assumption 1.1. Let WX and WY be such that
WX = OXΛXOX and WY = OY ΛYOY ,
where
OX , OY are unit orthonormal invariant and independent random matrices,
ΛX ,ΛY are diagonal bounded matrices and independent of OX , OY ,
Trace (WX) = m and Trace (WY ) = m.
Assume PX = Im + (θX − 1)uXutX and PY = Im + (θY − 1)uY utY . Then
ΣˆX = P
1/2
X WXP
1/2
X and ΣˆY = P
1/2
Y WY P
1/2
Y .
We next define the filtered covariance matrix and the residual spike.
Definition 1.1. Suppose Σˆ satisfies Assumption 1.1.
The unbiased estimator of θ is
ˆˆ
θ = 1 +
1
1
m−1
∑m
i=2
λˆΣˆ,i
θˆ−λˆΣˆ,i
.
The filtered estimated covariance matrix is defined as
ˆˆ
Σ = Im + (
ˆˆ
θ − 1)uˆuˆt.
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 3
Definition 1.2. The residual spikes are the largest and the smallest eigen-
values of
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X .
Some results assume a large perturbation, where large has one of the following
meanings:
Assumption 1.2.
(A1) θ√
n
→∞.
(A2) θ →∞.
Finally we define the detectability of perturbations.
Definition 1.3. We assume that a perturbation P = Im + (θ − 1)uut is de-
tectable via Σˆ = P 1/2WP 1/2 if the perturbation creates a largest isolated
eigenvalue, θˆ.
2. Theorems and proofs
Marie´tan and Morgenthaler (2020) contains one main theorem, three theorems
and one lemma.
2.1. Main Theorem
Theorem 2.1. Suppose WX ,WY ∈ Rm×m satisfy Assumption 1.1 and θ satis-
fies Assumption 1.2 (A1).
Let P = Im + (θ − 1)e1et1 ∈ Rm×m and define
ΣˆX = P
1/2WXP
1/2 and ΣˆY = P
1/2WY P
1/2.
The induced filtered estimators become
ˆˆ
ΣX = Im + (
ˆˆ
θΣˆX − 1)uˆΣˆX uˆtΣˆX and analogously for Y
where
ˆˆ
θΣˆX and
ˆˆ
θΣˆY are the unbiased estimators of the largest eigenvalues of ΣˆX
and ΣˆY respectively, as defined in Definition 1.1.
Then, conditional on the spectra SWX =
{
λˆWX ,1, λˆWX ,2, ..., λˆWX ,m
}
and
SWY =
{
λˆWY ,1, λˆWY ,2, ..., λˆWY ,m
}
of WX and WY , we have
√
m
(
λmax
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
− λ+
)
σ+
∣∣∣∣∣∣∣SWX , SWY ∼ N(0, 1) + op(1),
where op(1) is with regard to large values of m,
λ+ =
√
M22 − 1 +M2,
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σ+
2
=
1
(M2,X +M2,Y − 2) (M2,X +M2,Y + 2)(
9M42,XM2,Y + 4M
3
2,XM
2
2,Y + 4M
3
2,XM2,Y + 2M
3
2,XM3,Y − 2M22,XM32,Y
+4M22,XM
2
2,Y − 11M22,XM2,Y − 8M3,XM22,XM2,Y + 2M22,XM2,YM3,Y
−2M22,XM3,Y +M22,XM4,Y + 4M2,XM32,Y +M2,XM22,Y + 4M2,XM2,Y
−4M3,XM2,XM22,Y − 4M3,XM2,XM2,Y − 2M2,XM22,YM3,Y − 4M2,XM2,YM3,Y
−6M2,XM3,Y + 2M4,XM2,XM2,Y + 2M2,XM2,YM4,Y − 2M3,XM22,Y
+2M3,XM2,Y +M4,XM
2
2,Y + 4M
5
2,X + 2M
4
2,X − 4M3,XM32,X − 13M32,X
−2M3,XM22,X +M4,XM22,X − 2M22,X + 10M3,XM2,X + 4M2,X + 4M3,X
−2M4,X +M52,Y + 2M42,Y −M32,Y − 2M22,Y + 4M2,Y − 2M32,YM3,Y
−2M22,YM3,Y + 2M2,YM3,Y + 4M3,Y +M22,YM4,Y − 2M4,Y − 4
)
+
1√
(M2,X +M2,Y − 2) (M2,X +M2,Y + 2)(
5M32,XM2,Y −M22,XM22,Y + 2M22,XM2,Y + 2M22,XM3,Y −M2,XM32,Y
+2M2,XM
2
2,Y − 4M2,XM2,Y − 4M3,XM2,XM2,Y − 2M2,XM3,Y +M2,XM4,Y
−2M3,XM2,Y +M4,XM2,Y + 4M42,X + 2M32,X − 4M3,XM22,X − 5M22,X
−2M3,XM2,X +M4,XM2,X + 2M2,X + 2M3,X +M42,Y + 2M32,Y +M22,Y
+2M2,Y − 2M22,YM3,Y − 2M2,YM3,Y − 2M3,Y +M2,YM4,Y
)
,
Moreover,
√
m
(
λmin
(
ˆˆ
Σ
−1/2
X
ˆˆ
ΣY
ˆˆ
Σ
−1/2
X
)
− λ−
)
σ−
∣∣∣∣∣∣∣SWX , SWY ∼ N(0, 1) + op(1),
where
λ− = −
√
M22 − 1 +M2,
σ−2 =
(
λ−
)4
σ+
2
.
Remark 2.1.
1. If the spectra have the Marcenko-Pastur distribution, cX = nX/m and
cY = nY /m, then:
c =
cX + cY
2
,
λ+ = c+
√
c(c+ 2) + 1,
σ+
2
= c3X + c
2
XcY + 3c
2
X + 4cXcY − cX + c2Y + cY
+
(8cX + 2c
2
X +
(
c3X + 5c
2
X + c
2
XcY + 4cXcY + 5cX + 3cY + c
2
Y
)√
c(c+ 2)
c+ 2
.
2. If cX tends to 0, then
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σ+
2
=
(
M52,Y + 2M
4
2,Y − 2M3,YM32,Y +M32,Y − 4M3,YM22,Y +M4,YM22,Y + 2M22,Y
+2M4,YM2,Y + 2M2,Y − 2M3,Y −M4,Y − 2
)/(
(M2,Y − 1) (M2,Y + 3)
)
+
(
M42,Y +M
3
2,Y − 2M3,YM22,Y + 2M22,Y − 2M3,YM2,Y +M4,YM2,Y
−2M3,Y +M4,Y
)/√
(M2,Y − 1) (M2,Y + 3).
Proof. Theorem 2.1
The Theorem is a direct consequence of Theorem 2.4 and Lemma 2.1 together
with an application of Slutsky’s Theorem.
2.2. Unit invariant vector statistic
Theorem 2.2.
Let W be a random matrix of trace m with spectrum SW =
{
λˆW,1, λˆW,2, ..., λˆW,m
}
.
We denote by up1 and up2 , two orthonormal invariant random vectors of size
m, independent of the eigenvalues of W . Let
~Bm (ρ,~s, ~r, ~p) =
√
m


∑m
i=1
λˆ
s1
W,i
(ρ−λˆW,i)s2 up1,iup2,i∑m
i=1
λˆ
r1
W,i
(ρ−λˆW,i)r2 up1,iup2,i
− (Ms1,s2Mr1,r2
)
1p1=p2
 ,
where ~s = (s1, s2), ~r = (r1, r2) and ~p = (p1, p2) with indices 1 6 p1 6 p2 6 m
and s1, s2, r1, r2 ∈ N.
If p = p1 = p2,
~Bm (ρ,~s, ~r, ~p)
∣∣∣SW ∼ N(~0,( 2 (M2s1,2s2 −M2s1,s1) 2 (Ms1+r1,s2+r2 −Ms1,s2Mr1,r2)2 (Ms1+r1,s2+r2 −Ms1,s2Mr1,r2) 2 (M2r1,2r2 −M2r1,r1)
))
+ op(1),
where Ms,r = Ms,r(ρ) =
1
m
∑m
i=1
λˆsW,i
(ρ−λˆW,i)r .
If p1 6= p2,
~Bm (ρ,~s, ~r, ~p)
∣∣∣SW ∼ N(~0,( M2s1,2s2 −M2s1,s1 Ms1+r1,s2+r2 −Ms1,s2Mr1,r2Ms1+r1,s2+r2 −Ms1,s2Mr1,r2 M2r1,2r2 −M2r1,r1
))
+ op(1),
In particular, with the notation Ms,0 = Ms =
1
m
∑m
i=1 λˆ
s
W,i,
√
m
((∑m
i=1 λˆW,iu
2
p,i∑m
i=1 λˆ
2
W,iu
2
p,i
)
−
(
1
M2
))∣∣∣∣∣SW ∼ N
(
~0,
(
2 (M2 − 1) 2 (M3 −M2)
2 (M3 −M2) 2
(
M4 −M22
)))+ op(1),
and
√
m
((∑m
i=1 λˆW,iup1,iup2,i∑m
i=1 λˆ
2
W,iup1,iup2,i
)
−
(
0
0
))∣∣∣∣∣SW ∼ N
(
~0,
(
M2 − 1 M3 −M2
M3 −M2 M4 −M22
))
+ op(1).
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Finally if we look at K bivariate normal random variables:
Bm (~ρ, s, r,p) =
(
~Bm (ρ1, ~s1, ~r1, ~p1) , ~Bm (ρ2, ~s2, ~r2, ~p2) , ..., ~Bm (ρK , ~sK , ~rK , ~pK)
)
,
where ~pi 6= ~pj if i 6= j. Then, conditional on the spectrum SW ,
B˜m (~ρ, s, r,p) tends to a multivariate Normal with block-diagonal covariance
matrix of blocks of size 2× 2.
Remark 2.2.1.
1. We assume the trace of W is m, which can be assured by rescaling the
matrix.
2. The condition of independence between eigenvectors and eigenvalues of
W is strong, but follows automatically if the eigenvectors are Haar dis-
tributed.
3. If W is a rescaled standard Wishart, then
√
m
((∑m
i=1 λˆW,iuˆ
2
i∑m
i=1 λˆ
2
W,iuˆ
2
i
)
−
(
1
1 + c
))
→
m→∞ N
(
~0,
(
2c 2c(2 + c)
2c(2 + c) 2c(c+ 1)(c+ 4)
))
,
where uˆ1, uˆ2, ..., uˆm are the eigenvectors of W .
Proof. Theorem 2.2
The proof is divided into three steps. First, we compute the first two moments of
the statistics. Then, we show the asymptotic joint normality. Finally, we show
the asymptotic independence of the statistics. In each step of the proof, we
condition on the spectrum of W .
For any non-random real-valued function g,
E
[
m∑
i=1
g(λˆW,i)u
2
1,i
]
=
1
m
m∑
i=1
g(λˆW,i),
E
[
m∑
i=1
g(λˆW,i)u1,iu2,i
]
= 0
This proves the formulas for the first moments.
Since for unit invariant eigenvectors Cov
(
u21,i, u
2
1,j
)
= −2/(m2(m − 1)), we
have
Var
 m∑
i=1
λˆs1W,i(
ρ− λˆW,i
)s2 u21,i

=
m∑
i=1
λˆ2s1W,i(
ρ− λˆW,i
)2s2 2m2 −
m∑
i,j=1
i6=j
 λˆs1W,i(
ρ− λˆW,i
)s2 λˆs1W,j(
ρ− λˆW,j
)s2
 2
m2(m− 1)
=
2M2s1,2s2(ρ)
m
− 2Ms1,s2(ρ)
2
m− 1 +
2M2s1,2s2(ρ)
m(m− 1)
=
2
m
(
M2s1,2s2(ρ)−Ms1,s2(ρ)2
)
+Op
(
1
m2
)
.
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Similarly,
Cov
 m∑
i=1
λˆs1W,i(
ρ− λˆW,i
)s2 u21,i, m∑
j=1
λˆr1W,i(
ρ− λˆW,i
)r2 u21,j

=
2
m
(Ms1+r1,s2+r2(ρ)−Ms1,s2(ρ)Mr1,r2(ρ)) +Op
(
1
m2
)
,
Var
 m∑
i=1
λˆs1W,i(
ρ− λˆW,i
)s2 u1,iu2,i
 = M2s1,2s2(ρ)−Ms1,s2(ρ)2
m
+Op
(
1
m2
)
,
Cov
 m∑
i=1
λˆs1W,i(
ρ− λˆW,i
)s2 u1,iu2,i, m∑
j=1
λˆr1W,i(
ρ− λˆW,i
)r2 u1,ju2,i

=
Ms1+r1,s2+r2(ρ)−Ms1,s2(ρ)Mr1,r2(ρ)
m
+Op
(
1
m2
)
.
In order to prove normality, we study projections. Let(
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
us,iur,i − 1r=s 1
m
))
,
where ar,s are real-valued functions and r, s take values between 1 and m. We
need to show that sums on r and s of these statistics are still normal. Further-
more, let v1, v2,..., vp2 ∈ Rm (p2 > p1) be independent normal random vectors
with Var (vi) =
1
m Im. Applying Gram-Schmidt we obtain
us =
vs −
∑s−1
i=1
(〈vs, vi〉+Op ( 1m)) vi||vi||2+Op( 1m )
||vs||+Op
(
1
m
)
=
s∑
i=1
bs,ivi.
The central limit theorem of Bentkus (2005) shows that for any t1, t2 = 1, 2, ...k,
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
vt1,ivt2,i − 1t1=t2
1
m
)
(2.1)
can for finite k be jointly approximated by a centred multivariate normal. In
particular, using Slutsky’s theorem we show that
∀s, t = 1, 2, ..., k, s 6= t, √m bs,t (2.2)
tends to centred joint Normal random variable with variance of size Op (1).
Moreover,
∀s = 1, 2, ..., k, √m (bs,s − 1) (2.3)
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tends to a centred joint normal random variable with variance of size Op (1) .
Finally, we consider the elements in the statistics Bm.
k∑
s,r=1
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
us,iur,i − 1s=r 1
m
)
=
k∑
s,r=1
s∑
t1=1
r∑
t2=1
bs,t1br,t2
√
m
m∑
i=1
ar,s
(
λˆW,i
)
vt1,ivt2,i −
1
m
k∑
s=1
√
m
m∑
i=1
as,s
(
λˆW,i
)
=
k∑
s,r=1
s∑
t1=1
r∑
t2=1
bs,t1br,t2
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
vt1,ivt2,i − 1t1=t2
1
m
)
+
k∑
s,r=1
min(r,s)∑
t=1
bs,tbr,t
√
m
1
m
m∑
i=1
ar,s
(
λˆW,i
)
−
k∑
s=1
√
m
1
m
m∑
i=1
as,s
(
λˆW,i
)
=
k∑
s,r=1
s∑
t1=1
r∑
t2=1
bs,t1br,t2
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
vt1,ivt2,i − 1t1=t2
1
m
)
︸ ︷︷ ︸
A1
+
k∑
s,r=1
s 6=r
min(r,s)∑
t=1
bs,tbr,t
√
m
1
m
m∑
i=1
ar,s
(
λˆW,i
)
︸ ︷︷ ︸
A2
−
k∑
s=1
√
m
(
1− b2s,s
) 1
m
m∑
i=1
as,s
(
λˆW,i
)
︸ ︷︷ ︸
A3
We show asymptotic normality of the three elements using Slutsky’s Theorem:
A1 = bs,t1br,t2
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
vt1,ivt2,i − 1t1=t2
1
m
)
= E [bs,t1br,t2 ]
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
vt1,ivt2,i − 1t1=t2
1
m
)
+Op
(
1√
m
)
.
We recognise the equation 2.1 on the right and we know that we can neglect
all the terms when s 6= t1 or r 6= t2. Indeed in these cases by equation 2.2,
bs,t1br,t2 = Op (1/
√
m) and the terms become of order Op (1/
√
m).
A2 =
k∑
s,r=1
s 6=r
min(r,s)∑
t=1
bs,tbr,t
√
m
1
m
m∑
i=1
ar,s
(
λˆW,i
)
=
k∑
s,r=1
s6=r
bs,min(r,s)br,min(r,s)
√
m
1
m
m∑
i=1
ar,s
(
λˆW,i
)
+
k∑
s,r=1
s 6=r
min(r,s)−1∑
t=1
bs,tbr,t
√
m
1
m
m∑
i=1
ar,s
(
λˆW,i
)
=
k∑
s,r=1
s 6=r
E
[
bmin(r,s),min(r,s)
]√
mbmax(r,s),min(r,s)
1
m
m∑
i=1
ar,s
(
λˆW,i
)
+Op
(
1√
m
)
=
k∑
s,r=1
s 6=r
√
mbmax(r,s),min(r,s)
1
m
m∑
i=1
ar,s
(
λˆW,i
)
+Op
(
1√
m
)
.
We recognise the equation 2.2 multiplied by a constant.
A3 =
k∑
s=1
√
m
(
1− b2s,s
) 1
m
m∑
i=1
as,s
(
λˆW,i
)
.
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We recognise up to a constant Equation 2.3. Therefore, we obtain:
k∑
s,r=1
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
us,iur,i − 1s=r 1
m
)
=
k∑
s,r=1
√
m
m∑
i=1
ar,s
(
λˆW,i
)(
vs,ivr,i − 1s=r 1
m
)
+
k∑
s,r=1
s 6=r
√
mbmin(s,t),max(s,t)
1
m
m∑
i=1
ar,s
(
λˆW,i
)
+
k∑
s=1
2
√
m (bs,s − 1)) 1
m
m∑
i=1
as,s
(
λˆW,i
)
.
Because all the quantities in the three sums are approximately jointly normal,
the quantity is approximately normal with an error op(1) for large m. Assuming
si 6 ri, if (s1, r1) 6= (s2, r2), then, when either s1 6= r1 or s2 6= r2, by invariance
under rotation,
Cov
(
m∑
i=1
ar1,s1
(
λˆW,i
)(
us1,iur1,i − 1r1=s1
1
m
)
,
m∑
i=1
ar2,s2
(
λˆW,i
)(
us2,iur2,i − 1r2=s2
1
m
))
= 0.
Therefore, when (s1, r1) 6= (s2, r2), the resulting joint Normal statistics are
asymptotically independent. However, when (s1, r1) = (s2, r2), then the statis-
tics are jointly Normal and correlated.
Note that when s1 = r1 and s2 = r2 we have to use the linearity of the covariance
and the fact that
Corr
(
m∑
i=1
aiu
2
1,i,
m∑
i=1
a˜iu
2
2,i
)
= Corr
(
m∑
i=1
aiu
2
1,i,
m∑
i=1
a˜i
1− u21,i
m− 1
)
that tends to 0.
2.3. Characterisation and convergence of eigenvalues and angles
Parts 2.a and 2.b of the following theorem are due to Benaych-Georges and Rao
(2009). This paper provides also the main idea of the remaining parts of the
theorem.
Theorem 2.3.
Let P = Im + (θ − 1)uut be a finite perturbation of order 1.
1. Suppose W is a symmetric random matrix with eigenvalues λˆW,i > 0 and
eigenvectors uˆW,i for i = 1, 2, ...,m. The perturbation of W by P leads to
Σˆ = P 1/2WP 1/2.
For i = 1, 2, ...,m, we define u˜Σˆ,i and λˆΣˆ,i such that
WPu˜Σˆ,i = λˆΣˆ,iu˜Σˆ,i,
and the usual uˆΣˆ,i such that if Σˆ = P
1/2WP 1/2, then
ΣˆuˆΣˆ,i = P
1/2WP 1/2uˆΣˆ,i = λˆΣˆ,iuˆΣˆ,i.
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• The eigenvalues λˆΣˆ,s are such that for s = 1, 2, ...,m,
m∑
i=1
λˆW,i
λˆΣˆ,s − λˆW,i
〈uˆW,i, u〉2 = 1
θk − 1 .
• The eigenvectors u˜Σˆ,s are such that
〈
u˜Σˆ,s, v
〉2
=
(∑m
i=1
λˆW,i
λˆΣˆ,s−λˆW,i
〈uˆW,i, v〉 〈uˆW,i, u〉
)2
∑m
i=1
λˆ2W,i
(λˆΣˆ,s−λˆW,i)2
〈uˆW,i, u〉2
.
In particular if v = u,〈
u˜Σˆ,s, u
〉2
=
1
(θk − 1)2
(∑m
i=1
λˆ2W,i
(λˆΣˆ,s−λˆW,i)2
〈uˆW,i, u〉2
) .
Moreover,
uˆΣˆ,s =
P 1/2u˜Σˆ,s√
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 .
Therefore, for u and v such that 〈v, u〉 = 0,
〈
uˆΣˆ,s, u
〉2
=
θ
〈
u˜Σˆ,s, u
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 = − θ
(θ − 1)2λˆΣˆ,sT ′W,u(λˆΣˆ,s)
,
〈
uˆΣˆ,s, v
〉2
=
〈
u˜Σˆ,s, u
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 ,
where TW,u(z) =
∑m
i=1
λˆW,i
z−λˆW,i 〈uˆW,i, u〉
2
.
2. Suppose that WX , WY and P = PX = PY satisfy Assumption 1.1 and
that θ is large enough to create detectable spikes,
(
θˆX , uˆX
)
and
(
θˆY , uˆY
)
,
in the matrices ΣˆX = P
1/2WXP
1/2 and ΣˆY = P
1/2WY P
1/2. Then,
a)
ˆˆ
θX ,
ˆˆ
θY
P−→
n,m→∞ θ,
b) 〈uˆX , u〉 − αX , 〈uˆY , u〉 − αY P−→
n,m→∞ 0,
c) 〈uˆX , uˆY 〉 − αXαY P−→
n,m→∞ 0,
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where
θˆX
P−→
n,m→∞ ρX ,
ˆˆ
θX = 1 +
1
TˆΣˆX
(
θˆX
) = 1 + m∑m
i=k+1
λˆΣˆX,i
θˆX−λˆΣˆX,i
,
α2X = −
θ
(θ − 1)2ρX Tˆ ′WX (ρX)
,
α2Y = −
θ
(θ − 1)2ρY Tˆ ′WY (ρY )
,
λˆΣˆX ,i and λˆΣˆY ,i are the eigenvalues of respectively ΣˆX and ΣˆY .
Remark 2.3.1.
If WX and WY are Wishart random matrices of size m and degree of freedom
nX , nY , respectively, then by setting cX =
m
nX
and cY =
m
nY
α2X =
1− cX(θ−1)2
1 + cXθ−1
,
ˆˆ
θX is such that θˆX =
ˆˆ
θX
(
1 +
cX
ˆˆ
θX − 1
)
, and
lim
m→∞θˆX = θ
(
1 +
cX
θ − 1
)
.
Proof. Theorem 2.3
In the proof of this theorem, we use the two transforms:
• TWX ,u(z) =
∑m
i=1
λˆWX,i
z−λˆWX,i
〈uˆWX ,i, u〉2,
• TˆWX (z) = 1m
∑m
i=1
λˆWX,i
z−λˆWX,i
.
1. To study P 1/2WP 1/2, note the spectral decomposition, W = Uˆ tWΛW UˆW .
Eigenvalues The above matrix has the same eigenvalues as WP . Thus,
for z an eigenvalue of P 1/2WP 1/2,
0 = det
(
zIm − P 1/2WP 1/2
)
= det
(
zIm −W
(
Im + (θ − 1)uut
))
= det
(
zIm − Uˆ tWΛW UˆW
(
Im + (θ − 1)uut
))
= det
(
zIm − ΛW
(
Im + (θ − 1)
(
Uˆ tWu
)(
Uˆ tWu
)t))
= det (zIm − ΛW ) det
(
Im − (zIm − ΛW )−1ΛW
(
(θ − 1)
(
Uˆ tWu
)(
Uˆ tWu
)t))
.
If z is not an eigenvalue of W but an eigenvalue of WP , then
det (zIm − ΛW ) 6= 0.
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Thus,
det
(
Im − (zI− ΛW )−1ΛW
(
(θ − 1)
(
Uˆ tWu
)(
Uˆ tWu
)t))
= 0
⇒ Trace
(
(zIm − ΛW )−1ΛW
(
(θ − 1)
(
Uˆ tWu
)(
Uˆ tWu
)t))
= 1
⇒ Trace
(
(zIm − ΛW )−1ΛW
((
Uˆ tWu
)(
Uˆ tWu
)t))
=
1
θ − 1
⇒
m∑
i=1
λˆW,i
z − λˆW,i
〈uˆW,i, u〉2 = 1
θ − 1 .
In our notation, we can replace z by the eigenvalues of Σˆ = P 1/2WP 1/2,
λˆΣˆ,s for s = 1, 2, ...,m.
Eigenvectors We first study u˜Σˆ,s for s = 1, 2, ...,m, the eigenvectors of
WP . Because λˆΣˆ,s is the eigenvalue of WP corresponding to u˜Σˆ,s,
λˆΣˆ,su˜Σˆ,s = WPu˜Σˆ,s = W (Im + P¯ )u˜Σˆ,s = (W +WP¯ )u˜Σˆ,s,
where P¯ = (θ − 1)uut. Therefore, we have
u˜Σˆ,s = ((θ − 1)utu˜Σˆ,s)
(
λˆΣˆ,sIm −W
)−1
Wu.
Using the fact that u˜Σˆ,s is proportional to
(
λˆΣˆ,sIm −W
)−1
Wu and its
norm is 1, we get
u˜Σˆ,s =
(
λˆΣˆ,sIm −W
)−1
W√
utW
(
λˆΣˆ,sIm −W
)−2
Wu
u,
which leads to most of the results about eigenvectors we need.
Assuming v ∈ Rm, we have
〈
u˜Σˆ,s, v
〉2
=
(
vtW
(
λˆΣˆ,sIm −W
)−1
u
)2
utW
(
λˆΣˆ,sIm −W
)−2
WXu
=
(∑m
i=1
λˆW,i
λˆΣˆ,s−λˆW,i
〈uˆW,i, v〉 〈uˆW,i, u〉
)2
∑m
i=1
λˆ2W,i
(λˆP,s−λˆW,i)2 〈uˆW,i, u〉
2
.
In particular, when v = u, utWX(λˆΣˆ,sI − WX)−1u = 1/(θ − 1) by the
previous equation on eigenvalues.
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In order to obtain a more elegant formula, we need to study the denomi-
nator and its transform:∫
x2
(z−x)2 f(x)dx = −
∫
x
(z−x)f(x)dx+ z
∫
x
(z−x)2 f(x)dx = −T (z)− zT ′(z),
where empirical version of the T-transform T is defined above. It follows
that 〈
u˜Σˆ,s, u
〉2
=
TW,u(λˆΣˆ,s)
2
−TW,u(λˆΣˆ,s)− λˆΣˆ,sT ′u(λˆΣˆ,s)
= − 1
(θ − 1)2λˆΣˆ,sT ′W,u(λˆΣˆ,s) + (θ − 1)
.
It is easy to see that
uˆΣˆ,s =
P 1/2u˜Σˆ,s√
u˜t
Σˆ,s
Pu˜Σˆ,s
.
Using the fact that u˜t
Σˆ,s
Pu˜Σˆ,s = 1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2
, the angle can be
written,
〈
uˆΣˆ,s, v
〉2
=
〈
P 1/2u˜Σˆ,s, v
〉2
u˜t
Σˆ,s
Pu˜Σˆ,s
=
〈(
Im + (
√
θ − 1)uut
)
u˜Σˆ,s, v
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2
=
(〈
u˜Σˆ,s, v
〉
+
(√
θ − 1
)〈
u˜Σˆ,s, u
〉
〈u, v〉
)2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 .
For u and v such that 〈v, u〉 = 0, we easily obtain,
〈
uˆΣˆ,s, u
〉2
=
θ
〈
u˜Σˆ,s, u
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2
= − θ
(θ − 1)2λˆΣˆ,sT ′W,u(λˆΣˆ,s)
,
〈
uˆΣˆ,s, v
〉2
=
〈
u˜Σˆ,s, u
〉2
1 + (θ − 1)
〈
u˜Σˆ,s, u
〉2 .
2. The second part of the theorem is a direct consequence of the first part.
Because WX and WY satisfy Assumption 1.1 and P is assumed detectable,
the leading eigenvalues λˆΣˆX ,1 = θˆX and λˆΣˆY ,1 = θˆY are the spikes.
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(a) We have
1
θ − 1 = Tu(θˆX) =
m∑
i=1
λˆWX ,i
θˆX − λˆWX ,i
〈uˆW,i, u〉2 ,
where 〈uˆWX ,i, u〉2 = wi creates an unit uniform vector w independent
of the spectrum of WX .
Because
1
θ − 1 −
1
ˆˆ
θX − 1
= Tu(θˆX)− 1
m
m∑
i=1
λˆWX ,i
θˆX − λˆWX ,i
P−→
n,m→∞ 0,
we obtain
ˆˆ
θX
P−→
n,m→∞ θ. In order to replace λˆWX ,i by λˆΣˆX ,i, we make
use of Cauchy’s interlacing law and the boundedness of the eigenval-
ues.
(b) Moreover, assuming that θˆX
P−→
n,m→∞ ρX , we find
〈uˆX , u〉2 − α2X = − θ(θ−1)2θˆXT ′u(θˆX) +
θ
(θ−1)2ρXT ′WX (ρX)
P−→
n,m→∞ 0.
(c) Finally, an elementary result from linear algebra proves the limit of
〈uˆX , uˆY 〉, which we call the double angle. If W = OtΛO, with invari-
ant uniform O independent of the bounded spectrum Λ, it follows
that for any two fixed vectors v, u ∈ Rm,
vtWu = v˜tΛu˜ =
m∑
i=1
λˆW,iv˜iu˜i = 〈u, v〉Trace (W ) /m+Op (1/m) .
This result is easily demonstrated, because v˜, u˜ are uniform, 〈v˜, u˜〉 =
〈v, u〉 and it is easy to show that
E [v˜iu˜i] = E
[
m∑
s,r=1
Oi,sOi,rvsvr
]
= 〈v, u〉 /m,
Var
(
m∑
i=1
v˜iu˜i
)
= 0 and Var (v˜iu˜i) = Op
(
1/m2
)
,
Cov (v˜iu˜i, v˜j u˜j) = Op
(
1/m3
)
.
Using the notation θˆX = λˆΣˆX ,1 and θˆY = λˆΣˆY ,1 for the estimated
eigenvalues, we can combine the first part and the above result to
obtain
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〈u˜X , u˜Y 〉2 =
(
utWX(θˆXIm −WX)−1(θˆY Im −WY )−1WY u
)2
utWX(θˆXI −WX)−2WXWY (θˆY I −WY )−2WY u
=
(
utWX(θˆXIm −WX)−1(θˆY Im −WY )−1WY u
)2
(
−Tu
(
θˆX
)
− θˆXT ′u
(
θˆX
))(
−Tu
(
θˆY
)
− θˆY T ′u
(
θˆY
))
=
(
Trace
(
WX(θˆXIm −WX)−1
)
ut(θˆY Im −WY )−1WY u+Op
(
1
mθ
))2(
−Tu
(
θˆX
)
− θˆXT ′u
(
θˆX
))(
−Tu
(
θˆY
)
− θˆY T ′u
(
θˆY
))
= 〈u, u˜X〉2 〈u, u˜Y 〉2 +Op
(
1
mθ
)
,
where u˜X and u˜Y are the eigenvectors of WXP and WY P , respec-
tively. As in the first part, we use the relation between uˆX and u˜X
to get
〈uˆX , uˆY 〉2 =
〈(
Im + P¯
)1/2
u˜X ,
(
Im + P¯
)1/2
u˜Y
〉2
(
u˜tX(Im + P¯ )u˜X
) (
u˜tY (Im + P¯ )u˜Y
)
=
〈u˜X , u〉 〈u, u˜Y 〉 θ + →0︷ ︸︸ ︷(〈u˜X , u˜Y 〉 − 〈u˜X , u〉 〈u, u˜Y 〉)
2
(
1 + (θ − 1) 〈u˜X , u〉2
)(
1 + (θ − 1) 〈u˜Y , u〉2
) .
This leads to the result,
〈uˆX , uˆY 〉2 − α2Xα2Y P−→
n,m→∞ 0.
2.4. Asymptotic distribution of the eigenvalues and the angle
Theorem 2.4.
Suppose WX and WY are independent random matrices satisfying 1.1 with
P = PX = PY , a detectable perturbation of order k = 1. Moreover, we assume
SWX =
{
λˆWX ,1, λˆWX ,2, ..., λˆWX ,m
}
and SWY =
{
λˆWY ,1, λˆWY ,2, ..., λˆWY ,m
}
, the
eigenvalues of WX and WY as known. Let
ΣˆX = P
1/2WXP
1/2,
ΣˆY = P
1/2WY P
1/2,
P = Im + (θ − 1)uut,
where u is fixed. We construct the unbiased estimators of θ,
ˆˆ
θX
∣∣∣∣ 1ˆˆθX−1 = 1m∑mi=1 λˆWX,iθˆX−λˆWX,i and ˆˆθY
∣∣∣∣ 1ˆˆθY −1 = 1m∑mi=1 λˆWY ,iθˆY −λˆWY ,i
where θˆX = λˆΣˆX ,1 and θˆY = λˆΣˆY ,1 are the largest eigenvalues of ΣˆX and ΣˆY
corresponding to the eigenvectors uˆX = uˆΣˆX ,1 and uˆY = uˆΣˆY ,1.
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1. If θ√
m
→ 0, we define
Ms,r,X(ρX) =
1
m
∑m
i=1
λˆsWX,i
(ρX−λˆWX,i)r
,Ms,r,Y (ρY ) =
1
m
∑m
i=1
λˆsWX,i
(ρY −λˆWX,i)r
where we assume
ρX = E
[
θˆX
]
+ o
(
θ√
m
)
, ρY = E
[
θˆY
]
+ o
(
θ√
m
)
and a convergence rate in probability of (θˆX , θˆY ) to (ρX , ρY ) in 1/
√
m.
Then(
ˆˆ
θX
〈uˆX , u〉2
)∣∣∣∣∣SWX ∼ N
((
θ
α2X
)
, 1m
(
σ2θ,X σθ,α2,X
σθ,α2,X σ
2
α2,X
))
+
 op ( θ√m)
op
(
1
θ
√
m
) ,

ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2

∣∣∣∣∣∣∣SWX , SWY ∼ N
 θθ
α2X,Y
 , 1m
 σ2θ,X 0 σθ,α2,X0 σ2θ,Y σθ,α2,Y
σθ,α2,X σθ,α2,Y σ
2
α2,X,Y
+

op
(
θ√
m
)
op
(
θ√
m
)
op
(
1
θ
√
m
)
 ,
where
α2X =
θ
(θ − 1)2
1
ρXM1,2,X
,
α2X,Y =
θ2
(θ − 1)4
1
ρXρYM1,2,XM1,2,Y
,
σ2θ,X =
2
(
M2,2,X −M21,1,X
)
M41,1,X
,
σ2α2,X =
2θ2
((θ − 1)ρXM1,2,X)4
(
ρ2X
(
M2,4,X −M21,2,X
)
+
(
2ρX
M1,3,X
M1,2,X
− 1
)2 (
M2,2,X −M21,1,X
)
−2ρX
(
2ρX
M1,3,X
M1,2,X
− 1
)(
M2,3,X − M1,1,X
M1,2,X
))
,
σθ,α2,X =
2θ
M21,1,XM
3
1,2,Xρ
2
X(−1 + θ)2
(
M1,1,XM
2
1,2,XρX + 2M1,3,XM2,2,XρX
+M21,1,X(M1,2,X − 2M1,3,XρX)−M1,2,X(M2,2,X +M2,3,XρX)
)
,
σ2α2,X,Y = σ
2
α2,Xα
4
Y + σ
2
α2,Y α
4
X + 4α
2
X,Y (1− α2X)(1− α2X).
2. If θ√
m
→∞ (Assumption 1.2 (A1)), we can simplify the above as follows.
Let
Mr,X =
1
m
m∑
i=1
λˆrWX ,i and Mr,Y =
1
m
m∑
i=1
λˆrWY ,i.
We then have
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(
ˆˆ
θX
〈uˆX , u〉2
)∣∣∣∣∣SWX ∼ N
((
θ +Op (1)
1 +
1−M2,X
θ +Op
(
1
θ2
)) ,
1
m
(
2θ2 (1−M2,X) 2
(
2M22,X −M2,X −M3,X
)
2
(
2M22,X −M2,X −M3,X
)
2
θ2
(
4M32,X −M22,X − 4M2,XM3,X +M4,X
)))+
 op ( θ√m)
op
(
1
θ
√
m
) ,

ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2

∣∣∣∣∣∣∣SWX , SWY ∼ N
 θ +Op (1)θ +Op (1)
1 +
2−M2,X−M2,Y
θ +Op
(
1
θ2
)
 ,
1
m
 2θ2 (1−M2,X) 0 2
(
2M22,X −M2,X −M3,X
)
0 2θ2 (1−M2,Y ) 2
(
2M22,Y −M2,Y −M3,Y
)
2
(
2M22,X −M2,X −M3,X
)
2
(
2M22,Y −M2,Y −M3,Y
)
S
θ2
+

op
(
θ√
m
)
op
(
θ√
m
)
op
(
1
θ
√
m
)
 ,
S = 2
(
4M32,X −M22,X − 4M2,XM3,X +M4,X
)
+ 2
(
4M32,Y −M22,Y − 4M2,YM3,Y +M4,Y
)
+ 4(M2,Y − 1)(M2,X − 1).
Moreover, the asymptotic distributions of θˆX and
ˆˆ
θX are the same.
3. If θ√
m
→ d, a finite positive constant, then a mixture of the two first sce-
narios holds.
The formula of the second moment is asymptotically the same as the vari-
ance formula when θ√
m
→∞, whereas the formula of the first moment is
asymptotically the same as the expectation formula when θ√
m
→ 0.
4. The random variables can be expressed as functions of invariant unit ran-
dom statistics of the form:
u
Mr,s,X(ρ) =
m∑
i=1
λˆrWX ,i(
ρ− λˆWX ,i
)s 〈uˆWX ,i, u〉2 .
(Assuming a canonical perturbation (u = e1) leads to a simpler formula.)
Knowing SWX and SWY we have
• Exact distributions:
θˆX satisfies
1
θ − 1 =
u
M1,1,X
(
θˆX
)
,
〈uˆX , e1〉2 = θ
(θ − 1)2
1
θˆX
u
M1,2,X
(
θˆX
) .
Moreover,
〈uˆX , uˆY 〉 = 〈uˆX , e1〉 〈uˆY , e1〉+
√
1− 〈uˆX , e1〉2
√
1− 〈uˆY , e1〉2Z,
m∑
i=2
uˆX,1uˆY,1 =
√
1− 〈uˆX , e1〉2
√
1− 〈uˆY , e1〉2Z,
where Z ∼ N
(
0,
1
m
)
+Op
(
1
m
)
.
The random variable Z is independent of 〈uˆX , e1〉, 〈uˆY , e1〉, θˆX and
θˆY . In order to get the exact marginal distribution of Z, we could
replace it by
∑m−1
i=1 viv˜i with viv˜i being independent unit invariant
random vectors.
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 18
• Approximations:
θˆX = ρ+
(
u
M1,1,X (ρ)−M1,1,X(ρ)
)
M1,2,X (ρ)
+Op
(
θ
m
)
= θ
u
M1,X +Op (1) ,
ˆˆ
θX = θ + (θ − 1)2
(
u
M1,1,X (ρ)−M1,1,X(ρX)
)
+Op
(
θ
m
)
.
We provide three estimators of the angle in order to cover all behav-
iors of θ:
〈uˆX , e1〉2 = θ
(θ − 1)2
 1
ρXM1,2,X(ρX)
+
(
2M1,3,X(ρX)
M1,2,X(ρX)
− 1
ρX
) u
M1,1,X(ρX)− 1θ−1
(M1,2,X(ρX))
2
−
u
M1,2,X(ρX)−M1,2,X(ρX)
ρX (M1,2,X(ρX))
2
+Op( 1
m
)
,
= 1 +
1
θ
(
1−
u
M2,X + 2M2,X
(
u
M1,X − 1
))
+
1
θ2
(
1− 2
u
M2,X + 3
u
M
2
2,X − 2
u
M3,X
)
+Op
(
1
θ3
)
+Op
(
1
θm
)
,
= 1 +
1
θ
− 1
θ
u
M2,X +
2
θ
M2,X
(
u
M1,X − 1
)
+Op
(
1
θ2
)
+Op
(
1
θm
)
Finally, the double angle is such that
〈uˆX , uˆY 〉 = 〈uˆX , e1〉 〈uˆY , e1〉+
√
M2,X − 1
√
M2,Y − 1
θ
Z +Op
(
1
θ2
√
m
)
.
Remark 2.4.1. If the spectra of WX and WY are those of rescaled Wishart
matrices of size m with n degree of freedom, we obtain the following results. Let
c = mn ,(
ˆˆ
θX
〈uˆX , u0〉2
)
Asy∼ N
( θ1− c
(θ−1)2
1+ cθ−1
)
,
1
m
 − 2c(θ−1)2θ2c−(θ−1)2 − 2c2(θ−1)θ3(c−(θ−1)2)(c+θ−1)2
− 2c2(θ−1)θ3(c−(θ−1)2)(c+θ−1)2 −
2c2θ2(c2+(θ(θ+2)−2)c+(θ−1)2)
(c−(θ−1)2)(c+θ−1)4

and
ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆY 〉2
 Asy∼ N


θ
θ(
1− c
(θ−1)2
1+ cθ−1
)2
 ,
1
m

− 2c(θ−1)2θ2c−(θ−1)2 0 − 2c
2(θ−1)θ3
(c−(θ−1)2)(c+θ−1)2
0 − 2c(θ−1)2θ2c−(θ−1)2 − 2c
2(θ−1)θ3
(c−(θ−1)2)(c+θ−1)2
− 2c2(θ−1)θ3(c−(θ−1)2)(c+θ−1)2 − 2c
2(θ−1)θ3
(c−(θ−1)2)(c+θ−1)2
4c2θ2(c−(θ−1)2)2(c3+4c2(θ−1)+c(θ−1)(θ(θ+5)−5)+2(θ−1)3)
(θ−1)4(c+θ−1)7

 .
If θ tends to infinity, then(
ˆˆ
θX
〈uˆX , u〉2
)
Asy∼ N
((
θ
1− c
(θ−1)2
1+ c
θ−1
)
,
1
m
(
2cθ2 2c2
2c2 2c
2(c+1)
θ2
))
.
Moreover,
ˆˆ
θX
ˆˆ
θY
〈uˆX , uˆX〉2
 Asy∼ N

 θθ
1− c
(θ−1)2
1+ c
θ−1
 , 1
m
2cθ2 0 2c20 2cθ2 2c2
2c2 2c2 4c
2(c+2)
θ2

 .
Re´my Marie´tan and Stephan Morgenthaler/Comparison of two populations 19
Proof. Theorem 2.4 The first three parts of the theorem are consequences
of the fourth part. The computation of the particular case assuming a fast
convergence of the spectrum to the Marcenko-Pastur distribution is left to the
reader.
Prerequisite discussion Using the property of invariance by rotation applied
to P−1/2X and P−1/2Y (see Assumption 1.1), we can assume without loss of
generality that P is canonical. Therefore, u = 1.
In this proof, we use the following notation
u
Mr,s,X(ρ) =
m∑
i=1
λˆrWX ,i(
ρ− λˆWX ,i
)s uˆ2WX ,i,1,
Mr,s,X(ρ) =
m∑
i=1
λˆrWX ,i(
ρ− λˆWX ,i
)s ,
Mr,s,ΣˆX (ρ) =
m∑
i=2
λˆr
ΣˆX ,i(
ρ− λˆΣˆX ,i
)s .
In particular,
u
M1,1,X(ρ) = TWX ,1(ρ) and M1,1,X(ρ) = TWX (ρ).
Characterisation Using the characterisations presented in Benaych-Georges
and Rao (2009) we have
θ = 1 +
1
u
M1,1,X(θˆX)
= 1 +
1∑m
i=1
λˆWX,i
θˆX−ˆˆλWX,i
uˆ2WX ,i,1
and
〈uˆX , u〉2 = θ
(θ − 1)2θˆX
u
M1,2,X(θˆX)
.
This result is generalised in Theorem 2.3 (see proof on page 11).
Unit invariant vector statistics for eigenvalues Based on the condi-
tion that E
[
θˆX
]
= ρX + o
(
1√
m
)
and θˆX = ρX + Op
(
1√
m
)
, there exists
θ˜X ∈
[
min
(
θˆX , ρX
)
,max
(
θˆX , ρX
)]
such that
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1
θ − 1 =
m∑
i=1
 λˆWX ,i
ρX − λˆWX ,i
uˆ2WX ,i,1 −
λˆWX ,i(
ρX − λˆWX ,i
)2 uˆ2WX ,i,1 (θˆX − ρX)
+
λˆWX ,i(
θ˜X − λˆWX ,i
)3 uˆ2WX ,i,1 (θˆX − ρX)2
 .
Thus,
θˆX = ρX +
u
M1,1,X(ρX)− 1θ−1
u
M1,2,X(ρX)
+
u
M1,3,X(θ˜X)
u
M1,2,X(θ˜X)
(
θˆX − ρX
)2
, where θ˜X ∼ ρX ,
= ρX +
u
M1,1,X(ρ)− 1θ−1
M1,2,X(ρ)
−
u
M1,1,X(ρX)− 1θ−1
M1,2,X(ρX)2
(
u
M1,2,X(ρ)−M1,2,X(ρX)
)
+Op
(
θ
m
)
.
Next, we show that
u
M1,1,X(ρX)− 1θ−1 = Op
(
1√
mθ
)
.
u
M1,1,X(ρX)− 1
θ − 1 =
u
M1,1,X(ρX)−
u
M1,1,X(θˆX)
=
u
M1,2,X(ρX)
(
θˆX − ρX
)
+Op
(
1
mθ
)
= Op
(
1√
mθ
)
.
A similar argument shows that(
u
M1,2,X(ρX)−M1,2,X(ρX)
)
= Op
(
1√
mθ2
)
.
This leads to the first notable equation:
θˆX = ρX +
u
M1,1,X(ρX)− 1θ−1
M1,2,X(ρX)
+Op
(
θ
m
)
(2.4)
The unbiased eigenvalue satisfies
ˆˆ
θX − 1 = 1
M1,2,X(θˆX)
=
m∑m
i=1
λˆWX,i
θˆX−λˆWX,i
=
1
M1,1,X(ρX)−M1,2,X(ρX)
(
θˆX − ρX
)
+Op
(
1
θm
)
=
1
M1,1,X(ρX)−
u
M1,1,X(ρX) +
1
θ−1
+Op
(
θ
m
)
= θ − 1− (θ − 1)2
(
M1,1,X(ρX)−
u
M1,1,X(ρX)
)
+Op
(
θ
m
)
.
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This leads to the second notable equation:
ˆˆ
θX = θ + (θ − 1)2
(
u
M1,1,X(ρX)−M1,1,X(ρX)
)
+Op
(
θ
m
)
. (2.5)
When θ is large we have
1
θ − 1 =
1
θˆX
m∑
i=1
λˆWX ,iuˆ
2
WX ,i,1 +
1
θˆ2X
m∑
i=1
λˆ2WX ,iuˆ
2
WX ,i,1 +Op
(
1
θ3
)
,
which shows that
θˆX = (θ − 1)
u
M1,X +
u
M2,X
M1,X
+Op
(
1
m
)
+Op
(
1
θ
)
(2.6)
= θ
u
M1,X +Op (1) . (2.7)
Unit invariant vector statistics for angles The following expansions are
useful:
1: Applying Taylor expansions around ρX as computed previously for θˆ (2.4)
and a similar one for
u
M1,2,X(θˆX) lead to
〈uˆX , u〉2 = θ
(θ − 1)2θˆX
u
M1,2,X(θˆX)
=
θ
(θ − 1)2
 1
ρXM1,2,X(ρX)
+
(
2M1,3,X(ρX)
M1,2,X(ρX)
− 1
ρX
) u
M1,1,X(ρX)− 1θ−1
(M1,2,X(ρX))
2
−
u
M1,2,X(ρX)−M1,2,X(ρX)
ρX (M1,2,X(ρX))
2
+Op( 1
m
)
.
2: For large θ (2.6) and using the fact that
u
M1,1(θˆX) = 1/(θ − 1), leads to
〈uˆX , u〉2 = 1 + 1
θ
− θ
θˆ2X
u
M2,X +Op
(
1
θ2
)
= 1 +
1
θ
− 1
θ
u
M2,X(
u
M1,X
)2 +Op( 1θ2
)
= 1 +
1
θ
− 1
θ
u
M2,X +
2
θ
M2,X
(
u
M1,X − 1
)
+Op
(
1
θ2
)
+Op
(
1
θm
)
.
3: Finally, using a higher order approximation of θˆX (2.7) and
u
M1,2,X(θˆX)
when θ is large shows that
〈uˆX , u〉2 = 1 + 1
θ
(
1−
u
M2,X + 2M2,X
(
u
M1,X − 1
))
+
1
θ2
(
1− 2
u
M2,X + 3
u
M
2
2,X − 2
u
M3,X
)
+Op
(
1
θ3
)
+Op
(
1
θm
)
.
The study of the angle 〈uˆX , u〉2 is separated into several cases, depending on
the behavior of θ,
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θ finite θ
3√
m
→ constant θ2√
m
→ constant θ2m → constant
A B C D E F G H
B, D, F and H are intermediate order compared to the neighbours.
A An application of the delta method using the first expansion of the angle
and Equation (2.4) leads to the result. In this case the standard error is of order
1/
√
m; therefore, the error of order 1/m is negligible.
B through F The first expansion shows that the error is not important.
Indeed assuming that θ →∞ makes the first expansion applicable which shows
that
Var
(
〈uˆX , u〉2
)
∼ 1
θ2m
.
Moreover, 1 − E
[
〈uˆX , u〉2
]
is of order 1/θ. If  ∼ 1/m is the error of the first
expansion, then

1/θ
∼
1
m
1
θ
=
θ
m
→ 0,
√
Var
(
〈uˆX , u〉2
) ∼ 1m1
θ
√
m
=
θ√
m
→ 0.
D-E-F The previous arguments are still valid in these cases. Alternatively, we
can prove the result using the third expansion of the angle and Equation (2.6).
Thus, the estimations are asymptotically equivalent.
G This scenario is the most difficult and only the third approximation of the
angle and Equation (2.6) work in this case. However,
• The expectations obtained by expansions 1 and 3 of the angle lead to the
same result.
• The variances obtained by expansions 2 and 3 of the angle lead to the
same result.
The equivalence between the variance is direct, but the expectation requires
some computations which we leave to the reader.
H Using expansion 2 of the angle and Equation (2.7) leads to a negligible error
compared to the standard error and the expectation.
This study provides the behaviour of the statistic for all θ
• If θ√
m
→ 0, then we use the first expansion of the angle and Equation
(2.5).
• If θ√
m
→∞, then we use the second expansion of the angle and Equation
(2.7).
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• If θ√
m
→ d, where d is a fixed constant, then we use the first expansion
with Equation (2.5) to estimate the expectation and the second expansion
with Equation (2.7) to estimate the variance.
Unit invariant vector statistics for double angle Let uˆX and uˆY be the
first eigenvectors of ΣˆX and ΣˆY , respectively, then without loss of generality, if
u = e1,
〈uˆX , uˆY 〉 = uˆX,1uˆY,1 +
m∑
i=2
uˆX,iuˆY,i
= uˆX,1uˆY,1 +
√
1− uˆ2X,1
√
1− uˆ2Y,1Z
= uˆX,1uˆY,1 +
√
1− α2X
√
1− α2Y
(
Z˜/
√
m+Op
(
1
m
))
,
where α2X and α
2
Y are the limits of uˆ
2
X,1 and uˆ
2
Y,1. Because the eigenvectors are
invariant by rotations that do not affect the first component, it follows that Z is
asymptotic independent of uˆX,1 and uˆY,1. Moreover, Z is the scalar product of
two independent unit invariant vectors of dimension m−1 and can be estimated
by a standard Normal Z˜ divided by
√
m.
Joint distribution Applying the delta method to the estimation of θˆX , θˆY ,
〈uˆX , uˆY 〉, 〈uˆX , u〉, 〈uˆY , u〉 and Z leads directly to the joint distribution.
The computations are lengthy but straightforward and based on the separate
consideration of the three terms with rates of θ/
√
m as above. The details are
left to the reader.
2.5. Residual spikes
Lemma 2.1.
Suppose
D = (Im + (θ − 1)uXutX)−1/2 (Im + (θ − 1)uY utY ) (Im + (θ − 1)uXutX)−1/2 .
The eigenvalues of D are equal to 1 and
λ (D) = − 12θ
(
−1 + α2 − 2α2θ − θ2(1− α2)±
√
−4θ2 + [1 + θ2 − (−1 + θ)2α2]2
)
,
where α2 = 〈uX , uY 〉2.
Moreover, for
D2 = (Im + (θX − 1)uXutX)−1/2 (Im + (θY − 1)uY utY ) (Im + (θX − 1)uXutX)−1/2 .
the eigenvalues are 1 and
λ (D2) =
1
2
(
θY + α
2 − θY α2 + 1+(θY −1)α
2±
√
−4θY θX+(1+θY θX−(θY −1)(θX−1)α2)2
θX
)
.
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Proof. Lemma 2.1
For any set of m− 2 orthogonal vectors of dimension m, orthogonal to uX and
uY , the eigenvalues are 1. Consequently, we just need to compute the two re-
maining eigenvalues, λ1 and λ2. We will consider the Trace of D2 and D2
2.
Trace (D2) = Trace
((
Im + (θY − 1)uY utY
)(
Im +
(
1
θX
− 1
)
uXu
t
X
))
= m+ (θY − 1) +
(
1
θX
− 1
)
+ (θY − 1)
(
1
θX
− 1
)
〈uX , uY 〉2
= m− 2 + 〈uX , uY 〉2 + θY
(
1− 〈uX , uY 〉2
)
+
1 + 〈uY , uY 〉2 (θY − 1)
θX
,
Trace
(
D2
2
)
= Trace
(((
Im + (θY − 1)uY utY
)(
Im +
(
1
θX
− 1
)
uXu
t
X
))2)
= m− 2 + 〈uX , uY 〉4 + θ2Y
(
〈uX , uY 〉2 − 1
)2
− 2θY 〈uX , uY 〉2 (〈uX , uY 〉2 − 1)
+
(
1 + (θY − 1) 〈uX , uY 〉2
)2
θ2X
− 2(θX − 1)
2 〈uX , uY 〉2 (〈uX , uY 〉2 − 1)
θX
.
Since
Trace (D2) = m− 2 + λ1 + λ2,
Trace
(
D2
2
)
= m− 2 + λ21 + λ22 ,
the result follows by solving the two equations.
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