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CHAPTER 1. INTRODUCTION 
As a model system for martensitic phase transitions (MT), Zr and Zr based 
alloys have received a lot of attention from both experimentalists and theorists [1,2, 
3, 4, 5, 6, 7, 11, 12, 13, 14, 15, 16, 17, 18]. Zr has a hep lattice (a phase) at room 
temperature and a bcc lattice {/3 phase) above 1136K. Another hexagonal crystalline 
structure, the w phase, appears in pure Zr under high pressure or upon quenching 
in some Zr alloys [1]. The high temperature bcc lattice exhibits intrinsic instability 
toward hep and w structures through various anomalous phonon behavior. 
Inelastic neutron measurements on bcc Zr and Zr alloys indicate that the lon­
gitudinal phonon at |(1,1,1) (w point) as well as the Tj phonon at 2(1,1,0) 
{N point) have very low frequencies and strong quasi-elastic intensities [19, 20, 21]. 
Another most intriguing feature is that the measured phonon spectrum and the quasi-
elastic scattering exhibit a strong asymmetry around the (2,2,2) bcc Bragg peak along 
the [112] direction [4, 5, 11]. This violates the bcc symmetry which would hold for a 
normal crystal. It is very interesting that this anomalous phonon behavior appears to 
be generic for a wide range of systems in which the bcc phase transforms to another 
structure at low temperatures [19, 20, 21, 22, 23]. 
A low frequency Tj phonon at the N point is a precursor of the bcc —hep marten­
sitic phase transition, while the sharp dip in the longitudinal phonon dispersion in 
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the direction at the w point is associated with bcc to w phase transition. It was 
generally accepted that the anomalous phonon behavior observed in the bcc phase 
at high temperature is associated with the bcc to w phase transition since the quasi-
elastic peaks are observed at wavevector positions equivalent to the w point in Zr 
alloys. However, recent work by Helming et al, [20] on pure Zr crystals raised the 
possibility that bcc — hep phase fluctuations may also be important. 
On the other hand, the first-principles calculations [12, 14] found that energy 
dependence on displacement of the longitudinal w point phonon is extraordinarily 
anharmonic, while the bcc phase is unstable against the displacement of the TV-
point phonon. The stability of the bcc phase against the hep phase is achieved 
by strong phonon-phonon coupling [14]. But these first-principles calculations are 
all performed at zero temperature and the anharmonicity is included only through 
perturbation theory. There are extensive efforts [13, 15, 16, 17, 18] to study the 
relations between these soft phonons and phase transitions. However, a complete 
picture, which can account for all the above experimental observations, is still lacking. 
In the first part of this dissertation, we employ the embedded-atom method 
(EAM) [24] to study anomalous phonon behavior and phase fluctuation phenom­
ena in high temperature bcc Zr, The EAM potential is composed of a many-body 
embedding function and a two-body Coulomb-type interaction. This kind of poten­
tial model is far superior to two-body potentials (e.g. Lennard-Jones potential) but 
is stiU simple enough to handle large systems. This method includes the essential 
physics of metal systems with closed-packed structure and it has been successfully 
used to study metal surfaces, liquids, phonons and alloy systems [25, 26, 27, 28]. This 
kind of potential is particularly popular for molecular dynamics simulations since the 
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program can be run efficiently on massively parallel computers. Studies with large 
systems up to a million atoms or long simulation time up to microseconds have been 
reported [29]. In our molecular dynamic simulations, we studied both the low tem­
perature hep phase and the high temperature hoc phase of Zr. At high temperatures, 
the system is highly anharmonic and the usual assumption that the scattering cross-
sections are dominated by one-phonon processes no longer holds. The commonly used 
experimental interpretations of zone dependence of phonon shape as well as the usual 
approximations employed in the theoretical calculations of phonon spectra need to 
be reexamined. 
Our simulations reproduced all the anomalous phonon behavior observed in ex­
periments for high temperature bcc Zr. From the analysis of the real space trajectories 
of atoms, we found that the phase fluctuations between hcc and hep play the most 
important role. The asymmetry in neutron scattering measurement is related to the 
incompleteness of the bcc to hep transition. 
The second part of this dissertation involves a study of carbon clusters. Carbon 
is a kind of natural backbone: the all-important element that anchors the molecules 
of everything from crude oil to DNA. Carbon clusters have been a subject of interest 
for more than a decade. The first observation of carbon clusters was made by laser 
vaporization of graphite in 1984 [30]. In the mass spectrum, the clusters start from 
high 30s and extend out well beyond Cjqo this mass distribution contains only 
even-number clusters. This is rather remarkable, since nothing like this even-number 
distribution had ever been seen for any other element [31]. Shortly after that, Kroto 
et al. [32] came up with the brilliant idea that this mass distribution can be explained 
if the carbon clusters possess a hollow spherical structure. For carbon networks with 
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coordination number of three, only even-numbered atoms can enclosed themselves 
without the presence of dangling bonds which are energetically very unfavourable. 
This new family of carbon clusters are called fullerenes because they resemble the 
geodesic domes designed by the architect R. Buckminster Fuller in 1983. 
Among all the fullerenes, Cgg is the most abundant in the mass spectrum [32]. 
The structure proposed for CgQ is a truncated icosahadron, resembling a soccer ball. 
AH the carbon atoms are located at the 60 vertices of a truncated icosahedron, forming 
12 five-membered rings and 20 six-membered rings. In the CgQ structure, all the car­
bon atoms are equivalent from symmetry. This structure for Cgg was not confirmed 
until the breakthrough [33] in 1990 when it was discovered that macroscopic quanti­
ties of CgQ can be isolated from the soot formed when graphite rods are burned in an 
inert helium atmosphere. Detailed NMR [34] and infrared spectrum [35] obtained on 
the CgQ samples unambiguously determined that the structure of the CgQ molecule 
is indeed the proposed truncated icosahedral cage. Subsequently, numerous fascinat­
ing properties of fuUerene and fullerene derivatives, such as superconductivity [36], 
ferromagnetism [37] and encapsulation of metal atoms [38] have been reported. The 
emergence of the carbon fullerene family led to a rapid surge in interest of scientists 
from various areas and CgQ is regarded as the molecule of the decade. 
To study the behavior of carbon clusters with molecular dynamics, we need an 
accurate potential describing the interatomic interactions among carbon atoms. Car­
bon is an unique element in the sense that it can form structures with coordination 
number three and four, corresponding to the two dimensional graphite sheets (co­
ordination number three) and the three dimensional diamond (coordination number 
four). Although there are several classical potential models for carbon [39, 40], they 
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are not satisfactory for the description of small carbon clusters because of the im­
portance of quantum-mechanical electronic structure effects in the carbon system. 
In this dissertation, we employ an empirical tight-binding (TB) potential model [41] 
which has several advantages compared with classical potentials and ab-initio calcu­
lations. First, the inclusion of the basic features of the electronic structures in the 
potential allows an natural and accurate description of the directional covalent bond­
ing between carbon atoms. Secondly, only a small basis set is used in the empirical 
TB model, making it computationally much faster than ab-initio calculations. 
Besides CgQ, larger fuUerene clusters can also be isolated from the soot [42, 43, 
44, 45, 46], but the structures of many of these large fuUerenes are stiU not clear. 
Characterization of the structures of large fuUerenes is difficult both in theory and 
experiment due to the large number of possible structures as the size of the clus­
ter increases. In this dissertation, we will present a systematic study of structures 
of fuUerenes ranging from C20 to Cjoo t)y introducing a novel scheme [47]. Using 
our new scheme, we not only reproduce aU known fuUerene structures but also suc-
cessfuUy predicted several other fuUerene structures which were confirmed by experi­
ments [48, 49, 50]. By utilizing the tight-binding molecular-dynamic (TBMD) simu­
lation, we also studied the dynamical behavior of fuUerenes: vibrations [51], thermal 
disintegration [52] of individual clusters as weU as coUisions between fuUerenes [53]. If 
the beauty of carbon fuUerene is not enough, people found that carbon can also form 
tubules [54] and even speculated that they can form three-dimensional graphite-Uke 
networks [117, 118, 119]. By extending our fuUerene structure searching scheme, we 
performed a search for the ground-state structure of three dimensional carbon net­
work [58]. We found the most stable structure people ever proposed for simple cubic 
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based networks. From the difference of this new form of carbon and graphite in the 
electronic and vibrational properties, we propose an experimental probe to identify 
these novel three-dimensional carbon networks. 
In Chapter 2, the fitting procedure of EAM potential will be described and some 
relevant physical properties of Zr calculated from this potential model are presented. 
In Chapter 3, the basic concepts of molecular dynamics are reviewed. 
In Chapter 4, the details of molecular dynamics simulation of high temperature 
bcc Zr is described. Massively parallel computers are utilized to simulate large unit 
cells for long times. Our simulation can well reproduce all experimental observations 
and the origin of these anomalous phonons is proposed based on evidences extracted 
our simulations. 
In Chapter 5, the theoretical background of the empirical tight-binding model 
is reviewed. The details of tight-binding molecular dynamics simulation and the 
implementation of electronic temperature is described. 
In Chapter 6, the fuUerene structures search (FSS) scheme is introduced. The 
results of our search along with the discussions of their implications are presented. 
Some of our theoretical predictions have already been confirmed by later experimental 
results. 
In Chapter 7, a topological overview of carbon networks is presented. By extend­
ing FSS scheme, we search the ground-state three dimensional carbon networks. The 
similarities and differences in electronic structures and vibrational spectra between 
these novel carbon form and graphite are discussed. 
In Chapter 8, we simulate the thermal disintegration of carbon clusters ranging 
from C20 to Cqq. The process of thermal disintegration of fuUerenes is studied and 
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the general trend of the disintegration temperature as a function of cluster size is 
discussed. 
In Chapter 9, we simulated the collisions between carbon clusters. The collisions 
between CgQ molecules are carefuUy studied under different conditions: cluster tem­
perature, collision energies and orientations. To get statistical meaningful results, we 
used the parallel computers to simulate different trajectories simultaneously. 
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CHAPTER 2. EMBEDDED-ATOM METHOD POTENTIAL FOR 
ZIRCONIUM 
The theoretical investigation of the structural and dynamical properties of com­
plex metallic systems, until recently, mostly relied on the use of interatomic poten­
tials. The pair-potential scheme is the simplest form among the interatomic potential 
models, where the cohesive energy of a solid is given by a sum over pair bonds, plus 
a volume-dependent energy (one body interaction). Using pseudopotential theory, a 
perturbation series can be set up which expresses the interaction of atoms in jellium 
in terms of a one-body interaction as well as the two-body and higher interactions. 
The use of interatomic pair potentials suffers from the neglect of many-body inter­
actions, which obviously play an important role in many physical phenomena. For 
example, two impurities in a metal interact through the host via a many-body in­
teraction. In 1984, Daw and Baskes proposed a new framework for calculating the 
energetics of metals, which is called the embedded-atom method (EAM) [24]. In this 
approach, the energy of the metal is viewed as the energy to embed an atom into 
the local electron density contributed from the neighbor atoms. The remaining part 
of the total energy is expressed by a repulsive pair potential in the form of screened 
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electrostatic interaction. The ansatz that they used is 
Ecoh = '£Fil E + \ E (2.1) 
' J U ^ i )  »  
where F is the embedded energy, is the spherically averaged atomic density, and 
Z(Rjj) is an effective charge. The background density of each atom in Equation 2.1 
is determined by evaluating at its nucleus the superposition of atomic density tails 
from the other atoms. Equation 2.1 combines the computational simplicity needed 
for complex systems with the physical inclusion of many-body effects. This method 
has been applied successfully to such problems as surfaces [25], liquid metals [26], 
phonons [27], and alloys [28], 
The parameters and the formulism for calculating the atomic charge density 
are given in Table 2.1. The embedded function F{p) and effective charge Z(r) are 
determined from a cubic spline with 5 knots. The Z{t) is set to be the atomic number 
of Zr at r=0 and vanish at the cut off radius. Constraints were imposed upon F to 
have a single minimum and F is linear at higher densities. We chose p/p=2.5 as a 
point when F=0, where p is the atomic density at equilibrium volume. In addition, to 
make the zero of energy correspond to neutral atoms separated to infinity, the function 
was constrained to go to zero at vanishing density. So the adjustable parameters here 
are the function values at three knots for both F and Z. These parameters are fitted 
to the lattice constant, elastic constants and cohesive energy. The value at the spline 
knots as well as the fitting results are tabulated in Table 2.2 and Table 2.3. In our 
potential models, the cutoff radius is 6.25 À which is substantially larger than that 
used in the early EAM potential models. This is because the cohesive energies of hep 
and bcc are so close that long range forces become important to differentiate them. 
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By varying the positions of the cubic spline knots, we obtained two potential models, 
EAMl and EAM2. 
To further test the reliability of our potential models, we calculated the phonon 
dispersions along the high symmetry directions for both hep and hcc structures in the 
quasiharmonic approximation. As plotted in Fig. 2.1 and Fig. 2.2 for two potential 
models respectively, the agreement with experimental measurements is satisfactory. 
The biggest discrepancy occurs at the T point for the optical phonon mode of the hep 
phase. This anomalous phonon behavior is attributed to the detailed band structure 
near the Fermi level [61]. This anomalous property can not be accounted for by our 
classical interatomic potential. 
The major difference between the phonon dispersions calculated from these two 
potential models is that the Tj phonon at the N point is totally soft for EAM2. 
This means that the bcc structure is no longer stable at zero temperature in poten­
tial EAM2 while the hcc lattice is still a met astable state in potential EAMl. The 
importance of this point will be discussed in Chapter 4. 
In the following chapters, all the results are obtained from potential EAMl if 
they are not specified. 
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Table 2.1: Parameters used to calculate the atomic density of Zr. The atomic densi­
ties were taken from calculations by Clementi et al. [59]. The total density 
is given by /9®(r)=Na/9®(r)+ N^/9^(r), where N^^=2 and nJ^=2. The 
spherically averaged s- and d-like densities are computed by 
|2/4<r 
[(2™i)!lV2 
and the expression for is the same. The ^'s below are given in A - 1  
i (i C,; 
5s 
1 1 41.14930 -0.00006 
2 1 28.22350 0.02115 
3 2 18.61520 0.07698 
4 2 17.00340 -0.14888 
5 3 10.81480 0.01439 
6 3 7.82175 0.15025 
7 4 4.45263 -0.25537 
8 4 3.03088 -0.06341 
9 5 1.79574 0.55594 
10 5 1.04278 0.56329 
4d 
1 3 12.87330 -0.07279 
2 3 6.90015 -0.17958 
3 4 3.63923 0.40742 
4 4 1.80383 0.72844 
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Table 2.2: Parameters of potentials EAMl and EAM2 for Zr. The positions of the 
spline knots and the values at the knots are given. Distances are given 
in X, density in charge in a.u., and energy in eV. 
EAMl EAM2 
r Z(r) Z'(r) r Z(r) Z'(r) 
0.0 40.0 0.0 0.0 40.0 0.0 
O.Sag 10.091 0.55aQ 8.082 
0.95aQ 0.509 0.95aQ 0.452 
1.35aQ 0.086 1.35aQ 0.132 
2.05ao 0.000 0.0 2.05ao 0.000 0.0 
P F(f) F " { p )  P F(/9) F"(P) 
0.0 0.0 0.0 0.0 0
 
0
 
0
 
0
 
0.5p -7.123 0.5^ -7.128 
l.Op -11.374 l.Op -10.757 
2.0p -7.521 2.0^ -6.705 
2.25p 0.0 0.0 2.25p 0
 
0
 
0
 
0
 
Table 2.3: Quantities used for determination of the functions F(/)) and Z(r) for Zr 
and their fitted values. Lattice constant an ; and c in Â; elastic constants 
Cii, C33, C44, C12 and Ci3 in lO^^dyn/ cm^; cohesive energy in eV 
per atom. 
® Ref. [108] 
^ Ref. [60] 
EAMl EAM2 Expt. 
ao 3.196 3.186 3.23® 
c/a 5.019 4.986 5.15" 
Cll 1.630 1.549 1.44^ 
C33 1.824 1.769 1.65^ 
C44 0.362 0.359 0.321^ 
C12 0.754 0.739 0.720^ 
Ci3 0.693 0.701 0.65^ 
^r.nh. 6.250 6.510 6.25'^ 
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[4,L2a] [G,4,0] I [0,0,4] 
0.5 0 1 
Reduced Wave Vector 
Figure 2.1: Phonon dispersion curves of (a) hep and (b) bcc Zr for potential EAMl. 
The solid dots represent the results calculated from lattice dynamics at 
zero temperature and the empty diamonds are the experimental mea­
surements at 295K for hep [62] and 1188K for bcc [21]. 
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Figure 2.2: Phonon dispersion curves of (a) hep and (b) bcc Zr for potential EAM2. 
The solid dots represent the results calculated from lattice dynamics at 
zero temperature and the empty diamonds are the experimental mea­
surements at 295K for hep [62] and 1188K for bcc [21]. 
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CHAPTER 3. MOLECULAR DYNAMICS SIMULATION 
Molecular Dynamics 
In the previous chapter, we have developed an embedded-atom potential for Zr 
and showed that it gave satisfactory results for some physical properties. However the 
above calculations are mostly static and restricted to zero temperature. To compare 
with experimental results, a dynamical simulation of the finite temperature system is 
desirable and molecular dynamics (MD) is a very powerful technique to achieve this 
goal. 
In molecular dynamics, the statistical ensemble average of classical interacting 
many-body system is obtained by sampling a sequence of configurations connected 
by the coupled Newton's equations of motion 
= -Fr (3.1) 
This set of coupled differential equations is solved via a finite difference approach [63]. 
The time step is chosen such that it is small enough compared with the cycle of the 
highest vibrational mode in the system, but as large as possible to simulate a longer 
time period. The trajectories, {r(t),p(t)}, provide the essential information in phase 
space to calculate other physical properties. 
We used Gear's 6-th order predictor-corrector algorithm [64] for the numerical 
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integration of the equations of motion of the system. Assuming that the classical 
trajectory is continuous, an estimate of the positions, velocities, etc. at time < + 5t 
is obtained by Taylor expansion about time t 
fjn D 5—n, c.k jk 
— +  =  ^  — ^ r ( 0 ,  n  =  0 , 1 , 2 , . . . , 5 ,  ( 3 . 2 )  
here, the superscript P means that these are the predicted values. The above equation 
will not generate correct trajectories as time advances, because the equations of 
motion have not been introduced yet. The correct forces at time are calculated 
from the new predicted positions , and hence the temporary acceleration 
St). These are then compared with the predicted accelerations from Equation 3.2 to 
calculate correction parameters via 
2 2 
Af = + «))• (3.3) 
The predicted parameters computed in Equation 3.2 are now corrected with Gear 
coefficients via 
+  8 t )  =  +  S t )  + ra = 0,1,2,..., 5 (3-4) 
Co = (35) 
The superscript C denotes the corrected positions. Although, in principle, this cor­
rector step may be iterated to further refine the trajectory, it is commonly not used 
since the force calculation is expensive and the single corrector step is usually accu­
rate enough for small time steps. These new corrected values are taken as the current 
positions, velocities, etc., and all analyses at this time step are performed using these 
values. This entire procedure is then repeated for aU the time steps in the duration 
of the simulation. 
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The information we extract from molecular dynamics simulation can be roughly 
divided into following groups; 
(1) Thermal averages: 
1 ^ 
< >= 17 E n'i). (3.6) 
^.•=1 
such as average total energy: 
1  M  N  p ? ( t - \  
+ (3.7) 
J=1l — l  * 
here M is total number of time steps and N is total number of atoms in the system. 
(2) Fluctuations: 
(AF)2 = < F ^ > - < F  >2, (3.8) 
such as heat capacity 
C" = (39) 
(3) Time evolution: 
F { t )  =  F { r { t ) , p { t ) ) .  (3.10) 
(4) Correlation functions: 
1 M 
m  = <  F i t ) F { 0 )  > = -  E  +  T y ) F ( T ^ ) ,  ( 3 . 1 1 )  
i=i 
such as the velocity autocorrelation function 
1 M 
«^(0 = + TyXT?)- (3.12) 
J=1 
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Constant Pressure and Constant Temperature Simulation 
One of the advantages of molecular dynamics is the inclusion of temperature 
effects. The temperature is generally defined as the average kinetic energy of system 
per degree of freedom: 
O i TV 
+ (3.13) 
I 
Temperature control is usually achieved by simple velocity scaling [65] or by the 
stochastic random sampling [66] method. In the first method, the velocities of all 
atoms are scaled by a constant which is the ratio of the desired temperature and 
average kinetical energy. 
Wj = = l,iV (3.14) 
where 
2 ^ 2=1,AT V? 
Z I 2 N K b T  
This method is in contradiction with the randomness of thermal dynamical system, 
In the second method, the velocity of each atom is reassigned by a random function 
to ensure the average kinetic energy to the desired value. However, in the stochastic 
sampling, there is no histogram in phase space since the system from one step to 
the next is no longer related. So in both methods, the system is disturbed by an 
artificial external force and the time correlation functions are not accurate. In our 
simulations, the system is warmed up to the desired temperatures by using one of 
the above methods and the system is allowed to equilibrate for sufficiently long time. 
The correlation functions are then calculated with a constant energy (microcanonical 
ensemble) simulation with no temperature control. 
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In the early 1980's, there were several proposals [67, 68, 69] for constant tem­
perature simulation and the one mostly used was proposed by Nose in 1983 [69]. In 
Nose's scheme, the extended system has an extra degree of freedom s and the new 
Hamiltonian is postulated as 
2 
Ps is the conjugate momentum of s; Q is a parameter of dimension energy•(time 
and behaves as a mass for the motion of s; T is the externally set temperature; the 
parameter g is essentially equal to the number of degrees of freedom of the physical 
system. The extra degree of freedom s serves as the link between the system and 
the outside heat bath in the way that the time step is scaled by s every step. In 
the long time limit, it was proved that the simulation by Nose's scheme produces 
the canonical ensemble [70]. We have implemented Nose scheme for simulating the 
melting of the hep Zr. The result is very close (within lOOK) to the one we got from 
the simple velocity scaling method. But the Nose scheme gives the rigorous canonical 
distribution both in momentum and in coordinate space; it can be more significant 
in other calculations of dynamical properties. 
Another important aspect of MD is the unit cell. In the early stages of molecu­
lar dynamics, the unit cell was fixed and thus MD simulations cannot study physical 
problems involving changes in the volume and shape of the system. In 1980, Ander­
son [66] proposed a scheme for carrying out MD simulation allowing the volume of the 
unit ceU to vary in time. Later, Parrinello and Rahman [71] generalized Anderson's 
scheme to incorporate the simultaneous change of size and shape of the unit cell. The 
unit cell can be completely described by three vectors a, b, and c that span the edge 
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of the MD cell. The length and orientation of a, b and c can be described by a 3x3 
matrix h and the volume of the unit cell is given by 
ÇI = ||h|| = a • (b X c). (3.16) 
The position rj of a particle i can be written in terms of h and a column vector Si, 
with components and Q, and 
= hsi = + %b + Cic (3.17) 
Then the distance between particle i and j is given by 
=  (si -  S j )^G( s j  -  S j )  (3.18) 
where the metric tensor G is 
G = h^h. (3.19) 
rp 
Here the denotes a transpose of a vector or a tensor in the usual way. The usual set 
of 3N dynamical variables, that describe the positions of N particles, was augmented 
by the nine components of h. The time evolution of the 3N + 9 variables was then 
obtained from the Lagrangian 
. N N N 1 
^ = 2 Z - E Yl'Kni) + 2^Tr{ix'^h) --pa, (3.20) 
i=l i=lj>i 
where p is the hydrostatic pressure, W is the "wall mass" of the unit cell and the 
equations of motion are 
H  =  - Y ,  «r'W'/'-y )(si - ' j )  -  G-'Gsj (3.21) 
i f i j  
lyii = (TT - p)<7, (3.22) 
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where tensor tt and (t are defined as 
fiTT = Ç :  -  E  l n j ) H f i j - (3.23) 
I I j>i 
a- = (3.24) 
The above Lagrangian generates a constant pressure and constant enthalpy (p,H,N) 
ensemble and can be easily extended to ((,H,N) ensemble, where t stands for the 
external stress [71]. 
With the above extension, we can simulate some very important physical pro­
cesses, such as thermal expansion, structural phase transitions and mechanical prop­
erties of materials under external pressure and stress. 
Using the Parrinello-Rahman scheme, we studied the thermal expansion of hep 
Zr. For the hep lattice, the unit cell was chosen to be rectangular with a, b and c 
along [001], [100] and [010] directions respectively. The unit cell contained 800 atoms 
and the external pressure was set to zero. For a given temperature, we ran 4000 
steps to let the system reach thermal equilibrium and another 4000 steps to get the 
averaged lattice constants. In all the simulations, the fictitious wall mass parameter 
for the cell was set equal to 10 times of the mass of a Zr atom and the time step is 
1.95 X 10""^^ second. 
The lattice constants as function of temperature are plotted in Fig. 3.1. Overall, 
our results overestimate the thermal expansion. This may due to the fact that the 
potential is only fitted to the properties at equilibrium volume. 
Thermal Expansion and Melting 
22 
Another physical phenomenon that can be investigated is the melting of the 
crystal. We monitor the potential energy of the system as a function of temperature, 
a sudden jump in this quantity occurs when the system melts. The results are plotted 
in Fig. 3.2 and the melting temperature is estimated be about 2500K. This value 
is far higher than the experimental result of 1135K and this is quite common for 
MD simulations [73]. It is mainly due to the lack of a surface in simulations (our 
three dimentional periodic boundary condition generates an infinite single crystal). 
However, in experimental conditions, melting starts from the surface, defects or grain 
boundaries. In MD studies, superheating above the thermodynamic melting point 
Tn% can be a significant fraction of Tm [74]. The overestimation also comes from the 
limitation of simulation time compared to the real melting process. This point will 
be further discussed in Chapter 8. 
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Figure 3.1: The lattice constants of hep Zr as function of temperature. The open 
circles are the results of our simulation and the corresponding results of 
experimental measurements [72] are represented by solid circles. 
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CHAPTER 4. ANOMALOUS PHONON BEHAVIOR AND PHASE 
FLUCTUATION OF BCC ZR 
Introduction 
Martensitic phase transitions involve a collective displacement of atoms through 
distances of the order of the unit cell length or smaller. Thus the transition occurs in 
a difFusionless way. Sometimes, the displacements corresponding to certain phonon 
modes are included as a part of the collective motion. Thus, the relations between 
phonon behavior and the phase transition in martensitic systems have attracted a 
lot of attention from both experimentalists and theorists [1, 2, 3, 4, 5, 6, 7, 45, 12, 
13, 14, 15, 16, 17]. The high temperature bcc phase Zr exhibits intrinsic instabilities 
towards the low temperature hep phase and high pressure w phase. The geometric 
relations of these structures are illustrated in Fig. 4.1. The displacement associated 
with the T ^  mode of the N point phonon in the bcc phase is related to the shuffle of 
every second [110] plane. According to Burgers' mechanism [75], the transition from 
bcc to hep is also a shuffle of every second [110] plane with the second plane atom 
(marked as cross in Fig. 4.1(b)) moving into a position directly above the center of a 
triangle formed by three first plane atoms. On the other hand, look at the bcc crystal 
in the [111] direction. The lattice is repeated every three planes as marked in Fig. 
4.1(a). If the plane I's remain stationary, while plane 2's and 3's collapse together 
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as depicted in Fig. 4.1(a), the structure is known as the w phase. Thus, the phase 
transition between bcc and u> can be associated with displacements corresponding to 
the longitudinal phonon at j(l,l,l) (w point). 
Inelastic neutron scattering measurements on bcc Zr and Zr alloys indicated that 
the longitudinal phonon at the w point as well as the Tj mode at the N point 
have very low frequencies and strong quasi-elastic intensities [19, 20, 21]. Another 
most intriguing feature is that the measured phonon spectra and the quasi-elastic 
scattering exhibit a strong asymmetry around (2,2,2) bcc Bragg peak along the [112] 
direction [4, 5, 11]. The quasi-elastic intensity at >l=(^,j,^) is about 30 times 
larger than that at B=(|,^,|). This violates the bcc symmetry which would hold 
for a normal crystal. This anomalous phonon behavior appears to be generic for a 
wide range of system in which the bcc phase transforms to another structure at low 
temperatures [19, 20, 21, 22, 23]. 
In all the previous experiments reported [4, 11, 19, 20, 21], the measurements 
were performed at large wavevectors outside the first and second Brillouin zones to 
improve the signal over the noise background. For the w point phonon, the measure­
ment was actually performed at Q=|(l,l,l) and the bcc periodicity is used to fold the 
wavevector back to the "equivalent" w point (Q=j(l,l,l) = (2,2,2) - Q=|(l,l,l)). 
The basic assumption here is that the measured cross-sections should be the same 
in different Brillouin zones. However, it may not be true when the system is highly 
anharmonic. 
It was generally accepted that the bcc to w phase transition is the major factor for 
the above anomalous phonon behavior. The strongest evidence for the importance 
of the (3 to uj transition is the experimental observation of quasi-elastic peaks at 
27 
\ \ \ N  
12 3 12 3 12 3 
I I I I I I I I I bcc 
I 11 I 11 I 11 phonon 
I I I I I I PHASE 
Figure 4.1: (a) The geometric relation between bcc and hep phase, (b) Geometric 
relation between bcc and w phase. 
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positions corresponding to the Bragg peaks of the u> phase. However, in the recent 
work of Heiming et ai, they found that the quasi-elastic peak is not at exactly 
Q=g(l,l,l) but at Q=l.28(1,1,1). And with an appropriate c/a ratio, this Q point 
is also a Bragg peak from the hep phase. So Heiming et al. [21] argued that this 
quasi-elastic scattering is not from the w phase but from the hep phase. Since there 
are no hep Bragg peaks around real w point, data at the real w point becomes crucial 
for determining the origin of these quasi-elastic scattering. An observation of quasi-
elastic scattering at the real w point will unambiguously confirm the presence of 
fluctuations from the 0 phase to the u> phase while a negative result wiU exclude this 
kind of fluctuation. 
Finally, both bcc to w and bee to hep phase transitions can not account the 
asymmetry observed in neutron scattering. Although there are a lot of efforts to 
explain this interesting anomaly, a clear physical picture is still lacking. 
Simulation of Phonon Spectrum 
The phonon spectra are calculated directly from the dynamical structure factor, 
defined as [76] 
5{Q,a;) = ^ Z! )y < ea;p[%Q - u(R\ 0)]ea;p[-iQ - u(R, ^ )] >, 
rr' 
(4.1) 
which is proportional to the measured inelastic neutron scattering cross-section. In 
Equation 4.1, u(R,t) is the displacement of the atom from the lattice position R at 
time t. For small displacements, we can expand the above expression in powers of 
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Q • u 
oo 1 
eœp < [q-u(0)][q-u(R,<)] >= ^ —(< [q • u(0)][q • u(R,«)] >)"^. (4.2) 
7n=0 
For m=0, it is simply the Bragg reflection and the one-phonon contribution is from 
the term m=l 
< [q • u(o)][q • u(R,0] > • (4.3) 
This is equivalent to the velocity-velocity correlation when the system is harmonic 
and the phonon peak is well-defined. The one-phonon contribution to the dynamical 
structure factor is the same at equivalent points in different Brillouin zones in recip­
rocal space except for a simple scaling factor. Due to the noise at high temperature, 
it is usual to measure the scattering at q -f G, where G is a bcc reciprocal lattice 
vector, and fold it back to q. But when u becomes large at high temperature, the 
above expansion 4.2 is not guaranteed to converge after the one-phonon term. The 
spectrum at bigger Q (Q = q + G) obviously introduces more multi-phonon contri­
bution than that at small q. Then the spectra measured at different zones will not 
only have different intensities but also different shapes. 
The scattering cross-sections measured in inelastic neutron experiments corre­
spond to the absolute square of the dynamical structure factor given in Equation 
4.1. Thus our calculations include anharmonic effects exactly without the approxi­
mations involved in traditional anharmonic calculations using self-consistent phonon 
theory or displacement-displacement (velocity-velocity) correlations [77, 78]. When 
the one-phonon contribution dominates, aU of the above techniques yield the same 
answer. This is illustrated by selected phonon spectra at different temperatures for 
the hep lattice (see Fig 4.2). For small q, the dynamical structure factor is almost 
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the same as the velocity-velocity correlation function at low temperature. The shape 
of the spectra at larger Q,Q = G + q(Gis the reciprocal vector), is also similar to 
that of small q. 
As the temperature increases, the phonon peaks become broad. Also the spec­
tra of the dynamical structure factor deviate more from the spectra obtained from 
velocity-velocity correlation function. This is an indication that the anharmonic 
effects become bigger as the temperature increases even though the effect is still rel­
atively small. Another interesting phenomenon is that most of the phonon modes 
become soft as the temperature increase. This is mainly due to the thermal expan­
sion of the lattice, which weakens the restoring forces of vibrations. From Fig. 4.2, 
the phonon at ^(0,0,g) shifts about 0.05 meV which is relatively small compared 
to the experimental value of 0.37 meV [19]. 
Anomalous Phonon Behavior and Phase Fluctuation at high 
temperature hcc phase 
While the hep crystal behaves quite regularly, hcc Zr exhibits quite anomalous 
phonon behavior. By using the ParrineUo-Rahman constant pressure scheme, we 
have studied the stability of the hcc phase. For potential EAMl, the hcc lattice is 
met astable at very low temperature but transforms to the hep when the tempera­
ture is higher than 400K. For potential EAM2, the hcc lattice is not stable at any 
temperature since one phonon branch is totally soft (see Fig. 3.2). In both cases, 
the transformation from hcc to hep becomes slower as the temperature increases. 
This is due to the lattice-vibration entropy which tends to stabilize the hcc structure. 
Since the electronic entropy, which also plays an important role in stabilizing the hcc 
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Figure 4.2: The phonon spectra of hep Zr calculated from dynamical structure factor 
(DSF) and velocity-velocity correlation (VVC) at 300K and lOOOK. 
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structure [79], is not included in our potential models, we cannot stabilize the bcc 
structure before the systems melt. However, for both potentials, the bcc lattice can 
be stabilized by constant volume simulation and this enables us to study the behavior 
of the system at high temperatures. 
A very useful piece of structural information which can be extracted from molec­
ular dynamics is the radial distribution function which is defined as 
Here N { r )  is the number of neighbouring atoms within radius r  and p  is the average 
density N/V. In molecular dynamics simulation, G(r) is averaged over all the atoms 
in the unit cell and over a long time period. Through a Fourier transformation, the 
G{r) can be converted to the static structure factor S(Q) which can be measured 
by scattering experiments. For a temperature of 1500K, the G(r) function is very 
broad and it is difficult to identify the structure of the system (see Fig. 4.3). Instead, 
we can look at the G{raverage) function that is defined as the radial distribution of 
atomic positions averaged over a long time period. In our simulation of 8000 steps, 
the new function G{raverage) has very sharp peaks exactly corresponding to the bcc 
lattice. This means that the system is fluctuating about the hcc lattice even though 
the fluctuations are very strong. All these functions are plotted in Fig. 4.3 along 
with the G{r) of ideal bcc and hep lattices for purposes of comparison. 
In Fig. 4.4, the dynamical structure factors at several special Q-points obtained 
from our calculations are presented. For the w point phonon, our simulated S(Q,w) 
at Q=j(l,l,l) indicates a strongly damped phonon with frequency below 5 meV, 
while the spectrum at Q=j(l,l,l) shows a broad, but still well defined, peak at 11 
meV. Thus, we see that it might be misleading to interpret the measured neutron 
(4.4) 
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scattering cross-section at high wavevectors solely in terms of one-phonon scattering. 
The lack of quasi-elastic intensity for the dynamical structure factor at Q=|(l,l,l) 
implies that w phase fluctuations are not very strong in our system. 
We show in Fig. 4.5(b) a contour plot of the variation of the integrated scattering 
intensity in the [110] plane in reciprocal space. The intensity is defined as 
Hi) = Siq,w)dw (4.5) 
where the WQ is chosen to be 30 meV where S(q,w) almost drops to zero. The 
wavevector dependence of the quasi-elastic scattering agrees very well with neutron 
scattering measurements for the Ztq qNIq 2 alloy (Fig. 4,5(a)), in particular, we also 
observe strong asymmetry about the (2,2,2) hcc Bragg peak along the [112] directions 
(between A=(|,|,|) and B=(|,|,|)). 
While we perform the simulation for a pure Zr crystal at high temperatures, the 
experiments [4] were performed for quenched ZrNb alloys. The similarity between the 
two results supports a picture in which the rapid quenching freezes in the dynamic 
phase fluctuations occurring at high temperatures. In that case, we expect a strong 
modification of the frequency dependence, but not much change in the wavevector 
dependence, between the observed S(Q,w) and our calculated results. Recent inelastic 
neutron scattering experiments on pure bcc La and Zr crystals at high temperatures 
also provide confirmation of our results [22, 81]. 
To investigate the nature of the phase fluctuations in the system, we defined an 
order parameter to measure the instantaneous bcc crystalline order 
= (4.6) 
j i 
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Figure 4.4: Dynamic structure factors at selected Q points. All the spectra 
broadened by a Lorentzian function with a width of 1.5 meV. 
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Figure 4.5: Contour plots of the integrated scattering intensity of (a) Zr crystal 
simulated by molecular dynamics and (b) Zrg gNbg 2 system measured 
by inelastic neutron scattering [4]. 
37 
where the summation is over all bcc reciprocal lattice vectors Gj and over aU atoms 
in the system. If all the atoms are on the ideal bcc lattice, S{t) reaches the maximum 
value NxM where N is the total number of atoms in the unit cell and M is the 
number of reciprocal lattice vectors. As the system drifts away from the ideal lattice, 
the exponential term is always less than 1 and S(t) decreases. Noting that the radial 
distribution function of the hep structure has a peak at about 4.5 A, while that of 
the bcc structure has none between 4.0 À and 5.5 À (Fig. 4.3), we also calculate the 
number of pairs of atoms with separation between 4.2 - 4.7 A, as a measure 
of the amount of Acp-like fluctuations in the system. The time evolutions of these 
two functions are plotted in Fig. 4.6. As we can see, there is a strong correlation 
between fluctuations away from the bcc structure (dips in 6'(t)) and the growth of 
/icp-like clusters (peaks in ^^^^(t)). Up to now, all the experimental information is 
obtained from scattering which only provides k-space pictures. One of the advantages 
of molecular dynamics is that we can obtain the real space atomic configurations. A 
snapshot picture of the atomic configuration at instant when the A^^cp(t) has a peak 
is plotted in Fig. 4.7. By analysing snapshot pictures carefuUy, we can identify local 
clusters of atoms arranged in ^cp-like configurations. These hep "embryos" disappear 
as S{t) increases and come back at another dip of S'(t). The locations, as well as the 
directional variation of these embryos change with time and this is consistent with 
the good bcc lattice we obtained from the long-time average. If the system fluctuates 
between hep and bcc via one directional variant, the average atomic positions must 
be somewhere between the bcc and hep lattices instead of the ideal bee lattice. 
The dynamical fluctuations of the system between the bee and the hep phase is 
the microscopic origin of the asymmetry of the quasi-elastic scattering in reciprocal 
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Figure 4.7: The snapshot picture of atomic configuration at an instant when Nf^^p 
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space observed in experiments [4, 11] and reproduced by our calculations. We note 
that the strong asymmetry between the scattering intensities at A=(j,j,j) and 
at can not be explained by simple anharmonicity or phase fluctuation 
arguments. Since the magnitudes of these two wavevectors are the same, random 
thermal vibration should not favour one over the other. Also, since these two Q 
points are both reciprocal lattices in the hep phase ( (1,3,0) and (2,3,0) ) with the 
same structure factors (F^=4), the asymmetry can not be explained by additional 
scattering from perfect hep regions in the bcc crystal either. From snapshots of the 
atomic positions, we find that, because of the dynamical fluctuations of the system, 
atoms are most likely to be found somewhere between the hoc and hep configurations. 
In the /icp-like embryos, the atoms are not positioned at the center of the triangles of 
the atoms on the next plane as they should be in the perfect hep lattice, but shifted 
more often towards the sides of the triangle - their positions in the bee structure. 
In going from the bee to the hep structure, the geometric structure factor can be 
expressed as 
=1 exp{iq • r^) |^= 2(1 + coa(g)), (4.7) 
i=l,2 
where, 
d = 27r{y/36H+^SK + lL+lH). (4.8) 
Here, [H,K,L] are [1,3,0] and [2,3,0] respectively for A and B, and S is the dis­
placement away from the ideal bee position (shown in Fig. 4.1). The transition is 
completed when 6=-^. The geometric structure factor is plotted as a function of S 
in Fig. 4.8. The intensity at point A (strong w) is much stronger than that of point 
B (weak uj) when the system is midway between the hep and the bee structure. Also, 
in accordance with the Burgers mechanism [75], the increase in 8 is accompanied by 
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a uniform shear of the lattice, leading to the streaking of the quasi-elastic scattering 
contours in the [112] directions as shown in Fig. 4.5. 
For the above calculations, we have tested the unit cell size effect and the dif­
ferences between the two potential models. Since the stability of the bcc phase is 
achieved by the constant-volume constraint in our simulation, a larger unit cell will 
introduce more low frequency phonon modes and enhance the instability of the bcc. 
This is manifested in a stronger asymmetry in the phonon spectra of A= ( |) 
and points and stronger quasi-elastic intensity at |[1,1,1] as the unit 
cell size increases. If the unit cell is too large, 6750 atoms for EAM2 and 11664 
atoms for EAMl, the bcc lattice is no longer stable. In these cases, the systems do 
not transform to the low temperature hep phase due to the restriction on the shape 
of the unit cell. From Figs. 3.1 and 3.2, it is obvious that bcc phase is more stable 
for the EAMl potential than for the EAM2 potential since the modes along [^^0] 
become unstable for EAM2. However, the basic features do not change much as long 
as the systems still stay in the bcc structure. This indicates that phase fluctuations 
and the anomalous phonon behavior are not very senstive to the details of the po­
tential model. Thus, the anomalous phonon behavior is expected to be generic for a 
series of materials as observed in experiments [19, 20, 21, 22, 23]. 
Conclusion 
In summary, using molecular dynamics, we have simulated phase fluctuations 
in bcc Zr at high temperatures. The neutron scattering contour and phonon spectra 
obtained from our simulation agree very well with experimental observations. The 
weak dependence of the potential models indicates that this kind of phenomenon 
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is generic for a wide range of bcc materials that undergo phase transformations to 
another structure at low temperatures. However, there are still a number of open 
questions. One is the role of defects and stoichiometric variations in pinning the phase 
fluctuations in quenched alloys. Another is the role of bcc to w phase fluctuations. 
Due to the limitation of the classical potential employed in the calculation, the energy 
of the w phase in our model is 0.1 eV per atom higher than that of the first-principles 
calculations [12]. Thus, possible fluctuations into the w phase are suppressed in our 
calculations. One of the consequences is reduced quasi-elastic scattering and a well-
defined phonon spectrum around Q=j(l,l,l) (Fig. 4.2). We note that preliminary 
data [81] on pure bcc Zr at high temperature seem to support our result. For the 
quenched alloy systems, Mossbauer and X-ray [7] measurements as a function of alloy 
concentrations indicated that, while the strong quasi-elastic peak around Q=^(l,l,l) 
is well-defined for low Nb concentrations (less than 10%), the quasi-elastic scattering 
becomes diffuse at large Nb concentrations. Our results provide a good description 
of the observed scattering at large Nb concentrations and at high temperatures. 
Further investigations of the phonon spectra at Q=j(l,l,l) as a function of alloy 
concentrations would be very useful for understanding the development of w phase 
fluctuations with alloying. 
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CHAPTER 5. TIGHT-BINDING MOLECULAR DYNAMICS 
Concepts and Applications in Carbon System 
Despite the great success of the EAM potential for close-packed metal systems, 
the interatomic interactions in semiconductor materials are hard to describe by classi­
cal potentials which have two major shortages: Firstly, unlike metals, semiconductor 
materials have strong directional bonds between atoms. Secondly, the classical po­
tentials have no electronic band structure information which is very important in 
semiconductor materials. While first-principles calculations are much more accurate, 
their application in dynamic simulations is still limited by the huge computational 
cost. 
Since the pioneering work of Chadi [82], the empirical tight-binding (TB) model 
has been widely applied to the studies of semiconductor systems [83, 84, 85, 86, 87]. 
In these schemes, the TB parameters are determined by fitting to an accurate first-
principle electronic band structure calculation. The tight-binding scheme aims at 
modeling the covalent bonding in semiconducting systems through the incorporation 
of the electronic structure which is calculated for each atomic configuration with an 
empirical tight-binding Hamiltonian. This scheme tries to include the essential quan­
tum mechanics of atomic bonding in the system while still keeping the computational 
effort small enough that large systems and long simulation periods can be studied. 
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The transferability of the TB parameters is enhanced by fitting to various crystal 
structures with a large range of interatomic distances. 
While the TB electronic band description is not as accurate as the first-principles 
band structure, its efficiency and comparative accuracy allow it to serve as a bridge 
between the classical potentials and the first-principles calculations. 
The total energy of a system of electrons and ions can be written as 
H = Te + Ti + (5.1) 
where Tg is the electronic kinetic energy, is the ionic kinetic energy, is the 
ion-ion interaction energy, is the electron-electron interaction energy, and 
is the ion-electron interaction. Here, {r} and {iZ} denotes the electronic coordinates 
and ionic coordinates respectively. With the usual Born-Oppenheimer approximation 
between the electrons and ions, the total energy can be written as 
=  V i ^ i ( { R } )  + %({a}), (5.2) 
where Ee is the total electronic energy which depends parametrically on the ionic 
configuration {i2}. The tight-binding scheme attempts to express Ee in terms of 
eigenvalues of the one-electron Hamiltonian 
{Te + + Fe_e)V'nk = ^nki^nk, (5-3) 
where n is the band index, and the k is the wave vector. Then the band structure 
energy is 
^bs =12^nkfnk, (5.4) 
nk 
where fnk is the Fermi-Dirac distribution function. In the above expression, the two-
body electron-electron interaction terms have been included as a one-body effective 
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potential. Therefore, includes the electron-electron interaction twice, and this 
double counting can be corrected by defining: 
= Vi-iim)- < Ve-eiW) >. (5.5) 
where <> denotes the expectation value. This arrangement has the advantage that 
for two ions that are separated by a distance much larger than the screening length 
that combined effect of the ion and the screening electron system is nearly neutral, 
making Z7q({^}) quite short ranged, which is very important for the efficiency of a 
calculation. The total energy is written as 
= %({A}) + (5.6) 
where 
UqHR}) = (5.7) 
h j  
is the two-body potential energy. C/Q({^}) is determined by subtracting E^g from 
Etotal provided the latter is known either from the first-principles total energy cal­
culations or from experiments. The atoms are subject to two kinds of forces, the 
two-body force can be obtained from the derivation of the two-body potential while 
the force arising from band structure can be calculated by the Hellmann-Feynman 
theorem 
fI"'= (5.8) 
nk 
where H is the TB Hamiltonian. The TB potential model used in this study is from 
the work of Xu et al. [41]. The total energy is expressed as 
occupied 
Etotal(W)= E <i'n\HTB({Ri})\^n>+ErepaRi}). (5.9) 
n 
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The orthogonal ap^ basis TB Hamiltonian Hrpis described by the follow­
ing parameters: and ep are on-site atomic energies, Vsscr{Ri_^j), '"spa-iRij)^ 
vppcriRij) and vppTr{Rij) are overlap parameters which decay rapidly with inter­
atomic distance RiJ- The repulsive energy is in the form of 
J^rep = (5.10) 
% 
where (f>{R^j) is a pairwise interaction and / is a function with argument (j>(Rj^j). 
The above parameters and functions are fitted to the first-principles results for elec­
tronic band structures and binding energies of graphite, diamond and a linear carbon 
chain as a function of the carbon-carbon bond length. This model not only repro­
duces the binding energies of structures with different coordination numbers, graphite 
(3), diamond (4) and linear chain (2), but also describes well the properties of the 
liquid carbon state. The reliability of this potential for cluster calculations is tested 
for small clusters: In the range 5 < n < 11, odd-numbered clusters prefer a linear 
structure, while even-numbered clusters prefer a ring structure, in good agreement 
with ab initio quantum mechanical calculations [88]. For bigger clusters, the present 
TB calculation on CgQ yields a heat of formation of 0.40 eV per atom (with respect 
to that of graphite) and a HOMO-LUMO energy gap of 1.60 eV. These values agree 
quite well with the ab initio local density approximation (LDA) results of 0.39 eV per 
atom and 1.71 eV respectively [89]. Since this potential was fitted for bulk carbon, 
we expect that it will be even more reliable as we extend our calculation to larger 
clusters. 
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Implementation of Electronic Temperature 
For the TB potential model, the molecular dynamics simulation is performed in 
the same fashion as described in Chapter 2. The expressions for the band structure 
energy and Hellman-Feynman force in Equations 5.8 and 5.9 are valid only for zero 
electronic temperature. However, in some cases, we need to simulate high temper­
ature situations in which the electronic temperature can no longer be regarded as 
zero. To include the eifects of finite temperature on the electronic states, we used the 
Fermi-Dirac (F-D) distribution to describe the occupation of the electronic states in 
the energy and force calculations in our tight-binding molecular dynamics (TBMD) 
simulations. Our procedure follows closely those used in recent first-principles molec­
ular dynamics (FPMD) studies of metallic systems [90, 91, 92]. It has been observed 
that the inclusion of electronic temperature effects not only avoids the instability 
caused by changing occupancies of states near the Fermi level in metallic systems, 
but also includes the electronic entropy into the calculation in a convenient manner. 
The general expressions of band structure energy and Hellman-Feynman force 
are 
= (5.11) 
i 
=  2 ^  <  > / i ,  ( 5 . 1 2 )  
i 
where. 
The jx is the chemical potential and it is adjusted every time step in the simulation 
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to guarantee the conservation of the total number of electrons 
(5.14) 
i 
However in the first-principles molecular dynamics (FPMD), it was noted by Pederson 
and Jackson [91] that to conserve the total dynamical energy U = Kj 4- "^totab 
must also consider the changes of the occupancy number f^. The force obtained from 
Equation 5.12 misses one term 
(5.15) 
and unfortunately this term is very difficult to calculate. Later, Wentzcovitch, Martin 
and AUen [92] introduced the Mermin free energy [93] 
^ = ^ total + ^/ - T QI S , (5.16) 
where, 
s = -2kB + (1 - k)Hl - fi)]- (5.17) 
i 
and they showed numerically that the free energy is conserved by using forces cal­
culated from 5.12. In the TBMD simulation, also in FPMD, we can prove analytically 
that the expression 5.12 is indeed the real "force" if one includes electronic entropy 
effects. The dropped term in Equation 5.15 is cancelled out by the derivative of the 
electronic entropy 
™ = (5.18) 
Equation 5.18 can be rewritten as 
- • v.(, - e,). (5.19) 
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and after some simple algebraic manipulations, Equation 5.19 can be simplified to 
(5.20) 
Here we used the conservation of the total number of electrons 
V Ç mf&T) - - v) = ^ = 0- (5-21) d{£i — ej)  ^ J doL^ ^ da 
From Equation 5.11 
= kr (5-22) 
Then it is obvious that 5.15 is cancelled out by the derivative of electronic entropy 
5.18. The force we calculate from Equation 5.12 is 
Fa = -Vafi. (5.23) 
The above implementation of Fermi-Dirac distribution function is not necessary 
for zero temperature optimization and is not important for semiconductor systems 
as long as the gaps are relatively large compared with the temperature. But its 
importance appears in the metallic systems and semiconductor systems at high tem­
perature. In the Chapter 6, we will test this implementation and discuss its effects 
on thermal disintegration of carbon clusters. 
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CHAPTER 6. STRUCTURES AND STABILITIES OF FULLERENE 
Introduction 
Though the dominant products extracted from the evaporation of graphite are 
Cgo arid Cyg, there are minor admixtures of other fullerenes [42, 43, 44, 45, 46]. 
Because these fullerenes have their own unique structures and potential applications, 
there are intense efforts to isolate them and to characterize their chemical and physical 
properties. One important piece of experimental evidence for the cluster structure 
comes from the nuclear magnetic resonance (NMR) spectra of the molecules. 
The chemical shift measured by NMR is determined by the environment of each 
atom so the atoms equivalent with each other by symmetry operations have same 
chemical shift. From the number and intensity of NMR peaks, it is possible in some 
cases [34, 43] to determine the symmetry of the molecule. For example, all the atoms 
in the Cgg molecule are equivalent by symmetry and the measured NMR spectrum 
shows a single peak [34]. However, it is hard to pinpoint the symmetry exactly when 
the molecular structure has a low symmetry. Even when the symmetry is known, the 
structure is still undermined because some fuUerene can have more than one structure 
with the same symmetry. 
On the theoretical side, existing approaches can be roughly divided into two cat­
egories. In the first approach, educated guesses based mostly on symmetry considéra-
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tions were used to construct plausible topological networks [94, 95, 96, 97, 98, 99,100], 
the ground-state structure is then selected by comparing the total energy or simply 
the highest occupied molecular orbit-lowest unoccupied molecular orbit (HOMO-
LUMO) gaps of the various candidates. Such schemes are useful only for clusters 
of certain special sizes and the deduced structures usually possess high symmetry. 
But the recently isolated C75 [43], Cg^ [46] and Cyg [42, 46] all have relatively low 
symmetry structures. To overcome this limitation, Manolopoulos [97] introduced a 
new geometrical method which uses the computer to search for every topologically 
distinct network. Since there is no symmetry constraint, the number of possible 
isomers is huge. For example, there are 1812 distinct isomers for Cgg [97]. One 
useful empirical rule is the isolated-pentagon rule which states that fuUerenes prefer 
those isomers which have no touching pentagons. Since the curvature of the cage 
structures is provided by pentagons, isolated-pentagon isomers distribute curvature 
more uniformly to minimize the surface tension. The isolated-pentagon rule is very 
effective for clusters between 60 and 70. For example, Cgg only has one isolated-
pentagon isomer and it is indeed the ground-state icosahedral structure. But the 
number of isolated-pentagon isomers grows very fast for clusters larger than Cgg and 
the problem becomes quite intractable for fuUerenes beyond Cgg [101). The numbers 
of isolated-pentagon isomers for large fuUerenes are listed in Table 6.1. More seri­
ously, for clusters from Cg2 to Cgg and for clusters smaUer than Cgg, there exist no 
isolated-pentagon isomers. Then the ring-spiral algorithm produces too many candi­
dates to be checked by ab initio calculations, while the simple potential models are 
not accurate enough to determine the ground-state geometries [101]. 
In the second approach, the ground-state structures are obtained by simulated 
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Table 6.1: Enumeration of spectrally distinct isolated-pentagon Cn fuUerene iso­
mers found by the ring spiral algorithm [101] in the range n=70-100. 
n Isomers n Isomers n Isomers n Isomers 
70 1 78 5 86 19 94 134 
72 1 80 7 88 35 96 187 
74 1 82 9 90 46 98 259 
76 2 84 24 92 86 100 450 
annealing [131,102,103]. This approach requires an accurate and efficient interatomic 
potential. It is still beyond our present computer capability to perform first-principles 
molecular dynamics for large fullerenes over tens of thousands of steps. A more serious 
problem is that the system will often be trapped in met astable high-energy struc­
tures because the strong directional bonding of carbon creates large energy barriers 
between various metastable structures and the ground-state structure. For example, 
in the work of Ballone ei al. [131], it was found that structures of Cq2 and Cg^ 
always contain seven-member ring defects although later we found many more stable 
isomers for these clusters with five- and six-member rings only. The works of Xu 
et al. [103] and Chelikowsky [102] also failed to produce a perfect ground-state 
structure for CgQ, although they were able to get a cage structure for Cgg from their 
simulated annealing. Since the energy required to break carbon-carbon bonds and 
to rearrange the network is so high there is little chance to reach the ground-state 
structure starting from a random initial configuration. Simulated annealing wiU be 
useful only if one can start the simulation from an initial structure which already has 
the correct interatomic bond network. 
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Ground-State Structure Search Scheme 
To overcome the difficulties mentioned above, we devised a scheme for generating 
energetically favorable structures for fuUerenes [47]. In this scheme, we first try 
to generate the correct topological networks for energetically favourable structures. 
Instead of looking at the network connecting individual atoms, we focus our attention 
on the "face-dual" network obtained by linking the centers of each polygonal face of 
the cage structure. Since each atom of the fuUerene is threefold coordinated, the 
face-dual network consists of a triangular mesh. In comparison with the original 
atomic network, the triangle mesh of the face-dual network is much easy to generate 
and anneal. Thus we divide the search for the ground-state structure for fuUerene 
into two steps: first, a simulated annealing scheme is used to search for energeticaUy 
favourable face-dual triangular networks which are then inverted to pick up a short list 
of candidate fuUerene structures. After this, the ground-state structure is determined 
by selecting the lowest-energy geometry obtained from unconstrained optimization 
of the atomic positions for each of the candidate networks using TBMD. 
To obtain the energeticaUy favourable face-dual networks, we represent each 
polygon of a fuUerene by a point lying on a predetermined closed surface. An artificial 
two-body repulsive interaction is introduced between these points. The total energy 
of the system is expressed as 
^total + KE((®z - 1)^ + ivi - (6-1) 
ij ij i i 
where the first term is the repulsive interaction and the second term is the potential 
weU to confine aU the points on the ellipsoidal surface. The parameters and are 
the artificial mass and velocity of each face point. The parameters l y  and Iz can be 
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adjusted to change the shape of the surface. The simulated annealing is performed by 
first heating the system up to lOOOK. After 20000 MD steps for thermal equilibration 
at lOOOK, the system is then cooled down to 0 K. The resultant network obtained 
by this procedure is a triangular mesh spanning the original surface, which can be 
inverted to obtain the atomic network. In this scheme, whether a face is pentagonal 
or hexagonal is determined by the number of neighboring faces. The use of the 
face-dual network rather than the atomic network for simulated annealing has the 
advantage that the change from pentagon to hexagon can occur easily with a small 
energy barrier [105, 106]. Even for quite large number of atoms, the system will 
not be trapped in local metastable states. The repulsive potential acts to separate 
the pentagonal faces as far apart as possible. It also tends to place the pentagonal 
faces at the surface areas with sharp curvature. As a first test, we put 32 points, 
corresponding to CgQ, on the surface of a sphere and simulated according to the 
above procedure. The atomic network we obtained is exactly the I^ isomer of Cgg. 
To test the stability of this scheme, we change the initial configuration of face points 
as well as the force parameter and the outcomes are same. 
The parameters that can be varied in this scheme are the shape of the prede­
termined surface and the range of the two-body repulsive potential. Although, in 
principle, the search should be performed for every possible constrained surface, we 
found that confining the face-dual network to ellipsoidal surfaces is already quite 
sufficient for fuUerenes in the range from C20 to CjqO' Further symmetry break­
ing of the surface, if it is energetically favourable, can be realized in the following 
unconstrained tight-binding molecular dynamics optimization process. In the search 
for the energetically favourable face-dual network for each fullerene, we varied the 
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ratio of the three axes of the ellipsoidal surface from 0.8 to 1.2 in steps of 0.05. With 
these variations of the constrained surfaces, we obtained the two isolated-pentagon 
isomers of Gyg and all five isolated-pentagon isomers of Cyg. For Cg^, we obtained 
11 isomers (including the two lowest-energy D2 and isomers) out of a total of 
24 isolated-pentagon isomers for this fullerene [101]. When several isomers of a given 
fuUerene are very close in shape, our scheme always picks up the one with the lowest 
energy. This selective nature turns out to be the advantage of the scheme, other­
wise one has to examine each isomer to determine the ground-state structures of the 
fuUerenes. 
We found that the resultant face-dual networks also depend on the range of the 
repulsive two-body potential used in Equation 6.1 (although the dependence is very 
weak). In the study of Cg^, we found that if we fixed the constraining surface to a 
sphere and choose the two-body potential in the form of we obtained two distinct 
isomers with n=5 and 6 respectively. When n varies from 2 to 4 and from 7 to 12, 
no new network was produced. In the rest of the study, we used both and for 
the repulsive interaction in the generation of the face-dual network for every case. 
Results and Discussion 
Using the scheme described above, we have systematically studied the structures 
of every even-number carbon clusters ranging from C20 to C^QQ. A summary of 
our results for the heat of formation, symmetry, HOMO-LUMO gap and number of 
distinct NMR lines for low energy isomers is given in the Table 6.2. 
Some interesting observations obtained from our calculations are discussed as 
follows: 
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Table 6.2: Structural and electronic properties of carbon clusters. The values listed 
under Energy are the heat of formation of cluster relative to that of bulk 
graphite in the units of eV per atom. AE is the energy of the isomer 
compared to that of the corresponding ground-state isomer in units of 
eV/molecule. If there are two entries for the symmetry, the first one 
is topological symmetry and the second one is real symmetry due to 
Jahn-Teller distortion. The HOMO-LUMO energy separations are listed 
in the column HOMO-LUMO and the values in the column NMR are the 
numbers of distinct NMR lines expected. 
Cluster Size Energy AE Symmetry HOMO-LUMO NMR 
20 1.180 lA.(C2) 0.015 10 
24 1.050 0.448 2 
26 0.989 C2«(C2) 0.292 13 
28 0.912 T^(Cl) 0.243 28 
30 0.850 C2.; 0.333 10 
32 0.781 D3 0.881 6 
34 0.758 CI 0.239 34 
36 0.706 ^')A 0.526 5 
38 0.673 C2 0.708 19 
40 0.641 D2 0.950 10 
42 0.614 D.I 0.787 7 
44 0.589 D2 0.732 11 
0.037 D2 0,763 11 
46 0.573 C2 0.577 23 
48 0.552 C2 0.195 24 
50 0.509 D,/,. 0.503 4 
0.238 D.S 0.819 9 
52 0.502 C2 0.657 26 
54 0.482 C2. 0.412 16 
56 0.467 D2 0.665 14 
58 0.453 c. 0.111 32 
60 0.401 I;., 1.61 1 
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Cluster Size Energy AE Symmetry HOMO-LUMO NMR 
62 0.434 0.378 31 
64 0.410 D2 0.952 16 
66 0.409 C2 0.471 33 
68 0.398 C2 0.725 34 
70 0.365 1.103 5 
72 0.377 1.388 4 
74 0.357 ^36 0.224 9 
76 0.354 0.796 19 
0.242 T^(D2^) 0,096 11 
78 0.346 0.493 22 
0.087 0.353 8 
0.284 ^2v 0.545 21 
0.324 D3 0.443 13 
0.913 1.373 8 
80 0.344 DRA(C.) 0.076 40 
0.015 0.350 5 
0.030 C2. 0.198 22 
0.090 D2 0.518 20 
0.165 0.141 23 
0.230 Ds 0.280 14 
82 0.335 C2 0.649 41 
0.076 Ca 0.568 44 
0.166 G^t 0.362 41 
0.191 C ^ / f  0.477 41 
0.226 c,/ 0.773 44 
0.229 GV/ 0.234 44 
0.285 C2,(C2) 0.081 41 
0.566 G3. 0.120 17 
0.731 0.088 43 
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Cluster Size Energy AE Symmetry HOMO-LUMO NMR 
84 0.325 D2(22) 0.823 21 
0.033 D9^(23) 0.844 11 
0.309 DmA(24) 1,148 5 
0.434 D2(21) 0.399 21 
0.741 D9(5) 0.611 21 
1.231 D2(5) 0.610 21 
86 0.329 Ci 0.344 86 
0.038 C2 0.351 43 
88 0.327 C2 0.154 44 
90 0.314 C2 0.633 45 
0.180 C2. 0.629 24 
0.307 Cy 0.564 45 
92 0.311 C2 0.471 46 
0.071 D2 0.575 23 
94 0.304 C2 0.679 47 
96 0.300 C2 0.547 48 
0.320 Ci 0.630 96 
0.326 Ci 0.292 96 
0.355 0.318 5 
98 0.300 Ci 0.202 98 
0.054 Ca 0.606 50 
100 0.292 D2 0.432 25 
0.602 DR(Ci) 0.062 100 
60 
C20 (Ih) 
C24 (D6d) 
C26 (C2v) 
C28 (Td) 
C30 (C2v) 
Figure 6.1: The line drawings of fuUy relaxed structures of fuUerenes. The views 
along three orthogonal axes are provided to appreciate the symmetries 
and the shapes of the cages. 
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C32 (D3) 
C34 (Cl) 
C36 (D2d) 
C38 (C2) 
C40 (D2) 
Figure 6.1 (Continued) 
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C42 (D3) 
A 
C44 (D2) 
C44(D2) 
C46 (C2) 
C48 (C2) 
Figure 6.1 (Continued) 
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C50 (D5h) 
C50 (D3) 
C52 (C2) 
C54 (C2v) 
C56 (D2) 
Figure 6.1 (Continued) 
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C58 (Cs) 
C60 (Ih) 
C62 (C2) 
C64 (D2) 
C66 (C2) 
Figure 6.1 (Continued) 
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C68 (C2) 
C70 (DSh) 
C72 (D6d) 
C74 (Dsh) 
C76 (Da) 
Figure 6.1 (Continued) 
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C78 (C2v') 
C78 (C2v) 
C78 (D3h') 
C78 (D3) 
C78 (DSh) 
Figure 6.1 (Continued) 
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C80 (Dgh) 
Cgo (D5d) 
Cgo (C2v) 
Figure 6.1 (Continued) 
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Cgo (D3) 
Cgo Oh) 
Cg2 (C2) 
Cg2 (Cs) 
Cg2 (C2') 
Figure 6.1 (Continued) 
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C82(C2") 
C82 (Cs') 
C82 (Cs") 
C82 (C2v) 
C82 (C3v) 
Figure 6.1 (Continued) 
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C82 (C3vO 
C84 (D2)22 
C84 (D2d)23 
C86 (CD 
C86 (C2) 
Figure 6.1 (Continued) 
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Cgg (C2) 
C90 (C2) 
C90 (C2v) 
C90 (C2') 
C92 (C2) 
Figure 6.1 (Continued) 
72 
C94 (C2) 
C96 (C2) 
C98 (Cl) 
ClOO (D2) 
ClOO (D5) 
Figure 6.1 (Continued) 
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(1) Isolated-pentagon rule: 
One of the most important empirical rules previously proposed for the construction 
of carbon fuUerenes is the so called isolated-pentagon rule. To demonstrate this rule, 
we chose CgQ as an example and estimate how much energy it costs to bring a pair 
of pentagons next to each other. By rotating a single C2-unit by 90 degrees, we 
can interchange the positions of a pair of pentagons and hexagons [103] (see Fig. 
6.4). Such a rearrangement brings two pairs of pentagons adjacent to each other 
in the Cgp network (topologically there is no way to form a Cgg network with a 
single pair of touching pentagons). The binding energy of the Cgg molecule is found 
to decrease by 1.4 eV (0.7 eV per pair), which is quite a large amount of energy. 
For large fuUerenes, this rule is very useful to narrow down the possible candidates 
enormously. For example, there are only 5 isolated-pentagon isomers out of 11229 
possible isomers for Cyg [97]. However, we found that not every isolated-pentagon 
isomer is more stable than all the touching-pentagon isomers. In the case of C34, 
the most unstable D2(l) isomer is 1.9 eV per molecule smaller in the binding energy 
than that of the ground-state D2(22) isomer and it is topologically possible for C34 
to form isomers with a single pair of touching pentagons. Since a pair of touching 
pentagons only costs 0.7 eV, it is very likely that Cg^ can have a touching-pentagon 
isomer which is more stable than the D2(l) isomer. Later, we indeed found one 
touching-pentagons isomer which is 0.34 eV per molecule more stable than the D2(l) 
isomer. For larger fuUerenes, to have several pentagons closer can be compensated 
for by having a larger (flatter) hexagon-only region and it is anticipated that this 
kind of trade wiU be more beneficial as the clusters become larger. StiU, within the 
range of molecules considered in this study, the ground-state isomers we obtained are 
74 
all isolated-pentagon isomers if these fuUerenes have an isolated-pentagon isomer. 
It is also interesting to note that all the fuUerenes in the range from Cgg to 
C7Q, except Cgo aiid Cyg, do not have isolated-pentagon isomers. Then in this 
regime, the isolated-pentagon rule needed to be generaUzed to that isomers favor the 
geometries which separate the pentagons as far apart as possible. One good example 
to demonstrate this rule is C50 (see Fig. 6.1) which is interesting to many people 
due to its relative abundance under gentle, one photon F2 excimer-laser ionization 
of Cgg. The ground-state isomer was first proposed by Kroto [106] which has 
symmetry. In a later paper, Manolopoulos [96] suggested that an isomer with D3 
symmetry should be more stable than the isomer by using Huckel theory. From 
our calculations, we found that the ground-state isomer is the isomer which is 
more stable than the D3 isomer by about 0.23 eV per molecule. This is in accord with 
our generalized isolated-pentagon rule since the D3 isomer has six pairs of touching 
pentagons while the isomer has only five pairs. 
(2) Symmetry: 
AU the structures obtained by our scheme in this range consist of six- and five-
membered rings only. UnUke Cgg and Cyg, most of the ground-state fuUerene struc­
tures have very low symmetries and a few of them have no symmetry at aU (see Table 
6.2). In general, high symmetry restricts the distribution of pentagons. This point 
is weU demonstrated by the D2 and Dg isomer of Cjoo (see Fig. 6.1). In the Dg 
isomer of Cj^qq, the 12 pentagon are confined to the two ends of a sausage-like cage 
in order to satisfy the Dg symmetry, while in the D2 isomer, the 12 pentagons are 
spread much more uniformly throughout the cage surface. As a result, the energy of 
the Dg isomer is 0.6 eV per molecule higher than that of the D2 isomer. 
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(3) Mixture of isomers: 
From the above analysis, we found that the lowest excited isomer for Cgg is less 
stable by 1.4 eV per molecule compared to the ground-state isomer. This energy 
difference is quite large so that only the ground-state isomer of Cgg is observed 
experimentally. However, our study shows that some clusters have several isomers 
which are very close in energy. For example, there is another D2 isomer of C44 besides 
the ground-state D2 structure. The energy difference of these two isomers is only 
0.037 eV per molecule and they also have almost the same HOMO-LUMO energy 
separation. It can be expected that these isomers will coexist in a mixture if one 
day C44 can be isolated. In fact, the phenomenon of coexistence of different isomers 
for a given fuUerene size has already been observed in recent experiments [43, 45] for 
larger fuUerenes, e.g. Cyg, Cg2 and Cg^. 
(4) Jahn-Teller Distortion: 
Jahn-Teller distortions [107] may occur for fuUerenes in which the highest occupied 
molecular orbit (HOMO) is degenerate and partially occupied. For the fuUerenes we 
have studied, there are quite a number of structures with Jahn-TeUer distortions (see 
Table 6.2). Although the symmetry of the topological network can be as high as I^ 
(in C20), the real symmetry is reduced to C2 after the geometry is fuUy optimized. 
In the foUowing, we discuss several important fuUerenes which are both experi-
mentaUy and theoreticaUy interesting. 
(1)<^76 : 
Using the ring-spiral algorithm [96], Manolopoulos determined that there are two 
isolated-pentagon Cyg isomers [98]. Based on the size of HOMO-LUMO gaps, he 
proposed a chiral structure for Cyg which was subsequently confirmed by experi-
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ment [42]. Both isolated-pentagon isomers were generated from our scheme and we 
found that the chiral D2 isomer is more stable than the isomer by 0.24 eV per 
molecule. 
(2)C78 : 
This fuUerene has five distinct isomers satisfying the isolated-pentagon rule [97]. We 
found that the is the ground-state structure and the energies of C2V1 ^3 
and are 0.09, 0.28, 0.32, and 0.91 eV per molecule, respectively, higher than that 
of the ground-state isomer. Later, the structure of Cjg has been analysed by 
the NMR technique by two independent groups with different conclusions. Diederich 
et al. [43] suggested that the product of Cyg is a mixture of C2y and D3 isomers with 
a ratio of 5:1, while Kikuchi et al. [45] concluded that the mixture consists of Cg^/, 
and Dg isomers in the ratio of 5:2:2. The second result is in agreement with 
our calculation that isomer is the most stable one for Cyg. However, we should 
note that both experiments did not find the isomer which is also energetically 
favoured in our calculations and the first-principles calculations [110]. This may be 
due to the fact that the isomer has a relatively small HOMO-LUMO energy 
gap which makes it more reactive than other isomers. Both the absence of 
isomer and the different results from the two different experiments suggest that kinetic 
factors may play an important role in the selection of products. 
(3)Cg2 : 
The energy diagram containing all 9 isolated-pentagon isomers of Cg2 is plotted in 
Fig. 6.2 and the most stable isomer has C2 symmetry. This agrees with the ex­
perimental observation [45] that there are 41 strong NMR peaks. In addition, our 
calculation pinpoints the specific C2 isomer among three possible C2 isomers satisfy­
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ing the isolated-pentagon rule. Beside the larger binding energy, the ground-state C2 
isomer has a substantially bigger HOMO-LUMO gap which is very important in the 
isolation process. (This point will be discussed more in the next section). However a 
detailed analysis of other weak NMR peaks leads to and isomers and they 
are not favoured in our calculations in both binding energies and HOMO-LUMO 
gaps. The chemical shifts measured by NMR are decided by site environment and 
distinct atoms not related by symmetry presumably have different chemical shifts. 
But for large fullerenes, the environment of atoms at different isomers can be very 
close and consequently the chemical shifts are almost identical. So it is not trivial to 
assign these weak peaks with so many different isomers and unknown relative abun­
dance ratio. Only the measurement of separated isomers will definitely characterize 
the minor isomers in the Cgg sample. The most interesting property of this fullerene 
is that it is the magic number for metal-encapsulating fullerenes MCg2 [37]. (where 
M are Zr, Ti, Ca) Since Cgg has several isomers very competitive with each other, 
the geometric structure of the carbon cage in ground-state Cgg and MCgg are not 
necessary the same. Further study is required to examine how the donated charge 
from the metal atom changes the relative stabilities and the electronic properties of 
the fullerenes. 
(4)^84 : 
Besides Cgg &nd Cyg, Cg^ is the most abundant fullerene observed in the mass 
spectra [41]. The energy diagram of all 24 isolated-pentagon isomers is plotted in 
Fig. 6.3 and the D2(22) and D2^(23) isomers are energetically the most favourable 
structures. The ball and stick model of ^2d isomer and four D2 isomers are plotted 
in Fig. 6.4. (The notation follows the work of Manopolous [100]) This result is 
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Figure 6.2: The heat of formation of Cg2 relative to ground-state isomer in the unit 
of eV per molecule. 
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supported by first-principles calculations [108, 111]. Later, Kikuchi et al. [45] had 
characterized the structures of the Cg^ isomers by NMR measurements and they did 
find a mixture of D2 and ^2d isomers with a 2:1 ratio. However, a ring-stacking 
model proposed by Wakabayashi and Achiba et al. [109] favours the D2(5) isomer. 
Although, the number of NMR peaks of these two isomers is the same, the spectra 
of photoemission are more close to the electronic density states calculated for the 
02(22) isomer [112]. 
From Fig. 6.4, we can see that the shape of these two D2 isomers are quite differ­
ent: while the D2(22) isomer is spherical like the D2^ isomer, the D2(5) is relatively 
elongated. So the diffusion speeds of D2(22) and D2(5) in the chromatograph should 
be quite different. In the experiments, people [113] found that it is very difficult to 
separate the D2 and isomers in the chromatograph. This implies that the shape 
of D2 is quite close to spherical ^2d isomer and indirectly supports the existence of 
02(22) isomer in the sample. 
(5)C79o,C94an<iC96 : 
These high fullerenes are also relatively abundant in the mass spectra but they have 
not been isolated yet. The numbers of possible isolated-pentagon isomers for Cgg 
and C94 are already quite numerous: 46 and 134 respectively [100]. Instead of 
generating and checking each structure one by one, based on the successes in the 
previous cases, we think we can get the lowest energy isomers from our limited search. 
The number of isomers tested for Cgg, C94 and Cgg in this calculation are 10, 12 
and 18 respectively. The energetically favoured isomers are drawn in the Fig. 6.1. 
and they all have relatively low symmetry. This information can be very helpful for 
analysing the complicated experimental data. 
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Figure 6.3: The heats of formation of Cg^ isomers relative to ground-state 
22{T>2) in units of eV/molecule. 
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Figure 6.4: Ball and stick models of Dgj and four Dg isomers. 
Stabilities of Fullerenes 
The heats of formation of the ground-state fullerenes as a function of cluster size 
are plotted in Fig. 6.5. We found that the formation energies of small cages grow 
very rapidly as the cluster size is increased. This behaviour can be related to the 
rapidly decreasing number of adjacent pentagons as the cluster size increases. On the 
other hand, the energies of large fullerenes, which have no adjacent pentagons, are 
found to increase at a much slower rate. The most interesting feature is that Cgg, 
C70 and Cg4, which are the magic numbers observed in the experiments, are found 
to be more stable than their neighbors. 
Although the extraordinary abundance of CgQ and Cyg has been known for 
several years, the underlying origin of this phenomenon is still not well understood. 
Recently, other minor abundance peaks have also been observed for Cyg, Cyg, Cg4, 
CgQ, and Cgg, but not for every even-numbered clusters in this range. It seems a 
complete explanation of the experimental observation has to involve kinetic factors in 
addition to thermodynamic stability. Otherwise all fullerenes larger than Cyg would 
be more abundant than Cgg according to their heats of formation. From our present 
systematic study, we found that the abundance peaks of the mass spectra can be 
correlated with the fragmentation stabilities and the electronic HOMO-LUMO gaps 
of the fullerenes. 
Since the exact fragmentation process of carbon fullerenes is still unclear, we 
limit our consideration to a process with successive C2 loss as suggested by O'Brien 
et al. [114, 115]. The fragmentation energy in this process is defined as: 
'^fragW = ^cokW ' - 2) - (6.2) 
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Figure 6.5: The heat of formation of carbon clusters relative to bulk graphite as a 
function of cluster size N. 
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here Bgg^(N) is the cohesive energy of a Cjy cluster and is the energy 
needed for Cj\f to fragment into C2 and Cjy_2' Therefore clusters with larger 
fragmentation energy will be more stable against fragmentation. In Fig, 6.6(a), the 
fragmentation energy as a function of cluster size obtained from our study is plotted. 
It is clearly shown that CgQ and Cyg have large fragmentation energies with respect 
to their neighboring fuUerenes. This may explain why Ggg and C70 are superstable. 
However it is not clear from the fragmentation energy why C74, Cgg, Cgg and Cgg 
do not show abundance peaks comparable with Cg^. 
In the work of Manolopoulos et al. [96], they suggested using the HOMO-LUMO 
energy separation as criterion for the kinetic stability of fuUerenes. While it is stiU not 
clear to us how the HOMO-LUMO gap can control fuUerene formation at high tem­
perature, we beUeve that it is the key parameter controUing the chemical reactivity 
of the fuUerene during the extraction and isolation process. A big HOMO-LUMO en­
ergy separation makes it more difficult to extract electrons from the low-lying HOMO 
or add electrons to the high-lying LUMO. So it is easy for the clusters with a small 
HOMO-LUMO energy gap to react with the solvent and other encountered chemicals. 
A bigger HOMO-LUMO gap might also make the cluster more stable towards further 
accretion of extra C atoms. In Fig. 6.6(b), our results for the HOMO-LUMO gap 
are plotted as a function of cluster size. It is clearly shown that the Cgg and Cyg not 
only have very large fragmentation energies, but also have very large HOMO-LUMO 
gaps. These results are strongly correlated to the extraordinary abundance of these 
two fuUerenes. It is interesting to see that Cy^, Cgg, Cgg and Cgg, which are absent 
in the mass spectra, aU have very smaU HOMO-LUMO gaps. Due to the chemical 
reactivity discussed above, these fuUerene should be less stable during the isolation 
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process. 
Finally, we would like to point out that an explanation of experimental mass 
spectra based solely on the consideration of HOMO-LUMO energy separation would 
not be satisfactory. An obvious example is €72 which has a very large HOMO-LUMO 
energy separation but it is not seen in mass spectra. Because from the fragmentation 
energy, C72 strongly favors losing a dimer to become C70 and it may not exist 
in the early formation stage. Our results shows that in order to explain the mass 
spectra of larger fuUerenes, it is necessary to consider both the HOMO-LUMO gaps 
and the fragmentation energies simultaneously. The HOMO-LUMO gap measure 
the stability of a cluster against further chemical reaction, while the fragmentation 
energy measures the stability of the cluster against further fragmentation. The only 
exception in our calculation is €54. It has quite high peaks in both stabilities, but it 
is not observed in experiments. We suspect that is too close to the superstable 
CgQ and it may be unstable towards a fragmentation with a loss of C4. 
Summary 
The energetically most favorable fuUerene structures have been determined by 
an efficient and accurate cage network generation scheme for all even-numbered car­
bon clusters from C20 to Cj^qq. We found that the governing rule for the selection 
of energetically favorable cage structures is the generalized isolated-pentagon rule in 
which the ground-state isomer tend to separate the pentagons as far apart as possi­
ble. The isomers with large HOMO-LUMO gaps will be more stable against chemical 
reaction and consequently will be easier to isolate. For most of the fuUerenes, the 
ground-state isomers prefer low symmetry structures and usually there are several 
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Figure 6.6: (a) The fragmentation energy and (b) HOMO-LUMO energy separation 
as a function of cluster size. 
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isomers with energies very close to that of ground-state isomer. This may lead to 
the possibility that several isomers can coexist in synthesis for a given cluster size. 
From this systematic study, we found that the superstable carbon clusters not only 
have high fragmentation stability but also have a large HOMO-LUMO energy sepa­
ration. On the contrary, the fuUerenes which are hard to obtain in experiments have 
a tendency towards fragmentation or further chemical reaction. 
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CHAPTER 7. THREE DIMENSIONAL CARBON NETWORKS 
The recent discovery and ability to produce fuUerenes in macroscopic quantities 
highlights the new phase of carbon which has cage structures with coordination num­
ber 3. If we view a fuUerene molecule as composition of polygons of C-atoms joined 
together by nearest neighbor bonds, the geometrical structure of fuUerenes can be 
summarized in one single equation: 
where Mp is the number of p-polygons (e.g. Mg is the number of hexagons). Equation 
7.1 is the consequence of two and only two conditions: (1) the structure satisfies the 
Euler equation for an object topologically equivalent to a sphere, which says F + V 
= E + 2, where F is the number of faces {F = Yip Mp), V is the number of vertices 
(F= no. of carbon atoms), and E is the number of edges (E= no. of nearest neighbor 
bonds); (2) all carbon atoms are 3-fold coordinated (i.e. E = 3V/2). This equation 
imposes no restriction on the number of hexagons, which is not surprising since in 
the hexagonal arrangement, the carbon atoms are "naturally" 3-fold coordinated. 
Note that Equation 7.1 can be satisfied by many different combinations of polygons, 
but if we restrict ourselves to one type of polygon other than hexagons, we have 
Introduction 
(7.1) 
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only one choice: 12 pentagons. This apparently is what nature favors, as a large 
body of experimental and theoretical evidence suggests. The Euler equation can be 
generalized from a spherical surface to 
F  +  V  =  E ^ X  (7.2) 
where X is the Euler Characteristic of the surface, and X = 2 - 2g, where g is the 
"genus", or the number of holes bored through the sphere. A sphere has g=0, and 
an object topologically equivalent to a torus (donut) has g=l. In this case, Equation 
7.1 is generalized to 
X;(6-p)Mp = 12-12flr (7.3) 
V 
For g=l, where the carbon atoms are on the surface of a torus, 
= 0 (7.4) 
P 
which can be satisfied by hexagons only. This interesting possibility has already been 
realized in the form of "carbon tubules" [53], since we can view a tube as a section 
of a torus of very large radius. 
It is interesting to consider the case for ^ > 1. A molecule with the carbon atoms 
sitting on a surface that is a connected sum of n tori can be constructed. If we imagine 
that this huge molecule grows without bound in aU 3 directions by adding more and 
more tori, a true three-dimensional (3D) network of carbon with coordination number 
three will be formed. This interesting possibility was first considered by Mackay 
and Terrone [116], who decorated periodic minimal surfaces with 3-fold coordinated 
carbon atoms. Structures that are energy minimized using simple empirical potentials 
are discussed in two recent papers, and the resulting structures are called "negative-
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curvature-fuUerenes" by Vanderbilt and TersofF [117] and "Schwarzites" by Lenosky 
et al. [118]. 
It is evident from Equation 7.3 that once ^ > 1, it is necessary that the system 
contains p-membered rings with p > 6. So if we view fuUerenes and Schwarzites as 
defective graphite, the defects in the fuUerenes are the pentagons, which induce the 
positive curvature and the defects in Schwarzite are heptagons, octagons or higher 
member rings that induce the negative curvatures in the carbon sheets. 
Search Scheme 
The fuUerene search scheme described in the last chapter can be extended to 
three dimensional periodic systems to search for low-energy networks for certain types 
of periodic surface. The simplest case is the simple cubic lattice and one structure, 
P216, proposed by PhiUips et al. [119] contains 216 atoms per unit ceU with six-
and seven-membered rings only. If we look carefuUy, the carbon network spanned in 
the three dimensional space is very similar to the Fermi surface of the simple cubic 
lattice. The equation of this surface is: 
E = b{co3{ax) co3{ay) co3{az)) (7.5) 
For a simple cubic lattice, each lattice point has six nearest neighbors which corre­
spond to g = 3. Then from Equation 7.3, the number of heptagons is 24 if there are 
no other higher polygons. Then for 216 atoms, it is easy to get the total number of 
faces, 80 hexagon and 24 heptagons, from Equation 7.2. InitiaUy, these 104 points 
were randomly distributed in the unit ceU and aUowed to interact with each via a 
re; ipulsive potential 1/r®. There is also an external potential: 
(7.6) 
to confine these points on the P surface according to Equation 7.5. 
Structural, Electronic and Vibrational Properties 
The resultant network was then converted to an atomic network and we got 
exactly 80 hexagons and 24 heptagons as we expected. However, the new network 
NP216 is not the same as P216 generated by Phillips et al. [119] and our new struc­
ture has a larger binding energy and lower symmetry. The network NP216 is shown 
in Fig. 7.1 along with network P216 in Fig. 7.2 for purposes of comparison. One in­
teresting observation is that our new model has paired heptagons while the heptagons 
in the P216 network are all isolated, which seems contrary to the isolated-pentagon 
rule for fullerenes. This was also noticed by Townsend ei al. [120] and it may due 
to the geometrical difference between fullerenes and Schwarzites. For Schwarzites, 
the network can be roughly divided into "ball" and "joint" regions with positive and 
negative curvatures respectively. To reduce the strain energy, the heptagons (provid­
ing negative curvature) are better placed at these negative curvature regions (necks 
of the joints). Then 24 heptagons are restricted in a relatively small region and they 
fuse together. For fuUerene, there is only the "ball" region and the pentagons can be 
distributed everywhere on the surface. For the P216 structure, we notice that some of 
the heptagons are misplaced at the "ball" region and that causes more strain energy. 
However, as the number of atoms per unit cell increases, the area of the "joints" 
becomes large while the number of heptagons is still the same. We anticipate that 
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the "isolated-heptagons" structures will be favoured. 
The binding energies of various networks are listed in Table 7.1 and results of 
other calculations are included for comparison. The gaps and densities of various 
networks are listed in Table 7.2 and here the gap is defined as the energy difference 
between the highest occupied orbital and lowest unoccupied orbital at k=0 for the 
fully relaxed structures. Since these carbon networks have large unit cells and rela­
tively small curvatures, a small dispersion in the band structure is expected [119]. As 
for the case of NP216, we have sampled up to 300 k-points in the reduced Brillouin 
zone and the gap is narrowed by only 0.1 eV. The bulk modulus of the NP216 net­
work is 1.25 Mba in comparison to regular metals; Fe 1.68 Mbar, Cu 1.37 Mbar and 
Ti 1.05 Mbar. By considering the density of NP216, which is only about one seventh 
of the iron, this carbon network is very hard material. 
Another interesting question we would ask ourself is: is the value 216 special? 
In the fuUerene family, Cgg is not special in the sense of binding energy since every 
fuUerene larger than 68 has a larger binding energy [47]. But if we consider the 
proposed growth mechanism [114, 115], fuUerenes can grow by adding two carbon 
atoms each time or can shrink by losing two carbon atoms, then only the stability of 
a fuUerene relative to its neighbours really matters. In our previous study [47], we did 
find that CgQ, Cjq and Cg4, the three most abundant fuUerene members, are more 
stable than their neighbors. Though the growth mechanism of the carbon network 
is stiU not clear, by analogy to the fuUerene, we searched the possible structures of 
networks with 214 atoms and 218 atoms per unit ceU for the P surface. We found 
that 216 is indeed a magic number relative to its neighbors, (see Table 7.1). 
There was speculation that these hypothetical networks may already exist in the 
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Figure 7.1: The ball and slick model of new generated NP216 network. The unit 
cell is expanded to six nearest neighbour in simple cubic lattice and the 
total number of atoms in the figure is 864. 
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Figure 7.2: The ball and stick picture of new generated NP216 network. The unit 
cell is expanded to six nearest neighbour in simple cubic lattice and the 
total number of atoms in the figure is 864. 
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Table 7.1: Binding energies of three-dimensional carbon networks relative to 
graphite in the unit of eV per atom. 
Network Tight-Binding Ref. 14 Ref. 5 
P216 0.210 0.212 0.197 
D216 0.214 0.216 0.182 
P192 0.189 0.193 0.186 
D168 0.248 0.249 0.218 
NP216 0.181 
NP218 0.212 
NP214 0.194 
^60 0.401 • • • • • • 
Table 7.2: Gaps (eV) and densities (g/cm of three-dimensional carbon networks. 
Network Gap Density 
P216 LÔ8 1.03 
D216 0.95 1.15 
P192 1.01 1.17 
D168 0.99 1.28 
NP216 0.56 1.11 
NP218 0.16 1.10 
NP214 0.02 1.14 
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carbon soot [120], then the difficulty is how to detect the existence of these novel 
materials. Due to the low symmetries of these Schwartzite, the Raman and infrared 
spectra wiU be very complicated. One appropriate experimental tool can be neutron 
scattering which measures the phonon density of states by picking up all vibrational 
modes. 
We have calculated the phonon density of states by solving the dynamic ma­
trix and it is plotted in Fig. 7.3. For comparison, the phonon density of states of 
graphite and diamond are also calculated. To verify the reliability of our calculations 
of the phonon density of states, we plotted the experimental results for diamond (Fig. 
7.3(b)) [121]. As we can see the agreement between our calculation and the experi­
mental measurement is excellent. Since the coordination number of NP216 is three, 
the same as that of graphite, we will focus on the difference in the phonon density 
of states of these two structures. In general, the spectrum of the NP216 network is 
shifted to the lower end by about 6 meV. Since neutron scattering has quite high 
resolution around 50-100 meV, the clear shift of the dip (marked as A in Fig. 7.3(a)) 
could be detected. Another usual carbon form existing in soot is amorphous carbon. 
But for amorphous carbon the phonon density states spectrum has no dip [122], so 
it is very easy to be distinguished from NP216 network. 
Summary 
We have calculated the energies, electronic band gaps and densities of various 
three-dimensional carbon networks. By using a face-dual network scheme, we also 
propose a new P-type network which has the largest binding energy ever found. 
The band gap and the bulk modulus of this new network indicate a possible brand 
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Figure 7.3: (a) The phonon density of states of NP216 network (thin line) and 
graphite (thick line), (b) The theoretical calculation (line) and exper­
imental measurement (dots with corresponding error bar) of phonon 
density of states of diamond. 
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new semiconductor material. More importantly, we have calculated the vibrational 
density of states of this new network and it exhibits several distinguishable feature 
compared with graphite and amorphous carbon. So it may provide a useful clue for 
experimental search of this kind of novel carbon form. 
99 
CHAPTER 8. THERMAL DISINTEGRATION OF FULLERENES 
Introduction 
In this Chapter, we present a systematic study of the stability of the carbon 
fullerenes against thermal disintegration. This is a first step towards establishing 
a "phase diagram" for the fullerenes as a function of cluster size and temperature. 
Since the fullerenes are produced at very high temperatures, such as arc burning or 
laser vaporization of graphite, this knowledge is very useful for controlling the buck-
yball synthesis process. On the other hand, fullerenes possess a cage like structure 
which spreads all carbon atoms over a closed surface. It is a system with both three 
and two dimensional characters. Therefore, understanding the process of thermal 
disintegration of this unique system is also of interest from a basic scientific point of 
view. In our present simulations, we are studying systems at fairly high tempera­
tures. To include the effects of the electronic states at finite temperatures, we used the 
Fermi-Dirac distribution function (FDDF) to describe the occupation of the electronic 
states in the energy and force calculations in our tight-binding molecular dynamics 
(TBMD) simulations. Recently, the FDDF has been used to simulate the metallic 
system in first-principles molecular dynamics (FPMD) simulations [89, 90, 91]. This 
implementation not only avoids the instability due to the change of occupancies near 
the Fermi level but also includes the electronic entropy. Details of the method have 
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been discussed in Chapter 5. In this Chapter, we study the effect of the electronic 
temperature on the thermal disintegration of fuUerenes. 
Details of Simulations 
Constant-temperature molecular dynamics simulation is performed using simple 
velocity scaling for temperature control. The starting configurations are the ground-
state fuUerene structures obtained from our previous work [48, 49]. We study only 
the even-numbered clusters since odd-numbered clusters are observed to be much less 
abundant in the experimental mass spectra. Starting with the cluster in the ground-
state fuUerene structure, we gradually heat up the system at a rate of 500K per 2000 
steps (0.7 xl0~^^ second per step). When the system is close to the fragmentation 
point, we reduce the heating rate to lOOK per 2000 steps in order to have a more 
accurate estimation of the fragmentation temperature. The potential energy of the 
system is monitored as a function of temperature, the results of a typical run is 
shown in Fig. 8.1. During the heating up process, there is a sudden jump in the 
potential energy at a certain temperature. By monitoring a graphic display of the 
atomic motions during the simulation, we verified that this corresponds to the onset 
of bond-breaking in the fuUerene cage structure. This temperature is then recorded 
as the fragmentation temperature of the carbon fuUerene. For CgQ, we also repeated 
the simulation using stochastic temperature control and obtained almost the same 
fragmentation temperature (within lOOK) as the simple velocity scaling method. 
In our previous TBMD simulations [46, 47, 48, 49], the electrons always occupy 
the lowest energy states. In the other words, the electron temperature Tg^ is set 
to zero. This treatment is acceptable when we are searching for the ground-state 
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Figure 8.1: The potential energy (eV/atom) of Cgg is plotted as function of tem­
perature. Where the solid dots are the results with F-D distribution 
and the open dots are the results without F-D distribution. 
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geometries when the temperature of the system is finally cooled down to zero. For 
carbon clusters with relatively large HOMO-LUMO gaps we expect this to be an 
accurate description at low temperatures. But in the present study, the clusters are 
warmed up to several thousand degrees. In the high temperature regime, the F-D 
distribution is important because of the higher electronic temperature and narrower 
HOMO-LUMO gap caused by thermal vibrations. For Cgg, the HOMO-LUMO gap 
drops from 1.6 eV at T=0 to 0.2 eV at the fragmentation temperature which is about 
5000 K 0.43 eV). 
Results and Discussion 
The results of the melting temperature as a function of cluster size ranging from 
CgQ to Cqq is plotted in Fig. 8.2(a). The heat of formation of these fuUerenes relative 
to graphite is also plotted for the purpose of comparison (Fig. 8.2(b)). As a general 
trend, we find that the melting temperature increases almost linearly with cluster 
size in the range C20 to C53. This trend is quite different from that of the formation 
energy in which the slope decreases rapidly as the cage size increased. When the 
cluster size passes 60, the melting temperature of the larger fuUerenes (n> 60) is 
almost a constant, although energetically their stability keeps on increasing. The 
deviation of the melting temperature curve from the heat of formation curve is easy 
to understand since the former measures the weakest bond of the cage, while the later 
is a measure of the average bonding in the cluster. Choosing Cgg as an example, even 
though it has a larger binding energy than CgQ as a whole molecule, it has certain 
bonds weaker than others due to its low-symmetry (D2) structure. These weak bonds 
are not stronger than that of CQQ and that is why the melting temperatures of CQQ 
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and Cgo are almost the same. Finally, it is worth noting that a sharp kink is found at 
Cgo in both energy and melting temperature plots, indicating its enhanced stability 
relative to its neighbours. 
The criterion we used to determine the fragmentation point in this study may 
have overestimated the fragmentation temperature due to the rather short simula­
tion times practicable in TBMD simulations. From our simulation, the time for 
redistributing the added energy among the different degrees of freedom is estimated 
to be about 5000 to 6000 steps. Our heating rate of lOOK per 2000 steps near the 
disintegration region may therefore overestimate the disintegration temperature by 
about 200K (The faster heating rate of 500K per 2000steps far below the critical 
temperature will not have any significant effects on the disintegration temperature 
as long as the system is sufficiently thermaHzed at temperatures just below the dis­
integration temperature). We have also performed longer time simulations for the 
thermal disintegration process of CgQ. We found that if we perform the simulation at 
200K lower than the disintegration temperature determined from the short simulation 
time (i.e., 2000 steps or 1.4 ps), the buckyball will break after 14000 steps (9.8 ps) 
of simulation. However, if we lower the temperature of the system by another lOOK, 
the CgQ molecule is found to be stable up to 50 ps of simulation time. This result is 
consistent with the above analysis based on the energy redistribution process. 
It should also be kept in mind that the present empirical TB model is fitted to 
the binding energy of LDA results which generally overestimates the binding energy 
of graphite by about 10% in comparison with the experimental value. Thus there 
exists a corresponding systematic overestimate of the melting temperature if one 
wants to make a direct comparison with experimental results. Also, in the real 
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Figure 8.2: Fragmentation temperature of fuUerene is plotted as function of cluster 
size. The solid dots are the results with the F-D distribution and the 
open dots are the results without the F-D distribution. For purposes of 
comparison, the heat of formation of fullerenes is plotted in the lower 
portion. (Note: the heat of formation is relative to graphite in units of 
eV per atom). 
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experimental condition, the disintegration process can be influenced by collisions 
with other objects, such as atoms, dimers and cluster fragments. 
A schematic illustration of the fuUerene fragmentation process is plotted in Fig. 
8.3. In a typical disintegration process, after the onset of bond breaking, the atoms 
with dangling bonds stick out from the cage surface. These off-surface atoms vibrate 
much more violently than the rest of the network and the whole cage structure is 
finally be unravelled into a ring or multiple-ring structure with the breaking off of 
fragments like dimers. 
There is no noticeable difference in the disintegration process for simulations 
with and without including the F-D distribution for the occupancy of electronic 
states except for a lowering of the fragmentation temperatures. As the electrons 
partially occupy the states with anti-bonding character above the Fermi level, the 
bonds between carbon atoms become weaker and the clusters break apart more easily. 
For CgQ, the HOMO-LUMO gap at T = OK is 1.6 eV, corresponding to 18500K, 
thus the occupancy above the Fermi level is negligible. But as the temperature 
increases, the structural distortions due to thermal vibrations cause the HOMO-
LUMO gap to decrease rather quickly. The HOMO-LUMO gaps plotted in Fig. 
8.4 are obtained from an average of 2000 time steps from the constant temperature 
simulations. We can see that HOMO-LUMO gap drops to around 0.25 eV near 
the fragmentation temperature 5000K. In Fig. 8.1, we show the potential energy 
of CgQ as function of temperature for the simulations with and without the Fermi-
Dirac distribution. Since CgQ has a large HOMO-LUMO gap, these two curves 
match closely for low temperatures. But after the temperature exceeds 2500K, there 
is a significant difference between the two curves. The curve with zero electronic 
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(a) t = 0 ps (b) t = 0.07 ps 
(c) t - 1.40 ps (d) t = 2.50 ps 
Figure 8.3: The selected snapshots of Cgg fragmentation process at T=5500K. 
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temperature is almost linear, indicating nearly harmonic thermal vibrations, while 
the curve with non-zero electronic temperature increases faster. Thus temperature 
effects for the electronic system enhances the anharmonic effects at high temperatures 
and this may also affect other dynamical properties, such as shifts and broadening 
of the vibration frequencies of the molecule. In the present study, the effect on 
fragmentation temperatures is less than 10% because of the relatively large HOMO-
LUMO gaps in most of the carbon clusters. 
Summary 
In summary, we performed tight-binding molecular dynamics simulations of the 
thermal disintegration of fullerene cages. We found that the fragmentation temper­
ature is sensitive to the cluster size for small clusters but almost constant for larger 
clusters. With the implementation of the Fermi-Dirac distribution for the occupa­
tion of the electronic states, the fragmentation temperatures of carbon fuUerenes 
are reduced by about 10% due to the occupation of anti-bonding states at T^i ^ 
0. From this study, we found that the Fermi-Dirac distribution of electronic states 
also enhances the anharmonicity of the carbon clusters and this might be important 
for studying the dynamics of systems that have smaller or no band gaps at high 
temperatures. 
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Figure 8.4: The HOMO-LUMO gap of Cgg is plotted as function of temperature 
where the solid dots are the results with the F-D distribution and the 
open dots are the results without the F-D distribution. 
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CHAPTER 9. COLLISIONS OF FULLERENES 
Introduction 
The success in producing macroscopic quantities of CgQ led to a rapid surge in 
interest from scientists in many areas. In a short period, we learned a lot about many 
interesting properties and potential applications of this novel material [30]. However, 
the detailed fullerene formation process is still a mystery. It was realized that the 
high yield of Cgg in the experimental synthesis is not solely due to energy stability, 
otherwise Cyg should be more abundant than Cgg since it has a larger binding energy 
per atom [46,108]. In order to explain the high yield of Cgg, one has to invoke kinetic 
factors and postulate that the CgQ molecule has a high barrier towards both further 
growth or fragmentation under the experimental conditions [123, 50]. 
In this context, it is of interest to study the behavior of the Cgg molecule under 
collisions. The stability of the CgQ molecule under high energy collisions is also an 
important consideration in some potential applications. Furthermore, understanding 
the CgQ collision process wiU help us predict the behavior of solid CgQ under sudden 
shock compression when cluster collisions occur in the solid state. 
In the earliest carbon cluster collision experiment, CaUahan et al. [124] accel-
erated CgQ ions to collide with a polished stainless steel surface. They found that 
the buckybaU structure can survive up to a collision energy of 120 eV per molecule. 
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Experiments were also performed for surface-scattering of Cgg ions against a graphite 
surface [125, 126]. No impact-induced fragmentation was observed for impact energy 
as high as 200 eV per molecule. More recently, collisions between carbon clusters 
were studied in experiments [128]. When the collision energy is increased to 400 eV 
per molecule, heavy products, such as and C^q, were observed in addition to 
fragments smaller than CgQ. 
Theoretical simulations of collisions of neutral Cgg molecules with a H-terminated 
diamond (111) surface has been reported by Mowrey et al. [129]. They found that 
while the collisions are highly inelastic, the Cgg molecules retain their cage struc­
tures after bouncing back from the diamond surface even though they are severely 
deformed. Collisions between carbon clusters have also been studied by Ballone and 
Milani [130] and by Seifert and Schmidt [131]. 
In this Chapter, we present a molecular-dynamics (MD) simulation study of the 
behavior of the CgQ molecule when it collides with another CgQ molecule at high 
kinetic energies. 
Simulations of Fullerene Collisions 
Simulations of collisions between CgQ molecules are performed at three temper­
atures: OK, 2000K and 3000K. The time step in our simulation is 7xl0~^® second 
and the total energy is conserved to within 10"^ eV/atom during 1500 steps for each 
trajectory. For each temperature, the results of head-on collisions were observed over 
a wide range of collision energies. At zero temperature, several special orientations 
of colliding molecules have been investigated: (a) pentagon to pentagon, (b) bond 
to bond (perpendicular), (c) bond to bond (parallel) and (d) hexagon to hexagon 
I l l  
which are shown in Fig. 9.1. Collisions between CgQ clusters were also studied for 
comparison with the results of CgQ. The CgQ and CgQ molecules used in our studies 
are the ground-state isomers with and C2u symmetry respectively. 
For high temperature collisions, the orientations of Cgg molecules and the ve­
locity of individual atom are random. Simulation of single collisions is not enough 
to reflect the significance of their statistical nature. Here, we have utilized parallel 
computers to simulate the different trajectories simultaneously. The system is first 
warmed up to the desired temperature and allowed to equilibrate for sufficient time. 
Starting from randomly chosen configurations, we simulate the trajectories of differ­
ent collisions on different nodes of parallel computer. Since there is no information 
exchange between nodes during the simulations, the program is fully parallel. For 
each specific collision energy and temperature, sixteen trajectories were simulated to 
get the average value and standard error. 
In the simulation of zero temperature collisions, the fully relaxed clusters are 
initially separated by a distance beyond the interaction range of our tight-binding 
potential and allowed to approach each other with equal speeds (determined by the 
collision energy) so that the center of mass remains unchanged. For the high tem­
perature collisions, the procedure is the same except that the clusters are warmed up 
before starting the collision process. All the collisions are simulated with zero impact 
parameter corresponding to head-on collisions. 
Results and Discussions 
For all the cases we have studied, there are qualitatively three distinct regimes 
as the collision energy increases: At low collision energies, the clusters deform upon 
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(a) 
(b) 
(c) 
(d) 
Figure 9.1: The schematic orientations of collisions of two CgQ balls: (a)The pen­
tagon to pentagon, (b)bond to bond (perpendicular), (c) bond to bond 
(parallel), (d) hexagon to hexagon. 
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contact and bounce back with their cage structures intact. After collision, a fraction 
of the translational kinetic energy of the cluster is converted to intra-molecular vibra­
tions, notably in the breathing vibrational mode. At higher collision energies, some 
carbon bonds are broken and there are atoms with dangling bonds. After impact, 
if atoms from different molecules form bonds with each other, then the molecules 
will stick (fuse) together. In most cases, the new cluster is not a perfect fuUerene 
and usually contains dangling bonds. These "poor" clusters are energetically quite 
unstable and it should be quite easy for them to grow in subsequent collisions with 
other clusters or small grains existing in the carbon gas phase in the process of soot 
formation. If the kinetic energy is even larger, the collision will reach the third regime 
in which the clusters will break up into smaller pieces. The most commonly observed 
fragments are carbon dimers, trimers, linear chains and multiple rings. The schematic 
views of these three stages are shown in the Fig, 9.2. 
The critical collision energies for the occurrence of fusion and fragmentation are 
listed in Table 9.1 and Table 9.2. For a given collision energy, we perform sixteen 
collisions for the high temperature clusters. The critical energies indicate the energy 
at which fusion (or fragmentation) occurs in at least one of the sixteen trials. Since 
thermal vibrations weaken the carbon bonding of the cage, we observe a decrease in 
the critical energies as the temperature increases. 
From Table 9.1 and Table 9.2, we can see that CgQ is much more stable against 
fusion and fragmentation compared with Cgg. This is particularly evident for the high 
temperature range from 2000K to 3000K which is relevant to the fuUerene formation 
process. The high stability of the CgQ molecule at high temperatures may be related 
to the high yield of CgQ the experimental formation process. However, a more 
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Figure 9.2: The schematic illustrations of three different collision stages for Cgg (&11 
these are sideviews of collision trajectories): (a) Bouncing (initial T = 
OK, collision energy = 30 eV.) (b) Fusion, (initial T = 2000K, collision 
energy = 72 eV.) (c) Fragmentation (initial T = OK, collision energy = 
300 eV.) 
115 
detailed study of collisions between different carbon clusters and small carbon radicals 
is needed to make a final conclusion. 
For the case of collisions of Cgg molecules at 2000K, we made a detailed analysis 
of the energy transfer in the collision process as a function of collision energy in the 
low-energy regime. In this regime, when the molecules bounce back with their cage 
structures intact, it is easy to monitor the change in the translational kinetic energy 
of the system defined by 
Kcm — ^2^^^ (9-2) 
where N is the number of atoms for one molecule, Y cm is the velocity of the center 
of mass of one of the molecules and m is the mass of carbon atom. In Fig. 9.3(a) we 
plot the fractional decrease in the translation energy 
^cm 
as a function of the collision energy. We note that the stays fairly constant 
around 25% for low-energy collisions and increases as the collision energy approaches 
the critical fusion energy. The loss in translational energy AK is transferred to the 
internal degrees of freedom of the molecules. In the low-energy regime, the cage 
structures of the molecules remain intact, thus all of AK goes to heating up the 
outgoing molecules. 
In Fig. 9.4, we plot the evolution of the translational kinetic energy, the vi­
brational kinetic energy and the potential energy of system, and the center-of-mass 
separation of the two molecules during the collision process for a typical collision in 
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Table 9.1: The fusion energies of carbon clusters at different temperature and ori­
entations. The collision energy is defined as total translational kinetic 
energy of system in the center of mass frame in the unit of eV. 
H
 
II o
 
T=2000K T=3000K 
60(a) 102 
60(b) 84 60 54 1 
60(c) 84 
60(d) 84 
30 51 30 9 
Table 9.2: The fragmentation energies of carbon clusters at different temperature 
and orientations. The collision energy is defined as total translational 
kinetic energy of system in the center of mass frame in the unit of eV. 
T=OK T=2000K T=3000K 
60(a) 210 
60(b) 210 114 72 1 
60(c) 204 
60(d) 198 
30 78 54 48 
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Figure 9.3: (a) The energy transfer ratio and (b) final temperature are plotted as 
the function of initial translational kinetic energy of center of mass for 
system. The error bars represent the corresponding standard deviations 
and the average initial temperature of clusters is 1930K. 
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the low energy regime. The amount of vibrational kinetic energy in each molecule is 
obtained by 
*vii= (9.4) 
i 
where the sum is over all atoms of a given molecule and Vcm is the center-of-mass 
velocity of the molecule. 
In the fusion regime, all the translational kinetic energy is lost after collision, 
but not all of it is transformed into heat. Part of the energy is stored as chemical re­
arrangement energy in the new cluster. In Fig. 9.3(b), we plot the final temperature 
of the system after collision for both the bouncing and the fusion regime. The final 
temperature is obtained from the vibrational kinetic energy per degree of freedom. 
In the bouncing regime, the temperature of molecules after collision increases as the 
collision energy increases indicating that more and more heat is generated during the 
collision process. In the fusion regime, the final temperature of the cluster stays quite 
constant as the collision energy increases and even drops at the high-energy end of 
the fusion regime. The reason is that, as the collision energy increases, many bonds 
are broken in the collision process and most of the translational kinetic energy goes 
into potential energy to rearrange the cluster structure. In fact, when the collision 
is very close to the fragmentation regime, the final form of the cluster is no longer 
cage-like but becomes more like a sheet. This introduces a lot of dangling bonds 
which cannot be balanced by the increase in collision energy and the temperature of 
the cluster drops. For the plots in Fig. 9.3, the large error bars of these values in 
the transition regime are due to the occurrence of both types of processes, bouncing 
back and fusion. Among the trajectories for a given collision energy, the translational 
energy will be completely lost when two molecules stick together, but the molecules 
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will stiU retain some of their translational kinetic energies when they bounce back. 
However is not 100%, even though the two molecules have fused into one. This 
is because after the fusion, the groups of atoms from the colliding molecules have a 
collective mode of vibration with respect to the center of mass of the whole system, 
and the corresponding vibrational energy is treated as translational kinetic energy by 
Equation 9.2. This can be regarded as an artifact of the definition of (Equation 
9.3). In the low-energy regime, the major factor is the impact parameter which will 
greatly affect the energy transfer and final temperature. A complete study with vari­
able impact parameters is desired to make reasonable comparison with experimental 
results. 
At zero temperature, we found that the outcomes depend not only on the collision 
energy but cilso on the orientations of the clusters. We found that buckyballs stick 
easier under bond-to-bond collision and the energy barrier is higher for face-to-face 
collisions. We also observed several interesting cases for zero-temperature collisions 
which are shown in the Fig. 9.5. 
(a) "Russian-doll": In orientation A (pentagon to pentagon), the resultant con­
figuration of the collision with 0.9 eV per atom consists of one C20 cage trapped in 
a Cj^Qo cage (Fig. 9.5a). This kind of structure resembles the Bucky tube [53] with 
one carbon tube enclosed by another. Recently, truly 'Russian-doU' molecules, one 
fuUerene enclosed in another fuUerene, were also observed experimentally as a result 
of intense electron-beam irradiation [127]. Our simulations indicate another possibil­
ity that this kind of novel molecule may be obtained from collisions of buckyballs. 
(b) "Peanut": With type-D orientation (hexagon to hexagon) and collision en­
ergy at 0.8 eV per atom, two CgQ wiU fuse and become a big cluster with 120 
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Figure 9.4: (a) The translational kinetic energy of center of mass, vibrational kinetic 
energy, (b) potential energy (relative to fully relaxed Cgg), and (c) the 
distance between the centers of mass of two buckyballs plotted as a 
function of time. The initial temperature of the clusters is 2000K and 
the initial translational kinetic energy of the center of mass is 12 eV per 
molecule. 
121 
atoms in a peanut-like shape ( Fig. 9.5(c)). The neck part of this "peanut" con­
tains six seven-member rings and consequently 6 extra pentagons (total 18 pen­
tagons) to satisfy the Euler's theorem. These heptagons provide the negative curva­
ture [116, 117, 118, 53, 132] instead of the positive curvature provided by pentagons 
in fuUerenes. However the binding energy of this resultant cage (after full relax) is 
far less than that of the spherical 0^20 isomers although it is more stable than two 
Cqo cages by 2.6 eV. 
(c) Baby cages: If we increase the collision energy to 1.0 eV per atoms, the 
products of the collision are one C40 cage and two C40 caps ( Fig. 9.5b). The baby 
cage coming out of a collision is the ground-state isomer for C40 (see Fig. 6.1). The 
two C40 caps have dangling bonds at the edges and they will easily stick with other 
carbon fragments. 
While these special orientation collisions are rare in the gas phase, because they 
require specific alignments of the molecules, there are possibilities that they can be 
achieved in the low temperature solid phase. For CgQ solid, there is an orientational 
phase transition around 250K [133]. At room temperature, pure solid CgQ is in a fee 
structure and each buckyball can spin freely. But at low temperature or with doping, 
the rotations are suppressed and the orientation of each ball is pinned. Then we can 
apply a sudden compression in a preferred direction to produce collisions between 
buckyballs with a fixed impact orientation. The results of our simulation provide 
valuable informations to choose these specific orientations and the collision energies 
necessary to obtain these novel molecules. 
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(b) 
Figure 9.5: The line draws of the resultant typical molecules produced by col­
lisions between two Cgg: (a) "Russian Doll", (b) "peanut" and (c) 
"baby-cage", (all these are the sideviews of collision trajectories). 
123 
Summary 
In the clustering process and thermal equilibrium, collisions between clusters 
play a very important role and it may be one of the key process for understand­
ing the abundance of various clusters. We have simulated the collision between 
Cgo molecules by tight-binding molecular-dynamics. We found that the clusters will 
bounce back at low energies, stick together at higher energies and break up at very 
high collision energies. The most possible channel for the depletion of small clusters 
at high densities is sticking. Since the newly formed clusters have dangling bonds, 
they are more likely to stick with other clusters and accumulate to become soot. 
As the temperature goes higher, the clusters stick more easily. The buckyball CgQ 
molecule is found to have much higher survival energy than that of CgQ. A complete 
picture requires further investigations of collisions between clusters and small carbon 
fragments in the gas phase. Also, in reality, most collisions are not head-on colli­
sions so experiments will obtain higher critical energies for fusion and fragmentation 
than the numbers reported here. Under certain collision energies and orientations, 
we also observe several very interesting novel molecules coming out of the collisions. 
These may provide some useful clues for the synthesis of novel molecules by sudden 
directional compression of solid Cgg at low temperature. 
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