Introduction.
In this paper we rederive the existence and the form of the mixed potential function for complete electrical networks using a graph theoretic approach. Besides some detailed proofs complementing the paper "A theory of nonlinear networks, I" [1] , several additional results are obtained. Also, some well-known results for electrical networks are discussed and rederived starting with the existence of a mixed potential function. In the last section a theorem on the existence of periodic solutions for periodically excited nonlinear circuits is proved. This result can be considered as an extension of a theorem of R. Duffin [2] .
11. Description of graphs by matrices. With any given directed graph as it was defined in section If one can associate a matrix (incidence matrix) in the following manner. Let the index ix = 1, 2, ■ • • , b label the branches and v -1, 2, • • • , n the nodes of a graph. Since every branch has an assigned direction, we can distinguish an initial node and an end node. We define a"" = +1 if the juth branch has the rth node as endpoint, = -1 if it is the initial point, and zero otherwise. The matrix, (a,")> v = 1, ••• ,n, n = 1, • • • , b, which has n rows and b columns, describes the graph completely. This matrix has several obvious properties. Since every branch connects exactly two nodes, every column of the matrix (11.1) contains exactly one pair of +1 and -1, and zeros otherwise. This implies, in particular,
22
= 0 for n = 1, • • • , b, v = 1 so that the rank of the above matrix is at most n -1. We want to assume now that the graph is connected, i.e., that any two nodes can be connected by a path of branches. Then we will show that the rank of the matrix (11.1) is n -1 (which implies also that b > n -1). For the proof of this statement we select a maximal tree r in the graph. Such a tree is connected and contains all n nodes of the graph. We assume it has t branches. We select a node in r at which only one tree branch is attached and label the node v = 1 and the branch n = 1. Clipping off this branch, we are left with a tree with t -1 branches. Again we select a node of this tree with only one tree branch and label it by v = 2 and the branch by n = 2. This procedure continues until we have a tree of one branch and two nodes since n = t + 1.
This labeling of the tree nodes and branches has the effect that = 0 for v < n < n, Since a branch p < n is attached only to a node with v > n. Moreover, avr = ±1 for v = 1, • • • , t, which shows that the square matrix (a"") with v, n = 1, • • • , t has determinant ±1 and therefore the rank of the matrix (11.1) is equal to t = n -1.
Since the rank of the matrix (11.1) is t = n -1, it suffices to consider only t = n -1 of its rows. The missing row can be recovered with the relations (11.2) . Therefore, we cancel, for instance, the last row and introduce the matrix A = («,"), v = 1, • • • , t, n = 1, • • • , b, which also describes the graph completely. The matrix A contains in each column one pair +1, -1 or exactly one nonzero element. Moreover, A has maximal rank, namely t = n -1. If the graph is not connected, then the rank t is not n -1 any longer, but n minus the number of unconnected components, and, again, one can introduce a matrix A with maximal rank t by omitting one node from each component.
12. Kirchhoff's laws. With the matrix («"") of (11.1), Kirchhoff's node law takes the form
Since, on account of (11.2) one of these equations follows from the others, we can drop one. Introducing the vector i =&,'•• , ib), we have can be expressed solely as linear combinations of the link branch currents with coefficients ±1, 0. The matrices A and A* are called cut-set matrices by Guillemin (see [4] ), *A matrix is said to be unimodular if every minor determinant equals 0, +1, or -1. In a theorem by Heller and Tompkins (see Hoffman and Kruskal [3] ) it is shown that matrices with the properties of A are unimodular.
Clearly, a nonsingular square matrix such as Ai must have an inverse with entries 0, +1, or -1 only. Furthermore, the inverse has the property that the nonzero elements in each row have the same sign. From this it follows that Ai_1A2 has entries 0, +1, or -1 only. [Vol. XXII, No. 2 and they differ only in the choice of an independent set of node-pair voltage variables.
The elements of B have a simple interpretation also. Namely, Kirchhoff's voltage law can be written in the form Bv = 0, or in components (using 12. will be called the connection matrix. It is a nonsingular matrix which will be of importance in the next section. 13. Construction of the matrix y and the mixed potential.
A. The form of the connection matrix C for a complete circuit. We want to show how to construct the mixed potential for a complete circuit and in the process to locate the matrix y of section 6 as a submatrix of the connection matrix (12.5) . In constructing the mixed potential, we proceed directly from the connection matrix. Recalling the situation of section 6, the graph 91 was broken up into two graphs 91,-and 91, , 9l" was obtained by choosing a subtree r' of a maximal tree r and adding to this each link which formed a loop only through branches of r' (9l" = / + £').
was taken as the remaining b' -t' -V branches. (91,-= r -/ + £ -£').
We label the branches as in section 12, i.e.,
We now prescribe the currents, i", with a e £ -£', and the voltages, v" , with fj.tr which form a complete set of variables. Recall that in a complete circuit the branches of t' contain capacitors only, the branches of £ -<£' inductors only, and the remaining branches resistors only. For notation let vn\ v<2), v(3), v<4), ia>, i(2), i{3\ iu) denote column vectors where the superscripts 1, 2, 3, and 4 refer to the branches of r', t -r'. £ -£', and £' respectively. Thus, We now partition the connection matrix C into t', t -t', I -V, and V rows and columns, as shown below. Proof: From the form of A* and B given by (12.5) , it is obvious that C has the above form except for the fact that c24 = -c/2* = 0. Since we know that c24 = -c42 , we only consider the matrix B, the rows of which correspond to independent loops. In particular, the last V rows of B correspond to the loops of the links of £,' and, by assumption, these loops are completely contained in 91, . This means that the submatrix ci2 must be zero, which proves the lemma.
B. Construction of P. We denote the three remaining submatrices of C as follows: Combining equations (13.3) to (13.6), we express the differential equations in terms of the variables i* and v* only:
Because of the form of (13.7), one sees easily that P{i*,v*) = (i*,yv*) -f (af(ari*),di*) + f (0Tg(j3v*), dv*), (13.8)
or, written in another form,
,dvw), (13.9) where the integration is from % -0 to aTi* and from v'A' = 0 to /3w*. The submatrix y of the connection matrix is therefore the same matrix y defined by (6.3) and thus we have shown, as was promised, that y has only elements ±1,0, in particular y = -c& = c31 . We see also that the current potential of r -r', which we have written as -A(i*), is given by Therefore, the proof of the theorem is reduced to showing the existence of an extremum of the function G restricted to V. However, since G -» » as | v | -> » in V, then certainly G possesses a minimum in V which completes the proof.
For uniqueness one must ensure that there are no other extrema except the minimum. For this purpose, it suffices to assume that G is convex or > 0. This corresponds to "positive" resistors (also called quasi-linear resistors by Duffin [5] .)
The above argument required that the were single-valued functions of . This need not be the case for nonlinear resistors. (current potential) restricted to the linear space $. In fact, this description can be considered dual to the first one. We see that either of Kirchhoff's laws can be replaced by a law stating that a certain potential should be a minimum. This fact is, of course, well known. For instance, Maxwell [6] stated such a theorem in 1873 for linear networks called Maxwell's "Minimum Heat Theorem" and in 1951 W. Millar [7] proved the corresponding statement for nonlinear networks. Millar uses the terms "content" and "co-content" which in this paper are called "current" and "voltage potential", respectively. Such concepts were also used by Duffin [5] to prove existence of an equilibrium solution for nonlinear networks and the uniqueness for quasi-linear networks.
15. n-Ports and reciprocity of networks.
A. n-Ports. An n-port /('-circuit can be defined as a network containing only resistive elements and n additional free branches in which either the currents or the voltages can be prescribed-by idealized current or voltage sources. We depict such an n-port by a box (see figure 16 ) containing the resistors and n pairs of free wires. For The equilibrium state of the n-port will then depend on the parameters u , • ■ • , ir , The effect of the network on the free ends is described by the functions Vx , • • • , V, and Ix , • • • , I, which describe the voltages and currents, respectively, at the free ends. We choose the notation in such a way that (ip , Vf) (p = 1, • • ■ , r) correspond to the same free end and similarly for (v", /") (a = 1, • • • , s).
We will assume that these functions are well-defined and single-valued. Then, it follows from section 4 that these functions can be obtained as derivatives of a single function P(i, v)-the potential of the n-port. Namely, if , w" (n -1, • • • , b) denote the currents and voltages in the interior branches of the n-port, then we have from theorem 2 of section 2 Thus, we see that this function P can be considered as characteristic for the n-port. How the function P can be constructed has been considered in detail in sections 5 and 6 and need not be repeated here. Obviously, the situation discussed there is obtained if one inserts inductors and capacitors in the free ends of the n-port. The reciprocity theorem for linear passive bilateral networks (see, for instance, Guillemin [4] ) is equivalent to the statement that R0" = R (Tfi This relation is obvious for the networks considered since
learly displays this symmetry property. In the nonlinear case we will define Rf" by (15.5) which, in the linear case, agrees with the usual definition (15.4). Hence, the reciprocity theorem, as stated above, holds for nonlinear networks as well if the mutual resistance is defined by (15.5).
This property of reciprocity is, in fact, characteristic for the existence of a function P such that (15.2) holds. Namely, if R", -R," , then dVJdi, = dV"/dif by definition, and this condition implies that V" (p = 1, • • • , r) can be considered as the gradient of some function P(i). Thus, the integrability conditions imposed by (15.2) on the voltages V" are-from the physical point of view-equivalent to the requirement of reciprocity for the circuit.
Legendre and y-A transformations.
For an n-port i2-circuit there will, in general, exist n relations between the 2n variables, , • • • , i", vi, • • • , vn, such that n of them can be considered independent. Geometrically, this means that in the 2n-dimensional space we have an n-dimensional surface ^ which is, in fact, characteristic for the external electrical behavior of the n-port.
If, for two n-ports, these functional relations are the same, i.e., the corresponding surfaces coincide, then we will call these n-ports "equivalent." The reason for this definition is that two "equivalent" n-ports operating in a network cannot be distinguished (except by making some internal measurements).
There are several ways in which the independent variables for an n-port can be chosen. For instance, for a 2-port, one can prescribe the currents , i2) in both free ends, or the voltages (vx , v2), or one voltage and one current {ix , v2), (i2 , fi). We want to investigate how the corresponding potential functions are related if they exist.
We use a different notation from the last section and denote the currents and voltages at the ports by iv ,vv(v= In this connection, we want to discuss the well-known Y -A transformation and show that it has no analog for nonlinear circuits.
A F-circuit can be considered as a 2-port with three resistors as shown in figure 17.
i, •-*-■<- To show the "equivalence" of these two 2-ports, we must find G0 , G1 , G2 > 0 so that G and F give rise to inverse Legendre transformations, i.e., as was shown by (16. This expression can be explicitly calculated and, in case /" = -R,iv (v = 1, 2) are linear and only fo(io) is nonlinear, the calculation using G = -F(i) -iiVi -i2v2 gives
showing that /"' = 0 necessarily. This implies that /0 must also be linear. Thus we have shown:
A Y-circuit with two linear resistors and a third element can be equivalent to a A-circuit ij and only if the third element is also linear. Since the v" depend on i" alone (m > n), it follows that dv" A di" = 0 (jj. > n), proving the theorem. exhibiting that P is a decreasing function of time.
The main idea of section 8 was to find a metric, i.e., a positive definite differential form, associated with the system.
As a result of theorem 12, we see that no new differential form is obtained by a transformation of coordinates which preserves the form (17.1). However, in section 8 we saw that under special assumptions a metric could be obtained by expressing the equations with a different (J, P) while keeping the coordinates the same, i.e., we found (J*, P*) such that j* --p* where the differential (dx, J* dx) was positive definite. In this case
which shows that P* is a decreasing function of time. 18. Foster's reactance theorem.
In the theory of linear electrical networks the study of the driving point admittance* is of basic importance. For linear circuits without resistors, Foster [10] succeeded in giving a complete description of the driving point admittances which are realized by such networks. We want to rederive his result-at least in one direction-and show that the driving point admittance has simple poles on the imaginary axis with nonnegative residues. That a circuit can be constructed for any such function is easily shown and can be found in the same paper of Foster (see also Guillemin [11] ).
We consider a nonresistive circuit, i.e., we assume that P = (i, yv) and the differential equations take the form:
Lft-y + E, The problem is to determine ii(<) for a given function Ei(t). This problem is solved easily by the use of Laplace transforms reducing it to the case of exponential functions where the sum is taken over the distinct eigenvalues of S. This is an immediate consequence of the spectral theorem for Hermitian matrices (see Halmos [12] ). Thus
where rk = (v, Pkv) = | Pkv |2 > 0 and with pk = iXk , we have n Yip) k V -Vk which proves that the poles are purely imaginary and simple and the residues rk are nonnegative.
Since, by definition, Y(p) is real for real p, then if pk is a pole, pk is a pole also. We can then regroup the terms to get another representation Y<V) = r-° + V 2r'P = + y; o2r"P ■ V lmpi>0 (p -pk)(p -Pk) P imTTto V3 -pl
Forming the common denominator and writing this expression as a fraction, one recognizes it as identical with that given by Foster. 19. Behavior of P(i, v) as | i | + | v | -* co. In theorem 3, section 8, it was assumed that the matrix A was positive definite and B(v) + | yv | -> oo as | v | -* «>. Similar conditions are assumed for theorem 4. If the circuit is complete, these conditions are easily checked through the submatrices a, /3, and y given by (13.2) .
From (13.10) and the fact that the resistors in r -r' are linear, it follows that the matrix A has the form A = aRa.T, where R is a diagonal matrix and the diagonal elements are the resistances of the branches in r -t'. Since a is a I -1' X t -t' matrix and R&t -t'Xt -t' matrix, then clearly A can be positive definite if and only if the diagonal elements of R are positive and a has rank I -I'. This implies, in particular, that t -t' > I -V, i.e., the number of resistors in r -t' must be at least equal to the number of inductors.
In Therefore, if the matrix (^j has rank t', then wa> must also vanish, i.e., all the voltages of r' are zero. For the conditions of theorem 4 one is led to the requirements that /3 must have rank t' and must have rank I -V.
20. Periodic solutions for periodically forced networks. We consider a nonlinear electrical network which contains a time-varying periodic voltage source and, given certain conditions, we shall prove the existence of a periodic solution of the same period. A theorem of this type has been proved by R. Duffin [2] for electrical networks with n degrees of freedom in which he assumed that only the resistors could be nonlinear and that they must be quasi-linear, i.e., the slope of the voltage-current characteristic must be positive everywhere. Duffin also proves the uniqueness of the periodic solution, but this does not hold, in general, for other types of nonlinearities. Levinson [13] proved the existence of a periodic solution for a nonlinear second-order differential equation with a periodic forcing term. The nonlinearities considered in Levinson's paper are more general than those considered here*, but our results apply to systems with n degrees of freedom.
We first consider a network 3l0 which contains no time-varying elements, which is complete, and its mixed potential P0 is semi-linear of the form P0(i, v) = -(i, \Ai + a -yv) + B(v).
(20.1)
In the theorem to be proved we make assumptions which imply that the network 910 is asymptotically stable; essentially, we make the assumptions of theorem 3, section 8. The time-varying network 91 is composed of 3Z0 and a periodic voltage source E(t) attached as shown in figure 20 , and we want to prove that this circuit has a periodic solution. We also assume that the voltage source is attached so that the current i0 through it is determined by the set i of the currents through the inductors. Thus, 91 is also complete and semilinear and its mixed potential is (b) Topologically, D is equivalent to the sphere | x | < 1. Then it follows from Brouwer's fixed point theorem (see S. Lefshetz [14] ) that the mapping M possesses a fixed point in D. The solution initially at this fixed point returns to the fixed point for t = T and is therefore the desired periodic solution.
For the construction of the domain D we use the pair J*, P* which was introduced in section 8 (for theorem 3): P*(x, t) = P(x, t) + (P, In case e is time independent, the last term vanishes while the first term is always negative. Our aim now will be to dominate dP*/dt by (dx/dt, J* dx/dt) for sufficiently large |x|.
The domain D will be defined by P*(x, 0) < p (20. 8) for large positive p. We will derive now that the assumptions of theorem 13 imply the properties (a) and (b) of the domain D.
To estimate dP*/dt we use (20.6) dP* _9P J d2P
at at \at ai' ai) '
and (20. To prove our statement we will use now the variables y which are related to the x by a nonsingular linear transformation.
We shall derive the remaining estimates from the following lemma. To estimate the right-hand side of (20.7), we use that P* = STQV and the consequence of assumptions (1) and (5) 
