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Feature selection is a technique to choose a subset of variables from the multidimensional data which can improve 
the classification accuracy in diversity datasets. In addition, the best feature subset selection method can reduce the 
cost of feature measurement. This work focuses on the use of wrapper feature selection. This study use methods of 
sequential forward selection (SFS), sequential backward selection (SBS) and optimize selection (evolutionary) based 
on ensemble algorithms namely Bagging and AdaBoost by subset evaluations which are performed using two 
classifiers; Decision Tree and Naïve Bayes. Thirteen datasets containing different numbers of attributes and 
dimensions are obtained from the UCI Machine Learning Repository. This study shows that the search technique 
using SFS based on the bagging algorithm using Decision Tree obtained better results in average accuracy (89.60%) 
than other methods. The benefits of the feature subset selection are an increased accuracy rate and a reduced run-time 
when searching multimedia data consisting of a large number of multidimensional datasets.    
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1. INTRODUCTION 
Normally, multidimensional data may contain tens or hundreds of attributes, where several attributes in 
the dataset may be irrelevant to the pattern classification in machine learning [1]. The method to reduce a 
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large number of attributes or features by selecting only effective attributes from the original dataset in 
order to reduce irrelevant or redundant attributes is called feature selection [1-2]. The performance of 
classification is based on the attribute selected. Therefore, feature selection can serve as a pre-processing 
tool of great importance before solving the classification problems. Feature selection can reduce the 
number of irrelevant features from the input data which can efficiently describe the input data as well 
reduce effects from noise or irrelevant variables and still provide good prediction results [1]. The feature 
selection algorithms improve inductive learning, either in term of generalization capacity, learning speed, 
or reducing the complexity of the induced model and classification accuracy [1-2, 4].  
In this paper, we present three search strategies based on the wrapper method to perform feature subset 
selection from a training set using sequential forward selection (SFS), sequential backward elimination 
selection (SBS) and optimize selection (evolutionary).  
For ensemble learning algorithms which partition data into different segment, use Bagging and 
AdaBoost, two classifiers (Decision Tree and Naïve Bayes) are used as subset evaluators [1, 3]. Bagging 
(Bootstrap Aggregation) creates an ensemble by training individual classifiers on bootstrap samples of the 
different datasets [5]. Diversity of subset training data in bagging is obtained by using bootstrap 
subsampling in the training examples. That is, different training data subsets are randomly drawn with 
replacement from the original dataset. In AdaBoost, bootstrap training data samples are drawn from a 
distribution dataset that is iteratively updated such that subsequent classifiers focus on increasingly 
difficult instances. The effectiveness of bagging and boosting has been explained in terms of the bias-
variance decomposition of the classification error [5].    
This paper is organized as follows: Section 2 provides reviews of the literature on Wrapper Feature 
Selection and Ensemble learning algorithm. Section 3 presents our method. Section 4 describes the 
experiments and the datasets, and the measures used to evaluate the feature subset. Section 5 analyzes the 
experimental results. Lastly, Section 6 presents the conclusion and future work. 
2. RELATED WORK 
The feature selection is to select a subset of variables from the input data which can efficiently describe 
the input data while reducing effects from noise or relevant variables and still provide good prediction 
results[1-2]. Wrapper methods perform a search in the space of feature subsets such as classification 
performances on a cross-validation of the training set which provided better results than filter methods. 
But wrapper approaches increase the computational cost [12]. 
Donghai Guan, et al. [3] reviewed and compared two techniques of integrating feature selection and 
ensemble learning, (1) Feature selection for ensemble learning (ENfs) and (2) Ensemble learning for 
feature selection (FSen). This approach obtained predictive accuracy superior to conventional feature 
selection methods for supervised learning. Moreover, its most prominent advantage is the ability to handle 
stability issue that is usually poor in existing feature selection methods. 
S´anchez-Maro˜no, et al. [10] proposed a new wrapper method, called Incremental ANOVA and 
Functional Networks-Feature Selection (IAFN-FS) for dealing with multiclass problems based in classical 
algorithms, such as C4.5 and Naïve Bayes. The multiple binary classifiers approach obtained better results 
in accuracy, although it has the drawback of selecting a higher number of features.  
Akin Ozcift and Arif Gulten [11] used a rotation forest ensemble decision tree algorithm wrapped with 
best first search strategy. The wrapper uses forward selection to choose the optimum subset on the 
Erythemato-Squamous diseases dataset. The discrimination ability of selected features is evaluated using 
several machine learning algorithms and the diversity of the training data using the bagging algorithm. 
Yvan Saeys, et al. [12] proposed the method of ensemble feature selection techniques for high 
dimension data which can be used to yield more robust feature selection techniques. As well Sangkyun 
Lee, et.al [13] presented a method of an extension to RapidMiner which delivers implementations of 
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algorithms which is well suited for very high-dimensional data. These experiments were conducted on a 
microRNA-expression dataset. 
3. PROPOSED METHOD 
A wrapper approach is used to calculate attribute weights by using the classification model to measure 
the performance of attributes. Wrapper methods use the inductive algorithm as the evaluation function   
[6, 7]. This technique uses a classifier to evaluate subsets by their predictive accuracy (on test data) after 
statistical resampling or cross-validation of the dataset. Furthermore, the wrapper method achieves better 
recognition rates than a filter approach since the former is tuned to the specific interactions between the 
classifier and the dataset [1, 8]. Further, wrappers have a mechanism to avoid overfitting, since typically 
cross-validation measures of predictive accuracy are used [1, 9].  
A sequential forward selection (SFS) is the simplest greedy search algorithm [14]. SFS starts with an 
empty selection of attributes and, in each round, it adds each unused attribute of the given example set. 
For each added attribute, the performance is estimated using the cross validation. Only the attribute giving 
the highest performance is added to the selection for the object function. Then a new round is started with 
the modified selection. Therefore, the SFS algorithm adds features which give a high value to the object 
function [1]; the forward greedy algorithm is shown in Figure 1(a). 
Sequential backward selection (SBS) works in the opposite direction to SFS [14].  SBS starts with the 
full set of attributes and, in each round, it removes each remaining attribute of the given example set. For 
each iteration or attribute removal, the performance is estimated using the inner operators, such as a cross-
validation. Only the attribute giving the least decreasing performance is finally removed from the 
selection. Then a new round is started with the modified selection [1]. This elimination process has two 
advantages: first, it can discard several features and second, it allows for backtracking, and so, when a 
subset of features worsens the results obtained by the previous one, some previously eliminated features 
can be included in the new subset for re-evaluation [10] as given in Figure 1(b) which shows the 
backward greedy algorithm.  
 
Fig.1. (a) Forward Greedy Algorithm [13]; (b) Backward Greedy Algorithm [13] 
 
Optimize selection (evolutionary) is a method which selects the most relevant attributes of the given 
example set. Genetic algorithm (GA) is a heuristic search algorithm that mimics the process of natural 
evolution [14]. Genetic algorithm (GA) parameters and operators can be modified within the general idea 
of an evolutionary algorithm to suit the data to obtain the best performance or the best search results [1].  
This heuristic search is routinely used to generate useful solutions to optimization and search problems by 
using genetic algorithm [16]. 
We proposed 4 new wrapper approaches include OBDT, OBNB, OADT and OANB. Moreover, 
adapted methods from [11] include FBDT, BBDT, FBNB, BBNB, FADT, BADT, FANB and BANB. 
Ensemble learning algorithms are generated by training individual classifiers on different datasets 
obtained by resampling a common training set such as Bagging and Boosting [17]. The component 
classifiers are built on different partitions of the training set obtained through 10-fold cross-validation [5].  
Bagging uses component classifiers of the same type such as Decision Tree, and a simple combiner 
consisting of a majority vote across the ensemble. Applying the sampling with replacement procedure, 
each classifier is trained on the average of 63.2% of the unique training examples [5]. The bagging 
Initialize feature set Fk = {1, . . . , d} at k = d 
Iterate 
x find best feature j  Fk to remove with least 
significant cost increase 
x Fk−1 = Fk − {j} and k − −  
Initialize feature set Fk =   at k = 0  
Iterate 
x find best feature j to add to Fk with most 
significant cost reduction 
x k + + and Fk = Fk−1 {j} 
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algorithm creates a diversity training set for feature subset selection to improve classification in terms of 
stability and classification accuracy.  It also reduces variance and helps to avoid overfitting [5].   
AdaBoost, (short for Adaptive Boosting) is a meta-algorithm which can be used in conjunction with 
many other learning algorithms to improve their performance. It is applicable for building ensembles that 
empirically improves generalization performance [5].  
A Decision Tree (DT) classifier is typically a top-down greedy approach, which provides a rapid and 
effective method for classifying data instances [18]. Decision Trees are generated by recursive 
partitioning and the recursion stops when all the examples or instances are the same label value. Decision 
Tree classifier provides a rapid and useful solution for classifying instances in large datasets with a large 
number of variables classification using a Decision Tree has high accuracy but the performance usually 
depends on the characteristics of the dataset [18]. Naïve Bayes (NB) classifier is used for classification 
problems in data mining and machine learning.  It is a simple probabilistic classifier based on applying 
Bayes’ theorem from Bayesian statistics with strong independence assumptions [18].  
The names of the wrapper feature subset selection algorithms and their abbreviations are given in 
Table 1. 
Table 1 Search algorithms used in this study and their abbreviations 
No. Algorithms Abbreviation 
1 SFS+ Decision Tree FDT 
2 SBS+ Decision Tree BDT 
3 SFS+Bagging + Decision Tree FBDT** 
4 SBS+ Bagging + Decision Tree BBDT** 
5 Optimize selection (evolutionary) +Bagging +Decision Tree OBDT* 
6 SFS+ Naïve Bayes FNB 
7 SBS+ Naïve Bayes BNB 
8 SFS+ Bagging + Naïve Bayes FBNB** 
9 SBS+ Bagging + Naïve Bayes BBNB** 
10 Optimize selection (evolutionary) +Bagging + Naïve Bayes OBNB* 
11 SFS+AdaBoost+ Decision Tree FADT** 
12 SBS+AdaBoost+ Decision Tree BADT** 
13 SFS+AdaBoost+ Naïve Bayes FANB** 
14 SBS+AdaBoost+ Naïve Bayes BANB** 
15 Optimize selection (evolutionary) +AdaBoost+ Decision Tree OADT* 
16 Optimize selection (evolutionary) +AdaBoost+ Naïve Bayes OANB* 
 
* New proposed methods, ** Adapted methods  
 
The proposed method for wrapper feature subset selection based on the ensemble learning algorithm is 










Initial 13 training datasets  
Step1: Search algorithms are used for subset selection 
undertaken from original UCI datasets, and then include SFS, 
SBS, and Optimize selection (evolutionary) algorithms based 
on wrapper methods for feature subset selection.  
Step2: Ensemble learning algorithms are applied to 
generate different training datasets obtained by resampling 
using Bagging and AdaBoost.  
Step3: Models are created using attribute subsets which are 
trained on different features.  
Step4: Feature subset evaluation is performed using two 
classifiers; Decision Tree and Naïve Bayes. In this step with 
10-fold cross validation is applied. 
Final feature subset 
Wrapper Feature 
subset selection 
1. Search algorithm 
3. Model construction 
4. Evaluation  
2. Ensemble learning algorithms 
(Bagging and AdaBoost) 
Training dataset 
Feature subset Predictive accuracy 
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Fig.2. Wrapper feature subset selection based on ensemble learning algorithm 
4. EXPERIMENTS 
The data for this experiment uses 13 datasets from the UCI Machine Learning Repository [20]. The 
data are described in Table 2. 
The performance of the different feature selector classifiers is calculated using 10-fold cross validation 
(CV). It is used to measure the classification evaluation on the datasets and to compare the accuracy of 
the classification models [18].  
With Classification Performance Measurement, the calculation of classification accuracy is measured 
by Eq. (1) 
Accuracy = (TP+TN) / (TP+FN+FP+TN)                                                                           (1) 
where TP is the number of positive instances correctly classified. TN is the number of negative instances 
correctly classified. FN is the number of positive instances incorrectly classified as negative. FP is the 
number of negative instances incorrectly classified as positive [18]. 
This study uses RapidMiner studio version 6.4 Enterprise edition for model training and testing [19]. It 
is used as a tool for feature subset selection, training classifier and performance evaluation. 
Table 2 Dataset description using in this study 
Dataset Number of attributes Number of instances Number of Class Attribute characteristic  
Iris 4 150 3 real 
new-thyroid 5 215 3 Integer, real 
glass 9 214 7 real 
pageblocks 10 5473 5 Integer, real 
wine 13 178 3 Integer, real 
pendigits 16 7494 10 Integer 
zoo 17 101 7 nominal, Integer 
vehicle 18 846 4 Integer 
segmentation 19 2310 7 Integer, real 
dermatology 34 366 6 Integer 
soybean 35 307 19 Integer 
lung-cancer 56 32 3 Integer 
movement 90 360 15 Integer 
5. RESULTS AND DISCUSSIONS 
In this section we present the results of feature selection using the wrapper approach based on the 
ensemble learning algorithm. The experimental results of proposed method using the classification 
accuracy on the training sets of the 13 benchmark datasets we depicted in Table 3, Table 4, and Table 5.  
Table 3 shows that FBDT obtains a higher accuracy rate than other methods in 7 datasets (new-
thyroid, glass, pageblocks, vehicle, segmentation, soybean, and movement) and also the highest average 
accuracy rate (89.60%) whereas, OBDT has the lowest accuracy in almost all datasets except for Iris 
dataset. For Table 4 illustrates that the FBNB obtains the highest average accuracy rate (85.56%) and also 
it obtains more accuracy rate than other methods in 4 datasets (pageblocks, dermatology, lung-cancer, and 
movement). In addition, OBNB receives the highest accuracy rates in 2 datasets (Iris and new-thyroid).  
Table 5 demonstrates that FADT obtains accuracy rate superior to other methods in 4 datasets 
(segmentation, soybean, lung-cancer, and movement) and also the highest average accuracy rate 
(89.59%). Moreover, the OADT gains good accuracy rate in glass dataset and the FANB receives the best 
accuracy rate in wine dataset while, BANB obtains the lowest average accuracy rate (82.39%). The result 
in Table 6 indicates the maximum performance and the best subset of all datasets using wrapper feature 
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selection with ensemble algorithms. The experiment results indicate that forward feature selection with 
the ensemble learning algorithm provides better classification accuracy values than single wrapper feature 
selection for the domain with a number of features is greater than 10. On the other hand, datasets having a 
low number of features, results were inferior to other methods.  
The difference between previous work [10] and our study here is that we use three search algorithms 
based on wrapper approaches with ensemble learning algorithms by the two classifiers Decision Tree and 
Naive-Bayes with RapidMiner Studio. Previous work [10] implemented the wrapper methods for feature 
selection using forward and backward strategy with multiclass approaches based on the two classifiers 
C4.5 and Naive-Bayes using Weka and 5-fold cross-validation was used for evaluating each candidate 
feature subset. Also, feature selection is based on the sensitivity analysis and the ANOVA and Functional 
Networks (AFN) algorithm. Results of feature subset selection using wrapper approaches with ensemble 
algorithms are compared using the same datasets. The methods of FANB, FDT and FADT provide better 
accuracy rate in 3 datasets (wine, zoo, and segmentation) from all 6 datasets. On the other hand, this 
experiment provides lower accuracy rate in 3 datasets (Iris, soybean and vehicle). This method might be a 
good alternative for a domain where the number of attributes is greater than 10. Additionally, the 
effectiveness of adapted methods on classification performances obtained better results in some datasets. 
Due to Bagging provides the diversity of subsets which might be reduced the variance of datasets and 
AdaBoost reduced bias of multi-class datasets. Also, the accuracy rate is increased in balanced sample 
subsets. 
 
Table 3 Performance of classification accuracies (%) for five feature subset selections: SFS, SBS and Optimize selection 
(evolutionary) with bagging by Decision Tree classifier as a subset evaluator.   
 
Dataset Used all features FDT BDT FBDT BBDT OBDT 
Iris 92.00 95.33 95.33 95.33 95.33 95.33 
new-thyroid 93.46 94.44 93.98 95.82 93.96 93.05 
glass 61.73 71.58 71.56 73.79 76.21 70.17 
pageblocks 96.49 96.97 96.99 97.13 96.71 96.71 
wine 92.71 95.56 94.38 96.67 97.22 93.27 
pendigits 93.86 94.17 95.25 95.74 96.29 92.82 
zoo 94.00 98.00 97.00 96.00 96.00 95.00 
vehicle 62.89 71.99 73.88 74.59 74.00 70.10 
segmentation 94.11 96.71 96.49 97.62 97.32 95.11 
dermatology 85.76 96.99 97.27 97.53 97.55 94.27 
soybean 61.10 89.57 76.69 91.85 91.81 84.66 
lung-cancer 41.67 81.67 60.83 79.17 66.67 59.17 
movement 21.67 67.50 35.28 73.61 59.17 35.28 
Average 76.27 88.50 83.46 89.60 87.59 82.69 
Table 4 Performance of classification accuracies (%) for five feature subset selections: SFS, SBS and Optimize selection 
(evolutionary) with bagging by Naïve Bayes classifier as a subset evaluator.  
Dataset Used all features FNB BNB FBNB BBNB OBNB 
Iris 95.33 96.00 96.67 96.00 96.00 96.67 
new-thyroid 96.75 97.68 97.68 97.68 97.68 98.12 
glass 45.39 60.30 47.75 59.87 46.82 56.08 
pageblocks 90.04 94.63 94.63 94.79 94.63 94.54 
wine 96.63 97.78 98.86 98.33 98.30 97.75 
pendigits 87.84 86.87 87.99 86.88 87.98 86.83 
zoo 95.00 95.09 97.00 96.00 96.00 94.09 
vehicle 45.52 53.90 58.76 56.39 58.41 55.69 
segmentation 79.65 87.36 90.43 87.36 89.35 85.15 
dermatology 87.72 97.27 97.55 98.36 98.09 92.92 
soybean 82.73 83.40 84.69 85.31 85.34 86.00 
lung-cancer 44.17 80.00 55.83 87.50 65.83 52.50 
movement 64.17 63.33 66.67 67.78 63.89 63.33 
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Average 77.76 84.12 82.65 85.56 82.95 81.51 
Table 5 Performance of classification accuracies (%) for feature subset selection: SFS, SBS and Optimize selection (evolutionary) 
with AdaBoost by Decision Tree and Naïve Bayes as a subset evaluator. 
Dataset FADT BADT FANB BANB OADT OANB 
Iris 96.00 94.67 96.00 96.00 95.33 96.00 
new-thyroid 95.82 95.82 95.82 97.68 95.82 97.68 
glass 75.74 74.83 60.30 48.20 76.67 59.81 
pageblocks 96.97 96.99 94.63 94.63 96.91 94.43 
wine 95.56 96.11 99.44 96.00 97.19 96.67 
pendigits 94.60 96.86 86.87 87.99 94.94 86.83 
zoo 97.00 97.00 95.09 97.00 97.00 96.00 
vehicle 71.99 73.42 56.39 60.42 72.58 54.02 
segmentation 98.31 97.92 89.00 88.96 97.92 86.19 
dermatology 97.54 97.27 96.70 97.82 97.27 93.71 
soybean 91.85 73.77 85.31 84.69 88.89 86.67 
lung-cancer 81.67 70.00 80.00 55.83 65.00 56.67 
movement 71.67 65.83 67.78 65.83 63.61 67.22 
verage 89.59 86.96 84.87 82.39 87.63 82.45 
Table 6 Experimental results of the best feature subset selection  
Dataset No. attributes No. instances No. selected features Maximum Performance Methods 
Iris 4 150 2 96.67 OBNB 
new-thyroid 5 215 2 98.12 OBNB 
glass 9 214 5 76.67 OADT 
pageblocks 10 5,473 5 97.13 FBDT 
wine 13 178 6 99.44 FANB 
pendigits 16 7,494 14 96.86 BADT 
zoo 17 101 6 98.00 FDT 
vehicle 18 846 7 74.59 FBDT 
segmentation 19 2,310 7 98.31 FADT 













lung-cancer 56 32 6 87.50 FBNB 
movement 90 360 6 73.61 FBDT 
6. CONCLUSION AND FUTURE WORK 
In this paper, we present wrapper methods for feature subset selection based on the ensemble learning 
algorithm with two base learners (Decision Tree, Naïve Bayes). In multi-class datasets, we use 13 
datasets from the UCI Machine Learning Repository. The output of this method is SFS with Bagging 
evaluated by Decision Tree (FBDT) is the best performance (mean accuracy is 89.60%) than other 
techniques. The FBDT provides better classification accuracy rate than single wrapper feature selection in 
4 datasets (pageblocks, vehicle, soybean, and movement) from 13 datasets. Moreover, The FBNB is 
superior to other methods in 2 datasets (dermatology and lung-cancer). On the other hand, these methods 
(FBDT, FBNB) with a low number of attributes are worse than OBNB and OADT in 3 datasets (Iris, 
new-thyroid and glass).    
We proposed 4 new wrapper approaches include OBDT, OBNB, OADT and OANB. The results of 
this method are that OBNB gains maximum performance in 2 datasets (Iris and new-thyroid). In addition, 
the OADT obtains maximum performance in glass dataset. The OBNB and OADT the algorithms 
provides better accuracy rate for the domain with a number of features is less than 10 and small multi-
class datasets. Although feature selection based on ensemble algorithms (Bagging and AdaBoost) used 
more computation time, these methods obtained better average accuracy rate than single feature selection 
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(without ensemble algorithms) on various attributes. The benefits of feature selection for this work are 
improvement in the performance of classification by increasing the accuracy rate and a reduction in the 
run-time for classification. Furthermore, we obtained good alternative for selecting subsets of features in 
predictive modelling.  
In the future, feature subset selection might be applied in real world problems using a hybrid heuristic 
search and other methods with ensemble feature selection techniques. 
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