Although web-scale image search engines such as Google and Bing can provide rough sets of image data, results are noisy and lacking visual diversity. In this paper, our objective is to re-rank initial search results from these image search engines to improve user experience. We present a hybrid approach to capture the benefits of the reciprocal election algorithm proposed by R.van Leuken et al. and the greedy search algorithm proposed by T.Deselaers et al. At first, each image casts votes for other images according to visual similarity. The images with the top highest votes are selected as candidate representatives. Then a bounded greedy selection algorithm is employed to select the most novel and relevant one as the cluster representative. We fuse different visual features to calculate image similarity including color, texture, and especially topic content features. We present an evaluation of pLSA and LDA as dimension reduction approach for the task of web image re-ranking and discuss the benefits of integrating topic distribution features. Extensive experiments demonstrate that using our approach to re-rank an initially returned set of images from Google and Bing search engines is a practical way to improve the user satisfaction in terms of cluster recall, F1 score and the harmonic mean of NDCG and cluster recall.
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Large collections of digital pictures on Internet have sprung up in recent years and users would like to browse and search these collections conveniently. So Internet scale image search engines become popular today such as Bing Images [1], Google Image Search [2] and Yahoo! Image Search [4] . Users just type a few keywords into these image search engines then hundreds even thousands of images are suddenly available. However, some irrelevant images are also returned by the search engines mixing with relevant instances. This phenomenon is not difficult to explain: current commercial web image search engines base their search algorithms on texts accompanying the images (i.e., anchor text and surrounding text) instead of the visual content of these images. Since the text information is often limited and inaccurate, a number of top ranked images may be irrelevant to the query.
In fact, there has been a noticeable improvement in Internet image search engines for retrieving relevant images in recent years, but they are still far from ideal. Fig.1 illustrates the improvement and limitation of current search engines. In 2008, a portion of the top 20 results are irrelevant to saxophone while in 2010 all the top 20 images are relevant. It is worth noting that at least six images seem near duplicates in Fig.1 (b) since they were taken from the same angle and distance.
As is pointed out in [31] , there may exist two major limitations in the current commercial image search engines: 1) lacking visual diversity, as is shown in Fig.1 ; 2) the query may have several topics that are not sufficiently covered by the ranking. Fig.2 shows that perhaps the user is interested in a particular kind of flag, but does not know how to express it explicitly and issues a more general query "flag". Due to without considering diversity, most of the retrieval results are the Stars and the Stripes. This is not the desired behavior.
The goal of image search algorithm is to retrieve image results that are relevant to the query and diverse enough to cover variations of visual or semantic concepts [18] . Since current popular search engines are not so effective to satisfy users, the problem of re-ranking initial retrieval results is widely researched in information retrieval and has attracted a lot of attention. The image re-ranking process is used to improve the user satisfaction (including accuracy and diversity) by reordering the images based on the multimodal cues extracted from the initial search results and the auxiliary knowledge, if available. The auxiliary knowledge can be the extracted features from each image or the multimodal similarities between them [16] . Without analyzing the visual content of the images, there is no dependable way to actively promote the diversity of the results. In this paper, we discuss the image re-ranking problem by analyzing image content.
Latent topic models, such as probabilistic Latent Semantic Analysis (pLSA) [15] and Latent Dirichlet Allocation (LDA) [6] have been adapted and used in the computer vision domain, including object categorization and localization [13] , scene classification [7, 25] , visual concept discovery [26, 27] and image annotation [20] . These models originated from statistical text analysis to automatically discover latent topics (i.e. object categories in most cases) in the images based on the bag-of-visual-words (BoVW) model. In some literature, topic is also called aspect, component or cluster.
In this paper, we extend the work in [11, 31] and present a novel method to re-rank images from the initial search results. Our approach is also inspired by some notable success in latent topic models in computer vision. We model images by integrating different types of features including topic semantic vector. Besides global features, images are also modeled as mixtures of latent topics in a fully unsupervised way, like the work in [7, 20, 25, 26] . We don't assume a one-to-one correspondence between categories and topics.
The contributions of this paper are four-fold: First, we present a novel hybrid approach from the reciprocal election algorithm [31] to the greedy selection algorithm [11] . Different with [31] , our approach ranks images depending on not only diversity but also relevance to the query. Our approach is a lightweight version of the greedy selection algorithm since we limit the number of candidate images when applying greedy search. Second, we apply pLSA and LDA models to capture latent topics in images and provide low- dimensional representation for the task of image re-ranking. Third, through extensive experiments we show our approach is practical to re-rank the initial search results from Google and Bing image search engines. We compare the proposed approach with some state-of-the-art approaches and we also evaluate pLSA and LDA models in image re-ranking tasks. Fourth, we novelly introduce the harmonic mean of cluster recall [32] and NDCG [17] as a criterion to evaluate the reranking performance.
The paper is structured as follows: In Section 2 we review the related work. Section 3 presents our algorithm to find an optimal list of images. Experimental results are provided in Section 4. Finally, Section 5 concludes the paper.
RELATED WORK
For reasons of space we only focus on the related work in image re-ranking.
In the ImageCLEF 2008 and 2009 photo retrieval tasks, the participants were tasked with finding not only relevant images, but also generating ranked lists that promote diversity [23] . Many groups addressed this problem by first retrieving a list of candidate images and then re-ranking this list using a clustering algorithm in a post-processing step [12, 30] . Other cluster-based image re-ranking methods include [5, 31] and Google Image Swirl [3] .
Song et al. [28] proposed a re-ranking method to improve the topic coverage of image retrieval results and their experimental results showed that their method outperformed the clustering method such as k-means. Jing et al. [18] proposed an approach named VisualRank by adapting the PageRank algorithm to image retrieval in order to find the "authority" nodes in a visual similarity graph. They conducted experiments on product images and the experimental results showed that VisualRank can improve the relevancy and diversity of image search results. Popescu et al. [24] proposed a lightweight re-ranking method based on the visual similarity between images and their dissimilarity to an external class. The external class was created by launching a query with "test" in Flickr.
Our work is closely related to [11] and [31] . Leuken et al. [31] present three methods, called folding, maxmin and reciprocal election, to visually diversify image search results. These methods deploy lightweight clustering techniques in combination with a dynamic weighting function of the visual features. The representative image is selected from each cluster, which together form a diverse results set. In our opinion, the folding method is heavily dependent on the original ranking. If the original ranking is poor, it is dif-ficult to improve the ranking significantly by this method. Both maxmin and reciprocal election methods try to get as visually diverse representatives as possible and do not take the original ranking into account. Therefore both these two methods run the risk of little relevant images being at top ranks. Deselaers et al. [11] define a criterion to measure the diversity of results and propose a greedy selection method and a dynamic programming method to jointly optimize the diversity and the relevance.
It is questionable whether the methods in [11, 31] are suitable for re-ranking images from web-scale search engines, since [11] evaluated their methods on ImageCLEF 2008 photo retrieval task and a product database while [31] on Flickr images.
We modified the reciprocal election method by introducing the novelty and relevance criteria [11] and combining with the greedy selection method. Meanwhile we limit the volume of data for greedy selection to promote efficiency. Furthermore, we evaluate our approach on images from Google and Bing search results.
A HYBRID UNSUPERVISED IMAGE RE-RANKING APPROACH
Our approach exploits latent models as a pre-processing step which reduces the vocabulary size of BoVW representation. We begin by briefly reviewing the pLSA and LDA models.
Latent Topic Models
In the BoVW model, the process of visual vocabulary construction through clustering inevitably induces many synonymy (different visual words may represent the same type of local patch) and polysemy (the same visual word may represent different patch types in different contexts) samples [25] . Latent topic models such as pLSA and LDA capture cooccurrence information between elements in a dataset and provide help in dealing with these issues. Latent topic based image features are low-dimensional and have been applied in image classification [7, 20, 25, 26] . In the same spirit, we conjecture the latent topic models will be helpful to address the image re-ranking issue.
Here documents correspond to images and words correspond to visual words. Following the notations used in the text understanding community, w ∈ W = {w1, w2, ..., wV } is the visual word, z ∈ Z = {z1, z2, ..., zK } is a hidden variable that represents the topic and d ∈ D = {d1, d2, ..., dN } is the index of the image.
In pLSA, there is a hidden topic variable z k associated with each occurrence of a word wi in a document dj. Marginalizing over topics z k determines the conditional probability P (wi|dj):
where P (z k |dj) is the probability of topic z k occurring in document dj; and P (wi|z k ) is the probability of word wi occurring in a particular topic z k . Each document is modeled as a convex combination of K topic vectors. P (z k |dj) and P (wi|z k ) are learnt using EM (Expectation Maximization) algorithm as described in [15] . LDA extends pLSA by sampling those weights from a Dirichlet distribution, the conjugate prior to the multino- mial distribution. The goal of LDA is to maximize the following likelihood: (2) where θ and φ are multinomial parameters over the topics and words respectively. p(θ|α) and p(φ|β) are Dirichlet distributions parameterized by the hyper parameters α and β. LDA has only two parameters which place symmetric Dirichlet priors on the topic distribution of each document θ and the topic-word distribution φ respectively. We use Gibbs sampling [14] for LDA model inference.
Visual Distance
In this paper, we combine the L2 − norm distance for global image features and the Jensen-Shannon (JS) divergence [19] between topic distributions of images.
For each image there is also a K-dimensional vector of latent topic scores, where K is the number of different topics in the model. In pLSA, we utilize the probability distribution P (z|d) of latent topics given each specific document as a K-dimensional feature vector. In LDA, the topic distribution of each document θ is used. The JS divergence between two images d1 and d2 is defined as:
We define the visual distance for two images d1 and d2 as:
The L2 −norm distance and the JS divergence are both normalized to [0, 1]. The weighting parameter η will be tuned in experiments.
Our Hybrid Approach
Our algorithm is a hybrid of reciprocal election algorithm and greedy selection algorithm. The reciprocal election algorithm is employed to obtain several candidate representatives. Then these candidates are sent to a bounded greedy selection algorithm to select the most novel and relevant one. Fig.3 shows the flowchart of our approach. Now we introduce some notation for image re-ranking task. A set of image search results I contains n images. I can be stored either in a ranked list L = L1, L2, ..., Ln or Figure 4 : Demonstration of the first loop of reciprocal election algorithm. The image S1 is selected as the first representative because it has the highest number of votes (3 5 6 ).
in a set S = S1, S2, ..., Sn. Our approach is cluster-based and its output is a clustering C: a partitioning of I. In each cluster one image is declared representative, called Ri.
Reciprocal Election
The key idea of reciprocal election algorithm is that every image in I decides by which image (besides itself) it is best represented. For each image Si, the whole set of image search results is ranked into L(i) based on visual similarity to Si. The image Si casts its highest vote for the image that appears on the top of L(i), its second highest vote to the number two of L(i), etc. We use the reciprocal rank, i.e. 1/r where r is its rank in L(i), as the vote. When all the images have cast their votes, the image with the highest number of votes is selected as first representative R1. One demonstration of this step is shown in Fig.4 . The cluster C1 around R1 is formed by inserting those images that have R1 in the top − m of their ranking. After cluster C1 has been formed, its members and its representative are excluded from the list of candidate representatives, and the process is repeated until every image has been either selected as representative or assigned to a cluster.
This algorithm is effective to deliver visually diverse search results. However, it does not take relevance into account. It is possible to rank the lower relevant images to the top. In our view, this algorithm is more suitable for the images from photo sharing websites, such as Flickr or Photobucket 1 , than for the images from web sites, since lots of junk images exist in the web.
Our Hybrid Approach
We make extensions over the reciprocal election algorithm in using the idea of novelty [11] . Let q be a query, for a given partial result (Lr1, ..., LrJ ) we define the novelty for a candidate image d * to be added to the list at position J + 1
Dist(d * , Lrj) is a distance measure between the candidate and the individual images in the results which has been defined in Eq.(4). We give a high novelty score to those images which are on average dissimilar to the current set of results.
The relevant score for an image with respect to the query can be calculated by the traditional text-based method. Commercial image search engines use their own internal metrics to calculate this value. In our work, since we have known the initial rank of d * , so we calculate the relevant score in a simple way:
Now we can fuse these two criteria into a retrieval score F for a candidate image d * given a query q:
F is able to judge the relevance for the candidate image to the query and the diversity for this image if added to the ranked list. A higher λ means that relevance to the query is more important than diversity, and a lower λ means that diversity is more important than relevance.
The greedy selection method in [11] is time-consuming since it selects from all the remaining images except the images that have been re-ranked. Another flaw is that a disadvantageous choice at early position in the rank may significantly deteriorate the entire ranking. Our hybrid algorithm is able to address these issues. In our algorithm, the greedy search is restricted in the scope of at most N um images (line 11). At the early stage of our algorithm, all the candidate images have the top highest votes. Therefore there is little chance to rank the disadvantageous images in the top positions. Line 12 plays a key role in our algorithm. In this line, for every image in Ri1,..., RiNum, we determine F in Eq. (7) and select the image with the highest value. Through this way, our algorithm can jointly optimize the relevance and the diversity of the results.
In line 8, we select the first top image in the initial results as the first representative, instead of the image with the highest votes as in [31] . Our basic assumption is that the first top image from the current commercial image search engine is quite accurate, while this was not true a couple of years ago.
If we set N um = 1 and delete line 8, our algorithm will degrade to the reciprocal election algorithm in [31] . We can easily terminate the algorithm by setting #result if we are only interested in the top #result images. As [31] suggested, we use m = 4 in our experiments. Parameter N um can be determined by experiments.
EXPERIMENTS
Our goal is to show how to determine the parameters in our algorithm and the benefits of our approach, so we run a series of tests described next.
Dataset Acquisition
For a given keyword, Google and Bing image search engines were used to download a set of images. Since we were interested in natural image re-ranking, we set "content types" options in Google as "photo content" and "style" options in Bing as "photograph". Clip art and drawings are filtered out. For each of the keywords (categories) listed in Table 1 , we fetched the top 400 results from Google and Bing image search results using the keyword as the query. These query words cover various categories such as object, animal and outdoor scene. We captured both the image and the rank order. The results were manually filtered to remove grayscale images, empty or damaged images.
For assessment purpose, three independent participants were asked to evaluate accuracy (relevance) on a scale ranging from 0 (junk) to 3 (excellent) for each image. Some examples of the assessments are shown in Fig.1 .
We took 100 random images from each category as the training dataset to compute the visual vocabulary and pLSA or LDA topics. To find the optimal parameters, we formed a validation set from the following categories: airplane, bear, camera, flower, Holland, laptop and sunset. 
Implementation Detail

Global Image Features
A subset of MPEG-7 visual descriptors [9] is used to extract global features, including Scalable Color Descriptor, Color Structure Descriptor and Edge Histogram Descriptor. Tamura texture features [29] are also extracted. These features are concatenated when we calculate the L2 − norm distance between images.
Bag of Visual Words
Here visual words are vector quantized C-color-SIFT descriptors [8] which capture the local spatial distribution of gradients and color information. C-color-SIFT descriptors are computed at points on a regular grid with spacing 10 pixels. All these descriptors are vector quantized into visual words using K-means clustering. We use the Euclidean distance in the clustering. We set the vocabulary size as 800. Here we adopt the "dense" representation instead of "sparsely" detected interest points because some research has reported that dense descriptors performs better than sparse ones [7, 27] .
Topic Models
Using the training collection we trained the pLSA and LDA model based on the visual vocabulary and different number of latent topics. Based on the trained latent topic models, we infer the latent topic distribution of the else images. We updated publicly available pLSA 2 and LDA 3 source codes in our experiments. For the EM algorithm in pLSA, the maximal number of iterations is 500. For LDA, it turns out that the heuristic specified in [14] for selecting the hyper parameters α and β works well. Therefore we use α = 50 #topics and β = 0.01. We ran the Gibbs sampler for 500 iterations. CR@20. Similar to S-recall proposed in [32] , cluster recall (CR) is defined in Eq. (8) to determine the diversity of a result set. CR at rank K is defined as the percentage of clusters covered by the first K documents in the list:
Evaluation Criteria
where di represents the i th document, cluster(di) the number of cluster di belongs to, and nA the total number of clusters. The order of the documents within the top K results is not considered in CR@K. Here we set K = 20. The three participants manually clustered the top 20 images for every test without limiting the number of clusters.
P@20. The image with non-zero relevance value is regarded as a positive one.
F1@20. We use F1 score to combine precision and recall:
NDCG@20. We also adapt Normalized Discounted Cumulative Gain (NDCG) [17] , which is widely used in information retrieval when there are more than two relevance levels, to measure the performance. Given a ranking list, the NDCG score at position n is defined as:
where relevance(i) is the relevance score of the i th image in the ranking list, Zn is the normalization factor which is chosen to guarantee the perfect ranking list's N DCG@n is 1. Here n = 20.
F1(CR, NDCG)@20. Today the results from commercial image search engines have the desirable property of high precision among the top-ranked images. For example, each query word in Table 1 gets P @20 larger than 0.9. So F1 score is up to the CR value. Since NDCG is a good criterion to measure relevance, we believe the harmonic mean of CR and NDCG is an ideal criterion to measure relevance and diversity simultaneously:
Parameter Selection
In our algorithm there are three parameters to be tuned: η in Eq.(4), λ in Eq. (7) and N um in line 11 of algorithm 1. We will discuss the number of latent topics in the next section. For the experiments on the validation set, we employed LDA model with 60 topics to extract latent topic contents.
We experimented with several values for the parameter Num, and found the consistent performances were obtained using 5 ≤ N um ≤ 10. To reduce the time complexity, we choose N um = 5.
When optimizing parameter η, we set λ = 0.5. Fig.5 shows that a higher mean F1@20 can be achieved if 0.4 ≤ η ≤ 0.8. For the query word related to object, such as camera or bike, a lower η is better. On the contrary for the query word related to outdoor scene, such as Holland or sunset, a higher η is better. We choose η = 0.5. 6 shows the mean value of F1@20 and N DCG@20 on the validation set by different parameter λ. A higher λ denotes a higher weighting of relevance. It can be observed that the performance is desirable when λ = 0.6 or 0.7. Here we use λ = 0.6.
Results
Comparison between pLSA and LDA Models
To make the difference between pLSA and LDA in evidence, we set the parameter η = 0. The number of topics K should not be too small or too large, considering the discriminability of the distributions on the topics and the computational time. We did this experiment on the 20 query words listed in Table 1 with various topic numbers between 50 and 140. Fig.7 shows that as K increases from 50 to 100 the F1@20 and N DCG@20 increases simultaneously for the both models. For pLSA, the best performance is achieved at K = 90 or 100. For LDA, 110 or 120 topics are good choices. The performance of the two models does not seem to increase beyond 120 topics. Since we observe that LDA is slightly superior to pLSA, we employ a LDA model with 110 topics for the rest of this paper. Table 2 shows that there is hardly any improvement by combining global features with BoVW. Furthermore, it is quite time-consuming by combining with BoVW since our BoVW histogram has as many as 800 bins. By combining global features with latent topic contents, both F1@20 and N DCG@20 are superior than using global features only. This is not surprising considering that the latent topic contents can capture different aspects of the dataset hidden structure. Fig.8 shows the details about test 1 and test 3.
Benefits from Latent Topic Contents
We note that our model significantly outperforms the original search engine ranking for 19 queries in terms of F1@20. The word flower is an exception. Most of the query words achieve better F1@20 by combining with topic contents than global features only, except bear and sunset. Overall, it is highly beneficial to combine global features with latent topic contents.
Comparison with State-of-the-art Methods
We compare our approach to the reciprocal election method [31] , the multi-step clustering-based method [11] and the greedy selection method [11] . Fig.9 demonstrates that our approach performs reasonably well in the experiments. Due to much better diversity, the four approaches can achieve much better performance than initial ranking in terms of all criteria, except N DCG@20. For N DCG@20, our approach is as good as the initial results while two other approaches deteriorate apparently. Fig.10 shows some examples of our approach. For some words such as sun or Africa, our approach can significantly improve the diversity in the meantime with good relevance. For the query word such as flower, the initial results from current search engines have very good performance both in relevance and diversity, so it is hard for the re-ranking algorithm to make them better obviously.
CONCLUSIONS AND FUTURE WORK
In this paper we propose a hybrid approach of the reciprocal election method and greedy selection method. Our approach selects several representatives by voting for each other based on visual similarity. Then the representatives are fed into a greedy selection algorithm. Our bounded greedy selection algorithm selects the image with the highest score for both relevance and diversity. We integrate latent topic distribution vector into image global feature vector when computing visual distance. We show that topic based image representation is more robust than BoVW when com- bining with global features. The re-ranking experiments on the raw data from Google and Bing demonstrate that our approach is effective.
The future work includes: 1) The evaluation of web image ranking algorithm is a very subjective task, especially for cluster-based. We will investigate how to evaluate the quality of web image ranks automatically and reliably.
2) The parameters of our approach are tuned on the validation set and fixed after that. We will find out means to set the parameters dynamically according to different query words. 3) If the latent topic models are applied to very large data sets, the space and time complexity will be two major issues. We will investigate the parallelization of pLSA or LDA, such as the parallel EM algorithm for pLSA [10] or the distributed algorithm for LDA [22] . 
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