Contagion represents a significant change in cross-market linkages precipitated by a crisis and is properly measured only after taking into account the interdependence or extant linkages prevailing between markets. Since it is well known that stock return volatilities and correlations are stochastic in the absence of a crisis, interdependence between markets should reflect the time varying nature of these covariances. We measure contagion in the presence of stochastic interdependence using data on stock indices from South East Asian countries around the July 1997 crisis. Since stock return covariances are observed with error, this suggests casting our model in a state space framework which is estimated using a multivariate Kalman filter. In the presence of stochastic interdependence, we find reliable evidence of contagion between Thailand and Indonesia, Malaysia, and the Philippines but not between Thailand and Hong Kong or Singapore.
Introduction
The modeling and measurement of the comovement of stock markets continues to attract the attention of economists and policymakers alike. Empirical evidence consistent with volatility in one market spilling over into other markets has been amply documented while links between markets have been shown to change in response to various shocks. As emphasized by previous research, to fully address these issues requires clear definitions of the notions of volatility spillover, contagion, and interdependence across financial markets. Moreover, sound empirical techniques are needed to measure these quantities in the presence of potentially spurious statistical effects.
Forbes and Rigobon (2002) define contagion as a significant change in cross-market linkages following a particular shock or crisis. Of course, this change must be measured relative to the linkages already prevailing between markets. In other words, contagion can only be measured after taking into account the interdependence between markets. Forbes and Rigobon's analysis is couched within a static framework in which the pre-crisis period is assumed characterized by a constant covariance structure in returns. Because of the crisis, however, a potentially different but constant covariance structure may subsequently describe returns. Within this framework, Forbes and Rigobon argue that if cross-market linkages are calibrated by the correlation between the respective stock market returns, then reliably detecting a change in this correlation is problematic. The problem arises because the measured correlation between stock returns is correlated with measured stock return volatilities. 1 Thus, even if the underlying population correlation and volatilities remain fixed, we can expect to see higher measured correlations when measured volatilities are higher. This spurious link may give rise to a potential bias in the estimation of correlation. Forbes and Rigobon derive a correction for this bias and argue that once this bias is taken into account, there is little if any evidence of contagion surrounding a variety of recent crises. By contrast, Chakrabarti and Roll (2002) argue that this bias can only arise if the heteroscedasticity in returns is due solely to chance. If, as to be expected, the true underlying volatilities actually increase around the crisis, then Chakrabarti and Roll argue that no such bias exists and applying the Forbes and Rigobon adjustment will spuriously reduce any contagion effect that is actually present in the data.
While it is correct to recognize that stock return volatility can change in response to a crisis, it is also well known that, in general, the covariance of stock returns is time-varying and stochastic. 2 To the extent that correlation is stochastic, a change in correlation per se does not necessarily provide evidence of contagion. What is required is a change in correlation exceeding what was expected ex ante given its stochastic nature. In other words, if contagion takes into account the interdependence between markets, this interdependence must reflect the time varying nature of covariances arising from the normal arrival of information in the absence of a crisis.
This paper provides a multivariate stochastic covariance model to investigate contagion. We rely on a state-space framework in which measured return covariances -volatilities and correlations -differ from their population counterparts by measurement errors. The state of the system is given by appropriately transformed population return covariances and we model their movement by a first order vector autoregressive (V AR) process in which interdependence across markets is accommodated. The fact that measured correlation is dependent upon measured volatilities can then be explicitly accounted for by allowing correlated errors in measured volatilities and correlation. More importantly, as our state-space framework allows for a stochastically evolving covariance structure, we can investigate contagion in the presence of stochastic interdependence between markets.
The empirical focus of this paper is the South East Asian financial crisis of the summer of 1997.
We examine daily returns on market indices from Hong Kong, Indonesia, Malaysia, the Philippines, Singapore and Thailand over the April 1990 through April 2002 sample period. Following others, we date the crisis as July 1997 and assume that Thailand was "ground zero" for the crisis. When estimating the stochastic covariance model, we reject in all cases the null hypothesis that there is no change in the mean levels of population covariances over various post-July 1997 sample periods.
However, while we see clear evidence of increases in mean stochastic volatilities, the evidence for in-2 See, for example, Solnik, Boucrelle, and Fur (1996) . creases in mean stochastic correlations is mixed. While stochastic correlations of Thailand versus the Philippines, Indonesia, and Malaysia, on average, increase post-July 1997, correlations of Thailand with the more developed countries of Hong Kong and Singapore do not change.
Unlike our empirical methodology which follows Forbes and Rigobon and others by relying on changes in correlation to detect contagion, other researchers propose tests that associate contagion with changes in countries' underlying security return data generating processes. For example, Corsetti, Pericoli and Sbracia (2005) posit a factor model of security returns in each country. In their framework an increase in measured correlation between countries' security returns is evidence of contagion only if this increase is due to a structural break in the factor loadings of their respective data generating processes. Corsetti, Pericoli and Sbracia's resultant test statistic rejects the null hypothesis of interdependence in favor of contagion from the Hong Kong stock market in October 1997 to a number of stock markets in both emerging as well as developed economies. By contrast, Candelon, Hecq, and Verschoor (2005) rely on the concept of serial correlation common feature in a cointegrated vector correction model to detect changes in cyclical comovements between countries' security returns around a given crisis. In particular, they define contagion as a change in the cyclical transmission mechanism between the pre-and post-crisis periods, thereby rejecting the serial correlation common feature for the full sample period. Using a generalized method of moments (GMM) procedure shown to be robust to heteroscedasticity in security returns, Candelon, Hecq, and Verschoor cannot reject the common cyclical null hypothesis for the Asian crisis of 1997 but find some evidence of contagion surrounding the Mexican crisis of 1994.
Our paper is organized as follows. Section 2 introduces a multivariate stochastic covariance model to test for volatility spillover and contagion in which the dependence between measured volatilities and measured correlation is explicitly taken into account. Concentrating on the South East Asian crisis, we investigate volatility spillover and contagion within this framework by allowing for a shift in the mean levels of stochastic covariances subsequent to July 1997. Section 3 describes our data while Section 4 provides our empirical results and discusses their economic significance. We conclude in Section 5.
An important point raised by Forbes and Rigobon and others is that measured correlation is not independent of measured volatilities. That being the case, the dependence between measured volatilities and measured correlation affects joint tests of the null hypothesis of no change in the underlying volatilities and correlation surrounding a crisis. Intuitively, ignoring the fact that these estimates are themselves correlated may result in a misstatement of the statistical confidence with which this null hypothesis is rejected. In other words, we may very well claim to detect a statistically significant shift in the underlying volatilities and correlation around a particular crisis when no such shift actually occurred.
In this section, we detail our methodology to investigate whether contagion has occurred between countries being careful to take into account the dependence between measured correlation and measured volatilities. We must rely on measured volatilities and correlations because data on true population volatilities and correlations are not available. At the same time, we also recognize that volatilities as well as correlations are time-varying or stochastic. 3 To accomplish this, we use a linear state-space framework in which measured variables explicitly differ from their population counterparts by observation errors and the population variables evolve stochastically through time.
Estimation is carried out by relying on the Kalman filter. Significantly, we can allow correlated errors in measured volatilities and correlation in this framework. To the extent that correlations are stochastic, a change in measured correlation per se does not necessarily provide evidence of contagion. Indeed, contagion requires a change in correlation exceeding that which was expected ex ante given its stochastic nature. Intuitively, contagion represents an abnormal change in correlation over and above changes in correlation arising from the normal arrival of information in the absence of the crisis.
We divide the discussion of our methodology into three parts. We first consider the measurement of volatility and correlation (Section 2.1). Next we link the measured variables to their population counterparts within a state-space framework that allows us to detect contagion (Section 2.2).
This framework also offers a natural characterization of the movement in covariances arising from 3 See, for example, Campbell, Lo, and MacKinlay (1997), especially Chapter 12.2 and the references therein.
the normal transmission mechanism prevailing between countries against which contagion must be measured (Section 2.3).
Measuring Covariances
Stochastic volatility estimation typically relies on daily returns and treats each return as an observation. In a univariate state-space model, for example, the observation is the daily return squared or, alternatively, the log daily return squared and this provides a natural estimate of the true log volatility but with large error. This large observation error is ameliorated by collecting a sufficiently long time series of daily data and assuming that the parameters governing the model remain constant over the sample period. 4 More recently, some researchers (see, for example, Anderson, Bollerslev, Diebold and Ebens (2001)) have eliminated almost all measurement error by collecting data at an extremely high frequency, say, every few minutes, and then aggregating this intra day data into a realized daily volatility. This approach shows promise for those markets where much is known about the underlying microstructure.
Relying on this approach for cross-market comparisons, however, would require that differences in microstructure and, in particular, the synchronization of price quotes be taken into account. 5 In this paper, we measure volatilities and correlations by grouping the n available daily returns into m sequential non-overlapping intervals of length k days with n = m × k. We assume that the volatilities of returns to country i and j as well as their correlation are constant across each interval but allow these parameters to vary across the resultant m intervals.
There is an obvious tradeoff in the choice of k. At one extreme, k = 1 day and we have many observations but a large measurement error per observation. Alternatively, we may pick k to be so large that the measurement error becomes negligible but then the number of observations available 4 Not only is this observation error large but its distribution is not normal (see Mahieu and Schotman (1998) ).
Various alternative methods have been proposed to handle this non-normality; see, for example, Kim, Shephard and Chib (1998). 5 In fact, even if higher frequency data were available, the difficulties in obtaining synchronized intra day quotes across countries would severely restrict our ability to adopt this methodology.
for statistical estimation is concomitantly reduced. For example, if we pick k = n days then the latent covariances are assumed fixed over the entire sample period and the model of covariance dynamics degenerates.
Covariance dynamics in our state-space framework will be estimated by relying on the Kalman filter.
This approach provides consistent parameter estimates in general and is efficient if the assumption of normality can be justified for the model's resultant measurement errors. As a result, our choice of k must be made in conjunction with normalizing transformations of the data that will ensure that the measurement errors are indeed close to normal. Since we are assuming that the latent covariances are fixed within each interval of length k days, the smallest choice of k to do so will allow us to more accurately characterize covariance dynamics.
For example, if we let v 2 i denote the sample variance of the returns to country i calculated using k days of returns data, the log of v 2 i approaches normality as k increases. In particular, Bartlett and Kendall (1946) compute the skewness and kurtosis of the log chi-squared distribution for a range of sample sizes and recommend the normal approximation for sample sizes from 5 to 10 and above. 6 Also, it is well known that the Fisher transform of the sample correlation, z ij , defined by
where r ij denotes the sample correlation between the returns to country i and country j calculated using k days of returns data, converges to normality at a much faster rate than r ij . 7
In what follows, we choose k = 5 days to balance the amount of data needed to accurately measure covariances while leaving a sufficient number of observations to reliably estimate their dynamics.
That is, five trading days of returns to country i and country j are used to calculate sample variances, v 2 i and v 2 j , and the sample correlation between these returns, r ij . We then rely on the corresponding log variances, log v 2 i and log v 2 j , and the Fisher transform of the sample correlation z ij . 6 In particular, see the results tabulated in their Table 1 . 
The Model
We estimate the following model:
Here y τ is a three-vector of measured log variances of returns to countries i and j and the Fisher transform of their corresponding sample correlation, y τ ≡ {log v 2 iτ , log v 2 jτ , z ij τ }, all measured over the τ th window, τ = 1, . . . , m. The state variable at τ , α τ , is the demeaned population counterpart of y τ , and d is the mean of the state variable α τ .
Expression (1) is the measurement equation in which measured volatilities and correlations are explicitly linked to their population counterparts. We denote the corresponding measurement errors by τ with covariance matrix H. To the extent that H is non-diagonal, measurement errors in log v 2 iτ , log v 2 jτ , and z ij τ are correlated and this correlation is then taken into account when filtering the population parameters from their measured counterparts.
The transition equation, expression (2), models the dynamics of the underlying population volatilities and correlations. To capture their stochastic nature, we assume a vector autoregressive structure for α τ with transition matrix T and residual errors η τ with covariance matrix Q. The second moments of the countries' returns are allowed to stochastically vary over time to capture the effects of the arrival of information in the absence of a crisis. While it is plausible to assume that the transition equation errors are multivariate normal, recall from our previous discussion that multivariate normality is only an approximation for the measurement errors. 8 Contagion in our model represents deviations from this normal relation brought about by a particular crisis. To see this, notice from expression (1) that we can write E τ (y τ ) = α τ +d and so the parameter vector d can be interpreted as the mean of the underlying population covariances. If the time 8 However, this should be a fairly accurate assumption for windows of size k = 5 days. This being the case, the linear filter maximum likelihood procedure will provide consistent parameter estimates and any loss of efficiency should be minimal.
period [τ ,τ ] is posited to be the crisis period, we test whether the levels of underlying population covariances are different in the crisis period versus outside the crisis period, ∆d = 0. Consequently, we test whether the underlying population covariance parameters shift as a result of the crisis while explicitly taking into account their stochastic nature via expression (2) . In other words, we measure contagion relative to the covariance dynamics prevailing in the absence of the crisis.
Interdependence
By explicitly modeling covariance dynamics in the absence of a crisis, we capture the notion of interdependence or ". . . strong linkages between two economies that exist in all states of the world." (Forbes and Rigobon (2002) , page 2224). These linkages reflect the presence of fundamental economic channels along which shocks in one economy are propagated to another, notwithstanding the issue of contagion. Trade, for example, ensures that the effects of, say, a currency devaluation in one economy dissipate to other economies, perhaps with a lag. Alternatively, random global shocks may simultaneously affect the fundamentals of several economies. Interdependence recognizes that economies are linked and this linkage is the mechanism by which shocks are propagated across economies. Contagion occurs when a particular crisis alters these linkages. In our model this manifests itself as a shift in the levels of the underlying population covariances. That is, a statistically significant change in d when estimated over the crisis period as compared to its value estimated outside the crisis period.
To further understand interdependence, it may be tempting to directly apply causality tests 9 to measured volatilities and measured correlations in the hope that the results shed light on the causal relations prevailing between their population counterparts. As expression (2) models the dynamics of the underlying population volatilities and correlations, ignoring measurement error, tests for instantaneous and Granger causality would reduce to tests of rather simple zero restrictions on the corresponding transition matrix T and covariance matrix Q. 10 For example, correlation does not 9 Granger causality captures lead-lag relations in the population covariance structure in the sense that one element of the covariance structure, say, volatility, may be more accurately predicted if information on, say, correlation, is also taken into account. The notion of instantaneous causality, by contrast, captures contemporaneous linkages as the forecast of one element of the population covariance structure, again say volatility, can be improved when knowledge of the contemporaneous value of another element, correlation, is also included.
10 See Lütkepohl (1993), especially pages 35-43, for details.
Granger cause volatility only if T is lower triangular while correlation does not instantaneously cause volatility only if Q is diagonal.
Unfortunately, these results will be misleading precisely when measured quantities differ from their population counterparts by correlated measurement errors. In particular, even if there are no causal relations amongst the latent quantities, evidence of both Granger and instantaneous causality will be detected between measured volatilities and correlations.
To see this and investigate the nature of the causal relations prevailing between measured volatilities and correlations, y τ ≡ {v iτ , v jτ z ijτ } , it is useful to rewrite our linear state-space model, expressions (1) and (2) as follows. Applying the Kalman filter in steady-state giveŝ
whereα τ |τ −1 is the optimal forecast of α τ based on data observed through interval τ − 1 with corresponding steady-state covariance matrix 11 P , L is the lag operator, and K is the Kalman gain matrix defined in steady-state by
Provided that the eigenvalues of (T − K) are all inside the unit circle, we can writê
which implies the following equivalent V AR(∞) representation for y τ
where var(ν τ ) = P + H. This expression implies that and Q is diagonal (no latent instantaneous causality), a non-diagonal H (correlated measurement errors) gives that in steady-state the gain matrix K ≡ Φ 1 is non-diagonal, consistent with Granger causality amongst the measured volatilities and correlations. Similarly, measured correlation does not instantaneously cause measured volatility only if var(ν τ ) = P + H is diagonal. However, for H non-diagonal this condition, in general, will not hold. In other words, correlation between measurement errors will impart correlation, both contemporaneously as well as through time, into measured covariances, implying that the results of causality tests applied to measured covariances will not be informative about the underlying causal relations prevailing between their population counterparts.
Data and Summary Statistics
To investigate contagion, we collect daily observations on a number of market indices. Daily returns, r t , are calculated as log price relatives, r t ≡ 100 × log(I t /I t−1 ), where I t denotes the level of an index as of the end of day t. 13 Prior to forming windows, the time series of daily return observations on a particular index are demeaned over the entire sample period. Subsequently, 12 All data are reported in U.S. dollars. Our conclusions are not altered if these data are converted into local currencies. 13 There are no weekend observations and Datastream does record observations on holidays as simply that index level we group these data over each Wednesday to Wednesday time period to form windows each of which contain k = 5 demeaned daily returns corresponding to Thursday, Friday, Monday, Tuesday, and Wednesday observations. As a result, for each of our sampled market indices, we have m = 629 sequential and non-overlapping intervals of data from which to calculate sample variances and sample correlations. kurtosis, estimated log variances are close to being normally distributed for the sampled countries except for Indonesia and Malaysia. Evidence of time series dependence in these estimated log variances can be seen in the pattern of their sample auto-correlations which do not approach zero even at a lag length of τ = 8. In addition, the augmented Dickey-Fuller (ADF ) statistics convincingly reject that these estimated series follow a random walk.
prevailing as of the end of the previous day on which trading did occur. We do not delete these observations in light of the infrequency of holidays and the fact that specific holidays may vary across countries. As a result, this gives five daily observations on the level of a particular index per week. 14 For comparison purposes, we uses a smoothing parameter of λ = 0.93 throughout.
By comparison, we see little evidence of persistence in the pattern of sample auto-correlations of the Fisher transformed correlation estimates in Panel B of Table 1 . The ADF statistics also reject that these series follow a random walk. Of course, the true underlying correlations may indeed be persistent, but any noise would significantly reduce our ability to statistically detect persistence in their estimated counterparts. The pair-wise correlation between Thailand and Singapore returns is highest, on average, amongst the sampled South East Asian countries while the correlation between Thailand and Indonesia is lowest, on average.
Empirical Results
Specifying when the South East Asian crisis both commenced and concluded, our empirical framework investigates whether a shift in mean population covariances occurred over this time period Unfortunately, there is no consensus as to the precise date when it concluded. Of course, there is also the possibility that the crisis may have commenced earlier than July 1997. 15 To fix matters, we assume that the South East Asian crisis did indeed commence during the first week of July 1997 but we consider a number of alternative dates as to when it concluded. In particular, we fit our model assuming that the crisis concluded one year later, that is, week 429 of our sample period, two years later, week 481, and finally assuming that the crisis concluded three years later, week 533. Fitting the model sequentially over these lengthening contagion horizons allows us to better understand, at least in an ad hoc fashion, how covariances changed subsequent to July 1997.
As noted earlier, we assume that Thailand was "ground zero" for the South East Asian crisis and our estimation strategy is to sequentially pair Thai returns with the returns to each of the other sampled South East Asian countries. By doing so, we can discern if there are any differences across 15 As noted by Kaminsky and Schmukler (1999) , the Thai bhat was under pressure from July 1996 onwards with the collapse of the Bangkok Bank of Commerce and injections of liquidity by the Bank of Thailand to support the financial system. countries in how the crisis propagated. The nature of these differences will provide us with a better understanding of contagion. All of our results are tabulated in Table 2 , Panels A through E. Details on the implementation of our estimation methodology are summarized in the Appendix.
As a preliminary, we begin by investigating whether the measurement errors surrounding the timevarying log volatilities and the correlation between the respective returns are themselves correlated.
For each pair of returns and for every contagion horizon, we fit the model with the H matrix unrestricted and the H matrix restricted to be diagonal. Under the null hypothesis that these measurement errors are uncorrelated (that is, the H matrix is diagonal), twice the resultant log likelihood ratio statistic, LR 1 , is asymptotically χ 2 distributed with three degrees of freedom. Notice that in almost every case we can reject this null hypothesis at the 10% significance level or better.
Measured volatilities and correlations are indeed correlated even after taking their stochastic nature into account. Clearly, the model with a diagonal H matrix is misspecified and may result in erroneous inferences regarding contagion.
Assuming an unrestricted H matrix, we next fit the model with and without a shift in mean population covariances over the posited contagion horizon. Under the null hypothesis that there is no such shift, twice the resultant log likelihood ratio statistic, LR 2 , is again asymptotically χ 2 distributed with three degrees of freedom. In almost every case we can reject this null hypothesis at the 10% significance level or better.
We can also construct this log likelihood ratio statistic under the assumption that the H matrix is diagonal, that is, ignoring the fact that measured volatilities and correlations are correlated, allowing us to investigate the effects of this misspecification on inferences drawn regarding contagion. Notice that in this case the corresponding χ 2 statistics, LR 3 , tend to be larger and so we more easily reject While our χ 2 test provides reliable evidence of a joint shift in mean population covariances over the posited contagion horizons, it does not tell us whether this reflects a shift in either of the mean volatilities or a shift in the mean correlation between returns or both. To do so, we next examine the statistical significance surrounding the shifts in the means of the individual covariance parameters, ∇d 1 , ∇d 2 , and ∇d 3 . In particular, the parameter ∇d 1 measures the shift in the log volatility of Thai returns over a given contagion horizon. The parameter ∇d 2 measures the shift in the log volatility of the other sampled South East Asian returns paired with Thai returns while ∇d 3 measures the shift in the correlation between these returns. Also, as we lengthen the contagion horizon, from concluding at month 429 at one extreme to concluding at month 533 at the other extreme, we can investigate whether the shifts in the individual covariance parameters are short-or long-lived.
The ∇d 1 estimates provided in the different Panels of Table 2 Finally, from Panel C of Table 2 we see that the log volatility of Malaysian returns and the correlation of Malaysian and Thai returns initially increase at the outset of the South East Asian crisis, but these shifts are short-lived as these individual covariance parameters are soon back at their pre-crisis levels.
Discussion
Our empirical results are consistent with Kaminsky, Reinhart, and Végh's (2003) 16 Having reliable evidence of contagion between Thailand and Indonesia, Malaysia, and the Philippines, but not Hong Kong and Singapore, suggests that differences between their respective economies or 16 See Table 1 financial markets may provide clues as to why contagion afflicted some but not all of our sampled South East Asian countries. Firstly, it is unlikely that trade linkages are the source of this contagion. 17 As argued by Baig and Goldfajn (2000), Park and Song (2001) and others, the trade linkages between
Thailand and Indonesia, Malaysia, and the Philippines are not striking nor do these countries share very similar third country export profiles. However, quite distinct from Hong Kong and Singapore, each of Thailand, Indonesia, Malaysia, and, to a lesser extent, the Philippines, depended heavily on Japanese commercial bank lending on the eve of the South East Asian crisis (Kaminsky and Reinhart (2000)). 18 The presence of a significant common creditor across these countries is the basis increase in the volatility of Hong Kong and Singapore stock returns, the flexibility and depth of 17 Eichengreen, Rose, and Wyplosz (1996) argue that trade linkages can result in contagion as currency devaluation in one country reduces competitiveness in partner countries, prompting devaluations to restore this competitiveness. 18 As tabulated by Kaminsky and Reinhart (2000) , fifty-four percent of Thai liabilities were to Japanese banks as of December 1996. The comparable figures were thirty-nine percent and thirty-seven percent for Indonesia and Malaysia.
By contrast, only twelve percent of Philippines liabilities were to Japanese banks. However, American banks accounted for nearly thirty percent of Philippine liabilities on the eve of the crisis. 19 By contrast, for example, in September 1997 the Malaysian government banned short selling on equity markets and imposed restrictions on forward sales of the ringgit.
these markets together with an absence of restrictive government intervention prevented a statistical discernable increase in the correlation of their returns with Thai returns where mutual funds holdings were minimal.
Conclusions
Defining contagion as a significant change in cross-market linkages in response to a shock or crisis requires a realistic modeling of these linkages outside of the crisis period. In particular, in the absence of a crisis, it is well known that security returns exhibit stochastic volatility and the correlations between returns are also stochastic. Prior investigations of contagion, unfortunately, have not taken this stochastic nature of covariance into account but rather have relied on static models in which a shift in covariance is permitted only around a particular crisis.
This paper more fully assesses changes in cross-market linkages by explicitly recognizing the stochastic interdependence between markets. We measure contagion and volatility spillover relative to this stochastic interdependence. Concentrating on the South East Asian crisis of July 1997, we find clear evidence of volatility spillover in the equity returns of our sampled countries of Hong Kong, Indonesia, Malaysia, the Philippines, Singapore and Thailand. By contrast, the evidence for contagion is country-dependent. In particular, we see reliable evidence of contagion between Thailand and the lesser developed nations of Indonesia, Malaysia, and the Philippines, but not between Thailand and the more developed nations of Hong Kong and Singapore.
Appendix Implementation of the Estimation Methodology
All computations are performed in GAUSS. Stable and reliable results are obtained using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm after an appropriate starting value was selected. Each pair of countries generates three times series of observations representing two sample log volatilities and one Fisher-transformed sample correlation.
1. We first fit univariate linear state space models for each of the three series. This is equivalent to fitting the general multivariate model under the restriction that T, Q, and H are diagonal.
It is straightforward to implement this estimation. 
