In the present paper we consider numerical methods to solve the Schrödinger equation with a time dependent Hamiltonian. We will consider both short-range interactions, which lead to evolution equations involving sparse matrices, and long-range interactions, which lead to dense matrices. Both of these settings show very different computational characteristics. We use Magnus integrators for time integration and employ a framework based on Leja interpolation to compute the resulting action of the matrix exponential. We consider both traditional Magnus integrators (which are extensively used for these types of problems in the literature) as well as the recently developed commutator-free Magnus integrators and implement them on modern CPU and GPU (graphics processing unit) based systems.
Introduction
To numerically solve the Schrödinger equation with a time-dependent Hamiltonian
is a problem of significant interest in various fields of quantum mechanics. Applications range from discrete spin systems to (continuous) models of atom-laser interaction. Therefore, it is important to have both, good numerical algorithms, as well as an efficient implementation on state of the art computer hardware of these algorithms at one's disposal.
Magnus integrators are used in many such applications (see, for example, [9, 20, 22, 23, 25] ). The implementation of these Magnus integrators (which constitute a subclass of exponential integrators; for more details see [9, 17, 21] ) requires the computation of the action of matrix exponentials in an efficient and stable manner. A number of approaches have been proposed in the literature (see, for example, [4, 10, 14, 18, 19, 21] ). Most of them are based on polynomial interpolation. In [10, 11] it was shown that interpolation at Leja points is a very efficient way of performing this approximation for the Schrödinger equation. This algorithm interpolates the exponential function and thus reduces the task of computing the action of a matrix exponential to the task of computing a sequence of matrix-vector products. Let us also note that, in addition to the Schrödinger equation considered in this paper, Magnus integrators have been successfully applied to many related problems.
In addition to the matrix exponential, traditional Magnus integrators of higher order require the computation of matrix commutators (see, for example, [8, 9, 21] ). In time dependent problems (as those considered here) these matrix commutators have to be computed once every time step. Thus, especially for large problem sizes the corresponding cost can outweigh the cost of the matrix-vector products. Recently, commutator-free Magnus integrators have been developed [5, 7] . They eliminate commutators but usually require additional matrix-vector products.
Due to the trend towards CPUs with more and more cores as well as the trend towards GPUs, providing an efficient implementation of numerical algorithms on modern multi-core CPUs and GPUs is of great practical importance. Some preliminary work on implementing exponential integrators [13] and matrix functions [14] has been conducted on GPUs (with generally promising results). The purpose of the present work is to investigate the performance of both commutator-free and traditional Magnus integrators. This is done in the context of multi-core CPUs and GPUs. Although from a computational complexity point of view, one might conjecture that computing the commutators will dominate the total computational cost, this is not necessarily true in an actual implementation. In particular, on GPUs matrix-matrix products (necessary for computing the commutators) can operate close to peak efficiency while this is usually not the case for matrixvector products. The comparison will be performed in the context of both short-range interactions (which lead to sparse Hamiltonians H(t)) and longrange interactions (which lead to dense Hamiltonians H(t)) to ascertain in which situations GPUs result in a significant gain in performance.
This paper is based, in part, on the thesis [6] and is structured as follows. In section 2 we provide an introduction to Magnus integrators and specify the numerical methods used in the subsequent sections. Section 3 then details the numerical approximation and the implementation. The numerical results are presented and discussed in section 4. Finally, we conclude in section 5.
Magnus integrators
The solution of the linear differential equation
can be expressed as
where the difficulty lies in finding a suitable matrix Ω(t). In [24] Magnus used the ansatz of differentiating (3) to find an expression for Ω(t). This results in
where the operator dexp is defined as
see [17] . Here the operator ad k Ω (C) is the iterated commutator and recursively defined as ad j Ω (C) = Ω, ad j−1 Ω (C) , j ≥ 1, and ad 0 Ω (C) = C. Comparing (2) and (4) leads to
, Ω(0) = 0.
By applying the inverse of the derivative of the matrix exponential we obtain a differential equation for Ω. In fact, when Ω(t) < π the operator dexp Ω(t) is invertible and has the convergent series representation
where β k denote the Bernoulli numbers. As a result we obtain an explicit differential equation for Ω(t) as
Equation (7) can be integrated by Picard iteration and this leads to the so-called Magnus expansion,
To derive numerical methods from the Magnus expansion we assume a constant time step size τ and thus the solution after one time step is
resulting in the numerical scheme
for a suitable approximation Ω n of Ω(t n + τ ). One way of deriving a formula for Ω n is to approximate the integrals in (8) by quadrature rules. In the following we will introduce the three traditional Magnus integrators that are used for the numerical experiments in Section 4.
Method 1 (M2). The first example is the simplest method, which is obtained by truncating the series (8) after the first term and approximating the integral by the midpoint rule. This yields Ω n (τ ) = τ A t n + τ 2
as an approximation of Ω(t n + τ ). The corresponding numerical scheme is the exponential midpoint rule
which is of order two.
Method 2 (M4). The second example is a scheme of order four. The Magnus series (8) is truncated after the second term and the integrals are approximated by the two-stage Gauss quadrature rule with weights b 1 = b 2 = 1 2 and nodes
where A 1 = A(t n + c 1 τ ) and A 2 = A(t n + c 2 τ ).
Method 3 (M6). As a third example, we consider the following scheme of order six:
where A i is an approximation of A (t n + c i τ ) for
As has been discussed in the introduction, the (nested) commutators arising in methods 2 and 3 can be expensive to compute. Thus, in addition, we consider commutator free Magnus methods (see [7] ). To achieve this our aim is to find an approximation of the form
with
Here A i = A(t n + c i τ ) again denotes the evaluation of the matrix A at a certain time. More precisely, the goal is to find Ω
by determining s, J and α ij for i = 1, . . . , s and j = 1, . . . , J. The matrix Ω n ≈ Ω(t n + τ ) is the matrix at time step n of an Sth order Magnus method given as in (10) . In the numerical experiments we will use the following numerical method that has been derived in [7] .
a commutator-free method of order 4 is given by
In Figure 1 we show the error as a function of the time step size. This, serves to check the order of the four methods discussed in this section and helps in validating our implementation. We also note that the Cf4 method requires two matrix exponentials but no commutator and is somewhat more accurate compared to the M4 method (which requires only a single matrix exponential but the computation of one-commutator). It is not viable to compute exp(Ω n ) and then apply it to the vector Y n . Furthermore, if Ω n is sparse, this is, in general, not the case for exp(Ω n ) and thus a significant penalty in terms of memory is implied. However, a number of approaches to efficiently compute the action of a matrix exponential have been developed in the literature. Probably the most prominent are Krylov subspace methods, interpolation at Chebyshev points, the truncated Taylor method, and interpolation at Leja points. For all of these methods the main cost to approximate Y n+1 are matrix-vector products.
In the numerical results presented in the next section we will exclusively use interpolation at Leja point (the method described in [11] ). This method is favorably compared to interpolation at Chebyshev points as the order of the interpolation polynomial can be chosen adaptively. In addition, it has been shown in [10] that interpolation at Leja points can be superior to using Krylov methods. In addition, in contrast to Krylov subspace methods, only few vectors have to be kept in memory. This reduces the memory footprint of the Leja interpolation which is especially helpful for the GPU implementation, where memory is a more scarce resource compared to traditional CPU systems.
The main idea of the Leja method is to approximate the exponential by an interpolation polynomial. The interpolation nodes ξ 0 , . . . , ξ m for a polynomial of degree m are chosen to be Leja points (see [11] , for a precise definition). The corresponding interpolation polynomial is expressed in Newton form and therefore the main cost of the algorithm is contained in a short term recurrence formula that performs matrix-vector products.
Let p m (A)v be the interpolation polynomial of degree m that approximates the action of the exponential of the matrix A applied to the vector v. Furthermore, we denote by d i := exp[ξ 0 , ξ 1 , . . . , ξ i ] the divided differences of order i. Then Leja interpolation has the form
and can be implemented by the following code fragment
The actual implementation is more involved. It makes sure that the backward error of the interpolation is below a user specified tolerance (up to the unit round-off). Furthermore, an early termination criterion is implemented to reduce the cost further. For more details we refer the reader to [11] .
It should be noted that the Leja method is not entirely matrix-free. In fact the matrix itself is required for estimating the necessary parameters of the interpolation (i.e. an estimate on the spectrum of the matrix). Nevertheless, we can think of these parameters as fixed and therefore the performance of the method breaks down to performing the above code fragment as fast as possible.
The speed of the numerical method is highly dependent on the underlying implementation of matrix-vector products (to compute the Leja interpolation) and matrix-matrix products (to compute the commutators). The Leja interpolation routines are implemented as part of the expleja project 1 in a generic fashion. That is, for all of the implementations the core Leja algorithm is the same. We use the preprocessor to switch out the calls to the matrix-vector and matrix-matrix product routines. Thus, the library is designed in such a way that it is easy to include your favorite library dealing with matrices, vectors, and most importantly the matrix-vector and matrixmatrix products.
In this paper we are concerned with traditional CPUs and GPUs as well as dense and sparse matrices. In the numerical experiments in the next section, we use the standard BLAS 2 and Intel Math Kernel Library (MKL) 3 [1] routines for dense matrices on the CPU, SuiteSparse 4 [12] and Intel MKL for spare matrices on the CPU, and the CUDA libraries cuBLAS and cuS-PARSE 5 [2, 3] for dense and sparse matrices, respectively, on the GPU.
The probably most widely used sparse matrix storage scheme is the compressed sparse row (CSR) format (see, for example, [3] ). This format can store arbitrary sparse matrices and is extensively used in a range of applications. In addition, the CSR format enjoys universal support from almost all sparse matrix libraries. It should be noted, however, that specific sparse matrix formats have been developed that allow for a more favorable memory access pattern and consequently improved performance on GPUs. However, as recent research [15, 16, 26] shows the potential improvement compared to a well implemented CSR algorithm is at best 60 %. In addition, the magnitude of improvement is highly problem dependent. Due to this and due to ubiquity of the CSR format we will make exclusive use of it in the present paper.
To allow a fair comparison and to enable other scientists to take advantage of our implementation the code is available via the expleja project.
Let us further note that in the case of the GPU implementation we make sure that we move data from the CPU to the GPU (or in the other direction) only if necessary. More specifically, we transfer all input data at the beginning of the computation, perform all the numerical computation on the GPU, and finally only the output data is transferred back to the CPU. Consequently, in all instances the data transfer from and to the GPU takes only a negligible amount of time.
The following hardware is used in all of the experiments CPU • 2× Intel Xeon E5-2630 CPU
• 4992 CUDA Cores
• 2× 12 GB RAM Before proceeding, it is instructive to discuss the performance characteristics of the two main ingredients in the Magnus integrator. Namely, the matrix-vector products required for the Leja interpolation and the matrixmatrix products required for assembling the matrix (the latter are only required for the Magnus integrators that involve commutators). Since the matrix is time dependent we have to assemble the matrix (and thus compute the commutators) in every time step. A straightforward complexity analysis leads us to conclude that the matrix-matrix products dominate the run time of the algorithm. In fact, this is consistent with what we will observe in the next section for the sequential version of the code. Since for traditional higher order Magnus integrators the number of required commutators can be quite large, research has been conducted in both reducing [8] and completely eliminating (commutator-free approach) [7] commutators from the numerical method.
However, this analysis is too simplistic to accurately reflect the performance of the numerical method in an actual implementation. The first point to make here is that potentially a large number of matrix-vector products are needed in each time step. This is in particular true for matrices with large eigenvalues in the left half of the complex plane (i.e. for stiff problems). This behavior alone is sufficient to make a purely theoretical analysis difficult. However, there is a second aspect that needs to be taken into account on modern computer hardware (both on multi-core CPUs and on GPUs). Namely, that the matrix-matrix products constitute a compute bound problem and thus can be parallelized very efficiently, while matrix-vector products are memory bound and are thus limited by the (much slower) memory bandwidth.
To be more specific let us consider the dense case. We have implemented a test case for both the matrix-vector as well as matrix-matrix products. The parallel implementation using Intel MKL on the CPU saturates with only 4 cores (although 16 are available on above mentioned system; a behavior that is characteristic for memory bound problems) achieving approximately 10 GFlop/s. This constitutes approximately 70 % of the theoretical memory bandwidth but only a small fraction of the GFlop/s that are available on that system. On the other hand, the parallel implementation of the matrix-matrix products using Intel MKL yields approximately 150 GFlop/s. Thus, while the computational complexity of the matrix-matrix products is far worse, in a parallel setting, the constants are potentially much smaller. To conclude this section let us note that essentially the same behavior occurs on the GPU and that we will revisit this issue again in the next section when we discuss the numerical results.
Numerical experiments
In the following discussion "host" refers to the CPU and "device" refers to the GPU. For the Intel MKL implementation on the CPU we tested various number of threads and used the configuration that gives the best perfor-mance. The time of the computation is measured by taking the difference of calling clock() before and after the time integration. The result is converted to seconds. For all of the experiments we compute a reference solution on the GPU with the method M6 and a fixed time step size of τ = 10 −5 . If not specified explicitly, the Leja method is used with a relative and absolute tolerance of 10 −10 and the early termination criterion is activated.
In order to illustrate the behavior of the considered Magnus integrators and their corresponding implementation we consider the Schrödinger equation
More specifically, we consider a Heisenberg model. This model is often used in quantum mechanics to describe the spins of a magnetic system. A spin describes a magnetic dipole, where the direction of the spin corresponds to the magnetic moment.
We investigate the performance for both sparse and dense matrices H(t). Physically, this corresponds to a short-range (sparse) and long-range (dense) interaction. We will refer to these situations as the local and non-local model, respectively. As each spin is described by a two dimensional (complex) vector the resulting Hamiltonian H(t) is described by a 2 n × 2 n complex matrix, where n corresponds to the amount of spins in the model. In the following, we use the notation N = 2 n .
We discuss the particular shape of the two models used in the corresponding examples. Both rely on the three Pauli matrices
Furthermore we define
for α ∈ {x, y, z}, where ⊗ denotes the tensor product. As initial value ψ 0 ∈ C 2 n , we use
where the entries ψ 5 0 to ψ N 0 are chosen randomly such that ψ i 0 ψ i+1 0 2 = 1 for i odd. The initial value is chosen such that the spins 1 and 2 are in a defined state (up and down, respectively). Due to the coupling with the other spins these two spins will leave this pure state and move into a neutral position. This behavior can be observed in the numerical experiments.
In all of our experiments we split up the matrix H(t) as H(t) = H 1 + h(t)H 2 where the matrices H 1 and H 2 are computed before the actual time integration on either the host or the device. In particular this means the matrix H(t) is formed on the device without transferring any data from the host. Furthermore, the commutators required for the various tested Magnus integrators are computed directly on the device as well.
Example 1 (Dense matrix case). For the dense case, we use a non-local Heisenberg model, where all spins are coupled. This results in a dense matrix. With the help of the Pauli matrices and σ α j , see (11) and (12), we state the non-local Heisenberg model
where J ij = 1 |i−j| , h(t) = sin(ωt). The initial value ψ 0 ∈ C 2 n is given by (13) . We note that the matrix H(t) consists of two time independent parts that are coupled by h(t). In particular we have H(t) = H 1 + h(t)H 2 , for
We exploit this structure in our implementation by assembling the matrices H 1 and H 2 before the actual time integration. This allows us to considerably reduce the computational cost.
In the experiments illustrated in Figures 2 and 3 we fix the time step size to τ = 10 −3 and vary the size of the matrices from N = 2 6 to N = 2 13 .
In the first experiment we take a look how the parallelization influences the method. In Figure 2 we can observe that for large enough matrices all methods benefit from GPU acceleration, compared to the single-core CPU implementation. Where exactly this benefit kicks in depends on the method. The speed-up is most significant for the methods M4 and M6 that need the computation of matrix commutators. In this case we can achieve a speedup of nearly one hundred compared to the single-core implementation. The same is true for the parallelization on CPUs where the speed advantage is already significant for small problems. With regard to the methods without commutators (M2 and Cf4) we only observe a maximal speed-up on the GPU of about 10, compared to the single core implementation. It should be noted, however, that in this case the parallelization on the CPUs does not result in as much gain in performance (compared to M4 and M6).
In Figure 3 we show how the four different methods compare on the same hardware. If we first focus on the single core implementation (top) we can see that M2 has the least computational cost. In fact the cost grows as O(N 2 ) which roughly corresponds to the cost of the matrix-vector products in the Leja interpolation. This is also the case for the Cf4 method, where no commutator is required but two matrix exponentials have to be computed. As a result the method needs more time per time step compared to M2 but has about the same growth rate. The methods M4 and M6 grow with order three, corresponding to the cost of the matrix-matrix products arising in the commutators.
By using 4 CPUs (middle) we can see that the cost of the methods move together. M2 and M4 need about the same, M6 slightly more and Cf4 turns out to be the most expensive method (per time step). In general, we observe a growth rate of about O(N 2 ) for all methods as the matrix-matrix products can be parallelized very efficiently.
If we move to the GPU (bottom) we observe that the growth for all methods is linear until about 2 10 where full capacity of the GPU is reached. After this we observe that the different methods start to behave similar as for the single CPU, but they are much faster.
In our final experiment we change the setup. This time we fix the matrix size to N = 2 12 , prescribe a certain tolerance, and compare the cost of each method, for each of the parallelization techniques, to achieve the specified tolerance. The matrix size is chosen such that a GPU parallelization makes sense. We note that in all cases the Leja method with the prescribed tolerance divided by 10 is used (that is, a more accurate approximation is used for the polynomial interpolation compared to the time integrator). The results can be found in Figure 4 . In the plot the line style corresponds to the methods, full for M2, dashed for M4, dotted for M6, and dash-dotted for Cf4. The marker shape (and the color) correspond to the different parallelization. A (blue) circle for single-core CPU, a (green) square for multi-core CPU, and a (orange) triangle for GPU implementation.
From this plot we can see that the GPU implementation is highly beneficial. For all methods the GPU achieves a speed-up of roughly 10 compared to the multi-core, and about 20 compared to the single-core implementation. Furthermore, we can observe that overall the Cf4 method is the most efficient method in terms of accuracy versus computation time. On the other hand it is clear that for high accuracy the M2 method is not favorable. This is due to the fact that this method is only second order accurate.
For the GPU implementation the methods M4, M6, and Cf4 are very close together, with a cost difference of about 3. For the two CPU implementations this is different. Here Cf4 is clearly the fastest and the difference to M4 and M6 is approximately a factor of 5 and 10 for the multi-and single-core CPU implementation, respectively.
An important point to make here is that the majority of the computational advantage of the Cf4 method for multi-core CPUs and GPUs is due to its increased accuracy (see Figure 1 ) and not due to any advantage in cost per time step. In fact, Figure 3 shows that almost all of the advantage in cost (which is clearly significant in the sequential case) is lost once we consider the multi-core CPU or GPU implementation.
Example 2 (Sparse matrix case). For the sparse case we use a local Heisenberg model. Here only neighboring spins are coupled and therefore the corresponding matrix is sparse. With the help of the Pauli matrices, see (11) and (12), we state the local Heisenberg model
where J x , J y , J z ∈ C, and h(t) = sin(ωt). The initial value is given in (13) .
For the numerical tests we chose J x = 1, J y = 2, and J z = 3. Again we note that the matrix H(t) consists of two time independent parts that are coupled by h(t). We split-up the equation in a similar fashion as for the dense model to save computational cost.
In the experiments illustrated by Figures 5, 6 , and 7 we fix the time step size to τ = 10 −3 and vary the size of the matrices from N = 2 6 to N = 2 14 .
In the first experiment, illustrated in Figure 5 , we take a look on how the parallelization influences the performance of the methods. Here the GPU implementation does not achieve as high speed-ups as we observed for the dense case. Only for the M6 method we can observe a significant gain for medium sized matrices. In this case we need to compute nested commutators for which the GPU acceleration is highly beneficial. In all other cases the GPU is only favorable once we employ 2 12 or more degrees of freedom. For small matrices the two CPU implementations are clearly more beneficial.
The second experiment, in Figure 6 , compares how the methods perform for each implementation. The M6 method is clearly outperformed by the three other methods, regardless of the implementation. We can see that for the single-and multi-core CPU implementation the growth rate roughly corresponds to the cost of the sparse matrix-matrix products. The GPU has a slightly lower growth rate but not as significant as for the dense case.
As a consistency check, we show that even though the parallelization of the sparse matrices is not as beneficial, compared to the dense case, overall sparse algorithms still pay off significantly. This can be clearly seen in Figure 7 . Note, however, that the difference between the two implementations is significantly smaller for the GPU implementation compared to both CPU implementations. Of course, a further advantage of the sparse algorithms are that they consume less memory and we are thus able to solve larger problems.
Finally, we compare the cost of each method, for each of the parallelization techniques, to achieve a specified tolerance. The matrix size is fixed to N = 2 12 . The results are shown in Figure 8 . We observe that in this situation the CPU implementation of the Cf4 method gives the best result overall. It is also interesting to note that the performance of Cf4 and M4 are very similar for the GPU implementation.
Conclusion
In this work we have investigated whether parallelization on GPUs is a viable option for Magnus integrators based on Leja interpolation. The numerical solutions have been computed in the context of the Schrödinger equation using a local and a non-local Heisenberg model. Implementing these algorithms on modern multi-core CPU and GPU systems shows that in the dense case the GPU implementation is able to achieve speed-ups of up to a factor of 10. In the sparse case only very large problems benefit from GPU acceleration and the achieved speed-ups are more modest.
From a numerical analysis point of view we observe that the commutatorfree fourth order method (Cf4) is usually the best choice. Although for both multi-core CPUs and GPUs the traditional fourth order exponential integrator (M4) is usually quite competitive. This is in stark contrast to the sequential case, where M4 is significantly slower compared to the Cf4 method. This behavior is due to the fact that the matrix-matrix products required to compute the commutators can be more efficiently parallelized. In fact, the per time step cost of the Cf4 is even larger compared to M4. This has important implications for future research in constructing more efficient Magnus type integrators, as modern hardware calls into question the design philosophy of eliminating matrix-matrix products at all costs (at least this is true for the problem sizes currently accessible on a workstation). 
