In this article, we study the following -fractional Laplacian equation:
Introduction
The aim of this article is to study the existence and multiplicity of non-negative solutions of the following equation, which is driven by the non-local operator L as Here Ω is a bounded domain in ℝ with smooth boundary, > , ≥ 2, ∈ (0, 1), > 0 and : Ω → ℝ is a sign-changing continuous function.
In particular, if ( ) = | | −( + ) , then L becomes a -fractional Laplacian operator and is denoted by (−Δ) .
Recently a lot of attention has been given to the study of fractional and non-local operators of elliptic type due to concrete real world applications in nance, thin obstacle problem, optimization, quasi-geostrophic ow etc. The Dirichlet boundary value problem in case of fractional Laplacian with polynomial type nonlinearity using variational methods has been studied in [10, [16] [17] [18] [19] 26] recently. Also existence and multiplicity results for non-local operators with convex-concave type nonlinearity are shown in [20] . In case of square root of Laplacian, existence and multiplicity results for sublinear and superlinear type of nonlinearity with signchanging weight function are studied in [26] . The author of [26] used the idea of Ca arelli and Silvestre [11] , which gives a formulation of the fractional Laplacian through Dirichlet-Neumann maps. For recent works on variational methods for non-local problems, we refer to [6, 7] . Recently the eigenvalue problem related to -fractional Laplacian has been studied in [14, 15] . For = 1, a lot of work has been done for multiplicity of positive solutions of semilinear elliptic problems with positive nonlinearities [1, 4, 5, 21] . Moreover, multiplicity results with polynomial type nonlinearity with sign-changing weight functions using Nehari manifold and bering map analysis have been also studied in many papers (see [2, 3, 8, 13, [21] [22] [23] [24] [25] ). In this work we use bering map analysis and Nehari manifold approach to solve problem (1.1). The approach is not new but the results that we obtained are new. Our work is motivated by the work of Servadei and Valdinoci [16] , Brown and Zhang [9] and Afrouzi, Mahdavi and Naghizadeh [2] .
First we de ne the space 0 = | : ℝ → ℝ is measurable, | Ω ∈ (Ω), ( ( ) − ( )) ( − ) ∈ ( ), = 0 on ℝ \ Ω , where = ℝ 2 \ (CΩ × CΩ). In the next section, we study the properties of 0 in detail.
De nition 1.1.
A function ∈ 0 is a weak solution of (1.1) if satis es
for all ∈ 0 .
We de ne the Euler function : 0 → ℝ associated to problem (1.1) as
Then is Fréchet di erentiable in 0 and which shows that the weak solutions of (1.1) are exactly the critical points of the functional . In order to state our main result, we introduce some notations. The Nehari manifold N is de ned by N = ∈ 0 : | ( ) − ( )| ( − ) − Ω | | − Ω ( )| | = 0 , and N − , N + and N 0 are subsets of N corresponding to local minima, local maxima and points of in ection of the ber maps → ( ) respectively. For more details, we refer to Section 2. Now we state the main result.
In the -sublinear case (1 < < ), we rst study the existence result for problem (1.1) with < 1 and the asymptotic behavior of these solutions as → − 1 . We have the following theorem. Theorem 1.2. For every < 1 , problem (1.1) possesses at least one non-negative solution which is a minimizer for on N + . Moreover, if ∫ Ω ( ) 1 > 0, then the following hold:
and is a minimizer of on N + , then lim →∞ ‖ ‖ = +∞. Now, we state the multiplicity results for > 1 and the asymptotic behavior for these solutions as → + 1 .
Then there exists some 1 > 0 such that problem (1.1) has at least two non-negative solutions whenever 1 < < 1 + 1 , the two solutions are minimizers of ( ) on N + and N − respectively. Moreover, we have:
and is a minimizer of on N − , then lim →∞ ‖ ‖ = +∞.
Next, we study the -superlinear case ( < < * ), in which we rst study the existence result for problem (1.1) with < 1 and the asymptotic behavior of these solutions as → − 1 . We have the following theorem. Theorem 1.4. For every < 1 , problem (1.1) possesses at least one non-negative solution which is a minimizer for on N − . Moreover, if ∫ Ω ( ) 1 > 0, then the following hold:
and is a minimizer of on N − , then lim →∞ = 0.
Next, we state the multiplicity result for > 1 and the asymptotic behavior for these solutions as → + 1 .
Then there exists some 1 > 0 such that problem (1.1) has at least two non-negative solutions whenever 1 < < 1 + 1 . The two solutions are minimizers of ( ) on N + and N − respectively. Moreover, let be minimizer of on N + with → + 1 . Then the following hold:
We should remark that the assumption ∫ Ω ( ) 1 < 0 is necessary for obtaining the existence result for problem (1.1). In fact, the following theorem shows that we cannot get a non-trivial solution by looking for a minimizer of on N − when ∫ Ω ( ) 1 > 0.
The paper is organized as follows: In Section 2, we give some preliminary results. In Section 3, we study the behavior of Nehari manifold using bering map analysis for (1.1). Section 4 covers the existence of non-trivial solutions in N + and N − and non-existence results in the -sublinear case. Section 5 covers the existence and non-existence of solutions in the -superlinear case. We shall throughout use the following notations: The norm on 0 and (Ω) are denoted by ‖ ⋅ ‖ and ‖ ‖ respectively. The weak convergence is denoted by ⇀ and → denotes the strong convergence. We also de ne + = max( , 0) and − = max (− , 0). Here the abbreviation a.e. stands for almost everywhere.
Functional analytic settings
In this section, we rst de ne the function space and prove some properties which are useful to nd the solution of problem (1.1). For this, we de ne , (Ω), the usual fractional Sobolev space
To study the fractional Sobolev space in detail we refer to [12] . Due to the non-localness of the operator L we de ne the linear space
where = ℝ 2 \ (CΩ × CΩ) and CΩ := ℝ \ Ω. In case of = 2, the space was rstly introduced by Servadei and Valdinoci [16] . The space is a normed linear space endowed with the norm
Then we de ne 0 = { ∈ : = 0 a.e. in ℝ \ Ω} with the norm
to be a re exive Banach space. We notice that, even in the model case in which ( ) = | | + , the norms in (2.1) and (2.2) are not the same because Ω × Ω is strictly contained in . Now we prove some properties of the spaces and 0 . The proofs of these are easy to extend as in [16] but, for completeness, we give the details. (2) If ∈ 0 , then ∈ , (ℝ ) and, moreover,
In both cases ( ) = max{1, −1/ }, where is given in (b).
Thus,
as required. . Then there exists a positive constant depending on and such that, for every ∈ 0 , we have
where * = ( − ) −1 is the fractional critical Sobolev exponent.
Proof. Let ∈ 0 . By Lemma 2.1, ∈ , (ℝ ). Also we know that , (ℝ ) → * (ℝ ) (see [12] ). Then we have
and hence the result holds. . Then there exists some > 1 depending only on , , , and Ω such that, for any ∈ 0 ,
that is
is a norm on 0 and equivalent to the norm on .
Proof. Clearly,
Now by Lemma 2.2 and (b), we get
where > 1 as required. Now we show that (2.4) is a norm on 0 . For this, we need only to show that if ‖ ‖ = 0, then = 0 a.e. in ℝ as other properties of norm are obvious. Indeed, if ‖ ‖ = 0, then
which implies that ( ) = ( ) a.e. in . Therefore, is constant in and hence = ∈ ℝ a.e. in ℝ . Also by de nition of 0 , we have = 0 on ℝ \ Ω. Thus = 0 a.e. in ℝ . , there exists some ∈ (Ω) such that, up to a subsequence, → strongly in (Ω) as → ∞ for any ∈ [1, * ). Since = 0 on ℝ \ Ω, we can de ne := 0 in ℝ \ Ω. Then we get → in (ℝ ).
Nehari manifold and bering map analysis
In this section, we introduce the Nehari manifold and exploit the relationship between Nehari manifold and bering map. The Euler functional : 0 → ℝ is de ned as
If is bounded below on 0 , then minimizers of on 0 become the critical point of . Here is not bounded below on 0 but is bounded below on an appropriate subset of 0 and the minimizer on this set (if it exists) gives rise to solutions of problem (1.1). Therefore in order to obtain the existence results, we introduce the Nehari manifold
where ⟨ ⋅ , ⋅ ⟩ denotes the duality between 0 and its dual space. Thus ∈ N if and only if
We note that N contains every solution of (1.1). As we know the Nehari manifold is closely related to the behavior of the function : ℝ + → ℝ de ned as ( ) = ( ). Such maps are called ber maps and were introduced by Drabek and Pohozaev in [13] . For ∈ 0 , we have
It is easy to see that ∈ N if and only if ὔ ( ) = 0 and in particular, ∈ N if and only if ὔ (1) = 0. Thus it is natural to split N into three parts corresponding to local minima, local maxima and points of in ection. For this, we set
We also observe that, if ∈ N , then
Now we describe the behavior of the bering map according to the sign of
We de ne ± := ∈ 0 : ‖ ‖ = 1, ( ) ≷ 0 , ± := ∈ 0 : ‖ ‖ = 1, ( ) ≷ 0 , 0 := ∈ 0 : ‖ ‖ = 1, ( ) = 0 , 0 := ∈ 0 : ‖ ‖ = 1, ( ) = 0 .
Case 1: ∈ − ∩ + . In this case (0) = 0, ὔ ( ) < 0 for all > 0 which means that is strictly decreasing and so it has no critical point.
Case 2: ∈ + ∩ − . In this case (0) = 0, ὔ ( ) > 0 for all > 0 which implies that is strictly increasing and hence no critical point.
The other cases depend on as the behavior of changes according to 1 < < or < < * . Case 3:
Thus has exactly one critical point ( ), which is a global minimum point. Hence ( ) ∈ N + . In the -superlinear case ( < < * ) we have (0) = 0, ( ) > 0 for small > 0 (since ∈ + ∩ + ), ( ) → −∞ as → ∞, and ὔ ( ) = 0 when
This implies that has exactly one critical point ( ), which is a global maximum point. Hence ( ) ∈ N − . Case 4: ∈ − ∩ − . In the -sublinear case we have (0) = 0, ( ) > 0 for small > 0 (since ∈ − ∩ − ), ( ) → −∞ as → ∞, and ὔ ( ) = 0 when
This implies that has exactly one critical point ( ), which is a global maximum point. Hence ( ) ∈ N − . In the -superlinear case we have (0) = 0, ( ) < 0 for small > 0 (since ∈ − ∩ − ), ( ) → +∞ as → ∞ and ὔ ( ) = 0, when
Thus has exactly one critical point ( ), which is a global minimum point. Hence ( ) ∈ N + .
The following lemma shows that the minimizers for on N are often critical points of .
Let be a local minimizer for on any of above subsets of N such that ∉ N 0 . Then is a critical point for .
Proof. Since is a minimizer for under the constraint ( ) := ⟨ ὔ ( ), ⟩ = 0, by the theory of Lagrange multipliers, there exists some ∈ ℝ such that ὔ ( ) = ὔ ( ). Thus ⟨ ὔ ( ), ⟩ = ⟨ ὔ ( ), ⟩ = ὔὔ (1) = 0, but ∉ N 0 and so ὔὔ (1) ̸ = 0. Hence = 0 completes the proof.
Let 1 be the smallest eigenvalue of −L which is characterized as
Let 1 denote the eigenfunction corresponding to the eigenvalue 1 . That is
Moreover, in [14] it is proved that 1 is simple. We distinguish the -sublinear and -superlinear case respectively. In the following section we rst study the -sublinear case.
-sublinear case (1 < < )
In this section, we give detailed proofs of Theorem 1.2 and 1.3. Using (3.2) we have
Hence is bounded below on 0 , when < 1 . When > 1 , it is easy to see that
Therefore is not bounded below on 0 . But we show that it is bounded below on some subset of N .
Also in this case (1 < < ) it is not di cult to see from the de nition of N ± and N 0 that
On N ,
Then we note that ( ) changes sign in N but this is true only if both N + and N − are non-empty. We have ( ) > 0 on N − and ( ) < 0 on N + . When 0 < < 1 , then
This implies that + = { ∈ 0 : ‖ ‖ = 1}, − and 0 are empty sets. Thus N − = = N 0 and N = N + ∪ {0}.
If > 1 , then
and so 1 ∈ − . Hence, for = 1 , we have − = and 0 = { 1 }. Moreover, when > 1 , − is non-empty and gets bigger as increases. Now we discuss the vital role played by the condition − ⊂ − to determine the nature of a Nehari manifold. In view of the above discussion, this condition is always satis ed when < 1 and may or may not be satis ed when > 1 .
Theorem 4.1. Suppose there exists some 0 such that for all < 0 , − ⊂ − . Then for all < 0 , we have the following statements:
Proof. (1) Suppose 0 ⊆ − is not true. Then there exists some ∈ 0 such that ̸ ∈ − . If we take some such that < < 0 , then ∈ − and so − ̸ ⊆ − , which gives a contradiction. Thus 0 ⊆ − and so 0 ∩ 0 = .
Then we may assume that, up to a subsequence, ⇀ 0 weakly in 0 and so → 0 strongly in (Ω) for every 1 ≤ < * . Also ∫ Ω | | > 0 as ∈ N + and so ∫ Ω | 0 | ≥ 0. Since ∈ N , we have
So 0 ∈ 0 ⊆ − by (1), which is again a contradiction as ∫ Ω | 0 | ≥ 0. Hence N + is bounded.
(3) Suppose that we have 0 ∈ N − . Then there exists a sequence { } ⊆ N − such that lim →∞ = 0 in 0 . Let = ‖ ‖ −1 . Then up to a subsequence, ⇀ 0 weakly in 0 and → 0 strongly in (Ω). As ∈ N − , we have
Since the left hand side is bounded, it follows that
Now suppose that → 0 strongly in 0 . Then ‖ 0 ‖ = 1 and so 0 ∈ 0 . Moreover,
which implies that 0 ∈ 0 or − . Hence 0 ∈ − , which is a contradiction. Hence we must have
If both integrals are equal to zero, then ‖ ‖ −1 ∈ 0 ∩ 0 , which gives a contradiction to (1) . Hence both integrals must be negative, so ∈ N − . Thus N − is closed. Thus ‖ ‖ −1 ∈ 0 ∩ 0 , which is a contradiction and hence the result.
Lemma 4.2.
Suppose there exists some 0 such that for all < 0 , − ⊂ − . Then for all < 0 , we have:
is bounded below on N − and, moreover, inf ∈N − ( ) > 0 provided N − is non-empty.
Proof. (i) It follows from the fact that N + is bounded. As is bounded in 0 , we may assume that, up to a subsequence still denoted by , ⇀ 0 weakly in 0 and → 0 strongly in (Ω). Then ∫ Ω ( )| 0 | = 0. If → 0 strongly in 0 , then we have ‖ 0 ‖ = 1 and
In both cases, also 0 ‖ 0 ‖ −1 ∈ 0 , which is a contradiction. Hence inf ∈N − ( ) > 0. Since N + is bounded, we may assume that, up to a subsequence still denoted by { }, ⇀ 0 weakly in 0 and → 0 strongly in (Ω). Since
and so 0 ̸ ≡ 0 a.e. in ℝ and 0 ‖ 0 ‖ −1 ∈ + . Also by Theorem 4.1, 0 ‖ 0 ‖ −1 ∈ + . Thus by the bering map analysis, 0 has a unique minimum at
and so ( 0 ) > 1. Hence
which is a contradiction. Thus we must have → 0 in 0 , 0 ∈ N and 0 ∈ N + . If 0 ∈ N 0 , then
This implies that 0 ̸ ≡ 0 ∈ 0 ∩ 0 , a contradiction as − ∩ 0 = , which is proved in Since { } is bounded, we may assume that ⇀ 0 weakly in 0 and → 0 strongly in (Ω) so that ∫ Ω ( )| 0 | = 0. If → 0 strongly in 0 , then it is easy to see that 0 ∈ 0 ∩ 0 which gives a contradiction by Theorem 4.1 (1) . Hence ̸ → 0 in 0 and so
Hence 0 ̸ ≡ 0 and 0 ‖ 0 ‖ −1 ∈ − ∩ 0 , which is again a contradiction. Thus is bounded. So we may assume that, up to a subsequence, ⇀ 0 weakly in 0 and → 0 strongly in (Ω). Suppose
Moreover, ( 0 ) ⇀ ( 0 ) 0 weakly in 0 but ( 0 ) ̸ → ( 0 ) 0 strongly in 0 and so
Since the map → ( ) attains its maximum at = 1, we have
Hence ( ( 0 ) 0 ) < inf ∈N − ( ), which is impossible. Thus → 0 strongly in 0 , and it follows easily that 0 is a minimizer for on N − .
In order to prove the existence of non-negative solutions, we rst de ne Moreover, + ( ) satis es all the above lemmas and theorems. So for ∈ (0, 0 ), there exist two non-trivial critical points ∈ N + and ∈ N − , respectively. Now we claim that is non-negative in ℝ . Take = − ∈ 0 (see [17, Lemma 12] in case of = 2) in (4.1), where − = max(− , 0). Then
Thus ‖ − ‖ = 0 and hence = + . So by taking = and = respectively, we get the non-negative solutions of (1.1).
Next we study the asymptotic behavior of the minimizers on N + as → − 1 .
Proof. Clearly we have 1 ∈ + ∩ + for all < 1 and hence ( 1 ) 1 ∈ N + . Now
Hence the result. Now we discuss the -sublinear problem with > + 1 and ∫ Ω ( ) 1 < 0. In this case the hypotheses of Theorem 4.1 hold some way to the right of = 1 . More precisely, we have
Proof. We will prove this by contradiction. Since { } is bounded, we may assume that ⇀ 0 weakly in 0 and that → 0 strongly in (Ω) for 1 ≤ < ( − ) −1 . We show that → 0 strongly in 0 . Suppose this is not true. Then
which is impossible. Hence → 0 strongly in 0 and so ‖ 0 ‖ = 1. It follows that
But (i) implies that 0 = 1 and then from (ii) we get a contradiction as ∫ Ω ( ) 1 < 0. < 0. Then we have:
Hence inf ∈N − ( ) → +∞ as → + 1 . This proofs (i). Statement (ii) is a direct consequence of (i). We may choose ℎ ∈ 0 with arbitrary small ∞ norm but ‖ℎ‖ is arbitrary large. Thus we may choose ℎ so that Let = ( + ℎ)‖ + ℎ‖ −1 . Then we claim that ∈ + . In fact we have
Moreover, we have 0 ∈ − and 1 ∈ + . Let ( ) = ‖ ‖ − ∫ Ω | | for 0 ≤ ≤ 1. Then : [0, 1] → ℝ is a continuous function such that (0) < 0 and (1) > 0 and so it is easy to see that, for any given > 0, there exists some such that has required properties. Also using the same calculation as in Lemma 4.8, we have
Hence is unbounded below on N . Proof. By Lemma 4.10, it is su cient to show that − ∩ + ̸ = . If (i) holds, then 1 ∈ − ∩ + ; and if (ii) holds, then ∈ − ∩ + .
-superlinear case ( < < * )
In this section we give the proofs of Theorems 1.4, 1.5 and 1.6. At the end of this section, we also show the non-existence results. We note that, for < < * , it is not di cult to see that 
Thus ( ) ≥ 0 whenever ∈ N − . Hence is bounded below by 0 on N − . Next, we show that inf ∈N − ( ) > 0. Suppose ∈ N − . Then = ‖ ‖ −1 ∈ + ∩ + and = ( ) , where
where = sup ∈Ω ( ) and is a Sobolev embedding constant. Hence
and hence the result follows.
(ii) Let { } ⊆ N − be a minimizing sequence for , i.e. lim →∞ ( ) = inf ∈N − ( ) > 0. As
so { } is a bounded sequence in 0 . Thus we may assume that, up to a subsequence still denoted by { }, ⇀ 0 weakly in 0 and → 0 in (Ω) and (Ω). Now
It follows that 0 ̸ ≡ 0 a.e. in ℝ . We also have
Thus
Also by the bering map analysis, 0 has a unique maximum at ( 0 ) such that ( 0 ) 0 ∈ N − and ( 0 ) < 1. As ∈ N − , the map attains its maximum at = 1. Hence
which is a contradiction. Hence we must have → 0 in 0 . Thus 0 ∈ N − and
Since ∫ Ω | 0 | > 0, we have 0 ̸ ∈ N 0 . So 0 is a critical point of .
and is a minimizer of on N − , then lim →∞ = 0
Proof. (i) Without loss of generality, we may assume that ‖ 1 ‖ = 1. Since ∫ Ω ( ) 1 > 0 and
we have 1 ∈ + ∩ + for all < 1 and hence ( 1 ) 1 ∈ N − , where
We rst show that { } is bounded. Suppose not. Then we may assume that ‖ ‖ → ∞ as → ∞. Let = ‖ ‖ −1 . Then we may assume that ⇀ 0 weakly in 0 and → 0 strongly in (Ω) for every 1 ≤ < * . Since ∈ N , we have Suppose ̸ → 0 strongly in 0 . Then
which is impossible. Hence → 0 in 0 . Thus we must have
and so 0 = 1 for some . Since ∫ Ω ( )| 0 | = 0, it follows that = 0. Thus 0 = 0, which is again impossible as ‖ 0 ‖ = 1. Hence { } is bounded. So we assume that ⇀ 0 weakly in 0 . Thus by using the same argument, we can get that → 0 and 0 = 0. Hence the proof is complete. 
. Case > 1
In this case ( > 1 ) we have
and so 1 ∈ − . Hence if ∫ Ω ( )| 1 | < 0, then 1 ∈ − ∩ − and so N + is non-empty. For = 1 , we have − = and 0 = { 1 }.
If > 1 and 1 ∈ − , then it follows that − ∩ + is empty. We show that this is an important condition for establishing the existence of minimizers. Proof. This can be proved in a similar way as in Lemma 4.6.
Theorem 5.4. Suppose − ∩ + = . Then we have the following statements:
(1) N 0 = {0}.
(2) 0 ̸ ∈ N − and N − is closed. (4) N + is bounded. (1) and (2), we have 
We now show that → 0 strongly in 0 . Suppose ̸ → 0 strongly in 0 . Then from (5.1),
Thus 0 ‖ 0 ‖ −1 ∈ − ∩ + , which is a contradiction. Hence → 0 in 0 . Therefore ‖ 0 ‖ = 1. From this and equation (5.2) we obtain 0 ∈ − ∩ + , which is again a contradiction. Hence N + is bounded.
Next we show that is bounded below on N + and bounded away from zero on N − . Moreover, for < 0 , achieves its minimizers on N + and N − provided N − is non-empty. We also note that ( ) changes sign in N . We have ( ) > 0 on N − and ( ) < 0 on N + . Theorem 5.5. Suppose − ∩ + = , Then, we have the following statements: (i) Every minimizing sequence of ( ) on N − is bounded.
We claim that { } is a bounded sequence. Suppose this is not true, i.e. ‖ ‖ → ∞ as → ∞. Let = ‖ ‖ −1 . Then ⇀ 0 weakly in 0 and → 0 strongly in (Ω). Also
Since ‖ ‖ → +∞, it follows that ∫ Ω ( )| | → 0 as → ∞ and so Ω ( )| 0 | = 0.
Next, suppose ̸ → 0 in 0 and so
Thus 0 ̸ = 0 and 0 ‖ 0 ‖ −1 ∈ − ∩ + which is impossible. Hence → 0 strongly in 0 . It follows that ‖ 0 ‖ = 1 and
Then let { } be a minimizing sequence such that ( ) → 0. By (i), { } is bounded. Thus we may assume that ⇀ 0 weakly in 0 and
It then follows exactly as in the proof of (i) that 0 ‖ 0 ‖ −1 ∈ 0 ∩ 0 which is impossible as − ∩ + = .
(iii) Let { } be a minimizing sequence. Then
Also by (i), { } is bounded. Therefore, we may assume that ⇀ 0 weakly in 0 and → 0 strongly in . Then ∫ Ω ( )| 0 | > 0. Since − ∩ + = , it follows that + ⊆ + and so
Hence 0 ‖ 0 ‖ −1 ∈ + ∩ + . Therefore there exists some ( 0 ) such that ( 0 ) 0 ∈ N − , where
We now show that → 0 strongly in 0 . Suppose not. Then
and so ( 0 ) < 1. Since ( 0 ) ⇀ ( 0 ) 0 weakly in 0 but ( 0 ) ̸ → ( 0 ) 0 strongly in 0 , it follows that
which is impossible. Thus → 0 strongly in 0 , and it follows easily that 0 is a minimizer for on N − . Proof. Since − ∩ + = , − ∩ − ̸ = and so N + must be non-empty. Also by Theorem 5.4, we have that N + is bounded so there exists an > 0 such that ‖ ‖ ≤ for all ∈ N + . Hence by using the Sobolev inequality, we have
where = inf ∈Ω ( ). Thus is bounded below on N + and so inf ∈N + ( ) exists. Moreover, inf ∈N + ( ) < 0.
Suppose that { } is a minimizing sequence on N + . Then
Since N + is bounded, we may assume that ⇀ 0 weakly in 0 and → 0 in (Ω) and (Ω).
Then
Hence 0 ‖ 0 ‖ −1 ∈ − ∩ − and so there exists some ( 0 ) such that ( 0 ) 0 ∈ N + . Suppose ̸ → 0 . Then
But this leads to a contradiction as
Thus we must have → 0 in 0 , and so Since ∫ Ω | 0 | < 0, 0 ̸ ∈ N 0 and so 0 is a critical point of .
Theorem 5.7. Suppose ∫ Ω ( ) 1 < 0. Then there exists some 1 > 0 such that, for 1 < ≤ 1 + 1 , there exist minimizers and of on N + and N − respectively.
Proof. Clearly 1 ∈ − and so − is non-empty whenever ≥ 1 . By Lemma 5.3, the hypotheses of Theorems 5.5 and 5.6 are satis ed with 0 = 1 + 1 and hence the result follows.
By considering + as in the -sublinear case, we get non-negative solutions in the similar way. Finally, in this section we investigate the behavior of N + as → + 1 Theorem 5.8. Suppose ∫ Ω ( ) 1 < 0 and ∈ N + for = where → + 1 . As → ∞ we have:
Proof. (i) As N + is bounded, we may suppose that ⇀ 0 weakly in 0 and → 0 in (Ω). Also and so 0 = 1 for some . But as ∫ Ω ( ) 1 < 0, we obtain = 0. Thus → 0 in 0 . (ii) Let = ‖ ‖ −1 . Then we may assume that ⇀ 0 weakly in 0 and → 0 in (Ω). Clearly
Since ‖ ‖ → 0 as → ∞, we have
We claim that → 0 strongly in 0 . Suppose not. Then
which gives a contradiction. Hence → 0 strongly in 0 and so ‖ 0 ‖ = 1 and
Thus 0 = 1 and hence the result.
Proof of Theorem 1.5. It follows from Theorem 5.7 and 5.8.
At the end, we study non-existence results in -superlinear case. For this, if ∫ Ω ( ) 1 > 0, then 1 ∈ − ∩ + whenever > 1 . One can easily show in a similar way as in Lemma 5.3 that there exists some > 0 such that − ⊂ + whenever 1 ≤ < + , i.e. − ∩ − = and so N + is empty. On the other hand N − is non-empty but we have the following result. Hence inf ∈N − ( ) = 0.
