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ABSTRACT 
The purpose of this thesis is to examine a number of problems in 
linear elasticity and fluid dynamics, of particular relevance to 
colloid and interface science, but with applications also in 
engineering and biophysics. 
Despite the apparent complexity of some of the problems, which 
precludes the possibility of elegant closed-form solutions, it is 
found that the techniques of classical analysis may be used to expose 
the underlying physics and to obtain useful approximations or solution 
algorithms. 
Part A of the thesis (Chapters 1 to 5) is centred on a cla~s of 
non-classical boundary value problems in linear elasticity theory, 
which generalize classical contact mechanics to deformable solids with 
surface interactions dependent on surface deformations. Chapter 1 
establishes the need for a generalization of the classical contact 
theory of Hertz, while in Chapter 2 the mathematics and physics of 
classical contact mechanics is reviewed, with particular emphasis on 
the interrelationship between integral transform and Green function 
solutions of elastostatic problems . 
In Chapter 3, a new contact theory ("soft" contact theory) is 
developed, in which the concepts of surface interactions (mediated by 
a distance-dependent force law) and elastic stresses are reconciled. 
Applications of the general theory in experimental colloid science, 
and contact of rough solids are considered. The more complicated non-
classical contact problem of elastohydrodynamic squeeze films is 
analysed in Chapter 4 and an interesting bifurcation phenomenon is 
encountered. Insights gained from Chapters 2 to 4 are the point of 
departure of a critical analysis of theories of surface energy and the 
contact of elastic solids (Chapter 5), which concludes part A. 
Part B (Chapter 6) is devoted to the problem of translational 
diffusion of particles confined to biological membranes. Techniques 
of potential theory lead to an evaluation of the Stokes drag force for 
vii 
the canonical problem of a translating cylinder. Some mathematical 
material, common to both parts A and B, is relegated to the three 
appendices. 
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NOTES ON THE TEXT 
(i) References are given at the end of each chapter and appendix. 
(ii) Each chapter is divided into sections and within each section, 
equations are numbered consecutively. In the notation (l . m. n), 
l is the chapter in which an equation occurs, m the section and 
n the subsection. Within a single chapter, the shorter notation 
(m. n) is used, while equations within the same section are 
referred to by a single number (n). The notation (Al. m. n) is 
used for equations in appendices, and is abbreviated to (m. 11) or 
(n) a~ appropriate. 
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P A R T A 
CHAPTER 1 
CLASSICAL AND NON-CLASSICAL CONTACT MECHANICS 
1.1 CLASSICAL CONTACT MECHANICS 
The foundations of classical contact mechanics were laid by Hertz 
(1881]. Hertz's theory of contact predicts that when two elastic 
bodies are pressed together, contact occurs over an elliptical region 
which may be described by the inequality 
on introducing suitable cartesian coordinates (x,y) . The semi-axes 
a,b are determined by the total applied load preventing the bodies 
from springing apart while the distribution of pressure P over the 
contact region is given by the equation 
P(x,y) 
(1) 
(2) 
This result is valid so long as the contact is frictionless and the 
bodies have smooth, continuous surfaces with principal radii of 
curvature very much larger than the dimensions of the contact region 
[Landau and Lifshitz 1970]. 
Two particular cases of Hertz's theory will be required for 
frequent reference in subsequent chapters. The first is the contact 
of two spheres, for which it is evident from symmetry that the contact 
region is a circle (of radius a, say) . It follows from equation (2) 
that 
2 
P(P) 0 s p s a • (3) 
In equation (3), W denotes the total applied load and p is the 
distance from the centre of the contact circle . The second case of 
interest is the contact of two long cylinders with parallel axes . In 
this case, contact occurs over a region of width 2i, say, and the 
pressure distribution takes the form 
P(y) - i $ y $ i . (4) 
The coordinate y is measured from the middle of the contact region and 
W/L denotes the total applied load per unit length. 
Equations (3) and (4) will be derived in Chapter 2 (as examples 
of the use of more generally applicable mathematical tools), together 
with their accompanying results: 
a (wDR) 1/3 (5) 
and 
(6) 
Here Risa composite radius of curvature and Va composite elastic 
modulus, defined in terms of the radii of curvature of the spheres or 
cylinders (R 1 ,R2 ), Young ' s modulii (E 1 ,E 2 ) and Poisson's ratios 
R ( 7) 
(8) 
In this chapter, it suffices to consider the case of spheres in 
contact, for which Hertz ' s theory predicts that the central pressure 
is given by 1 . 5 times the mean pressure, i.e. 
P(O) 3W 
2Tia 2 • 
(9) 
3 
The physical assumptions underlying Hertz's theory will be 
discussed in detail in Chapter 2. However, the principal ideas (apart 
from a few essentially geometrical approximations) may be described 
briefly as follows (see Fig. 1.1): Inside the region of contact, A 
(say), the surface deformations are constrained by geometry , i . e . the 
sum of the normal displacements of the surfaces must be such that 
there is zero separation between the surfaces. There is, however, no 
a priori constraint in the pressure P which may assume any 
distribution necessary to obtain equilibrium . Outside of A, the 
pressure is taken to be zero, but the surface shape is essentially 
unconstrained. 
P=O P=? P=O 
~---~~ 
A 
Figure 1.1: Schematic contact of two elastic solids: 
position of surfaces in distorted state, 
position of the surface of one body in the absence of the 
other . 
Inside the contact region A, the surface deformations are 
constrained geome trically . Outside A, the pressure is zero. 
The state of the art in classical contact mechanics has been 
reviewed by Kalker [1975]. Recent research has centred on extensions 
4 
of contact mechanics motivated by mechanical engineering 
considerations, such as rolling and sliding contact, contact with 
frictional effects included in the model, and contact of plastically 
deformable bodies. None of these developments moves away from the 
basic idea, illustrated in Fig. 1.1, that the interacting bodies 
contact over a finite area A and are non-interacting over all other 
regions of their surfaces. In this thesis, non-classical contact 
problems will be regarded as problems of interacting solids in which 
either (i) there is no geometrically well defined contact region (i.e. 
the bodies in question do not touch), or (ii) there is a well defined 
contact circle, but the surfaces experience an additional interaction 
outside the contact area . An example of a non-classical contact 
problem will be discussed in section 2 to illustrate the need for a 
study of non-classical contact mechanics and to indicate the kinds of 
questions which are most in need of answers in this field. 
1.2 A NON-CLASSICAL CONTACT PROBLEM 
A prototype for the class of non-classical contact problems 
considered in the present thesis may be drawn from experimental 
colloid science [Hughes and White 1979a, 1980]. The importance of 
electrostatic and van der Waals forces in determining the properties 
of colloidal systems, thin films and the adhesion of macroscopic 
surfaces has long been accepted. Numerous i ndirect measurements of 
these forces have been made by interpreting the data generated by an 
experiment in the light of some theory, for example the stability of 
colloidal dispersions [Overbeek 1977], the spreading of one liquid on 
another [Hauxwell and Ottewill 1970] and the thickness of soap films 
as a function of temperature and electrolyte concentration [Napper and 
5 
Hunter 1975] . These experiments, by their very nature, do not measure 
the relatively short r ange forces of interes t, but r ather yield values 
of the forces dependent on the model of the system . The model of the 
system remains essentially untestable. This unsatisfactor y state of 
affairs, so far as the acquisition of data on the forces is concerned, 
can be remedied only by the design of experiments which require little 
or no use of a model to infer the forces from experimental data . In 
the words of Tabor [1977] "the more direct the experiment the better" . 
Fortunately, techniques for more direct measurements (often referred 
to as direct measurements) have been developed, particularly in the 
last decade . One of these techniques is now analysed. Ano ther will 
be considered in section 3 . 
Sever al authors have discussed the pressure as a func t ion of 
distance between charged surfaces in aqueous electrolyte by using a 
direct measurement technique in which two spherical rubber caps, or a 
spherical rubber cap and a glass plate, are forced together in 
electrolyte solution [Roberts and Tabor 1968, 1971; Hough and 
Ot tewill 19 76; see also Cain, Ot tewill and Smitham 19 78] . The 
surfaces are charged by the adsorption of soap monolayers. Under a 
given total load W, the surfaces move toge ther, attaining equilibrium 
only when the load is exactly balanced by the electros tatic repulsive 
interactions of the charged interfaces . The interaction of the 
interfaces causes an observable flattening of the rubber cap. The 
flattened area, often called the contact area even though the surfaces 
are not touching, can be measured as the area inside the fi rst 
Newton ' s ring . By a transmitted light intensity measurement, it is 
also possible to measure the distance D0 between the surfaces at the 
centre of the flattened region. 
The existence of an observable flattened region makes the 
application of Hertz's theory of contact seem attractive, at least as 
a first approximation. Consequently , one may be led to infer [cf. 
Hough and Ottewill 1976] that the pressure P( p) at a distance p from 
6 
the centre of the flattened region is given by the Hertz pressure 
profile (1.3), with the contact circle radius a estimated as the 
radius of the observed flattened region. Since this pressure is 
provided by the electrostatic forces, a direct measurement of the 
electrostatic forces over the flattened region is obtained. In 
particular the electrostatic pressure at the centre of the flattened 
region may be inferred as 1.5 times the mean pressure, using equation 
(1. 9). 
As the range of colloidal forces is extremely short in comparison 
with the radii of curvature of the experimental surfaces, the 
Derj aguin approximation [Derjaguin 1934] may be used to equate P(O) to 
* the pressure IT(D
0
) exerted by half-spaces, bounded by parallel 
planes a distance D
0 
apart and composed of the same materials as the 
curved experimental system. The function IT (D 0 ) is readily calculable 
from theory [Langmuir 1938; Verwey and Overbeek 1948], so that 
simultaneous measurement of the quantities a and D for various values 
0 
of W makes possible an elegantly simple comparison of theory with 
experiment. 
Acceptance of the above analysis leads, however, to a serious 
paradox. Let D( p) denote the separation of the surfaces at a distance 
p from the centre of the flattened region. The Derjaguin 
approximation implies that 
* The term "half-space" is used to describe a region occupying all 
of space on one side of a plane. 
7 
TI[D ( p)] = P(p) , (1) 
but this is only possible if D(p) changes with p . Indeed, since from 
(1. 3) ' P(p) vanishes at p = a (the edge of the contact region), then 
D(a) 00 
while 
D(O) = Do . 
However, the theory of contact elasticity employed requires that the 
separation of the surfaces is constant throughout the assumed contact 
region, i.e. 
D(p) = D0 for O ~ p ~ a . 
The paradox may evidently be resolved by employing a theory of contact 
mechanics which does not assume a constant surface separation, and 
which allows the forces required by the elastic deformation to be 
consistent with the distance-dependent surface interaction. 
The development of an appropriate replacement for contact 
elasticity to cover this particular experimental problem provided the 
primary motivation for the work contained in the first part of this 
thesis. Although work of a highly general nature on elastic 
deformation under configuration-dependent loads has been published 
previously [Sewell 1967; Batra 1972), such work has never been 
applied to problems in colloid science of the type considered above 
and indeed seems too general to ever be usefully applicable in colloid 
science. The detailed exan:ination of a class of non-classical elastic 
contact problems governed by a distance-dependent force law (within 
the Derjaguin approximation), which forms a major component of 
Chapter 3 of the present thesis and of Hughes and White [1979a, 1980), 
may prove more immediately useful. 
Such non-classical problems arise in other practical areas in 
8 
addition to the rubber cap experiments on colloidal forces previously 
discussed. A number of examples, some of which have been studied by 
other authors (with varying degrees of success) are outlined in the 
ensuing section. It is helpful to note the mathematical similarities 
between these diverse problems, as a number of them may be treated 
coherently using the same analytical repertoire, leading to useful and 
interesting results . In Chapter 2 of the present thesis, a number of 
essential mathematical results are assembled. These are applied in 
Chapters 3 and 4 to both a general class of non-classical contact 
problems and particular non-classical problems within t his class. The 
basic concepts developed in Chapters 3 and 4 may be usefully applied 
in a slightly different context, namely that of surface energy and the 
adhesion of elastic solids. Such an application is given in Chapter 5 
and concludes part A of the thesis. 
The colloid science example considered above suggests that the 
following questions should be investigated carefully, once the non-
classical contact problems to be considered have been cast into 
definite mathematical form: 
(i) Is Hertz's theory ever valid in any sense and if so, in 
precisely what sense? 
(ii) What are the qualitative features of non-classical contact 
problems? 
(iii) How can quantitative predictions be made? 
All of these matters are investigated in Chapters 3 and 4. The 
investigation includes both rigorous deductions from the fundamental 
equations and approximations obtained directly from the fundamental 
equations by primarily analytic means . In the main, the fundamental 
equations of non-classical contact mechanics, which belong to a class 
9 
of non-linear integral equations wi th kernels which are not square 
integrable, will not be subjected to brute force iterative solution 
schemes, nor will ad hoc phys ically based arguments be used, except as 
supporting or illustrative material . The basic eq ua tions, once 
developed, are attacked directly, with novel non-linea r perturbative 
schemes playing a prominent role . This approach is in contrast to 
previous excursions into the area by other authors. 
1 . 3 ADDITIONAL EXAMPLES OF NON- CLASSICAL 
CONTACT PROBLEMS 
1 . 3 . 1 Another Example from Experimental Colloid Science 
As a second example of a non-classical elastic contact problem 
(also arising in the field of direct measurement of colloidal forces) , 
the effects of elastic deformation on an experimental technique of 
* Israelachvili and Adams [1976, 1978], designe d to measure the force 
between crossed cylinders of molecularly smooth mica immersed in 
electrolyte solution, will be considered . A schematic representation 
of the experimental surfaces is given in Fig. 1 . 2 . The distance D0 
between the cylinders at their point of closest approach is measured 
precisely using a multiple-beam interferometric technique 
[Israelachvili 1971, 1973] with minimal model dependence. The total 
load W on the sys t em is applied by a canti l ever spring and can be 
accurately determined by a diffe rential method. At equilibrium at a 
given separation, the load W balances the colloida l force wh ich, 
according to the celebrated DLVOt theory of colloid science, is 
* See also earlier work by Tabor and Winterton [1968, 1969] and 
Israelachvili and Tabor [1972] . The experimental technique has 
recently been extended by Israelachvili and co-workers to a variety of 
aqueous solutions and to non-aqueous liquids . 
t DLVO = B. V. Derjaguin, L .D. Landau, E.J.W. Verwey, and J . Th . G. 
aqueous 
electrolyte 
mica surfaces 
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Figure 1.2: Schematic diagram of the mica surfaces in the experiments 
of Israelachvili and Adams [1976, 1978] . The separation of the 
mica sheets has been greatly exaggerated in comparison with their 
radii of curvature . 
precisely the resultant of the attractive van der Waals forces or 
"dispersion forces" [Mahanty and Ninham 1976] and the repulsive 
electrostatic double layer forces. The latter would arise in the case 
of mica in uncontaminated aqueous electrolyte, from charge 
accumulation at the mica-water interface due to dissociation of ions 
from the mica . Israelachvili and co-workers have measured Was a 
function of D
0 
in a range of electrolytes from D0 10-
7 m down to 
physical contact. After contact occurs, increasing the load on the 
system results in an observable flattened region and measurements of 
Overbeek. The text by Verwey and Overbeek [1948] is a classic 
reference on the subject . 
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adhesive forces may be made. If the surfaces are assumed undistorted 
before contact occurs, the Derjaguin approximation may be used to 
r e l ate the total load W to the energy of interaction E of parallel 
half-spaces with the same separation. For cylinders of equal radius 
R ' C 
(1) 
At small separations, experimental values of E(D 0 ) obtained by 
Israelachvili and Adams [1978] do not agree with existing theories of 
van der Waals and electrostatic double-layer forces . An additional 
strong repulsive force of roughly exponential form (with decay length 
- 0.85 -0.95 nm) has been inferred and is found to be substantially 
independent of electrolyte type and concentration . The existence of 
such "anomalous forces " has created some interest because of possible 
interpretations of such forces as due to effects of water structure 
(hydration forces) [Israelachvili 1978; Chan et al . 1979] . 
The short-range nature of the anomalous force suggests that it 
may be due in part, or in entirety, to deformations of the surfaces 
before contact occurs . A small deformation of the surfaces, not large 
* enough to be clearly visible in the interferometric observations of 
the surface shape, would certainly lead to an increased repulsive 
force at a given minimum separation D, in comparison with the f orce 
0 
between undistorted surfaces at the same minimum separation . It is 
found (Chapter 3 - see also Hughes and White [1980]) that there is 
indeed an elastic magnification effect, which makes accurate measure-
* It is not difficult to observe deformation once contact of the 
surfaces occurs. The interference fringes change from an essentially 
parabolic shape to a shape with an extensive flat region and clearly 
visible corners. Before contact occurs, the fringes remain 
essentially parabolic at all separations and it is difficult to say 
whether flattening is or is not occurring. 
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ment of the anomolous force somewhat difficult but which is found to 
be too small to be considered the sole origin of the anomalous force. 
1 . 3.2 An Example from Mechanical Engineering 
In contrast to the molecularly smooth mica surfaces discussed in 
the preceding example, practical engineering surfaces are rough, 
having a surface distribution of asperities (or protruberances) . 
Interest has been shown in the past in the question of the effects of 
surface roughness on contact mechanics. Attempts have been made to 
discuss these effects by considering a mathematical model based on 
asperities, with a statistical distribution of heights, protruding 
from cylindrical or spherical nomimal surfaces [Lo 1969; Greenwood 
and Tripp 1967] . Each asperity is taken to be rotationally symmetric 
and is assumed to undergo a local Hertzian deformation when it 
contacts an opposing surface. This leads to a probabilistic 
expression for the surface pressure at a given point on the nominal 
surfaces, dependent on the local separation of the nomal surfaces . It 
is shown in Chapter 3 [cf. also Hughes and White 1979b] that this 
problem falls into a reasonably tractable class of non-classical 
contact problems and that consequently, analytic approximations may be 
derived which cover parameter regimes inaccessible in previous 
numerical investigations. 
1 . 3.3 Examples from Lubrication Theory 
Another set of technologically interesting non-classical contact 
problems, with a slightly more subtle mathematical content, arises in 
the field of lubrication of deformable surfaces. The theory of 
lubrication of rigid surfaces is well understood. For a system with 
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rigid boundaries there is no difficulty in posing a mathematical 
problem, based on Reynolds' lubrication equations, which engineers may 
solve numerically given suf fic ient time, computing power and 
* computational pains. In the preface to a well- known text [Cameron 
1966), the author expresses the following opinion : 
"I have the view that since the advent of computers long formal 
mathematics is by and large no longer needed . Almost all 
solutions to Reynolds' equation are best obtained by computation 
from the original differential equation. The most important 
thing is to understand the system ... " 
Such a pragmatic view is entirely reasonable in the lubrication of 
rigid systems, but may be disputed in the area of elastohydrodynamic 
lubrication (EHL). EHL problems deal with the lubricated contact of 
deformable solids, the most interesting cases being rolling contact 
(two cylindrical rollers or a sphere on a plane) and normal approach 
("squeeze films") . A mathematical model is constructed by combining 
the appropriate Reynolds lubrication equation for the lubricant film 
with the equations of elasticity for the bounding surfaces [Dowson 
1965) . The squeeze film problem has proved somewhat tiresome to 
compute, whether tackled by an integral equation [Herrebrugh 1970) or 
by iterative schemes [Christensen 1962, 1967, 1970), and certain 
parameter regimes have remained computationally poorly accessible . 
Indeed, for the fundamental integral equation describing the normal 
incidence of parallel cylinders, numerical work of Herrebrugh [1970) 
suggests the existence of a bifurcation phenomenon . In Chapter 4, a 
rigorous mathematical analysis of the normal approach of two spheres 
or two cylinders is given (within the EHL approximations) . The 
bifurcation phenomenon is established rigorously and given a straight-
* See, for examp le, the chapter contributed by M.R . Osborne in the 
text of Cameron [1966). 
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forward physical interpretation, apparently overlooked in the past . 
It is also shown how analytic approximations may be constructed in the 
computationally awkward parameter regime. 
1 . 3 . 4 Adhesion Theory 
The non- classical contact problem of section 2 and the three 
p r oblems outlined so far in the present section bear a mathematical 
r esemblance to one another. They lead to non- linear integral 
equations of the type 
v(x) = ;\ r K(x,t) <l> [t,v(t)] dt, 
a 
(2) 
with the ke r nel K(x,t) not square integrable . The mathematical and 
physical insight gained in a consideration of such problems may be 
exploited in a somewhat different context, namely that of surface 
energy and the adhesive contact of elastic solids . A detailed 
discussion of the physics of this problem is deferred to Chapter 5, 
but in essence the key issue may be stated as follows: The adhesive 
force preventing smooth, deformab le solids from springing apart is 
furnished by short range molecular interactions (van der Waals forces) 
which are dependent on the r elative positions of the bodies. Such 
interactions are related to the phenomena of SW' ace energy . A number 
of models of adhesive contact, with a variety of descriptions of the 
molecular interaction, have been proposed previously [Johnson, Kendall 
and Roberts 1971; Dahneke 1972; Derjaguin et ai . 1975, 1977] and 
have been the subject of spirited debate [Tabor 1977, 1978; 
Derjaguin et ai . 1978]. In Chapter 5, a new model of adhesive contact 
of elastic solids is formulated. Aspects of this model may be found 
in the work of previous authors, but two crucial innovations are made . 
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Firstly, the distance- dependent interactions are incorporated in a 
logical and unified manner, rather than in an inconsistent blending of 
a variety of separate physical and ma thematical problems. Secondly, 
the role of elastic stability is elucidated . This view of adhesion 
has interesting implications in the theory of brittle fraction of 
solids [Sneddon and Lowengrub 1969; Barenblatt 1961, 1962] . 
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CHAPTER 2 
THE PHYSICS AND MATHEMATICS OF 
CLASSICAL CONTACT MECHANICS 
2 . 1 THE ASSUMPTIONS OF CLASSICAL CONTACT MECHANICS 
It is possible to group the assumptions of Hertz's theory of 
contact into three distinct classes. The first two classes of 
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assumptions are those which concern the interior nature of the 
contacting solids (constitutive* assumptions ) and those concerning the 
shape and size of the contacting solids (geometrical assumptions ). 
These assumptions will be retained in the non-classical contact and 
adhesion problems considered in Chapters 3, 4 and 5. The third class 
of assumptions consists of boundary conditions and is substantially 
modified in non-classical contact theory. 
A consequence of the common constitutive and geome trical 
assumptions of classical and non-classical contact mechanics is the 
existence of a common mathematical formalism, which is developed in 
later sections of this chapter. The material in sections 2 and 3 is 
in the main drawn from the classical elasticity literature, though the 
discussion of two-dimensional and axisyrnrnetric three-dimensional 
problems in section 2 differs from standard treatments. In sections 2 
and 3, two distinct mathematical approaches to the solution of the 
* In axiomatic 
relation" is used 
loose terminology 
continuum mechanics, the term "constitutive 
in a slightly different sense from the relatively 
employed here. 
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same basic problem are presented . These two approaches have not 
previously been discussed together and it is shown in section 4 that 
there is a simple and elegant mathematical link between them. This 
link is of much more than pedagogical interest, since it enables the 
two approaches to be used in tandem to solve individual problems 
concisely and conveniently. A number of technical lemmas are 
established in section 5 for use in Chapters 3, 4 and 5. As simple 
examples of the use of the lemmas, the classical results for Hertzian 
contact of two spheres and of two cylinders with parallel axes are 
briefly derived. 
2.1 . 1 Constitutive Assumptions 
The internal nature of the contacting solids is assumed to be 
such that they may be modelled in terms of homogenous, isotropic 
linearly elastic continua, i.e. in terms of the classical theory of 
elasticity. In classical elasticity, the state of an elastic 
continuum is described in terms of the (infinitesimal) strain field~, 
the strain tensor e and the stress tensor a . The last two quantities 
are related by a generalization of Hooke's law, viz. 
a >. bt(~) l, + 2µ~, (1) 
where I denotes the unit tensor and Vt the trace. The Lame constants 
A andµ may be interpreted in terms of free energies of elastic 
deformation [Landau and Lifshitz 1970], but it is usual in engineering 
to replace A andµ by Young's modulus E and Poisson's ratio a , 
* defined by 
* The use of the same greek letter for stress and Poisson's ratio 
should cause no confusion since the tensorial nature of the former 
quantity is always explicitly exhibited here. 
E = (3>..+2µ)µ 
>.. + µ and 0 " 2 ( >.. + µ ) 
Hooke's law may then be rewrit ten in two alternative forms: 
0 
e 
-
i [ ( 1 + o) £ - o -tJz. (£) ,1) . 
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(2) 
(3) 
(4) 
The strain tensor is given in terms of the displacement field by the 
equation 
1 T 
e = 2{~ + (~) } , (5) 
where T denotes the transpose. (Classical elasticity is linear in two 
senses: the stress-strain relation (1) and the strain-displacement 
relation (5) are both assumed to be linear.) 
In contact mechanics, the additional assumptions made are that 
the contact is s tatic (or at least quasi-static) and that there are no 
body force s present. Then the only field equation which is not 
trivially satisfied is the equilibrium equation 
'v • o = o ( 6) 
--
Equations (3), (5) and (6) may be used to derive a single partial 
differential equation (Navier's equation) for the displacement field: 
0 (7) 
[Landau and Lifshitz 1970, p.18). However, in contact mechanics, it 
is usual to work with the tensors£ and~ directly, supplementing the 
equations given above with compatibility relations for single-
valuedness of the displacement field. The compatibility relations may 
be expressed in terms of~, viz. 
0 
[Gurtin 1972 , p.40], or in terms of 5!,, viz . 
0 
[Gurtin 1972, p . 92 ]. The latter equation is often called the 
Beltrami-Michell equation . 
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(8) 
(9) 
To ensure uniqueness of solutions to the partial differential 
equations for£,~ and~, it is of course necessary to prescribe suit-
able boundary conditions . In contact mechanics, geometrically based 
assumptions on the shape of the boundaries are used to simplify the 
boundary value problems to be solved. 
2 . 1.2 Geometrical Assumptions 
It is assumed that the contacting solids have smooth, continuous 
topography and principal radii of curvature which are large in 
comparison with all other length scales . This physical assumption 
suggests two mathematical approximations which, if valid, lead to a 
considerable mathematical simplification. 
The first mathematical approximation is that the surfaces of the 
contacting bodies in the undistorted state may be replaced by a second 
order surface, i . e . in terms of a local cartesian coordinate system 
(x,y,z), defined in the region of significant deformation, the 
undistorted surface is well approximated by the equation 
z = ax2 + by 2 + cxy 
To illustrate this approximation, the simple cases of spheres and 
cylinders are considered here. For a sphere of radius R, the distance 
of the surface from a tangent plane is given by 
23 
:e E. 
2R ' (10) 
where P is the distance (measured in the tangent plane) from the point 
at which the sphere and the plane are coincident (see Fig. 2.1). 
Similarly, for a cylinder of radius R, the height above a tangent 
plane is given by 
ce i!_ 
2R ' (11) 
with y measured from the line of coincidence of the cylinder and the 
plane. Although more general surfaces may be considered [Landau and 
Lifshitz 1970], only the cases of spheres and cylinders are analysed 
in this thesis. 
Fig . 2.1: 
plane, 
plane, 
p 
The distance between a sphere of r adius Rand a tangent 
at a distance p f rom the point of contact of the sphere and 
is given by 
R-(R2- p2 ) ½ :e E_ 
2R 
The second mathematical approximation is that the curved 
contacting solids may be modelled by hal - spaces . More precisely, the 
normal and tangential components of the surface displacement and of 
tqe surface stresses are considered as normal and tangential displace-
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ments and stresses on the surface of a half-space. It will be 
convenient to denote the normal surface displacement by U and the 
normal surface stress (or pressure) by P. These quantities are to be 
taken as positive in the case of compression . 
With these assumptions it is possible to write down a simple 
expression for the separation of two interacting elastic solids. For 
spheres with radii R1 ,R2 , undergoing an axisymmetric interaction 
causing normal displacements U1 ,U2 , the separation of the surfaces at 
a distance p from the axis of symmetry is clearly 
D(p) p2 "' 2R + U1 (p) +U 2 (p) +constant, 
where 
Similarly, for the interaction of two long cylinders with parallel 
axes, with y measured from the plane containing the axes of the 
cylinders, 
D(y) ~ "' 2R + U1 (y) +U2 (y) +constant. 
(12) 
(13) 
(14) 
It is convenient to eliminate the constant in these equations using 
D0 =D(0) : 
D(p) "' Do 
p2 
+ 2R + u 1 (p) -u 1 (0) +u2 ( p) - u2 (0) (15a) 
for spheres, and 
2 
D(y) "' Do +IR+ u 1 (y) -u 1 (0) +u2 (y) - u 2 (0) (15b) 
for long cylinders with parallel axes. 
It is possible to relax one or more of the above geometrical 
assumptions . For example, one may use the exact solution for the 
defonnation of a sphere within the framework of linear elasticity 
[Bondareva 1969]. However, the geometrical assumptions are all of the 
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same order and it is inconsistent to retain one of them and dispense 
with the others. For example, it would be wrong to replace p2 /(2R) in 
equation (15a) with the exact expression 
R - /(R2 - p2 ) +R - /(R2 - p2 ) 
l l 2 2 
while retaining the half-space approximation. 
2 . 1.3 Boundary Conditions 
Classical contact mechanics asserts, as its most fundamental 
assumption, the existence of a well defined contact region within 
which the surfaces are in physical contact. For the cases of spheres 
and of long cylinders with parallel axes, symmetry considerations show 
that contact will occur over a circle O s p s a and a strip - £ ~ y s £ , 
using the coordinate systems introduced in the preceding subsection. 
Equations (15a) and (15b) then imply that 
Ii_ 
= U1 (0) +U2 (0) - 2R, (16) 
and 
r_ 
U1(0) +U2 (0) - 2R, (17) 
i.e. within the coutact region the normal component of the surface 
deformation is geometrically prescribed. The central separation D0 
has been set to zero in both cases. It has been indicated in section 
1.2 that such an assumption is invalid in applications of elasticity 
in colloid science and separates classical contact mechanics from the 
wide class of non-classical problems discussed in Chapters 3 and 4. 
It is also assumed in classical contact mechanics that outside of 
the contact circle, the surfaces have no mutual interaction and are 
therefore free of stress. The inapplicability of this assumption, in 
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the context of surface energy and the adhesive contact of elastic 
solids, is discussed in Chapter 5. A further assumption that the 
contact is frictionless ensures that t he surfaces of contacting solids 
are free from stress, apart from a normal stress or pressure P 
distributed over the contact region. The pressure Pis generally 
taken to be continuous, vanishing at the edge of the contact region 
and always non-negative. 
A general solution may be constructed for the deformation of an 
elastic half-space under a purely normal surface stress. Various 
forms of this solution are discussed below. The general analysis 
remains useful for non-classical contact problems . 
2 . 2 THE GREEN FUNCTION SOLUTION OF 
HALF-SPACE ELASTOSTATIC PROBLEMS 
A general solntion for the deformation of an elastic half-space 
under a distributed surface load may be found in Landau and Lifshitz 
[1970]. The solution is based on a decomposition of the displacement 
field£ into the sum of the gradient of a potential and a harmonic 
vector field, i.e. 
u = ! +y<t> , 0 • 
Where (x,y,z) are the usual cartesian coordinates, let the elastic 
half-space occupy the region z > 0. Then an applied surface force 
(1) 
g_o (x - x') cS (y - y') produces a displacement of the surf ace (U , U , U ) , 
-- X y Z 
where 
u = 
1 + CJ {- (1 - 2o)x F +2(1- o)F + 2ox (xF +yF )}, (2) X 2nEr r Z X r 2 X y 
u 
1 +CJ {- (1 - 2o) y F + 2 (1 - o)F + 2CJY (xF +yF ) } (3) = y 2'ITEr r z y r2 X y 
u 
1 + o {2(1- o)Fz + (1 - 20) (xF +yF ) } (4) 
z 2TIEr r X y 
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and 
r = /{(x-x ' ) 2 +(y-y') 2} . (5) 
In particular, for a normally directed surface load PcS (x - x') cS (y -y') 
(with P > O for compression of the half-space), the normal surface 
displacement is 
u (6) 
A linear combination of the fundamental solutions (6) provides a Green 
function solution for the normal surface displacement of an elastic 
half-space deformed by a distributed pressure : 
U(x,y) = (l- 0
2) II P(x',y') dx'dy' 
TIE /{ (x _ X 1 ) 2 + (y _ y ,) 2} 
(7) 
2.2 .1 The Axisymmetric Case 
Let ( p , 0 ,z) denote cylindrical polar coordinates, with 
p =/(x2 +y 2) and 0 =arctan(y/x). For an axisymmetric deformation, U 
and Pare functions of p only and equation (7) becomes 
u ( p) 
* 
1 ~ 02 r I( p ' / p)P( p ')dp ' 
0 
where for x ~ 0 (and z -11) , 
I(z) = ~ (27T 
7T Jo 
2 - ½ [l+z -2z cos0] d0 . 
(8) 
(9) 
(10) 
Under suitably restrictive conditions on P( P), it may be shown that 
* 
lim U( p) 
p+O+ 
2 Ioo 
= 2(1; 0 ) P( p ')d p ' 
0 
This notation is used by O'Brien [1977). 
(11) 
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and that , as p + 00 , 
U (p) - 2 (1 - 02 ) Joo 'p ( ') d ' Ep p p p . (12) 
0 
(Equation (12) shows that in the far field, the displacement is, to 
leading order, the same as for a concentrated load at the origin, 
equal in magnitude to the total load on the surface . ) 
The axisynnnetric Green function I(z) clearly satisfies the 
functional equation 
I(z) = zI(l/z) , (z / l) (13) 
and is continuous except at z = 1, where it has an integrable 
singularity. For O s: z < 1 a series representation may be found from 
equation (10) by a term-by-term integration of the generating function 
for Legendre polynomials (Al . 8.9) : 
I(z) 2z ; (2n12 (z/4)2n 
n=O l n J 
4z K(z) 
TT 
Here K(z) denotes the complete elliptic integral of the fi rst kind 
with modulus z . In view of (13), when z > 1 
I(z) 4 - K(l/z) TT 
It is also possible to express I(z) in terms of a single formula, 
valid for z / l : 
I (z) 4z TT (l+z) I½TT (1 _ 4z 1- ½ , ---- sin28~ d8 o l (l+z) 2 J 
42 K[2z½/(l+z)] 
TT (l+z) 
(since 2z ½ / (1 + z) < 1 for z I 1) . 
(14) 
(15) 
(16) 
(17) 
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The use of elliptic integrals in potential theory problems is far 
less common in the weste rn literature than in Russ ian publica tions. 
However, examples are s ometimes encountered in e l as ticity [Greenwood 
and Tripp 1967] and in heat conduction [O'Brien 1977]. The integral 
equation (9) h as a kernel (I) which is not squa r e-integr able. In 
cases when P( p) depends functionally on U( p) (Chapters 3, 4 and 5), 
the extraction of solutions presents considerable dif f iculty. 
2.2.2 The Two-Dimensional Case 
The half-space Green function solution (7) of t he e l astosta tic 
problem is strongly analogous to the determina tion of the electro-
static potential on a plane, due to distributed charge on the plane, 
* since the potential due to a unit charge at E.,' is IE.,-E.,' l- 1 • The 
** potential due to a line charge of magnitude q per unit length is, to 
within an arbitrary constant, -2q Zn r, where r is the distance of a 
point in space from the line. Hence, if in equa tion (7), P(x',y') is 
replaced by P(y') (in order to obtain a two-dimensional stress system), 
the integral equation becomes 
U(y) 1 - 0 
2 Joo p (y 1 ) { 7 I I I } d 1 
- 2 i,n y - y + cons t an t y 
TIE 
- 00 
2<1 - 0-
2
) J
00 
P(y ') Znly - y ' ldy ' +cons t ant. 
TIE 
- 00 
The above analysis may be compared with the more conventiona l 
derivation given by Dowson [1965, pp. 241-246]. As fo r the 
* Using Gaussian units [Jackson 1975]. 
(18) 
** 1 d ( dcjl) ~ , ( ) One solves r dr r dr = -4Tiq cS (x) cS (y) = - r 6+ r , whe r e cS+ denotes 
the one-sided delta function . 
axisymmetric case , the kernel in the integral equation (18) is not 
square integrable . 
2 . 3 THE SOLUTION OF HALF-SPACE ELASTOSTATICS 
PROBLEMS USING INTEGRAL TRANSFORMS 
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The problem of normal loading of the surface of an elastic half-
space may be solved in both the two-dimensional case the axisymmetric 
thr ee-dimensional case using integral transforms . The integral 
transform approach provides a somewhat less physically motivated 
solution algorithm, in contrast to the Green function approach of the 
previous section . 
* 2.3 . 1 Two- Dimensional Case 
Consider the deformation of a homogeneous, isotropic, linearly 
elastic half-space under conditions of plane strain. In terms of 
cartesian coordinates (x,y,z), let the half- space occupy the region 
X > 0. The plain strain assumption implies that u = 0 and 'cJ/'cJz = 0 . 
z 
Thus e =O and in view of equation (1.4), 
zz 
a = a (a + a ) 
zz xx yy 
The equilibrium equation (1.6) reduces to 
and equations (2) and (3) are identically satisfied if 
This analysis is drawn from Sneddon [1951] . 
(1) 
( 2) 
( 3) 
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a l:.x a b 
xx ay2 , yy ax2 
and ( 4) . 
a - ~ 
xy axay 
(The function Xis called Airy ' s stress function . A discussion of the 
completeness of the representation (4) is given by Gurtin [1972] . ) 
Use of the compatibility condition (1.8), which r e duces to 
a2 a2 
--e +--e 
ay2 xx ax2 yy 
a2 
2--e 
axay xy ' 
leads to the biharmonic equation for x : 
{L + L}\ = 0 • 
ax2 ay 2 
Equation (6) is to be solved subject t o the stress boundary 
a - P(y) 
xx 
(x = 0, _ o:, < Y < oo) 
and 
a 0 (x = 0, _ o:, < Y < oo) 
xy 
A Fourier transform representation for X proves convenient : 
00 
1 I -isy X(x , y) = 27T G(x,s) e ds, 
_ o:, 
or equivalently, 
G(x,s) Io:, • s x(x , y) el y dy . 
_ o:, 
(5) 
(6) 
conditions 
(7) 
( 8) 
(9) 
(10) 
The biharmonic equation (6) then reduces to the dif fe rential equation 
(a:22 - s2 r G(x, E;) = 0 , (11) 
which has the general solution 
G(x , s ) = {A(f;) + xB(s)} e-lslx+ {C(s) + xD ( f; )} e+lslx . (12) 
For stress fields bounded as x+ 00 , it is necessary that 
32 
c(O = D( s ) = 0, while the Fourier transforms of equations (7) and (8) 
imply that 
(13) 
and 
B(s ) - l s lA( s ) = o, (14) 
where 
- fro i sy P( s ) = P(y) e dy . 
_ ro 
(15) 
The solution for X is therefore given by (9), with 
G(x, s) (16) 
The determination of the displacement field from (16) is tedious 
though relatively straightfon,ard . One must first Fourier transform 
the stress - strain relation 
E 
---=--- e (1 + a ) yy 
to obtain u and then Fourier transform the equation y 
E 
---e (1 + a ) xy 
__ E_ { ~ + _au_x} = 
2(1 + a ) ax ay 
t o ex tract u. The answers are 
X 
a 
xy 
u 
X 
l+ a fro lsl - 1 P( s ) e- lsl x-isy [2(1- a)+ lslx J <l s , 
27TE 
_ ro 
(17) 
(18) 
(19) 
u = _l+ a f00 l s l- 1 P( s ) e- ls lx-isy [(1-20) - lslx J <l s . (20) 
y 2TIE _
00 
The detailed working may be found in Sneddon [1951], though an obvious 
misprint (the omission of the index -1 in ls l- 1) should be noted . In 
particular, the normal displacement of the surface, which is now 
denoted by U for consistency with earlier analysis, is 
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U(y) (21) 
2.3 . 2 Axisyrnmetric Three-Dimensional Case 
The axisymmetric three-dimensional case requires only slightly 
more complicated analysis and the relevant details may be found in 
Sneddon [1951] . With polar coordinates defined as in section 2 . 2.1, 
the key step is to seek a solution of the form 
u 
z 
{>.. +µ} ~ µ clpcl z ' 
{ " + 2µ} 'il 2<P _ { " + µ} cl 2<P . µ µ cl z2 
l j (22) 
Inferring expressions for the stress in terms of <P (via the stra-in-
displacement relation (1.5) and the stress- strain relation (1 . 3)), one 
may readily show that the equilibrium equations are identically 
satisfied, while the Beltrami-Michell form of the compatibility 
condition (1 . 9) implies that 
0 • (23) 
A zero order Hankel transform representation for <P proves convenient: 
<P ( p ,z) = r E,:G ( f,; ,z) J 0 ( f,;p ) df,; , 
0 
f
co 
G( E,: ,z) p<P ( p ,z) J 0 ( pf,; ) dp . 
0 
* It is found, by using the boundary conditions that 
* 
a 
zz 
-P( p) (z=O, Q ::::;p<co) 
The half-space is presumed to occupy the region z > 0 . 
(24) 
(25) 
(26) 
and 
that 
and 
a pz 0 ( Z = 0, 0 $ p < oo) 
G(t" z) = D( s) { - " - + C } - sz 
.., ' s A + µ .., z e ' 
U( p) = _ (\ + 2µ) 
µ 
P(p) 
J
oo 
a 
From the equations (1 . 2) relating to the Lame cons t ants to Young 's 
modulus and Poisson 's ratio, it follows that 
Hence 
where 
U(p) 
l - 0 2 
E 
(\ + 2µ) 
4µ(A + µ ) 
P(p) = r A(s) J 0 ( sP) <ls , 
a 
A(s) = - 2( A + µ ) s 3 D( s) 
2 . 4 THE RELATION BETWEEN THE GREEN FUNCTION 
AND INTEGRAL TRANSFORM SOLUTIONS AND 
SOME OF ITS IMPLICATIONS 
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(27) 
(28) 
(29) 
(30) 
(31) 
(32) 
(33) 
(34) 
The existence of two different techniques fo r solving the half -
space elastostatic problem, viz. via a Green function solution and via 
integral transforms, is an example of a wider duality of app roaches 
found throughout potential theory and especially in electrostatics 
[Jackson 1975]. The equivalence of the two techniques is not usually 
noted, let alone exploited, in elasticity theory. Problems are 
us ually solved either in terms of the transform technique, or using 
the Green function approach . In th e present section, a simple 
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mathematical link between the two approaches is exhibited. This leads 
to the possibility of solving problems using aspect s of both 
approaches s imul taneously . 
2.4.1 Equivalence in the Two-Dimensional Case 
The Fourier transform solution (equations (3.15) and (3.21)) may 
be written down in terms of a single integral equation: 
U(y) (1) 
In classical analysis it is not permissible to interchange the order 
of integration in equation (1), since the resulting integral is not 
convergent. However, the interchange of orders of integration is 
meaningful in t he s ens e of generalized functi ons [Lighthill 1958] . 
Where mis any positive integer, 
f
ro m-1 
sgn(x)x-m e- 2'1T ixy dx = - 2 C- 2n iy) {lo gl y j +C } . (m - 1) ! 
- 00 
(2) 
The constant C is arbitrary and arises because of the indeterminacy of 
the generalized function sgn(x)x-m to the extent of an arbitrary 
multiple of o (m-l)(x) [Lighthill 1958, Chapter 3]. In particular, 
[ lx l- 1 e- 2'1Tixy dx 
- 00 
-2{log ly l +c} (3) 
and so 
2(1- 0 2 ) J00 P(y') Znl y-y'j dy' +constant. 
TIE 
-oo 
(4) 
The equivalence of the Fourier transform and Green function approaches 
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has now been established, since equation (4) is identical to equation 
(2.18). 
2.4.2 Equivalence in the Three-Dimensional 
Axisymmetric Case 
By combining equations (3.32) and (3.33), a single equation may 
be obtained for U in terms of P. Applying the Hankel inversion 
theorem to (3.33), one finds that 
Consequently, 
U(p) 
J
oo 
P( p ') p ' J 0 ( p ' 0 dp'. 
0 
(5) 
(6) 
The convergence of the integral is not destroyed if the orders of 
integration are interchanged (in contrast to the two-dimensional case), 
provided that P(p') is sufficiently rapidly decaying as p ' + 00 • Thus 
U(p) 
From the Weber-Schafheitlin integral (Al.9.1) 
l ¼ 2 Fl (½, ½; 1; [ p I / p J2) d ~ = :. 2F1(½, ½;l;[ p/p '] 2) p ' < p l · p ' > p 
On recalling equations (2.13) and (2.15), it is evident t ha t 
I(p' /p) 
and so 
U(p) 
2p' Joo J o (p~) J o( p ' ~) d~ 
0 
1 -Eo2 Joo I( p ' / p) P( p ') dp ' , 
0 
(7) 
(8) 
(9) 
(10) 
establishing the equivalence of the Hankel transform and Green 
function solutions. 
2.4.3 Some Applications of the Equivalence 
of the Two Approaches 
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Two applications of the equivalence of the two approahces are 
used in this thesis . The first application is to the evaluation of U 
when Pis a given function. The integral transform approach 
facilitates the evaluation of such integrals using tables of integral 
transforms [Erdelyi et al. 1954a, 1954b]. In contrast, the single 
integral Green function formulae are amenable to treatment using the 
techniques of complex integration theory, such as Cauchy's theorem and 
the residue theorem. The complex analytic methods are most useful in 
deriving series expansions for U. The basic lemmas needed, and some 
examples, will be found in section 2 .5. The choice of a Green 
function or transform representation is dictated purely by convenience 
for the problem at hand. 
The second application is of more fundamental interest . In 
elastohydrodynamic lubrication theory (discussed in detail in Chapter 
4), the spatial derivative of the pressure is known or at least given 
by a simple function of U. It is rather impractical to integrate the 
pressure derivative to find P and then use the Green function 
representation, although this is the practice which is usually adopted . 
In principle, an integral relation between U(y) and P' (y), or 
U( p) and P'( p) (as appropriate) may be determined by integrating 
equations (4) or (10) by parts, but this program is rather difficult 
to realize in practice and appears never to have heen done. 
Herrebrugh [1968] has obtained the relation between U and P' in the 
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two-dimensional case, using some very involved analysis based on 
principal value integrals. It is shown below t ha t, on invoking the 
equivalence of the Green function and transform solutions, the 
integration by parts is easily realized . One integrates by parts 
using the transform solution and one then returns to a Green function 
solution . 
2 . 4 . 4 Obtaining the Surface Displacement in Terms of 
the Pressure Gradient: Two-Dimensional Case 
Equation (1) is here rewritten in the form 
U(y) 1 - a
2 
TTE 
i (I'; } e di'; d( , (11) 
where y 1 and y 2 are arbitrary, except for the restriction y 1 < y2 • The 
cases y 1 = - CX> and y 2 = 00 are allowed, but the analysis also holds for 
finite values of y 1 and y2 , which is the case required for elasto-
hydrodynamic rolling contact problems (Chapter 4) . It is assumed that 
Pis continuous and that P( I'; ) =O when 1';$; y 1 or when l';~ y 2 • Moreover , 
Pis assumed to be differentiable. Integrating by parts and employing 
the boundary conditions on P( I'; ) or I'; = y 1 and I'; = y 2 , one finds that 
U(y) 1 - a
2 joo sgn( ( ) 
TTE • t' 2 
- 00 l <, 
e-i(y r2 P ' ( I'; ) ei(I'; di'; d( . 
Y1 
(12) 
On interchanging orders of integration and using equation (3.2), it 
follows that 
U(y) (13) 
where C is a constant. (This is essentially the result derived by 
Herrebrugh [1968] for elastohydrodynamic lubrication of rollers by a 
fluid of constant viscosity . ) 
2.4 . 5 Obtaining the Surface Displacement 
in Terms of the Pressure Gradient : 
Axisymrnetric Three-Dimensional Case 
Equation (6) is here rewritten in the form 
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where a > 0 is arbitrary (possibly infinite) and P(r.:;) = 0 for r.:; 2'. a. The 
function Pis assumed differentiable. Since, from (Al.6.3), 
d 
dz {zJ1(z)} zJ 0 (z) 
it follows that 
and so 
where 
fa P( r.:; ) r.:; Jo( ;r.:; ) dr.:; 
0 
- ; - 1 f
a 
0 
U(p) 2(1 ;02) r ; -1 Jo(;p) r P' ( r_:;)r_:; Jl (;r.:;) d r.:; 
0 0 
2(1;02) r r.:;P'( r.:;) L(r.:;/ p) d r.:; , 
0 
L(r.:;/ p) = r' Cl Jo(~P) Jl( ;r.:; ) d; . 
0 
Equation (19) is easily evaluated in terms of the hypergeometric 
function using the Weber-Schafheitlin integral (Al .9.1): 
L( r.:; / p) = { 
½( r.:; /p) 
r.:; > p } • 
r.:; < p 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
It is not difficult to show that L(z) is a monotonic function of z, 
with L(O) =O, L(l) =2/TI and L(z)-+l as z-+ 00 • The result that 
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0 < 1 - L(z) ~ 1 for O ~ z < 00 (21) 
may be noted here for later reference . The kernel L( l,; / p) may be 
expressed in terms of the complete elliptic integrals E and K, using 
Gauss' relation (Al.4.10) and the hypergeometric function 
representations of Kand E (Al.5.3-4): 
L(l,;/p) ! ±. E( p/1,;) - ; ( p/ r, ) [E(r,/p) - (1 - ( r, / p)'} K(r,/ p)] l,; > p l · l,; < p (22) 
2.5 TECHNICAL LEMMAS AND EXAMPLES 
2.5.1 Evaluation in Series of I-Transforms 
For a suitably integrable function µ (y), let the "I-transform" 
µ (x) be defined by 
µ (x) = r µ (y) I(y/x) dy. 
0 
(1) 
Such transforms are evaluated in problems of elasticity encountered in 
later chapters. A Mellin transform technique is used to obtain 
(convergent) ascending series and (divergent) descending series 
representations for particular I -transforms . It is easily verified, 
by translating the integration contour to the left or right (in the 
terminology of Appendix 2) and using the series expansions (2 . 14) and 
(2.16) that 
I(z) 
where O < c = Re. s < 1. Substituting this contour integral 
representation into equation (1) and interchanging orders of 
integration, one finds that 
(2) 
µ (x) 1 
Ic+.i00 2TT 2x- s M{µ(y) ;y -+s +l} ds 
2TTi 
c-100 sin( TTs) f( l- ½s ) 2 f (½+ ½s) 2 
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(3) 
For a given functionµ, provided that the Mel lin transform appearing 
in the integrand of the right hand side of equation (3) converges for 
Re. s = c, a series expansion for µ (x) as x-+ 0 or as x -+ 00 may be 
obtained by translating the contour of integration to the left or to 
the right respectively . In physical terms , given a pressure profile, 
it is a relatively straightfon,ard matter to ca lculate the normal 
surface displacement associated with it in terms of convergent or 
asymptotic series valid close to the axis of symmetry or far from the 
axis of symmetry. Three examples, important in later work , will now 
be given: 
Example 1: Let JJ (y) = exp(-y2). Then 
M{µ (y) ;y -+ s +1} = r ys exp(-y2) dy 
0 
½f (½+ ½s). 
It follows that the integrand in equation (3) is meromorphic, with its 
poles in Re. s < l all being simple, and located at s =0,-2,-4, .. . Thus 
µ (x) 1 Ic+ico ______ TT_2_x_-_s_d-"s'------2TT i 
c-i00 sin(TT s) f (l- ½s) 2 r ( l:i + ½s) 
CX) 
~ 
n=O 
CX) 
( TT2x- s ) 
RM,i_due. ~-----------r 
s=-2n lsin(TTs) f (l- ½s) 2 f (½+ ½s)J 
n=O f(n +1) 2 r(½ -n) 
(4) 
(The series is easily shown to r epresent µ (x) exactly and not merely 
asymptotically . ) On noting that 
z 
e I 0 (z) 
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(equation (Al . 7.1)) and employing the reflection formula for the gannna 
function, it is easily shown that 
D(x) = ./ ~ I 0 (x2 /2) exp(-x2 /2). (5) 
Equation (5) has an interesting and useful corollary. By considering 
lim r {2-I(t/x)} exp(-t 2 /n) dt = lim (nn) ½ { 1-10 (;:J e xp (-;:)} , 
n~ o n~ 
one may prove that for any x > 0, 
fx, {2 - I(t/x)} dt 
0 
0 • (6) 
This result is of the utmost importance in deriving bounds on 
solutions of nonlinear integral equations considered in later chapters. 
ExcunpZ.e 2: Let 
µ (y) 
for O ~ y < a 1 
for y > a J 
After a little algebra, one may show that for x < a, 
µ (x) 
00 n / 2n 1T½ a f (k+l) ~ (-1) (2n)!(xa) 
n=O 4n r( k + t - n] (n!) 3 , 
while for x > a, 
O(x) 
These expansions are relevant to the approximate solution of non-
classical elastic contact problems (Chapters 3 and 4). 
(7) 
(8) 
(9) 
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Exarrrpl,e 3 : Let 
( £ > ½) • (10) 
In a similar manner to the preceding examples, one may show that for 
X < b, 
µ(x) 
00 2n f( £ - ½ +n) (x/b) 
n=O f( £) f(½-n) f(n+l) 2 
(11) 
This expression is used in Chapter 4 in the approximate solution of 
elastohydrodynamic squeeze film problems. The series on the right 
hand side of equation (11) is only convergent for x < b. However, the 
series may be recognized as a hypergeometric function: 
D (x) 
Equation (12) is valid for arbitrary values of x. 
2 .5.2 Hertz's Theory for Two Spheres 
Consider the particular case of equation (7) above in which 
k = m-½, m ~ O, i.e. 
{ (l _ y2 /a2)m-½ for 0 s y < a } µ (y) = 
l 0 for y > a 
where m = 0,1,2,.. . The ascending series terminates after a finite 
number of terms, giving for O s x < a 
m 
µ (x) L 
n=O 
(-l)n(2n)!(x/a) 2n 
4n(m- n) ! (n!) 3 
while the descending series, convergent for x > a, becomes 
D(x) 
The results for m = O and m = 1 may be used to solve the integral 
(12) 
(13) 
(14) 
(15) 
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equation (2.9) for the case of indentation of a half-space by a flat 
ended cylinder, first considered by Boussinesq [1885), and by a 
parabolic punch respectively. The latter case is equivalent to 
Hertzian contact of two spheres. Let 
0 :<:; 
p (p) 
0 
p < 
p > 
a ~ 
a J 
(16) 
Then from (14) and (2.9) the surface displacement of the i th sphere 
(i=l,2) is 
and so for p < a, 
u. ( p ) 
l 
1- 0~ 
TP(O) 
i 
TTa 
2 
2 { p
2
} U1 (P) +U 2 ( P) = -VP(0) a 1 - -3 2a2 
(with V defined by equation (1.1.8)). For Hertzian contact of two 
spheres, equation (1.16) requires that for P < a: 
~ U1 (0) +U2 (0) - 2R . 
Hertz's problem is thus solved by choosing 
2 
3 TTVP(0)a 
and 
The total load Wis given by the equation 
W 2TT P(0) r p (l - p 2 / a2 /-; d p 
0 
2 2 
3 TT a P (0) • 
It is evident from equations (20) to (22) that 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
VRw 
and 
U1 (0) +U2 (0) = a 2 /R. 
The sum of the normal surface displacements outside of the contact 
circle 
may be expressed in terms of elementary functions using the known 
hypergeometric functions 
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(23) 
(24) 
2 - l., 
= (1 - z ) and z - 1 arcs in (z) 
(25) 
(equations (Al.4.6) and (Al.4.7)) and Gauss' relation (Al.4.9) 
It is found that 
2 .5.3 Evaluation of Logarithmic Transforms 
by Methods of Complex Analysis 
In two dimensions, the analogue of equation (1) is 
µ (x) = r µ (y) Z.nlx - yJ dy. 
0 
0 . (26) 
(27) 
(28) 
By making the change of variable ~ = x - y, one may reduce the right 
hand side of equation (28) to the sum of two integrals of the form 
f00 Z.n ~ f(~) d~. A complex integration technique is available for the 
0 
evaluation of such integrals [D.J. Mitchell, personal communication] . 
It is based on the following theorem: 
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Let C denote the usual Hankel contour (Fig. 2 . 2 - see also 
Copson [1935 ], pp.225-226) encircling the negative real axis in the 
positive sense and let Zn z take its principal value . Then if f(z) is 
meromorphic in the finite part of the z- plane~ and none of its poles 
lie on the segment of the real axis O ~ z < 00~ then 
r in~ f (~) d~ = 
0 
4;i I, (in z) 2 f(-z) dz , C (29) 
provided that (i) both integrals exist and (ii) the Hankel contour c 
does not enclose any pole of f(-z) . 
branch cut 
Fig. 2 . 2: The Hankel contour. The contour C encircles the negative 
real axis in the positive sense, terminating at infinity on the 
lower and upper sides of the branch cut along the negative real 
axis . 
The proof of this theorem presents no difficulty and need not be 
given in detail here. Briefly, one deforms the integration contour in 
the right hand side of (29) to the contour shown in Fig . 2 . 3 . This 
contour consists of straight line segments along the upper and lower 
47 
c_ 
Fig. 2.3: Deformation of the Hankel contour C into two straight line 
segments C+,C- along the upper and lower sides of the branch cut 
respectively and a circle C0 of radius p centred on the origin. 
edges of the branch cut, and a circle of radius p . Letting p -+O , 
converting the contour integrals along the straight line segments to 
real integrals and taking account of the jump in ln z across the cut, 
one obtains the desired equality. 
f(z) 
As a corollary, we have the result that if in addition 
O(z-l-a. ) as z -+oo (a> O), then 
f00 ln~ f( ~) d~ = ~ L Ruidu.u {(ln z) 2 f(-z)}, 
0 
(30) 
the swn being taken over all poles of f(-z). This result follows from 
closing the contour on a circle of infinite radius and applying the 
residue theorem. As an example one may consider 
ln x dx 
(x+ a) 2 
ln a 
a 
2 . 5 . 4 Evaluation of Logarithmic Transforms 
by Multiple Fourier Transforms 
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The I-transforms arising in axisymmetric three-dimens ional 
problems and the logarithmic transforms arising in two-dimens ional 
problems may in principle be evaluated using the equivalent double 
integral of the Hankel and Fourier transform approaches, as an 
alternative to the direct methods based on complex variable theory 
given above . In the a xisyrmnetric t hr ee-dimensiona l case, the Mellin 
transform technique may be used efficiently for almost all of the 
problems considered in later chapters . However, in the two-
dimensional case, the simple technique outlined above sometimes fails 
(since it is restricted to meromorphic functions) and it is then 
* necessary to revert to the multiple Fourier transform approa ch. An 
example is given below . 
It may be recalled that in proving the equivalence between the 
Fourier transform and Green function solutions in two dimensions, it 
is necessary to use the theory of generalized functions, in contrast 
to the axisymmetric three-dimensional problems with which classical 
analysis copes quite adequately. It is often necessary to use results 
of generalized function theory to evaluate the multiple Fourier 
transforms arising in two-dimensional elastici ty pr obl ems and examples 
have been given by Sneddon [1951]. When only the normal surfa ce 
displacement U(y) is required, this difficulty may sometimes be 
circumvented by differentiating equation (3 . 21): 
* Comp l ex f unct i on t heo r e tic arguments may be used in these cases, 
us ing t he deve lopment of t wo- di mensiona l e l as ticity of t he Russ i an 
s chool centred on the work of Muskheli shvili [1953] . This r a t her more 
complica t e d (though extremel y e l egan t and useful) app r oach wil l no t be 
f ollowed her e . 
au 
ay 
As usual, sgn(~) denotes the signum f unction 
sgn(O 
~> o 
~< O 
~ . 
J 
In the example worked in detail here, the pressure profile 
considered is 
p (y) 
IYI 
IYI 
< a 1 ,
> a J 
where V > - ~. It is easily shown, using Poisson's integral 
representation of the Bessel function J V (Al.6.2), that 
P( ~) 
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(31) 
(32) 
(33) 
(34) 
Also, z-v J (z) js an even func tion of z (from equation (Al.6.1)), so 
V 
that 
au 
ay - 2{1 ;i
2
} r sin( ~y ) P( ~) d~ . 
0 
(35) 
Combining equations (34) and (35) leads to a special case of the 
Weber-Schafheitlin integral (Al.9.1), from which it may be shown that 
au 
ay {.L:Jt.} y ( .1 . [ / ] 2] TIE a 2 F l 1,1-v ,2, y a (36) 
for O :;; y < a. The function ~~ may also be eva lua t ed f or y > a, but will 
not be required here. Two special case s are of pa rticular int erest 
(though the mor e general formula (36) is also required): 
0 au 0 f or O < y < a , V ~ ay = (37) 
1 au 2(1- cr
2 ) (y/a) for O < y < a . V ~ ay = E (38) 
2.5.5 Hertz's Theory for Two Long 
Cylinders with Parallel Axes 
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The equations (37) and (38) above lead to the solution of two-
dimensional indentation problems involving flat and parabolic punches 
respectively. The former case is discussed in Sneddon [1951). The 
* latter leads to a simple direct solution for the Hertzian contact of 
two long cylinders with parallel axes. From equation (38), it is 
clear that a pressure profile 
p (y) < £ 1 
> £ J 
leads to normal surface displacements of the cylinders 
u. (y) 
l 
U(O) -
and so 
(l- 0~ ) 
___ 1_ P(0) yz 
E. £ 
l 
(i=l,2) 
2 
u l (0) +u2 (0) - ½ VP (0) ¼- . 
(39) 
(40) 
(41) 
From equation (2.1.17), for Hertzian contact of t wo cylinders, it is 
necessary that 
It follows, therefore, that 
2 
u 1 (0) +u2 (0) - ~ . 
8 J VP (0)R. 
The applied load per unit length of cylinder is 
W/L P(0) r {l- y 2 / £2 / '~ dy 
- £ 
= ¥ £P (0) 
(42) 
(43) 
(44) 
* It may be noted that the Hertzian contact of two cylinders can be 
obtained as the limiting case of the elliptical contact area (equation 
(1.1.2)). Poritsky [1950] has pointed out that it is of interest to 
derive the result for cylinders by purely two-dimensional arguments. 
The solution given here is simpler than that proposed by Poritsky. 
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and so 
~~ (W/L) VR . (45) 
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CHAPTER 3 
"SOFT" CONTACT PROBLEMS IN LINEAR ELASTICITY 
3 . 1 INTRODUCTION 
In classical elasticity theory, boundary conditions employe d are 
usually phenomenological restrictions upon the surface values of the 
stress field£, and the ( infinitesimal) displacement field u . In most 
cases, components of£, or~ are specified on parts of the boundary in 
terms of known functions. Occasionally, as in the case of Coulomb 
friction [Kalker 1975], components of~ are linearly related. The 
boundary conditions of the classical or Hertzian theory of contact of 
elastic solids have been discussed in section 2.1 . It may be recalled 
that they are formulated under the assumption that a well-defined 
contact region exists, within which the surfaces have constant (in 
fact zero) separation. Mo reover, the surfaces are assumed to be 
totally non-interacting outside of the contact area and to interact 
within the contact area only through a distributed pressure. The 
pressure is subject to a no a priori constraints other than 
continuity and non-negativity. Examples have been given in Chapter 1 
in which these assumptions are clearly invalid. These examples are 
distinguished by their possessing an a priori restriction on the 
surface stresses, with the surface stresses determined by some 
mechanism external to the elastic system, for example, electrostatics 
or hydrodynamics. This chapter contains a detailed analysis of a 
simple class of problems in which the concept of a well-defined 
contact circle is abolished and surface stresses experienced by 
elastic solids are made consistent wi th distance-dependent surface 
interactions between the solids . 
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An example will be used here to introduce the defining assumption 
of the new class of non-classical contact problems analysed in this 
chapter. Consider two large elastic bodies, in close proximity but 
not touching. Each body is assumed to bear a uniformly distributed 
surface charge, leading to a repulsive interaction between the bodies. 
It will be easier to visualize this interaction if the particular case 
of two spheres with radii R1 ,R2 is considered and the deformations of 
the solids are taken as axisymmetric. In this case the deformations 
will be as illustrated in Fig . 3.1. It may be recalled that the 
distance between the spheres is given approximately by 
D(p) "" D0 + p2 /R +U 1 ( p) - U1 (0) +U2 (p) - U2 (0) , 
where U1 and U2 are the normal displacements of the surfaces of the 
spheres and 
(1) 
(In the notation of earlier chapters, R = ZR. The notation for the 
effective radius of curvature of the system is slightly modified here 
to eliminate a number of factors of /2 from important equations.) The 
surface stress deforming each sphere (i.e. the surface force per unit 
area) is determined by the electrostatic interaction, the latter 
quantity being a complicated functional of the surface shape . In 
principle, one should solve the electrostatic problem and the elastic 
problem simultaneously in order to extract an equilibrium surface 
shape, for which the electrostatic interaction provides the precise 
surface stress necessary to sustain the equilibrium elastic 
/ 
/ 
/ 
-- -
---
---
D D(p) 
0 
p 
/ 
/ 
/ 
/ 
/ 
/ 
..--
p2/R 
--
--
...... 
;; ,mmm@rnrn1.1;1;!!1!l! i !ll!li!!IIIIIIIIIIli!l1l!l{'t/f i{1!![!U!i'KMinn, 
55 
Fig . 3.1: The deformations of two spheres with uniformly charged 
surfaces . The broken lines indicate the positions of the surfaces 
if the charge is absent. 
deformation. The difficulty in solving such a problem prompts a 
search for a simplifying assumption leading to a more tractable model . 
Let IT(D) denote the electrostatic pressure between charged half-
spaces, bearing the same uniform charge density as borne by the 
spheres . Also let ji,E, denote the outward normal and any tangent 
vector at a point r on the surface of one sphere, where the local 
separation of the surfaces is D(,r_). The following generalization of 
,~ 
an approximation of Derjaguin is then the simplest model which 
incorporates consistency between the electrostatics and the elasto-
statics: 
~ • £, • ~ "" - IT [D (,r_) ] , (3) 
the 
the 
This approximation, as proposed by Derjaguin [1934], estimates 
total energy of interaction of rigid solids by integration over 
surface of the energy per unit area for half-spaces with the same 
local separation . 
In other words, the surface load is given by a pressure P(r), with 
P(r) "' TI [D(r)] 
- -
The conditions for the validity of the approximation for arbitrary 
elastic bodies are: 
1 . The bodies have smooth surfaces with large principal radii of 
curvature. 
2 . The electrostatic interaction decays rapidly with increasing 
separation of the surfaces. 
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(4) 
(5) 
It follows from condition 1 that near the regions of closest approach 
of the surfaces, the system may be modelled local l y by parallel half-
spaces with the same separation. This is the physical content of the 
Derjaguin approximation and justifies equation (5) in the region where 
the surfaces are close together. Condition 2 ensures that in the 
regions where (5) does not hold, both P(E_) and TI [D(E_)] are vanishingly 
small. The error in the overall deformation introduced by replacing 
P(r) by TI[D(r)] in these regions is therefore negligible . Hence, if 
- -
conditions 1 and 2 hold, equation (5) may be used to describe the 
surface stress for all regions of the surfaces. For two spheres 
approximated by half- spaces, the boundary condition becomes 
P( p) "' TI [D( p)] , O <p<oo . (6) 
Altho ugh spheres undergoing a repulsive electrostatic interaction have 
been used here for illustrative purposes, the same considerations may 
be applied to bodies of any shape undergoing an interaction dependent 
on the relative surface positions . The interaction may be entirely 
repulsive or entirely attractive, or even have regimes of attraction 
and regimes of repulsion . It is only necessary that the interaction 
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be characterized by a force law F(D) for half-spaces at separation D. 
The non-classical contact theory obtained by combining the equation 
P(r) :,, F[D (E)] (7) 
with the response for elastic half-spaces under a pressure P(r) will 
here be called "soft" contact theory . The adjective "soft" is not 
used to imply that the elastic modulii of the solids are low, but 
rather to contrast with intimate or "hard" contact, in which the 
deformations are restricted by the essentially geometrical constraint 
of mutual impenetrability. 
"Soft" contact theory is developed in detail in this chapter for 
the interaction of two spheres with most of the analysis being 
restricted to repulsive interactions. The case of "soft" contact of 
cylinders is discussed briefly in section 3.5. For the "soft" contact 
of spheres under a force law F, an integral equation may readily be 
derived for the sum of the surface displacements 
(8) 
viz. 
u (p) 
s 
= --
1 
+-E 
2 I I(p'/p) F[D + p ' 2 /R+U ( p ' )-U (O)]dp '. . {l -o2 1 -o2 } 00 
El 2 o o s s (9) 
This equation is essentially a non-linear integral equation of 
Hammerstein type [Dolph and Minty 1964], but the non-square-
integrability of the kernel places it in a class of equations which 
has not been extensively studied . Questions of existence or unique-
ness of solutions to (9), for a given force law F, will not be entered 
into here. It is shown in Chapter 4 that non-classical contact 
problems may exhibit parameter regimes of non-existence or non-unique-
ness of solutions. However, the non-existence and non-uniqueness 
58 
phenomena of Chapter 4 are evident from numerical work and asymptotic 
approximations, whereas it is found in this chapter that, for "soft" 
contact problems governed by repulsive force laws, the assumptions of 
existence and uniqueness of solutions seem reasonable. The 
restriction of the discussion in the main to "soft" contact of spheres 
enables the relation between "soft" and "hard" (Hertzian) contact to 
be more clearly exhibited . 
3 . 2 AXISYMMETRIC "SOFT" CONTACT: GENERAL THEORY 
3 . 2.1 The Dimensionless Integral Equation 
Analysis of the non-linear integral equation (1 . 9) governing 
"soft" contact of spheres may be simplified by the introduction of new 
variables. It is convenient to remove the quantity U (0) from 
s 
equation (1 . 9) by using the result that 
U (0) 
s 
r 2F[D 0 + p ' 2 /R+U/ P ') - U/0)) dp '. (1) 
0 
Subtracting equations (1) and (1.9) leads to an equation for a new 
function 
V ( p ) - U (0) - U ( p ) , 
s s s 
(2) 
viz. 
V ( p) 
s {
1 - CJ~ 1 - CJ~, 
---+---r 
E1 E2 J I(X) {2-I( p'/ p) } F[D 0 +p' 2 /R-V/p')) dp ', (3) 
0 
where 
V (0) 
s 
0 and V (oo) 
s 
U (0) 
s 
Let K- 1 be some length scale associated with the force law F. (For 
example, if F' (D 0 ) and F(D 0 ) are non-zero, then K-
1 
= jF (D 0 )/F ' (D 0 ) I 
will suff ice.) Introducing a dimens ionless force f unction ~ by 
writing 
(4) 
(so that c/> (O) = 1) and defining 
and 
x = ( K/ R) ½ p , v = K V 
s 
>.. 
½ {1 -a~ 1 -a~, 
(KR) -- + --·~ 
E1 E2 J 
leads to a dimensionless integral equation for v(x): 
v(x) >.. [ {2 - I(t/x)} cj> [t 2 -v(t)] dt. 
0 
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(5) 
(6) 
(7) 
(8) 
Large values of l>..I correspond either to extremely short-range 
interactions (K >> 1) or to large surface stresses. If >.. > 0, the force 
at the centre of the deformed surface is repulsive, while for A < O it 
is attractive. The total load Won either sphere is given by 
W = 2n r, pP ( p) dp = 2n r, pF{ D( p) } dp 
21TR F(D ) Joo t cj) {t 2 - v( t)} dt. 
K 0 
0 
3.2.2 Analytic Bounds on v(x ) for 
Force Laws of Constant Sign 
(9) 
(10) 
In equation (8) above, the f unction c/> can change sign if and 
only if, some parts of the surfaces experience attraction, while other 
parts of the surfaces experience repulsion. If the fo rce law Fis 
assumed to be of constant sign, it is possible to derive analytic 
bounds on v(x). From equations (9) and (10), it is evident that a 
finite total load on the system cannot be obtained unless F(D) is 
sufficiently rapidly decaying as D + 00 • It may therefore reasonably be 
* assumed here that t <ji (t 2 ) is integrable as t + 00 • 
[ f ootnote over] 
Since 
v(oo) 
it may be noted at once that 
2A r cj> [t 2 -v(t)] dt, 
0 
v(x) 
- ;\-
v(oo) 
< --A 
60 
(11) 
(12) 
for force laws of constant sign. The function 2 - I(z) may be shown to 
possess a unique zero at z = ( (s ay), where ( "'0. 79273, so that 
{2-I(t/x)} cj> [t 2 -v(t)] > 0 for O :5 t < ( x 
and 
{2 -I(t/x) } cj> [t2 -v(t)] < 0 for t > (x . 
(There is, of course, an integrable singularity at t = x in the 
interval ( x < t < 00 . ) Defining the constant 
C = t {2 - I(z)} dz "' 0 . 73573 
0 
and using the result 
j00 {2 - I(t/x ) } dt 
0 
0 for x > 0 
(equation (2.5.6)), one may establish analytic bounds on v(x) : 
and 
max 
0 :5 t :5(x I
(x 
{cj>[ t 2 -v(t)]} {2 -I(t/x)} dt 
0 
= Cx max { cj> [ t 2 - v ( t) ] } 
0 :5 t :5(x 
vc;:) > min {cj> [t 2 -v(t)] } rx {2-I(t/x) } dt 
0:5 t :5(x o 
(13) 
(14) 
(15) 
(16) 
(17) 
* From equation (2.2.16), {2 -I(t/x)} = O(t- 2 ) as t -+- 00 , so that 
solutions to equation (8) may exist even if cj> + constant > 0 as t + 00 • 
However, this case is not considered here . 
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+ max {qi [t 2 -v(t)] } r {2-I(t/x)} dt 
t ~sx sx 
Cx[ min 
0$t $sx 
{ qi [ t 2 - v ( t) ] } - max { qi [ t 2 - v ( t) ]} ] 
t ~sx 
(18) 
The bounds (17) and (18) hold for any solution v(x) of equation (8), 
provided that qi [t 2 -v(t)] is of constant sign. If, in addition , 
qi [t 2 -v(t)] is monotonic (so that qi decreases steadily from 1 a t t =O 
to O as t = "") , the bounds become 
and 
v(x ) 
- >.- < Cx 
v(x) 
- >.- > o. 
In words, equation (20) states that if the surface interaction is 
(19) 
(20) 
always repulsive, the surface deformation is everywhere compressive , 
while if the surface interaction is always attractive, t he surface 
de f ormation is everywhere tensile . 
A special case of qi [t 2 - v(t)] be ing monotonic int, and one 
worthy of further consideration, occurs when 
(i) qi is a monotonic function of its argument, and 
(ii) t 2 -v(t) is non-increasing. 
Monotonicity of t 2 -v(t) means, in physical terms that the s urface 
separation increases with distance fr om the axis of symmetry. When 
v(t) = t 2 over an interval 0 $ t $ tl' the surface separation is D0 
throughout this interval, a situation which may be described as 
perfect flattening. This is the most severe def ormation allowed, if 
the monotonicity assumption holds, and corresponds to a Hert z ian 
deformation. The consequences of the assumed monotonicity of t 2 - v(t) 
are in accord with the intuition for the class of problems considered 
in this section. However, the monotonicity assumption made here on 
t 2 - v ( t) is not well-founded in the elastohydrodynamic problems 
considered in Chapter 4 . 
The more stringent conditions (i) and (ii) lead to bounds which 
characterize the behaviour of v(00) as a function of A. When A> O, 
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v(00) > 2A f00 cp (t 2 ) dt , 
0 
(21) 
so that v (00) -+ro at least as fast as O(A) when A -+ 00 • An upper bound 
shows that v(00) -+ ro no faster than 0 (A2 ) as A -+ 00 : for A> O, 
I>.c fro v(00) 2A cp{t 2 -v(t) }dt+2A cp{ t 2 -v(t) } dt o AC 
< 2>. f00 cp(o) dt + 2>. f00 cp{ t 2 - >.ct} dt 
o AC 
= 2CA 2 ( 1 + r cp { >, 2 C2 (T2 - T)} dTl 
l 
) 
Since 
2 r H t 2 + 1>-l cd dt < v(ro) < 2 J(X) ->.-
0 0 
for >.< o, it may be seen that v(00) = O(A) as >.-+ - 00 • 
3 . 2.3 The Relation between "Soft" 
Contact Theory and Hertz's Theo r y 
cj>( t 2 ) dt 
(22) 
(23) 
In the ensuing analysis, it is convenient to employ the notation 
and a _ u (0) 
s 
(24) 
the fonner quantity being the pressure at the centre of the deformed 
region and the latter a measure of the linear compression of the 
system. As usual, W denotes the applied load on the spheres. The 
corresponding parameters in Hertz ' s theory, for a contact circle of 
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radius~· will be denoted by PH, aH and WH. It is possible to 
introduce functions of A, implicitly defined using solutions of the 
integral equation (8), which give a simple comparison between results 
of "soft" contact theory and of Hertz's theory, for a pair of spheres 
with a common composite elastic modulus V and effective radius of 
curvature R (defined by equations (1.2) and (1.1.8)). Attention is 
restricted here to the case A> 0 (respulsive force laws). 
It is easily seen from equations (4), (6), (7) and (10) that 
A ½ (KR)\ Vp (25) 
a v(00)/K (26) 
and 
w nRP K 
Joo 
0 
2x c/>{x2 -v(x)} dx . (27) 
Using basic results of Hertz's theory (section 2.5.2), it may be shown 
that 
°1I (2W2V2/R)l/3 H 1_ n2V2RP2 9 H (28) 
1 (29) aH 3 nVRPH 
WH 
2 1T3V2R2P~ • (30) 27 
Elimination of the parameters V, K and R leads to the following 
equations in which ratios of parameters in "soft" contact theory and 
Hertz's theory are given in terms of A; 
(31) 
and 
(32) 
where 
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'¥ (A) - J
oo 
2x c/J{x2 - v(x)} dx . 
0 
(33) 
In section 1.2, the question was raised as to whether Hertz's 
theory and " soft" contact theory could ever be in agreement. Here, 
the two contact theories are taken as being in agreement if the 
satisfaction of any one of the equations 
a = p = (34) 
implies that all three equations are satisfied . For example, for the 
same applied load (W =WR), "soft" contact theory and Hertz's theory 
are simultaneously valid if the compressions of the spheres are equal 
(a=~) and the central pressures are equal (P =PH). It is not 
possible to give a quantitative criterion for consistency of "soft" 
contact theory and Hertz ' s theory in which the Hertz contact radius~ 
appears, since there is no well-defined contact circle in "soft" 
contact theory . 
The three equations (34) may be simultaneously satisfied if and 
only if 
1 and v(oo) (35) 
Analytic bounds on'¥ may be constructed using similar arguments to 
those of section 3.2.2. It is found t ha t, if A > O and the funct ions 
x
2 
- v(x), q>{x 2 - v(x)} are monotonic, then 
r c/J (z) dz 
0 
(36) 
(The upper bound is obtained by noting that v(x) $ x 2 for O $ x $ AC and 
v(x) $ ACx for x 2'. AC.) When 
0 < A {
24 f(X) }½ 
< ~ 
0 
cp (z) dz , (37) 
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the bound (36) shows that 'I'> 1 and so for a given applied load 
(W=WH), P <PH. Moreover, as 1,.-+ Q, the disagreement between Hertz ' s 
theory and "soft" contact theory becomes more and more pronounced . 
It will be seen later (section 3.3) that Hertz's t heory and 
"soft" contact theory do not agree for any finite value of A, but that 
a Hertzia:n. Zimit is approached as A-+ co , i.e. 
(38) 
and 
'I' (1,.) - 1 (39) 
as A -+co. These results are consistent with the analytic bo unds (22) 
(v(co) <2CA2 [l+ o (l)]) and (36). It may be argued on physical gr ounds 
that a Hertzian limit should be obtained as 1,. -+co . The case A>> 1 
corresponds to large central pressures and rapidly decaying fo rce laws 
( K >> 1). In such situations, a small displacemen t of the surface 
leading to a negligible change in the total elastic energy enables any 
surface stress distribution to be obtained . This freedom of the 
surface stress to attain any distribution is, of course , an integral 
part of Hertz's theory. 
Although it has been emphasized that there is no well - defined 
contact circle in "soft" contact theory, it is important to note her e 
the result tha t 
(K/R) ~ ~ (40) 
Thus at large values of A, if a Hertzian limit is attained , 
(41) 
i.e. the dimensionless radius of the contact circle is well-
approximated by ~TIA . 
3 . 3 THE SOLUTION OF AXISYMMETRIC 
" SOFT" CONTACT PROBLEMS 
3.3 . 1 Conventional Perturbation and Iteration Schemes 
.. 
The most naive scheme for solving the non-linear integral 
equation (2.8) formally may be based on a perturbation series in 
powers of A. The trial solution 
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(1) 
leads to an infinite set of recurrence relations, the first two of 
which are 
r {2 - I(t/x)} cjl (t 2 ) dt , 
0 
J
oo 
{2-I(t/x)} cp '(t 2 ) v 1 (t) dt . 
0 
(2) 
(3) 
For large JAi it has been shown in section 3.2.2 that for a wide class 
of force laws, Jv(x) I < JAi Cx, where C is a constant. Let it be 
assumed, for the moment, that a finite number of the functions v (x) 
n 
may be detennined, either analytically or numerically. (In practice 
this is a non-trivial procedure.) If the series (1) is convergent for 
large A, it will then be necessary for a very large number of tenns to 
be summed in order to obtain a go od numerical representation of v(x), 
since a power series in A is used to represent a function which is 
O(A) (cf . evaluating I A I {l + exp (-1 A I)} for large values of I A I using 
the series 21 A I - I >-J 2 +~I A J 3 + .. . ) . If the series (1) does not 
converge and is merely an asymptotic expansion of v(x) valid for 
1>-1 << 1, the determination of v(x) for large IAI is even more 
difficult. 
Attempts made by previous authors to solve equations similar to 
(2.8) [e.g. Greenwood and Tripp 1967; Atkinson 1970) represent a 
minor refinement of the perturbation analysis outlined above. An 
iterative scheme is employed, viz. 
V (O) (x) 
- 0 
n,J · 11. f'· {2-I(t/x)} ~{ t 2 -)n)(t)} v(n+l)(x) = dt , 
0 
67 
(4) 
For small enough values of 111.I, this scheme may be expected to be 
convergent and attempts may be made to extend the range of validity of 
* the approach by "mixing" successive solutions, i . e. 
v(n+l)(x ) {l -M} v(n) (x) +MA r {2 - I(t/x)} <j>{t 2 -v(n) (t)} dt, (5) 
0 
where Mis assigned values between 0 and 1, usually by trial and error . 
The practical implementation of such an iterative scheme requires 
a discrete approximation of the integration. A number bis chosen 
sufficiently large that J
00 
may be replaced by Jb and the finite range 
0 0 
integral is then evaluated using a quadrature rule. A method of 
Atkinson [1970), for determining the profile of a penny-shaped crack 
in an infinite solid when distance-dependent cohesive forces act, may 
be applied here. The integra tion interval (0,b) is sub-divided into 
N sub-intervals of equal width 6 by grid points x . = i6 and one writes 
l 
v(n) (x.) = v~n). The trapezoidal rule may be used to integrate 
l l 
{2-I(t / x. ) } <j> (t 2 -)n)(t)) for those t-intervals within which 
l 
2 - I(t/x.) is continuous. The contribution to the integral arising 
l 
from an integral with a singularity of 2-I(t/x.) at one endpoint may 
l 
* This artifice is known, in the context of operator equations in 
Hilbert space, as Zarantonello's "method of contractive averaging" 
[Saaty 1967). It sometimes extends the range of validity of 
" contraction mapping" or " fixed point" algorithms. 
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be estimated by assuming that <P (t 2 -v(n)(t)) is slowly varying within 
the interval, so that for example 
f xi+l ( ) {2 - I(t/x.)} <P{ t 2 -v n (t)} dt l x. 
l 
The approximate integration then becomes 
t {2 -I(t/xi)} <P (t 2 -)n)(t)) dt"' ~ 
o j=O 
a .. lJ 
where the matrix elements a .. may be evaluated in terms of complete lJ 
* elliptic integrals. 
(7) 
A second implementation of the iterative scheme [Hughes and White 
1979a], in which the singularity of the integrand is removed, may be 
constructed using equation (2.16): 
v(x) Ar' {2 - I(t/x)} [ qi {t 2 -v(t) } - qi{x2 -v(x)}] dt 
0 
"' At {2 -I(t/x)} [<Ph 2 -v(t) } - <Ph 2 -v(x)}] dt 
0 
(8) 
- >.<P{x 2 -v(x)} (' {2 - I(t/x)} dt , (9) 
for all x ='> b, if b is selected sufficiently large. The use of a 
suitable quadrature rule (in practice, either the trapez oida l rule or 
Simpson ' s rule) leads to a matrix equation (to be solved iteratively) 
which is similar in form to that obtained in Atkinson's implementation, 
but with different matrix elements a .. . lJ 
* The function I is given in terms of the complete elliptic 
integral K by equations (2.2.15) and (2.2.16). Indefinite integrals 
involving Kare given by Byrd and Friedman [1971]. 
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Numerical solutions for a particular force law (cP(z) = exp (-z)) 
are examined in section 3 .3. 4 . It is found, as expected, that fo r 
A<< 1, the iterative scheme is rapidly convergent, while for A= 0 (1), 
numerical solutions may be found by suitable "mixing" of success ive 
iterations . When A is significantly greater than 1, it i s extremely 
difficult to obtain convergence and so different solution schemes must 
be f ound. The convergence difficulties may reasonably be att ributed 
to a transition between "soft" contact theory and Hertz ' s theory as 
)._+co . 
3.3.2 Self- Consistent Solutions 
for Small Values of A 
A perturbation technique will now be outlined for the solution of 
"soft" contact problems for small values of !Al . It is based on a 
self-consistent app roximation of v(x) near x = 0 and is valid, so long 
as the contribution from around t = 0 dominates the right hand side of 
the f undamental integral equation 
v(x) = A Jco {2 - I( t/x) } </){ t 2 - v(t)} dt . 
0 
(10) 
The technique should have a wider range of validity than low- orde r 
power series perturbation expansions considered in section 3 . 3 . 1 . It 
is found, in fact, that the lowest order self- consistent approxima tion 
predicts v(co) = O( A. 2 ) and 'l' + constant as A +co . 
On grounds of symmetry, one may argue that v(x) has an even power 
series expansion about x = 0, i .e. 
v(x) (11) 
In principle, one may solve equation (10) by inserting the power 
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series (11) int o both sides and then expanding the right hand side in 
powers of x 2 • Equating coefficients of like powers of x 2 leads to an 
infinite set of simultaneous non-linear equations for the expansion 
coeff i cients Y . In practice, it is impossible to carry out this 
n 
formally exact procedure . However, if the load on either sphere acts 
principally i n the neighbourhood of the origin, it suffices to insert 
only the first N terms of equation (11) into the right hand side of 
(10) t o ob tain a good approximation for v(x), valid for all x . 
Approximations for other quantities based on integrals of v, for 
example~, may be obtained similarly by replacing v with the first N 
terms of its power series (11). The approximation is basically a 
generalization of the well-known method of Laplace [Olver 1974) for 
the asymptotic expansion of integrals containing a parameter . 
The expansion coefficients y are initially unknown and must be 
n 
determined before any useful approximation may be obtained . To 
determine them, one first expands 
in a power series about x = 0, up to and including O(x2N), of the form 
2n 
X 
The (with a 1 ,a2 , ••• , ~ known functions for a given force law</>) . 
approximation is rendered self- consistent by choosing Y1 , Y2 , • • • , yN to 
satisfy the simultaneous non-linear equations 
(12) 
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For a very wide class of force laws, it is possible to construct the 
simplest self-consistent approxima tion, viz. N=l and v(x) zyx 2 • 
Higher order expansions are possible fo r force laws with simple 
analytic forms . Practical evaluation of the functions a
1
, • • • ,~ (i . e. 
practical determination of the power series expansion for v(x) for an 
Nth order self-consistent approximation) is aided by a Mellin 
transform t echnique. The technique is also useful for computing 
approximations for v(x) for large and small values of x. It has been 
shown in section 2 . 5 . 1 that 
r:x, µ (y) I(y/x) dy = 
0 
1 fc+.ioo 27T 2 x-s M{µ (y) ;y +s +l } ds 
27Ti 
c-100 sin(1rs) r(l- ½s) 2 r(½+ ½s ) 2 
where M denotes the Mellin transform, 0 < c = Re. s < 1 and 
M{µ (y) ; µ + s + l} J
ex, 
ts i.i(t) dt 
0 
(13) 
(14) 
is presumed to exist for O < Re. s < 1. Hence one may derive a contour 
integral representation for v(x) from which may be extracted ascending 
and descending series for v(x) (using methods outlined in Appendix 2): 
v(x) = 2.A r (j){t -v(t) } dt 
0 
A I c+.ioo 27T 2 x- s Al [(j){t 2 - v(t)};t +s +l] ds 
- 27T i 2 
c-100 sin (7Ts) f( l - ½s) 2 I'(½ + 1 s) 
(15) 
Expansion for small x. Translating the integration contour in 
equation (15) to the strip -2 < c 1 = Re. s < 0, one obtains a new contour 
integral, viz . 
v(x ) 21r
2 
x-s M[cp{ t 2 -v(t) };t +s +l] ds 
sin(7Ts) f(l - ½s) 2 f (½+ ½s) 2 
(16) 
Further translation of the integration contour to the left produces a 
series expansion for v(x). To obtain a series expansion for the Nth 
order self-consistent approximation 
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v(x) "" 2n X (N) V 
SC 
( say) (17) 
it is first necessary to determine the analytic continuation of 
M(<P{t 2 -v!:)(t)};t+s+l]. An example, with N =2 and <j) (z) =e- 2 , is 
considered in section 3.3.4. However, when N = 1 and v(x) ""Yx2 (a 
qua,dratic self-consistent solution ), it is possible to derive a 
general self-consistency condition on y . Defining 
it can be seen that 
0 (s) = f" ts <P (t 2 ) dt , 
0 
fX) ts <P (t 2 - Yt 2 ) dt 
0 
[l - Y]-½-½s 0 (s) . 
If <P (z) is differentiable at z=O, then 
<j) (t 2 ) - <j) (O) + <j) ' (0) t 2 + ... , 
so that 0 (s) has simple poles at s =-1,-3, ... , but has no other 
singularities in -3 < Re s < 0. The function 
(18) 
(19) 
has simple poles at s=0,-2,-4, ... and simple zeros at s= -1,-3, ... . 
Hence 
v(x) "" (20) 
- ~0 (-2) t- (1- y ) ½ x 2 + 0 ( x 4 ) , (21) 
so that the self-consistency condition becomes 
y = - ½0 (-2) 11. (l - y ) ~ . (22) 
When equation (22) is squared, a quadratic equation for y is 
obtained. The quantity 0( - 2) will in general be real and negative. 
Thus equation (22) always possesses t wo real solutions, one positive 
(y+' say) and one negative (y_, say). The choice of solution is of 
course dictated by the sign of A. Of particular interest is the 
obvious result that y + + 1- as A + 00 • In fact , 
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(2 3) 
Since 
and 
v(00 ) °" 2A f00 4>( t 2 - Yt 2) dt 
0 
J
oo 
2t cp(t 2 - Yt 2) dt = 
0 
2A l,,, r cp (t 2) dt 
(l-Y) 2 o 
(24) 
it follows from (23) that the quadratic self-consistent approximation 
predicts that 
v(oo) and '!' (A) + constant (26) 
as A + 00 • Although the correct asymptotic forms for a Hertz limit, 
viz. v(00) _! TT 2 A2 and 'I' - 1, are not in general obtained, one would 8 
expect the quadratic self-consistent solution to be a distinct 
improvement on low-order perturbation expansions of the form (1). It 
is evident that as A+O, the quadratic self-consistent solution yields 
v(x) = A f00 {2-I(t/x)} cj> (t 2) dt+ O(A 2), 
0 
(27) 
so that the self-consistent solution and linea r pe rturb a tion theory 
coincide to leading order in A. 
Having determined the coefficients yn for an Nth order self-
consistent approximation (17), one may compute v(x) for all values of 
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x using either the integral equation 
(28) 
or the series expansions g~nerated by the Mellin transform technique. 
The analysis used in deriving the self-consistent equations may be 
extended to the derivation of a complete asymptotic expansion valid 
for small x . 
Expa:nsion for large x. To illustrate the extraction of series 
expansions for large values of x, the case when ¢ (z) is exponentially 
decaying as z-+ 00 will be considered in detail. In this case, 
J
oo 
ts ¢ h 2 -v(t)} dt converges for Re. s > 0 . Translating the contour 
0 
of integration to the right (across the simple poles of 
27T 2 x- s/{sin('TTs ) f(l - ~s) 2 f(½+½s) 2 } at s=l,3,5, ... ) leads to an 
asymptotic expansion 
00 
v(x) - v(00) - V.. :E 
n=0 
(2nn) 
2 
00 
J t
2
n+1 ¢{t 2 -v(t)}dt . 
16n x2n+l o (29) 
If J00 ts ¢{ t 2 - v( t)} dt is not convergent for arbitrarily large Re. s, 
0 
i . e. if its analytic continuation has singularities in the half-plane 
Re. s > 0, a more complicated expansion will of course be obtained. 
Inserting the approximation (17) into equation (29), one obtains the 
approximate asymptotic expansion 
v(x) (30) 
3 . 3.3 Self-Consistent Solutions for Large Values of A 
Although the self-consistent solution scheme outlined in section 
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3 . 3 . 2 is qualitatively correct as ).+oo (giving v(oo) =0(). 2 ), 
~+constant), even for the simplest (quadratic) approximation, it is 
desirable to find a perturbation scheme which is numerically valid for 
arbitrarily large values of A. The reason for the breakdown as ). + 00 
N 
of solutions based on the ansatz v(x) ~ ~ 
n=l 
2n . 1 d y x is easi y un erstood 
n 
if one suspects the onset of a Hertz limit . For large values of)., a 
Hertz limit implies that A +1- and y +O for n = 2,3, . ... 
1 n It is thus 
necessary to take an impractically large value of N to obtain a good 
representation of cj> (x2 -v(x)) over the interval in which cj>(x 2 -v(x) ) 
is significantly non-zero. 
The self-consistent solutions of section 3.2.2 are successful at 
small values of A because they are perturbations about the A+ 0 limit, 
viz . v(x) = O. For a solution at large A, one should, by analogy, make 
a perturbation about the A + 00 limit, which is suspected to be Hertzian . 
On practical grounds, the trial solution should contain as few adjust-
able parameters as necessary . The observation that, in Hertz ' s theory, 
the pressure profile has the form (1.1 . 3) suggests a trial solution of 
the form 
X $ C } ' 
x>c 
(31) 
with k and c to be determined self-consistently. It will be shown 
below that this prescription of the trial solution proves satisfactory . 
The onset of a Hertz limit as ).+oo evidently requires that k+~ and 
also that c - ¼ TIA , cf. equation (2.41), and the approximation scheme 
may be described as perturbation about Hertz 1s theory. It may be 
noted that perturbation about Hertz 's theory is a non-linear 
perturbation scheme, as is the scheme based on polynomial trial 
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solutions . The successful merging of solutions found by perturb a tion 
about Hertz's theory with the low A solutions of section 3.2 . 2 
(discussed below) provides strong evidence that axisymmetric "soft" 
contact problems may be qualitatively characterized in terms of a 
transition from a regime of small deformation (A<< 1), well described 
by perturbations based on trial solutions fo r v, to a near- Hertzian 
regime (A » 1), well-described by perturbations based on cj> (x 2 - v(x)). 
The ansatz (31) introduces an approximate contact circle of 
dimensionless radius c. For any finite value of A, there is of course 
no geometrically well-defined contact circle . It is possible to 
define an effective contact circle in terms of a pressure-averaged 
radial coordinate [cf. Greenwood and Tripp 1967): 
k C PF [D( p)] dp / {D F[D( p)] dp . 
3 The constant k is chosen to be 4 7T so t hat aeff = ~ if t he "soft" 
contact pressure distribution F [D(p)] is replaced by the Hertzian 
pressure profile 
P( p) 
The dimensionless equivalent of equa tion (32), with k 3 4 7T and 
½ 
ceff = ( K/R) aeff' is 
¾ 7T r x<t>{x 2 - v(x)} dx/ r (j> {x 2 - v(x)} dx 
0 0 
The us e of the trial solution (31) has been anticipated in 
(32) 
(33) 
(34) 
theoretical work on the con tact of rough solids (see section (3 . 4 . 4)) . 
For contacting cylinders with statistically distributed asperities, Lo 
[1969) employs a trial solution which corresponds, in the presen t 
notation, to (31) with k fixed (k = 2) and only c to be adjusted . Such 
a trial solution cannot be expected to be useful for arbitrarily large 
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values of A since a Hertz limit (k-+ ½) has been specifically excluded 
from the class of trial functions . Also, Lo ' s scheme uses a different, 
and weaker, self-consistency condition, matching up the pressure 
consistently at a single point near the centre of the interval 0 < x < c . 
Demkin, Izmailov and Korotkov (1976] propose the ansatz (31) in the 
context of contacting spheres or cylinders covered with a "rough 
layer" , the compression of which has a power law dependence on the 
local pressure. 
The derivation of the self-consistency conditions fo r 
perturbation about Hertz ' s theory is quite straightforward when the 
Mellin transform technique of section 2.5.1 is employed . Let the 
ansatz (31) be inserted into the right hand side of the fundamental 
integral equation for v . Then, using equation (2 . 5 . 8) and (2.5 .9), 
one may show that 
v(x) 
00 (-l)n+l (2n) ! (x/c) 2n 
n=l 4n(n ! ) 3 f(k+J/2 - n) 
(35) 
for O s x < c, while 
v(x) = Ac7T\ f(k+l)/f(k+3/2) -{ Ac/ (k+l) } (c/x) 
2
F
1
(½ , ½;k+2;c 2 /x 2 ) 
(36) 
for x > c. As prescribed by these series, v(x) is a continuous 
function, but there is a discontinuity in the derivative of v(x) at 
x = c. This discontinuity is an inevitable consequence of the form of 
the trial solution . For finite A, v(x) should be continuously 
differentiable for all x. However, this small deficiency in the 
approximation scheme is of no consequence when attention is restricted 
to the prediction of the physically important quantities v(00), ~ , 
a = U (0) and W, which are given by integrals involving the approximate s 
pressure or displacement distribution. From equation (35), near x = 0, 
v(x) is given by 
where 
f(k) = l.;7rl.; f (k+l)/f(k+½). 
Hence, near x = 0 the dimensionless pressure profile is 
<jl[x2 -v(x)] c:: ¢ (0) + cp '(O){x2 -v(x)} + ½cp "(O) {x2 -v(x)} 2 + ... 
"' 1+ ¢ ' (0){c2 - Acf}(x/c) 2 
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(37) 
(38) 
1 (39) 
+ (¾ ¢ ' (O)(k - \ ) Acf + ½¢" (0) {c 2 - Acf}2 J (x/c) 4 + O(x6 ) • 
The function ¢ [x2 - v(x)] is also given approximately by equation (31), 
which implies that 
cp [x 2 -v(x)] c:: l-k(x/c) 2 + ½k(k -l)(x/c) 4 + 0 (x 6 ). (40) 
Combining (39) and (40) leads to the required self-consistency 
conditions, which may readily be cast into the form 
C = c(k) and g[k,c(k)] = 0, 
with 
c(k) = l.;{Af + [( Af) 2 -4k/ cp '(O)) l.;} 
and 
g(k,c) k(l-k)+k 2 ¢"(0)/ cp '(0) 2 + ¾ cp '(O)(k - l.; ) Acf. 
(41) 
( 42 ) 
( 43) 
It has been assumed here that ¢ '(0) is stricti negative, a 
condition which is usually satisfied for systems leading to "soft" 
contact problems unless the force law possesses an attractive reg ime . 
With this restriction, 
g(k ,c) ~ k-k 2 {1- cp"(0)/ ¢ '(0) 2 } when k ~ l.; , 
while 
g[O,c(O)] = - ¾ ¢ '(0) ;. 2 f(0) 2 > 0 (44) 
for all A > 0. These inequalities establish sufficient conditions for 
the existence of solutions to the equations (41). When 
cj> "(0) < C/> ' (0) 2 , 
g[k,c(k)] changes sign in the interval ½< k < [l- C/> "(0)/C/> '(0) 2 ]- 1 , so 
that the equations have a solution with kin this interval. Since 
(using equation Al.2.5) 
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as k+oo (45) 
for any A> 0, it follows as k + 00 , 
g[k,c(k)] /k2 - -l+ C/> "(0)/ C/> '(0) 2 
From (46) it is clear that there exists a number of A0 (dependen·t on 
C/> '(0) and C/>"(0)) such that when >.>>. 0 , lim g[k,c(k)] < o. Combining 
k+oo 
this result with (44) it is established that equations (41) have a 
solution for sufficiently large values of A, with k > 0, wha t ever the 
values of cj> '(0) and cj>"(0). Moreover, a necessary and sufficient 
condition for equations (41) to possess a solution for al l values of 
A> 0 is that 
cp"(0) :5; C/> '(0) 2 , 
and in this case k > ½. The numerical solution of the second of 
equations (41) fork is straightforward - inte rval halving suffices 
except when cp"(0) - cj> ' (0) 2 is a small nega tive number, yielding a large 
interval to be searched for the required root. In this case, the 
asymptotic formulae developed below are useful. The asymp totic forms 
also reveal all of the qualitative features of the approximation 
scheme by purely analytic means. 
For an arbitrary force law (subject only to the restriction 
cp ' (0) < 0), the predictions of perturb a tion about Hertz's theory wil l 
now be examined in the limit A -+ 00 and, when applicable , in the limit 
A-+ 0. A detailed examination of a particular force law 
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(cp (z) = exp(-z)) is deferred until section 3 . 3 . 4 . (A second exampl e is 
also encountered in section 3 . 4 . 4 . ) Insertion of the ansatz (31) into 
equations (2 . 10) , (2 . 11), (2.33) and (34) l eads to t he app r oximations 
w "' 7r (R/K) F (D0 ) c
2/(k+l) 
v(oo) 
"' AC7f½ f (k +l)/f(k +3/2) 
'!1 
"' 24c2/ {7T 2.:\ 2( l+k) } 
and 
3 ½ 
Ceff "' 4 7f cf(k+3/2)/f(k+2) 
It has been shown above that the equations (41) fo r k and c 
always possess solutions for sufficiently l arge values of .:\ . The 
large A asymptotic forms 
and 
(4 7) 
(48) 
(49) 
(50) 
(51) 
may be rigo rously established with little difficulty and suggest tha t 
c and k may be found for large values of A as series in powe r s of A. 
Attempting solutions of the form c - ¼TTA + c_ 1 A-
1 + c_ 
3 
A- 3 + . . . and 
k = ½+ E:_ 2 .:\-
2 + E:_
4 
.:\- 4 + . .. , one finds that 
C = ¼TTA - 2 {1 + !!__3 (l- ln 2)[1+ </i" (0)/ </i ' (0)
2]} A- 1 + O(.:\- 3 ) , 
TT</J 1 (0) (52) 
16 k=½-----
37r2cp t (0) 
(53) 
In addition to providing the required Her t z limit, the asympto tic 
forms for c and k indicate the r ate of onset of t his limit. If the 
asymptotic f orms (52) and (53) are substituted in to equations (47) to 
(50), it is f ound that 
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v(00 ) ::e ½1r 2>-. - ¢ '(0)- 1 (1+(2 -1 ln 2)[l+ cj> "(O)/ cj> '(0) 2 ]) >,.- 1 + 0 ( >-. - 3 ), 
(54) 
16 (2 Zn 2 _ l3) [l+cj>"(0)/ cj> '(0) 2] >-.-
2 
+ O(A.- 4 )] , (55) 
31r2cj> '(0) 
3 
W ::e ;4 R2F(Do) 3 [(1- cr~ )/El + (l- cr! )/E2 ]2 'l' , (56) 
and 
The leading term in each of equations (54), (56) and (57) is the 
classical Hertz result . The correction to each of the Hertz results 
is by a factor of 1 + O( >-.- 2). Higher order terms in the expansions 
(52) to (57) are easily ob t ained and need not be exhibited here . 
Equation (55) shows that for large>-. , the pressure-averaged "effective 
radius of the contact circle" ceff and car e the same t o leading order. 
There is no a priori reason for believing that perturbation about 
Hertz's theory will be usef ul when A i s not l arge. However, when 
cj>" (0) :5 cj> ' (0) 2 the technique does yield an approximation of some k ind 
for all values of >,. . By examining the predictions of pertur ba tion 
about Hertz's theory as A+ 0 and comparing these with predictions 
based on polynomial trial solutions of section 3 .3. 2 , the likely range 
of validity of perturbation about Hert z 's t heory may be asce rta ined . 
Ass uming tha t cj>" (0) s cj> ' (0) 2, one may readily demonstrate that 
(58) 
and 
(59) 
as >,.+ O+. Consequently, 
and 
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(61) 
It is known that v(x) = 0 ( \ ) as \-+ 0, so that the correct small \ forms 
of these quantities are, to leading order, 
and 
W - TT(R/K) F(D 0 ) r </> (2 ) d2 
0 
'!' - 24(TT 2 \ 2 )- 1 r ¢ (2) d2. 
0 
(6 2) 
(63) 
Perturbation about Hertz's theory fails to y ield the correct 
leading order asymptotic form for Wand '!' , but the error is by at most 
a constant fac tor. To es timate t he error, the behaviour of 
q _ I ¢ , ( o) I { 2 _ ¢ II ( o) / ¢ , ( o) 2 } r <P ( 2) d2 
0 
(64) 
may be considered. If q is very close to unity , then the error in the 
asymptotic forms for Wand'!' is small . A formal a r gument may be 
constructed which sugges ts that q-+l when ¢"(0)/ ¢ ' (0) 2 + 1-, provided 
that ¢ is a rapidly decaying function : 
ln ¢ (2) in ¢(0) + {¢ ' (0)/ ¢(0) }2 + ½{¢"(0)/ ¢(0) - ¢ ' (O) 2 /¢(0) 2}2 2 + 0 (2 3 ) 
so 
q "" l<P '(O) I {2 - ¢"(0)/ ¢ '(0) 2 } r exp[-1 ¢ '(0)12+1;{¢" (0) - ¢ ' (0) 2 }2 2 ] d2 
0 
l+ O[l- ¢"(0)/ ¢ '(0) 2 ]. (65) 
A particular force law for which ¢" (0) = ¢ ' (0) 2 is the exponent i al 
force law, ¢ (2) = exp (-2). From (64), q = 1 in this case. Equa t ion 
(65 ) sugges ts that, for force laws which are in some sense close to 
the exponential, q "' 1 and the asymptotic expansions of W and '!' 
predicted by perturbation about Hertz's theory are correct to leading 
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order . 
The quantities v(00) and ceff may be analysed similarly. 
Perturbation about Hertz ' s theory predicts that as A-+ 0, 
v(oo) 
"' )..1/1 i<t>'(O)i-~ lim {k~ f(k+l)/f(k+3/2)} (66) 
and )..-+O 
ceff "' l_ ./1i<t> ' (O) ,-~ lim {k½ f(k+3/2)/f(k+2)}, (67) 4 
>--+D 
with the limits of the terms in curly brackets easily determined from 
(59) . For the exponential force law, the results are correct to 
½ 3 ½ leading order [v(00) - ATI and ceff - 4 TI ] . A formal argument, 
similar to the one leading to (65), suggests that the error may be 
small for a more general force law . 
To understand why forces of exponential type yield unexpectedly 
good results for small A, it is necessary to consider the asymptotic 
behaviour of the trial dimensionless pressure profile (31): 
"' exp[ <!> ' (O)x2 ] (68) 
if k is large, using the well known result that lim (1 +Z/k)k = exp(Z) . 
k-+oo 
For the exponential force law, the function exp[ cj> '(O) x2 ] is precisely 
the pressure profile ' cj> (x) corresponding to an undistorted system, 
while for a more general law, exp[ cj> '(O) x 2 ] may still be a useful 
approximation for cj>(x). 
3.3.4 The Exponential Force Law 
A ZocaZ approximation for any rapidly deca ing force l(11.J . Assume 
that IF(D) I is a monotonic decreasing function of Din the neighbour-
hood of D0 • A local exponential approximation to F(D) may be 
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constructed by linearizing the logarithm of I F(D) I about D = D
0
: 
ln jF(D) I ~ ZnjF(D) I + {F ' (D )/F(D )} (D-D
0
) , 
0 0 0 
where F ' (D 0 ) /F(D 0 ) < 0. It follows that 
Defining 
(69) 
leads to an exponential approximation for F(D): 
(70) 
If K « 1, (70) reduces to the simple linearization: 
(71) 
but when K is not small, (70) is a far better approximation to F(D) 
than (71) for a rapi dl y decaying f orce l caJ . It is reasonable to take 
(70) as a first approximation to many force laws i.e. 
</> (z) ~ -z e (72) 
For this reason, the exponential force law is emphasized here . The 
exponential force law also arises in the DLVO theory of colloid 
science, as outlined in section 1. 2, and the applications of "soft" 
contact theory in this context are considered in section 3.4 . 
Anal ytic bounds on v and 1. Using the inequalities (2 .21), 
(2.22) and (2.23), it is eas y to show that 
for A< 0 
and 
(73) 
Alf~ < v(oo) < 2CA 2 +2A exp(¼A2 C2 ) J00 exp(-t 2 ) dt for A> 0. (74) 
½AC 
A bound on the complementary error function [Abramowitz and Stegun 
1965, p.298) 
:S: exp(z 2 ) f' exp(-t 2 ) dt ::;; 
z 
l _ {z + (z 2 +4/1Tf2 } - 1 
(z > O), enables (73) and (74) to be reduced to the following bounds : 
For A< 0, 
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-+ -2/C as ;\-+ - oo • (75) 
For ;\ > 0, 
l 
< 2C.:\ 2 +min(.:\7T~,2/C) (76) 
The bound on IJI (A) for ;\ > 0 (2. 36) becomes 
< IJl(A) 
Consequently, in view of (2.37), Hertz's contact theory must be a poor 
model. for systems in "soft" contact under exponentially decaying 
i., 
repulsive forces when 0 < ;\ < 24 / TI "'l · 56. 
The exponential force law may be used to illustrate the regimes 
of validity of the various solution schemes outlined in general terms 
in sections 3. 3 .1 - 3. 3. 3. A comparison of the various solutions 
obtained is given below, after a few analytic results are derived for 
perturbation solutions based on the series expansion (1), self-
consistent solutions for;\ << land perturbation about Hertz's theory. 
The perturbation solution . Let 1 0 denote the usual modified 
Bessel function. Since, from (2.5.5), 
J
oo 
I(t/x) exp(-t 2 ) dt 
0 
the perturbation solution (1) becomes 
(78) 
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(79) 
It is unnecessary to consider higher order t e rms here, because the 
self-consistent schemes of section 3.3.2 are much more easily 
implemented. 
The quadratic self- consistent solution . The simplest self-
consistent approximation, v(x) ~Ax 2 , is easily derived using (78) with 
a change of integration variable: 
as x+ 0 ( 81) 
(It is also possible to obtain this result using the genera l Mellin 
transform approach of section 3.3.2 as used below for the nex t highest 
order self-consistent solution.) The solutions for the self-
consistent value of y are 
y ! Y, ~ y_ ~ TTA 2 + {[½ TTA 2r + \TTA 2r - ½ TT A 2 - { ( ½ TT A 2 J 2 + \TT A 2 } ½ for A> 0 l · for A< 0 (82 ) 
Denoting the corresponding self-consistent solutions for A > 0 and A < 0 
by v+(x) and v_ (x) respectively, one finds that 
{ ATT½ + O(A 2 ) as A+ 0+ } v+(co) - ½TTA 2 as A +co (83) 
- { ATT½ + O(A 2 ) as A + 0- ~ v_ (co) 
-2 as A + - co J 
(84) 
The limiting behaviour of v_(co) for small IAI and v+(co) fo r small A is 
consistent with bounds (73) and (74). By contrast, v+(co) increases 
too rapidly with A (since ½ATT 2 > 2C A2 ), ultimately violating (76). The 
range of usefulness of v+(00) is therefore limited. Similarly v_(oo) 
violates (75) as A -+ - oo . 
The quartic self-consistent solution for A> 0. To obtain a 
better asymptotic solution for positive A, one may attempt a trial 
solution 
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v (x) "" (1 - B) x 2 - a x 4 , (85) 
where a > 0 and 0 < B < 1. (It is more convenient here to use the 
variables a and B than y 1 = [l - BJ and y 2 = - a .) Defining 
X = B/(2a )½, (86) 
and using the integral representation (Al.10.1) of the parabolic 
cylinder function DV (X) for Re V < 0, 
Dv(X) = f (-v) - 1 exp(-¼X2 ) f00 exp(-Xt- ½t 2 ) t-v-l dt, (87) 
0 
one may convert the contour integral (16) into the comparatively 
simple form 
v(x) A 27Ti 
Id+ioo w2 (2a )->(l+s) exp( >X 2 ) "-, (l+s)(X) 
d-i00 sin(Tis) f (l- ½s) 2 f (½+ •2s) 
x-s ds 
(88) 
where -2 < d = Re s < 0 . Ascending and descending series expansions 
which follow from translating the integration contour ac ross the only 
poles (at s =-2,-4, .•. and at s =0,1,3, ... ) are 
½ - ¼ 
v(x) - A.TI (2a ) 
00 
~ 
n=l 
v(x) - A7T½ (2a )-¼ exp(¼X2 ) D_½(X) 
- A(2a )-½ ; <2n!)
2 
(2a )-n/2 exp(¼X 2 )D_n_
1
(X) 
n=0 16n(n!) 3 
2n 
X 
-2n-l 
X 
, 
(89) 
(90) 
(The small x series (89) converges for all positive values of x, while 
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the l arge x expansion (90) is divergent.) In particular, near x = 0, 
The self-consistency conditions then become 
1-S = Ag(X) l~ (92) 
and 
½A f (X) , 
where 
f(x) 3 ½ 
- 4 n exp (!.rX
2 ) D3/2(X) 
and 
g(x) ½ - ½ 
- ½n X exp (¼X2 ) D1 (X) ~ 
Then, eliminating a and S in favour of X = S/ (2a ) ½, one obtains a 
single non-linear equation for X: 
(93) 
(94) 
(95) 
X½ = 4/{;,_ 2 f(X) g(X)([l+4/(Ag(X)) 2 ]½+1)} (96) 
It can be shown that for X > 0, D312 (X) has a unique zero: X0 "'O· 5509, 
while D½(X) does not vanish [Abramowitz and Stegun 1965, p.696) . Also, 
using the asymptotic expansion (Al.10.7) of DV, one may establish that 
the right hand side of (96) tends to zero as X+ oo for fixed A. 
Equation (96) therefore possesses a root, which is eas ily fo und by 
* interval halving . This root is plotted as a function of A in Fig. 
3.2 and the resulting values of a and S are given in Fig. 3.3. It is 
found that a = O(A- 4 ) and S = O(A- 2 ) as A + 00 • In the quadratic self-
consistent theory, S = 1 - y and a = 0. It can be seen from Fig. 3. 3 
* The parabolic cylinder functions are most easily computed using 
the Miller algorithm [Wimp 1970). The appropriate r e~urrence relation 
and normali zation conditions are gi ven by equa tions (Al . 10 . 2), 
(Al.10.3) and (Al . 10 . 6). 
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Fig. 3 . 2: Solution of the transcendental equation (96) 
for X = 8/(2a ) ~. 
that for A S l, the quartic self-consistent parameter B is very close 
t o 1 -y . 
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Perturbation about Hertz ' s theory . The equations (41), (42) and 
(43) for the parameters k and care easily solved by interval halving. 
The asymptotic forms of k, c , W, 'l' , v(oo) and ceff as A + O and as A+ 00 
may easily be deduced from the general results of section 3 . 3 . 3. It 
has already been shown in section 3.3 . 3 that for an exponential force 
law, perturbation a bout Hertz's theory is correct to lead i ng order as 
A+ Q, a somewhat unexpected result . The agreement of perturbation 
about Hertz ' s theory with small A schemes may be shown to occur only 
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Fig. 3 .3: Self-consistent parameters f or "soft" contact of 
spheres under an exponential force law. 
to leading order. For A << 1, perturbation about Hertz's theory 
predicts the asymptotic forms 
w 
"' TT(R/ K) F(D 0 ) {1 + ½ TT
1
~A+O(A 2 )} 
ljl 
"' 24(TT 2 A2 )- 1 {1 +½ TT\ + o (A 2 )} 
V (oo) 
"' TT~/\ {1 + 6: TT~/\ + 0 (/1.
2 )}, 
and 
90 
(97) 
(98) 
(99) 
Ce££ "' ¾ TT~ {1 + 6: i 1:\ + 0 (A2 )}. (100) 
On the other hand, the quadratic self-consistent solution predicts 
91 
that 
w 
"' n (R/K) F(D 0 ) {l+ ½n\+0(>.2)} , (101) 
'¥ 
"' 
1 
24(n 2 >.. 2 )- 1 {l + ½n~>.. + O(A. 2 )}, (102) 
V (oo) 
"' n \ { 1 + ¼n ½>.. + 0 ( >.. 2 ) } , (103) 
and 
ceff "' ¾ n½{ l+¼n½>.. + O(A. 2 )} (104) 
Comparison of iterative numerical solutions a:nd analytic 
approximate solutions. It is very difficult to obtain numerical 
solutions for "soft" contact governed by an exponential force law when 
A is significantly greater than unity. Numerical solutions have been 
obtained for A ~ 5. 5 . A t yp ical numerical solution (for >.. = 1. O) is 
shown in Fig. 3.4. For comparison, the one-term perturbation solution 
(79), the quadratic self- consistent solution and the quartic self-
consistent solution are also shown. The quartic self-consistent 
solution is computed using the convergent series (89) and the 
* divergent series (90). Evidently, the self-consistent solutions 
represent a marked improvement on the one-term perturbation solution 
(79), the quartic solution agreeing very well with the iterative 
solutions. The range of validity of the low >.. self-consistent schemes 
is therefo re A= 0 (1), not >.. << 1. As >.. -+ O, the four solution 
techniques compared in Fig. 3. 4 and A = 1. 0 yield results which agree 
more and more closely . In Fig . 3 . 5, the iterative numerical solution 
for A= 1. 0 is shown along with the Hertz solution and an upper bound 
derived in section 3.2 . 2. 
* ~ The divergent series is truncated using StieltjeR' ru&e : 
beyond the term of smallest magnitude are included in the sum 
half of the term of smallest magnitude is included. 
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iterative numerical solution (centre continuous curve); 
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---- quadratic self-consistent solution; 
x quartic self-consistent solution . 
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To exhibit the approach to a Hertz limit it is most convenient to 
display the function f(>..) . In Fig . 3.6, the quartic self-consistent 
solution, iterative numerical solution and perturbation about Hertz's 
theory solution for fare given as functions of >.. . It is found that 
for >.. < 1. 0, there is very close agreement between the numerical 
solution and the quartic self-consistent solution, while for >.. >5 .0, 
perturbation about Hertz's theory appears to give an adequate solution. 
For all values of>.., perturbation about Hertz 's theory gives a 
qualitatively good description of "soft" contact under an exponential 
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Fig. 3.5: Comparison of "soft" contact theory and Hertz 's theory for 
the exponential force law at A = 1. 
force law. To illustrate the transition from the regime of validity 
of the low A "self-consistent" schemes to the regime of validity of 
perturbation about Hertz's theory , one may consider the dimensionless 
pressure profile cjl [x 2 -v(x)]. In Fig. 3. 7 the form of cjl (x 2 - v(x)] is 
shown for several values of A. The two ana l y tic approximate solutions 
are in agreement for small x, as is to be expected . The agreement in 
fact holds over a quite significant x-interval and only breaks down 
when x ~ c. Perturbation about Hertz's theory can never yield a 
pressure profile with a "tail". At low A, the relative importance of 
the "tail" region x > c determines the magnitude of the error in 
perturbation about Hertz's theory . In contrast, as A + 00 , the "tail" 
region becomes negligible compared with the "hump". Self-consistent 
100 r----------------~ 
\ 
W 10 
1L.__. _____ .L__ __ -=~ 
01 1 10 
/\ 
Fig . 3 .6: The comparison function l (A): 
Iterative numerical solution; 
{Quart ic self-consistent solution (upper curve); Perturbation about Hertz 's theory (lower curve). 
N 
solutions based on the ansa tz v (x ) "' I: 
n=l 
y x2n break down in this 
n 
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regime because they have difficulty in representing the large pressure 
gradient which occurs in the vicinity of x = c. 
It may be concluded that, for the exponential force law, 
analytic approximations outlined in this section give a good 
description of "sof t" contact for all values of A. It is thus 
unnecessary to use iterative numerical solutions unless a very high 
degree of accuracy is required. When the iteration scheme is 
convergent, one may in principle obtain arbitrarily high accuracy by 
using a greater number of quadrature points and t aking a large number 
of iterations . This is not always computationally feasible . The 
analytic approximations, on the other hand, are essentially limited in 
cp 
1-0 
0·8 ' 
' 
" 
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0·6 'JO 
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Fig. 3. 7: The dimensionless pressure function (j> [x 2 -v(x)) f or "soft" 
contact under an exponential force law f or A= O. 05, 5, 10 . 
Quartic self-consistent solution . 
Perturbation about Hertz's theory . 
(For A =0 . 05, the quartic self-consistent solution and 
perturbation about Hertz's theory are indistinguishable.) 
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their accuracy, just as a divergent asymptotic expansion cannot be 
used to represent a function to arbitrarily high accuracy. However , 
the analytic approximations are very easy to compute for aZZ values of 
A and give a good overall description of "soft" contact. The analytic 
approximations are akin to numerical integrations with only one or two 
quadrature points, and are surprisingly successful . 
3.4 APPLICATIONS OF AXISYMMETRIC "SOFT" CONTACT THEORY 
3 . 4.1 The Direct Measurement of Electrical Double-
Layer Forces Using Deformable Surfaces 
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The theory of axisymmetric "soft" contact, developed in section 
3.3, may now be used to analyse the regimes of validity of an 
experimental technique for the direct measurement of electrical 
double-layer forces in ionic solution . The experimental technique has 
been outlined in broad terms in section 1.2 and the discussion here 
will be centred on the experimental results of Hough and Ottewill 
[1976), though experiments by other authors may be examined by similar 
means . 
* The experimental system, consisting of a highly deformabl~ 
spherical rubber cap of radius z 2 cm and a comparatively rigid glass 
plate, is equivalent to two identical rubber spheres of radius R z 4 cm. 
Young 's modulus E will be taken as z 2 x 10 6 Nm- 2 and, since rubber 
deforms in a nearly isochoric (i . e . volume preserving) man ner [Treloar 
1975), Poisson ' s ratio may be taken as z 0.5 . It is reported by Hough 
and Ottewill that at no stage does the sphere exhibit a deformed 
region with radius greater than 7. 5 x 10- 3 cm. Hence, both the 
geometrical assumptions underlying "soft" contact theory and the use 
of linear elasticity may be considered justified . 
The classical theories of colloidal forces assert that the only 
significant interactive forces between the experimental surfaces are 
van der Waals forces and electrostatic double-layer forces. The van 
der Waals forces are unlikely to be important here, since their range 
* The experimental parameters are not known to within a high degree 
of accuracy but the values assigned here to the fundamental constants 
should suffice for an order-of-magnitude calculation . 
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is typically less than the 10 nm minimum separation of the surfaces in 
the Hough-Ottewill experiments. The half-space force law F(D) to be 
used in the "soft" contact model may therefore be taken as the 
electrostatic repulsive force between half-spaces separated by aqueous 
electrolyte. With little loss of generality, it will be assumed here 
that the electrolyte is symmetric, with each charged species having 
unit valency . The electrolyte is taken to be in contact with an 
infinite reservoir, in which both ionic species have concentration n
0 
ions per unit volume. The magnitude of the charge on the electron, 
Boltzmann's constant, the absolute temperature and the electrostatic 
* potential of the mid-plane will be denoted here by q, k, T and ~ 
m 
respectively. It may be shown that the repulsive force IT per unit 
area between the surfaces is given by 
(1) 
[Langmuir 1938; Verwey and Overbeek 1948]. The dependence of IT on 
the separation D of the surfaces is extracted by solution of the non-
linear Poisson-Boltzmann equation, with the boundary condition that 
the surface potential~ is independent of D (the so-called "constant 
potential condition"). Provided that KD > 2, the force law is well-
approximated by an exponential: 
IT (D) "' 64n 0 kT tanh 2 [ 4m) exp(-KD) , (2) 
where K is the usual inverse Debye length [Verwey and Overbeek 1948]. 
When Gaussian electrostatic units are employed and the electrolyte has 
dielectric constant E , 
(3) 
* i.e . half-way between the surfaces . 
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Experiments of the Hough-Ottewill type are used to estimate IT (D) 
0 
by inferring the central surface pressure in the equilibrium film of 
thickness D0 using the Hertz relation (1.1.9), viz . 
P(O) 3 W 
2 7Ta 2 , (4) 
where Wis the total applied load and the quantity a is an estimated 
contact circle radius. "Soft" contact theory predicts that the 
applicability of Hertz's theory is critically dependent on the value 
of the dimensionless parameter A, here given by the equation 
(5) 
If the value of A is known for an experimental measurement of D
0 
and W, 
then it is possible to estimate the difference between the Hertzian 
central pressure and the true central pressure using equation (2.31): 
(6) 
-1/3 A correction curve is given by Fig. 3.8, with f plo tted as a 
function of A. Of course, A is not known, because the surface 
potential Wis unknown. Indeed, the experiment is intended to measure 
IT (D 0 ) and thereby to determine w and K. Estimates of A may, however, 
be made and used to test the validity of Hertz's theory . In Fig . 3 . 9, 
the regimes of validity of Hertz 's theory are indicated for two ionic 
concentrations. Within the shaded region of the W - D
0 
plane, A lies 
in the interval 1 < A < 10, the transition regime between "soft" contact 
and essentially Hertzian contact. To the right of the shaded region, 
in each case, Hertz 's theory gives a good approximation to the central 
pressure IT(D 0 ) . The use of Hertz's theory for values of W and D0 to 
the left of the shaded region is grossly invalid. In any experiment, 
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central pressure PH to the true central pressure IT (D
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a variety of values of D0 are selected for a given electroly te 
concentration and the error in applying Hertz's theory is non-uniform, 
being greatest at large separations and least at small separations. 
The correction of experimental data using Fig. 3.8 has been 
discussed elsewhere [Hughes and White 1980]. A r easonab l e corr ec t ion 
to the experimental curves of Hough and Ottewill is shown in Fig . 3.10 . 
The corrected curves lie below the experimental curves, yielding 
increased values of K, which are in closer a greement with theory than 
the uncorrected experimental values. The possibility of automatically 
deconvoluting the force law IT (D 0 ) directly from the measurements of W 
and D0 is discussed in section 3.4.3. 
200 
LlJ/mV 
100 
10 20 
00 /nm 
30 
100 
Fig. 3.9: Regimes of validity of Hertz's theory for the experimental 
conditions of Hough and Ottewill [1976]. 
Case A: 1.4 X10- 2 mol dm- 3 NaCl+ 6 x 10- 3 mol dm- 3 SDS; 
Case B: 6 x 10- 3 mol dm- 3 SDS 
(SDS = sodium dodecyl sulphate). The transition regimes (1 < >.. < 10) 
are shaded. To the right of the shaded region, in each case~ 
Hertz's theory will be a satisfactory approximation, while to the 
left it is grossly invalid. 
3.4.2 The Direct Measurement of Forces 
Between Crossed Mica Cylinders 
The crossed mica cylinder experimental system discussed in 
section 1.3.1 provides a potentially much more reliable means for 
obtaining direct measurements of the distance-dependent interactions 
of colloid science. It is possible to make load measurements and 
distance measurements to a high degree of precision. Also , the 
inherently stiffer system suggests that the experimental surfaces are 
essentially rigid. Consequently, the distance-dependent interaction 
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Fig . 3.10 : Typical corrections to experimental results of Hough and 
Ottewill [1976) using "soft" contact theory. 
law may be easily inferred from simultaneous measurements of load and 
distance, using equation (1.3.1). 
For crossed cylinders of equal radius R, the separation of the 
C 
experimental surfaces is, to within the order of the geometrical 
assumptions underlying Hertz's theory and "soft" contact theory , 
equivalent to the separation between a plane and a sphere of radius R . 
C 
Hence at small separations, the system may be described in terms of 
contact of spheres, with the parameter R given by R=2R. 
C 
(In a 
typical experiment, R~l cm.) The experimental cylinders are not made 
of solid mica, but rather are thin sheets of mica . These are fixed to 
comparatively rigid supports by a layer of glue, somewhat more easily 
deformable than the mica. Values of Young ' s modulus for muscovite-
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mica frequently lie in the range 5 x 10 10 Nm- 2 :5 E :5 10 11 Nm- 2 , while 
Poisson ' s ratio usually satisfies O· 22 :5 a :5 O· 28 [Simmons and Wang 1971, 
p . 321 ]. As a first approximation, one may use Hertz's theory of 
contact, or the Johnson, Kendall and Roberts [1971] theory of adhesive 
contact of elastic solids, to estimate an effective composite elastic 
modulus for the system. By bringing the experimental surfaces into 
contact under a variety of compressive total loads W, it has been 
found that for a particular pair of experimental surfaces 
(7) 
[L.R. White, personal communication]. Although this estimate 
establishes that the surfaces are far less distortable than the rubber 
caps in the experiments discussed in section 3.4 . 1, the surfaces are 
clearly far from rigid . 
It is possible to investigate whether or not the surfaces are 
liable to distort to such an extent that experimental accuracy is 
compromised. As an example, the case of an exponentially decaying 
repulsive interaction is considered . In Fig . 3 . 11, the ratio W
0
/W is 
plotted as a function of A, where Wis the total applied load and W0 
is the total applied load for a pair of rigid cylinders with the same 
minimum separation D0 • As a function of A W0 /W is given by 
24 (8) 
In any experiment, the crucial question is: Is A large enough to make 
W0 /W significantly less than l? For large enough values of A there is 
an elastic magnification e feet. If it is not realized that the 
surfaces are distorting, the increase in W over W0 will be interpreted 
as an anomalous repulsive force, 
lO 
0·5 
0 2 4 
Fig. 3 . 11: The elastic magnification effect in crossed mica 
cylinder experiments . 
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(9) 
This additional force will have a decay length somewhat shorter than 
that of the governing (true) exponential force law for half-spaces . 
Using the analytic approximations of section 3 . 3 . 4, one may show 
that 
as A -+O (10) 
and 
as A -+ 00 • (11) 
It follows that 
(12) 
for small loads, while 
(13) 
for large loads . A force law for which W0 a: exp (-KD) will therefore 
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lead to an additional force /SW, with 6Wcx:exp(-2KD) for small loads and 
6Wcx:exp(-3KD) for large loads . 
Israelachvili and Adams [1976, 1978] have measured the repulsive 
interaction between crossed mica cylinders in electrolyte solution and 
deduced that, in addition to the usual electrostatic double-layer 
forces and van der Waals forces, an anomalous short-range repulsive 
force acts. The new force has roughly exponential form, with a decay 
length between 0· 85 and 0·95 nm, substantially independent of 
electrolyte concentration. It has been shown elsewhere [Hughes and 
White 1980] that it is unlikely that the anomalous force is an 
artifact of the elastic deformation of the surfaces. Whatever the 
_genesis of the new force, it is significantly magnified by the effects 
of elastic deformation. The pressing need for a simple algorithm 
for deconvoluting the force law from the elastic deformation prompted 
the investigations described in section 3.4.4. 
3.4.3 The Deconvolution of the Force Law 
from the Experimental Loading Curve 
While "soft" contact theory provides a satisfactory 
reconciliation of the concepts of distance-dependent surface 
interactions with classical elasticity, its application to a 
particular problem presupposes a knowledge of the distance-dependent 
force law F(D) . For some systems, one may predict the force law 
theoretically, or infer it from some experiment . With this knowledge, 
one may compare experimental Zoading curves (Was a function of D0 ) 
with the predictions of "soft" contact theory. Although such a 
progrannne is logically consistent, the form of the force law is often 
known only qualitatively - indeed the object of experiments to which 
"soft" contact theory is applicable is often to measure F(D), using 
only observations of the loading curve . 
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The solution technique of perturbation about Hertz 's theory 
developed in section 3.3 leads to a possible method for the 
deconvolution of F(D) from the loading curve, without any need for 
advance knowledge of F(D). The deconvolution technique should be 
particularly suited to forces of roughly exponential type, but is 
applicable to any rapidly decaying force law. In the ensuing analysis, 
a loading curve W(D 0 ) is assumed known and a second order non-linear 
differential equation for Fis derived from it . The only other 
experimental parameters required are the values of the composite 
elastic modulus 
(14) 
and of the equivalent radius of curvature R defined by equation (1.2). 
Using the results 
<P ' (0) = K-l F'(D )/F(D) 
0 0 and 
one may readily reduce equations (3.41) to (3.43) and (3.47) to 
and 
(15) 
(16) 
f2F(D 0 ) F'(D 0 ){1+(1-4k.E* 2 /[Rf 2 F (D 0 ) F'(D 0 )])½} = 0. 
These two equations constitute a second order differential equation 
for F, since k may be eliminated (numerically in practice) to y ield 
the equation 
F" (D ) 
0 (17) 
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The numerical solution of equation (17) requires the selection of 
suitable boundary data. Evidently the boundary data cannot be 
inferred from the equations of perturba tion about Hertz's theory, 
since these have been exhausted in deriving (17). A different 
approximation scheme must be used. When A is small (i. e. D = D., with 
0 l 
D. s~fficiently large) the surfaces may be taken as undistorted as a l 
first approximation. Since 
W "' 27T f0 pF(Di + p 2 /R) dp 
0 
feasible initial conditions are 
7TR f
CX) 
D. 
1. 
F (D) dD , 
F(D.) "' -(7rR)- 1 W' (D.) 
l 1. 
and FI (D.) "' - (7TR) - l W" (D . ) 
1. l 
(18) 
(19) 
More accurate approximate determination of the boundary data is 
possible if the asymptotic form of the force law as D. + 00 is known, 
1. 
since low A self-consistent schemes may then be used. Considerable 
care is required to ensure that the starting value of D. is 
1. 
sufficiently large to ensure that the deconvoluted force law is 
insensitive to small changes in D .. The use of this technique for the 
1. 
deconvolution of distance-dependent forces from experimental loading 
curves will be the subject of further research. 
3.4.4 The Elastic Contact of Rough Spheres 
A theory for the contact of rough spheres, proposed by Greenwood 
and Tripp [1967], leads to a non-linear integral equation identifiable 
as a particular case of the fundamental integral equation (2.8) of 
axisymmetric "soft" contact theory. The Greenwood-Tripp theory is 
based on the idea that a rough surface may be modelled by a smooth 
nominal surface , together with a probability distribution function for 
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the heights of asperities (protruberances) . For the particular case 
studied in detail by Greenwood and Tripp, a rough plane is pressed 
against a smooth sphere of radius B. Each asperity protruding from 
the plane nominal surface is assumed to have a spherical summit of 
radius B, where B << B. The mechanics of the contact of a single 
asperity with the smooth sphere is modelled in terms of Hertzian 
contact of a sphere of radius B and a plane. The total force exerted 
by the asperity on the sphere is then found as a function of the 
compliance of the surfaces (i.e. the sum of the normal displacements) . 
If cp denotes the probability distribution function for the 
asperity heights, the expected 1 force due to the presence of an 
asperity, when the nominal surfaces have a separation d, is easi_ly 
calculated. Multiplication of this force by n, the area density of 
asperities on the plane (assumed constant), leads to a determination 
of the expected distribution of pressure over the nominal surfaces . 
It is found that the following equations determine the shape of the 
nominal surfaces and the pressure distribution: 
p*( P) µ * 2 *c) * )J F312 [d + p +w p - w (0 (20) 
w* ( p) \ Joo p*(~) I(~/p) d~ , 
0 
(21) 
w*(O) Ioo p*( ~) d~, 
0 
( 22) 
where 
Fv(h) = J,oo (s - h) V 
h 
cp* (s) ds , (23) 
These equations are written in terms of dimensionless variables. 2 
The term "expected" is us ed here in the usual statistical sense. 
2 The notation employed here is largely that of Greenwood and 
Tripp [1967] and differs from the notation in earlier sections . 
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Where cr is the standard deviation of the distribution ¢ , the 
quantities w* and d* are the compliance and minimum separation of the 
nominal surfaces respectively, scaled against cr . The dimens ionless 
radial coordinate Pis introduced by scaling radial distance against 
(2Bcr)~ and ¢* denotes the asperity height probability distribution 
function scaled to unit variance. The dimensionless parameter µ is 
given by 
(24) 
It may be noted that nowhere in these equations do the elastic 
constants of the contacting solids appear (although the d1'.mensi01:ed 
* 1.. 1 l pressure distribution is obtained by multiplying p by E0 cr~ (8B)-~). 
Greenwood and Tripp obtain iterative numerical solutions of their 
equations for various values of d* and w*(o), deducing the relation-
ship betweenµ and the dimensionless total load 
T = f"' 21Tp p* ( p) dp , (25) 
0 
after finding suitable values of d* and w*(o) by trial and error. It 
is in fact possible to work with µ and d* directly (inferring w*(o) 
later, if it is needed), by defining 
v* ( p) = w* (0) -w* (p) 
and solving the integral equation 
* V (p) 
~µ f' {2-I(~/ p)} F312 [d* +~2 -v*( ~)], 
0 
( 26) 
(27) 
which is a special case of the integral equation investigated in 
sections 3.1 to 3.3 . Analytic approximations may therefore be 
constructed using the general results of "soft" contact theory [Hughes 
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and White 1979b]. The fundamental dimensionless parameter A of "soft" 
contact theory here takes the value 
(28) 
and approximations for small and large values of A may be constructed 
using polynomial self-consistent solutions and perturbation about 
Hertz's theory respectively. 
A quadratic self-consistent solution, v*( p) - yp 2 , is readily 
constructed. The self-consistency condition is 
where 
37T ICX) * * 8 = 16 xcjl (d +x) dx. 
0 
The self-consistent approximations for w*(O) and Tare then 
T "' 
27T\J 
5 (1 - Y) I
CX) 
x
512 
cp*(a* +x) dx. 
0 
(29) 
(30) 
(31) 
(32) 
Perturbation about Hertz's theory may easily be applied, leading to 
the approximations 
w*(O) 
"' ½cµF 312 (d*) TT½f (k+l)/f (k+3/ 2) (33) 
and 
T "' 7T c
2 µF 312 (d*) / (1 + k) , (34) 
with <P '(0) and <P"(0) in the equations (3.41) to (3.43) being replaced 
by F312 (d*)/F312 (d*) and F312 (d*)/F312 ca*) respectively. 
Approximations for other quantities of physical interest, for example 
the effective radius of contact defined by equation (3.34) may be 
constructed in a similar manner. 
llO 
100 
10 
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µ 
0·1 
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T 
Fig. 3.12: The relationship between T (dimensionless total load) and 
µ (dimensionless parameter proportional to the density of 
asperities and the standard deviation of asperity heights) for 
three values of d* (the dimensionless minimum separation of the 
nominal surfaces): 
• iterative solution [Greenwood and Tripp 1967] 
quadratic self-consistent approximation, 
perturbation about Hertz's theory. 
For the case of a Gaussian distribution of asperity heights, i.e . 
<jJ*(s) - ½ 2 = (27T) exp (-½s ) , (35) 
the integrals arising in equations (30) to (35) may be evaluated in 
terms of parabolic cylinder functions using the integral (Al.10.1) . 
In Fig . 3.12, a comparison is given of the relation between T andµ 
(for three values of d*) as determined numerically by Greenwood and 
Tripp [1967] and as determined approximately by perturbation about 
Hertz ' s theory and by quadratic self-consistent solution. The 
excellent overlap of the two analytic approximation schemes is not 
surprising since the effective force law used is of exponential 
character (cf . section 3.3.4). 
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Demkin, Izmailov and Korotkov [1976) and Lo [1969) have proposed 
analytic approximations for contact of rough solids. Lo considers the 
two-dimensional analogue of the Greenwood-Tripp problem, while Demkin, 
Izmailov and Korotkov use a fundamentally different model for the 
rough surface layer and derive an integral equation for their 
dimensionless pressure q, which may be expressed in the notation of 
sections 3 . 1 to 3.3 in the form 
a f00 I(t/x) q(t) dt 
0 
o - x 2 - n/1 (v+w) , (36) 
where a, o, D, V and ware constants. Their use of a trial function, 
-- {Q q O ( 1 - X 2 / C 2) k 
q(x) X < C } ' 
x > c 
(37) 
is motivated by the observation that if the deformation in the rough 
layer is negligible, then 
x < c ) 
q(x) 
x > c J ' (38) 
while if the deformation is entirely concentrated in the rough layer, 
X < C ~ 
X > C ) 
(39) 
The trial solution (37) thus interpolates between the two limiting 
solutions (38) and (39). The technique of perturbation about Hertz's 
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theory developed in the present thesis is of more general 
applicability, being a useful approximation in the heavily distorted 
regime of "soft" contact for a wide class of force laws. It is of 
course essential to realize that, in general, perturbation about 
Hertz's theory will not interpolate correctly between the two limiting 
pressure distributions, since the small A pressure profile is not 
always of a form similar to (39). For small values of A, it is 
necessary to employ the self-consistent schemes of section 3.3.2. 
3.5 "SOFT" CONTACT THEORY FOR CYLINDERS 
The theory of "soft" contact for spheres has been given above in 
considerable detail. A broadly similar development may be given of 
"soft" contact of cylinders with parallel axes. In any experimental 
situation, the cylinders are necessarily of finite length and it may 
be necessary to consider end effects. The analysis given here is for 
infinite cylinders or, in practice, cylinders whose length is very 
much greater than the radius of curvature. In this section, "soft" 
contact theory for cylinders is examined in the light load regime for 
an exponential force law, using a quadratic self-consistent solution 
(section 3.5.1). The basic equations for perturbation about Hertz's 
theory for cylinders are also derived (section 3.5 . 2). 
In terms of the dimensionless variables* 
~ 
X = ( K/R) y 
and 
v = K{u 1 (O) +u2 (O) -u 1 (y) -u2 (y)}, 
* The dimensioned variables here are defined using the notation 
of Chapter 2. The dimensionless variables are defined in such a 
manner as to emphasize the similarity to the axisymmetric three-
dimensional case, discussed more fully in earlier sections. 
(1) 
(2) 
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the basic integral equation for "soft" contact of two cylind ers (of 
v(x) \ f" { Z.n I x - t I - 2.n I t I } cj>{ t 2 - v ( t ) } d t , 
- 00 
(3) 
where 
P(y) (4) 
{ 
2 21 2 ½ 1- 0 1 l+ a 21 
- ( KR) -- + --f P (0) 
TI E1 E2 
(5) 
and as usual R 
3.5.1 A Solution Scheme for Small Values of A2 
In the construction of self-consistent solutions f or small values 
of A2 based on polynomial approximations for v(x), the t echnical 
lemmas of section 2 . 5 will often be helpful. For the illustrative 
case of the exponential force law considered here, it is relatively 
easy to obtain the necessary expansion from first principles . The 
trial solution 
v(x) "" yx 2 (6) 
leads to the approximation 
v(x) "'A2 I: {2.nlx -t l - Z.nl t l} exp(-[1- y ) t 2 ) dt. (7) 
Where A is a constant, equation (7) may be reduced to 
v(x) +A 2.n I x - t I exp (- [ 1 - Y] t 2 ) d t 
Z.n lzl exp(-[l- y ][z+x) 2 ) dz 
A2 [_
00
00 
Z.n lzl exp(-[1- y ) z 2 ) {l-[l- y )[2zx + x2 ) 
+ ½[l- y ) 2 [2zx+ x2 ]2}+ 0 (x 3). 
After a little algebra, one may show that 
v(x) +A 
>- 2 f" Zn z exp(-[1- Y] z 2 ) {2-2(1-Y) x 2 
0 
so that the self-consistency condition becomes 
Y = >-2 f0 Znz exp(-[1-y] z 2 ) {4(1- Y) 2 2 2 -2(1-y)} dz. 
0 
The change of variables z = (1 - Y) - ½ T ½ and use of the integral 
f(s) s-1 - T T -e dT 
reduces (8) to the simpler form 
y A2 (1 - y/~ r Zn / 1{2T ½ - T - ½} e - T dT , 
0 
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( 8) 
(9) 
the right hand side of which may be evaluated using the derivative of 
(9), viz . 
r ' (s) ijJ (s) f (s) 
It is found that 
y 
r) ZnT Ts-l e-T dT . 
0 
(10) 
(11) 
(using elementary properties of the gamma and digamma functions). 
Equation (11) is essentially the same as that found for the "soft" 
contact of spheres under an exponential force law and the analysis of 
asymptotic forms and other properties of the approximation are easily 
analysed and need not be given here. 
3 . 5 . 2 Perturbation about Hertz's Theory 
The success (in the case of spheres) of trial solution for~ 
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based on Hertz ' s theory suggests that a similar approximation may be 
used for "soft" contact of cylinders . The appropriate trial solution 
is 
q, [x2 -v{x)] lxl 
lxl 
< c 
> C 
} · (12) 
It has been shown in section 2.5.4 that (with a minor notational 
change), such a trial solution leads to a surface deformation v for 
which 
l 
dv 21r ~>- 2 r (k + 1) 
X ( 3 21 dx r (k + ½) ~ 2F1 l, ~ -k;2;[x/c] J, 
i.e . 
2TT~A2f (k+l) dv {~ - 2 x3 ... } ' (k - ½) -+ dx r (k + ~) 3 c3 
whence 
{ (~CJ 2 - l (k - ½) 3 
Introducing the notation 
f {k) 
I 
TT ~f (k + 1) 
2f(k+ ½) ' 
one finds (after a little algebra) that the self-consistency 
conditions are 
0 
and 
4 
3 (k - ½) >. 2 cf <I> ' (0) 2{ p"{O)} =k 1- <1> '(0) 2 - k . 
(13) 
(14) 
(15) 
(16) 
There is no difficulty in adapting the analysis of section 3 .3.3 to 
give a complete discussion of the approximation for all values of >- 2. 
In particular, the result that 
k + ~ - (17) 
as >.2 + 00 , will be used in section 4 . 3.5. 
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CHAPTER 4 
ELASTOHYDRODYNAMIC SQUEEZE FILMS 
4.1 I NTRODUCTION 
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The "soft" contact theory of Chapter 3 represents a first step 
away from classical contact mechanics, with the use of surface 
pressure profiles which are function s of the local surface separation. 
A logical next step, given a suitably interesting physical system to 
model, is the consideration of surface pressure profiles which are 
functionals of the local surface separation. An interesting and 
technologically important field, in which such a modification of 
contact mechanics is necessary, is the lubrication of deformable 
solids . The basic model for such a system is well-known [Dowson 1965] 
and particularly simple cases, including the lubrication of deformable 
rollers and the lubricated normal approach of spheres and cylinders, 
have been the subject of both experimental and theoretical 
investigation. In theoretical work, the mathematical problems arising 
have either been attacked by some kind of iterative numerical approach, 
or passed over in favour of an ad hoc hybrid description, in which 
classical contact theory plays a dominant role. It is shown in this 
chapter that by using basic ideas of Chapter 3 (principally the 
techniques of analytic approximation) and by exploiting a number of 
particular properties of the fundamental equations, one may give a 
much fuller account of some problems involving squeeze films between 
compliant solids than has been given in previous investigations by 
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other authors. In contrast to Chapter 3, where the discussion of a 
general class of problems is illustrated by examples drawn f rom 
several fields, the present chapter concentrates on two specific 
problems, viz. squeeze films between elastic spheres in normal 
incidence and between elastic cylinders in normal incidence . With the 
exception of a brief introduction to the key equations of lubrication 
theory and elastohydrodynamic lubrication theory (to which the 
remainder of this section is devoted), no general theoretical problems 
are investigated . However, a better understanding of the simple 
systems analysed here may ultimately prove useful in modelling more 
complicated systems . 
4.1.1 Lubrication Theory 
The theory of lubrication was first placed on a sound footing by 
Reynolds [1886] and has now reached a considerable degree of refine-
ment [Pinkus and Sternlicht 1961; Muster and Sternlicht 1965; 
Cameron 1966] . For most technological applications. there i s little 
room for elegant mathematical modelling, in the sense that (apart from 
writing down a complete set of equations describing the flow field and 
its load bearing characteristics) there is little that can be done in 
the way of exact mathematical analys is, except in the most trivial 
geometries . Consequently, theoretical work on lubrication is often 
based either on a phenomenological descriptive approach or on time-
consuming and intricate numerical analysis. The fundamental equations 
of lubrication theory are obtained by subjecting the avier-Stokes 
equations 
(1) 
0 (2) 
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to certain simplifying assumptions. The equations (1) and (2) 
describe the time-dependent laminar flow of an incompressible 
Newtonian fluid (of viscosityµ and dens ity p) with velocity field u 
and pressure field P [Batchelor 1967]. 
The first simplifying assumption is that the flow occurs at low 
* Reynolds' number (R. It follows that the left hand side of equation 
(1), often called the "inertia of the fluid", may be approximated by 
zero, i . e . 
(3) 
Equations (2) and (3) are sometimes called Stokes' equations and their 
linear character enhances the possibility of exhibiting solutions 
explicitly, in comparison with the original non-linear system of. 
equations constituted by (1) and (2). It should be noted that the 
Stokes equations are time-independent, so that the velocity and 
pressure fields are only time-dependent through the boundary 
conditions . The s econd assumption of Reynolds ' lubrication theory is 
that the boundary conditions are either time-invariant, or at least 
quasi-static . One may therefore (for example) describe the thinning 
of a film between two approaching solid surfaces in terms of 
lubrication theory, provided that the film thins sufficiently slowly. 
The vector boundary condition on l:: employed at a solid surface is, in 
keeping with the use of the Newtonian fluid model, that the f luid and 
the solid have a common velocity at the interface (the "stick" 
boundary condition). 
The third assumption concerns the admissibility of neglecting 
further terms in the Stokes equations and will be illustrated below 
* (R = pLU/µ , where L is a characteristic length associated with the 
system and U is a characteristic velocity of the flow field .. 
,, 
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for a particular geometry . In broad terms, one assumes the flow to be 
strongly sheared and predominantly parallel to the boundary surfaces. 
For curved surfaces a foU:r'th, essentially geometrical, assumption is 
made, namely that the region occupied by the lubricant film may be 
approximated by a region O $ z $ h(x,y), where x and y are measured 
along the film (i.e. parallel to the bounding surfaces) and h(x,y) is 
a slowly varying function. The assumption is valid if the flow is 
between surfaces which have large principal radii of curvature and are 
very close together in the region of non-negligible pressure (cf. the 
use of the half-space approximation in contact mechanics, as discussed 
in section 2.1). 
Although one may easily derive a general system of equations of 
lubrication theory applicable to both normal and tangential relative 
motion of two surfaces bounding a thin lubricant film [Pinkus and 
Sternlicht 1961], it suffices, for the present thesis, to consider 
several special cases. Only the first (axisymrnetric no rmal appro ach of 
two lubricated rigid sufaces) will be discussed in any detail. The 
other cases require an essentially similar analysis which may be found 
in standard texts [e.g. Pinkus and Sternlicht 1961]. 
. * The axisyrrunetric squeeze t ~im. Consider the thinning of a 
viscous fluid film, bounded by two surfaces of revolution, when the 
surfaces approach each other along their common axis of symmetry , with 
relative speed u (see Fig. 4.1). Introducing cylindrical coordinates 
(r,z) as shown in Fig. 4.1, and exploiting the rotational symmetry, 
* This sub-section is based on a generalization of the discussion 
by Landau and Lifshitz [1959] of the Reynolds' lubrication theory for 
two parallel discs being forced together. The notation employed here 
for the surface separation and for cylindrical coordinates has been 
used for consistency with the usual practice of lubrication theorists, 
and differs slightly from the notation of Chapters 1 to 3 . 
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z 
h 
r 
Fig . 4.1: The axisymmetric thinning of a viscous fluid film squeezed 
out between two approaching surfaces of revolution. The region 
occupied by the film is approximated by O $ z $ h (r), where h is the 
separation of the surfaces a distance r from the axis of synunetry . 
one may readily reduce the Stokes equations to 
clP "" µ {1: _1_ [r au2 ] + cl 2 u2 } 
clz r cl r cl r 022 ' 
au 
1 cl (ru ) + _z 
r cl r r clz 0 ' 
(4) 
(5) 
(6) 
to be solved in the region O $ z $ h(r), where h is the separation of 
the surfaces at a distance r from the axis of synunetry . It i s assumed 
that 
u << u 
z r 
(7) 
(i. e . the flow is predominantly parallel to the bounding surfaces) and 
that at any distance r from the axis of synunetry the flow field is 
locally well approximated by a shear field, implying that 
cl u 
r 
Tr 
cl u 
<< r Tz (8) 
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This ZocaZ approximation is made in the same spirit as the Derjaguin 
approximation used in Chapter 3. The approximations (7) and (8) imply 
that the radial and axial components of the momentum equation 
(equations (5) and (6)) reduce to 
clP clu r 
"" µ clz 2 clr (9) 
clP 0 => p P (r) . "' clz (10) 
The continuity equation (6) remains unaltered, since there is no a 
clu cl u 
priori estimate of the relative magnitudes of a: and a:· 
Integrating (9) and employing the "stick" boundary condition 
u "' 0 
r 
at z = 0, z = h(r) , (11) 
it is found that 
1 dP 
ur "' 2µ dr z[z-h(r)J (12) 
If the expression (12) for u is inserted into equation (6) and the 
r 
result integrated with respect to z from z = 0 to z = h(r), it is found, 
after using the boundary conditions 
u 
"' z 
u 
"' z 
that 
u "' 
0 z = 0 
-u' z = h(r) 
1 d {h 3r dP} 
- 12r dr µ dr · 
} ' (13) 
(14) 
For later use, it should be noted here that equation (14) remains 
valid ifµ is a function of r. The reasonable assumption that P(r) is 
finite at r = 0 ensures that the first integral of equation (14) is 
dP 
dr 
6µur 
h(r) 3 
(15) 
a result again valid even ifµ is dependent on r. Final integration 
of (12) may be effected if an additional boundary condition is 
prescribed. Two examples, which will be required late r, are 
conveniently exhibited here: 
(1) Reynolds ' formula for parallel plates . If 
then 
P(r) ""P(a) + 3µu (a2 -r2). 
h3 
0 
(2) Reynolds ' formula for spheres. For spheres with radii R
1
, R2 , 
h(r) ""h 0 + J.; r 2/R 
so that 
P(r) "" P(00) + 3µuR[h 0 + ½r 2/R]- 2 • 
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(16) 
(17) 
The two- dimensional squeeze film . When the flow field in a 
squeeze film problem is essentially two-dimensional, fo r example when 
two long cylinders with parallel generators are squeezed to ge ther, it 
is easily shown using similar means to those employed in deriving 
equation (15) that 
dP 
dy 
12µu { } 
---- y-yo . 
h(y)3 
(18) 
Here (as bef ore) u denotes the speed of approach of the bounding 
surfaces, while h denotes the fi lm thickness at a point y in the film 
and y 0 is a constant of integration. 
The general squeeze film problem. Where x and y are rectangular 
coordinates within the lubricant film, the generalization of equa tions 
(14) to (18) for arbitrarily shaped surfaces with non-uniform relative 
velocities is 
(19) 
where h(x,y,t) is the thickness of the film at time t and Y..,2 is the 
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two- dimensional gradient operator, i.e . 
(20) 
[Rohde, Whicker and Browne 1976] . 
The r olling cont act probl em. For cylindrical rollers rotating 
with spheres v 1 ,v2 (see Fig . 4.2), it can be shown [Dowson 1965] that, 
where y denotes the distance from the plane of the axes of the 
cylinder , 
dP 
'.::'. 12µ dy {
v 1 +v 2 } [h(y) -hm] . 
2 h (y) 3 
(21) 
The integration constant h is determined from boundary conditions, 
m 
which become quite complicated in engineering applications where the 
possibility of cavitation arises [Dowson and Taylor 1979]. 
z 
y 
Fig. 4 . 2: The rolling contact problem. 
4.1 . 2 Elastohydrodynamic Lubrication Theory 
The difficulties already present in lubrication problems are 
compounded when the fluid film lubrication of deformable solids is 
considered. To the non-trivial hydrodynamic problem is ad j oined a 
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mechanical problem, namely that of predicting the deformation of the 
solids . The fluid dynamical and mechanical problems are linked 
through their joint determination of the locations and velocities of 
the solid boundaries and the stresses at the solid boundaries . In 
principle , by employing a theory of elastic deformation (e . g. linear 
elasticity) to model the mechanics, one obtains a kind of "soft" 
contact problem, upon which very little mathematical analysis may be 
brought to bear. 
Elastohydrodynamic problems in mechanical engineering are, in the 
main, confined to the case of relatively stiff materials (e.g. steel) 
under high load conditions. It is well known that films of viscous 
lubricant may support extremely large loads while remaining inta_ct 
[Bowden and Tabor 1967]. Indeed, very large pressures are required 
for significant reversible (elastic) or irreversible (plastic) 
deformation of the lubricated solids . The use of a classical 
Newtonian fluid model in such a context is of course open to question. 
Passing over the problem of heat transfer by maing an i sotheY'rTla l 
approximation, and neglecting compressibility, one may consider 
whether or not extreme pressure affects the response of the fluid to 
shear stress. It has been argued fr om experimental evidence that, as 
a first approximation, it suffices to replace the isoviscous 
assumption (µ uniform throughout the film) by postulating a relation-
ship between the viscosity and the local hydrostatic pressure P 
* [Cameron 1966]. The most popular viscosity-pressure relations are 
µ µ 0 exp(a P) a> O (22) 
* These relations are empirical. If CP is sufficiently small in 
comparison with n, the two relations are indistinguishable, since 
(l+z/n)n -+exp (z) as n-+ 00 • 
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and 
c > O, n>>l . (23) 
Elastohydrodynamic problems are also encountered in colloid and 
interface science and in the theory of lubrication of load-bearing 
human joints [see e.g. Gaman, Higginson and Norman 1974; Higginson 
1978; Roberts 1972; McClune and Briscoe 1977]. In these contexts, 
the surfaces are more highly distortable and it is unlikely that the 
viscosity of the lubricant is changed by the pressure. 
The elastohydrodynamic problem which has received the most 
attention to date is the rolling contact problem. The governing 
equations for rollers with radii R1 ,R2 are the lubrication equation 
* 
.(19), the Green function solution (2. 2 .18) of the elastostatic 
problem (for each of the cylinders) and the geometrical approximation 
2 
h(y) "'ho +7+ul(y)+U2(y) -Ul(O)-Uz (O) (24) 
normal deformations of the cylinders.) The governing equations have 
been solved using simultaneous iteration on the elasticity equation 
and the lubrication equation [Archard, Gair and Hurst 1961; Cheng 
1972] and by the iterative solution of an integral equation obtained 
by eliminating the pressure from the elasticity equation, using the 
Reynolds equation [Herrebrugh 1968]. If the fundamental equations 
used in these investigations are accepted, the problem of rolling 
contact may be taken as completely solved. Of particular interest is 
a simple hybrid approach to these problems, due to Ertel and Grubin 
[Cameron 1966], in which some properties of the oil film are derived 
* The effects of shear stresses on the elastic deformation are 
neglected in theoretical treatments. 
128 
using a dry contact (Hertzian) model for the elastic deformation. 
Such an approach is of course inherently inconsistent, since it leads 
to a paradox similar to that encountered in section 1.2. However, it 
may be useful in heavily loaded conditions if a Hertzian limit is 
approached, as in "soft" contact theory. 
Problems involving the normal approach of deformable solids have 
been less well treated in the past. There is some contention as to 
the basic equations governing the problem (especially concerning a 
quasi-static assumption, which will be discussed further in section 
4 .1. 3). In particular, the case of highly deformable solids, in which 
the influence of pressure on viscosity is negligible, has been 
neglected [Higginson 1978]. 
4.1.3 The Quasi-Static Approximation 
For the drainage of a film of viscous lubricant from between two 
spheres, the general lubrication equation (19) reduces to 
l _l_ {rh 3 aP} _ ah 
r ar 12µ ar - a t ' 
where h = h (r, t) and P = P (r, t). The simpler equation (14) (which 
possesses a simple first integral) is obtained if the relative 
velocity is uniform, i.e. if 
a 
ath(r,t) "" -u(t). 
In view of the geometrical approximation 
h(r,t) 
r 2 
=h
0
(t) +R+ U1 (r) +U2 (r)-U 1 (0)-U2 (0), 
(25) 
(26) 
(27) 
relating the film thickness to the surface deformations U1 and U2 , the 
relative normal velocity of the surfaces is given by 
I 
I 
I 
I 
I 
I 
----
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clh clho 1 Joo cl at = Tt - E* {2 - I(s/r)} at P( s ,t) ds . 
0 
(28) 
(The elastic deformations have been eliminated using the Green 
function solution (2.2 . 9) of the half-space elastostatic problem. The 
composite elastic modulus E* is defined by equation (3.4.13) . ) An 
approximately uniform relative surface velocity is obtained if and 
only if the second term on the right hand side of (28) is negligible 
clh 0 in comparison with Tt· Under such conditions, it may be said that 
the film drainage is quasi -static . At any time t, the film drainage 
is described by equation (15), with 
-u (t) . (29) 
Although the case of spheres has been selected here, the problem of 
normal approach of cylinders may be considered similarly . 
In what may be regarded as the first phase of the development of 
the elastohydrodynamic theory of normal approach, the quasi- static 
approximation figures prominently [Christensen 1962; Herrebrugh -1970]. 
Before the first phase had been entirely concluded, specifically 
before a complete understanding of the behaviour of the fundamental 
equations in all parameter ranges was available, a new phase began, in 
which the full time-dependent problem (with non-uniform surf ace 
velocities) was subjected to iterative numerical solutions 
[Christensen 1967, 1970; Lee and Cheng 1973; Rohde Whicker and 
Browne 1976] . It may be said that, at the present time, the elasto-
hydrodynamic theory of normal approach remains in this second stage . 
It is the purpose of this chapter to return to the canonical 
problems of phase 1, namely to the quasi-static theory of normal 
approach of spheres and of cylinders. While it may be conceded that 
-·--
I 
I 
i 
I 
I 
1, 
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* the quasi-static approximation is of limited validity, a complete 
understanding of the mathematical structure of the quasi-static theory 
is desirable to clarify the mathematical and physical properties of 
the more complicated time-dependent theory. 
4.2 THE EQUATIONS OF QUASI- STATIC 
ELASTOHYDRODYNAMIC LUBRICATION THEORY 
4.2.1 The Dimensionless Equations for Spheres 
When the quasi-static approximation is made, the basic equations 
governing an (isothermal) squeeze film between spheres are 
dP _ 6µur 
dr h3 
(1) 
2 
h(r) h o +.!:_+ U1 (r) +U 2 (r)-U 1 (0)-U 2 (0) R (2) 
U1 (r) +u 2 (r) 
1 r I(s/r) P (s) ds . = E* 0 (3) 
In these equations , the dependence on the parameter time (t) has been 
suppressed . The time evolution of the system is obtained by 
integration f rom the quasi-static solution using the relation 
t.: = (4) 
a matter wh ich will be enlarged upon in section 4.2.5. The viscosity 
µ is here taken as an arbitrary function of the pressure P, subject 
only to the constraint that 
where 
lim µ . 
P-+O 
(5) 
(6) 
* See, for example, the experiments of McClune and Briscoe [1977]. 
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Although it is possible to discuss the case of a finite boundary (P = 0 
for r ~ a, say), the infinite boundary condition 
P(r) -+ 0 as r -+ 00 
is used here to simplify the analysis. A considerable further 
simplification is effected by the introduction of dimensionless 
variables: 
½ 
X r/(Rh 0 ) 
V {u 1 (0) +u2 (0). -u 1 (r) -u2 (r) } 
Po P(0) h~/{¾ uµ 0 R} 
and 
j\ = {3 2} ½ * 
_7; uµ 0 R/h 0 (R/h 0 ) /E 
It is also convenient to define functions ~ and m by 
~ (x ) = P(r)/P(0) 
and 
m 
where 
~(O) 1 
and 
ID ~ 1. 
The governing equations may then be shown to be 
v(x) 
and 
p 0 ~ · (x) 
Ap 0 r {2 - I(t/x)} ~ (t) dt 
0 
4mx 
[l + x 2 - v (x)] 3 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
(13) 
(14) 
(15) 
(16) 
(17) 
where the prime denotes differentiation with respect to the scaled 
coordinate x. With a few minor notational dif fe rences, these 
equations correspond to the quasi-static case of the more general 
time-dependent analysis of Christensen [1967, 1970]. Integration of 
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equation (17) with respect to x from Oto 00 leads to an expression for 
the parameter p
0
: 
Po Joo mx dx = 4 o _[_l_+_x_2 ---v-(x_)_]_3 
where it will be recalled that mis a function of ~-
A solution v(x) of equations (16) and (17) must satisfy the 
inequality 
v(x) ~ 1 + x 2 
(18) 
(19) 
for all x ~ O. This mathematical restriction may be imposed to ensure 
that ~ '(x) is continuous. On physical grounds, the restriction (19) 
is also necessary, since the thickness of the film is 
h = h 0 {l+x2 -v(x)} (20) 
and this is necessarily non-negative. At any pl ane x wher e 
v(x) = 1 +x2 ~ the surfaces t ouch and i f v(x) = 1 + x 2 over any inite 
i nterval~ the basic equations (17) and (18) are no l onger valid. This 
seemingly obvious point is stressed here because it has important 
implications on the existence of solutions to the basic equations, 
which will be investigated in section 4.2.3. 
Using the results of section 2 .4.5, it is possible to obtain a 
new equation for v(x) from equations (16) and (17), viz . 
v(x) -2.l\.p 0 r {l - L(t/x) }t~ ' (t) dt 
0 
J
oo mt 2 dt 
= 81\. {l - L(t/x)} ------
0 [l+t 2 -v(t)] 3 
* From these equations it is clear that 
(21) 
(22) 
* This conclusion may also be argued directly from equation (16) 
using the ideas of section 3.2.2. 
I 
I 
i 
I 
I 
I 
I 
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v(x) > 0 for x > 0 (23) 
(since O < 1-L(t/x) $ 1). 
Equations (18) and (22) cannot be used alone to determine the 
deformation v and the dimensionless pressure p 0 , except in the 
isoviscous case (m =l), but are useful for constructing analytic 
bounds on solutions (section 4.2 . 3) . A single integral equation for 
numerical work may be obtained by eliminating ~ from equa tions (16) 
and (17) using a well- known device of lubrication theory [Dowson 1965) . 
Let the dimensionless viscosity- pressure function m be taken as a 
function of p 0 ~ , i.e . m = m(p 0 ~ ) . The function 
(24) 
is strictly increasing and so has an inverse function M- 1. From 
equation (17), it is evident that 
4x (25) 
[ 1 + x 2 - v (x)] 3 
and so 
M- 1 [ (
00 
4 t d t ] 
t [1 + t 2 - v(t)] 3 (26) 
4.2 . 2 The Dimensionless Equations for Cylinders 
A similar analysis is possible for the case of normall y incident 
cylinders. On grounds of symmetry, equation (1 . 18) becomes 
dP 
dy 
12µuy 
- h(y) 3 , (27) 
while the film thickness is given in terms of the surface deformations 
by 
h(y) 
2 
ho+¾-+ u1 (y) +u2 (y) -u1 (y) -u2 (y) (28) 
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The elastic deformations may be related to the surface pressure P(y) 
using equation (2 . 2.18), or to the gradient of the surface pressure 
P ' (y) using equation (2 . 4.13). In terms of the dimensionless 
variables 
the resulting equations are 
v(x) l ( ~}~ P ( O) f"" <I> ( t) {in I x - t J - Zn J t J } d t 
TT tho E* _ ex, 
and 
v(x) _m-"-{ (.,__t_-_x--')_Zn__._l t_-_ x_J.___-...;;...t _Z_n_,__J -=-t '-'I }---=-t 
[l+t2 -v(t)] 3 
dt , 
where the dimensionless pressure 
<P = P/P(0) 
is given by the equation 
P(0) cp ' (x ) 
h ~[l+x2 -v(x)J 3 
The dimensionless parameter T (the analogue of A in the case of 
spheres) is defined by 
T = 
12i1ouR3/2 
,/2 TTE*h~/ 2 
(29) 
(30) 
(31) 
(32) 
(33) 
(34) 
(35) 
The integral equation (32) has been obtained by Herrebrugh [1970), 
* though it is written here in a slightly different notation. Since 
the deformation is an even function of x , it suffices here to consider 
only the case where x ~ 0 . Equation (32) may then be reduced to the 
* The parameter T has been defined here to agree with Herrebrugh 
[1970), though the dimensionless coordinate x differs by a factor of 
./2 from Herrebrugh ' s definition . 
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form 
v(x) 212 T r mk (t, x) t dt 
o [l+t 2 -v(t)] 3 
(36) 
where 
k(t,x) = (t-x) Z.nl t-xl +(t+x) Z.nlt+xl -2t Zn ltl. (37) 
It may be shown that 
k(t ,x) > 0 for t and x > 0 , (38) 
so that 
v(x) > 0 for x > 0 (39) 
For the same reasons as outlined above in the case of spheres, it is 
necessary that the inequality 
v(x) ::; 1 +x 2 
be satisfied . The elimination of ~ from equation (31) may be 
accomplished using a similar technique to that used in the case of 
spheres. 
4.2.3 Analytic Bounds and Existence of Solutions 
In axisymmetric "soft" contact theory, analytic bounds on 
(40) 
solutions to the fundamental integral equation lead to a qualitative 
determination of the behaviour of the function v(x) in the limiting 
ranges A -+ 0 and ;\ -+ 00 of the dimensionless parameter A (section 3. 2). 
Analytic bounds in squeeze f ilm problems contain more information, 
since they lead to a proof that solutions cannot be obtained for 
arbitrarily large values of A (for spheres) and T (f or cylinders). 
A lower bound for v(x) in the case of spheres may be obtained 
directly from equation (22), since m ~ l, 1-L(t/x) > O and v(x ) ~ O: 
v (x) ~ Aq (x) , 
where 
(41) 
q(x) 
- 8 r. h-L(t/x)} 
The bounding function q may be evaluated in terms of the hyper-
geometric function: 
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(42) 
(43) 
To derive equation (43) from (42), one exploits the equivalence of the 
Green function and transform solutions, given by equation (2 . 4.19) . 
The Bessel function integrals are then easily evaluated using the 
Hankel-Nicholson integral (Al.9.4) and the generalized Weber-
Schafheitlin integral (Al.9.3). The numerical evaluation of q(x) for 
all values of x is facilitated by using equations (Al.4.8) and 
(Al .5.4) to show that 
q(x) 7T 
2 (44) 
The complete elliptic integral Eis easily computed using an algorithm 
of Bulirsch [1965). 
For cylinders, a lower bound may be constructed in the same 
manner, viz. 
where 
Q(x) 
v(x) ;;>: /2 T Q(x) , 
_ 2 f CX) k ( t. x) t d t 
0 (l+t2)3 
TI { - x 2 1 4 Zn/x2 +l + x2 +1f 
* The closed-form evaluation of Q(x) from (46) is straightforward, 
* X + ~ in the equation One makes the change of variable t 
Icx, { (t - x) Znj t - xi} t dt + constant , Q(x) = 2 
_ ex, (l+t2) 3 
then converting the resulting integral to an integral from 0 to CX) 
Only one of the residues of the integrand at z = ±x ±i need be 
(45) 
(46) 
(47) 
using the lemma of section 2.5 . 3 . Alternatively, the Fourier 
* transform method of section 2.5.4 may be used. 
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Although v(x) must satisfy the inequalities (41) and (45), it is 
also necessary that v(x) $ 1 +x2 • It follows that there can be no 
solutions if 
(48) 
for the case of spheres, or 
T > min { 1 + x
2 
} "' 2 . 108 
0<x<00 /2 Q(x) 
(49) 
for the case of cylinders. This conclusion holds for an arbitrary 
dependence of viscosity on pressure, provided that m = µ / µ 0 2'. 1. Non-
existence of solutions will in general occur at smaller values of A 
and T, since the functions q and Q give relatively weak lower bounds 
when there is significant deformation. 
That solutions for the quasi-static normal approach of cylinders 
do not exist for arbitrarily large values of Tis suggested by 
Herrebrugh [1970]. Using the method of successive approximations, 
Herrebrugh finds numerical solutions only for T < 0· 32 . From the 
numerical solutions, Herrebrugh argues that (in the present notation) 
av dT + 00 as T+0-32 from below. He conjectures that there is a 
bif urcation point at T "'0· 32, with two solutions for v existing when 
T <0 - 32 and no solutions existing for T > 0·32 . Herrebrugh presents 
calculated from first principles - the others may be inf erred from 
symmetry . 
* The result of generalized function theory that 
d~ {loglxl sgn x} = lxl- 1 
to within a multiple of o (x) [Lighthill 1958 p.39] simplifies the 
analysis here. 
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numerical solutions for the second solution obtained by a continuous 
analytic continuation method. 
It has been argued by Christensen, in the discussion accompanying 
the paper of Herrebrugh [1970), that the existence of two solutions 
for each value of T < O· 32 is entirely comprehensible. Christensen 
suggests that, since the quasi-static approach velocity u is the 
relative velocity of the surfaces, it should be possible to obtain the 
same value of u for a light load (when the mass-centre velocity of 
each cylinder is small) and for a heavy load (when both the mass-
centre velocity and the deformation velocity are large). On these 
grounds , Christensen claims that 
"it appears that the bifurcation phenomenon that the author 
observes is directly caused by his mode of representation and 
need not have any particularly interesting fundamental 
interpretation." 
Christensen notes further that if the equations are solved iteratively 
at various values of the parameter (h 0 /R)(E*/(P(0)) 2 , no bifurcation 
phenomenon is observed. However, Christensen finds that it is still 
difficult to obtain solutions in the highly distorted regime, 
especially in the variable viscosity case. It is Christensen ' s 
opinion that these convergence difficulties are not principally caused 
by the bifurcation phenomenon. 
The non-existence phenomenon will now be examined in more detail. 
The case of spheres with an isoviscous lubricant is chosen for 
illustrative purposes, though an identical investigation of the case 
of cylinders presents no difficulty . The general conclusions made for 
an isoviscous lubricant should also remain qualitatively correct for a 
lubricant of variable viscosity. It will be demonstrated that the 
bifurcation phenomenon does have a physically important interpretation 
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with the bifurcation point corresponding to the surfaces meeting, i . e. 
to rupture of the film. The two s olutions branches found by 
Herrebrugh are therefore physically distinct , with no possibility of 
passing from one branch to the other by varying the load W without 
passing through the point of film rupture. 
In section 4.3, Christensen's observation that it is useful to 
consider t he parameter (h 0 /R)(E*/P(0)) 2 as fundamental is shown to be 
correct in one sense. This parameter is essentially the inverse of 
the parameter A appearing in "soft" contact theory. Analytic 
approximate solutions may be constructed for small and large values of 
A by the schemes outlined in section 3.3. 
4.2.4 A Closer Analysis of the Isoviscous 
Normal Approach of Spheres 
Let the non-linear operator T be defined by 
Tv(x) BA r {l - L ( t / x) } t 2 d t 
o [l+t2 -v(t)] 3 
(50) 
* for all non-negative functions v for which the integral converges. 
The integral equation for the isoviscous case of approach of spheres 
may thus be written as 
v(x) T v( x) . (51) 
Much information can be gained concerning solutions of equation (51) 
by systematically exploiting the fact that the operator T preserves 
inequalities between functions. Let v 1 and v 2 be any two non-negative 
continuous functions for which Tv 1 and Tv2 exist. Since 
* For convergence of the integral, it is necessary that v(x) S l +x2 
with equality holding, at most, at isolated points. At any point 
where equality holds v must also be such that the singularity of the 
integrand is integrable. 
Tv2 (x)-Tv 1 (x) = 8A r {1-L(t/x) } t 2 {[l+t 2 -v2 (t )r 3 
0 
it follows that if v 2 (x) ?: v 1 (x) for all x , then Tv2 (x) ?: T v 1 (x) for 
all x. If, in addition, v 2 (x) > v 1 (x) for some x > 0, then 
T v 2 (x) > T v 1 (x) for aU x > 0 . As a corollary to this result if 
v 2 (x) ?: v 1 (x) for all x and Tv2 (x) =Tv 1 (x) for s ome x>0, then 
v 2 (x) = v 1 (x) for all x. 
Let the sequence v(n)(x) be defined by 
v (O) (x ) - 0 
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(52) 
v (n+l) (x) = T v (n) (x) 
for all values of n such that T v(n) exists. Such a sequence is 
constructed numerica lly if the equation (51) is solved by a simple 
iterative scheme. That ea ch function v(n)(x) is con tinuous may be 
proved using the theorem of Lebesgue integration t heo r y that the 
integral f f(x,y) dy of a function f (x,y), wi th f(x,y) continuous for 
almost all x , is itself a continuous f unction of x, if f jf(x , y) J dy <ex, 
[Apostol 1974, p.281]. It may now be established that when equation 
(51) possesses at least one solution, one of its solutions can be 
constructed using the iterative scheme (52): 
Theorem 1. Suppose that equation (51) possesses at least one 
continuous solution v(x). Then 
(i) v(n)(x) exists for all values of n, 
(ii) lim v(n)(x) = v(oo)(x) exis ts, 
n~ 
(iii) v(cx,)(x) s v(x) for all x, and 
(iv) v(oo) is a continuous solution of equation (51) . 
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Proof: It is easy to establish by induction that v(n)(x) < v(x) 
for all x > 0 and for each value of n and also that the sequence 
v (n) (x) increases strictly with n for each x > 0. Hence (i), (ii) and 
(iii) are proven. Lebesgue's dominated convergence theorem [Apostol 
1974, p.270] may be used to show that 
v (oo) (x) lim T v (n) (x) T{lim(n) v(x)} (oo) T v (x) , 
n---),oo n---),oo 
so that v(oo) is a solution. (oo) Continuity of v follows from the 
absolute convergence of Tv(00). This completes the proof. 
Theorem 1 establishes that the iterative scheme (52) converges to 
the smallest solution of (51). The following theorem shows that the 
smallest solution is separated from all other solutions: 
Theorem 2. Let v be any continuous solution of (51). Then 
either 
(i) v(x) > v(oo) (x) 
or (ii) v (x) - v (oo) (x ) 
for all x > 0 
Proof: This is a straightforward consequence of the inequality 
preserving property of T. 
In the preceding analysis, the parameter A is taken as fixed . 
(n) (oo) The dependence of v and v on A will now be exhibited explicitly, 
by us e of the notation 
v(n) (x) = v(n) (x,A) and ) 00) (x) = v (oo) (x,A) (53) 
Theorem 3. (n) A Suppose that v (x, 0 ) exists. Then 
(i) v(m)(x,A) exists for 0 .5m.5 n and 0 .5A.5A0 ; 
(ii) for each x > O, v(n)(x,A) is a strictly increasing function of A 
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(iii) v(n)(x,A) is a continuous function of A in the in terva l 
Proof: Parts (i) and (ii) are easil y es t ablished us ing t he 
equation 
(n) (n) 
v (x,A2 ) -v (x , A1 ) f co { 1 - L ( t / X ) } t 
2 d t 
o [l+t2 -v(n-l)(t, A
2
) ] 3 
+ BA1 r{ l-L(t/x)h2 { [l+t2 -v(n-l) ( t, A2 )]- 3 
0 
(54) 
while part (iii) may be established by induction. 
Theorem 4. If equation (51) possesses at least one solution for 
A =A then 0 , 
(i) it possesses at least one solution for O $ A $ A0 ; 
(ii) for each x > 0, the smallest s olution, v (co) (x ,A), is a strictly 
increasing function of A for O $ A $ A0 ; 
(iii) v(co)(x ,A) is a continuous f unction of A for 0 $A$ A0 • 
Proof: Part (i) follows immediately from Theorem 3. Part (ii) 
is proved by noting tha t f rom Theorem 3, v(co)(x ,A) is non-decreasing 
in A. The analogue of equa tion (54), with n = co , t hen estab l ishes t ha t 
(co)( A)• • tl • • s · (co) ( A)• t • v x , 11 is stric y i ncreasing . ince v x,n is a mono onic 
function of A, it is neces s arily continuous in A a lmos t ever ywhere 
[Shilov 1965, p.290] . The absolute convergen ce of T v(co) ens ures tha t 
continuity holds everywhere. 
Suppose that, for some value of A, 
v (n) (x ) < 1 + x 2 f or all x and for all n • (55) 
It then follows from the preceding theorems that equation (51) 
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possesses the solution v (oo) (x), with v(00) (x) ::; 1 +x 2 for all x. The 
condition (55) cannot hold for arbitrarily high values of A. (It has 
been shown above to fail when A"' 3 · 245.) Let A be the least upper 
C 
bound of the A interval in which (55) holds. There can be no solution 
to (51) for A > A since the inequality v (n) (x) > 1 + x 2 for some value 
C 
of x and n implies that v (oo) (x) > 1 +x2 • For A = A , there is a 
C 
(oo) (oo) 2 solution , v (x), and at one point x, v (x) = 1 +x . From Theorems 
1 and 2 it follows that v(00)(x) is the unique solution, since all 
solutions are necessarily ::; 1 + x 2 • These considerations lead to the 
following theorem : 
Existence Theorem :* The equation (51) possesses solutions in an 
interval O s A::; A and f or no other values of A. In the interval. 
C 
0 ::; A s A , the iterative scheme 
C 
(52) converges to the smallest solution, 
v(00) (x) , of the equation . For A<A , v(00) (x) < l+x2 at aZZ values o 
C 
x . h'hen A = A , v (oo) (x) = 1 + x 2 for at least one value of x, and 
C 
v(00)(x) is the unique solution of (51) at this value o A. 
Numerical solutions of equation (51) have been constructed using 
the iterative scheme (51) and it is found from these solutions that 
A "' 0 . 473 . (56) 
C 
A similar analysis to that given above for spheres also holds for 
cylinders . Only the isoviscous case (m =1) has been considered above, 
but the analysis has some interesting implications in the more general 
case when m ~ l. Let M- 1 denote the derivative of the inverse function 
of M (with M defined by equation (24)) . Then from (26), the pressure 
gradient is given by 
* It is strictly necessary to show that (51) does possess a solution 
for at least one value of A> 0 in order to complete the proof . This 
detail is not considered here . 
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po q, ' (x) = _____ 4_x ___ ic 1 
[l+x2 -v(x)] 3 (
(°' _4t dt_J 
JX [ 1 + t 2 - V ( t ) ] 3 
(5 7) 
Combining equations (21) and (57) leads to a new integral equation for 
v: 
ro 2 [[ l v(x) = BA {1-L(t/x)} t £Cl 4g dg dt . (58) 
o [l+t2 -v(t)] 3 [l +q2 -v(q)] 3J 
Iterative solutions of this equation may be found using a monotonic 
increasing sequence, as in the isoviscous case, and a critical value 
of A (above which no solutions exist and at which the surfaces touch) 
can again be found. It will not be rigorously established here that 
there are precisely two solutions for A< A . This hypothesis will, 
C 
however, be supported by the analytic approximations of section _4.3. 
4.2.5 Time-Evolution in a Quasi-Static 
Drainage Problem 
The quasi-static model of film drainage between def ormable solids 
determines an instantaneous shape for the surfaces at a given value of 
the parameter A (for spheres) or T (for cylinders). It will now be 
shown how the time-evolution of the system may be determined. Only 
the case of spheres with an isoviscous lubricant will be considered 
here. It will be assumed that the load Wis constant, where 
w = 2TT r rP(r) dr 
0 
2nh
0
RP(O) r tq,{t) dt 0 
- nh 0RP(O) r t 24> ' (t) dt 0 
4TTRh 0P (0) r t 3 dt (59) Po [l+t2 -v(t)] 3 0 
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Let the function g (A) be defined by 
g (A) h I00--3 -I\ t d t 
o [l+t 2 -v(t)] 3 
(60) 
so that (59) becomes 
w (61) 
It may be recalled that 
(62) 
and 
u "' (63) 
The introduction of dimensionless variables 
H w (64) 
and 
T Wt (65) 
leads to the differential equation 
H • (66) 
The solution of this differential equation is a universal curve for 
film drainage, with the dimensionless time for drainage from a minimum 
thickness h 1 (corresponding to H1 ) to a thickness h 2 (corresponding to 
H2 ) given by 
b.T (67) 
4.3 ANALYTIC APPROXIMATIONS 
The success of analytic approximations in "soft" contact theory 
suggests that a similar approach be applied to squeeze film problems. 
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The case of an isoviscous lubricant draining from between approaching 
spheres is discussed in detail in this section . (Squeeze films 
between cylinders and films of variable viscosity are considered 
briefly in sections 4 . 3 . 5 and 4.3.6 . ) Defining the parameter 
" 
/I.po ' (1) 
one obtains from equation (2.16) an equation for v similar to those 
considered in section 3 . 3, viz . 
v(x) A C {2 - I(t/x)} 4> (t) dt. (2) 
By analogy with "soft" contact theory, one expects approximate 
solutions based on simple trial functions for v(x) to be useful for 
small values of)..., and perturbation about Hertz's theory to be useful 
for large values of;\. Since 
P o ~ r 
0 
it follows that 
4x dx 
(1 + x2) 3 
" ~ I\. . 
1 ' 
Large values of ;\ may only be obtained if p 0 + 00 , since /1. ~ Ac. 
4 . 3.1 Quadratic Self-Cons istent Solution 
The ansatz 
v(x) z yx2 
(3) 
(4) 
(5) 
is the simplest useful low A approximation . From equation (3.3 . 16), 
the self-consistency condition is 
y = - ~;\~ (-2) , (6) 
where 
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~ (s) = r ts<P (t) dt 
0 
(7) 
- s !1 r 
0 
ts+l d<P dt 
dt 
(4 / po) ro ts+2 dt 
"' s +l {l+t2 (1-y)} 3 0 
(8) 
It fo l lows that 
y = {¾ nA} [1-yf½, (9) 
so that 
y3 -y2 +{¾ nAr 0 • (10) 
It is readily shown from the general theory of the cubic equation that 
equation (10) possesses real positive solutions if and only if 
0 :,; A :,; 16 
9/3 1T "' O· 327 . 
(11) 
Within this interval, there are two real positive solutions y 1 and y 2 
say, which are illustrated in Fig. 4 . 3 . The smaller solution, y 1 , 
lies in the interval O :,; Y 1 :,; 2/ 3, while the larger, y 2 , lies in the 
interval 2/3 :,; y 2 :,; 1. As A-+~ from below, both y 1 and y2 approach 9/3 1T 
2/3. For small values of A, 
while 
3 
- TIA 
8 
(12) 
(13) 
The two solutions for y may be interpreted as multiple solutions 
for v(x), with the integral equation exhibiting a bifurcation 
phenomenon. The dimensionless central pressure p
0 
is given by the 
equation 
Po [ 
4x dx 
"' o _[_l_+_(_l ___ y_)_x_2_]_3 
1 
1-y (14) 
1-4 
1-2 
1-0t---=:::::::...___ 
0·8 
0·6 
0·4 
0·2 
0-2 0·4 0·6 
/\ 
F . 4 3 A . 1 f l . v (x) f l f / ig .. : pproxl.Illate va ues o irn --2 - or a given va ue o t : 
x+O x 
• quadratic self-consistent solution, 
• Pade approximation, 
• perturbation about Hertz's theory . 
and it f ollows that (as A = Ap
0
), for the lower branch 
as A + 0 , 
while f or the upper branch 
64 
Po - 97r211_2 
and 
A 64 
-
9 7r2A_ 
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(15) 
(16) 
(17) 
The onset of a Hertzian limit on the upper branch is suggested by the 
asymptotic behaviour 
as A+ 00 (18) 
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and 
V (oo) as A -+oo • (19) 
(It will be recalled from section 3 . 2.3 that for a Hert z ian limit to 
exist, it is necessary that '¥-+- 1 and v(00) -½ 1r2>- 2 as ),.-+oo.) 
The approximate solution does not give an accurate representation 
of the behaviour of the function v(x) close to the bifurcation point. 
In particular, it does not predict that the film ruptures at the 
bifurcation point . This failure may be attributed to the fact that 
the trial solution used does not allow for a dimpled surface shape, 
i.e. non-monotonic film thicknesses h 0{l+x2 -v(x) } are specifically 
excluded. 
4.3.2 A Self-Consistent Pade Approximation 
An improved self-consistent approximation scheme may be based on 
the ansatz 
V (x ) °" ax
2 
f3 + x2 , 
(20) 
with the parameters a and f3 assumed to be non-nega t i ve . Since 
1 +x2 - = x
4 + [l + f3 - a ]x2 + f3 
f3 + x2 
the parameters a and f3 must satisfy either the inequa l ity 
l+ f3 - a > 0 (21) 
or the pair of inequalities 
l+ f3 - a ::; 0 } [l+ f3 - a ] 2 < 4f3 (22) 
if convergent integrals are to be obtained. The ansatz (20) predicts 
that 
and 
a 2 
v(x) - - x f3 
v(00) = a ' 
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as x + 0 (23) 
(24) 
and these two equations are taken as the self-consistency conditions 
for determining a and /3 . In contrast to self-consistent 
approximations for v(x) used in "soft" contact theory (Chapter 3), 
where polynomial trial solutions are used, the trial solution (20) is 
a rational function and may be regarded as the lowest order Pade 
approximation of v(x). It may be noted that when a / 13 > 1 (subject to 
the inequalities (21) and (22)), the approximate surface shape is 
dimpZed , with a bell of trapped lubricant near the origin. 
Practical computation of the self-consistent values of a and f3 is 
speeded by use of the Mellin transform technique of Chapter 3 . Where 
one may show that 
v(x) 
and 
V (co) 
P 0 ~ (s) - p 0 r t 2 4> (t) dt , 
0 
- 2 
- ½/\.p 0 4> (-2)x as x + 0 
The trial solution (20) implies that 
4 Joo ts+ 2 ( f3 + t 2 ) 3 d t 
p 0 4> (s) "' --
s +lo [t 4 +(1+ f3 - a )t 2 + f3 ] 3 
(25) 
(26) 
(27) 
(28) 
and the approximations for p 0 4> (-2) and p0 4> (0) may be evaluated in 
closed form.* It is found (after some considerable algebra) that the 
* The necessary integrals may be evaluated by the residue theorem, 
or by the use of the integral 
f
oo z-1 
x dx = az-2vB (z,2v -z) F (z,2v -z; ½+ v ; ½ - ½s ) 
\) 2 1 
O [x 2 +2as +a 2 ] 
[Oberhettinger 1974, p . 25], valid for s> -1 and O<Re. z<2v , and the 
transformation formula 
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self-consistency conditions may be expressed in the form 
a. (29 ) 
and 
½ 3/2 
- 3a.13 - 2a.13 - 5a.13} • (30) 
Dividing equation (29) by equation (31) leads to a relation between 13 
and a. , independent of A, viz. 
13 
!!. {(1+ 13½ ) 5 - a. (1+ 13312 ) } 
3 { (1 + 13½) 5 + a. 2 13½ - 3a.13½ - 2a.13312 - 5a.13} , 
(31) 
which may be reduced to a quadratic equation for a. : 
The numerical determination of the f unctional dependence of a. and 13 on 
A is now straightforward. For a given value of 13 , one determines a. 
from (32) and one then f inds A from (29) or (30). It is not difficult 
to demonstrate that 
and 
0 ::; a. ::; 25 
4 
::; 13 ::; 16 . 
3 
The quantity a. / 13 "' lim v (x) / x2 is double valued (as in the simple 
x+O 
quadratic self -consistent theory), wi t h 
A < A "' 0· 506 
C 
(33) 
(34) 
(35) 
(see Fig. 4.3). The Pade approximat ion thus predicts the value of the 
bifurcation point A more accurately than the quadr atic self-
c 
c- a-b 
2 F 1 (a,b;c;z) = (1-z) 2 F1 (a ,b;c; z ) 
[Abramowitz and Stegun 1965, p.559]. 
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consistent approximation. (It may be recalled that numerical solution 
of the integral equation gives A ~ 0-473, while the quadratic self-
c 
consistent solution predicts that A ~0 -327.) It can be seen from 
C 
Fig. 4.3 that the Pade approximation is nearly coincident with the 
quadratic self-consistent approximation over the interval O s: A s: 0· 15 
on the lower branch of the solution, where 
a 2!. A+ O(A2) 2 (36) 
8 % + O(A) (37) 
and 
a 31r A + O(A2) (38) 8 = 8 
App roximations f or p 0 , A and other quantities of interest may be 
constructed using the self-consistently determined values of a and 8 . 
For example, 
Po ~ 4 Jco (x2 + 8) 3 x dx 
o (x4 +[1+ 8 - a ]x2 + 8) 3 
* and it may be shown that this approximation reduces to 
Po = 
where 
and 
M1 8 - ½N 1 [ 1 + 8 - a ] 
2~82 
+ 
82 -2 8 +1+ a 2 + a8 - 2a 
N1 = 8
3 
-2 82 + 8 - a8 
N2 - ½[1+ 8 - a ] 
+ 6 
N2 = 28 + a -1+ 4~{N 1 - ½M 1 [1+ 8 - a ]} 
(39) 
X ' (40) 
(41) 
(42) 
(43) 
(44) 
* Using elementary integrals given in Gradshteyn and Ryzhik [1965, 
p. 57]. 
X 
( 
-½ {TI (1 + S - a) } 6 2 - arctan 26½ 
½ (-M -½ Zn 11 + S - a + 261 
1 + S - a - 26 
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(45) 
It is found that p 0 -+l+ as A-+0 on the lower branch of the solution 
curve, while p 0 -+ 00 as A -+0 on the upper branch. 
4.3.3 Perturbation about Hertz's Theory 
The trial pressure profile 
0 $ t $ c}, (46) 
when inserted into the right hand side of equation (2), leads to the 
following approximation for v (x) near x = 0: 
where 
v (x) '°' Acf{ (x/ c) 2 - ¾ (k - ½) (x/ c) 4 + •.. } , (47) 
7T½f (k+l) 
2f(k + ½) f(k) (48) 
(cf. equation 3.3.47). Equation (46) implies that near x=0, 
cp I (X) (49) 
However, equation (2.17) implies that 
cp I (x) 
[l+x2 -v(x)] 3 
(50) 
The sel f -consis tency conditions are derived by requiring equations 
(49) and (50) to be consistent up to and including O(x 4 ), where v(x) 
is given by (47). Two equations relating k and care obtained, 
together with an equation for p 0 in terms of k and c: 
(k-1) (k +2) (51) 
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2 
- Acf 1 C - (k - 1) (5 2) 3 
2c 2 
Po k . (53) 
For equations (51) and (52) to be satisfied for positive values of k 
and c, it is necessary that either 
0 < k < !, (54) 
or 
k > 1 . (55) 
The first interval corresponds to perturbation about the Hertz 
pressure profile while the second corresponds to perturbation about 
Reynolds' formula for the draining of a film between parallel circular 
plates (cf. equation (1.16)). Of these two different perturbations, 
only the first proves useful. It may be demonstrated from equations 
(51) to (53) that when k > 1, 
k + l+ =} A + 0 and A+oo . (56) 
It is therefore not possible to obtain the flat plate formula as a 
limiting case for the necessarily bounded A interval in which 
solutions exist. One is led to conclude that luhrication theory for 
r igid parallel plates should not be a valid approximation for quasi-
static squeeze films in any parameter range . On the other hand, if 
k < ~. then it is found that 
k ~ - O(A- 2) 
C 2!. A as A + 00 4 (57) 
A -__i_ r 1 7T2 
s o that a Hertz lunit is accessible within the allowed range of A. 
In Fig. 4.3, a numerically determined relationship between 
l 
I 
I 
I 
l 
I 
I 
I: 
H/c °" lim v(x)/x2 
x-+O 
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and A is illustrated. It is found that this self-consisten tly 
detennined parameter is a multiple-valued function of A. However, it 
appears that only the lower branch is useful as an approximation for 
quasi-static squeeze films, since the small A limit of the upper 
branch has no clear physical interpretation. 
4.3.4 Discussion of the Qualitative Features 
of Squeeze Films between Spheres 
In Fig. 4.4, the relationship between the dimensionless 
parameters A and A is shown for iterative numerical solutions and the 
three analytic approximation schemes outlined above. The parameter A 
measures the strength of the deforming forces, while A carries 
information concerning the lubricant viscosity and the velocity of 
approach of the surfaces: 
(58) 
(59) 
Numerical solutions have been constructed for only one branch of the 
solution curve, namely the branch def ined by O ~A< A (A = the 
C C 
bifurcation point), with A+ 0 when A+ 0. It is not poss ible to obtain 
the second branch numerically using the iterative scheme outlined in 
section 4.2 . 4. While it may be possible to extend the solution to the 
second branch by a continuous analytic continuation procedure (as used 
by Herrebrugh [1970) in the case of cylinders), no attempt has been 
made to do this here. For perturbation about Hertz's theory , only the 
lower branch of the two-valued solution illustrated in Fig . 4.3 is 
0·5 
0·4 
0·3 
A 
0 ·2 
0·1 
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5 6 7 
·Fig. 4.4: The relationship between the dimensionless parameters. A and 
A, as determined from iterative numerical solutions and analytic 
approximations (quadratic self-consistent, Pade approximation, 
perturbation about Hertz's theory). 
used (the other branch having been omitted from the figure) . 
At small values of A, the quadratic self- consistent and Pade 
approximations are in excellent agreement with the numerical solutions . 
In fact, the Pade approximation is very accurate until quite close to 
the bifurcation point . For values of A beyond the bifurcation point, 
but not too close to the bifurcation point, perturbation about Hertz's 
theory should be valid . (One may make a plausible extrapolation of 
the curve given by perturbation about Hertz's theory, joining smoothly 
with the numerical solutions at the bifurcation point.) 
Consideration of the above approximate solutions and the exact 
analysis of the fundamental equations given in section 4 . 2.4 leads to 
the following qualitative description of quasi-static squeeze films 
between spheres: In terms of the parameter A, defined by equation 
I 
I 
I 
I 
) 
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(58), four regimes are distinguishable. The first (;\ < 1) is a regime 
of small deformation, well characterized by simple perturbation 
schemes . For small enough values of A, the film thickness is a 
monotonic increasing function of distance from the ax is of symmetry. 
However, as A increases, the profile becomes non-monotonic, with a 
bell of trapped lubricant centred on the axis of symmetry. The second 
regime (1 < A < A , where A denotes the value of A at the bifurcation 
C C 
point) is a region of significant deformation. As ;\+;\ -, the 
C 
minimum distance between the surfaces diminishes and the surfaces 
ultimately touch when A = A • The third and fourth regimes are 
C 
qualitatively very different from the first two. The third regime 
_(A >> Ac) is a regime of extreme, near-Hertzian, deformation. Unlike 
the near-Hertzian regime in "soft" contact problems of Chapter 3, the 
film thickness is not monotonic increasing with distance from the axis 
of symmetry. The fourth regime is when A > A , but is not so large 
C 
that the deformation is near-Hertzian. The cases ;\ = A -o and 
C 
1i. = 1i. +o (o + O+) are distinct, since they correspond to rupture of C 
the film due to increasing load on a lightly distorted state or 
decreasing load on a heavily distorted state. 
It has been indicated in section 4.3.3 that the use of Reynolds' 
formula for flat plates cannot be expected to be useful in any 
parameter regime . For small values of A, in the regime of light 
deformation, it is tempting to use an approximation based on 
lubrication theory for rigid spheres. In fact, Christensen [1970] has 
suggested the use of a r igid body asswnption , i . e. the total neglect 
of elastic deformation. Such an approximation is both correct (for 
small enough;\) and contentless (since it denies the existence of the 
phenomenon to be investigated). However, it will be shown below that 
158 
for the description of the time-evolution of the system, the rigid 
body assumption is correct to leading order in ;\ when ;\ << 1. 
A possible perturbation about the rigid sphere pressure profile 
is given by the ansatz 
(60) 
with t >½ to ensure a finite total load . For rigid spheres, equation 
(60) holds with t =2 and b=l. Using example 3 of section 2 . 5 . 1, one 
may readily show that 
v(x) "' Abh{(x/b) 2 - ¾ (t +½)(x/b) 4 + . .. } (61) 
where 
h( t ) (62) 
Se l f-consistency conditions, determining p
0
, band t for a given value 
of A are easily derived, using a similar analysis to that given above 
for perturbation about Hertz's theory . It is found that the regime of 
validity of this approximation is comparatively narrow and that the 
quadratic self-consistent and Pade schemes are more useful . 
The validity of the quadratic self-consistent scheme for small 
enough values of A leads to a comparatively simple analysis of the 
time-evolution of a draining film in the early stages of draining. It 
has been shown in section 4 . 2 . 5 that the time-evolution of a quasi-
static draining film is governed by a universal curve 
dH g- i (H) ' dT (63) 
with 
H w and T Wt = 
4TTE*R\;12 4TT J.J 0 R
2 
(64) 
Since 
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g (/\) l\fco-~ t 3 dt 
o [l+t2 -v(t)] 3 
it follows that 
dH 
dT "" 4H - 12nH2 • (65) 
Equation (65) may be solved by elementary means and it is found that 
H(T) "' H(O) exp(4T) 
1 +3nH(O){exp(4T) -1} (66) 
The result 
H(T) "' H(O) exp(4T) , (67) 
or in terms of dimensioned variables 
(68) 
is appropriate for rigid spheres. A necessary condition for the time 
evolution of the system to be described well by the rigid body 
assumption of Christensen is therefore that 
3nH ( 0) { exp ( 4 T) - 1} « 1 
i.e. 
3w{exp (~l - 1} 
nµ 0R J << 1. 
4.3.5 The Approximate Solution for a 
Quasi-Static Film between Cylinders 
(69) 
(70) 
Analogous approximations to those constructed above for squeeze 
films between spheres may be obtained by broadly similar means for 
squeeze films between cylinders . Only a brief sketch of the analysis 
will be given here, with attention confined to the quadratic self-
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consistent approximation and perturbation about Hertz's theory for 
simplicity. A quadratic trial solution 
v(x) =e yx2 
may be inserted in the right hand side of equation (2.31), leading (in 
view of equation (2.47)) to the approximation 
v(x) /2 T { 7 / 2 + x 2 (1- y) } 
312 i,n l+x (1- y ) [1- y ] l+x 2 (1- y ) 
(71) 
The self-consistency condition is clearly 
y (72) 
so that qualitatively similar results to those found in the case of 
spheres will be obtained (cf. equation (9) above) . 
Using the results of section 3.5 and a similar analysis to that 
of section 4.3.3, one may construct solutions by perturbation about 
Hertz's theory, finding that 
where 
and 
P(O) 
2 
C = 
3k(k-l) 
4 (k - \ ) 
8\ cf = 4c2 - 2 (k-l). 
The function f(k) is defined by equation (3.5.14) and 
2 (R/h )½ P(O)/E* 
TT 0 
(73) 
(74) 
(75) 
(76) 
The self-consistency equations possess solutions with O < k < 1 and when 
,>.. -+oo 2 , 
and k -+ ½- (77) 
(cf. equation (3.5.17)). 
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Herrebrugh [1970] has deduced from numerical solutions of the 
integral equation (4.3.32) that in the isoviscous case, where W 
denotes the applied load per unit length , 
* 
2hoE [µu] 1/3 [Ew*R] ½ 
-w- - 4·5 w 
if the "film thickness parameter" is small, i.e. 
2h E* 
0 
w << 1 . 
(78) 
(79) 
Such a relationship may be shown to correspond to a Hertz limit. The 
applied load per unit length is approximated by 
W "' (Rh 0 ) !, r P(0) (l-x2 /c 2 l dx 
-c 
½ f (½)f(k+l) (Rho) P(O)c f(k+3/2) 
Using equations (73), (76) and (80), one may show that 
2h E* 0 
w 
4f (k+3/2) 
~- 2f (k+3/2) 
h 0 1r:\2 cf (½)I' (k + 1) ' 
[~1312 kf(k+3/2) R; 6c 3 f (½) f (k+l) 
(80) 
(81) 
(82) 
(83) 
From a consideration of the asymptotic forms (77), it is found that 
and 
2h E'~ 
0 
w 
+ 0 
Herrebrugh's numerically determined asymptotic form is thus only 
(84) 
(85) 
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slightly in error and his regime of small "film thickness parameter" 
corresponds to near-Hertzian conditions. 
4.3.6 The Case of Variable Viscosity 
It is possible to construct analytic approximations for the case 
of squeeze films of variable viscosity, though the analysis becomes 
rather more complicated. As an illustration, the case of an 
exponential dependence of viscosity on pressure is considered in the 
regime of small deformation. If 
µ µ 0 exp(a P) 
and 
£ "' {¾ uµ 0R/h~} a , 
one may show that 
"' - ¼ Zn{l - £ (x"" 4t dt } 
J. [l+t 2 -v(t)] 3J 
and in particular (when x = O) , 
Po "' - ¼ zn{l - £ Jo"" 4t dt 1 
[l+t2 -v(t)J 3 j 
A quadratic self-consistent approximation 
v(x) "' yx 2 
reduces equations (88) and (89) to 
and 
i z· {1 £/(1- y) } 
E n - [l+(l- y)x2 ] 2J 
1 Zn{l- £/(1- y)} . 
£ 
(86) 
(87) 
(88) 
(89) 
(90) 
(91) 
(92) 
To obtain a self-consistency condition for Y using the usual Mellin 
transform analysis, it is necessary to evaluate the analytic 
continuation of 
<P (s) = rX) xs <P (x ) dx 
0 
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at s =-2 . This is easily done by integration by parts . The resulting 
equation for y is 
y A Joo z- ½ dz 
( 1 - y ) ½ 0 (1 +z) { (1 +z) 2 - E/(1- y )} 
(93) 
1 } (94) 
where 
l :k 
a± = 1 ± E ~ / (1 - y) 2 • (95) 
Double-valued solutions are again encountered (see Fig . 4 . 5) . The 
q~adratic self-consistent solution predicts that the value of A at the 
0·8 
0·6 
"6 
0·4 
0·2 
0 0·1 0·2 
A 
0·3 
Figure 4.5: The effects of pressure-dependence of viscosity 
µ = µ exp(a P) on lirn v(x)/x 2 in the quadratic s elf-consis tent 
o x+O 
approximation with E defined by equation (87). 
164 
bifurcation point is decreased if the viscosity is variable as is to 
be expected in the light of the argument of s ec tion 4 . 2 . 
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CHAPTER 5 
ADHESIVE CONTACT OF ELASTIC SOLIDS 
5. 1 INTRODUCTION 
The term "adhesion" is used in colloid and interface science, 
engineering, theoretical mechanics and other areas in a variety of 
contexts . For example, when one speaks of adhesion in industrial 
colloid science, one frequently means tacky adhesion , which is the 
resistance to parting of two surfaces separated by a thin film of 
highly viscous liquid and is a phenomenon largely governed by the 
effects of viscosity [Banks and Mill 1953; Strasburger 1958). In 
engineering, one may speak of adhesion as meaning the resistance of 
surfaces to relative tangential motion, i . e. infinite friction [Kalker 
1975) . This terminology is taken over into theoretical contact 
mechanics where one considers the indentation of elastic solids by 
rigid stamps or punches which adhere . A variety of boundary value 
problems presenting more analytical difficulties than frictionless 
indentation or Hertzian contact then result . For the purposes of this 
chapter, " adhesion" shall be the resistance of clean, contacting solid 
s urfaces to normal separation . This resistance exists for many 
systems and is most easily demonstrated by bringing into contact in 
vacuum the crossed mica cylinders of the apparatus described in 
sections 1.3 . 1 and 3.4 . 2 (and illustrated in Fig. 1 . 2) . The 
molecularly smooth surfaces experience an attractive force and a 
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tensile applied load is required if the surfaces are to be separated. 
That such an adhesive interaction has its origins in the molecular 
interactions of the surfaces, specifically (in large measure) the van 
der Waals interaction, has been known for some time [Bradley 1932, 
1936]. The adhesive interaction may be regarded as a manifestation of 
a surface energy of the solids, but this concept remains for solids 
(in comparison with fluids) somewhat nebulous, in the absence of 
definitive experiments for the direct measurement of the surface 
energy. There are a number of important theories, phrased in terms of 
the surface energy for solids, including fracture mechanics 
[Barenblatt 1961, 1962; Sneddon and Lowengrub 1969] . Attempts to 
measure surface energy may be made by cleavage experiments [Bailey 
1961], but a renaissance of interest in the experimental determination 
of surface energy has been brought on by the theoretical and 
experimental work of Johnson, Kendall and Roberts [1971], in which a 
simple, yet credible, link between surface energy and macroscopically 
observable properties of adhering deformable solids is proposed. 
This promising path has not yet led to a complete and 
satisfactory understanding of surface energy and adhesion. On the 
contrary, while excellent progress has been made in aspects of the 
theory of adhesive contact, in the absence of a unified exposition of 
the subject, in which the concepts of contact mechanics and of surface 
forces are blended harmoniously and logically, confusion and 
controversy have arisen . The call of Tabor [1977] for such an 
exposition to be given has been reinforced by recent contention on the 
experimental and logical quality of existing models [Derjaguin, Muller 
and Toporov 1978; Tabor 1978]. It is the object of the present 
chapter to re-analyse the adhesive contact problem (beginning at its 
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very foundations), to develop a new physical and mathematical frame-
work for adhesive contact theory and to review existing theories from 
within this framework. The discussion is couched in terms of adhesive 
contact of spheres, though a parallel discussion for cylinders may be 
readily constructed. 
After a brief review of progress to date in adhesive contact 
theory, a critical analysis is given of the physics of adhesive 
contact with the most general formulation of the adhesive contact 
problem consistent with this physics being exhibited in section 5.2. 
Using insights from "soft" contact theory, one may establish a general 
principle for the construction of more tractable models of adhesion 
(section 5.3). A detailed critique of previous theories of adhesive 
contact may then be based on this principle. In coming to grips with 
the main weaknesses of previous theories, one is led to a new model of 
adhesive contact. In addition to the objective of ordering the field 
of adhesive contact of elastic solids, this chapter aims to emphasize 
the role of distance-dependent forces, whether van der Waals forces or 
electrostatic forces, in adhesive contact. It is shown in section 3.4 
that in colloid science, physically sensible modelling of surface 
forces is essential if the deformations of experimentally important 
systems are to be explained quantitatively. The present chap ter 
establishes this principle for interface science. 
5.1.1 Early Theoretical Advances 
in Adhesive Contact Theory 
The point of departure of existing theories of adhesive contact 
is the classical contact theory of Hertz . 
* theory for the contact of two spheres, 
The key results of Hertz 's 
[footnote over] 
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P(p) 
O<p< a} 
p> a 
(1) 
and 
WVR (2) 
where 
(3) 
and 
figure prominently in the analysis in this chapter. In "soft" contact 
theory and elastohydrodynamic lubrication problems, Hertz's theory 
appears in a limit (corresponding to large deformation), the existence 
of which is not immediately obvious from the governing equations. In 
contrast, in adhesion theory, Hertz's formulae appear when the surface 
interaction is "turned off" and arise as special cases (usually 
transparently obvious) of more complicated formulae. 
The approximations on which Hertz 's theory rests have been 
delineated in section 2.1 . Many of them are carried over into 
adhesion theory, including the use of linear elasticity, the ne glect 
of tangential stresses and the assumption of large radii of curvature 
for the undistorted surfaces (in comparison with the characteristic 
dimensions of the deformed regions) . However, adhesion theories 
differ from Hertz ' s theory in the character of the bounda r y conditions . 
It will be recalled that a key assumption of Hertz's theory is that 
the surface pressure profile is continuous and non-negative. A 
considerable influence on current research on adhesion and surface 
energies has been effected by a brief paper of Johnson [195 8), in 
* As usual, the spheres have radii R1 ,R2 , Young's modulii E1 ,E 2 and 
Poisson's ratios cr 1 , cr2 • The contact circle has radius a , and W 
denotes the total applied load (uniquely determined by a) . 
- -
170 
which a stress profile singula:r at the boundary of the contact region 
is derived by a superposition of Her tz's stress profile and the stress 
profile from the Boussinesq [1885] solution of the problem of 
indentation of an elastic solid by a flat-ended cylindrical stamp . 
Johnson's argument that the infinite adhesive stress at the boundary 
of the contact circle is unphysical leads to the deduction that the 
adhering surfaces should either peel apart until the stress profile 
and contact area of Hertz's theory are attained, or else suffer 
plastic yield at the boundary of the contact region, relaxing the 
adhesive stress to a finite value. 
The argument of plastic yield is frequently advanced in 
lndentation problems in which singular stress profiles are obtained 
[Sneddon 1951]. It is generally believed that the postulated plastic 
yield should, under conditions of light loading, have negligible 
effect on the stress distribution, except in a very small neighbour-
hood of the predicted location of the singularity. This doctrine has 
also found favour in the theory of fracture of essentially brittle 
solids [Irwin 1957], though Barenblatt [1962] argues against the 
reliance on such arguments for all solids, and presents a theory of 
fracture with non-singular stress profiles. It suffices to note here 
that for molecularly smooth mica surfaces adhering under ligh t load, 
irreversible deformation of the surfaces does not appear to occur . 
Plastic deformation cannot therefore be invoked to remove the 
embarrassing stress singularity in all cases. Another explanation is 
required. 
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5.1.2 The Theory of Johnson, Kendall and Rob erts 
Johnson, Kendall and Roberts ·[1971] attempt to circumvent the 
problem of the stress singularity by using a concept that appears to 
have been at least partly anticipated by Derjaguin [Derjaguin 1934, 
Derjaguin et al . 1975a]. They subtract from the elastic free energy 
for Johnson's singular stress profile (into which both the tota l load 
Wand the contact circle radius a enter as free parameters) an 
adhesi on energy TTa 2y* . For the interaction of surfaces made of the 
same material and separated by a vacuum, y* =2y , where y is the 
surface energy of the material . More generally, 
(5) 
where Y1 and y 2 are the surface energies of the solids and y 1 2 fs the 
energy per unit area of the 1-2 interface [Tabor 1977]. Minimization 
of the total free ene r gy over a leads to the relation 
a 
3 
= VR (W + 3y*TTR +/ {6y'°' TT RW + (3y*TTR ) 2 } ) (6) 
for two spheres, where V and Rare def ined by equations (3) and (4) . 
It follows at once from (6) that under zero applied load, the contact 
radius is given by 
(7) 
while the theory breaks down when the load attains the cri tical va lue 
Wcritical = 
JKR 1 TTRy* 2 
independent of the elastic constants of the spheres. This value of 
the applied load is usually interpreted as the force necessary to 
separate the spheres ("pull-off" load). For identical spheres in 
vacuum, 
(8) 
Wcritical 
JKR - J,rRy ' 
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(9) 
which should be compared to the theoretical result for rigid identical 
spheres, for which the "pull-off" load is given by 
wcritical 
rigid - 4,rRy (10) 
[Tabor 1977] . Johnson, Kendall and Roberts discuss experiments on 
rubber surfaces, finding that their theory agrees with experimental 
data for positive (i.e. compressive) loads, and for negative loads 
somewhat less in magnitude than the "pull-off" load given in their 
theory by equation (9) above. Additional work along these lines has 
been performed by Kendall [1971]. Experiments on crossed mica 
cylinders have also provided evidence in support of the Johnson, -
Kendall and Roberts theory [Tabor 1977, 1978; Derjaguin, Mulle r and 
Toporov 1978]. 
5.1.3 Other Theories 
A number of competing theories of adhesive contact have been 
proposed since the appearance of the Johnson, Kendall and Roberts 
(JKR) theory. These are reviewed, along with the JKR theory, by Tabor 
[1977]. The first competing theory was proposed by Dahneke [1972], 
who appears to have been unaware of the JKR work, which only very 
slightly predates his . Dahneke's work, entirely different in 
character from the JKR theory, attempts to account for adhesion in 
terms of the Bradley-Hamaker description of van der Waals attraction 
between macroscopic bodies [Bradley 1932, 1936; Hamaker 1937 - see 
also Langbein 1974 and Mahanty and Ninham 1976] . Dahneke's work is of 
some interest because it pays attention to the vital issue that 
adhesive energy should be tied in with distance-dependent attractive 
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forces. However, Derjaguin, Muller and Toporov [1975a] point out that 
Dahneke's theory rests on an inconsis tent decoupling of the elastic 
and van der Waals forces, and they propose a model of their own which 
* has been added to by Derjaguin et al . [1977a]. 
Derjaguin, Muller and Toporov (DMT) base their theory on the 
principle that the adhesive component of the total load arises from 
attraction between the surfaces in an annular region just outside of 
the circle of contact. They minimize a total free energy built up 
from the elastic energy of a Hertzian deformation (unlike JKR who 
evaluate the stored elastic energy from Johnson 's singular stress 
2 ;, profile), the surface energy TTa y of the contact region, and the 
interaction energy of the annular region surrounding the contact_ 
circle. Their model predicts a "pull-off" load 
Wcritical 
DMT - 2TT Ry* 
so that for identical spheres in vacuum, 
Wcritical 
DMT - 4TT Ry • 
(11) 
(12) 
This "pull-off" load is precisely that predicted for rigid surfaces in 
point contact (equation (10)). While simple formulae relating contact 
circle radius, applied load and surface energy are not available, it 
can be shown that for small deformations under zero applied load 
o = {2 *vR2 }1/3 
~MT TTY (13) 
while for more substantial deformations under zero applied load, 
* The paper of Derjaguin, Muller and Toporov [1975a] is equivalent 
(almost word for word) to Derjaguin, Muller and Toporov [1975b, 1975c]. 
Similarly, the papers of Derjaguin et al . [1977a,b] are essentially 
identical. A further paper [Muller, Derjaguin and Toporov 1976] on 
time-dependent problems is only of peripheral interest here. 
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(14) 
In experimental tests to date, the JKR theory has performed 
better than its competitors, agreeing not only with the original JKR 
experiments over a reasonable range of experimental parameters, but 
also with crossed mica cylinder experiments [Tabor 1978], and yielding 
sensible values for y* (in marked contrast with Dahneke and DMT) in 
recent experiments of Lee [1978]. (Lee estimates the surface energies 
of polysilicone gel spheres using equations (7), (13) and the 
analogous equation from Dahneke [1972].) It would be unfair to 
suggest that Derjaguin, Muller and Toporov claim that their theory 
applies for a wide range of elastic constants . They have argued in 
favour of it only for materials with large values of Young's mod·ulus 
(although even in this case, as has been noted by Tabor (1978], the 
experimental evidence is not especially flattering). 
5.2 THE PHYSICS OF ADHESION OF SMOOTH SURFACES 
5.2.1 The Principle of Physically 
Meaningful Surface Forces 
Continuum mechanics in general, and the theory of linear 
elasticity in particular, may be (and from a strictly logical point of 
view, must be) developed and employed without reference to the fact 
that systems modelled by continua consist of atoms or molecules 
interacting via force fields with short-range attrac tive and 
repulsive components and subject to the laws of statistical mechanics. 
Through the eyes of a physicist, the constitutive relations, stress 
tensors and strain tensors of continuum mechanics reflect in a mean 
field or average manner the microscopic picture and are in no sense 
physically contradictory . Boundary conditions, in contrast to bulk 
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properties of real systems, need more careful consideration. 
The boundary conditions for classical contact mechanics have been 
described in section 2.1. It is found in applications in colloid and 
interface science and elsewhere that more complicated boundary 
conditions arise (cf. Chapters 3 and 4). The use of a generalization 
of the Derjaguin approximation then leads to an integral equation 
formulation for the surface deformation. In physical examples 
considered in Chapters 3 and 4, the distance-dependent force law is 
always repulsive. However, the same considerations may be applied 
here, where attractive forces are encountered. One may first consider 
the interaction of two half-spaces, separated by a gap of (constant) 
width D. Let F(D) be the interactive force per unit area, defined to 
be positive in the case of repulsion, and E(D) the energy per unit 
area of the interaction. It is conventional to take E(ro) =0, so that 
E(D) (1) 
Typically, F(D) has a short-range attractive component and an ultra-
short-range repulsive component, as shown schematically in Fig. 5.1 
[cf. Johnson 1976]. There is a "potential well" whose deepest point 
(D =DE), the equilibrium separation , is the distance between the 
surfaces at equilibrium in the absence of applied load. Under a 
positive applied load, i.e. one which acts to reduce D, equilibrium 
will be attained for some value of D < DE and one may speak of the 
system "climbing the repulsive wall of the well". Similarly, under a 
negative applied load, equilibrium will be attained for some value of 
D > DE, the system "climbing the attractive wall of the potential well". 
If the negative load per unit area is of sufficiently large magnitude , 
z 
0 
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er:: 
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<( 
E = - y''' 
Fig . 5.1: Schematic f orce-distance and ener gy-distance curves for 
half-spaces. (DE= equilibrium separation,%= separation for 
maximum adhesive force per unit area) . 
176 
then the surfaces are pulled apart. For later use, the turning point 
(D = DM) is defined as the separation f or maximum adhes i ve f or ce and it 
is noted that, in the notation of section 5.1, 
y* 
(2) 
= - 2y for identical solids in vacuum. 
Consider now the adhesion of two linearly elastic spheres, and 
let R1 , R2 , R, E1 , E2 , cr 1 , cr2 and V be defined as in section 5.1. As 
usual, the normal displacements of the surfaces at a distance p from 
the line of centres are denoted by U1 (p) and U2 ( p). Both U1 and U2 
are defined to be positive in the case of compression, i.e. they are 
directed into the bulk of the spheres. If one defines 
U(p) = ½{U 1 ( p) +U2 ( p)} , (3) 
it follows that 
D(p) "" D0 + ½p
2 /R+2{U( p) -U(O)}, (4) 
I 
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where D0 is the minimum separation of the surfaces . The usual Green 
function solution of the elastic problem 
U{ p) I00 I( p'/ p ) P(p ') d p', ~{ (1 - o~ ) /E 1 + (1 - o! ) /E 2 } 
0 
together with the Derjaguin approximation 
P( p ) "' F[D( p)], 
(5) 
(6) 
with D( p ) given by equation (4), gives a non-linear integral equation 
for U, the solution of which leads to pressure and stress profiles 
qualitatively like those shown in Fig. 5.2. The non-monotonicity of 
the interactive force law F(D) is reflected in the non-monotonicity of 
the surface pressure P( p). There is no singularity of P( p); a 
singularity would be in contradiction with the necessarily finite 
maximum adhesive force jF(DM) j. The pressure profile and surface 
shape are continuous, and indeed should be smooth. 
The "self-consistent" formulation of the adhesive contact problem 
exhibited above is the most general formulation which yields 
consistency of the surface stress and the interactive force law and 
yet may be exhibited in concrete mathematical form . For a given force 
law, one may at least write down an integral equation f or U( p) . In 
any more general theory , equation (6) would have to be r eplaced by 
n • o = ~{ D ( p) ; Q :=;p<oo} , 
where ~ is a complicated functional and there would be no prospect 
whatsoever of obtaining solutions of any kind. 
(7) 
The difficulties even in obtaining approximate solutions of the 
integral equation of the "self-consistent" theory, 
U( p) = ½ V f00 I( p '/ p) F(D 0 + ½p ' 2 /R+2 {U ( p ') -U(O)}) dp ', (8) 
0 
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D(p) 
(a) 
p 
P(p) 
(b) 0 f--------~-'-------
p 
Fig. 5 . 2: Schematic surface separation profile (a) and surface 
pressure profile (b) for smooth elastic surfaces interacting under 
the force law of Fig . 5.1. 
are considerable. However, it has been seen in the context of "soft" 
contact theory and of elastohydrodynamic lubrication that as 
results of Hertz's theory of contact are obtained. The extremely 
small length scales and lar ge pressure scales present in adhesive 
contact problems suggest that the "self-consistent" formulation be 
relaxed to allow at least part of the problem to be treated 
classically . It is within the gulf between Hertz's theory and the 
full "self-consistent" theory that logically consistent, useful 
(9) 
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theories of adhesion should lie. 
5.2.2 The Nature of the Surface Force Law 
For virtually all of the ensuing discussion of the adhesive 
contact problem, it is unnecessary to speak either of the origins of 
the force law, or of its functional form. For illustrative purposes 
one may select, following Johnson [1976], 
F(D) = - AD-n +BD-m (10) 
with m > n and A,B > 0, and find that 
y* 
and 
{ n-1} (m - n)A/ (n -1) (m - l)DE (11) 
{A/B} 1/ (n-m) . (12) 
For rubber, much favoured by experimentalists, the only attractive 
component of Fis the van der Waals force. Equation (10) appears to 
be a good approximation if one sets n = 3 and m ""9 . Typically the 
Hamaker constant frrrAcel0- 1 9 J and DE "' 2 A [Johnson 1976]. The result 
n = 3 is only valid for separations small enough for the van der Waals 
force to be non-retarded [Mahanty and Ninham 1976] and this usually 
0 
requires D < 50 A, at which distance the adhesive effect is 
comparatively small. 
However, there seems little point at present in expending too 
much effort obtaining "the most realistic" form of F(D). In his 
provocative expository memoir on interatomic forces and gas theory, 
Brush [1970] argues that 
"if you are primarily interested in understanding the properties 
of matter or in predicting new properties, forget about using a 
'realistic' force law and use the simplest model that still 
retains the crude qualitative physical properties that might be 
important." 
I 
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This point of view is taken here also . The ultimate aim is to model 
adhesion in a simple manner without losing the distance-dependence of 
the surface interaction. 
One major point concerning the true nature of the surface 
interaction needs to be made. It is assumed that the interaction is 
localized at the surface , whereas in reality the "interactions at a 
distance" penetrate a small distance into the bulk of each body . 
This localization of the interaction is implicit in the JKR and DMT 
theories. If one is sufficiently concerned about this point to seek 
more satisfactory models, it is just as well to go further and note 
that the cohesive force is not entirely distinct from the forces 
which give rise to the bulk elasticities of the bodies. One might 
follow the path of Mindlin [1965] and generalize the constitutive 
equation of the body, incorporating the surface effects as a basic 
property of the continuum. Such a path leads us too far from the 
existing work on adhesion under discussion here to make it expedient 
to pursue. Alternatively, one might extend beyond the present 
treatment of surface interactions by employing a logical continuum 
theory of the material surface, in the manner of Gurtin and Murdoch 
[1975a,b], but again this does not seem worthwhile . 
5.3 CRITIQUE OF EXISTING THEORIES 
In section 5.2, adhesion is discussed in terms of physically 
meaningful surface forces. A critique of existing theories of 
adhesion requires the introduction of energetic concepts, since both 
the JKR and DMT theories are couched in terms of global energy 
considerations instead of the local interaction force . Firstly , one 
may define the energy of surface interaction as 
VS "' f' 2TTP E [D ( P)] dP 
0 
(estimated from the energy per unit area for half-spaces via the 
Derjaguin approximation) and secondly, the (total) elastic strain 
* energy as 
VE = ~ Joo 
0 
21rp P (p) {u 
1 
( p) + u
2 
(P)} dp 
= r 2TTp P(p) U(p) dp . 0 
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(1) 
(2) 
The expression for VE is a consequence of Lame's theorem on work and 
energy in linear elasticity [Gurtin 1972]. It should be noted here 
that the applied load may be estimated by the relation 
W "' r 2TTp F[D(p)] dp • 
0 
(3) 
It is useful to define a , the approach of the centres of the spheres, 
by 
a - 2U (0) (4) 
(Common alternative notations for a are hand o.) 
5.3 . 1 Critique of the JKR Theory 
Although it is usually presented in a different manner to the one 
adopted here, the Johnson, Kendall and Roberts theory proceeds as 
follows: Suppose that the interactive forces decay so rapidly with 
increasing separation of the surfaces that one may assume there is a 
sharp boundary, at a finite value of P, between the part of each 
surface which experiences interaction and the part over which the 
* Called "elastic free energy" by Landau and Lifshitz [1970 ]. 
- --
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interaction is negligible. The region which experiences interaction 
is presumed to be the observahZe contact area , of radius a, say. If 
the sides of the "potential well" shown in Fig . 5.1 are steep enough, 
for P < a the surfaces will be nearly flat, so that from equation (1) 
Equation (5) asserts that all parts of the surface which experience 
an interaction lie at the bottom of the potential well for half-
spaces shown in Fig. 5.1. The assumption of flatness ensures that 
when a<< R, 
U(p) "" ½a. - ¼p 2 /R , 
and so, for O :5 p < a, 
p (p) 3a 
2TTRV [ p
2 )½ 3 (a. ~J ( .e:.J -½ 1-- +- -- l-
a2 4TTV a R a 2 • 
(6) 
(7) 
To derive (7), one may superimpose the classical Hertz and Boussinesq 
[1885] stress profiles, i n the manner of Johnson [1958], or use 
results of section 2.5.2. 
Hertz's theory is obtained from (7) by imposing the Hertz 
r e lation 
a. la = a/R , (8) 
to yield a continuous, non-negative pressure profile. From equations 
(3) and (7) one finds that 
w = 3a.a/ (2V) - a 3 I (2RV) , (9) 
while from (2), (6) and (7), 
(10) 
At this stage, both a. and a are free parameters, with W being 
uniquely specified in terms of a and a. . Minimization of the total 
energy, VE+VS, over positive values of a, with a held constant, 
* leads to a relation between a and a for equilibrium: 
(a - a 2 /R) 2 8 ... = - 1ry"Va 3 
which reduces to the Hertz relation (8) if y* = 0. 
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(11) 
The important equation (1.6), yielding a 3 in terms of W, arises 
from the solution of the quadratic equation 
0 (12) 
obtained by eliminating a between (9) and (11). Loss of real 
solutions to (12) for large enough negative Wis interpreted by 
Johnson, Kendall and Roberts as parting of the surfaces ("pull-off"). 
Such an intepretation is highly questionable. The JKR "pull-off" 
condition 
Wcritical = 
or equivalently, 
l TTRy* 
2 (13) 
(14) 
indicates where their approximation for the total energy of the 
system is no longer valid. The failure of their approximation to 
yield a solution for larger values of jwj, when W < 0, or smaller 
values of "a" than those given by (13) and (14) need not necessarily 
have any close relationship to the actual limits on values of lwl or 
a for contact. In Chapter 4, for example, it is found that a certain 
* The original derivation of these results by Johnson, Kendall and 
Roberts is somewhat obscured by their choice of a particular loading 
path, which is unnecessary since the system is conservative. Also, 
they introduce a "mechanical potential energy" to be added to an 
"elastic energy" f a dW, which merely reflects their choosing to 
evaluate f Wda via integration by parts. For the derivation of the 
JKR theory just given, it is essential that the minimization of 
VE + Vs be performed over a at constant a . If a is allowed to vary, 
the work done by the applied load must be taken into account. 
-- ..... 
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approximation (the quadratic self-consistent approximation) predicts, 
in a qualitatively correct manner, that the integral equations for a 
quasi-static squeeze film exhibit a bifurcation phenomenon. However, 
the approximation fails to give solutions in an interval of A values 
in which solutions are known to exist. By analogy, the JKR theory 
Wcritical ex: Rv*, may predict correctly that , but need not necessarily 
obtain the right value for Wcritical/(Ry*). 
Although the JKR theory is always derived using energy 
considerations, it is instructive to examine its basic features from 
the point of view of force distribution . In Fig. 5 . 3, the surface 
separation and the surface pressure are shown (schematically) as 
functions of p . These curves should be compared with those in Fig . 
5 . 2 . It will be noted that the JKR theory replaces a continuous 
pressure (vanishing when D( p) =DE and possessing a stationary point 
when D( p) =DM (Fig. 5.2)), with a discontinuous pressure profile, 
qualitatively correct for p << a but in obvious error near P = a, which 
should correspond to the point of maximum adhesion (D( p) =DM)' or to 
some point close to it. Also, the surfaces do not close smoothly as 
p +a+ but separate at right angles to the plane of contact. Both the 
mathematical simplicity and the limits on the applicability of the 
JKR theory for smooth surfaces arise from its complete rejection of 
any microstructure associated with the force law F(D). 
5 . 3 . 2 Critique of the DMT Theory 
Derjaguin, Muller and Toporov present a theory which appears to 
be, at least superficially, more in keeping with the concept of 
distance-dependent surface forces than the JKR theory . In particular, 
they assume that the attractive component of F(D) is non-negligible 
I 
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(a) 
OE 
0 0 1 p 
I 
p' 
(b) I\ 0 0 1 p 
I 
Fig. 5.3: Schematic sur f ace separa tion pro f i l e (a ) and s urfa ce 
pressure profile (b) for the adhesion theory of Johnson, Kendall 
and Roberts [1971]. 
over a significant interval of surface separations. The surfaces are 
taken to be flat for O ~ p ~ a, leading to an interaction energy - TTa 2 y*. 
For p > a, the surface separation D (p) increases with p with this 
region experiencing attraction, modelled in terms of a sur f ace energy 
v;a = r E[D( p)] 2TTpdp 
a 
(15) 
which is added to - TTa 2 y* to yield the total surface energy. Thus far, 
their reasoning is sound, and reflects the physics of the problem . 
Although in the DMT theory no mention is made of an exterior stress 
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profile beyond the contact circle, it is reasonable to infer that the 
surface stress will be as shown in Fig. 5.4, which should be compared 
with the JKR theory (Fig. 5.3) and with the expected stress profile 
(Fig. 5 . 2) . In the DMT theory the surface stress is discontinuous, 
since they choose a specific monotonic form for F when D > DE, but 
unlike the JKR theory, the discontinuity is finite. 
D 
(a) 
OE 
0 1 p 
I 
p 
{b) 
0 01 p 
I 
Fig. 5.4 : Schematic surface separation profile (a) and surface 
pressure profile (b) for the adhesion theory of Derjaguin, Muller 
and Toporov [1975a]. 
So far, the DMT theory appears a satisfactory alternative to the 
JKR theory . However, as has been pointed out by Tabor [1977, 1978], 
their estimation of the elastic strain energy, and of D( p) in equation 
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(1), is questionable . In the DMT theory the pressure profile for 
0 s P < a is presumed to be that of Hertz's theory. The surface 
deformation for p > a is also taken to be that given by Hertz (as shown 
schematically in Fig . 5 . 4) with the surface separation increasing 
smoothly, unlike the JK.R model (Fig. 5.3). However, by hypothesis, 
the adhesive effect in their theory is not negligible in comparison 
with the repulsion furnished by the contact region . It should there-
fore be expected to contribute to the overall deformation of the 
bodies, and in particular to influence the shape of the surfaces for 
P > a and the stress distribution for p < a. 
The mathematical details underlying the DMT theory are somewhat 
complex and will not be given here . However, in the construction of a 
new model of adhesion (section 5.4), equations will be derived which 
reduce to the DMT equations in a particular limiting case . 
5.3.3 General Critique 
From the above examination of the JK.R and DMT theories, it may be 
argued that the strengths of one theory are the weaknesses of the 
other. In the JK.R theory, the treatment of the elasticity reflects 
qualitatively the evident fact that parts of the surface experience 
repulsion and parts a ttraction. This fact is ignored in the DMT 
theory . Conversely, it is the DMT theory which acknowledges that the 
repulsive wall of . the potential well for surface interactions is much 
steeper than the attractive wall, leading to the conclusion that the 
distance-dependence of the attraction, at least, should be accounted 
for. In the JKR theory, the surface interaction is assigned no 
structure . 
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From the point of view of an experimentalist wishing to calculate 
surface energies of elastic solids [e.g. Lee 1978], it is natural and 
sufficient to concentrate one's attention on contact in the absence of 
applied load since equations (1. 7) and (1.13 -1.14) provide the 
greatest numerical difference between the predictions of the two 
theories. However, while equations (1.8) and (1.11) (relating the 
"pull-off" load to surface energy) are ill-suited to testing adhesion 
theories (since y* cannot be determined by independent means to a 
sufficiently high order of accuracy to distinguish between¾ TTRy* and 
2TTRy*), conceptually and qualitatively, it is in the phenomenon of 
tearing apart of the surfaces that the greatest interest lies. 
The difference between the JKR and DMT theories in their 
prediction of the phenomenon of surface separation is illustrated in 
Fig. 5.5. In the JKR theory, when W attains a sufficiently large 
negative value the surfaces jump apart, an abrupt change between 
touching, with contact circle radius a > 0, and separation. In 
contrast, separation in the DMT theory is a continuous peeling off 
process, parting of the surfaces ultimately taking place when a=O, at 
which stage the surfaces are assumed undistorted. Hence the load 
required to pull the surfaces apart is the same as that for rigid 
surfaces of the same shape with minimum separation DE. The DMT theory 
appears most appropriate for stiff solids, agreeing for all values of 
V with the known result for V=O (rigid surfaces). The JKR theory, on 
the other hand, does not yield the correct limit as V+O and so seems 
limited to highly deformable solids , for which Vis large . 
There are strong theoretical grounds for rejecting the claim that 
either the JKR theory or the DMT theory gives an adequate description 
of the phenomenon of "pull-off". The principal deficiency in each 
(al 
(b) 
wcnticalw O 
JKR < < 
w = wcri tical 
JKR 
W=Wcritical 
OMT 
Fig . 5.5 : Schematic sur face separation prof i les for tensile 
(negative) loadings: 
(a ) theory of Johnson, Kendal l and Roberts [1971 ] ; 
(b) theory of Derjaguin, Muller and Toporov [1975a ] . 
theory (quite apart fr om an inadequate modelling of the elastic 
deformation) lies in the total absence of a discussion of the 
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stability of adhering surfaces . A simple example, which incorporates 
most of the features of the adhesion problem , will make this clear . 
Consider a linear spring, with elastic constant k, held in tension by 
a force which varies with the ex tension of the spring . When the 
extension of the spring is x , let the force sustain ing the ex t ension 
be F(x) . The total energy of the system is (to within an additive 
constant ) 
V = ½kx2 - r F(x 1 ) dx 1 • 
0 
The position of equilibrium is determined by the equation 
dV 
dx 0 
(16) 
(17) 
I 
I 
and since 
dV 
dx kx - F(x) , 
one obtains for the equilibrium condition the usual result 
kx = F(x) 
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(18) 
(19) 
For a very wide class of force functions F, equation (19) possesses at 
least one solution, x 0 (say). The stability of the equilibrium 
position is determined by the sign of the second derivative of the 
total energy . If 
(20) 
then the equilibrium is stable, while it is unstable if 
(21) 
For the example under consideration, 
= k - F' (x) , (22) 
and stability is lost if 
F' (x
0
) > k . (23) 
An equilibrium extension x
0 
can be experimentally sustained if and 
only if (i) F'(x
0
) < k or (ii) F'(x 0 ) =k provided that k - F '(x) does 
not change sign at x = x 0 • 
The adhesive contact problem exhibits the basic attributes of 
this simpler system, viz. distance-dependent attractive forces between 
the surfaces and a stored energy function. A complete solution of the 
adhesion problem therefore requires a stability analysis, in addition 
to an adequate account of the mechanics of deformation. It is not 
possible to improve the standing of the JKR theory through a stability 
·----
analysis. It follows from equations (5) and (10) that for the JKR 
model, 
cl 
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cl a V(a, a ) = 3 {a
2 r 4v R - a - 2nay'~ (24) 
and 
32 
V(a, a ) 3a {a
2 
} 
cl a 2 VR R - a 
Stability is lost when 
cl 32 
cl a V(a, a ) = V(a, a) 
cl a 2 
and these equations are 
and 
satisfied when 
a 3 = l ny*VR2 
6 
a
2 2 ... 
a = - - - nrVR/a R 3 
- 2ny* . (25) 
0 (26) 
( 27) 
(28) 
However, from equation (14), there are no solutions to the JKR model 
if 
< 1 ny*VR 2 
2 (29) 
The equilibrium contact circle radius in the JKR theory is therefore 
stable within the range of values of a for which solutions to the 
model exist. 
5.4 A SYSTEMATIC SEMI-CLASSICAL APPROACH 
TO THE ADHESIVE CONTACT PROBLEM 
It has been shown in section 5.2 that the problem of adhesive 
contact of elastic solids may be formulated in a way tota lly 
consistent with the physics of the surface interaction, but that in 
practice, a simpler approximate theory resting in part on classical 
contact mechanics and using the best features of the JKR and DMT 
theories is needed. The fundamental equations upon which such semi-
I 
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classical theories may be based will now be deduced from physically 
motivated hypotheses of the surface stress. Representations bearing 
two free parameters , a and a, will be obtained for the applied load, 
pressure profile and surface displacement . This two-parameter theory 
contains both classical contact mechanics (in its use of a circle of 
contact) and distance-dependent surface forces . It also serves as a 
generalization of the mechanics underlying both the JKR and DMT 
theories. The question of the choice of a closure relation which 
links a to a (to replace the Hertz relation (3 . 8) or the JKR relation 
(3.11)) is deferred to section 5.5 . 
The selection of a closure relation is an entirely separate issue 
from the derivation of representations for the load, pressure and 
surface shape . Closure relations arise fr om restrictive hypotheses on 
the continuity of surface stress or from energy considerations. The 
concept of energy plays no part here in the derivation of equations 
for load, pressure and surface shape . It is interesting to note that 
from the point of view of force, adhesion arises from the regions 
surrounding the zone of compressive stress with most of the adhesive 
effect concentrated in an annular region within which D( p) ~ nM. In 
contrast, from the point of view of surface energy, it is not this 
annular region, but rather the full circle for which D( p) = O(DE) 
(corresponding to the lower parts of the potential well of the surface 
interaction) which maintains the adhesion . 
5.4.1 Formulation of the Mixed Boundary Value Problem 
It has been argued in section 5.2 that part of the adhesive 
contact problem should be treated classically, because of the steep-
ness of the force law for surface interactions in certain distance 
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regimes . Here the following explicit hypothesis is made : It is 
possible to replace the force law fo r D < D0 by an impenetrab Z.e barrier, 
while the original form of the force law is retained for D > D
0
• 
Evidently, this generalizes Hertz's theory in which an impenetrable 
barrier maintains perfect flattening within the contact circle . The 
precise location of the impenetrable barrier, i.e . the value of D
0
, is 
intimately related to the choice of a closure relation and is 
discussed later . In view of Fig . 5 . 1, D
0 
must lie in the vicinity of 
It may be recalled that Hertz's theory of contact is embodied in 
a mixed boundary problem for two functions U( p) (normal displacement) 
and P(p) (normal stress), 
P( p) { ? p< a } 0 p> a (1) 
U(p) { ½a. - i..,p2 /R p< a }, ? p > a (2) 
the functions P and U being related by the integral equation (2.5). 
Equation (2) is the immediate and sole consequence of the impenetrable 
barrier assumption, which implies that D (p) - D0 = 0 for O :::: P:::: a, where 
a is taken as the radius of the contact circle . It is therefore 
retained here . The Derjaguin approximation implies that for p > a, 
P( p) ::, F[D( p)] . (3) 
Equation (3) is then replaced by 
P{ p) - { ;[D(p)] 
p < a } , 
p> a 
(4) 
with D( p) given in terms of U(p) by equation (2.4) . There is now a 
194 
non-linear coupling, dependent on the force law, between P and U. 
This, however, proves to be no obstacle, as an equation f or U alone 
can be obtained. 
Using equations (2.3.32) and (2.3.33), it may be shown that 
P(p) (5) 
and 
U(p) (6) 
where J 0 denotes the usual Bessel function and Bis an unknown 
function. It is convenient at this stage to introduce dimensionless 
variables 
X p/ a , p = !±_ VP 
3 and y = U/a (7) 
and to define a new integration variable u = t,, /a and a new unknown 
4 function b(u) = 3 VaB . The dual integral equations (5) and (6) become 
p (x) = r~ 
0 
J 0 (ux) b(u) du (8) 
and 
y(x) r - l J 0 (ux) b(u) du, u 
0 
(9) 
with the applied load W being given by 
w = {\a;} 27T f' xp(x) dx . (10) 
0 
The mixed boundary value problem now takes the form 
{ F(x) = ~a. / a - ¼(a/R) x 2 x < l t y(x) (11) ? x > l J 
{ ? x < l } p(x) 
= t VF[D 0 + ~a 2 x 2 /R+2ay(x) - a ] (12) G(x) x > l 
I 
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These equations may be solved formally as dual integral equations of 
Titchmarsh type, using results of Appendix 3 (section A3.3) . An 
integral equation for y(x) (x > 1) and an expression for p (x ) for x < 1 
(in terms of y (x ) for x > 1) are obtained: 
y(x) Ix I."° 2 du ds sG(s) TT 1 /(x2 -u2) u /(s 2 -u2) 
+ l /(x2 - l) dt tF(t) J
I 
TT o (x 2 - t 2)/(l - t 2) 
for x > l; (13) 
P (x) 2 d I. 1 du u d Ju ds sF(s) 
- TTx dx x l(u 2 _ x2) du 
O 
l(u2 _ s 2) 
__ 2 __ J"° dt 
TT/(l-x2) l 
t/(t 2 -1) G(t) 
t2 - x2 
for x < 1 . (14) 
The total load Wis determined by the equation 
fl 4 fl sF(s) ds 2 TT Xp ( X) d X = .=..::.....>..;::._,__~ 4 f00 tG(t) l arctan[ 1 ] o o l (l-s2) l (t 2 -1) 
Using the specific forms of F and G, one finds that 
y(x) = ; { 4~ / (x2 -1) + (2: - a4x;J arctan(;(x/-l)]} 
8V r du [ ds sF[D 0 + ~a 2s 2/R+2ay(s) - a ] +-3TT / (x 2 -u2) l u / (s 2 -u2) 
p(x) 2a / (l -x2) 
TT R + ! (a. /a-a/R)/ / (l-x2) TT 
BV I"° dt t l (t 2 -1) F[D 0 + ½a 2t 2 /R + 2ay (t) - a ] 
3TT/(1-x2) t 2 - x2 l 
and 
w {Jt;} {2TT r xp (x ) dx+2 TT J"° xG (x) dx} 
0 l 
= 
3a.a _ ~ + 4a 2 J."° X arc tan [ / (x 2 - 1)] 2V 2RV 
l 
F[D 0 + \ a
2
x
2/R+2ay(x) - a ] dx . 
dt . 
(15) 
(16) 
(17) 
(18) 
(In deducing (18), the two terms involving F have been combined by 
noting that ½TI-arctan[l/l(x2 -1)] = arctan[l(x 2 -1)].) 
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In principle, equation (16) may be solved f or y (x ) when x > 1, and 
the solution then depends parametrically on a and a, i.e. 
y(x) = y{x; a ,a}. It follows that p(x) = p{ x ;a ,a} and W = W{a ,a} , 
giving a two-parameter description of adhesive contact. Selection of 
a closure relation between a and a furnishes a complete theory of 
adhesion. 
5.4.2 Formal Links with the JKR and DMT Theories 
If terms involving Fin equations (16) to (18) are ignored, the 
expressions for surface displacement, pressure and total load in the 
JKR theory result. The further restrictions a /a= a/R returns Hertz's 
theory. The relation between equations (16) to (18) and the DMT 
theory is, however, less straigh tforward. To begin with, the DMT 
theory uses Hertz's theory for the surface shape, i.e. the integral on 
the right hand side of (16) is ignored and the Hertz relation 
a /a= a/R is imposed. An analysis of the pressure distribution is not 
part of the theory. For the relation between load and contact circle 
radius, the analogue of equation (18) is 
w 
a 3 
2Tia 2 r xF[D 0 +Y(x)] dx VR + 
where l 
(19) 
Y(x) ½a 2 x 2 /R + 2ayH (x) - a (20) 
_ { (4a ' /3rrR)(x ' -1) 312 as X + l+ l ; ' (½a 2 /R) x 2 as x+oo (21) 
d d t th dimensionless surface displacement in Hertz's an yH eno es e 
theory. To derive equation (19) from (18), one imposes the Hertz 
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relation a/a= a/R and one also discards the coupling between the 
adhesive interaction for P > a (i.e. for x > 1) and the pressure profile 
* for p < a (x < 1) . The DMT theory is obtained if (19) is integrated 
numerically for a given force law. 
If one is prepared to make ad hoc assumptions to simplify 
equations (16) to (18), one may derive a variety of new approximate 
theories which are as s ound theoretically as the JKR or DMT theories 
(possessing the same number of fundamental inconsistencies) . For 
example, including the coupling between the stresses inside and out-
side the contact circle, as well as using the Hertz relation a / a = a/R 
and assuming very short range adhesive forces , leads to 
a3 
VR + nRE(D 0 ) 
a3 
VR - nRy* 
5 . 4.3 Mathematical Properties of the Equations for 
the Surface Stress and Surface Deformation 
(22) 
It is possible to obtain the dominant behaviour of (i) the 
surface separation just outside the contact circle, and (ii) the 
dimensionless pressure profile just inside the contact circle, i.e . 
one may obtain asymptotic forms for D (ax) as x + 1 + and p (x) as x + 1- . 
Equation (17) may be rewritten in the form 
p(x) 2a / (l - x 2) + l {£a _ a 8V !00 tF[D(at)) dt}//(l - x2) 
nR n R - 3 
1 
/ ( t 2 _ l) 
+ g[/(1 - x 2 ) J , (23) 
* In the original DMT presentation, the adhesive force is deduced 
as the derivative with respect to a= a 2 /R of the surface energy . 
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where 
g( e: ) 8V ro dt t { e: } F[D(at)] = 37T /(t 2 -1) t 2 -l +e:2 l 
8V r dz e: f ( z) (24) = 37T 22 + E: 2 0 
z = /(t 2 -1) (25) 
and 
f(z) = F[D(at)] . (26) 
2 I 2 2 Since the sequence - E: (z + e: ) converges, as e: -+ O+, to the one-
TT n n n 
sided delta function o+(z), it follows that 
lim g(e: ) 
e:-+O 
½ Vf (O+) 
Thus, for O :5 x < 1, the dimensionless pressure is given by 
p(x) l {Q. _ ~ _ BV !00 tF[D(at)] dt}/ / (1 _ x 2) 
TT a R 3 1 / (t 2 -l) 
where n (x) -+ 0 as x-+ 1-. As x -+ 1 +, 
4 p(x) -+ 3 VF(D 0 ) , 
so that a necessary a:nd sufficient condition for continuity of the 
pressure profile is establishe d, viz. 
BV Joo tF[D(at)] dt 
3 
l / (t 2 -l) 
(27) 
(28) 
(29) 
(30) 
Analysis of the asymptotic behaviour of D(at) as t -+ l+ is less 
straightforward, but may be simplif ied using the method of Mellin 
transforms. Let the Mellin transform of the function f be denoted by 
" f, i.e. 
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= 
J
oo Joo f (s) zs-l f(z) dz = t(t 2 -1) ½s-l F[D(at)] dt . 
0 l 
(31) 
If F (D) is 0 (D-K) as D -+ 00 , the integrals converge at the upper end-
points when Res <2 K, while if F(D) is bounded as D -+ D
0
+, the integral 
converges at its lower endpoint for Re s > 0. With these modest 
hypotheses on F, together with the assumption of continuity, f (s) is 
holomorphic in a strip 0 < b = Re. s < 2K. Employing equations (2.4) and 
(16) and the definition of y, one may show that 
D - D0 -
2
: [~ - I] arctan/ (x2 -1) + :: { / (x2 - 1) 
- arctan/ (x2 -1) + (x2 -1) arctan / (x2 -1)} +h[ / (x2 -1)] , (32) 
where 
h[l(x2 -1)] = 16Va fx du J00 ds.s F[D(as)] 
3
1r 1 l (x2 - u 2) u l (s 2 - u 2) 
When f(z) is replaced by its Mellin integral representation 
f (z) fb+ioo = 2~i b . 
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-s 
z f(s) ds (34) 
(0 < b = Re. s < 2K) and the orders of integration on the inner integrals 
in (33) are reversed, it is found that (if 1 < b = Re. s < 2K) 
h [ / (x 2 - 1)] 16Va Ix du ._l_ 
37T / (x2 - u 2) 27Ti l 
(35) 
X t+ioo (u 2 - l) ½-s/2 f (s/2 - ½) f (½) f (s) ds 
2f(s/2) b-ioo 
A further interchange of orders of integration and use of the integral 
representation (Al .4.4) of the hypergeometric function l eads to the 
equation 
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h[/(x2 - 1)] = {l~~a} l Ib+ioo (x2 - l) l-s/2 2TT i 4 b-ioo 
(36) 
The function 
is an entire function of s, so that the integrand in (36) is singular 
at most at the points s =±1,±3,±5, .•. and the singularities of f (s). 
Moreover, the factor 1;r (f) ensures that if f(s) has a pole of order 
m > l at s=-2n (n=O,l, ... ), then the integrand has a pole of order 
m - 1. If f (s) has a simple pole at s = -2n, then the integrand is 
holomorphic at s = -2n. 
Translation of the integration contour across the simple pole at 
s = 1 to Re s = o 1 (O < o i. < 1) produces an expression for D (ax) from 
which the dominant asymptotic behaviour of D(ax) as x-+ l+ is clear : 
D(ax) - D0 - - - arc an" x -2a {~_a 8V Joo tF[D(at)] dt} t 1( 2 l) TT a R 3 1 / (t 2 -l) 
2 
+ ;R { l (x2 - 1) - arctan/(x2 -1) + (x2 -1) 
x arctan l (x2 -1) } + ~ (x) , (37) 
where 
-, 
~ (x ) {. .. } ds (38) 
the integrand in (38 ) being the same as in (36). In general, 
D(ax) -D 0 as x-+ l+, (39) 
with µ 1 > O. There is only one exceptional case, namely when the 
condition (30) holds. In this case, D(ax) -D 0 vanishes more rapidly 
2 ½ than (x -1) , as x-+ l+. To determine the dependence of D - D0 on 
x
2 
- 1 when (30) holds, it is necessary to consider a higher order 
expansion of ~ (x). It will be assumed that F(D) is differentiable 
from the right at D=D
0
, i.e. 
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(40) 
2 1-½o A Since D - D0 = 0 ( [x - l] 1 ), it follows that f (s) is holomorphic for 
-2+ 0 1 < Re. s < l, save for a simple pole of residue F(D 0 ) at s=0 . 
Thus the integrand in (36) is holomorphic for -2 + o1 < Re. s < 1, except 
for a simple pole at s = -1. Evidently, when the integration contour 
is translated across the pole at s =-1, one establishes that 
~ {x) 
This shows that 
2 ½ 2 3/2 D(ax) - D0 ~ µ 1 (x -1) +µ 3 (x -1) + ... , 
with µ 1 = 0 if and only if (30) holds . 
5.4.4 Some Differences between the Full 
Self-Consistent Model and the 
Model Employing a Contact Circle 
(41) 
(42) 
It has been shown in section 5 . 2 how a general formulation of the 
adhesive contact problem may be given in terms of the single non-
linear integral equation 
u ( p) ½{(l- cr~ )/E 1 +(1- cr~ )/E2 } f' I( p '/ p) F(D 0 + J.,p ' 2 /R 
0 
+2 {U( p ') -U(0) }) dp ' (43) 
which, when solved for the unknown function U{ p), leads to a complete 
determination of the total load W. There is no "contact circle" in 
this formulation of the problem. The mean surface displacement U( p) 
is a smooth, monotonic decreasing function of P, while the pressure 
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P(p) is continuous. 
In contrast, the introduction of t he concept of a contact circle 
leads to a number of undesirable complications: 
(i) U(p) (or equivalently D( p), the surface separation) is no 
longer a smooth function of p : there is, in general, a 
discontinuity in the derivative at p = a; 
(ii) the possibility arises of P( p) being discontinuous; 
(iii) the problem is under-determined, in the sense that a 
relation needs to be found between the parameters a and a 
to "close" the theory . 
These three inconveniences are a consequence of the introduction of a 
contact circle, within which the surfaces are assumed perfectly 
flattened . 
5.5 CLOSURE RELATIONS 
In the critique of the DMT and JKR theories of adhesive contact, 
and in establishing a more general formulation of the problem, three 
parameters are emphasized, namely the applied load W, the distance of 
approach of the centres a , and the radius of the contact circle a, any 
one of which evidently determines the other two in experiments on 
smooth surfaces. The ultimate goal of any theory of adhesion is to 
determine the relationships between these quantities (principally the 
relation between Wand a), and the dependence of these rela tionships 
on the surface interaction force, or surface energy , of the system. 
A mathematical link between W, a and a is given by equ.ation 
(4.18) . A further relation is ne cessary to complete the system of 
equations, and this relation is called here the closure relation . In 
Hertz's theory of contact, the closure relation is 
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a /a= a/R, (1) 
and this relation may be derived eithe r from the assumption that the 
pressure profile is continuous at the edge of the contact circle, or 
by minimization of the total energy of the system over a at constant a . 
These two derivations, entirely different in spirit, lead to the same 
resul t. In contrast, the JKR theory employs the closure relation 
(3.11) derived by energy minimization , which does not yield a 
continuous pressure profile . The discontinuity of the pressure 
profile reflects the total absence from the JKR theory of any 
structure in the force law. The DMT theory employs the Hertz closure 
relation (1), which is physically inconsistent. 
The general analysis of section 5 . 4 does not depend on any 
particular closure relation. The two most logical choices, discussed 
below, are 
(i) continuity of the pressure profile, and 
(ii) minimization of the total energy of the system. 
These choices are mutually incompatible in the JKR theory . The DMT 
theory uses neither, employing instead a result of Hertz's theory as 
an approximation. 
5 . 5.1 The Continuity Closure Relation 
It has been shown in section 5.4.3 that either 
(i) Q. 
a 
a 
R 
BV 
3 
r~ 
l 
tf[D(at)] dt 
/(t 2 -l) 
in which case the pressure profile is continuous and 
as x -+ l+ 
(2) 
(3) 
or 
(ii) a a .J. BV r 
-;:-R.,. 3 
1 
tF[D( a t)] dt 
/(t 2 - 1) 
in which case the pressure pro f ile is discontinuous at r = a and 
D (ax) - D a: (x2 - 1) ½ 0 as x -+ l+ . 
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(4) 
(5) 
In the former case, equation (2) may be interpreted as a closure 
r elation between a and a. Moreover, the closure relation ( 2 ) reduces 
the basic equations to a form independent of a : 
D(ax ) a 2 = D0 + rrR {/(x 2 -1) - arctan[ / (x2 -1)] + (x 2 -1) 
x arctan[ / (x2 -1)]} + l~~a fJ() sw(x,s) F[D(as)] ds, (6) 
l 
W = ;; + 4a2 f" ds s{arctan[/(s2 -1)] +l/ / (s 2 -1) } F[D(as)] . (7) 
l 
* The ke rnel w in the integral equation for Dis defined by 
w(x ,s) Imin(x ,s) du l / (x2 - u2) / (s 2 - u2) arctan[ / (x2 -1)] / (s 2 - 1) (8) 
and may be evaluated in t e rms of the incomplete elliptic integral of 
the first kind [Abramowitz and Stegun 1965]. 
For a given force law F, one in principle solves equation (6) for 
* The derivation of (6) proceeds by observing that where 0 denotes 
the unit step function, 
J
x du J00 dssF[D(as)] = Jx du J 00 dssF[D(as)] 0 (s-u) 
1 / (x2 -u2) u / (s 2 -u2) 1 / (x2 -u2) 1 / (s2 -u2) 
r ds sF[D(as )] 
l 
Ix ___ d_u_ 0_(_s_-_u~) __ _ 1 / (x2 -u2) / ( s 2 -u2) 
J
oo Jmin(x , s ) 
ds s F[D(as )] 
1 1 / (x2 - u 2) / (s 2 - u2) 
du 
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a particular value of a and then infers W via (7), repetition of this 
procedure yielding a set of points (a ,W ) to be compared with 
n n 
experimental load-radius curves. Numerically, the procedure is not at 
all straightforward because of the extreme non-linearity of the force-
law, which may be expected to lead to similar convergence difficulties 
to those encountered in "soft" contact problems (Chapter 3). 
It is of interest to compare equation (7) with the equation 
(4.19) relating a and Win the DMT theory . Equations (7) and (4 .19) 
are equivalent only if (i) D(as) in (7) may be replaced by the 
Hertzian surface separation, and (ii) 
arctan/(s 2 - 1) + l/ / (s 2 - 1) 
"' arctan/(s 2 -1) +arctan{l/ /(s 2 -1) } TT 
2 (9) 
in the region which provides the dominant contribution to the integral. 
5.5.2 The Energy Minimization Closure Relation 
The total energy VS+ VE of two spheres in contact (in the model 
of section 5.4) may be calculated directly from equations (3.1) and 
(3.2). The surface energy is clearly 
TTa 2 E(D 0 ) +2TTa 2 f' xE[D(ax)) dx. 
1 
(10) 
The elastic strain energy is only slightly more difficult to calculate. 
JKR 
Where VE denotes the strain energy in the JKR theory, given by 
equation (3.10), it is found, when the equations (4.16) and (4.17) are 
used in conjunction with (3 . 2) that 
3 Joo It V = VJKR + 16a V dt. t F[D(at)] 
E E 3 
1 1 
__ d_u __ f. 00 
/(t 2 - u 2 ) u 
ds.s F[D(as)) 
/(s2 - u 2) (11) 
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The last term in equation (11) may be simplified by interchanging 
orders of integration, leading to the following equation for the total 
energy: 
+ 27Ta 2 f' tE[D(at)] dt . (12) 
l 
VJKR 2 . The terms in brackets, viz. [ E + 7Ta E (D O) ] are those 1.n the JKR 
theory. The additional terms, which have opposite signs, arise from 
the coupling between the forces outside of the contact circle and the 
overall surface displacement, and from the interaction energy outside 
of the contact circle respectively. Minimization of Vin (12) over a 
(at constant a ) leads in principle to a closure relation. This 
approach generalizes the JKR analysis, and the resulting closure 
relation will be a generalization of the JKR relation (3.11). This 
minimization is somewhat intractable in practice since in (12), the 
function D(at) is to be determined from the integral equation (4.17) 
and is evidently a function of both a and a. 
It may be recalled here that, except in the special case when 
(4.30) holds and the pressure profile is continuous, 
D(at) - µ 1 / (t 2 -1) as t-+ l+ 
with 
8V I00 dt.t F[D(at)]} 
3 l / (t 2 -l) 
(13) 
(14) 
If F(D) is a rapidly decaying function of its argument, it is reason-
able (as a first approximation) to replace (14) by 
"' _ ~ {Q: _ ~ _ BV f 00 _d_t_. t_F_[_D_0_+_µ_1_l_(_t_2_-_1_)_J} 
1T a R 3 i I ( t 2 - 1) (15) 
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The change of variable T = µ 1 /( t 2 -1) leads to the identification of 
the integral on the right hand side as a surface energy and it is 
found that 
2 ~ 2 } 16Va µ - a. - a /R µ - -- E (D ) 
l TT l 3 TT 0 ~ 0 , 
i.e. µ 1 satisfies a quadratic equation. Real solutions of this 
equation exist if and only if 
{a. -a2 /R}2 
The inequality (17) may be compared with the JKR closure relation 
8 * 
= 3 TTY Va 
5.5.3 The Choice of D0 
(16) 
(17) 
(18) 
A fundamental theoretical question of equal importance with the 
question of closure relations (and in some ways related to it) 
concerns the choice of a value for D0 , the spacing of the surfaces 
over the contact circle of radius a. The basic equations of the mixed 
boundary value description of adhesive contact are insensitive to the 
* value assigned to D0 • It is implicit in the JKR and DMT theories 
that D0 =DE, where DE is the equilibrium separation of half-spaces and 
this leads to the identification 
* y (19) 
Indeed, this choice of D0 is the only one consistent with the idea 
that y* should be the work required to create a unit area of interface 
from solids initially in contact. 
The inequa lity (17) calls the interpretation D0 =DE into question, 
* Cf. Johnson [1976). 
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for it implies that 
16 J 
;:: TT'('Va , 3 
a result inconsistent with (18). This inconsistency suggests that it 
may be appropriate to reinterpret the JKR parameter y*, in terms of 
the energy law E, as -E(D 0 ) for some D0 > DE. There are good reasons 
for arguing that D ""DM, where DM is the point of maximum adhesive 
f orce (cf . Fig . 5.1), since in the JKR theory the surface stress 
reaches its maximum tensile value at the edge of the contact circle , 
the farthest point from the axis of symmetry at which the surface 
separation attains its minimum value . 
An alternative reinterpretation of y* in both the JKR and DMT 
theories is that it represents an average surface energy , taking 
account of the slight variation in separation of the surfaces within 
the region envisioned in the theory as flattened . Such a 
reinterpretation, if valid, calls into question the usefulness of 
adhesion experiments in determining anything about the distance-
dependent interaction, since the experimentally determined values of 
y* then depend on the applied load W. In the JKR theory, "pull-off" 
occurs when the contact circle radius diminishes to the value 
critical 
aJKR ( 20) 
For > critical it follows from (3. 7) and (3 . 11) that P ( p) = 0 when a aJKR , 
p2/a2 
+ 
1 
3 
critical 
as a + aJKR 
(21) 
(22) 
Thus, as "pull-off" conditions are approached, the system passes from 
a state in which virtually all of the contact area is subject to a 
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positive (i.e. compressive) stress, to a state in which only one-third 
of the surface is subject to a posit ive stress. When 
a 3 >> 2 *vR2 3 TTY ' 
most of the "flattened region" will lie on the compressive regime and, 
in view of the steepness of the surface force law within the 
compressive regime (D < DE, p > O) , the average surface energy may be 
taken simply as E(DE), giving a total surface energy TTa 2 E(DE). Closer 
to the "pull-off" regime, most of the contact area will be in the 
tensile regime (D > DE, p < 0). The total surface energy will then be 
somewhat less in magnitude than TTa 2 E(DE) and may in fact be closer to 
TTa
2
E (DM). When W = 0, only two-thirds of the contact area lies in the 
compressure regime, so that the deviation of the surface energy from 
TTa
2
E(D 0 ) should be significant whenever the applied load is negative. 
5. 6 DISCUSSION 
The preceding reanalysis of adhesive contact in which the role of 
distance-dependent interactions is emphasized raises as many questions 
as it answers. In principle, the adhesive contact problem is resolved 
by the integral equation formulation of section 5.2, which gives a 
complete description of all equilibrium surface shapes. It is only 
necessary to supplement this formulation with a discussion of elastic 
stability in order to describe the "pull-off" phenomenon. Such a 
program of investigation is in practice difficult to implement and, in 
any event, requires too much information about the distance-dependent 
interaction to be of use in interpreting experimental estimations of 
surface energy. 
One is therefore obliged to resort to an adhesion model using 
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less information about the interaction, employing an assumed contact 
circle to describe the region of small separation and including only 
local information about the force law, namely a surface energy and an 
assumed distance-dependence at small sepa ration in the attractive 
regime. Many of the limitations of the JKR and DMT theories have been 
previously discussed [Tabor 1977, 1978] and the present work suggests 
the additional complications that 
(i) a discussion of elastic stabi lity (and not merely of 
equilibrium) is required; and 
(ii) the interpretation of the quantity y* in terms of the 
interaction energy law or the usual surface energy is 
questionable . 
A full investigation of these subtle points requires considerable 
additional work and cannot be given here. Unlike the non-classical 
contact problems of Chapters 3 and 4, adhesive contact remains 
difficult to understand. However, a certain amount of formalism can 
be established and this proves useful, at least to the extent of 
exposing the fundamental unsolved problems. In particular, it is 
instructive to observe how the postulation of a contact circle 
imposes very strict conditions on the surface shapes and pressures. 
It is a basic result of the analysis of this chapter that at the edge 
of the contact circle, either 
(i) the pressure is continuous and the surfaces meet smoothly 
(D' (a) =O), or 
(ii) the pressure is discontinuous and the surfaces separate at 
right angles to the plane of contact . 
While it is tempting to argue that either of these possibilities makes 
the most physical sense (there being strong arguments in favour of 
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each), it is possible to develop a point of view in which both smooth 
parting of the surfaces and separation of the surfaces at righ t angles 
to the contact plane are in a sense correct. 
Consider the schematic view of the separation of the surfaces in 
an adhesion experiment, shown in Fig. 5.6, with the vertical scale 
very great ly expanded. There are two possible definitions of the 
radius of the contact circle. The first, which is denoted by a 1 , is 
the boundary of the flattened region, a quantity which is hard to 
measure with any degree of accuracy, but which is easily incorporated 
into theory. The second, denoted by a 2 , is the experimentally 
determinable (or operationally defined) quantity, namely the distance 
determined by extrapolation of the surface separation from the region 
of steepest slope, as shown in Fig. 5.6. It is doubtful whether the 
most accurate interferometric methods available are able to 
distinguish the region of gentle curvature between a 1 and a 2 from the 
essentially flattened region. So it is a 2 which is the experimentally 
interesting quantity. It may be argued that the contact circle radius 
a 1 is closest to the contact circle of the DMT theory, while a 2 is 
closer to the JKR contact circle . 
The question of operational definition of fundamental theoretical 
parameters arises also in the Griffith and Barenblatt theories of 
brittle fracture [Sneddon and Lowengrub 1969; Barenblatt 1961, 1962). 
In the Griffith theory, stress distributions which are singular at the 
edge of an equilibrium crack are accepted, despite the inability of 
finite cohesive forces to sustain them. A crack opens sharply, the 
surfaces parting at right angles to the plane of the crack (see Fig. 
5.7). Barenblatt has argued that the opposite faces of a crack must 
close smoothly at its edges, instead of closing at a finite angle, as 
D(P) 
essential! y ~ 
flat region I 
I dD large dp 
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p 
Fig . 5 . 6: Two definitions of the contact circle radius for adhering 
spheres: 
a 1 - radius of essentially flattened region; 
radius obtained by extrapolation from the interval in which 
d/dp D(p) is large . 
Fig . 5 . 7: Schematic view of an equilibrium crack in a brittle solid: 
(a) Griffith theory, 
(b) Barenblatt theory. 
predicted by the older Griffith theory. In Barenblatt's theory, the 
surface stress is continuous at the edge of the crack . Griffith's 
theory may be taken as a large-scale view of an equilibrium crack, 
giving the shape of a crack under low resolution, while Barenblatt ' s 
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t heory is a plausible continuum description of a crack at an (a lmost) 
atomic leve l . There are enough similarities between the mathematics 
and physics of adhesive contact and fracture to suggest that a 
critical study of both together, with a tt ention to dis t ance-d ependent 
surface forces, would be of considerable interest, 
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CHAPTER 6 
DIFFUSION IN BIOLOGICAL MEMBRANES 
6.1 INTRODUCTION 
It is now generally accepted that biological membrane structure 
may be described in terms of a bilayer of lipid molecules, inter-
penetrated by protein molecules [Israelachvili 1977) . Biological 
membranes have been the subject of continued theoretical and 
experimental interest because such membranes play a vital role in the 
physics and chemistry of life processes. Some biophysical phenomena, 
for example nervous conduction, are facilitated by a living organism' s 
ability to maintain opposite sides of a membrane as biochemically 
distinct environments and to control exchange of molecules across the 
membrane between these environments. Other life processes take place 
largely within membranes and the motion of lipids and proteins within 
the membrane then plays a crucial role. For example, the clustering 
of membrane-bound protein receptors directly mediates many 
immunological and hormonal responses [Catt and Dufau 1977). 
Experiments may be performed to yield information about the motion of 
membrane components. In particular, diffusion coeff icients fo r 
translational and rotational motion may be estimated, using a variety 
of techniques including fluorescent probes and bleaching with 
polarized light [Edinin 1974). 
Using the Einstein relations [Einstein 1926), translational and 
rotational diffusion coefficients D and D may be related to the 
t r 
Stokes' drag coefficients At and Ar: 
A 
t 
A 
r 
kT 
D 
r 
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(1) 
(2) 
where k is Boltzmann's constant and T the absolute temperature. The 
translational drag coefficient is defined by the equation 
F = - A U 
,._ t--- , 
where U is the velocity of a translating particle acted on by a 
constant force I· Similarly, the rotational drag coefficient is 
defined by 
L - A S"l 
r-' 
(3) 
(4) 
where k, is the torque opposing an angular velocity£. The inverses of 
the drag coefficients are usually called the translational and 
rotational mobilities 
1 
r 
t 
b 
r 
1 
r 
r 
(5) 
It is well known that for a sphere of radius a in an unbounded fluid 
of viscosity n, the Stokes laws or linear drag formulae are 
67Tna , 
A = 8Tina 3 
r 
[Batchelor 1967]. 
Biophysicists have variously used two and three dimensional 
Stokes laws to extract information about particle size and local 
membrane viscosity ("microviscosity"). These order-of-magnitude 
(6) 
(7) 
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* calculations have revealed microviscosities of the order of 1-10 Poise 
when the l ipid material should have a bulk viscosity of - 0 . 3 Poise. 
This discrepancy has given rise to considerable speculation and 
confusion in the literature [Saffman and Delbruck 1975]. This is 
compounded by the possible existence of long-time tails in the 
velocity autocorrelation function in two dimensions, which has led to 
the conjecture that there is no hydrodynamics in two dimensions and 
that the concept of a two-dimensional viscosity is inadmissible [Berne 
and Forster 1971]. Even if one ignores this conjecture, the drag on a 
translating particle in two-dimensional hydrodynamics is essentially 
non-linear in the velocity [Batchelor 1967]. The existence of non-
linear drag forces would then invalidate the use of the Einstein 
relation (1) and render meaningless the calculation of the drag 
coefficient from measured diffusion constants. 
The non-linearity of the drag force in two-dimensional hydro-
dynamics has its origin in the inability of the linearized Navier-
Stokes equations to simultaneously satisfy the boundary conditions 
imposed on the flow field of the system at the particle surface and at 
infinity . The important point, as developed by Saffman [1976], is 
that a real membrane is surrounded by a three-dimensional fluid 
medium, namely the inside and the outside of the cellular structure 
that the membrane bounds. Although a membrane-bound particle under-
goes a two-dimensional motion, its motion generates a three-
dimensional flow field by inducing flow in the fluid adjoining the 
membrane. The flow in the external fluid provides a body force on the 
membrane (discussed later) and so ensures the existence of a solution, 
* It is useful to remember that the viscosity of water at 20 °C is 
~ 10- 2 Poise . 
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which can satisfy all the boundary conditions simultaneously, to the 
linearized Navier-Stokes equations in the membrane. In this 
essentially three-dimensional system, there is, therefore, a linear 
term in the hydrodynamic drag on a translating membrane-bound particle. 
This linear drag is of course only the leading term (valid for small 
velocities) of a more general drag coefficient . However, in a 
diffusion experiment, the particle velocity is sufficiently small to 
justify the neglect of the higher terms and to validate the use of the 
linearized Navier-Stokes equations. 
An exact calculation of the linear drag coefficient At for a 
translating cylinder in a model membrane is presented in section 6.2. 
The drag coefficient is found from the solution of an infinite matrix 
equation and a universal curve is constructed, from which At may be 
found for any values of the fundamental physical parameters. It is of 
some interest to investigate the rotational drag coefficient A by 
r 
similar means and this will be the subject of future work. 
6.2 A MODEL FOR TRANSLATIONAL DIFFUSION 
A real lipid bilayer membrane is a complicated mixture of 
chemicals not readily amenable to ma thematical analysis . Saffman 
[1976] has introduced a suitable model of the bilayer (described 
below) and considered the canonical problem of translational diffusion, 
namely a cylinder moving in this viscous model membrane surrounded on 
both sides by essentially infinite fluid media (see Fig . 6.1) . 
Saffman obtains an asymptotic expression for the drag coefficient by a 
singular perturbation theoretic technique. The problem as posed by 
Saffman generates a set of simultaneous dual integral equations which 
are amenable to exact solution using the Erdelyi-Kober operators 
-
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Fig. 6.1: Model membrane system comprising a cylindrical object of 
radius a embedded in a film of thickness hand viscosity n. The 
half-spaces z > 0 and z < -h are filled with fluids of viscosities 
µ 1 and µ 2 respectively. The system is characterized by the 
dimensionless constant 
(discussed in Appendix 3). 
The translating cylinder considered here is a first-order model 
for the translation of a protein molecule in a biological membrane. 
Let the cylinder have radius a and height h. It is assumed that the 
cylinder is constrained to move with a constant velocity E, = U,8_ in a 
membrane of thickness h (as shown in Fig . 6 .1). The membrane is 
assigned a viscosity n. Further properties of the membrane are 
discussed below (section 6.2.2). Adjoining the membrane are fluids 
with viscosities µ 1 and µ 2 • The cylindrical polar coordinates (r, ~ ,z) 
are employed, with r =O corresponding to the axis of the cylinder and 
the angle~ measured from the ,8, direction. In terms of these 
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coordinates, the fluid of viscosity µ 1 occupies the half-space z > 0 
and the fluid of viscosity µ 2 occupies the half-space z < -h. 
6.2.1 The Exterior Flow Field 
In the half-space z>0, the velocity field~(r, ¢ ,z) and pressure 
field p(r, ¢ ,z) satisfy 
0 , (1) 
V•u = o , (2) 
the usual equations for the slow motion of an incompressible fluid . 
The fluid is at rest at infinity, i.e. 
0 • 
The boundary conditions on the plane z = 0 are 
~(r, ¢ ,0) u 
u (r, ¢ ,0) = 0 
z 
(0 < r < a) 
(0 < r < oo) • 
Following Saffman [1976], a solution exists of the form 
where 
S(r,z) 
D(r ,z) 
P(r,z) 
u (r, ¢ ,z) 
r 
u (r, ¢ ,z) 
z 
½U cos cjl [S(r,z) +D(r,z)] 
½U sincjl [S(r, z) -D(r z)] 
½U cos cjl [zP(r,z)] 
p(r, cjl ,z) = µ 1U cos cjl [P(r,z)] 
= J
00 
dk J 2 (kr) (s(k) 
0 
2J [ s (k) - d (k) ] ] 
= J
00 
dk J O (kr) ( d (k) + 
2J [ s (k) - d (k)]] 
0 
= - J
00 
dk k J 1 (kr) [ s (k) - d (k)] 
0 
-kz 
e 
-kz 
e 
-kz 
e 
(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
(11) 
(12) 
--
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The boundary condition (5) is automatically satisfied and (4) becomes 
ro dk J O (kr) d (k) 2 l 0 (r < a) . (13) 
ro 
0 
dk J 2 (kr) s(k) 0 j (14) 
These integral equations constitute the first two of a set of 
four simultaneous dual integral equations to be solved for the unknown 
functions s(k) and d(k) . The other two are derived by considering the 
flow field in the membrane. 
6 . 2 . 2 The Membrane Flow Fields 
The membrane (-h <z < O) cannot, because of its molecular nature, 
be considered as a simple fluid film . To maintain the integrity of 
the membrane, composed as it is of inextensible long chain hydro-
carbons, it is necessary that all velocities within it have no z 
variation . This fact, coupled with the adoption of the "stick" 
boundary condition at z = 0 and z = -h, implies that throughout the 
M 
membrane, the velocity field u is given by 
M ~ (r, cj> ,z) = ~(r, cj> ,O) (-h < z < O, r > a) , (15) 
where ~(r, 4> ,0) is the exterior flow field evaluated at z =O . The 
exterior flow field~ (z ~ O) exerts a stress f 1 on the membrane, where 
!1 ( r, cp) i: g (r, cj> ,z) I z=O 
and a is the stress tensor in the exterior flow field. 
~ 
(16) 
Evaluating a 
~ 
from its definition in terms of the exterior flow field, one finds 
that 
--
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Flz 0 
dU 
Flr µl 
r 
a;- (17) 
z=O 
Flcp µl ~ dZ 
z=O 
If the membrane interior behaved as a simple liquid, it would be 
s ufficient to balance E,1 with the hydrodynamic pressure exerted by the 
membrane flow field on the half-space z > 0 . This pressure is zero 
however, since no z variation in uM is permitted . The force which the 
membrane exerts on the half-space z > 0 has its origin in the 
mechanical stresses set up in the membrane to prevent this z variation. 
Such forces are not within the scope of the model and the force 
balance at z = 0 is taken to occur automatically . The stress !_
1 
must 
then be regarded as a body force E,1 /h per unit volume of the membrane, 
in so fa r as it determines the flow fields in the membrane. When the 
stress !,i exerted by the lower half-space (z < -h) is added, the 
Navier-Stokes equation for the membrane flow field is 
2 M M 
nV ~ -yP + C!,1 + ~) /h = o . 
The assumption of incompressibility of the membrane, viz. 
(18) 
M 
'v · ~ = 0 , (19) 
yields a subsidiary condition on the solution. Inserting (15) into 
(19) and using the gener a l solution (6) to (12), one obtains a third 
integral equation for the unknown functions s(k), d (k), viz . 
f" dk k J 1 (kr) [ s (k) - d (k)] 
0 
0 (r > a) . (20) 
The fourth integral equation is obtained by taking the curl of (18) to 
-
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M eliminate the membrane pressure p Again using (15) and (6) - (12) 
leads, after a little algebra, to the result 
where 
f,, dk k 2 (k+!] J 1 (kr)[s(k)+d(k)] = O 
0 
(r > a) , (21) 
(22) 
Equations (13), (14), (20), (21) constitute a set of simultaneous dual 
integral equations for the functions s(k) and d(k). These equations 
are of non-standard type, in comparison with those usually encountered 
in potential theory [cf. Sneddon 1966]. Before attempting a solution 
of the problem, using the operator techniques of Appendix 3, one 
should determine precisely what information about the functions s(k) 
and d(k) is needed to calculate the drag on the cylinder. 
6.2.3 The Drag Force on the Cylinder 
The viscous drag on the cylinder is evaluated here by integration 
of the stress tensor over the surface. The force per unit area on the 
curved wall of the cylinder is given by 
f = r• cr " Ml 
,._ --- ~ r=a ' 
where~ is the hydrodynamic stress tensor in the membrane . 
;::::: 
relevant components are 
= 0 ' 
M 
a 
rr 
~ = 
rep 
M 
M cl ur 
-p +2n Tr, 
The 
To obtain an expression for the membrane pressure pM, one uses the 
(23) 
(24) 
(25) 
(26) 
-
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symmetry of the problem to write 
M M p (r, ¢ ,z) = T")UP (r) cos¢ (27) 
~ 
Substituting this form into the f component of the membrane Navier-
Stokes equation (18), one finds, with the help of equations (6) to 
(12) that 
PM (r) = ½ r)O dk ( k + ~] { kr J 2 (kr) [ s (k) + d (k)] - J 1 (kr) [ 3d (k) - s (k) )} . 
o (28) 
The total force Iw on the cylindrical walls is therefore 
FW = ha J27T d¢{aM r + ~ ,i- ~ }[ • 
- rr - r "' - + 
o r+a 
With the aid of equations (6) to (12), (25) and (26), the ¢ 
integration gives 
Iw = - f nha £ J~ dk {[ k + !-] kr J 
2 
(kr)[s (k) +d (k)] 
- ~ J 1 (kr)[3d(k)-s(k)]}[ + 
r-+a 
(29) 
(30) 
In a similar fashion, it is straightforward to show that the f orce IT 
exerted on the top of the cylinder is 
!,T = - f µ 1 a E, f' dk J 1 (kr) [ 3d (k) - s (k) ] I _ 
o r -+a 
(31) 
The total drag force on the cylinder is 
(32) 
- >. U t-, (33) 
where fB is the drag on the bottom of the cylinder and 
-
\ = 'I nh f' dk{(ka+E) ka+ J 2 (ka+) [s(k) +d(k)] 
0 
where the notation 
Ioo + dk f(k,a-) 
0 
lim 
r +a± I
oo 
dk f(k,r) 
0 
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(35) 
is used to exhibit possible jump discontinuities of the integrals in 
(34). In particular, it is because of a possible jump discontinuity 
in the integral 
J00 dk J 1 (kr)[3d(k)-s(k)] 
0 
at r =a that the last two terms in the integrand of (34) have not been 
cancelled. Using the notation 
I::, {
00 
dk f(k,r) 
0 
the drag coefficient becomes 
Ioo dk f(k,r) - lim o r-+ a- r dk f(k,r) , 0 
).. 
t 
7ft (I00 dk(ka+ E)(ka) J 2 (ka+)[s(k) +d(k)] 
0 
- E6 [ dk J 1 (kr)[3d(k)-s(k)] ] . 
0 
6.2.4 Derivation of a Si ngle Integral Equation 
(36) 
(37) 
The set of simultaneous dual integral equations (13), (14), (20), 
(21) are not in the standard form . They can, however, be reduced to a 
single integral equation, which can be solved to yield the relevant 
information needed to calculate At via (37). In terms of the scaled 
variables 
r 
X = a , u = ak, (38) 
and the new unknown functions s'(u) and d'(u), defined by 
S (k) = U SI (u) , d (k) : U d I (u) , 
the dual integral equations become 
S l , 0 SI (X) 0 i x < l, 
SO, 0 d I (X) 2a j 
sl,-1 s'(x) s l - l d I (X) 1 , 
J 
x > l, 
ES312 -z(s' +d')(x) 2 ( I + d') (x ) x s 2 ,-3 s , 
where the modified Hankel transform operator sn ,a is defined by 
sn, a f(x) a - a = 2 X 1-CI. dt t J 2n+a(xt) f(t) . 
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(39) 
(40) 
(41) 
(42) 
(43) 
(44) 
The properties of the operator Sn a and of the related Erdelyi-Kober 
, 
operators In,a and Kn , a may be found in Appendix 3. Particular 
properties of the operators required in the present analysis will be 
quoted without comment. 
Let the function Q(x) be defined for all x by 
Q(x) = S0 , 0 d'(x), (45) 
so that equation (41) implies that 
Q(x) = 2a (x < 1) . (46) 
Application of the inverse operator 
(4 7) 
to (45) yields 
d'(u) = S0 0 Q(u) 
' 
(48) 
The function Q thus completely determines d'. It may also be shown 
--
, 
I 
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to determines', as follows: Substituting (48) into (42) and using 
the result that 
one obtains the equation 
= K Q (x) 
l ' - l 
(x > 1 ) 
To determine s'(x) in terms of Q(x) for all values of x , one must 
supplement (50) with an equation valid for x < 1, and a suitable 
(49) 
(50) 
equation is (40). Application of the operator I to (40) yields 
l , - l 
S SI (X) = 0 
l ' - l 
(x < 1) , (51) 
where the equation 
I S = S 
n+a., S n, a n,a+S (52) 
has been used to modify the indices on the S operator. Equations (50) 
and (51) constitute a single integral equation for s'(u): 
S SI (X) 
l ' - l { :, - 'Q(x) 
' 
(x < 1) 
(x > 1) 
and application of the inverse operator S
0
,
1 
yields the desired 
expression 
SI (u) - s { 0 
o ,1 K Q(x) 
l - l 
(x < 1) 
(x > 1) 
Consider the function x (x ) defined for all x by 
The operator K1 ,_ 1 is given simply by 
K 1 _ 1 f(x) 
' 
~ df(x) 
2 dx 
} (u) • 
and since Q(x) is constant for x < 1, equation (46) implies that 
x (x) 0 (x < 1) . 
(53) 
(54) 
(55) 
(56) 
(57) 
229 
If the function Q(x) has a jump discontinuity at x=l, the jump 6Q is 
defined by 
6Q = lim {Q(l+ o)-Q(l- o)}. 
8 --r O + (58) 
The operator K1 , ~ 1 applied to Q(x) at x =l will therefore produce a 
term -f o(x -1) in x (x). It follows immediately that 
0 
K Q(x) l ,- l 
(x < 1) 
(x > 1) 
for all x . Equation (54) becomes 
when the results 
and 
are employed. 
SI (u) J (u) S Q(u) +6Q •-1 -
o, o u 
S K 
n,a n+a, S 
S { cS (x-l)}(u) n,a 
s 
n,a+S 
(59) 
(60) 
(61) 
(62) 
A simple relation between the functions s' and d' has now been 
established (from equations (48) and (60)), viz. 
SI (u) J (u) d' (u) + 6Q •-1 - . 
u 
Saffman [1976] asserts that the special case of (62), 
s' (u) = d' (u) 
(63) 
(64) 
holds, i . e . 6Q = 0 in the present notation. This assertion is correct, 
but the demonstration of its truth requires a little analysis . Let 
the function ~ (u) be defined by 
d I (u) 4 [a+ 1] ~ (u) - ~ J J (u) (65) 1T 2 u 
so that 
Ml J l (u) 
S I (u) 4 [a + ~] ~ (u) (66) + ---1T 2 u 
and 
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s' ( u) + d' ( u) = { ( a + \QJ 1jJ ( u) . (6 7) 
The functions s'(u) and d'(u) are determined once 1/J (u) is known and it 
remains only to derive a single integral equation for the function 
1/J(u). Substituting (65) into (41) leads to 
(x < 1) (68) 
(with the aid of the definition (44) and the result 
1 (~r 0 < b < a b 
J00 du J (au) J 1 (bu) 1 0 < b=a (69) µ µ- 2b ' 
0 
0 ' b > a > 0 
which is a special case of the Weber-Schafheitlin integral (Al.9.1)). 
Similarly, substituting (66) into (40) leads to the equation 
s
1 
1/J (x) = o 
'0 
(x < 1) , (70) 
while substituting (67) into (43) yields 
2 
s S ijJ (x) = - - S ijJ (x) 312 ,-2 X 2 ,- 3 (x > 1) . (71) 
Equations (68) and (71) may be regarded as a pair of dual 
integral equations for 1/J , the solution of which must also satis fy (70) 
as a subsidiary condition. A straightfon,ard application of the 
Erdelyi-Kober operators together with (47) yields the solution of the 
dual integral equation pair 
<j, ( u) - S - ', , ', { 
7f~ 
2 
2 
sx s~,- 3121/J (x) 
X < 1 } (u) 
x>l 
(72) 
Using the definition of the S operator, a little algebra enables T1 , a 
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(72) to be written in a more conventional form, viz. 
u(u + E:)ijJ(u) E:sin u + ..!_ joo dz z 21jJ(z ) {sin(u+z) + sin(u- z)} .(7 3) · u 7f u+z u-z 
0 
It is interesting to note that the reduction of the problem to 
the solution of (73) has implicitly assumed that E: is non- zero . That 
this is so can be seen by sending E: to zero in the original equation 
(71). The techniques used above to obtain equation (73) cannot be 
applied to the resultant pair of dual integral equations . The problem 
under consideration is therefore a singular perturbation problem in 
the classical sense. 
Before proceeding to the solution of equation (73) and to the 
determination of the translational drag coefficient, it is appropriate 
to prove Saffman ' s conjecture that t:iQ = 0. Equation (45) implies that 
Q(l +) 4 (a+,) r duuJ 0 (l+u) 1/J (u) = 7f 0 (74) 
and 
(a+fai] r duuJ/1-u) 1/J(u) _ t:i~ . Q(l-) 4 = 
7f 
0 
(75) 
(The function d' is eliminated from (45) using (65) and the integral 
over the product ,of two Bessel functions which results, is evaluated 
using (69) .) Subtraction of equations (74) and (75) gives an equation 
for t:iQ : 
t:iQ (76) 
where a previous convention (equation (36)) has been slightly modified, 
with 
t:i j du f(u,x) O ':~ • {j du f(u,1+ 0) - j du f(u,1- 0)} , (77) 
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The function f' du u 1/J(u) \/xu) will be a continuous function of x 
0 
for µ ~ 0, i.e. 
/j r du u ljJ (u) Jµ<xu) 
0 
0 ' 
provided that f00 du u I ljJ (u) J (xu) I < 00 • (This result relies on a 
0 µ 
corollary of Lebesgue's dominated convergence theorem, given by 
( 78) 
Apostol [1974).) The absolute convergence of the integral is assured 
if either 
or 
J00 duul l/J (u) I < 00 
0 
f 00 du u2 I 1/J ( u) I < 00 
0 
(79) 
(80) 
(The condition (79) follows from the bound I Jµ<z) I $ 1 for µ ~ 0. Since 
I j O (z) I $ 1, it is an immediate consequence of the integral equation 
(73) that if (80) holds, so does (79) .) In the derivation of equation 
(73), it is assumed that S1 ljJ(x) exists for x > 1 and that 
"':! ,- 3/ 2 
1T 
S0 ,o 1/J(x) = 2 for x < 1. Writing out the operators in integral form, 
these assumptions become: 
( i) f
00 
du u 4 J 1 (xu) 1/J (u) exists 
0 
(81) 
and f 00 du u (ii) J 0 (xu) ljJ (u) 1T 2· 
0 
(82) 
The use of the generalized Hankel inversion formula (47) implicitly 
* requires that ljJ (u) is either piecewise continuous or of bounded 
variationt. If it is assumed that 
(i) u712 ljJ (u) is bounded as u-+ oo , 
(ii) ljJ ( u) is continuous except possibly a t u = 0, 
* Sneddon [1972), p . 309. t Sneddon [1951), p . 52. 
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(iii) 1/J(u) is non-oscillatory as u+0, 
then the condition (80) is satisfied. The first of these assumptions 
is needed to obtain convergence of the integral in (81), except in 
pathological cases . These assumptions are justified a posteriori by 
the explicit construction of a solution to the integral equation. For 
present purposes, it may be taken that equations (78) and (80) hold, 
and so 
6.Q = 0. 
Equations (65) and (66) become, therefore, 
d I (u) SI (u) = 4a 1/J (u) 
1T (83) 
and the drag coefficient At' given by (37), can now be written in the 
much simpler form 
\ = 41r( µ 1 +µ 2 )a I\(€) , 
where 
A(€) = J:... J00 duu 2 (u+E:) J 2 (ul+) 1/J (u) t 1T€ 
0 
is the reduced drag coefficient. 
6.2 . 5 Solution of the Integral Equation 
Using the expansion (Al.8 . 11) of the kernel of the integral 
equation (73) in spherical Bessel functions, viz . 
sin(u + z) sin(u - z ) 
-~--- + =.::..:....:.--"--
u+z u - z 
00 
2 1: (4m+l) j 2m(u) j 2m(z), 
m=0 
it is found that provided J00 du u 2 ll/J (u) I < 00 , then 
0 
00 
u(u+ E: ) t/J (u) E:j (u) + l I: (4m + 1) tjJ j 2 (u) , o 1T m=0 m m 
where 
(84) 
(85) 
(86) 
(87) 
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(88) 
The validity of the term-by-term integration is assured by Levi ' s 
theorem [Apostol 1974], since 
1jJ ~ f'X) du u2 l1/J<u) I 
m 
0 
(89) 
and 
j 2m (z) 
TI\ l½zl 2m 
exp l im zl ~ 2 f(2m + 3/2) (90) 
[Abramowitz and Stegun 1965, p.362]. It follows from uniform 
convergence that u(u+E) 1/J(u) is continuous for u:2:0. In fact, by 
Weierstrass ' "double-series theorem" [Copson 1935], u(u + E) 1/J (u) may 
be analytically continued to a function holomorphic in the finite u-
plane . 
A simple expression for the reduced translational drag 
coefficient is derived by multiply ing (87) by uJ2 (ul+), integrating 
over u and making use of the special case of the Weber-Schafheitlin 
integral (Al . 9.1): 
It is found that 
r duuj2m(u) J 2 (ul+) 
0 
2 omO • 
A (£) = - 1 + - -2 ( 2 1/J oJ 
t 1T 1T £ 
(91) 
(9 2) 
and so the reduced drag coefficient At(£) can be obtained directly 
from a knowledge of the coefficient 1jJ
0 
defined by (88). Equations for 
coefficients 1jJ can be obtained by multiplying equation (87) by 
m 
uj 2.Q,(u)/(u+E) and integrating over u. A little algebra leads to the 
infinite set of simultaneous equations 
( .R, = 0,1,2, . .. ) , 
(93) 
-
where the matrix elements t im (E) are defined by 
= r 
0 
jn(u) j2m(u) 
du-------
u+E 
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(94) 
It is possible to show that the solution to the integral equation (73), 
given by equations ( 87) and (93), does in fact also satisfy the 
subsidiary condition (70). 
In Appendix 2 (Section A2.3), series expansions for t l m(E), use-
ful for E < 10, are derived by a Mellin transform method. The set of 
simultaneous equations (93) may be truncated at a suitably large value 
of m and solved numerically . For a given value of E, the function ~ 
may be determined, via (87), from the numerically determined values of 
~m· However, only the determination of At is considered here . 
The behaviour of At ( E) as E + 0 can now be obtained directly from 
the matrix equation (93), without the need to use the singular 
perturbation technique of Saffman [1976). Let a new function '1-'o (E) be 
de fined by 
(95) 
Then (9 3) becomes, in the limit as E + 0, 
(96) 
It is shown in section A2. 3 that t 00 (E) diverges like Zn[½] as E + 0, 
while all other t i m(E) remain finite, implying that 
t io 
l im - 'l1 ( E ) = O i O 'l1 0 ( 0) • 
E+o too 0 
Equation (96) therefore has the solution 
1 
0 m ~ 1 . 
(97) 
(98) 
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It follows immediately that 
'!' o (E) (99) 
for small E, and so 
1 
E 7,n (1/E) (100) 
Saffman [1976) obtains this limiting form by another method . Indeed, 
he is able to show that 
(101) 
To derive this extra constant term from the present method is 
difficult and will not be attempted here. That Saffman's asymptotic 
result (101) is correct to the stated order has been verified by 
numerical calculation . 
6 . 2 . 6 Results and Discussion 
For finite E, equation (93) may be solved to determine At(E) . It 
is found that the neglect of all coefficients ~m above ~
50 
produces 
negligible error in At(E) . In Fig. 6.6, the curve At( E) obtained by 
this procedure is exhibited and compared with Saffman's asymptotic 
result (101). Clearly, Saffman's result is an excellent approximation 
to the exact solution for E < 0 .1. 
The implica tion of this and Saffman's study is that the unusually 
low translational diffusion coefficients measured in experimental 
membrane studies may have their origin not only in a large membrane 
viscosity, but also in the inte rplay of geometry (i.e. the ratio a / h ) 
and the viscosity of the external medium. This interplay is 
facilitated by the inextensibility of the membrane lipids . Typical 
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20~ 
15--
5 
\ 
\ 
' 
' ' I 
' '- I 
' I 
'' / 
--.... _____ .,,,.,,/ 
-
I 
I 
I 
I 
I 
I 
I 
I 
I 
---------D-----~--- -~~-...__, ___ __.__~-~~~-~'--~ 
10-2 10 -1 
f - - --, 
237 
Fig. 6.2: The reduced translational drag coefficient At(€), defined 
by equation (85). as a function of€. The continuous line is the 
exact numerical calculation and the broken line is the asymptotic 
result of Saffman [1976) . 
experimental values of the translational diffusion coefficient Dt for 
small molecules (e.g. steroids, fatty acids, fluorophores) are of the 
order of 10- 8 cm2 /sec [Edinin 1974], while for larger molecules, such 
-9 2 / 5 0 d as proteins, Dt - 10 cm sec. For the former, taking a - A an 
0 
h - 40 A, a range of viscosities are consistent with the experimental 
* diffusion coefficient, e.g. 
[footnote over] 
- -
0.3 Poise 
µ 1 = µ 2 = 0.1 Poise 
0.01 Poise 
n 0.3 Poise 
n = 0.5 Poise 
n 1 Poise 
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The last choice corresponds to "conventional wisdom" on micro-
viscosities, but in view of the lack of data on the viscosities of the 
fluids adjoining the membrane, it is prudent to regard such a choice 
with suspicion. For protein diffusion, taking a - 25 A and h - 50 A, 
* one may assert that 
0.5 Poise 
Poise 
n 5 Poise 
n = 0.5 Poise 
or indeed any combination of these results motivated by individual 
prejudice. For many in vi vo situations, the external media 
viscosities µ 1 and µ 2 may be rather high, since many cell membranes 
have adsorbed polymeric material and some cytoplasmic material is gel-
like in character. 
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A P P E N D I C E S 
APPENDIX 1 
DEFINITIONS AND PROPERTIES OF SPECIAL 
FUNCTIONS USED IN THE THESIS 
240 
A large number of properties of special functions are required in 
the text and are collected here for convenience. 
Al . l The Gamma Function 1 
The gamma function f (s) = (s -1) ! is defined for Re. s > 0 by the 
Eulerian integral of the second kind 
f (s) J
ex, 
0 
e-t ts-l dt (1) 
and has the analytic continuation 
f(s) 
00 
(-l)n r -t s-1 ~ I ( ) + e t dt . 
n=0 n. s +n l (2) 
It is a meromorphic function, with simple poles at s =-n (n =0,1,2, ... ) 
of residue (-l)n/n! and does not vanish for any finite value of s. 
Its most important properties are: 
(i) the functional equation 
f(s + 1) s f (s) , (3) 
Abramowitz and Stegun (1965, Chapter 6]; Erdelyi et al . [1953a, 
Chapter I]; Whittaker and Watson (1927, Chapter XII]. 
(ii) the re lection formula 
f (s) f (l - s) = TT 
sin(TT s) ' 
(iii) the duplication formula 
2s-l -½ 
r (2s) = 2 TT f(s) f(s + ½) 
and (iv) the special value 
As J z J -+oo in the sector J Mg z J <TT, the following asymptotic 
expansions hold: 
in f (z) 
r (z) 
1 ( z - ½) in z -z + !, ln (2TT ) + 122 
+ 1 _ 1 + O(z- 9) , 
1260z 5 1680z 7 
1 
360z 3 
-z 
e zz-~ (2TT)½ [1 + _l_ + _l_ - 139 
12z 288z 2 51840z 3 
_ 571 + O(z-s)J 
2488320z 4 
(Stirling 's formula). Under the same conditions, if a is real and 
positive, 
r (a z + S) ( 2TT) ½ - a z a z+ S - ~ e (a z) . 
When Im(z) is large, it is often useful to note that 
1 
and also that 
Jr <x+iy) I ~ Jr<x) I . 
Al.2 The Beta Function 
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(4) 
(5) 
( 6) 
(7) 
(8) 
(9) 
(10) 
(11) 
The beta f unction B (s, t) is defined for Re s > 0 and Re t > 0 by 
the Eulerian integral of the first kind: 
B (s, t) f
l 
s-1 t-1 
u (1 - u) du 
0 
J
oo s-1 
u du 
= 
o (1 + u) s+t 
2s-l 
V dv 
(l+v2)s+t' 
with analytic continuation 
B(s,t) f (s) f(t)/ f (s+t) 
An asymptotic expansion of B (s, t) as s + 00 may be obtained by noting 
that as z + co along any curve joining z = 0 and z =00 , provided that 
z #-a,-a-1, ... and z #-b,-b-1, ... , 
b-a f (z + a) 
2 f(z +b) 
= 1 + (a-b)(a+b-1) + O(z- 2). 2z 
Al.3 The Digamma Function 1 
The digamma (or psi) function is defined as the logarithmic 
derivative of the gamma function: 
1/i (z) __i_ Zn f (z) dz I' ' (z) / f (z) . 
It has the recurrence relation 
1/i (z + 1) 1/i (z) + 1/z 
and the asymptotic e xpansion 
1jJ (z) 7,n z - --1... - _1_ + _1_ - _1_ + 0 ( z - a ) 
2z 12z 2 120z 4 252z 6 
(valid as I z I + co in I M g z I < 1T). Where 
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(1) 
(2) 
(3) 
(4) 
(5) 
(1) 
( 2 ) 
(3) 
y "' o. 5772156649 (4) 
denotes Euler ' s constant and n is an integer, 
n-1 
1/J (1) 
-y ' 1/J (n) = - y + L k- l 
k=l 
1/J (½) - y - 2 Zn 2 
and 
lj! (n + ½) 
-y - 2 Zn 2 + 2 ( 1 + l + + - 1-) 3 · · · 2n -1 
Al.4 The Hypergeometric Function2 
Let Pochhammer ' s symbo l (a) be defined by 
n 
(a) 0 = 1 , 
or, equivalently, 
(a) = a (a+ 1) ... (a+ n - 1) 
n 
(a) = f (a +n)/ f (a) . 
n 
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(n ~ 2) , (5) 
(6) 
n ~ l. (7) 
(n=l,2,3, ... ) (1) 
(2) 
For c #0,-1,-2, ... , the hypergeometric function 2 F1 (a,b;c;z) is then 
defined by a power series convergent within the unit circle, viz. 
CX) 
~ 
n=O 
(a) (b) 
n n n 
z (c) n! 
n 
(3) 
For Re. c > Re. b > 0 and z not on the r eal axis between 1 and 00 , it has 
the analytic continuation 
f
l 
__ r ~(c~) __ 
r (b) r (c - b) tb-l (1 - t) c-b-l (1 - tz)-a dt . (4) 
0 
It is clear that 2 F1 (a,b;c;O) =land it may be shown that for 
c#0,-1,-2 , ... and Re.(c - a - b ) > O, 
f (c) f (c - a - b) 
f (c-a) f (c-b) (5) 
2 Abramowitz and Stegun [1965, Chapter 15]; Erdelyi et al . [1953a, 
Chapter II]; Whittaker and Watson [1927, Chapter XIV] . 
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There are many special cases for which the hypergeometric function is 
expressible in terms of elementary f unctions, but the only ones 
required here are 
and 
-a (1 - z) 
Of the many transformation formulae which are known, the following 
should be noted: 
-a 
= (1-z) 2 F1 (a,c-b;c;z/(z-1)), 
c(c -1) (z -1) 2 F 1 (a,b;c-l;z) 
+ c[c -1- (2c -a -b - l)z] 2 F1 (a,b;c;z) 
+ ( c - a)( c - b) z 2 F 1 ( a , b ; c+ 1 ; z) 0 , 
c(l -z) 2 F 1 (a,b:c;z) - c 2 F1 (a,b-l;c;z) 
(6) 
(7) 
(8) 
(9) 
0 • (10) 
Equations (9) and (10) are examples of Gauss ' relations between the 
contiguous hypergeometric functions 2 F 1 (a±l,b;c;z), 2 F 1 (a,b±l,c;z), 
2 F 1 (a,b;c±l;z) and 2 F 1 (a,b;c;z). 
Al.5 The Complete Elliptic Int egr a ls 3 ' 4 
The complete elliptic integrals of the first and s econd kinds, 
denoted by K and E respectively, are defined by the equations 5 
3 
4 
Abramowitz and Stegun [1965, Chapter 17]. 
Byrd and Friedman [1971, pp.8-15]. 
5 The quantities Kand E are sometimes regarded as functions of the 
"parameter" m = k 2 or even of the angle a = arcsin(k). Here K and E are 
taken as functions of the "modulus" k . 
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K(k) (1) 
E (k) (2) 
The quantity k is called the modulus of the complete elliptic integral . 
It may be shown that 
K(O) E(O) 
and 
E(l) = 1 . 
'IT 
2 
The function K(k) has a logarithmic singularity at k=l . 
Al.6 Bessel Functions 6 
The Bessel function of the first kind J is given its usual 
\) 
definition, viz. 
and for Re. v > - ½ 
J (z) 
\) 
2 ( ½z ) v r 
'IT½ r ev+ ½) 0 
2 \) - \ (1 - t ) cos(zt) dt 
(3) 
(4) 
(5) 
(6) 
(1) 
(2) 
(Poisson's integral formula). The following properties of JV are used 
in Chapters 2 and 6: 
6 Abramowitz and Stegun (1965, Chapter 9]; Watson (1944) . 
1v -l (z) + 1v+l (z) 
JV-1 (z) - Jv+ 1 (z) 
J~(z) 
\)-k 
z Jv-k (z) , 
2v J (z) 
z \) 
2J' (z) 
\) 
\) 
J~ (z) = -JV+l (z) + ~ J)z) , 
0 ' 
and (as jzj +co in jeutg zj <TT ) 
Al .7 Modified Bessel Functions 7 
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(3) 
(4) 
(5) 
( 6) 
(7) 
(8) 
(9) 
For the modified Bessel functions Iv , KV (defined 8 in the 
notation of Watson [1944]) only the following properties are used in 
the thesis: 
(i) I (z) 
\) 
with 1 F1 denoting the confluent hypergeometric f unction, i.e. 
00 (a) n z 
1 F1 (a;b;z) L 
n 
(b) n! ' 
n=O n 
(ii) K_v (z) = Kv (z) 
7 Abramowitz and Stegun [1965, Chapter 9]; Watson [ 1944]. 
8 Whittaker and Watson [1927] define KV differently . 
(1) 
(2) 
(iii) as z -+ 0, 
K0 (z) - Zn z 
Kv(z) - ~r(v) (\ z) - \) Re v > 0 
(iv) as z -+ ex, , 
Iv (z) (2Tiz)-~ z jMg zj < ½TI e , 
KV (z) 
-
{~t -z jMg zl 3 2z e ' < - TI 2 
Al.8 Spherical Bessel Functions 9 
For n=0,±1,±2, ... , the spherical Bessel function of the first 
kind is defined by 
and it is found that 
sin z 
z 
and j (z) 
- l 
cos z 
z 
The recurrence relations for the j functions are 
n 
njn-l (z) - (n + 1) jn+l (z) 
(n+l) z- 1 j (z)+j'(z) 
n n 
and 
(2n + 1) j' (z) 
n 
jn-1 (z) 
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(3) 
(4) 
(5) 
(6) 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
Asymptotic expansions may be deduced easily from equation (1) and the 
better known results for the ordinary Bessel functions. 
A crucial result for work in Chapter 6 is the addition theor em 
9 Abramowitz and Stegun [1965, Chapter 10]. 
00 
sin R 
R L (2n +1) j (u) j (v) P (cos 0) , n n n 
n=O 
valid for arbitrary complex u, v and 0 , with 
R = /{u2 +v2 - 2uv cos 0} 
Here Pn denotes the usual Legendre polynomial, 10 with generating 
function 
2 -½ (1 - 2 cos 0 z + z ) 
00 
L 
n=O 
P (cos 0) zn 
n 
In particular, on setting cos 0 =±1 in (7) and noting that 
P (1) = 1 , 
n 
p (-1) 
n 
one finds the result 
00 
sin (u +v) + sin (u - v) 
u+v u-v 
Al.9 Integrals Involving Bessel Functions 11 
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(7) 
(8) 
(9) 
(10) 
(11) 
It is well known that if f( x ,y) is a continuous function of x for 
each fixed value of y, it is not in general true that J f (x , y) dy is a 
continuous function of x. Rigorous conditions for the continuity of 
the integral may be established . 1 2 Loosely speaking, it suffices that 
f(x,y) is continuous in x almost everywhere and J lf (x,y) I dy < 00 , i.e. 
the integral is required to be absolutely convergent . Integrals 
involving the Bessel function JV are frequently only conditionally 
convergent, i.e. the convergence depends on the oscillatory asymptotic 
1 0 Abramowitz and Stegun [1965, Chapter 22 ]. 
11 Watson [1944, Chapter XIII ]; Abramowitz and Stegun [1965, 
Chapter 11]. 
1 2 Apostol [1974, p.281] . 
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behaviour embodied in equation (Al.6.9). The following example of a 
discontinuous integral (the Weber- Schafheitlin integral ) arises in 
both part A and part B of this thes is: 
For Re. A > -1 and Re(µ +v - A +1) > 0 (and a,b real and positive) 
Jµ(at) J\J(bt) dt 
" t 
bv r(µ+v - >-+1) F (µ+ v - >.+ 1 v - µ - >. +1. 
l" 2 ·1 2 1 l 2 ' 2 ' \J+l 
2" av - >-+l f (v +l) rlll - v ; " +1,-j 
µ r rµ + \J - " + l ] F (µ + \J - " + 1 µ - v - " + 1 
a 2 21 2 ' 2 ; ll+l ; ::1 
O < b < a 
0 < a < b 
When Re. A > 0, the integral is absolutely convergent and so is 
necessarily continuous in a and b. Moreover, it may be shown that 
joo J µ (at) J~ (at) dt 
0 t 
t.-1 (½a) f (t.) I'(l,µ + ½V - l,t. + ½) 
2f (½A + ½V - ½µ + ½) f (½A + ½µ + ½V + ½) f (½A + ½µ - ½\J + ½) 
. (1) 
(2) 
However, when -1 < A :,; 0, the hypergeometric f unct ions diverge as their 
arguments approach unity fr om below and the integral is in general 
discontinuous at a =b. Whatever the value of A, the two halves of the 
right hand sid e of (1) are not analytic con tinuations of the same 
function . 
Two other definite integrals involving Bessel functions arise in 
part A. The first is a generalization of the Weber-Schafheitlin 
integral, viz. 
fro Kµ(at) J\)(bt) dt 
0 /' 
r (v - >-. -µ+1) F (v - >-.+µ +l 
\ · 2 -1 2 1 \ . 2 
v - >-. - µ +l ; v+l 2 
and is convergent for Re. a > I Im b I and Re. (v + 1 - A) > I Re. µ I and 
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b2) 
; - a 2-I 
(3) 
necessarily continuous. (The integral converges absolutely because of 
the exponential decay of¾ at infinity . ) The second (the Hankel-
Nicholson integral), 
v+l 
t J V (at) dt 
(t2 + 2 2) µ+l 
aµ zv- µ 
__:=--~-- K ( az) 
2µ f(µ + 1) v- µ 
(4) 
( Re. z > 0, a > 0, -1 < Re. v < 2 Re. µ + %] , is continuous even when the 
convergence of the integral is conditional, indicating that absolute 
convergence, while sufficient for continuity, is by no means necessary. 
Al.10 Parabolic Cylinder Functions 13 
The parabolic cylinder function (or Weber-Hermite function) DV is 
defined for Re. v < 0 by the integral 
ex (-laz 2 ) fro V 1 D (z) = p exp(-zt - ½t 2) t- - dt 
v r(- v) 
0 
abd by analytic continuation elsewhere. It may be shown that 
D +l(z) - zD (z) +V D 1 (z) \) \) \)- 0 
and 
13 Erdelyi et al . [1953b, Chapter VIII]; Abramowitz and Stegun 
[1965, Chapter 19] . 
(1) 
(2) 
(3) 
-
00 
exp(-½[xy + ½y2]) L f(v +1) ym 
f (m + 1) f (V - m + 1) DV-m (x) • 
m=O 
On setting V = - \ and y = -x in (4) and using the result that 
- V/2 -1 
= 2 f(- V/2)/ f (-V) , 
it may be shown that 
00 
L (2m) ! xm 
m=O m D_L_m(x) 
4 (m!) 2 ' 
½ 2 
= TI exp ( -¼x ) 
2¼ r [¾] 
For large values of lzl 3 3 it can be shown that if - - n < Mg z <- n 
4 4 ' 
zv exp(-¼z 2) [1 + v (~z~l) + O(z-")] . 
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(4) 
(5) 
(6) 
(7) 
An alternative notation for the parabolic cylinder function is some-
times used, viz. 
U (a, z) D 1 (z) . 
-a-=:. 
(8) 
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APPENDIX 2 
THE MELLIN TRANSFORM AND 
ASYMPTOTIC EXPANSIONS 
A2 . l THE SINGULARI TY STRUCTURE OF MELLIN TRANSFORMS 
253 
One of the most important results of integral transform theory is 
the fact that the asymptotic behaviour of the original function in the 
physical plane is refl ected in the singularity structure of the image 
function in the transform plane. This phenomenon is extremely well 
known in the context of the Fourier and Laplace transforms, but is 
l ess universally known for the Mellin transform . This is a somewhat 
surprising situation because of the unifying role of Mellin transforms 
in asymptotic analysis, which is founded on the relation between the 
asymptotic behaviour of functions and the singularities of their 
Mellin transforms . Although the value of the Mellin transform in 
asymptotic analysis has been known for a comparatively long time 
[Abramowitz 1954; Dingle 1955), it has only very recently been 
expounded in text-books [Bleistein and Handelsman 1975; Davies 
1978) . 
The Mellin transform Mf of a function f is defined by the 
integral 
= J
oo 
Mf(s) xs-l f(x) dx 
0 
(1) 
for all complex values of s for which the integral converges, and by 
analytic continuation elsewhere. For some functions f, for which the 
integral (1) does not converge for any value of s (for example 
polynomials), it is possible to introduce a generalized Mellin 
transform 
Mf 
-
M f +M f 
- + 
where 
M_f(s) r s-1 f(x) dx = X 
0 
and 
M+f(s ) r~ s-1 f( x) dx. X 
l 
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(2) 
( 3) 
(4) 
An example of the relation between the asymptotic behaviour of a 
function f and the singularities of its Mellin transform is given by 
* the following easily proven theorem: Let f(t), defined for O < t < 1, 
have the asymptotic expansion 
00 A N (m) 
f ( t) - L t m L C (- ln t) n 
m=O n=O mn 
as t +O+, with Re "o < Re "i < + 00 and N(m) < 00 • Then M_f(s) is 
meromorphic in the s plane, with poles at s=-A (m=0,1,2, ... ), and 
m 
the singular part of the Laurent expansion at s = - A 1,s 
m 
· N(m) 
L 
n=O 
n! C 
mn 
(s + A ) n+ 1 · 
m 
It may be seen, then, that algebraic or logarithmic behaviour of f(t) 
as t+O+ is reflected in a string of poles of M_f(s) in a left hand 
half-plane . For purely algebraic asymptotic behaviour, the poles are 
all simple, while multiple poles arise from positive integral powers 
of ln t. It is possible to extend this theorem to cover the case when 
the expansion of f(t) has negative or non-integral powers of ln t. An 
* Cf. Doetsch [1955], pp.105-107, pp.115-118. 
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analogous theorem may be established to cover the asymptotic behaviour 
of f(t) as t + 00 , which leads to a string of singularities of M+f(s) in 
a right hand half-plane. 
A2 . 2 OBTAINING ASYMPTOTIC EXPANSIONS 
FROM MELLIN TRANSFORMS 
To extract an asymptotic expansion of a function with 
predominantly logarithmic or algebraic behaviour using the Mellin 
transform, one must (i) obtain a Mellin transform of the function and 
(ii) apply the converses of the theorems outlined above . The second 
of these steps will be considered first here. The Mellin inversion 
theorem [Titchmarsh 1948] ensures that if f is a suitably smooth 
function, the Mellin transform Mf (s) of which exists in a strip 
Cl < Re. s < f3 , then 
f ( t) 1 Ic+ioo -s 2Tii t 
c-i00 
Mf(s) ds, ( 1) 
where Cl < c = Re. s < f3 , i . e . the Mellin transform is inverted by a 
contour integral along a contour parallel to the imaginary axis and 
lying in the strip of convergence of the integral defining Mf(s). The 
ascending (small t) and descending (large t) expansions are extracted 
by procedures which may be described briefly as tra:nsZating the 
integration contour> to the left or to the right respectively. These 
procedures are illustrated in Fig. A2 .l. Let Re. s = c be a contour n 
parallel to the imaginary axis, separating the poles at s = - Am 
(m = 0,1, • . . ,n) from the remainder of the poles arising f rom the 
asymptotic behaviour of f(t) as t+O+ . On applying the residue 
theorem to the rectangular contour with corners c - i 00 , c + i 00 , en+ i 00 
and c - i 00 , one may show that 
n 
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C + i <X> C + i 00 
(a) n 
-
1 ii singularities arising from 
' ~asymptotic behaviour of 
f ( t) as t +oo 
.. 
, 
"' .. . . 
'' 
-. 
. . 
'"' 
.... ,, ., ,... » X )( ... 
Re s 
I~ 
I ~ 
-
. 
C - i <X> C - i 00 
n 
c+i00 C + i <X> 
n (b) . 
singularities arising f rom I 
asymp totic behaviour of 
f ( t) as t + O+ 
. 
r 
"' X )( >> 
.. . . u , . . -~ . 
,... ,.. ,, , ... , ... 
-Re s 
I f 
I ' 
~ 
C - i 00 C - i <X> n 
Figure A2 .l: Translating the contour of integration of an inverse 
Mellin transform , leading to (a) an ascending (small t) expansion 
and (b) a descending (large t) expansion. 
-
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f ( t) 
n 
L Re,,.sidue {t-s f(s )} + 2
1
. 
m=O s = - A TT i 
t-s Mf(s) ds , ( 2) 
m 
provided that the integrals along the line segments parallel to the 
real axis vanish. Equation (2) may be interpreted as an asymptotic 
expansion for f(t), with the contour integral on the right hand side 
as an explicit error term. If the contour integral approaches zero as 
n + 00 , an exact representation of f(t ) in terms of a convergent series 
is obtained, viz. 
00 
f(t) = L Re,,.sidue {t- s Mf(s)} . 
m=O s = - A 
m 
(3) 
If the contour integral does not vanish as n + 00 , equation (2) yie lds a 
complete asymptotic expansion valid for small t, 
f ( t) 
00 
L Re,,.sidue { t -s Mf (s)} , 
m=O s = - A 
m 
(4) 
in terms of a (usually divergent) series. The large t expansion may 
be analysed similarly . (The sum of residues, in this case, is of 
course preceded by a minus sign, since the residue theorem is applied 
to a contour traversed in a clockwise manner .) 
It remains only to describe the method by which the Mellin 
transform is obtained. To obtain asymptotic expansions of integral 
transforms containing a parameter, one may employ the Mellin 
convolution theorems 
and 
M{ta r sSf
1
(t/ s ) f 2 (0 ds ;t+s} 
0 
Mf (s + a ) Mf (s + a+ S + 1) 
l 2 
(5) 
(6) 
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provided that functions f 1 and f 2 possess Mellin transforms in the 
ordinary sense (i. e . defined by equation (1)), with suitably over-
lapping strips of convergence . Alternatively, one may obtain an 
inverse Mellin integral representation directly, by replacing either 
f 1 or f 2 with the contour integral 
f . ( t) 
]. Jc+.i
00 
1 t-s Mf.(s) ds 
2Tii i 
C-J.CO 
and interchanging orders of integration . The latter procedure is 
easily generalized to functions for which the Mellin transform does 
not converge in the ordinary sense, with (7) being replaced by 
where M_fi (s) and M+fi (s) are holomorphic for Re s ~ c 1 and Re s f c 2 
respectively. 
(7) 
Examples of the use of Mellin transforms to obtain asymptotic 
expansions of integrals may be found in Bleistein (1977), Bleistein 
and Handelsman (1975) and Davies [1978). Relatively straightfonvard 
applications of the method are made in Chapters 2 and 3 of the thesis . 
A much more complicated example relevant to Chapter 6 is discussed 
below . 
A2 . 3 ASYMPTOTIC EXPANSION OF A GENERALIZATION 
OF THE WEBER-SCHAFHEITLIN INTEGRAL 
A series expansion, valid for small positive values of € and non-
negative integral values of £ and m, will be found for the integral 
du 
u+ E 
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(1) 
( 2) 
where jv denotes the spherical Bessel function and JV denotes the 
usual Bessel function. When both £ and mare not ze ro, t £m(O) reduces 
to a relatively simple case of the Weber-Schafheitlin integral 
(Al.9.2). Since 
( 3) 
application of the convolution formula ( 2 . 6) leads to the result (for 
O < Re. s < 1) 
M{t£m( E); E +s } = i {r u(sl-~1t} • {r J2H½(u) J 2m+ ½(u) 1~s}' (4) 
O O U 
the first integral on the right hand side of (4) being convergent for 
0 < Re. s < 1 and the second for - 2 (£ + m) < Re. s < 2 . It is well known 
that for O < Re. s < 1, 
J
oo s-1 
u du = 
l+u 
0 
Tf 
s in( TTs) 
(cf. equa tion (Al.2.2) and (Al.1. 4)), while from t he Weber-
Schafheitlin integral (Al. 9. 2) , for - 2 (£ + m) < Re. s < 2 , 
du 
2-s 
u 
2s f ( 2 - s ) r (£ + m+ ~s ) 
4 r l i + m - £ - ½s j r ( i + £ - m - ½s j r ( 2 + £ + m - ~s) 
It follows that, where O < c = Re. s < 1, 
(5) 
( 6 ) 
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( 7) 
TI (E/2) f(2 - s ) f ( .Q, + m + ½s ) ds 1 f c+.i
00 2 -s 
2Tfi c-1
00 
_8_s_i_n_(_TI_s_)_f Tl-~~~+---'-.Q,~-~m---½~s~j~'-f~rl¾~+~m~-~.Q,....:.:.:...-~½~S~J'...Lf~(~2~+-m_+_.Q, ___ ½_s_) 
An ascending series expansion may now be extracted by translating the 
integration contour to the left, as described in the preceding section. 
In the half-plane Re. s < 1, the singularities of the integrand may be 
grouped into three sets: 
Set I . A finite string of simple poles at 
s==0,-2, .•. ,-2(£ + m-l). This set is void if £ ==m==O. 
Set II . An infinite string of double poles at s == - 2(£+m) - 2n, 
n==0,1,2, ... 
Set III . An infinite string of simple poles at s == -2n -1, with 
n 2: max(O, I .Q, - m I - 1) . 
The contributions to the asymptotic expansion from these three sets 
will be considered separately for clarity . 
The contribution from a simple pole at s == -2n be longing to set I 
is clear l y 
TI (E/? ) 2n f(2n + 2) f( £ +m-n) 
8 f ( ¾ + .Q, - m + n] r ( ¾ + m - .Q, + n) f ( 2 + .Q, + m + n) 
(8) 
this quantity being the residue of the pole at s == - 2n . The analysis 
for Set II is simplified by making the substitution 
f(.Q, + m + ½s) TI sin{ n ( .Q, +m+ ½s) } f (l- .Q, -m- ½s ) 
(using the reflection formula for the ganuna function) . After some 
tedious algebra, the residue at s == -2 .Q, - 2m - 2n (and consquent 
contribution to the asymptotic expansion) is found to be 
TI( -1) n (E/2) 2.Q,+ 2m+2n f ( 2 + 2.Q, + 2m + 2n) 
4 f (n+l) rl¾+n+nj rl¾ +2m+nj r c2+ n + 2m+n) 
x { in (2/E) - l/J (2+ 2.Q. +2m+2n) + ½(1/J (n+l) 
+ l/J (¾+2£ +n] + l/J (i+2m+n] + l/J (2+2£ +2m+n) J} . 
Finally, for Set III, a pole at s = -2n - 1 is found to produce a 
contribution 
TI 2(-1) £+m-n ( E/2) 2n+l f (2n+3) 
8 f (n+2+ £ -m) f(n +2+m- £) r(n+¾- t - m) r[n+f+ t +m] 
Combining (8), (9) and (10) l eads to the complete expansion 
00 
£-t-m-1 
I: 
n=O 
00 
+ I: 
n=O 
TI f(2n + 2) f( Q, + m - n) ( E/2/n 
8 r (¾+ t -m+n) r(¾+m- £ +n) f (2+ £ +m+n) 
(-1) n TI f (2 + 2£ + 2m + 2n) ( E/2) 24 2m+2n 
4 f (n+l) r(¾+ n +n) r(¾+2m+nJ f ( 2 + 2£ +2m+n) 
ln (2/ E) - l/J (2+2 £ +2m+2n) + ½[ ~J (n+l) + ) 
1/J (¾+n +n] + l/J (i+2m +n] + ljJ (2+2 £ +2m+n)] j 
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(9) 
(10) 
(11) 
+ L 
( 3 ' ( 5 ) " n=O 8 f (n+2+ £ - m) f (n+ 2 +m- £) f n + 2 - £ - mj f n+ 2 + £ +m 
The terms corresponding to n = 0, ... , j £ - m j - 2 in the third sum are to 
be taken to be zero when j £ - m j ~ 2. The first sum is void if £ = m = 0. 
To leading order, equation (11) r educes to 
(12) 
while for £ ,m not both zero, 
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(-1) £-+-m 
t £m(E:) - -----..:........::=-------
2( £ +m)(£ +m+l)(l - 4[ £ -m]2) 
(13) 
It may be noted in passing that the series on the right hand side of 
equation (11) are convergent for all E: > 0 . After a little algebra, it 
is possible to show (by using the asymptotic expansions of the gamma 
function given in section Al .1) that the expansion for t £m( E: ) in 
equation (11) is exact and not merely asymptotic . 
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APPENDIX 3 
THE ERDELYI-KOBER OPERATORS 
A3 .l THE MODIFIED HANKEL TRANSFORM OPERATOR 
Dual integral equations with Bessel function kernels arise in 
Chapters 5 and 6 in two quite distinct physical contexts. Such 
equations may be analysed using an operator technique described in 
detail in the authoritative monograph of Sneddon (1966]. Only a 
summary of some of the basic equations can be given here. It is 
customary in applications to disregard a number of mathematical fine 
points principally concerned with the class of functions on which 
operators act, and to apply the technique in a largely formal manner. 
It is this approach which is taken here. (Rigour can usually be 
supplied [Walton 1975, 1977] at the cost of obscuring the discussion.) 
The modi f ied Hanke l t r cmsform operat or S is defined by the 
n , a 
equation 
S f (x) 
17, Ct r 1-a 
0 
t J 217+a. (xt) f(t) dt 
and is an evident generalization of the usual Hankel transform 
= r 
0 
t J (xt) f(t) dt 
V \v,O f(x) . 
(1) 
(2) 
In view of the Hankel inversion theorem [Sneddon 1951], which may be 
written symbolically as 
H H 
\) \) I 
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(3) 
with I denoting the identity operator, there is an inversion formula 
for Sn , viz. 
, a. 
s s 
n+a , - a. n , a. 
I (2n + a. ~ - ½) . 
Dual integral equations with Bessel function kernel may be 
written symbolically in the form 
S ljJ (x ) n , a. 
S ljJ (x) µ , S 
F(x) 
= G(x ) 
0 < x < 1 
x > l } .
(4) 
(5) 
with F and G known functions and ljJ the unknown function to be 
determined. If the indices of the S operators are the same (i.e. n = µ 
and a. = B), then the equation pair may be solved at once using the 
inversion formula. The operator technique for solving equation (5) 
relies on the existence of relatively simple operators In, a. and ¾, a. 
which, when applied to an S operator, yield an S operator with 
different indices. These operators are used to make the indices of 
the S operators in both halves of (5) identical and lead to an 
immediate formal solution . 
A3.2 DEFINITION AND PROPERTIES OF THE 
ERDELYI-KOBER OPERATORS 
The Erdelyi-Kober operators I and K are defined for Re a. > Q 
n , a. n,a. 
by the integrals 
I f ( x ) n , a. 
Kn, a. f(x ) 
-2a.-2n Ix 
2x (x2 -u2) a.-l u2n+l f(u) du, 
r (a.) 
0 
2x2n [ 1 2"' 2n+1 ( 2 2) a.- u- u.- f(u) du • f(a. ) u -x 
X 
Their definition may be extended to Re a. ~ Oby what amounts to an 
(1) 
(2) 
analytic continuation argument: 
I = K n,o n,o 1 
and, where Re. (1 + a ) > 0 and 
V 
X 
1 d 1 
---
2 dx X' 
I f (x) 
n , a. 
x -2a.-2n-l Vx {x3+2a.+2n I f (x)} , 
n ,a+l 
K f (x) 
n , a. 
2n-1 { 3-2n } 
-x Vx x Kn-l, a+l f(x) . 
It may be shown that 
I I 
n , a. n+a. , B 
K K 
n,a n+a. , B 
I {t28 f(t);t-+x} 
n , a 
K { t 28 f(t);t-+x} 
n ,a 
I 
n , a+B ' 
28 
x In+B, a. f(x) , 
x
28 K f ( ) 
n- B,a. x • 
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(3) 
(4) 
(5) 
(6) 
(7) 
(8) 
(9) 
(10) 
The very important relations involving the I, Kand S operators are 
I s 
n+a. , B n,a s n ,a.+B ' (11) 
K s s 
n ,a+B ' 
(12) 
n ,a n+a. , B 
s 
n+a. , B In ,a s n , a.+B ' (13) 
s K = s 
n ,a.+B ' 
(14) 
n, a n+a , B 
s s = In , a.+B ' (15) n+a. , B n , a. 
s 
n , a 
s 
n+a,B K n ,a+B · 
(16) 
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A3 . 3 SOLUTION OF A PAIR OF DUAL INTEGRAL EQUATIONS 
In Chapter 5 a formal solution i s required for the mixed boundary 
value problem 
{ F(x) x < l i qi (x) } ? x > l (1) 
= { 
? X < 1 i 
x (x) } 'G(x) x > l (2) 
where F and Gare known functions and 
qi (x) 
- f' u-1 A(u) J 0 (xu) du , 
0 
(3) 
x (x) 
-
r, A(u) J O (xu) du . 
0 
(4) 
The function A is of no intrinsic interest . The physically important 
quantities are the functions qi and X and the value of f1 2TTx x (x) dx . 
0 
In operator notation, the dual integral equations become 
S_1 2 A(x) 
' 
s-½,l A(x) 2 - G(x) X 
x < l, 
x > l . 
(5) 
(6) 
On applying the operator Il,-½ to equation (5) and K_1 , 1 to equation 
(6), one may show that 
S 3 A(x) 
-1,2 
x < l 
x > l 
1 
I 
Hence, from the inversion formula, a solution for A is found, viz . 
(7) 
A(x) 
Since 
<P (x) 
s 3 
½ --
' 2 
, 
ll,-½ t~ F(t)} (u) , 
K 1 {-t2 G(t)} (u) , 
-1, '2 
x2 
4 s-1,2 A(x) and x (x) 
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u < l l 
I 
J 
(x) . ( 8) 
u > l 
I s-½,l A(x) , (9) 
equations (8) and (A.15-16) lead to formal solutions for <P and X, viz . 
ll,-½ {t~ F(t)} (u) , u < l 
<P (x) (x) ' (10) 
K-l, ½ {¾ G(t)} (u) , u > 1 
ll,-½ t~ F(t)} (u), u < l 
. x (x) ~K 
2 - ½, - ½ 
K-l, ½ {¾ G(t)} (u) , u > l 
(x) . (11) 
When equations (10) and (11) are written out in terms of integral and 
derivative operators, one may show that for x > 1 
<P (x ) ¾ (x2 -l) ½ fl tF(t) dt 
o (x2 -t 2 )(1 - t2/'i 
+ l fx (x2 _ u2) - ½I 00 tG(t) dt du, 
7f (t 2 2) ½ l u - u 
(12) 
while for x < 1, 
x (x) 2 d r u d r tF( t) dt du 7fx dx ( 2 2) ½ du ( 2 t 2) ½ X U -x O U -
f<X) 
l 
2 t(t 2 -1) ~ G(t) dt 
7f (l- x 2) ½ t 2 - X 2 l 
(13) 
The analysis necessary to establish (12) and (13) from (10) and (11) 
is straightforward but lengthy and employs integration by parts, 
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interchanges of orders of integration, and the identification of some 
simple integrals in terms of a degenerate case of the hyper geometric 
function (equations (Al.4.4) and (Al .4.6)). In Sneddon [1966], 
although the solution of a more general problem is given correctly, 
the solution of the particular problem considered above is in error, 
having a spurious factor of x in the second term in the expression for 
fl x (x) when x < 1. Consequently, Sneddon's expression for 2rrx x (x) dx 
0 
is in error also and should be replaced by 
l 
J 2nx x (x) dx 
0 
tF(t) d~ - 4 r tG(t) arctan{ (1 - t 2 ) - ½} dt • 
(1 - t 2 ) 1 (14) 
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CHORUS MYSTICUS 
Alles Verga:ngliche 
Ist nur ein Gleichnis; 
Das Unzulangliche , 
Hier wirds Ereignis; 
Das Unbeschreibliche , 
Hier ist es getan; 
Das Ewig- fleib l iche 
Zieht uns hinan . 
Goethe , Faust II 
