Abstract-This paper presents an artificial neural network based direct self control (ANN-DSC) scheme for an inverter-fed three-phase induction motor. In order to cope with the complex calculations required in DSC, the proposed ANN system employs the individual training strategy with the fixed-weight and the supervised models. A computer simulation program is developed using Matlab/Simulink together with the Neural Network Toolbox. The simulated results obtained demonstrate the feasibility of ANN-DSC. Compared with the classical DSPbased DSC, the proposed ANN-based scheme incurs much shorter execution times and hence the errors caused by control time delays are minimized.
INTRODUCTION
The neural network is well known for its learning ability and approximation to any arbitrary continuous function [l] . Recently, it has been proposed in the literature that neural networks can be applied to parameter identification and state estimation of induction motor control systems [2] . However, ANN vector control of induction motors is seldom reported. One of the reasons is the complexity of the controller.
Direct self controller (DSC) [4,5] is a dynamic, recurrent, and nonlinear signal processing method which theoretically can give an inverter-fed three-phase induction motor an excellent performance [3-51. Because complicated calculations are involved, it is difficult to implement DSC using common IC hardware. The DSC algorithms are usually studied by serial calculations on a digital signal processor (DSP) board. However, as a predictive control scheme, DSC has a steady-state control error produced by the time delay of the lengthy computations, which depends largely on the control algorithm and hardware performance. Typical DSP (TMS32010) execution time of the DSC algorithm is about 250 ps [6], hence the maximum switching frequency of the inverter has to be limited to 4 kHz. Consequently, DSC is usually suitable for motor drives with low switching frequencies. With simple architecture and the inherent parallel computation capability, a neural-network controller is superior to a DSP board in execution time and hardware structure. The execution times of neural devices are less than 0.5 ps (analog) or 0.8 ps (digital) per neuron [7] . Two neural devices have been suggested [2] for induction motor control. Micro Devices MD-1220, a digital VLSI device, takes 0.8 ps to process any synaptic input (or bias) when the clock rate is 20 MHz. Intel 80170NX (Electrically Trainable Analog Neural Network), on the other hand, is an analog device which takes only 3 p i to process through each layer. This paper presents an ANN algorithm with 7 layers and 58 neurons to replace the DSP serial calculations of the classical DSC system. Because the 58 neurons take only 46.4 ps (using the digital MD-1220) or 21 ps (using the analog 80170NX), the control precision of DSC can be significantly improved using the neural network algorithm.
NEURAL NETWORKS
In general, a neural model is mathematically represented by a basis function (net function) and an activation function (neuron function). The selection of these functions often depends on the applications of the neural network. In other words, application-driven neural models are only loosely tied to the biological realities. Linear basis function u(wi,x) is a hyperplane-type function, where wi stands for the weight matrix, x for the input vector, and 0; for the bias or threshold. Mathematically, wherej is the dimension of input.
The net value as expressed by the basis function, u;(w;,x), will be immediately transformed by an activation function of the neuron. Thus, where y; is net output andfl.) is the activation function.
The memory of a neural network lies in the weights and biases. The neural networks can be classified, in terms of how the weights and biases are obtained, into three categories [8] . They are fixed-weight, unsupervised and supervised networks. In this paper, the fixed-weight networks and the supervised networks are used. The constructions of the two networks are shown in Fig. 1 . The training data consist of pairs of input and target produced by the DSC mathematical model. The characteristic of the fixed-weight network is that the weights and biases are pre-computed and pre-stored from training data. The fixed-weight network, which is also called the direct design method, can be used to implement an exact mathematical model. In same cases, its implementation is easier than the supervised network.
In the supervised network, the weights and biases are adaptively trained by a learning mechanism, which has been the mainstream of neural model development. where E,,, is the squared error of the output layer, I is the dimension of the output vector, y" is the actual output vector, and t " is the corresponding desired output vector. The weights are changed to reduce the cost function E to a minimum value by the gradient descent method. 
Hystere! Compar,
individual training, the training of an individual subnet will not be influenced by the inputs and outputs of other subnets. Pure mutual training is almost impossible for DSC, due to three reasons. Firstly, the direct self controller is a dynamic (there are integrators), recurrent (there are hysteresis comparators), and nonlinear system. Secondly, the eight input variables (vu, vb, v , i, ib, i,, T*, l l * l ) constitute a huge training set. Thirdly, it may take substantially more iterations to reach a mutual agreement between all the nodes. For simpler and faster design, the individual training strategy is adopted in this paper.
NEURAL NETWORK BASED DSC
A DSC scheme consists typically of 312 transformations of current and voltage, flux estimation, torque calculation, flux angle encoder, flux magnitude computation, hysteresis comparator, and optimum switching table. Fig.2 shows a DSC system in the Matlab/Simulink window, which consists of a DSC controller, an inverter, and an induction motor [9].
Based on DSC principle, the neural network controller is divided into five sub-nets, which are individually trained: 1) flux estimation sub-net (supervised) with dynamic neurons. 2 ) torque calculation sub-net (fixed-weight) with square neurons. 3 ) flux angle encoder and magnitude calculation sub-net (supervised and fixed-weight) with logsig neurons and tansig neurons. 4) hysteresis comparator sub-net (fixedweight) with recurrent neurons. 5 ) optimum switching table sub-net (supervised) with hard limit neurons.
A. Flux estimation sub-net
The flux estimation may be expressed as output is described by a differential equation [lo] . Hence, the flux estimation sub-net should be constructed by the two dynamic neurons that consist of linear neurons and integrators. A supervised method, viz. the back-propagation learning rule, is used to train the linear neurons until they can approximate (6) and (7). 
B. Torque calculation sub-net
The torque equation for a DSC system is given by:
where P is the number of motor poles.
Since there are four inputs, Vds, yqs, ib, and i q , the data of all training patterns will be huge if high precision is required. To avoid the training difficulties, the fixed-weight method is adopted. (8) The network of flux angle encoder and flux magnitude calculation consists of five nets as shown in FigS. Net 1 with two square neurons implements (13). Net 2 with four tansig neurons implements (14). Net 3 with four logsig neurons, net 4 with three square neurons, and net 5 with ten hard limit neurons implement (15), (16), and (17), respectively. Net 1, net 4, and net 5 are designed using the fixed weight method. Net 2 and net 3 are designed using the supervised method.
The output layers of the netl, net2, net3, and net 4 will be merged with the input layers of their next sub-nets according to the tule shown in Fig.14 . Hence, weights and biases of the output layers of these nets have not been listed hereinafter.
Design of net 1 is similar to that used for the torque calculation sub-net described in section B.. Weight w and bias 8 of the net 1 with two square neurons can be directly designed according to (13) as follows:
The back-propagation learning rule is used to train net 2. 500 inputloutput pairs for training net 2 are produced by the square root function. After 50,000 training epochs, the sumsquared error E is less than 0.01. Weight w and bias 8 of net 2 with tansig neurons is as follows. The back-propagation learning tule is used to train net 3 until they can approximate the reciprocal function. 1,000 inputloutput pairs are produced by the reciprocal function to train net 3. After 100,000 training epochs, the sum-squared error E is less than 0.02. 
D. Hysteresis comparator sub-net
Using the hysteresis comparator as shown in Fig.10 , the flux error between stator flux Ihl and its command Ih*I can be limited within Ulhl, and the flux error code B6 produced by the hysteresis comparator will be used to select the voltage space vector. Equation (21) represents a recurrent calculation: To obtain B6, we have to do a calculation using B6, and in order to do the calculation, we have to obtain B6. In order to derive the weight and bias of the network, (21) can be rewritten as 
E. Optimum switching table
The DSC optimum switching table is shown in Table 1 . A two-layer network with a total of 32 hard limit neurons is employed to implement the optimum switching table. The first layer has 23 neurons and the second layer has 3 neurons). Utilizing the 36 pairs of input and output patterns shown in Table 1 , the network is trained by a supervised method with perceptron training rule [ 111. After 321 training epochs, the sum squared error E arrives at zero. 47.0715 18.3421 39.3128 19.8300 66.1149 38.1971 10.0276 10.5172 -23.2186 31.3423 -82.8622 -2.3431 81.3558 -11.4122 -74.3797 -31.0657 -15.0781 -41.1647 25.5236 1.0999 34.7033 50.9470 -11.9138 -13.8670 -10.4534 -31.1892 39.6167 47.5688 33.1082 67.7114 -32.5416 -77.431 I -37.5666 -46.1118 9.6021 -39.3630 -3.9496 -10.5267 -15.9416 -57.5613 -63.8121 8.1912 -72.1204 -16.5997 48.0935 -54.5250 -69.1477-103.9177 -0.2557 -0.6748 
F. Linking of neural network
When the sub-nets are linked to each other, some neurons of the output layer may be merged with the input neurons of the next sub-net. For example, if an output neuron of a subnet has a linear activation function, it may be merged with the input neuron of the next sub-net. As shown in Fig.14 , the activation function of neuron A is linear, and its output is x = W,X, + W , X~ +e,. 
In this way, neuron A is merged with neuron B as well as neuron C as illustrated in Fig. 14. If an output neuron of a sub-net has a hard limit function, it can also be merged into next sub-net's input neuron that has also a hard limit function. Employing this strategy, the number of layers and neurons of the linked network can be decreased. With the merging of input and output neurons, the five sub-nets (flux estimation, torque calculation, flux angle encoder and flux magnitude calculation, hysteresis comparator, and optimum switching table) are assembled into the DSC neural network as shown in Fig.15 . The complete neural network consists of 7 layers and 58 neurons. It may be implemented using special neural devices. If the device 80170NX (Intel analog IC chip) is used, the processing time for the seven layers will be 21 p. If the device MD-1220 (digital IC chip) is used, the processing time for 58 neurons will be 46.4 p (at a clock rate of 20 MHz). Parallelism of neural device computation renders it extremely fast compared with the DSP serial computation.
IV. SIMULATION O F NEURAL NETWORK DSC
A Matlab/Simulink program with Neural Network Toolbox is used to simulate the neural network DSC as shown in Fig.16 .
Voltage calculator amplitude computation
The induction motor used for the simulation studies has the following parameters:
Type: three-phase, 7.5-kW, 220-V, Fig.19 , and Fig.21 show the torque response, speed response, and flux response of the classical DSC system with 100 p controller delay (typical of a DSP-based controller), while Fig.18, Fig.20 and Fig.22 show the torque response, speed response, and flux response of the neural network control system with 25 p controller delay. The results demonstrate that DSP-based DSC produces large torque and flux errors, whereas the neural network controller eliminates almost all these errors. In the simulation studies, it is evident that 1) torque and flux errors increase with increasing controller delay time, 2) the large torque and flux errors decrease the robustness of the drive system against current noise and load changes. It can be concluded that neural network based DSC is a more effective algorithm for the control of an inverter-fed induction motor. 
V. CONCLUSION
In this paper, the flexible neural network structures are used to implement a direct self control (DSC) system for an inverter-fed induction motor drive. Based on the fundamental principle of DSC, an individual training strategy that involves both the fixed weight and supervised networks are employed for the ANN controller design. The fixed weight method can accurately implement a mathematical model whereas the supervised method can closely approximate a complex target. Neural network based DSC greatly reduces the execution time of the controller, hence the steady-state control error is almost eliminated. The results of simulation demonstrate that the neural network algorithm has a better precision in the torque and flux responses than the classical DSC method. The application of neural network techniques simplifies hardware implementation of DSC and it is envisaged that ANN-DSC induction motor drives will gain wider acceptance in future.
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