ABSTRACT Chinese grammatical error correction (CGEC) is practically useful for learners of Chinese as a second language, but it is a rather challenging task due to the complex and flexible nature of Chinese language so that existing methods for English cannot be directly applied. In this paper, we introduce a convolutional sequence to sequence model into the CGEC task for the first time, since many Chinese grammatical errors are concentrated between three and four words and convolutional neural network can better capture the local context. A convolution-based model can obtain the representations of the context by fixed size kernel. By stacking convolution layers, long-term dependences can be obtained. We also propose two optimization methods, shared embedding and policy gradient, to optimize the convolutional sequence to sequence model through sharing parameters and reconstructing loss function. Besides, we collate the existing Chinese grammatical correction corpus in detail. The results show that the models we proposed two different optimization methods both achieve large improvement compared with the natural machine translation model based on a recurrent neural network.
I. INTRODUCTION
Nowadays, more and more people have learned Chinese as their second foreign language. Meanwhile, Chinese writing has received more and more attention. Grammatical error, also called usage error, is a big challenge for the Chinese learners as a second language. Traditional learning methods for learning Chinese writing rely on teachers or others to make corrections to wrong sentences. This is time consuming and labor intensive for a large number of writing text corrections. It is also impossible for learners to get timely feedback. Therefore, people are beginning to pay attention to automatic grammatical error corrections. A lot of research [1] - [3] has been done for English automatic grammatical error correction. The works of Chinese grammatical error correction (CGEC) [4] are limited by the lack of corpus and are still in exploring. Some shared tasks have been conducted for English [5] , [6] and Chinese [4] , [7] to promote the research on grammatical error correcThe associate editor coordinating the review of this manuscript and approving it for publication was Zhanyu Ma. tion. In this paper, we focus on Chinese grammatical error correction.
Chinese grammatical errors are different from English grammatical errors in terms of commonly observed mistakes. For example, in English, the improper use of article like ''a'' and ''the'', the error use of singular and plural form, and spelling mistakes often appear. However, misnomers and improper use of auxiliary words are the two most common cases of Chinese writing errors, which is different from English. Similar pronunciation, character form and meaning in Chinese words lead to misnomers. Auxiliary words are sometimes as the essential part of Chinese grammar, however, these words may have no clear semantics, such as '' '' and '' ''. Correction of English grammatical error needs to pay attention to not only the errors between words, but also the errors inside of the words. Correction of Chinese grammatical error focuses more on the fixed match error and the overall sentence structure. Grammatical errors in Chinese sentences are defined as four types according to NLPTEA 2016 shared task [8] in accordance with the method of correction, redundant words (denoted as a capital ''R''), missing words (''M''), word selection errors (''S''), and word ordering errors (''W''). Examples of grammatical error are shown in Table 1 .
Grammatical error correction is usually considered as a translation task [2] . Sentences with grammatical errors are translated into correct sentences. The most commonly used grammatical error correction model is the sequence to sequence model based on recurrent neural network (RNN) [2] . Unlike previous models, we use convolutional sequence to sequence model [9] . Many Chinese grammatical errors are concentrated between three and four words and convolutional neural network (CNN) can better capture the local context. Therefore, the CNN-based model is more suitable for Chinese grammatical error correction. Convolution obtains representations of the context through fixed size windows. The maximum length of the dependencies to be modeled can be more precisely controlled by stacking convolution layers. The convolutional network no longer relies on the output of the previous time step, so parallel calculations can be performed to reduce computation time. Based on the basic convolutional model, we propose two optimization methods to make the model perform better.
Our main contribution consists of four parts. First, we introduce the convolutional sequence to sequence model to CGEC task for the first time. Second, we add shared embedding and policy gradient respectively on the basis of the convolutional sequence to sequence model. Third, we organize and analyze existing corpus for Chinese grammatical error correction. Finally, the results of experiments show that the models we proposed of two different optimization methods are effective in Chinese grammatical error correction and achieve better results in all evaluation methods compared with basic model.
II. RELATED WORK
Grammatical error correction, a sequence-to-sequence problem, now is often seen as a translation task [2] . Translate sentences containing grammatical errors into correct sentences. Represent words as word vectors [10] . The maximum probability [11] , [12] of the current word is determined by the original sentence and the previous word.
English grammatical error correction has developed for a long time. CoNLL-2013 shared task pays attention to error correction in English and classifies various grammatical errors in detail. Xiang et al. [1] combined machine learning and rule-based methods together to correct five types of errors, determiner, preposition, noun number, verb form and subject-verb agreement. Yuan and Briscoe [2] first introduced translation model to grammatical error correction task. Sakaguchi et al. [13] trained grammatical error correction model with reinforce learning. Ji et al. [14] proposed a new hybrid neural model with nested attention layers for grammatical error correction (GEC) which can correct errors by incorporating word and character-level information. Due to using a wrong verb is the most common grammatical errors, Wu et al. [15] described a system for detecting and correcting potential verb errors in a given sentence. Lo et al. [16] presented a GEC system which trained on EF-Cambridge Open Language Database (EFCAMDAT), a large learner corpus annotated with grammatical errors and corrections. Ge et al. [3] used fluency boosting learning which generated fluency-boost sentence pairs during training, improving the performance of the error correction model. New evaluation methods have also been proposed. Chollampatt and Ng [17] proposed a sentence-level analysis indicates that comparing GLEU and M2, one metric may be more useful than the other depending on the scenario. Chollampatt and Ng [18] proposed the first neural approach to automatic quality estimation of GEC output sentences that did not employ any hand-crafted features. The approach trained in a supervised manner on learner sentences and corresponding GEC system outputs with quality score labels computed using human-annotated references.
Compared with English, Chinese grammatical error correction, due to the lack of corpus of corresponding sentence pairs, often used statistical method in the early stage. In recent years, machine learning has been applied to Chinese grammatical error correction task, such as CNN [19] , [20] and RNN [21] , [22] . Hu et al. [23] presented statistical data and performed analysis in detail on basic information of short message corpus and built an automatic error correction system to correct the misapplication of Chinese characters in short messages. Yu et al. [24] corrected sentences by providing candidate corrections for all or partially identified characters in a sentence, and scoring all altered sentences and identifying which was the best corrected sentence. Chang et al. [25] used phonological similarity and orthographic similarity co-occurrence to train linear regression model to detect and correct misspelled words in documents. Cheng et al. [26] focused on word ordering errors with SVM.
Xiong et al. [27] proposed a unified framework for Chinese essays spelling correction based on extended HMM and ranker-based models, together with a rule-based model. Chen et al. [28] measured the likelihood of correction candidates generated by deleting or inserting characters or words, moving substrings to different positions, substituting prepositions with other prepositions, or substituting words with their synonyms or similar strings. Shiue et al. [29] treated the error correction task as a translation task from erroneous Chinese to well-formed Chinese. Li et al. [30] proposed a hybrid system with two stages: the detection stage with BiLSTM-CRF and GEC models and the correction stage. GEC models contained rule-based model, NMT model and SMT model. Fu et al. [31] regarded the CGEC task as a translation problem which translated the wrong sentence into the correct one. Fu et al. [32] built the detection model through bidirectional Long Short-Term Memory with a conditional random field layer (BiLSTM-CRF) and the correction model based on the ePMI values and seq2seq model.
III. CONVOLUTIONAL SEQUENCE TO SEQUENCE MODEL
A. MODEL Current grammatical error correction task is often considered as a translation problem. For grammatical error correction, the source sentences of translation are sentences containing grammatical errors and the target sentences are the corrected sentences. The aim of translation task is to convert the two languages, so the words in source language and the target language basically do not overlap. Different from the translation problem, for grammatical error correction problem, the source language is consistent with the target language.
Different from English, Chinese sentences have no spaces, which means that word segmentation has not been made for the original sentences. Although the word is the smallest semantic unit of Chinese, the number of commonly used words is huge and sparse problem may exist. Compared to words, the number of commonly used characters in Chinese is relatively small, and characters also contain certain semantic information. So in our model, we use characters as the smallest unit.
The embedding consists of two parts, one is the character embedding and the other is the position embedding, for both the input of encoder and the output elements generated by decoder. The embedding is represented by v i = c i +p i , where c i and p i represent the character embedding and position embedding respectively. The calculation of convolution does not contain sequence absolute position information like RNN. The absolute position of the word or character in the sequence facilitates the translation task of the sequence [9] , so the position embedding is combined with character embedding. Both embeddings are trained with other parameters in the network.
Both encoder and decoder share same block structure which contains a one dimensional convolution followed by a non-linearity. The convolution kernel can only focus on the context with a window size of k. Stacking convolution layer can increase the number of input elements represented in a state. Consider the input context S ∈ R k×d , where d is the dimension of the word embedding. 2d convolution kernels of size k × d are used to convolve the input context, and the output is represented as Y ∈ R 2×d . Gated linear units (GLU) [33] is used as the following non-linearity. Y can also be represented as [Y 1 , Y 2 ], each has a dimension d. The output of the convolutional layer can be calculated as (1),
where f (Y ) represents the output representation, · is an element-wise multiplication and σ refers to the non-linearity. The role of non-linearity is similar to the gate function of long short-term memory (LSTM) module which can control the correlation between the current input and the current context simply.
Residual connection is added to the convolutional blocks to enable the multi-layer convolutional network contain the underlying information to have better performance as (2),
where h i means the output of encoder, l refers to the convolutional layer. For decoder, two padding symbols are added at the beginning when generate the target sentence. In each decoder layer, convolution is also followed by a non-linearity. Residual connection is also added like (3).
where w l i represents the decoder state at time step i at layer l. Z represents the output of decoder after convolution.
Multi-step attention is used in each decoder layer. The calculation of attention weights is shown as (5) and (5).
To compute attention weights, decoder state summary s l i is needed to compute by the current decoder state w l i and previous target element t i . The attention weight is computed as a dot product of the decoder state s l i and each output h u j of the last encoder block u.
The calculation of the source context vector q l i is the weighted summation of the encoder outputs and input embeddings as (6) .
The final decoder output vector is map to e i whose dimension is the target vocabulary size. Dropout is used before every encoder and decoder layer, decoder output, and embedding layer. Softmax is used to calculate the probability for each character. 
B. POLICY GRADIENT
We introduce Monte-Carlo policy gradient 1 method from reinforce algorithm to optimize our model to address the problem of non-differentiable in text generation. After using the policy gradient, the objective function aims to maximize the reward when generating the sentence, as illustrate in (7),
where L M is the objective function with policy gradient, Y 1:T refers to the sentence of length T generated by our model M, R is a Monte-Carlo estimation of the reward. The reward we defined as the score of GLEU. 2 Since the loss of the generation model is calculated after the target sentence is predicted. So we multiply loss for one sentence and reward for one sentence directly.
C. SHARED EMBEDDING
The biggest difference between the grammatical error detection model and the translation model is the difference between the source language and the target language. The source language of the translation model is different from the target language and the process is translating the source language into the target language. In the grammatical error correction task, the source language is the same as the target language. The task is to translate a sentence containing grammatical errors into a correct sentence. So in the sequence to sequence model, the encoder and decoder can share same embeddings which contain meanings of words or characters. The method of sharing embedding optimizes embedding parameters at both the encoder layer and the decoder layer.
IV. EXPERIMENT A. DATASET
The dataset we used is from NLPCC2018 shared task [4] and NLPTEA shared task [7] . The corpus published by NLPTEA 3 is derived from the HSK corpus 4 which is a Chinese proficiency test. This corpus provides not only the corrected sentences, but also the location and type of the errors. The advantage of the corpus is that the data has high quality since the correct sentence is modified by experts and there are almost no errors in correction information. However, this dataset is too small to support the grammatical error correction task.
The corpus provided by NLPCC2018 5 is derived from lang-8. 6 Since the corrections provided by lang-8 are mostly from netizens who use Chinese as their native language, the dataset is relatively confusing. There is a case in the corpus that the error sentence does not match the correct sentence. Some corrections in the corpus are just corrective methods and there are no complete corrected sentences. At the same time, there are sentences written in traditional Chinese. Therefore, cleaning is required for NLPCC2018 corpus. In order to ensure that the data is sufficient, traditional Chinese is changed into simplified Chinese by wiki, 7 since our task is for simplified Chinese. At the same time, in order to avoid the mismatch problem of data pairs, the sentence pair will be discarded if the length of the corrected sentence exceeds 1.5 times the length of the error sentence.
Chinese sentences written by foreigners generally do not exceed 75 characters in length, so we keep sentences with less than 75 characters. The cleaned corpus is divided into two parts, training set and validation set. The test set in NLPCC2018 is used directly as our test set. The test set is annotated correction information by two experts.
Detailed information is shown in Table 2 .
B. HYPER PARAMETERS
Our code is based on the public pytorch-Fairseq code. 8 The parameters used in experiments are the default settings in Fairseq. The initial learning rate is set to 0.25. The input dimensions of encoder and decoder are both 512. The character embedding is initialized randomly. The optimizer we used is Nesterov's Accelerated Gradient Descent (NAG) [34] with a simplified formulation for Nesterov's momentum. When generate the target sentence, the beam is set to 5.
C. EVALUATION CRITERIA
Precision, recall and F 0.5 are used to evaluate the model which are computed with MaxMatch (M 2 ) scorer. M 2 algorithm is widely used method for grammatical error correction task which prefers to choose the hypothesis that holds highest overlap with the gold edits from annotators. Here, {a 1 , a 2 , . . . , a n } represents the gold edit set from annotator and {s 1 , s 2 , . . . , s n } represents the system edit set. The calculation is shown as follows. 
V. RESULTS
The results are shown in Table 3 and demonstrate that the models we proposed have good performance in all evaluation method.
A. CONVOLUTIONAL SEQUENCE TO SEQUENCE MODEL
Compared with the sequence to sequence model with RNN, convolutional based model has achieved better precision. The precision in annotator 1&2 increases over 6%. Since convolution can focus directly on the information around words, it may have better performance. makes the model tend to save the parameters which reach highest reward. We simply use GLEU as our reward and the reward is not applied to the characters but the sentence which may cause the decline of accuracy.
D. THE RATIO OF ERROR SENTENCES TO CORRECT SENTENCES
After experiments, we found that some simple errors, such as character writing errors, were not corrected in the test set. So we want to explore the effect of the number of correct sentences in the corpus on the model. In the original training corpus, the ratio of error sentences to correct sentences is about 10:1. We get the added corpus from CTB9 and WMT 9 respectively. WMT consists of two parts, news' commentary and news. All corpus is cleaned with only Chinese. The detailed information is shown in Table 4 . All trained models are based on shared embedding. We can see from the results that the model trained on the corpus whose ratio of error to correct reaches 6:1 achieves best results. The model trained on the corpus with ratio 6:1 improves by 3.04%, 2.74%, and 2.5% for precision compared with the model only with shared embedding with annotator 1, 2 and 1&2 respectively. Also, F 0.5 in all annotator has a slightly improvement. Adding correct sentences can help the model find and correct errors more accurately. When fewer correct sentences are added, it will be slightly helpful for the model to correct sentences but not enough. When the correct sentences is added to a certain number, the model can have a significant improvement in the correction. When more correct sentences are added, fewer errors may be observed for the model, which is not conducive to training. In our model with shared embedding, the ratio of error sentences to correct sentences is 6:1, which would have a better effect. TABLE 5. Examples for case study: the words marked in blue refer to the word error, the word marked in red refer to the structure error.
VI. CASE STUDY
In this section, we will analyze the corrected sentences by different models. Sentences are shown in Table 5 . If the corrected sentences are the same, we just provide one translation.
A. THE EFFECT OF DIFFERENT ERRORS ON CORRECTIONS
In Chinese, words can be considered as the smallest semantic unit. The semantics of words are basically clear. Words consist of many characters and the most common case is a word consists of two characters. Since a word are composed of fixed characters, it is easy to find errors in a word. Example 1 illustrates this situation. The error in the word is marked in blue. The word '' '' (health) is a common word in Chinese. This kind of word often appears in Chinese text and the probability of co-occurrence of the characters in the word is high. Therefore, it is easy for model to correct errors in common words.
It is a bit difficult to correct this situation if one character in the word is written incorrectly and the word becomes another commonly used word. Because this is not an internal error of a word, but related to the semantics of the whole sentence. In Example 2, the word marked blue '' '' (unacceptable) and '' '' (intolerable) are both common words in Chinese, but represent different meaning and they cannot be substituted for each other. In this case, the model needs to consider the expression of the whole sentence in order to make corrections.
A large part of the above two situations occur in nouns and adjectives, because many of these words are composed of more than one characters. Therefore, when a word differs from the original one, it is likely to be found and corrected. In Chinese, the difficulties of correcting verbs include two aspects, one is that most verbs contain only one character, and the other is how to choose the appropriate verbs according to the context. As in English, there are many verbs can be chosen for a noun regardless of context. In Example 3, both '' '' and '' '' are verbs. In Chinese, we can correct the sentence like '' '' (fascinate me) or '' '' (fascinate me). The two correct sentences express same meaning. Therefore, the verb correction of this kind of words which contain only one character is very difficult. The meaning of the sentence and some structures need to be considered.
The above-mentioned errors are limited to relatively small range. It is quite difficult to correct the overall structure of the sentence. In Example 5, errors in the order of multiple words lead to structural errors in the sentence. These errors sometimes cannot be corrected by the model. Corrections to structural errors in the sentences are not unique. Therefore, the sentences corrected by the model are inconsistent with those gold sentences. But for Chinese, these corrected sentences are feasible. Hence, it is inadequate to simply evaluate the corrected sentences given by the annotator for the sentence structure error. In Example 6, sentences corrected by model and given by gold express exactly the same meaning, and the grammar is correct. However, the ways of modification are different. It would be inappropriate to use gold statements as the simple criterion.
Although gold sentences are corrected by experts, sometimes there are cases where sentences corrected by model are superior to gold ones. As shown in Example 7, the modification of the model is more in line with Chinese language habits which represents the same meaning and translates the same as gold in English.
B. THE EFFECT OF DIFFERENT MODELS ON CORRECTIONS
Compared with CGEC CSS model, in the case of using the same corpus, model with shared embedding and with policy gradient can make word correction better. For instance in Example 1, CGEC CSS cannot correct the word '' '' (helth). However, models with shared embedding and with policy gradient correct it with same training corpus. For some word errors, although the models have not provided the correction, the methods of modification are given. It can be seen that the model detects errors, which is also an improvement of the performance, as Example 4. The performance of the model also improves in the correction of sentence structure, when the model is provided with a larger corpus, as Example 5. It can be seen that providing the right number of correct sentences can promote model learning of sentence structure.
VII. CONCLUSION
This paper introduces the convolutional sequence to sequence model into the Chinese grammatical error correction task for the first time and the models we proposed of two different optimization methods both achieve good performance. In Chinese grammatical error correction tasks, using shared embedding can improve the precision and using policy gradient to achieve greater reward can improve recall and F 0.5 significantly. When adding additional correct sentences to the training data, the number of correct sentences need to be paid attention to. In our model, when the ratio of error sentences to correct sentences is 6:1, the model have the best performance. Compared with the basic convolutional sequence to sequence model, the model CGEC CSS 6 improves by 4.06% on precision and 0.97% on F 0.5 in annotator 1&2 and CGEC CSS +policy improves by 1.07% and 1.43% on recall and F 0.5 in annotator 1&2 respectively. Besides, we collate the corpus of Chinese grammatical error correction and provide detailed information.
In the future, we will consider correcting the structural errors in the sentences and try to introduce structural information to make the model perform better. 
