Abstract. This paper performs a study on the pre-processing phase of the automated text classification problem. We use the linear Support Vector Machine paradigm applied to datasets written in the English and the European Portuguese languages -the Reuters and the Portuguese Attorney General's Office datasets, respectively. The study can be seen as a search, for the best document representation, in three different axes: the feature reduction (using linguistic information), the feature selection (using word frequencies) and the term weighting (using information retrieval measures).
Introduction
In the last years text classification is gaining popularity due to the increased availability of documents in digital form and the following need to access them in flexible ways. This problem is well known in the Information Retrieval community and the use of Machine Learning techniques is opening many important and interesting research problems.
Research aimed at the application of Machine Learning methods to text classification has been conducted among others by Apté et al. (rule- In Joachims's work, documents are represented as bag-of-words [9] (without word order information) and the results are evaluated using information retrieval measures, such as the precision recall break-even point (PRBP).
In this paper, we follow his approach, aiming to determine if linguistic information is helpful for achieving good SVM performance. We use two sets of documents written in two different languages -the European Portuguese (the PAGOD dataset [8] ) and the English one (the Reuters dataset).
The work can be seen as a search in three different axes: the feature reduction (using linguistic information), the feature selection (using word frequencies) and the term weighting (using information retrieval measures) axes.
On previous work, we evaluated SVM performance compared with other Machine Learning algorithms [2] and performed a preliminary study on the impact of using linguistic information to reduce the number of features [3] . In this paper, we extend that work using IR techniques to weight and normalise features. In Section 2 a brief description of the Support Vector Machines theory is presented, while in Section 3 our classification problem and datasets are characterised. Our experiments are described in Section 4 and the results are presented in Section 5. Finally, some conclusions and future work are pointed out in Section 6.
Support Vector Machines
Support Vector Machines (SVM) belong to the group of kernel learning algorithms. These algorithms come from the area of statistical learning theory and are based on the structural risk minimisation principle [11] .
SVM are supervised binary linear classifiers and, as such, they fail to present a solution when the boundary between the two classes is not linear. In this situation the approach followed is to project the input space X into a new feature space F and try to define a linear separation between the two classes in F . In this way, SVM classifiers can be obtained using algorithms that find the solution of a high dimensional quadratic problem.
In the scope of this work only linear kernels, the functions that transform the input feature space, are used. More detailed information can be obtained in several specialised books, such as [10] .
Domain Description
The text classification problem at hand (both, the Reuters and the PAGOD datasets), can be characterised as a multi-label one, i.e. documents can be classified into multiple concepts/topics. The typical approach to solve it, is to divide into a set of binary problems, where each concept is considered independently, reducing the initial problem to several binary classification ones.
An important open problem is the representation of the documents. In this work, as already mentioned, we will use the standard vector representation, where each document is represented as a bag-of-words. We discarded all words containing digits and retained words' frequencies.
The Reuters Dataset
The Reuters-21578 dataset was compiled by David Lewis and originally collected by the Carnegie group from the Reuters newswire in 1987. We used the ModApte split, that led to a corpus of 9603 training and 3299 testing documents.
On all 12902 documents, we found 31715 distinct words; per document, we obtained averages of 126 words, of which 70 were distinct.
The PAGOD Dataset
This dataset has 8151 documents and represent the decisions of the Portuguese Attorney General's Office since 1940. It is written in the European Portuguese
