To the memory of my father
Introduction
In this review article, we shall give an introduction to the field of generalized KacMoody algebras. This subject gained much interest when Borcherds first proved the remarkable Moonshine Conjecture, which connects two areas apparently far apart: on the one hand, the Monster simple group and on the other elliptic modular functions. Any connection found between an object which has as yet played a limited abstract role and a more fundamental concept is always very fascinating. Also it is not surprising that ideas on which the proof of such a result are based would give rise to many new questions, thus opening up different research directions and finding applications in a wide variety of areas.
We shall start by explaining the Moonshine Conjecture, giving at the same time a brief history of it. We will then give a brief outline of its proof. In the following chapters, we will take one by one the important concepts used in the proof (generalized Kac-Moody algebras, Vertex algebras, automorphic forms), explain them in some detail and mention recent developments connected to them. We shall finish by briefly discussing two interesting topics related to the field of generalized Kac-Moody algebras: Lie superalgebras and lattices.
The author would like to offer her apologies to anyone whose contribution was omitted or not extensively covered. This is not intentional.
Remark. Throughout this paper, the base field will be C. We next remind the reader of the definitions and properties necessary to understand the statement of the conjecture. For details, see [Shi] . Two subgroups, G and H of SL(2, R), are commensurable if both | H : G ∩ H | and | G : G ∩ H | are finite. For any discrete subgroup G of SL(2, R) commensurable with SL(2, Z), H * /G is a compact Riemann surface, where H * = H ∪ {cusp points of G}. A cusp of G is a point in R ∪ {i∞} fixed by a parabolic subgroup of G, i.e. a subgroup with a unique fixed point in R ∪ {i∞}.
The group G is said to be of genus 0 if the corresponding Riemann surface is of genus 0. Then there exist bijections F from H * /G to the Riemann sphere C ∪ ∞, and any meromorphic function on H fixed by G is a rational function of F . If furthermore F (i∞) = ∞, then F is called a Hauptmodul, and in this case there is a smallest positive real number r such that 1 r 0 1 ∈ G and so F (τ + r) = F (τ ).
The Hauptmodul F can thus be written as a function of q = e 2πiτ /r and has a Fourier expansion in a punctured disc centered at 0: F (τ ) = n∈Z a n q n . As G is of genus 0, F has a simple pole at ∞. Hence a n = 0 for all n ≤ −2. The Hauptmodul F is said to be normalized if a 0 = 0 and a −1 = 1.
1.
3. An outline of the proof. Conway and Norton not only conjectured that the graded traces T g (for all g ∈ M ) were Hauptmoduls, but based on the calculation of the first few coefficients, they gave a list of these Hauptmoduls [ConN] . So in order to prove the conjecture, one needs to first construct a Z-graded M -module (whose existence was conjectured by McKay and Thompson) , and then show that the traces are equal to the given Hauptmoduls.
In 1982, Atkin, Fong and Smith found an almost complete computer proof of the Moonshine Conjecture, thus giving strong evidence that the conjecture is correct. In 1983, Frenkel, Lepowsky and Meurman [FreLM1] constructed the moonshine module V with graded character given by the Thompson series. In 1992, Borcherds [Bor7] gave a very beautiful proof of the Moonshine Conjecture which, together with Frenkel, Lepowsky and Meurman's work, unlike the computer proof, explains how the modular functions and the Monster group are related and leads to new interesting questions and directions of research worth investigating.
The principal ingredients in Borcherds' proof are the moonshine module, vertex algebras and generalized Kac-Moody algebras. Generalized Kac-Moody algebras, also known as Borcherds algebras, are Lie algebras with a root system generalizing the notion of finite dimensional semisimple Lie algebras. They were constructed by Borcherds in 1988 [Bor4] and contain as a subclass the symmetrizable , and in particular the affine and finite dimensional simple Lie algebras. The most well known example of a generalized Kac-Moody algebra which is not a Kac-Moody algebra is the Monster Lie algebra, which plays a central role in the proof of the Moonshine Conjecture. In [ConN] , Conway and Norton had put forward the idea that there may be a Lie superalgebra which in some way "explains" the Moonshine Conjecture. The construction of the Monster Lie algebra (and thus the proof of the conjecture) is based on the explicit construction by Frenkel, Lepowsky and Meurman [FreLM1] in 1983 (see [FreLM2] ) of a Z-graded infinite dimensional vector space fixed by M and of graded dimension J: V = ∞ n=0 V (n). The module V has a rich algebraic structure.
The first step is to show that V is a vertex algebra with the Virasoro algebra acting on it in an "adequate manner". Vertex algebras were defined by Borcherds GENERALIZED KAC-MOODY ALGEBRAS AND SOME RELATED TOPICS 5 in 1986 [Bor2] . They are an essential part of the proof for the following reason. The construction of an explicit basis for finite dimensional Lie algebras follows directly from its lattice [FreK] . For infinite dimensional generalized Kac-Moody algebras also, explicit bases are known in certain cases [Bor5] , [Bor6] . However the construction is no longer direct, and one needs an essential intermediary structure: a vertex algebra on which the central term of the Virasoro algebra acts by multiplication by a constant at most equal to 26. As vertex algebras are derived from lattices, this constant depends on the lattice. It has to be unimodular of rank less than 26. This can be shown by applying Goddard and Thorn's No-Ghost Theorem from theoretical physics [GodT] . The generalized Kac-Moody algebra thus derived from the module V is the Monster Lie algebra. Another consequence of the No-Ghost Theorem and of the properties of the moonshine module proved by Frenkel, Lepowsky and Meurman [FreLM1] is that the Monster group M acts on this Lie algebra in such a way that its root spaces are isomorphic to the head representations of M . Now that we know this Lie algebra is a generalized Kac-Moody algebra, we can apply the representation theory of generalized Kac-Moody algebras to it in order to find its denominator formula. This is a formula which contains the essential information on the structure of the generalized Kac-Moody algebra in question. In the case of finite dimensional simple Lie algebras it is the classical Weyl formula, and for affine Lie algebras it is equivalent to the famous Macdonald identities. This was shown by Kac in [Kac2] , where a connection between modular functions and infinite dimensional Lie algebras was first discovered. More generally, when this formula is known explicitly it gives an infinite product expansion of an automorphic form. This is basically how generalized Kac-Moody algebras and automorphic forms are related.
The denominator formula for the Monster Lie algebra leads to some further information on its roots, which then allows Borcherds to compute the homology of the Lie subalgebra generated by its positive roots. This calculation shows that for all g ∈ M , the graded traces T g are completely replicable functions [Nor1] . These are modular functions which have in particular the property that all the coefficients of their q-expansion can be calculated from the first few. Thus Borcherds completes the proof by showing through a case by case calculation that the traces T g for the action of the Monster on the moonshine module are indeed the Hauptmoduls of the list given by Conway and Norton. In order to avoid a case by case study, one can use a result of Cummins and Gannon [CumG] of 1997. Their work explains why the Thompson series are Hauptmoduls and thus makes the last part of Borcherds' earlier proof fully conceptual.
Generalized Kac-Moody algebras
Before going further, we need to explain what a generalized Kac-Moody algebra is and give some of its characteristics.
2.1. Definition. As mentioned in the introduction, the best way to think of a generalized Kac-Moody algebra G is to consider it as a generalization of a finite dimensional semi-simple Lie algebra. Its definition is based on the Chevalley-Serre construction of finite dimensional semi-simple Lie algebras by generators and relations [Ser] . We give Borcherds' original definition [Bor4] .
Let I be a finite set {1, ..., n} or a countable one identified with Z + , and let A = (a ij ) i,j∈I be a symmetric matrix with real entries satisfying the following two properties:
Let H be a complex vector space with a symmetric bilinear form (., .) and elements h i , i ∈ I for which (h i , h j ) = a ij . The elements h i need not be linearly independent.
Then the generalized Kac-Moody algebra associated to the matrix A and with Cartan subalgebra H is the Lie algebra G generated by H and elements e i , f i , i ∈ I satisfying the following defining relations:
The generalized Kac-Moody algebra G = G(A, H) is a Kac-Moody algebra if all the diagonal entries of A are positive. If the indexing set I is finite and the matrix A is positive definite, we recover all the finite dimensional semisimple Lie algebras. If I is finite and the n × n matrix A is indecomposable of rank n − 1 and all principal minors of A are positive definite, and dim H = n + 1, then we get all the extended affine Lie algebras ([Kac9, chap.4] ). We remind the reader that the matrix A is indecomposable if after any reordering of the indices, it can never be written in the form
Note that in the usual definition of a Kac-Moody algebra, and a fortiori of a finite dimensional semisimple Lie algebra, the (generalized) Cartan matrix A is not assumed to be symmetric, but all diagonal entries are equal to 2. Thus there are Kac-Moody algebras which are not generalized Kac-Moody algebras since they have a non-symmetrizable Cartan matrix. Nevertheless, all the important classes of Kac-Moody algebras (known so far), i.e. finite dimensional semisimple, affine or hyperbolic, have symmetrizable (generalized) Cartan matrix A, in other words one which induces a symmetric bilinear form on H in the above manner. By this we mean that for each i ∈ I, there exists i > 0 such that DA is symmetric for D = diag( 1 , ..., n ). Since the generators of G(A, H) are multiples of the above given ones, G(A, H) ∼ = G(DA, H). Therefore when G has a symmetrizable Cartan matrix, it is simpler to assume that A is symmetric. In general, it is hard to prove results for non-symmetrizable Kac-Moody algebras, though Kumar [Kum] and Mathieu [Mat1] have independently proved a Demazure character formula for irreducible highest modules of arbitrary Kac-Moody algebras.
As mentioned earlier, the elements h i are not in general linearly independent. They need not be distinct even. In many examples of generalized Kac-Moody algebras, for example the Monster Lie algebra, the elements h i are linearly dependent, and so the general setup given above is needed.
For every (generalized) Cartan matrix A, there is a unique (up to isomorphism) universal central extensionG(A,H), which plays an important role in representation theory. Its Cartan subalgebra is generated by elements h ij for i, j ∈ I.
is central inG and h ij = 0 if and only if (h
for all k ∈ I. Writing h i = h ii , the definition of a generalized Kac-Moody algebra G can be extended to include all semi-direct products of abelian Lie algebras with quotients ofG(A,H) by central subalgebras contained inH [Bor6] . The abelian Lie algebras correspond to outer derivations having the generators e i and f i , i ∈ I ofG as eigenvectors.
If needed, one can always make sure that the elements h i are linearly independent in G(A, H) by taking an adequate central extension of G(A, H) and adding the necessary number of outer derivations. Up to the size of its centre and its number of outer derivations, the generalized Kac-Moody algebra G(A, H) is uniquely determined by its Cartan matrix A = ((α i , α j )) [KacP2] .
It is worth mentioning that the above definition of a generalized Kac-Moody algebra by generators and relations generalizes Moody's definition of a Kac-Moody algebra [Moo] . Kac defined the Kac-Moody algebra G(A, H) as the quotient of the Lie algebraG(A, H) with defining relations (i)-(iii), by the unique maximal ideal ofG(A, H) having trivial intersection with H. Using arguments from the representation theory of Kac-Moody algebras, both definitions were shown to be equivalent by Gabber-Kac [GabK] . This implies that a Kac-Moody algebra modulo its centre is simple if its Cartan matrix is indecomposable. Their work generalizes in a straightforward manner to generalized .
The root system.
When the elements h i are linearly independent, the roots can be defined as elements of the dual space H * , i.e. as the eigenvalues of the adjoint action of H on G. However in the general case, one has to be very careful about the definition of roots. They are not taken to be elements of H * , but of the root lattice Q defined as the free abelian group generated by the elements α i , i ∈ I, with a real valued bilinear form given by (α i , α j ) = a ij . We shall keep the same notation (., .) for the bilinear form on Q, H or H * . The elements α i are called simple roots.
For α ∈ Z + α i (resp. − Z + α i ), the root space G α is the subspace of G generated by the elements [e ij [...[ 
The set of roots ∆ consists of the elements α ∈ Q for which the space G α is non-trivial. A root α is said to be positive if it is the sum of simple roots. As usual, a root α ∈ ∆ is negative if and only if −α is a positive root. Hence the set ∆ decomposes into the set ∆ + of positive roots and the set −∆ + of negative roots:
Furthermore G is ∆-graded:
Note that if we set G 0 = H, then this is a Lie algebra grading.
There are two types of roots: either a root has positive norm, in which case it is called real, or else it has non-positive norm and it is said to be imaginary. We shall come back to this later.
We often abuse terminology and consider the roots as vectors in H or H * by using the natural map taking α i to h i or to the linear functional h * i in H * mapping h to (h, h i ). We shall do so in this paper. However this map from ∆ to H (respectively to H * ) is not injective when the elements h i (respectively h * i ) are linearly dependent. There may be n > 1 imaginary simple roots with the same image in H or H * if the
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Cartan matrix A has distinct columns which are equal. In this case, we say that h i (respectively h * i ) has "restricted simple root multiplicity" n. Since all non-diagonal entries of A are non-positive, this does not occur for real simple roots. Note that in general, the same vector in H or H * can be the image both of simple and non-simple roots. This happens for a natural class of generalized Kac-Moody subalgebras of the Monster Lie algebra [Ray2] . So the "restricted simple root multiplicity" of a root α in H or H * is defined to be the maximal dimension of a subspace of G α which cannot be generated by the root spaces G αi , where i ∈ I such that α i = α.
In order to avoid this problem, when the elements h i in H or the elements h * i in H * are linearly dependent, there is another standard way of defining roots. Instead of considering the roots as elements of H * (as previously), one extends the Cartan subalgebra to an abelian Lie algebra H e by adding an adequate number of outer derivations. Then the roots are taken to be elements of (H e ) * . We will assume that when the roots are considered to be elements of H or H * , the notion of positive and negative roots remains well defined and that there is a Weyl vector ρ ∈ H defined by
This is the case for the Monster Lie algebra which we shall define later. The Weyl group of G, which controls most of the structure of G, is a Coxeter group generated by the reflections corresponding to real simple roots:
It is worth mentioning that for generalized Kac-Moody algebras with no imaginary simple roots α i orthogonal to all simple roots α j for j = i, there are three equivalent definitions of a real root α ∈ ∆ [Kac9]:
(ii) α is conjugate under the action of the Weyl group to a simple root of positive norm; (iii) The α-chain through any other root is finite, i.e. ∀β ∈ ∆, β + nα ∈ ∆ only for finitely many n ∈ Z.
As we shall see in §6, one of the problematic features in the more general context of generalized Kac-Moody superalgebras is that this equivalence no longer persists. Note that if for all j = i, a ij = 0 and a ii = 0, then without loss of generality, the root α i can be assumed to be real since the Cartan matrix can be multiplied by a diagonal matrix D = (d ij ), where d ii = −1 and d jj = 1 for j = i, to get an isomorphic generalized Kac-Moody algebra. It follows from definition (ii) that real root spaces have dimension 1 and from (ii) and (iii) that a root α is real if and only if the Lie subalgebra
is isomorphic to sl 2 and its adjoint action on G decomposes into finite dimensional representations of sl 2 . None of this may hold for imaginary roots. If all roots are real, G is finite-dimensional. If all the simple roots are real, G is a Kac-Moody algebra. Hence a Kac-Moody algebra is generated by copies of sl 2 , one for each simple root, and the adjoint action of each of these sl 2 's on G decomposes into finite dimensional representations. A generalized Kac-Moody algebra is generated by copies of sl 2 and of the 3-dimensional Heisenberg algebra ( e, f, h = [e, f ] with h a central element), and in this case the action of these sl 2 's does not necessarily decompose into finite dimensional representations. In other words, the difference between a Kac-Moody algebra and a generalized Kac-Moody algebra is that the latter may have imaginary simple roots (corresponding to negative diagonal entries in the Cartan matrix), but they do not add any complication to the structure. Roughly speaking, if no two imaginary simple roots are mutually orthogonal, the imaginary simple roots mostly contribute a free Lie algebra part to G [Kac7] , [Jur] .
Note that generalized Kac-Moody algebras appear naturally in the context of Kac-Moody algebras as the subalgebras of Kac-Moody algebras of elements fixed by finite groups of diagram automorphisms [Bor4] .
Characterizations of a generalized Kac-Moody algebra.
As the definition of a generalized Kac-Moody algebra is based on generators and relations, it is difficult to use it to check whether a given Lie algebra is a generalized KacMoody algebra or not. Hence it is important to find other characterizations of these algebras.
If
is an automorphism of G [Kac9] . Furthermore all generalized Kac-Moody algebras have an invariant symmetric bilinear form (., .) extending the bilinear form on the Cartan subalgebra and thus generalizing the Killing form. The bilinear form (., .) 0 given by (x, y) 0 = −(x, ω(y)) is positive definite on root spaces [KacP4] . Based on this, Borcherds gave the following characterization [Bor4] . It is essential in the proof of the Moonshine Conjecture, where it is needed to show that the Monster Lie algebra is indeed a generalized Kac-Moody algebra.
Theorem. Let G be a Lie algebra satisfying the following conditions: Kac-Moody algebra. Well known Lie algebras satisfying the conditions of the theorem are direct sums of affine and finite dimensional semi-simple ones, which correspond to the case when the form (., .) is positive semidefinite on all of G. Most generalized Kac-Moody algebras satisfy this theorem, though some with infinitely many generators do not [Jur] . Note that if G satisfies the conditions of the theorem, then this bilinear form is unique up to multiplication by a scalar on the derived algebra G if the Cartan matrix A of G is indecomposable [Kac9] .
The above characterization is not always very practical, because for a given Lie algebra there may be many bilinear forms, and it may be complicated to find one with the required properties. In [Bor8] , Borcherds gives another characterization in terms of properties of root systems and spaces which is more useful when the Lie algebra is constructed from a lattice. Indeed in this case, it is easier to derive properties of the root system than to find adequate contravariant bilinear forms. Nevertheless searching for other definitions may be worthwhile, as none of the existing characterizations is fully satisfactory.
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2.4. Affine Lie algebras. As explained above, generalized Kac-Moody algebras are a generalization of symmetrizable Kac-Moody algebras, and their structure is essentially the same. In this section, we shall say a few words on the structure of affine Lie algebras since they are the most important representatives of this class of Lie algebras, and also this will be useful both for our discussion of vertex algebras in §3 and for our illustration of the connection between generalized Kac-Moody algebras and automorphic forms in §5.
The Lie algebras known today as Kac-Moody algebras were constructed independently by Kac [Kac1] and Moody [Moo] in 1968. The aim of Kac in [Kac1] was to classify all simple graded Lie algebras G = i∈Z G i of finite growth; i.e. dim G i is bounded by a polynomial in |i|. This classification was completed by Mathieu [Mat2] in 1992. Note that in the more general context of Lie superalgebras, this problem is still open.
In [Kac1] , Kac gives an explicit construction of an important class of graded Lie algebras of finite growth: the affine Lie algebras. It is in this paper and in [Moo] that affine Lie algebras appear for the first time in the mathematics literature.
Let G 0 be a Lie algebra with an invariant symmetric bilinear form (·, ·). The affinization of G 0 is the Lie algebra
The element c is called the canonical central element. Let d be the derivation of G acting as follows:
The extended affine Lie algebraG is the semidirect product of G with Cd. When G 0 is a finite dimensional simple Lie algebra, the Lie algebra G is called an (untwisted) affine Lie algebra [Kac9] . Therefore an affine Lie algebra is a central extension of a loop algebra
is the algebra of Laurent polynomials, with an added derivation.
The affine Lie algebras first appeared in the physics literature in 1971 as symmetries of an important class of models of two dimensional conformal field theories. They have other important applications in physics. For example, they play a fundamental role in the analysis of critical phenomena in two dimensional statistical systems. In mathematics they give a framework for the famous Macdonald [Mac] identities for certain powers of the Dedekind η function [Kac2] .
The hyperbolic or Lorentzian Lie algebras form another important subclass of the symmetrizable Kac-Moody algebras. They are defined to be Kac-Moody algebras having a non-degenerate bilinear form (., .) of signature n − 2 on the Cartan subalgebra H of dimension n. In other words, H is a Lorentzian space. Unlike affine Lie algebras, there are no known general explicit constructions of the hyperbolic ones. It is therefore of interest to try and find more information about their structure and to start with the dimensions of their imaginary root spaces. It is in this connection that Goddard and Thorn's No-Ghost Theorem [GodT] from theoretical physics was first applied in mathematics by Frenkel [Fre] . This then led to Borcherds' use of this theorem in order to find explicit realizations of generalized Kac-Moody algebras whose root lattice is Lorentzian of rank at most 26. Hyperbolic Kac-Moody algebras have recently been extensively studied by Nikulin and Gritsenko [Nik1] , [Nik2] , [GriN1] , [GriN2] , [GriN3] .
2.5. Highest weight modules. Before ending this chapter, we will review some basic facts about an important class of representations of generalized Kac-Moody algebras. Highest weight representations will be needed throughout the rest of the paper. They lead to the denominator formula, which is central to the theory of generalized Kac-Moody algebras because it not only contains the essential information about the corresponding algebra but also provides the link between these algebras and automorphic forms. This link is indeed a very interesting aspect of this area. Furthermore as mentioned in the introduction, the denominator formula is essential in the proof of the Moonshine Conjecture. The construction of vertex algebras is also based on basic highest weight representations of affine Lie algebras.
The highest weight representations of generalized Kac-Moody algebras generalize the finite dimensional representations of the finite dimensional semi-simple Lie algebras. In the case of affine Lie algebras, they were first introduced by Kac [Kac2] . The physical motivation in considering this class of representations stems from the requirement that the spectrum of the eigenvalues of the derivation d (see §2) must be bounded above, as for example in string theory the eigenvalues of the operator −d give the mass spectrum.
It should be noted that many representations are neither highest nor lowest weight. Such is the case of the adjoint representation itself when the generalized Kac-Moody algebra is infinite dimensional. Non-highest weight type representations have been little studied, and much remains to be done.
We now define highest weight modules. Let G be a generalized Kac-Moody algebra with Cartan sub-algebra H. The G-module V (Λ) has highest weight Λ ∈ H * if V (Λ) is generated by a highest weight vector v satisfying
The weight Λ is integrable if (Λ, α i ) ≥ 0 for all simple roots α i of G and 2(Λ,αi) (αi,ai) ∈ Z for all real simple roots α i . So if Λ is an integrable weight, then for any real simple root α i , the action of the corresponding sl 2 on V (Λ) decomposes into finite dimensional sl 2 -representations, or in other words the corresponding generators e i and f i are locally nilpotent on V (Λ). When G is a Kac-Moody algebra, the converse also holds since there are no imaginary simple roots. The requirement (Λ, α i ) ≥ 0 for imaginary simple roots is a technical necessity. However note that the highest weight module V (Λ) of a generalized Kac-Moody algebra is integrable if and only if it is unitarizable [KacP4] , by which we mean that there is a positive definite contravariant bilinear form on V (Λ).
For all Λ ∈ H * , it can be shown there is a unique (up to isomorphism) G-module M (Λ) of highest weight Λ, called the Verma module, such that any G-module of highest weight Λ is a quotient of M (Λ). It follows that for all Λ ∈ H * , there is a unique (up to isomorphism) irreducible G-module M (Λ) of highest weight Λ, which we will denote V (Λ).
Vertex algebras
In this section we introduce another essential ingredient in the proof of the Moonshine Conjecture.
Vertex operators.
Roughly speaking a vertex algebra is a vector space with infinitely many formal operators, the vertex operators, which act on it and satisfy certain properties. Generating functions known as (twisted) vertex operators first appeared in the mathematics literature in 1978 in the work of Lepowsky and Wilson [LepW] on the basic representations of affine sl 2 , a basic representation of an affine Lie algebra being an integrable highest weight representation V (Λ) with Λ(c) = 1, where c is the canonical central element (see §2.4) . A construction of the basic representations for all affine Lie algebras using untwisted vertex operators was done by Frenkel and Kac [FreK] in 1980. It was also done differently by Segal [Seg] . Lepowsky and Wilson's work was extended to all affine Lie algebras by Kac, Kazhdan, Lepowsky and Wilson [KacKLW] in 1981. Twisted vertex operators were constructed by Kac-Peterson for root lattice E 8 and automorphisms from Weyl groups [KacP5] and, using completely different methods, by Lepowsky for any lattice and any isometry of the lattice [Lep2] .
Vertex operators have since played an essential role in the representation theory of affine Lie algebras. In order to construct explicit highest weight representations of affine Lie algebras, it was necessary to use vertex operators which first appeared in theoretical physics, more precisely in the theory of dual resonance, where vertex operators are called quantum fields. They were introduced by Fubini and Veneziano in 1972 [Man] .
Vertex operators are quantum fields on a vector space V , which are, by definition the generating series of endomorphisms of V written
where α (n) are endomorphisms of the space V and for any v ∈ V , α (n) (v) = 0 for all n large enough.
Definition of a vertex algebra.
The vertex operator representations of affine Lie algebras inspired a construction of the simply-laced finite dimensional Lie algebras, i.e. of type A, D, E, all of whose roots have the same norm [FreK] . The point of this construction is that it yields an explicit Chevalley basis for the Lie algebra. It is also possible to construct certain types of infinite dimensional generalized Kac-Moody algebras starting from lattices and to find in this way an explicit basis for the algebras in question. However the procedure is more complicated and indirect, and one needs to first consider other objects: vertex algebras. Their construction is a generalization of the vertex representation of Kac-Moody algebras all of whose roots have the same length and in particular of affine Lie algebras with this property and is based on Frenkel's application in 1985 [Fre] of the Goddard-Thorn No-Ghost Theorem to the theory of Kac-Moody algebras. The starting point is an even lattice L with non-degenerate bilinear form (., .). We remind the reader that a lattice L is a Z-module (in other words a free abelian group) with an integral valued bilinear form. The lattice L is even if for any α ∈ L, (α, α) is even. We need to construct what the physicists call its "Fock space". Since L is even, it can be shown that there is a unique (up to isomorphism) central extensionL of L by the group Z 2 of order 2:
and extend the bilinear form to H. Consider H as an abelian Lie algebra, and take the extended affine Lie algebraH of H (see §2.4):
is an irreducible natural module for the Heisenberg algebra [H,H] . We remind the reader that a Heisenberg algebra is a Lie algebra whose derived subalgebra has dimension 1 and coincides with its centre. For any x ∈ S, writing x = β(−m)y, y ∈ S, the action ofH on S is defined as follows:
The Fock space is defined to be the tensor product c.e
Thus for n < 0, α(n) is a "creation operator" and for
In the above, the notation :: means that all the creation operators are on the left of all the annihilation operators. This is called the normal ordering [Bor2] , [FreLM2] , [Kac10] and is needed to ensure convergence. For any v ∈ V L , these vertex operators have the following properties [Bor2] , [FreLM2] , [Kac10] :
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In the above the vector 1 ⊗ 1 ∈ V L is written 1. In equality 3, the factor (z − w)
N cannot be cancelled out. This is often the case for formal series in z and w.
If the operators Y (v, z) are considered as complex functions, then relation 3 simply says that commutativity holds. However in a strict sense, Y (v, z)Y (w, y) and Y (w, y)Y (v, z) are not always defined in the same domain. So it is better to define vertex operators as formal series.
Based on the above, a vertex algebra is defined to be any vector space V having:
] for every element v ∈ V depending linearly on v and satisfying properties (1)- (3), where
The above definition given by Dong and Lepowsky [DonL] and by Li [Li] (see [Kac10] ) is simpler to state than Borcherds' original one [Bor2] , and both are equivalent [DonL] , [Kac10] . The vertex algebra V L constructed from a lattice L is called a lattice vertex algebra.
Before closing this section, we briefly explain the connection between vertex algebras and highest weight representations of untwisted affine Lie algebras. As mentioned earlier, the original motivation which led to the introduction of vertex operators in mathematics was to explicitly construct such representations.
Let L be a positive definite even lattice and ∆ the set of vectors of norm 2 in the lattice L. The elements e α for α ∈ ∆ give the Chevalley basis of a finite dimensional semisimple Lie algebra G with root system ∆ and Cartan subalgebra H = L ⊗ R:
LetĜ be the affinization of G andG its extended affine Lie algebra. From the above construction, the lattice vertex algebra V L can be shown to be a representation of G. The action of the elements c, d and α(n) ofG for α ∈ H is given by the representation of the extended affinization of H on V L , and the action of e α ⊗ t n for α ∈ ∆ is given by the coefficient of z −n−1 in the operator Y (e α , z). Let Q = Z∆ be the lattice spanned by ∆. As aG-representation, V L is the direct sum of the fundamental representations ofĜ corresponding to the orbits of Q in L. Furthermore the vertex algebra V Q is the distinguished fundamental basicGrepresentation, which plays an important role in theory of affine algebras [FreK] , [FreLM2] . It is known as the Frenkel-Kac construction. Each simply-laced affine Lie algebraĜ has a twisted vertex operator representation for each conjugacy class of the Weyl group of G, and the Frenkel-Kac construction corresponds to the trivial conjugacy class [KacP5] , [Lep2] .
The No-Ghost Theorem and generalized Kac-Moody algebras.
We will now explain how for certain even non-degenerate lattices L, one gets a generalized Kac-Moody algebra from the lattice vertex algebra V L . We keep the notation of section 3.2.
We first need to show how the Virasoro algebra acts on the space V L . We suppose in the rest of this section that L is an even non-degenerate lattice. The lattice vertex algebra V L is a vertex algebra with a special property. It contains a vector which can be defined as follows:
where the vectors (α i ) run through a basis of L and (α 1 ) through a dual basis in H. This vector ν ∈ V L is a "conformal vector"; i.e. its corresponding vertex operator can be written
where the operators L n , n ∈ Z, together with a central element c acting as multiplication by the rank of the lattice L on the space V L , generate a Virasoro algebra [FreK] . In particular,
The important point is that we have an action of the Virasoro algebra on V L . We remind the reader that the Virasoro algebra is the unique (up to isomorphism) central extension by a 1 dimensional centre of the Lie algebra of all derivations of the algebra of Laurent polynomials C[t, t −1 ]. It is generated by a central element c and elements
Lattice vertex algebras V L have conformal vectors because the lattice L is assumed to be non-degenerate. In general a vertex algebra does not contain such a vector. Note that vertex operator algebras were later defined by Frenkel, Lepowsky and Meurman [FreLM2] to reflect some crucial features of the moonshine module. They are vertex algebras with a conformal vector but with the added condition that all the eigenspaces of L 0 on V are finite dimensional. The converse is false since lattice vertex algebras are evidently not vertex operator algebras when the non-degenerate even lattice L contains roots of non-positive norms. In this case, the above definition of the operator L 0 implies that for any α ∈ L and h ∈ H,
Before proceeding further, we need to mention that there is a natural nondegenerate bilinear form on V L satisfying (i) (e α , e β ) = 1, if α = β; 0, otherwise; and
(ii) the adjoint of the operator α(−n) for any α ∈ H is α(n). The aim is to construct a generalized Kac-Moody algebra from V L .
For any vertex algebra V , the quotient space V/dV , where dV is the subspace generated by the action of the derivation d on V , can be given the structure of a Lie algebra by defining the bracket as follows:
However Goddard-Thorn [GodT] and Frenkel [Fre] showed that the space we should consider is not the whole of the lattice vertex algebra
Since dV ∩ V 1 = dV 0 , it follows from the above that V 1 /dV 0 has the structure of a Lie algebra.
If L contains the root lattice of a Kac-Moody algebra G all of whose real roots have the same length, it can then be shown that there is a Lie subalgebra of the Lie algebra V 1 /dV 0 isomorphic to the derived Lie algebra G . It is generated by the elements
This gives upper bounds for the multiplicities of the roots of G. Frenkel's insight was to apply the Goddard-Thorn No-Ghost Theorem [GodT] of 1972 from the theory of dual resonance in theoretical physics to this context in order to find better upper bounds when G is a hyperbolic Lie algebra (see §2.4) of rank at most 26 [Fre] . Generalized Kac-Moody algebras were unknown at this time, and it is in 1992 that using his characterization theorem (see §2.3) Borcherds showed that a quotient of V 1 /dV 0 is a generalized Kac-Moody algebra [Bor5] whose Lie subalgebra generated by the real simple roots is the hyperbolic Lie algebra G studied by Frenkel. We give a brief outline of the No-Ghost Theorem and of its proof [GodT] , [Fre] , [Bor7] , [Jur] . Let L be an even Lorentzian lattice and G the corresponding hyperbolic Lie algebra. As before, H = L ⊗ C and the construction of §3.2. shows that the lattice vertex algebra
is a representation of G since all the real roots of G have the same length. The space V L has an L-grading given by
The No-Ghost Theorem [GodT] states the absence of ghosts (i.e. of vectors of negative norm) in V α 1 when α = 0 in the Veneziano model if and only if the space-time dimension is less than the critical dimension 26. This result is not at all obvious.
Fix a non-zero root α ∈ L. Since L is Lorentzian, there is an isotropic vector β ∈ L (i.e. (β, β) = 0) which is not perpendicular to α. Set
and let
be the transverse subspace of P . Let N be the null space of (.,
where
As (α, β) = 0, it can be shown that the bilinear form is non-degenerate on the subspace T and that the space V α is generated by elements of the form
.., and v ∈ T . Set C to be the subspace of V α generated by elements of the above type with s 1 = 0 and K the subspace generated by the action of the operators
Since dim L = 26, using the above formula for commutators of elements in the Virasoro algebra, one can prove that the spaces
As the bilinear form is non-degenerate on T , we can therefore conclude that (1) holds and so there are no negative norm vectors in V α 1 if α = 0. The second step is to check that the Lie algebra V 1 /dV 0 has a quotient which satisfies the conditions of Borcherds' characterization theorem. Since L is Lorentzian, dim{h ∈ H R |(h, h) < 0} = 1. As the form is non-degenerate on T , this implies that the form is in fact positive definite on T . The involution ω acting on the space V L by
induces an involution on the Lie algebra V 1 /dV 0 . The form (., .) is contravariant with respect to ω. Therefore N is an ideal in V 1 . Hence V 1 /N is a Lie algebra, which we will call F . Also dV 0 ≤ N as (dV 0 , V 1 ) = 0. As L is Lorentzian, we can choose a root γ in L of negative norm not orthogonal to any norm 2 root of L. The inner product with γ gives a Z-grading of F . With this grading, the bilinear form induced on F by the form on V L and the involution satisfy the condition of Borcherds' Theorem since the No-Ghost Theorem implies this form is positive definite almost everywhere on F . Therefore F is a generalized Kac-Moody algebra.
If the lattice L is also assumed to be unimodular (i.e. L is self dual: L = L * ), then the generalized Kac-Moody algebra F is called the Fake Monster Lie algebra, and it was the first explicit example of a generalized Kac-Moody algebra which is not a Kac-Moody algebra. It was constructed by Borcherds in 1990 [Bor5] . In [Bor5] , Borcherds calculates the root multiplicities of the real roots of this Lie algebra all having norm 2. The hyperbolic Lie algebra G of rank 26 studied by Frenkel is a Lie subalgebra of the generalized Kac-Moody algebra F , and the real root spaces of G and F coincide. In [Bor5] , Borcherds also calculates the root multiplicities of the Fake Monster Lie algebra. They are equal to the upper bounds for these multiplicities given by Frenkel: For any root α of the Fake Monster Lie algebra
where p 24 (n) is the number of partitions of n into parts of 24 colours. Note that this implies that
where G is the hyperbolic Lie algebra of rank 26, and thus we get Frenkel's earlier result [Fre] when the lattice L is unimodular.
Before Borcherds constructed the class of generalized Kac-Moody algebras, it had been thought that the Kac-Moody algebra G generated by the simple roots of norm 2 contained in the Fake Monster Lie algebra was the Lie algebra that would explain the Moonshine Conjecture. This is because the unimodular even Lorentzian lattice of dimension 26 is closely connected to the Leech lattice [ConS] .
After constructing the Fake Monster Lie algebra, Borcherds at first thought this to be the suitable Lie algebra. It was therefore originally called the Monster Lie algebra, and its name was later changed.
Note that the above result can be easily extended to even Lorentzian lattices of any rank less than 26 and that the real roots of the generalized Kac-Moody algebras thus constructed all have norm 2.
The interesting hyperbolic Kac-Moody algebras are those which like G are contained in a generalized Kac-Moody algebra or superalgebra in such a way that both have the same real root spaces. Based on Borcherds' work, the theory of this type of hyperbolic Lie algebras has been developed in depth by Nikulin and Gritsenko. For a given rank r ≥ 3, there are only finitely many root lattices possible for such hyperbolic Lie algebras [Nik2] .
Quantum vertex algebras.
We make a small digression in this section. The definition of a vertex algebra suggests that it is some kind of ring acted on by a group [Bor2] . This becomes clear in the most simple case, i.e. that of a holomorphic vertex algebra. A vertex algebra is holomorphic if for all a ∈ V , a (n) = 0 for all n ≥ 0, so that Y (a, z) = n∈Z+ a −n−1 z n . Hence the vertex operators Y (a, z) are power series in z and the defining axiom 3 becomes commutativity. One can define an algebra multiplication by
The linear map d of axiom 1 can then be shown to be a derivation of V . The vertex operator Y (a, z) can be expressed in terms of this product and the derivation d:
where e zd is the formal power series for the exponential. It can be shown that holomorphic vertex algebras are the same as commutative associative algebras with a unit element and a derivation d [Kac10] . This is easier to see if we use a different notation. Put
So the aim is to try and define a category whose commutative rings are vertex algebras. In [Bor12] , Borcherds constructs additive symmetric tensor categories whose singular commutative rings are vertex algebras. This definition generalizes the above original definition of an ordinary vertex algebra, which corresponds to a particular category and allows a construction of quantum vertex algebras as the singular braided rings of the category. Though this definition is in some sense more abstract than the first one, it has the advantage of making the notion of vertex algebras appear natural within a mathematical context. The braided rings in the particular category corresponding to the ordinary vertex algebras correspond to the quantum vertex algebras defined earlier by others [EtinK] , [FreJ] . These new constructions lead to many open problems. Among others one should verify if there is any link between some quantum vertex algebras and quantum generalized KacMoody algebras (as defined by Kang in [Kan3] ) similar to the above one between ordinary vertex algebras and generalized Kac-Moody algebras, and in particular what happens in the case of the Monster Lie algebra.
3.5. The moonshine module. We want to find representations V (n) of the Monster group M of dimension c(n) (see §1), or equivalently we want to construct
An essential feature of vertex algebras is their link with modular functions. As we saw in §3.2, vertex operators first appeared in the context of the representation theory of affine Lie algebras. There is a deep connection between affine Lie algebras and modular functions, which was revealed through works of Feingold-Lepowsky [FeinL] , Kac [Kac2] , [Kac6] and , [KacP3] . The graded dimensions of the basic representations of simply-laced affine Lie algebras are given by modular forms.
For example, in the case of affineŝl 2 , the are two basic representations (see §3.2) are isomorphic to each other. Therefore their graded dimensions which have been calculated in different ways are equal. This leads to the "classical" Gauss formula for the Dedekind η-function:
We remind the reader that
Relevant observations by McKay, Garland [Gar] , Kac [Kac6] , [Kac7] and Lepowsky [Lep1] added evidence to the existence of the moonshine module. Before describing the module, we will give a brief description of these other works.
It has been known since the work of Dedekind that the modular invariant j can be written as follows:
where θ L (q) = ( α∈Γ8 q (α,α)/2 ) 3 for q = e 2πiτ and Γ 8 is the root lattice of E 8 . Now the graded dimension of the untwisted vertex operator representation V Γ8 of affinê
, which is almost the graded dimension of the module V we want, except that it has a constant term.
The vertex algebra construction described in §3.2 can be applied to the Leech lattice Λ. This is the unique 24 dimensional even unimodular positive definite lattice having no vectors of norm 2 (see §7). The graded dimension of V Λ is J(τ ) + 24. Again there is a constant term discrepancy. In [Kac8] , Kac attempted to construct a module over the centralizer of an involution in the Monster group by changing the previous vertex algebra V L , and he thought that this module could be extended to the whole Monster group by making use of vertex operators.
Then in 1984, Frenkel, Lepowsky and Meurman [FreLM1] successfully constructed the moonshine module V . It can be written as a direct sum of two subspaces:
The vector space V + Λ is a subspace of the space V Λ . For any non-degenerate lattice L, there are twisted vertex operator constructions corresponding to the conjugacy classes of the automorphism group of L which generalize the affine case [FreLM1] , [KacP5] . Here, V L corresponds to the conjugacy class of −1 and (V Λ )
+ is a subspace of V Λ . Frenkel, Lepowsky and Meurman showed V has graded dimension J(q) and the structure of a vertex operator algebra. They also proved the important result that the group of vertex algebra automorphisms of V preserving its grading is the Monster group. The moonshine module V contains the Griess algebra B of dimension 196884. More precisely, the Virasoro operator acts on V , and B is the 2-eigenspace of the operator L 0 . The algebra B was constructed by Griess in 1981 [Gri] , and he gave an explicit construction of the Monster group as a subgroup of the automorphism group of B by finding adequate symmetries of this algebra. In fact the Monster group is the full group of automorphisms of B [Tits] .
The reason why the traces T g of the action of the element g in the Monster group M on the moonshine module V cannot be computed directly for most elements g ∈ G is a consequence of the structure of V . The group M contains a subgroup C [Gri] which is the centralizer of a certain involution of M . The subspaces V + Λ
and (V Λ )
+ are the eigenspaces of this involution. When g ∈ C, the trace T g can therefore be computed [FreLM1] , [FreLM2] . When g does not commute with the involution fixing the above two subspaces, it is too complex a calculation. Therefore Borcherds' very elegant proof is needed. In it he applies the theory of Vertex algebras and the No-Ghost Theorem to the moonshine module V in a very original way to get an explicit realization of a generalized Kac-Moody algebra which is acted on by the Monster group, namely the Monster Lie algebra, so that he can then use the representation theory of these algebras to proceed further.
The important aspects of this moonshine module V for our purposes are as follows [FreLM1] , [FreLM2] :
1) The M -module V has the structure of a vertex algebra.
2) The module V contains a conformal vector of central charge 24, and so the Virasoro algebra L i , 1|i ∈ Z acts on V in such a way that
The eigenspaces of the operator L 0 on V are precisely the head representations of the Monster group M :
Since V (n) = 0 for n < −1, it follows that V is the direct sum of the eigenspaces corresponding to non-negative integral eigenvalues of L 0 :
Note that since for all n ∈ Z, V (n) is finite dimensional, the moonshine module V is not only a vertex algebra but also a vertex operator algebra (see §3.3).
3) There is a positive definite bilinear form (., .) on V .
3.6. The Monster Lie algebra. The construction of the Monster Lie algebra, the most well known generalized Kac-Moody algebra which is not a Kac-Moody algebra and which is central to the proof of the conjecture, brings together everything we have seen so far. In particular, Borcherds had the original insight to adapt the No-Ghost Theorem to the context of the moonshine module V , not only to give an explicit realization of the Monster Lie algebra and show that it is a generalized Kac-Moody algebra M, but also to prove that the action of Monster group M on V induces an action on M such that the root spaces are isomorphic to the head representations.
As written above, the moonshine module V is a vertex algebra. In order to apply the results of §3.3 to construct a generalized Kac-Moody algebra, we need a vertex algebra graded by a unimodular even Lorentzian lattice of rank at most 26. The smallest possible rank of a unimodular even Lorentzian lattice is 2, and it can be easily shown that tensor products of vertex algebras are also vertex algebras. The Virasoro algebra acts on the module V with central charge 24 (see §3.5). This suggests that we consider the tensor product of the vertex algebra V with the lattice vertex algebra V II1,1 , where II 1,1 is the unique even unimodular Lorentzian lattice of rank 2:
The bilinear form on II 1,1 is given by the matrix 0 −1 −1 0 . The II 1,1 -grading
Since the Monster group M acts on the space V , its action can be extended to the vertex algebra B by making M act trivially on V II1,1 . Set P 1 = {v ∈ B|L n v = 0, n > 0, L 0 v = v}, and define
The quotient space M is a II 1,1 -graded Lie algebra (see §3.3) called the Monster Lie algebra. We take the Z-gradation defined by:
Since the lattice II 1,1 is unimodular, even and Lorentzian, and the Virasoro algebra acts on B with central charge 26, we can conclude that M is a generalized Kac-Moody algebra graded by the lattice II 1,1 :
It remains to show that the Monster group M acts on the Lie algebra M in such a way that the root space M (m,n) is isomorphic to the M -module V (mn). This is also a consequence of the No-Ghost Theorem and of Frenkel, Lepowsky and Meurman's result. Since the Monster group M acts on the module V , we can extend its action on the vertex algebra V ⊗ V L by making M act trivially on V L . It can be shown that as a M -module, V ⊗ e α is isomorphic to the transverse subspace T (its definition is adapted in the obvious way from the one given in §3.3 in the case of the Lorentzian lattice of rank 26). By the No-Ghost Theorem, when the root α is non-zero, M α is isomorphic to the subspace T 1 of T of elements fixed by the operator L 0 (see §3.3) . By what precedes, M α is therefore isomorphic to
From the action of L 0 on V L , it can be deduced easily that
In other words, as a M -module, for α = (m, n) with (m, n) = (0, 0),
is isomorphic to R 2 since V (−1) is the trivial M -module of dimension 1 and H ∼ = R 2 . Therefore as an M -module
(Note that M acts trivially on R 2 .)
Denominator formulas and automorphic forms
We have now constructed the Monster Lie algebra M. We know exactly what its Cartan subalgebra H is, what the bilinear form on it is, and the dimensions of all its root spaces. In order to proceed further we need to identify which among the roots are simple; that is, we need to find the generators of M. Otherwise we will not be able to use the homology of generalized Kac-Moody algebras which will lead us to a formula which relates the traces of different elements of the Monster group on the various M -modules V (n).
Furthermore the next step in the proof of the Moonshine Conjecture illustrates how the theory of generalized Kac-Moody algebras can be a framework for interpreting some identities involving automorphic forms. We have to compute the denominator formula of the Monster Lie algebra M to find the simple roots of M. So we now explain what the denominator formula of a generalized Kac-Moody algebra is.
The denominator formula. Let us fix some notation:
G will denote a generalized Kac-Moody algebra, H a Cartan sub-algebra, and H * the dual space of H. The roots will be considered to be elements in H * (see §2.2), and the simple roots will be written α i , i ∈ I. ∆ + will denote the set of positive roots of G, and for all α ∈ ∆ + , mult(α) will denote the dimension of the root space G α .
W will denote the Weyl group of G, i.e. W = r i |i ∈ I, (α i , α i ) > 0 , where
(αi,αi) α i . The length of w ∈ W , l(w), is the minimal number of generators r i needed to write w.
ρ ∈ H * will denote the Weyl vector, which we assume exists, i.e. ρ(
Let V (Λ) be a G-module with highest weight Λ ∈ H * and highest weight vector v Λ (see §2.5 for definition). The Cartan sub-algebra H acts semi-simply on V (Λ). The eigenspaces
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are called weight spaces. So
The Poincaré-Birkhoff-Witt Theorem implies that all the weight spaces are finite dimensional.
The first natural question is to compute the dimensions of the weight spaces, in other words to find the character of V (Λ) defined as the following formal sum:
where e(λ) is the formal exponential. These sums belong to the set of formal series λ∈H * x λ e(λ), where the coefficients x λ are non-trivial only inside a finite union of sets like {α ∈ H * |α ≤ β}. The elements e(λ) of this set behave as the usual exponential with respect to addition and multiplication.
Let V (Λ) be the unique (up to isomorphism) irreducible G-module of highest weight Λ (see §2.5). When Λ is an integrable weight (see §2.5), the character formula gives an expression for the character of V (Λ):
n if α is the sum of n mutually orthogonal simple imaginary roots α i ; 0 o t h e r w i s e .
Note that we have assumed the roots to be elements of H * rather than in the root lattice or the extended Cartan subalgebra. Imaginary roots may have restricted simple root multiplicities > 1 (see §2.2). Therefore to calculate (α), it is necessary to consider the set of simple roots as a set containing s copies of the root β if its restricted simple root multiplicity equals s.
The denominator formula follows from the character formula for the trivial representation of dimension 1:
The denominator formula was proved by Borcherds in the general setup of generalized Kac-Moody algebras [Bor4] . It essentially characterizes the algebra G as it is equivalent to knowing what the roots are and what the simple roots are since the Weyl group is generated by simple real root reflections. The main characteristic of the denominator formula is that on one side you have a sum and on the other a product. This is why it gives in many cases interesting identities, or more precisely product expansions for automorphic forms. If G is a Kac-Moody algebra, then G does not contain any imaginary simple roots. Hence in this case the denominator formula reduces to
This was proved by Kac in 1974 [Kac2] . So in the more general case of generalized Kac-Moody algebras, there is simply an added factor on the left hand side depending on mutually commuting imaginary simple roots. When G is finite dimensional, all 24 URMIE RAY roots are real, so all root multiplicities equal 1. The denominator formula in this case is the classical Weyl formula.
Affine Lie algebras and the Macdonald identities.
The only infinite dimensional Kac-Moody algebras for which we have explicit formulations for their denominator formula are the affine Lie algebras. In this section we illustrate how their denominator formula is nothing but the famous identities Macdonald found in 1972 as a generalization of the Weyl formula to what he called affine systems [Mac] . However he did not account for some extra factors appearing in these identities. Shortly afterward Kac proved the denominator formula for Kac-Moody algebras [Kac2] and found that the Macdonald identities were the denominator formulas for the affine Lie algebras.
We give an example. Consider the simplest affine Lie algebra,ŝl 2 , otherwise known as A
( 1) 1 . Its Cartan matrix is 2 −2 −2 2 , and so it is obtained by adding one simple root to the 3-dimensional Lie algebra sl 2 . Let α 1 be the simple root of sl 2 , and α 0 , α 1 the simple roots ofŝl 2 . To find the right hand side of (2), we need to know the set ∆ + of positive roots. The Cartan matrix implies that
Since the roots nα 0 + (n − 1)α 1 and (n − 1)α 0 + nα 1 have norm 2, they are real and so have multiplicity 1. It can also be shown from the structure ofŝl 2 that the roots nδ = n(α 0 + α 1 ) of norm 0 have multiplicity 1. For the left hand side of (2), we need an explicit expression for the Weyl group W = r 0 , r 1 . In fact W ∼ = Z 2 ∝ Z, where r 1 ∼ = Z 2 and r 0 r 1 ∼ = Z. Furthermore (r 0 r 1 ) n (ρ) = ρ + 2nα 1 − (n + 2n 2 )δ and r 1 (r 0 r 1 ) n (ρ) = ρ − (2n + 1)α 1 − (n + 2n 2 )δ.
So letting u = e(−α 0 ) and v = e(−α 1 ), for the denominator formula ofŝl 2 , we get:
which is one of the forms of the classical Jacobi Triple Product Formula. The mysterious factors not accounted for by Macdonald are in this case (1 − u n v n ), which correspond to the roots nδ of norm 0. Indeed the affine systems defined by Macdonald correspond to the real roots of affine Lie algebras. Thus Kac gave a complete interpretation for the Macdonald identities.
These generalizations of the Weyl formula lead to other beautiful formulas given by Macdonald for certain powers of the Dedekind η-function [Mac] .
We work this formula out in the case ofŝl 2 . Let ∆ 0 be the set of positive roots of G and hence here of sl 2 . We divide both sides of (3) 
Similarly, we get formulas for η(q) n for all integers n corresponding to the dimension of a simple finite dimensional Lie algebra. A formula also exists for η (q) 26 , but this case cannot be accounted for by the theory of affine Lie algebras. In fact it has not yet been interpreted. It is worth mentioning that 26 also happens to be the critical dimension in string theory. The identities for powers of the Dedekind η-function were also independently found by Dyson [Dys] , though he did not notice the link with Lie algebras.
An explicit formulation for the denominator formula of a generalized Kac-Moody algebra is equivalent to complete information on its roots and simple roots. However it seems very improbable that we may find such explicit data on the root system of most infinite dimensional Kac-Moody algebras which are not affine. Therefore they do not in general yield interesting identities. In order to find satisfying formulas, you need to go to the more general level of generalized Kac-Moody algebras. This is the case for the Monster Lie algebra.
The denominator formula of the Monster Lie algebra.
Recall that the Monster Lie algebra is as follows:
where for each (m, n) ∈ Z 2 , M (m,n) is isomorphic to V (mn) as a module of the Monster group M .
As explained at the start of §4, to prove the Moonshine Conjecture we next need to find the simple roots of M. We see from the formulation of the denominator formula (see (1) in §4.1) that if we compute it for the Monster Lie algebra M, the left hand side of (1) will give us the desired information. This is what we will do in this section.
Since we know the dimensions of the root spaces of M, we can easily calculate the right hand side of (1). Set p = e (−1,0) and q = e (0,−1) . Since the root space M (m,n) is isomorphic to V (mn), both these spaces have the same dimension c(mn). As in §1 these are the coefficients of the Fourier expansion of the normalized modular invariant J. Therefore for the Lie algebra M the right hand side of (1) is:
We now regard this product not as a formal product, but we let p and q be the following: p = e 2πiτ and q = e 2πiµ , where τ and µ belong to the upper half plane H. Then using basic techniques from number theory, in particular by taking the logarithm of the above product and then using Hecke operators, Borcherds [Bor7] shows that
with convergence in the domain |p|, |q| < e −2π . Let us again think of p and q as the above formal exponentials. The left hand side of (4) is a sum, thus suggesting that equation (4) will coincide with the left hand side of (4). We want to show that for all (m, n) ∈ Z 2 , the root (m, n) of the Lie algebra A has multiplicity c(mn) because we can then conclude that A and M are isomorphic and hence that the simple roots of M are the same as those of A.
In order to make a reasonable choice for the simple roots of A, we need to write the left hand side of (4) in the form of (1 ). First we need to compute the Weyl group W of A. As there is no obvious way to do so, it is reasonable to assume that A and M have the same Weyl group since we wish to show that A and M are isomorphic. Knowing the Weyl group of M is equivalent to knowing its real roots (see §2.2). Since we know what the roots of M are, the bilinear form on H implies that the only real roots or roots of positive norm of M are ±(1, −1). Therefore the group W has order 2 and permutes p and q. Hence we can assume A has a unique positive real simple root, which we choose to be (1, −1).
The bilinear form on H also implies that the inner product of any two imaginary roots (distinct or not) with each other is non-zero. For the same reason as before, we can reasonably assume that A does not have orthogonal imaginary simple roots. Hence − α (α)e α reduces to the sum of all the imaginary simple roots of A. Since (1, −1) is a simple root of A, using the definition of the Weyl vector and equating (1 ) and the left hand side of (4), we find that under the assumption that A ∼ = M, the elements (1, n) are the simple roots of A with restricted simple root multiplicity (see §2.2) c(n). Here the multiplicity of the root (1, n) equals its restricted simple root multiplicity. As mentioned earlier, this is not always the case [Ray2] .
Conversely since A is a generalized Kac-Moody algebra with Cartan subalgebra II (1,1) ⊗ Z R whose simple roots are as described previously, the left hand side of the denominator formula for A is given by the left hand side of (4). Applying the definition of the denominator formula, we obtain that for A it is:
Comparing with equation (4), we conclude that the root (m, n) of A has multiplicity c(mn) and so the Monster Lie algebra M is isomorphic to A. The simple roots of M are therefore the vectors (1, n) of II (1,1) with multiplicity c(n), and (4) gives the denominator formula for M. In the case of the Monster Lie algebra the denominator formula gives a product expansion of the automorphic form j(τ ) − j(µ) on H × H. More generally, the denominator formula of various generalized Kac-Moody algebras is a product expansion of an automorphic form.
Product expansions of automorphic forms on Grassmannians.
In [Bor10] , Borcherds gives sufficient conditions for an automorphic form on a Grassmannian to have a product expansion. In some cases, these expansions correspond to the denominator formula of a generalized Kac-Moody algebra or more generally of a generalized Kac-Moody superalgebra (see §6 below). We shall discuss this in some detail in this section.
Before defining automorphic forms on Grassmannians, we remind the reader of the definition of a Grassmannian. Let M be a non-singular even lattice. We restrict ourselves to the case when the lattice M has an integral bilinear form (., .), and the real space M ⊗ Z R has dimension s + 2 and signature 2 − s. Maximal positive definite subspaces of M ⊗ Z R have dimension 2. Choose a maximal positive definite subspace and a basis e 1 , e 2 of it. Any basis v 1 , v 2 of a maximal positive definite subspace is said to be positively oriented if (e 1 ∧ e 2 , v 1 ∧ v 2 ) > 0. Thus there are two distinct orientations on M .
The Grassmannian G(M ) is the set of oriented positive definite 2-dimensional subspaces of M ⊗ Z R. In other words, G(M ) is the set of all exterior products v 1 ∧ v 2 , where v 1 , v 2 is a positively oriented orthonormal basis of a positive definite subspace of M .
There is another useful construction of G(M ). Let P be the set of norm 0 vectors x + iy ∈ M ⊗ C such that (x, y) is a positively oriented orthogonal basis. Choose a norm 0 primitive vector z in M (i.e. for any integer n > 1, 
Since the vector space L ⊗ R is isomorphic to the subspace of M ⊗ R of vectors orthogonal to both z and z * , it follows that L⊗R+iC can be identified with the subset {(v, 1, −v 2 /2 − z * /2)|v ∈ L ⊗ C} of vectors in P having inner product 1 with z. This set is in bijective correspondence with the Grassmannian G(M ). Therefore G(M ) can be taken to be L ⊗ R + iC.
All elements of O M (R) are products of reflections with respect to vectors of M ⊗ R of non-zero norm, and O M (R)
+ is the subgroup of elements whose decomposition into reflections contains an even number of reflections with respect to vectors of negative norm. The group O M (R) + acts on P and on G(M ). An automorphic form of weight k on G(M ) for a subgroup A of finite index of O M (Z) + and a one dimensional representation χ of A is a real valued function Φ on P satisfying
It can be shown that an automorphic form Φ is fully determined by its restriction on the image of L ⊗ R + iC in P . We now explain Borcherds' result on product expansions of automorphic forms in its most general form. To do this, we need to first define a modular form with values in a vector space, which generalizes the usual notion of a complex valued modular form.
We remind the reader that the metaplectic group
is a double cover of SL(2, Z). The group multiplication is given by More generally a holomorphic modular form of level N for a subgroup of SL(2, Z) induces a modular form of the above type. Jacobi forms [EicZ] are also examples of vector valued modular forms.
The automorphic forms which can be shown to have product expansions are constructed from modular forms with values in a certain vector space and of a certain type. In this paragraph we give more details about these modular forms. Let M * be the dual of M . Then M ⊂ M * and M * /M is a finite abelian group of order det M . We consider the group ring V = C[M * /M ] as a vector space with basis e α for α ∈ M * /M and the representation ρ of M p 2 on V given by
We are now ready to give a rough idea of Borcherds' main result on product expansions of automorphic forms. From a modular form F of weight (1 − s/2, 0) and type ρ, holomorphic on H whose components f α , α ∈ M * /M have integer coefficients c α (r) for all r ≤ 0 , Borcherds constructs an automorphic form Φ on the Grassmannian G(M ) and gives its Fourier expansion. He then shows that whenever the norm 0 vector z is primitive, its restriction Φ z to L ⊗ R + iC, where
, has a converging product expansion in a region of L ⊗ R + iC.
We explain this in greater detail in the special case when M is even unimodular [Bor8] , i.e. M = M * . Such a lattice can be written
where II 1,1 is the even unimodular Lorentzian lattice of rank 2 (see §3.5) and K is a positive definite lattice in M . We remind the reader that the theta function of K is the complex valued modular function on H with the following Fourier expansion:
where as usual q = e 2πiτ . The lattice L = K ⊕ II 1,1 is an even unimodular Lorentzian lattice which is isomorphic to M ∩ z ⊥ /Zz for any primitive vector z of norm 0. Let f (τ ) = n∈Z a(n)q n be a complex valued modular form, holomorphic on H of weight −s/2 with integer coefficients a(n), and 24|a(0) when s = 0. Let d be the constant term of θ K (τ )f (τ ) and m the constant term of θ K (τ )f (τ )E 2 (τ ), where E 2 (τ ) is the Eisenstein series of weight 2:
where b, b) )). The simplest application of this result gives an alternative proof for the denominator formula of the Monster Lie algebra. With K = 0 and f equal to the normalized modular invariant J, the above implies that the right hand side of (4) in §4.3 is an automorphic form. Then the formula for the multiplicities of zeros leads to equality (4).
We also get the denominator formula of the fake Monster Lie algebra from the above result. Nikulin and Gritsenko use this work of Borcherds in their study of hyperbolic Lie algebras contained in generalized Kac-Moody algebras or superalgebras in such a way that both have the same real root spaces. In particular, they give explicit product expansions of automorphic forms connected to denominator formulas in these cases [GriN1] , [GriN2] , [GriN3] .
There are other product expansions of automorphic forms which correspond to denominator formulas of generalized Kac-Moody algebras or superalgebras. However this is not a general rule. For example, if the lattice M is Lorentzian of rank at least 3, then Nikulin and Gritsenko have shown that for each rank there are only finitely many product expansions corresponding to generalized Kac-Moody algebras or superalgebras [Nik2] .
In [Bor9] Borcherds also gives sufficient conditions for a meromorphic modular function to have a product expansion. Let Ψ(τ ) be a meromorphic modular form for some character of SL(2, Z), of weight k, leading coefficient 1, whose zeros and poles are imaginary quadratic irrationals or cusps. Then there exists a modular form
holomorphic on H of weight 1/2 and level 4 with integral coefficients which are non-zero only if n ≡ 0 or 1 (mod 4) such that
and k = a(0). The constant h is the constant term of −f (τ ) H(n)q n , where H(n) is the Hurwitz class number of n. Conversely for any such modular function f , there exists a modular form Ψ with the above product expansion.
For example, the classical ∆ function satisfies the above conditions for Ψ(τ ), and its product expansion ∆(τ ) = q n>0 (1 − q n ) 24 corresponds to f (τ ) = 12 + 24 n>0 q n 2 . The modular invariant j also satisfies these conditions and thus its product expansion corresponds to some f . This is also the case for the product expansions of the Eisenstein series E 4 , E 6 , E 8 , E 10 , E 12 .
The product expansion of some of the Eisenstein series, for example E 6 , corresponds to the denominator formula of a generalized Kac-Moody algebra. Again various product expansions of modular forms have an interpretation in terms of generalized Kac-Moody algebras or superalgebras (see below), but this does not seem to be the case for most of them (as, for example, ∆, j, E 4 ).
We saw in §4.2 that the denominator formulas of the affine Lie algebras give the Macdonald identities. They are product expansions of Jacobi forms for SL(2, Z). Jacobi forms play a fundamental role in the theory of affine Lie algebras [KacP3] . In [Bor9] , Borcherds gives sufficient conditions for other products to be Jacobi forms. We finish this section by giving a brief summary of this result.
A Jacobi form of weight k and index m [EicZ] is a holomorphic function φ :
Then φ can be considered as a function of q = e 2πiτ and ζ = e 2πiz and has a Laurent expansion a(n, m)q n ζ m . Let K be a positive definite integral lattice. We give a generalization of the notion of an indecomposable finite root system. Let c be function E → Z + such that c(v) = 0 for only finitely many vectors v ∈ K, satisfying c(v) = c(−v) and for which there exists r ∈ R such that for any element y ∈ K ⊗ R of norm, v∈K c(v) (y, v) 2 = r. The multiset V containing c(v) copies of each vector v of K is called a vector system. We shall use the same notation v for each copy of v. Set d to be the number of elements in V (counted with multiplicity). When c(E) ⊂ {0, 1} and V is indecomposable, c is a finite root system.
As in the case of root systems, the hyperplanes perpendicular to V partition E into Weyl chambers. Let W be a fixed Weyl chamber. Let w be a vector in the interior of W . A vector v ∈ V is said to be positive (resp. negative) if (v, w) > 0 (resp. < 0). All vectors in V are either positive or negative irrespective of the choice of w. The Weyl vector is defined as follows: ρ = (
is a sum of theta functions times modular forms holomorphic on H and thus is a Jacobi form. The Macdonald identities, i.e. the denominator formula for the untwisted affine Lie algebras, correspond to the case when V is an indecomposable root system.
The character formula and Lie algebra homology.
Coming back to the proof of the Moonshine Conjecture, we now know the exact structure of the Monster Lie algebra. As explained in §1.3, we next need to find formulas which will give all the coefficients of the Thompson series T g , g ∈ M . This will finally allow us to conclude that these series are the same as the Hauptmoduls given by Norton and Conway. In order to find these formulas, Borcherds uses the homology theory of generalized Kac-Moody algebras. This section will be devoted to explaining this theory and applying it to the Monster Lie algebra. Let G be a generalized Kac-Moody algebra and F the subalgebra generated by the elements f i , i ∈ I. We keep the notation of previous chapters. Let V (Λ) t be the right G-module with the same underlying vector space as V (Λ) and with the canonical G-action given by the G-action on V (Λ).
The character formula for V (Λ) can be deduced from the Euler-Poincaré principle applied to the homology of F with values in V (Λ) t and a straightforward generalization to generalized Kac-Moody algebras of the Garland-Lepowsky proof of Kostant's formula in the Kac-Moody algebra case [GarL] . More precisely, let S be a subset of I and G S the generalized Kac-Moody algebra associated to the matrix A S = (a ij ) i,j∈S and with Cartan subalgebra H. Let ∆ S + be the set of positive roots of G S and N − S the Lie subalgebra generated by the negative root spaces of 
where the simple roots α ij are mutually orthogonal and each is orthogonal to Λ and the element w ∈ W has length i − r. When G is a Kac-Moody algebra and G S is a finite dimensional Lie algebra, the above was proved by Garland and Lepowsky [GarL] and for arbitrary subsets S of I by Liu [Liu] . This result was extended to generalized Kac-Moody algebras by Naito [Nai] .
We apply the above to the particular case when S = ∅:
shows that equality (5) is equivalent to the character formula for the highest weight module V (Λ). Consider the virtual space Λ(F ). This is defined as before as the is equivalent to the denominator formula for G. Equality (6) in this case is known as Kostant's formula, which he proved for finite dimensional simple Lie algebras. Using these formulas when Λ = 0, Kang [Kan1] , [Kan2] proved a recursive formula and a closed form formula for the root multiplicities of Kac-Moody algebras, from which he deduces a formula for the weight multiplicities of irreducible integrable highest weight modules. Applying his results to the Monster Lie algebra, he discovered many interesting identities between the coefficients of the modular invariant j [Kan2] and for arbitrary Thompson series [KacK] . This was also done by Jurisch, Lebowsky and Wilson [JurLW] . Kang's work should also lead to the structure of G considered as a G S -module. Note that this G S -module not only is not a highest or lowest weight module but does not altogether belong to the category O of integrable G S -modules V defined to be V = V (λ), where V (λ) is a finite dimensional H-weight space and there is a finite number of weights ν 1 , ..., ν s such that if λ is a weight of V , then there exists i for which ν i − λ is a positive sum of simple roots of G S . Very little is known about generalized Kac-Moody algebra representations not belonging to this category. It is straightforward to apply the above results to the Monster Lie algebra since the Weyl group in this case has order 2. We find:
where Λ( m>0,n∈Z V mn p m q n ) again denotes an alternate sum of exterior powers.
Since the vector spaces V (n) are finite dimensional, the Adams operations φ i and the splitting principle in the trivial case of vector bundles over C ( [Ati] ) give:
for any element g in the Monster group M .
4.6. Replicable functions. Equation (7) of §4.5 is the formula for the Thompson series we were aiming for. It induces various formulas for the coefficients of these series, and in particular it implies that all the coefficients can be determined from the first few ones. In this final section related to the proof of the Moonshine Conjecture, we give some details about this last step. Any formal power series satisfying an equation such as (7) is said to be completely replicable. We next explain in greater detail what this means. Equation (7) says that for all g ∈ M , the Thompson series T g (q) = n T r(g|V (n))q n is a replicable function.
In [ConN] , by considering the Hecke transform T (p)J of the normalized modular invariant J, Conway and Norton showed that for any prime p, J p (q)−J(q p ) equaled a polynomial in positive powers of q with integral coefficients. They found that similar equations seem to hold for T p g (q) − T g p (g p ) for any element g ∈ M and that p could also be taken to be a composite integer. These formulae, which they called the replication formulae, yield many identities for the coefficients of the series T g . Replicable functions were defined formally by Norton [Nor1] in 1984. We reproduce the definition given by Alexander, Cummins, McKay and Simons in [AleCMcKS] , which is equivalent to Norton's original one.
Let
be a formal power series with integer coefficients. For each positive integer n, there exists a unique monic polynomial P n (t) with integral coefficients for which P n (f (q)) − q −n is a series in positive powers of q. The series f (q) is a replicable function if for all positive integers n, there is a power series
When for all a, f (a) (q) = f (q), the left hand side of (8) reduces to the Hecke transform T (n)f (q) of f (q). This is the case for J(q). It follows from (7) that the n-th replicate of the Thompson series
Norton had conjectures in [Nor1] that a function f (q) of the above type with infinitely many non-zero coefficients is replicable if and only if f (q) is a normalized Hauptmodul for a genus 0 subgroup G of SL(2, R) containing the congruence subgroup
for some positive integer N . In [CumN] , Cummins and Norton proved that a normalized Hauptmodul for a genus 0 subgroup
To prove the converse, more conditions are necessary. Since the replicates of T g (q) are T g n (q), all the replicates of T g (q) are replicable and for all n, m ∈ N,
Any replicable function with such properties is said to be completely replicable. This property is equivalent to equality (7) in §4.5.
It can be shown that all the coefficients of a completely replicable function are determined by the first few coefficients. To complete the proof of the Moonshine Conjecture, Borcherds uses a result by Koike [Koi] which shows that the Hauptmoduls given by Conway and Norton are completely replicable. Therefore it is only a matter of checking whether these Hauptmoduls and the Thompson series given by Frenkel, Lepowsky and Meurman's action of the Monster on the moonshine module coincide by considering their first few coefficients. We give two examples:
1. For g = 1, we already saw that T g = J and the corresponding group of genus 0 is SL(2, Z) itself.
2. When g is an involution belonging to the conjugacy class 2B in the notation of the Atlas of character tables of finite simple groups [ConN] , T g (q) = 24 + q −1 n>0 (1 − q 2n+1 ) 24 and the genus 0 group is the principal congruence subgroup Γ 0 (2).
As mentioned in §1.3, rather than doing a case by case study to check that the list of Hauptmoduls given by Conway and Norton coincides with the Thompson series, one can use a result of Cummins and Gannon [CumG] . Since M is a finite group, for any g ∈ M , T g (q) has only finitely many distinct replicates, and it can be easily verified that T g (q) has infinitely many non-zero coefficients. It can be shown that a completely replicable function with such properties satisfies a modular equation of degree p for infinitely many primes p. By this we mean that there are polynomials F p (x, y) ∈ C[x, y] of degree p in x and y, which are monic in x and y and such that
as a formal q-series. Cummins and Gannon's result implies that functions with this property are Hauptmodul for genus 0 subgroups of SL(2, R).
We have finished explaining the proof of the Moonshine Conjecture. The following two sections discuss two interesting topics related to the field of generalized Kac-Moody algebras.
Lie superalgebras

5.1.
Definitions and elementary properties. A Lie superalgebra is a Z 2 -graded algebra G = G 0 ⊕ G 1 with a Lie bracket satisfying
where for any homogeneous element x ∈ G n , n = 0, 1, |x| = n. The subspace G 0 (resp. G 1 ) is the even (resp. odd) part of G. The finite dimensional simple Lie superalgebras were classified by Kac [Kac3] in the 70s. Kac also defined the KacMoody superalgebras and proved a character formula for their highest weight modules [Kac4] . The class of generalized Kac-Moody algebras can also be extended to that of generalized , [Ray3] , and natural examples of generalized Kac-Moody superalgebras which are not Kac-Moody superalgebras occur in the context of the Moonshine Conjecture [Bor7] . Let I be the indexing set as in §2, and I 1 a subset indexing the odd generators. Apart from the defining properties given in the case of a generalized Kac-Moody algebra, the Cartan matrix also satisfies aij aii ∈ Z if a ii > 0 and i ∈ I 1 . The Cartan subalgebra is assumed to be in G 0 .
Apart from the relations given in §2, the generators e i , f i , i ∈ I, and H satisfy also:
We give some surprising properties which make Lie superalgebras more complex structures than simple generalizations of Lie algebras. Unlike the Lie algebra case, most of the simple finite dimensional Lie superalgebras are not generalized Kac-Moody superalgebras. In fact not all of them are contragredient Lie superalgebras (i.e. associated to a "Cartan" matrix). Only the classical ones are, by which we mean the finite dimensional simple Lie algebras and the Lie superalgebras of type A(m, n), B(m, n), C(n), D(m, n), D(2, 1; α) for α = 0, −1, F (4), and G(3) (see [Kac3] ). We use the standard symbols introduced by Kac in [Kac3] . A simple classical Lie superalgebra G is a generalized KacMoody superalgebra if and only if G is of type A(m, 0), A(m, 1), B(0, n), B(m, 1) , and G(3) . Affine Lie superalgebras are constructed from the classical Lie superalgebras in a manner similar to affine Lie algebras. Very few of them are generalized Kac-Moody superalgebras: apart from the affine Lie algebras, only those of type
) (0, 2n), n ≥ 2, and A (4) (0, 2) [Kac4] , [Leu] , [Ray3] are. Also Borcherds' above characterization in terms of an almost positive definite bilinear form has little meaning for superalgebras, as A(1, n), B(0, n) and B
(1) (0, n) [Kac3] , [Kac4] are the only Lie superalgebras which are not Lie algebras satisfying this characterization [Ray3] .
As we saw in §2.2, there are three equivalent definitions of real roots in the case of generalized Kac-Moody algebras. In the general context of generalized Kac-Moody superalgebras, these three definitions are no longer equivalent. For example, in the finite-dimensional Lie superalgebra A(m, 1), there are roots of negative norm and roots of positive norm satisfying condition (iii) (see §2.2), i.e. giving rise only to finite chains through any other root. Furthermore the negative norm roots of A(m, 1) are not conjugate to simple roots under the action of the Weyl group. Therefore, real and imaginary roots should be defined in terms of the length of the root chains they give rise to. For real roots, this amounts to defining them by condition (iii) of §2.2.
Character formulas of generalized Kac-Moody superalgebras.
Generalized Kac-Moody superalgebras have highest weight modules, and a character formula for integrable irreducible highest weight modules of Kac-Moody superalgebras was proved by Kac [Kac4] and later generalized to generalized , [GriN1] . However as most contragradient affine and finite dimensional simple Lie superalgebras are not generalized Kac-Moody superalgebras, there is no general method to find a character formula in all the integrable cases [Fru] , [Jeu] , [JeuHKT] , [Kac5] , [Serg] . The problem is that the Cartan matrix can contain some non-diagonal entries which are negative and some which are positive. So one cannot apply the method used in the Lie algebra case. From the character formula of a generalized Kac-Moody superalgebra, one can deduce its denominator formula; and when it can be explicitly computed, it also corresponds to a product expansion of an automorphic form. Denominator formulas for all classical simple Lie superalgebras and their associated affine Lie superalgebras were established by Kac and Wakimoto in [KacW] . As in the Lie algebra case, they give new proofs for various classical identities. This lattice was first found by Leech in 1965. A simpler proof of its existence was given by Venkov [Ven] in 1975, and the first proof of its uniqueness was given by Conway [ConS] . In 1985 Borcherds gave a simpler proof [Bor1] , based on results of Venkov and of Conway and Sloane on sphere packings [ConS] .
If L has dimension s + 2 and signature s, then it is said to be a Lorentzian lattice. Then maximal negative definite subspaces of L ⊗ R have dimension 1, and the negative norm vectors form two open cones. Such lattices are closely linked to hyperbolic spaces. As in the positive definite case, for Lorentzian lattices, one can define the root system as the set of roots, the Weyl chambers as the regions separated out by the hyperplanes orthogonal to the roots system. Selecting a Weyl chamber W , one can define the simple roots as the elements having inner product at most 0 with the vectors of W and orthogonal to the hyperplanes corresponding to W . We can therefore also define a Dynkin diagram in the usual way. An important property of the even unimodular Lorentzian lattice of dimension 26, which is, as we saw, the lattice of the roots of the fake Monster Lie algebra, is its connection with the Leech lattice: II 25,1 = Λ ⊕ II 1,1 [ConS] . (1 − q n ) 24 .
In the more general case of a non-singular indefinite lattice L, the (Siegel) theta function θ L , generalizing the theta function of a positive definite lattice, is defined as follows. Let V + be a maximal positive definite subspace of L ⊗ R and V − its negative definite complement in L ⊗ R. For x ∈ L ⊗ R, x + and x − will denote the projections in V + and V − respectively. Then + and a negative definite subspace of dimension s − . We can now state the congruence Borcherds has derived for positive definite lattices [Bor10] . It says that the constant term of the product of the theta function of a positive definite lattice with a modular form satisfying certain conditions is divisible by 24. In other words, it gives congruences for various linear combinations of the coefficients of the theta function.
Let d be the constant term of θ K (τ )/η(τ ) rkK , where K is a positive definite even unimodular lattice and as usual η(τ ) = q 1 24 n>0 (1 − q n ). We apply the results of §4.4 to the unimodular lattice M = K ⊕ II 1,1 ⊕ II 1,1 and the modular function f = ∆(τ ) − dim K/24 . We keep the notation of §4.4. We can deduce that d = 24(ρ, v) for v = (0, −1, 0) ∈ K ⊕ II 1,1 so that (ρ, v) is an integer since both ρ and v are in L. Therefore d ≡ 0 (mod 24) [Bor10] . M. Hopkins has recently given a simpler proof of this congruence by using topological arguments [Hop] .
We apply this result to a Niemeier lattice K. Thus K has rank 24 and,
where the constants a n are non-negative. So the constant term d equals the number of roots of K. We can thus conclude that the number of roots of a Niemeier lattice is divisible by 24, which is well known [ConS] . We end this section by giving a generalization of the above result to other modular forms [Bor10] . Let K be a positive definite even lattice of rank s, f a modular form of weight (−s/2, 0) and type ρ K , holomorphic on H, meromorphic at the cusps and with integral Fourier coefficients c γ (m, 0) when m < 0. As above consider the vector ρ in L = K ⊕ II 1,1 . Set d to be the constant term of N f (τ )Θ K (τ ), where N is the integer giving the ideal N Z of Z generated by all possible values (x, y) with x, y ∈ K. It can be shown that 24d = (ρ, v) for v = (0, 0, N) and that this inner product is an integer [Bor10] . So d ≡ 0 (mod 24).
As this paper shows there are many different ideas involved in the proof of the Moonshine Conjecture. Furthermore they lead in turn to questions related to other areas. There are many other topics connected to generalized Kac-Moody algebras which we have not mentioned, for example the study of a modular version of Moonshine and a Moonshine for other sporadic groups. The interested reader is referred to works of Ryba and Borcherds [Ryb] , [BorR] , [Bor11] in the first case and of Conway, Norton, and Borcherds in the latter [ConN] , [Bor7] , [Nor2] .
