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Current facial expression recognition methods fail to simultaneously cope with pose and subject variations.
In this paper, we propose a novel unsupervised adversarial domain adaptation method which can alleviate
both variations at the same time. Specially, our method consists of three learning strategies: adversarial
domain adaptation learning, cross adversarial feature learning, and reconstruction learning. The first aims
to learn pose- and expression-related feature representations in the source domain and adapt both feature
distributions to that of the target domain by imposing adversarial learning. By using personalized adversarial
domain adaptation, this learning strategy can alleviate subject variations and exploit information from the
source domain to help learning in the target domain. The second serves to perform feature disentanglement
between pose- and expression-related feature representations by impulsing pose-related feature representations
expression-undistinguished and the expression-related feature representations pose-undistinguished. The
last can further boost feature learning by applying face image reconstructions so that the learned expression-
related feature representations are more pose- and identity-robust. Experimental results on four benchmark
datasets demonstrate the effectiveness of the proposed method.
1 INTRODUCTION
Facial expression recognition has become a research hotspot. It has awide range of applications, such
as judgment of fatigue driving, criminal investigation and interrogation. However, pose variation
is often overlooked, that can badly influence the performance of facial expression recognition. And
there also exists subject variation between different subjects [8]. This limits the application of facial
expression recognition in real situations. Therefore, researchers try to cope with pose and subject
variations.
Apparently there are differences in the distribution of pose features and facial expression features
[9]. In order to solve the problem of the influence of pose bias on facial expressions, researchers have
proposed three categories of methods: single classifier method [25], pose normalization method
[6, 7], and pose-robust features method [3, 12, 20, 26]. Single classifier method aims to directly train
a classifier using large amount of facial images with different poses and expressions. It depends
on large amount of data to learn a robust classifier. However, these data are not always available
in real application. Pose normalization method tries to convert non-frontal facial images into
frontal images and then performs facial expression recognition. However, the quality of produced
frontal images can not be easily guaranteed. Pose-robust features method aims to find a pose-robust
expression-related feature representation. Compared to the above two methods, this method can
avoid image generation and address pose variation in feature level. Therefore, we would like to
design a pose-robust features method.
Identity variation is also a critical problem. An intuitive solution is to train models for every
person based on identity characteristics [17]. However, it needs a large number of images for each
person, and these data are not easy to obtain in practical application. To address it, researchers tend
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to utilize domain adaption. Domain adaption extracts information from source domain(i.e. subjects
in training dataset) to improve learning in target domain(i.e., novel subjects), and thus alleviating the
problem of limited labeled data in the target domain. Domain adaption is divided into supervised
and unsupervised domain adaption. The method where a small number of expression labeled
data are available in the target domain is called supervised domain adaptation, and unsupervised
domain adaption doesn’t require any expression labels for novel subjects. However, current domain
adaption methods ignore the pose bias existing in the source domain or the target domain, resulting
in failure of the practical application. So we are eager to perform domain adaptation for identity
bias and simultaneously address pose bias.
Even above methods focus on either pose or subject variation. Few method takes both factors
into account. In this paper, we propose a novel unsupervised domain adaptation method to simul-
taneously address both problems. As shown in Figure 1, the proposed method consists of three
parts: adversarial domain adaptation learning, cross adversarial feature learning and reconstruction
learning. The first contains a source branch and a target branch. The source encoder aims to extract
pose- and expression-related feature representations via supervised training, respectively. The
target encoder tends to extract pose- and expression-related feature representations by adversarial
training with a pose domain discriminator and an expression domain discriminator, while the pose
domain discriminator distinguishes which domain the pose feature belongs to and so does the
expression domain discriminator about the expression features. Through adversarial learning, these
domain discriminators aren’t able to distinguish where these two features come from, so as to reduce
the distribution difference between the source domain and the target domain without using any
labeled target samples. And the second is a cross discriminator which imposes adversarial training
to perform feature disentanglement. And the feature disentanglement makes expression feature
representation cannot be distinguished by pose discriminator and the pose feature representation
cannot be distinguished by the expression classifier. Thus, these two feature representations can
maintain their respective robustness. Last the generators is used to enhance constraints on feature
representations by cross-combining pose and expression features from both domains. By jointly
training these learning strategies, our method achieves excellent results.
2 RELATEDWORK
2.1 Pose-independent FER
Pose independent facial expression recognition approaches fall into three categories: single classifier
method, pose normalization method, and pose-robust features method.
Single classifier method aims to train a classifier using large amount of facial images with different
poses and expressions. Zhang et al. [25] proposed a joint pose and expression modeling method
(JPEM) to recognize facial expression. They use a generative adversarial network (GAN) to generate
face images with different expressions under arbitrary poses. These generated images were then
utilized to train the classifier. This method mainly depends on a large amount of generated images.
However, it cannot capture relations between different poses. In addition, there is still room for
improvement because of the difference between faked and real images. In contrast, our method can
avoid using unrealistic faked images for training the classifier.
Pose normalization method tries to convert non-frontal facial representations into frontal repre-
sentations and then performs facial expression recognition. Lai et al. [7] proposed a GAN-based
multi-task learning method that learns emotion-preserving representations in the face frontaliza-
tion framework. This method can transform a profile facial image into a frontal face via GAN while
maintaining the same identity and expression. Then the expression classifier is trained using these
generated images. However, due to the presence of the stretched artifact of the generated frontal
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face images, the recognition performance of large-angle face images is degraded. For another,
Jampour et al. [6] proposed a pose mapping method for conversion of profile faces. This method
focuses on the relationship between pose features, which is different from the previous method
that addresses relationship in pixel-level. However, Jampour et al.’s work needs image pairs for
training, which are not easy to be obtained in real situations. Compared with pose normalization
methods, the proposed method avoids generating faked images and doesn’t rely on image pairs.
As for the pose-robust features method, Zhang et al. [26] proposed a deep neural network
(DNN)-driven feature learning method. They extracted scale invariant feature transform (SIFT)
features from each facial image. Then SIFT features are used as the input of DNN to imitate the
neural cognition mechanism, and a projection layer was used to learn discriminative features across
landmarks of different faces. Eleftheriadis et al. [3] proposed a discriminative shared Gaussian
process latent variable model (DS-GPLVM) for multi-view classification. In this method, they first
train a discriminitive manifold shared by multiple head poses of a same facial expression. Then
facial expressions are classified in the manifold. Mao et al. [12] proposed a pose-based hierarchical
Bayesian model for multi-pose facial expression recognition. This method combined local pixel
features and global high-level information to learn an intermediate representation. And they dealt
with the multi-pose problem by sharing a pool of features with various poses. In addition, Wu et al.
[20] proposed a locality-constrained linear coding based bi-layer (LLCBL) method which is used to
construct a bag-of-features model. They utilized the first layer overall features extracted by overall
BoF model to estimate pose. Similarly, pose-related features are obtained by using view-specific
BoF model. By combining these two kinds of features, this method can address pose bias. For
above methods, pose estimation is necessary before expression recognition. However, once pose
predictions are wrong, the performance of expression recognition will be significantly impaired.
While the proposed method utilizes high-level features adversarial learning to avoid this.
2.2 Subject-independent FER
There are two categories of subject-independent facial expression recognition methods: the person-
specific method and the subject-robust feature method.
Person-specific method tries to reduce identity bias by learning person-specific models. Chu et
al. [1] came up with a transductive learning method, named Selective Transfer Machine (STM).
This method personalizes a generic classifier by optimizing classifier and weights of the relevant
training samples. However, this method is proposed on the basis of a hypothesis that the data
distribution of the target domain can be represented by the data of the source domain. Yang et
al. [23] proposed an identity-adaptive training algorithm for facial expression recognition. In this
method, multiple models are trained for each facial prototypic expression. Then a conditional GAN
is adapted to generate images of the same subject with different expressions which are utilized to
train person-specific classifier to perform facial expression recognition for each subject. Similarly,
Wang et al. [17] proposed a generative adversarial recognition network (GARN) to generate a large
amount of facial images that are similar to the target domain but retain AU patterns of the source
domain. This enriches and enlarges the target dataset. However, for these GAN-based methods,
unrealistic faked images would result in failure of training the classifier. While the proposed method
does not rely on faked images for training the classifier.
For the subject-robust features method, Yang et al. [22] proposed a De-expression Residue
Learning (DeRL) method, which extracts information of the expressive component when performing
de-expression learning procedure. By conditional GAN, they learned a generative model that is
responsible for generating image with any expressions. The DeRL is based on the assumption that
a facial expression is made up of an expressive component and a neutral component. However, this
assumption doesn’t always work in the wild. In contrast, the proposed method does not depend on
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this hypothesis. Meng et al. [13] proposed the identity-aware convolutional neural network(IACNN)
for facial expression recognition. In this method, an identity-sensitive contrastive loss is adopted to
learn subject-related features which are utilized to recognize expression with expression features.
Two identical CNN streams are trained simultaneously by minimizing the prediction errors and
maximizing the expression and subject distance. However, the images of the unseen subject are
un-annotated, so the contrastive loss can not extract information from the target domain. Like
Meng et al.’s work, Liu et al. [10] proposed an adaptive deep metric learning method (ADML). They
proposed cluster loss function combined with the subject-aware hard-negative mining and online
positive mining scheme for subject-invariant facial expression recognition which alleviates the
difficulty of threshold validation and anchor selection. However, this method cannot be used in
unsupervised learning domain adaptation. In contrast, the proposed method is not restricted to any
hypothesis and labeled target data.
2.3 Adversarial domain adaptation
Recently, many adversarial domain adaptation methods have been proposed. The joint adaptation
network(JAN) [11] utilizes adversarial training strategy to maximize joint maximum mean discrep-
ancy to distinguish the distributions of the source and target domain. However, JAN depends on
labeled target data. The main idea of the domain-adversarial neural network(DANN) [4] is to get
feature representation which is predictive of the source sample labels by adversarial domain adap-
tation. However, the DANN needs a large amount of samples in target domain, while the proposed
method does not. In the adversarial discriminative domain adaptation method(ADDA) [16], the
generator and discriminator perform domain adaption by playing against each other. Through the
GAN-loss, they get an approximation of the distribution of the source domain and the target domain.
However, ADDA is not an end-to-end framework and depends on complex training strategy, while
the proposed method is an end-to-end method. The deep cocktail network(DCTN) [21] utilizes
weighted combination of source distributions to generate target distribution by imposing adversar-
ial learning between each pair of source domain feature and adversary between source and target
domain. The DCTN requires a lot of effort to train large amounts of classifiers and discriminators,
while the proposed only needs to train a single network. Furthermore, these adversarial domain
adaptation methods can only be used to address subject bias, but fail to simultaneously address
pose bias. Therefore, it can demonstrate the superiority of the proposed method.
To the best our knowledge, only the identity- and pose- feature learning method(IPFR) [18] con-
siders both pose and subject bias. IPFR leverages adversarial learning to yield feature representations
that are good for expression recognition but do not differentiate the pose or the subject. However,
this method applies the same adversarial feature learning strategy to address both variations, so
this method has to rely on accurate subject annotations during training. But samples related to a
subject are very limited. Besides, IPFR tries to remove pose information from the expression-related
feature representation, while the proposed method aims to disentangle expression- and pose-related
feature representations, thus pose information for an unseen sample can also be obtained for a
real-word application. Furthermore, IPFR depends on the face recognition ability of the subject
discriminator, which itself is a hard task. By approximating the distribution of features in the source
domain and the target domain, and increasing the distance between pose and expression features
in feature space, the proposed method learns a robust feature representation of expression which
removes information about pose and subject bias. Thus the proposed method can certainly improve
the performance.
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Fig. 1. The structure of the proposed method. It contains eight components: a source expression encoder Es ,
a target encoder Et , a source pose discriminator Dp , a source expression classifier R, an expression domain
discriminator Dde , a pose domain discriminator Ddp , a source generator Gs , a target generator Gt .
3 PROBLEM STATEMENT
Let S =
{(
x is ,y
i
s ,p
i
s
)}N
i=1 denote the samples from the source domain, where x
i
s represents a source
image, yis represents the expression label, pis represents the pose label, and N is the number of
source samples. T =
{(
x it
)}M
i=1 indicates the samples from the target domain, where x
i
t represents a
target image, andM is the number of target samples. Source and target images are from different
subjects. Given an unseen target image without any labels, the goal is to learn a classifier R to
predict its expression label.
Due to the limited data of target domain, i.e.,M ≪ N , we aim to exploit the source domain to
help learning in the target domain. Meanwhile, pose variations can badly influence the domain
adaptation and the expression recognition, thus we want to learn a pose-robust feature represen-
tation simultaneously. Therefore, the goal is to minimize distance between the source and target
mapping distributions, as show in Equation-1.
minDistance(ps (f es ),pt (f et )) (1)
where f es and f et represent the pose-robust expression-related feature representations of the source
domain and the target domain, respectively.
4 METHODOLOGY
Figure-1 illustrates the framework. It contains eight components: a source encoder Es , a target
encoder Et , a source pose discriminator Dp , a source expression classifier R, an expression domain
discriminator Dde , a pose domain discriminator Ddp , a source generator Gs , and a target generator
Gt . In the adversarial domain learning, Es maps a source image to a pose-related feature representa-
tion f ps and a expression-related feature representation f es , where f es is pose-invariant. Dp tries to
predict the pose label of f ps . Et maps a target image to two features, f
p
t and f et , where f
p
t is expected
to share the same distribution to f ps and f et is expected to share the same distribution to f es . Dde
tries to distinguish the domain of a feature representation f es or f et , simultaneously Ddp seeks to
distinguish the domain of a feature representation f ps or f
p
t , and R tries to predict the expression
label of f es . Meanwhile, in the cross adversarial learning, the R and Dp separates the distribution of
the two features f ps and f es by making f
p
s undistinguished for R and f es undistinguished for Dp . In
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the reconstruction learning, given f ps and f et , Gs tries to generate a faked source image x
f
s , while
given f pt and f es , Gt tries to generate a faked target image x
f
t . Our goal is to learn pose-invariant
feature representations f es and f et and minimize the distance between ps (f es ) and pt (f et ), thus a
pose- and domain-robust expression classifier R can be learned through f es .
4.1 Adversarial Domain Adaptation Learning
The input of the framework is (xs ,xt ,ys ,ps ) where ys represents expression labels of the source
sample xs , and the ps means the pose labels of the source sample xs . The encoder take an image as
input, and outputs two kinds of feature representations, the pose- and expression-related feature
representations. To learn pose-related feature representations, pose discriminators are applied to
f
p
s and the loss can be defined as Equation-2.
ℓp (Es ,Dp ) = E
[
log(Dp (f ps ))
]
(2)
Similarly, to learn expression-related feature representations, an expression classifier R is applied
to f es . The expression recognition loss can be defined as Equation-3.
ℓe (Es ,R) = E
[
log(R(f es ))
]
(3)
Here a common classifier R is expected to perform facial expression recognition on f es and f et . How-
ever, due to the distribution difference between p(f es ) and p(f et ), the expression contents involved
in the source domain fail to help training the expression classifier R for the target domain. Thus,
adversarial domain adaptation is introduced to minimize this distribution difference. Specifically,
Es , Et and Dde play an adversarial game in which Es and Et try to minimize the divergence of
feature distributions between ps (f es ) and pt (f et ) so that Dde can not correctly recognize the domain
of a sample. Similarly, Ddp also play the adversarial game on ps (f ps ) and pt (f pt ) with Es , Et . The
adversarial loss can be defined as Equation-4
ℓadv (Es,t ,Dde,dp ) = E
[
log(Dde (f es ))
]
+ E
[
log(1 − Dde (f et ))
]
+E
[
log(Ddp (f ps ))
]
+ E
[
log(1 − Ddp (f pt ))
] (4)
By learning Es,t , Dp , Dde , Ddp and R jointly, expression-related and domain-invariant feature
representations f es and f et can be obtained for training a robust expression classifier R. The total
goal is to optimize the following minmax objective, defined as Equation-5.
min
Es,t ,Dp,R
max
Dde,dp
ℓp (Es ,Dp ) + αℓe (Es ,R)
−βℓadv (Es,t ,Dde,dp )
(5)
where α and β are weighted coefficients.
4.2 Cross Adversarial Feature Learning
To make sure f ps preserves pose-related information without expression-related information and
f es preserves expression information but avoids pose variations, we propose a cross adversarial
feature learning method. Specifically, Es tries to generate f ps that fail to be expression distinguished.
Similarly, Es tries to generate f es that fail to be pose distinguished. Based on this intuition, we
formulate the following objectives:
max
Es
ℓcross (Es ,R,Dp ) (6)
where the cross adversarial feature learning loss can be defined as Equation-7.
ℓcross (Es ,R,Dp ) = E
[
log(R(f ps ))
]
+ E
[
log(Dp (f es ))
]
(7)
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The goal of Es is to generate f ps that are pose-related and expression-unrelated, and f es that are
expression-related and avoid pose variations. The proposed feature disentanglement technique
allows more robust feature representations for pose-robust facial expression recognition.
4.3 Reconstruction Learning
The idea of the reconstruction learning is to further improve the performance of the expression
classifier by learning optimized feature representations f es and f et . If f es and f et can be expression-
related and pose-unrelated, after adding pose information, we can generate a corresponding
expression- and pose-annotated facial image. As shown in Figure-1, f et and f
p
s are concatenated to
reconstruct a source image x fs and f es and f
p
t are concatenated to reconstruct a target image x
f
t ,
defined as Equation-8
x
f
s = Gs (f ps , f et )
x
f
t = Gt (f pt , f es )
(8)
where x fs should be similar to x js ∈ S , x js shares the same pose label as the input source sample
xs and the same expression label as the input target sample xt . x ft should be similar to xkt ∈ T ,
where xkt shares the same pose label as the input target sample xt and the same expression label as
the input source sample xs . To sample x js from the source domain and xkt from the target domain,
pose and expression labels of xt should be used. To cope with it, we adopt pseudo labels for xt , i.e.,
yˆt = R(Et (xt )) and pˆt = Dp (Et (xt )). The training for the reconstruction learning is guided by an
L2 reconstruction loss, which can be defined as Equation-9.
ℓclc (Es,t ,Gs,t ) = E
[ x fs − x js2 ] + E[x ft − xkt 2] (9)
Note here we concatenate f ps and f et rather than f
p
s and f es to generate x
f
s . This is because p(f es )
and p(f et ) are expected to share the same distribution, and so do p(f ps ) and p(f pt ). And the same
explanation for generating x ft .
4.4 Overall Learning
The joint objective function is defined as Equation-10.
min
Es,t ,Gs,t ,R
max
Dd ,Dde,dp
ℓp (Es ,Dp ) + αℓe (Es ,R)
+ηℓclc (Es,t ,Gs,t ) − βℓadv (Es,t ,Dde,dp )
−γ ℓcross (Es,t ,R,Dp )
(10)
where α ,η, β and γ are weighted coefficients. Note only parameters of Es and Et are updated and
others are fixed when optimizing the loss ℓcross (Es,t ,R,Dp ), The minmax optimization problem of
Equation-10 can be solved by applying an iterative algorithm, defined as Algorithm-1.
5 EXPERIMENTS
Our experiments are conducted on four benchmark datasets: Multi-PIE [5], BU-3DFE [15], Affect-
Net [14] and SFEW [2].
5.1 Experimental Conditions
There are 755,370 images from 337 subjects which were taken under 15 viewpoints in the Multi-PIE
database. The database contains six types of expressions: disgust, neutral, scream, smile, squint and
surprise. Each facial image belongs to one of the six expressions. We select 13,779 facial images
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Algorithm 1 The learning algorithm.
Require: The source and target training set S and T ;
Training steps: K1, K2 and K3;
Batch sizem and the number of training epochs K .
Ensure: The final classifier f = Et ◦ R .
1: for t = 1 to K do
2: for k = 1 to K1 do
3: Randomly sample
{
x is , y
i
s , p
i
s
}m
i=1 ∼ S .
4: Randomly sample
{
x it
}m
i=1 ∼ T .
5: Update Es and R jointly: ▽θEs∪R :=
∂ℓe (Es , R)
∂θEs∪R
.
6: Update Es : ▽θEs := −
∂ℓcross (Es , R, Dp )
∂θEs
.
7: Update Es and Et : ▽θEs,t := −
∂ℓadv (Es,t , Dde,dp )
∂θEs,t
.
8: end for
9: for k = 1 to K2 do
10: Update Es , Et , Gs and Gt jointly:
▽θEs,t∪Gs,t :=
∂ℓclc (Es,t , Gs,t )
∂θEs,t∪Gs,t
.
11: end for
12: for k = 1 to K3 do
13: Update Dp : ▽θDp :=
∂ℓp (Es , Dp )
∂θDp
.
14: Update Dde and Ddp :
▽θDde∪Ddp :=
∂ℓs (Es,t , Dde , Ddp )
∂θDde∪Ddp
.
15: end for
16: end for
Table 1. Experimental results on the Multi-PIE and BU-3DFE databases.
Method Multi-PIE0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 90◦ Avg. −30◦ −15◦ 0◦ 15◦ 30◦ Avg.
UPADAR 88.6 89.7 84.4 79.5 77.2 76.7 72.7 81.3 82.7 87.0 88.5 87.5 81.6 85.5
UPADAR+adv 92.8 93.1 90.2 85.7 83.6 81.9 81.4 87.0 89.9 92.1 91.3 91.9 88.4 90.7
UPADAR+adv+cross 93.7 94.2 92.7 87.6 86.7 83.7 83.6 88.9 92.7 93.7 92.3 93.4 91.1 92.6
UPADA 93.7 94.8 92.8 89.2 87.5 84.3 83.7 89.4 92.7 94.1 93.8 93.9 92.4 93.4
Method BU-3DFE−45◦ −30◦ −15◦ 0◦ 15◦ 30◦ 45◦ Avg. 0◦ 30◦ 45◦ 60◦ 90◦ Avg.
UPADAR 73.3 77.1 80.9 78.9 79.7 80.7 72.8 77.6 78.1 77.5 72.6 69.7 68.4 73.3
UPADAR+adv 82.2 83.5 85.6 85.2 86.2 84.9 81.8 84.2 83.4 81.8 80.4 76.7 73.3 79.1
UPADAR+adv+cross 83.9 85.4 88.1 87.9 87.3 86.8 84.7 86.3 85.7 83.6 82.1 80.1 78.8 82.1
UPADA 84.7 87.5 88.6 88.1 88.2 86.9 85.2 87.0 86.3 84.1 83.5 81.9 79.7 83.1
of 100 subjects with all 9 poses (±30◦,±15◦, 0◦, 45◦, 60◦, 75◦ and 90◦ pan angles) following Wu et
al. [20] and Zhang et al. [25]’s work.
The BU-3DFE database is a synthetic database. There are 100 subjects, of which 56 subjects are
females and 44 subjects are males. Each subject contains six facial expressions (anger, disgust, fear,
happiness, sadness and surprise). In order to facilitate the comparison, we select images of all 100
subjects from ±45◦,±30◦,±15◦, 0◦, 60◦ and 90◦ pan angles and obtain 21600 facial images, following
Wu et al. [20] and Zhang et al. [25]’s work.
Following Wu et al. [20] and Zhang et al. [25]’s work, we employ two experiment settings on the
Multi-PIE and BU-3DFE databases: (0◦, 90◦) and (−30◦, 30◦) pan angles on the Multi-PIE dataset
and (0◦, 90◦) and (−45◦, 45◦) pan angles on the BU-3DFE dataset. The model is evaluated using
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leave-one-subject-out validation. It means for every experiment, the target domain is facial images
of one subject, while the source domain comprises of facial images of the remain subjects from the
same dataset. In all experiments, facial images in target domain are split into two parts: one with
2/3 samples for training and the other with 1/3 samples for testing. Note no expression labels can
be seen for the target domain.
Multi-PIE and BP4D datasets are collected in controlled environments, to further demonstrate
the effectiveness of the proposed method under real conditions, we also conduct within-database
experiments on a large in-the-wild dataset, AffectNet [14] and cross-database experiments on a
small in-the-wild dataset, SFEW [2]. For the AffectNet database, images from six categories (anger,
disgust, fear, neutral, happiness, sadness, and surprise) are utilized and 283,901 images are obtained,
where 3,500 images as the testing set. This experimental setting is as the same as IPFR. Because
AffectNet lacks pose annotations, we train a ResNet on the BU-3DFE and Multi-PIE databases
to annotate AffectNet with one of five views (−30◦, 30◦). For the SFEW dataset, we conduct two
experiments: train on the BU-DFE dataset and test on the SFEW dataset, and train on the AffectNet
dataset and test on the SFEW dataset. We report five times average ACC results on the both datasets.
We did four ablation studies. The first experiment is named UPADAR , the baseline network
which only trains Es and R and applies both into the target domain without domain and cross
adversarial and reconstruction learning. We train Es , Et , R, Dde and Ddp using adversarial domain
adaptation learning in the second experiment, named UPADAR+adv . The third experiment trains
the same networks as the second experiment did but applying cross adversarial feature learning to
UPADAR+adv to train these networks, named UPADAR+adv+cross . As for the last experiment, we
train all networks with applying reconstruction learning to UPADAR+adv+cross , named UPADA.
5.2 Experimental Results and Analyses
Experimental results of ablation studies are shown in Table 1. From this table, we obtain the
followings:
Firstly, the UPADAR+adv has higher accuracy than the baseline method UPADAR For example,
UPADAR+adv is 6.6% more accurate than UPADAR in the (−45◦, 45◦) pan angles on the BU-3DFE
dataset. It indicates that after utilizing adversarial domain adaptation to minimize the pose and
expression distribution difference respectively between the source and the target domain, we can
alleviate the domain shift, leading to better results.
Secondly, the method UPADAR+adv+cross gives better results than UPADAR and UPADAR+adv .
For instance,
UPADAR+adv+cross outperforms UPADAR by 7.1% and 7.6% respectively on the Multi-PIE data-
base with five and seven pan angles. Furthermore, UPADAR+adv+cross also shows improvements
compared to UPADAR+adv on the Multi-PIE and the BU-3DFE dataset. This demonstrates that
combining adversarial domain adaptation learning and cross adversarial learning can boost the
feature disentanglement, resulting in better results.
We design a reconstruction learning to further boost the feature learning process. For example,
UPADA outperforms UPADAR+adv+cross by 0.8% and 0.5% respectively on the Multi-PIE dataset
with five and seven pan angles. These improvements suggest that the reconstruction learning can
further boost the domain adaptation and the feature disentanglement. Therefore, the proposed
method achieves best results compared to other ablation studies.
5.3 Analysis of Representation Learning
In order to further demonstrate the effectiveness of our method for feature representation learning,
we randomly select 2:1 source and target samples from the Multi-PIE dataset and use t-SNE to
visualize the distribution of features extracted by the baseline method UPADAR and the proposed
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(b) Adapted(a) No-Adapted
Fig. 2. The effect of adaptation on the distribution of the extracted features.
(b) Ours(a) Baseline
Fig. 3. A visualization study. Different colors represent different expressions, while different shapes represent
different poses.
method UPADA, respectively, as shown in Figure-2. Due to limited space, we do not show figures
of the BU-3DFE dataset. But similar observations can also be obtained of the BU-3DFE dataset.
From Figure-2-(a), there is clear boundary between the source domain and the target domain of the
baseline method without considering domain adaptation, suggesting that domain shift (subject bias)
exists between both domains. From Figure-2-(b), samples from the source and the target domain
scatter randomly and can not be distinguished, indicating the proposed method can alleviate that
domain shift between the source and the target domain. From Figure-3-(a), features extracted from
the baseline method UPADAR can not be easily expression-distinguished due to the situation that
samples of the same pose but different expressions tend to converge into a cluster (e.g, four close-ups
enclosed by the black rectangles). This shows the poor performance of the baseline because of pose
bias. While from Figure-3-(b), the features extracted by UPADA are clearly expression-distinguished.
Samples of different expressions merge into different clusters, while samples of the same pose are
randomly distributed within these clusters, indicating UPADA can alleviate pose variations and
achieve better performance.
5.4 Generator Analysis
Reconstruction learning is designed to further boost the feature learning of adversarial domain
adaptation and cross adversarial learning. GeneratorsGs andGt are used to generate corresponding
facial images. Due to limited space, here we just show generated images of the target domain on
the Multi-PIE and the BU-3DFE databases, as shown in Figure-4. Given the pose information of
pose-related features f ps from the source domain and expression information of expression-related
features f et from the target domain, the generatorGs is expected to generate corresponding images
and similar function forGt . It proves that the extracted feature representation successfully preserves
the information related to each attribute. Thus, the proposed reconstruction learning can perform
well to augment the performance of feature learning, leading to better expression recognition
results.
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-45° -30° -15° 0° 15° 30° 45°
Fig. 4. Generated images on the Multi-PIE and BU-3DFE databases.
5.5 Comparison to Related Works
For pose-invariant methods, we compare the proposed method to DNND [26], DS-GPLVM [3],
EPRL [7], KPSNM [6], HBTM [12], LLCBL [20], IPFR [18] and JPEM [25]. For identity-invariant
methods, we compared the proposed method to ADML [10], DeRL [22], GARN [17], IACNN [13],
IPFR [18] and IA-gen [23]. For adversarial domain adaptation methods, we compared the proposed
method to ADDA [16], DANN [4], JAN [11] and DCTN [21]. We also compare to IPA2L [24]. IPA2LT
proposed an end-to-end trainable network LTNet embedded with a scheme of discovering the
latent truth from multiple inconsistent labels and the input images. However, this method totally
ignores the pose and subject bias. Experimental results of the pose-invariant methods are directly
copied from the original papers. For identity-invariant methods, we implement the ADML, IACNN
and GARN for comparison. While experimental results of others are also directly copied from the
original papers. For adversarial domain adaptation methods, we implement ADDA and DCTN
for comparison and use the codes provided by the authors of DANN and JAN to evaluate the
performance on the Multi-PIE and BU-3DFE dataset. Experimental results are shown in Table 1,
Table 2 and Table 3.
For single classifier method, the proposed UPADA outperforms JPEM. JPEM depends on GANs
to generate a large amount of facial images with different expressions under arbitrary poses.
Unrealistic generated facial images would add noise to train the classifier, resulting in worse results.
The proposed can avoid this generation process by addressing pose variations at feature level,
leading to better results. Because of learning the optimized features and avoiding stretching artifacts,
the proposed method is also more accurate than pose normalization methods(KPSNM and EPRL).
The proposed method also achieves better results compared to pose-robust features methods, i.e.,
LLCBL, DNND, DS-GPLVM and HBTM. All methods except DNND depend on pose estimation,
thus errors in pose estimation then propagate to expression recognition. DNND depends on SIFT
descriptions, which fails to perform well when the angle is greater than 30◦[19]. While our method
does not have these shortcomings, improving the performance of recognition.
The proposed method performs better than the person-specifc methods (IA-gen and GARN).
These GAN-based methods are overly rely on generated images for classifier training; unrealistic
images add noise to the classifier, resulting in poor performance. In contrast, the proposed method
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Table 2. Comparison to state-of-the-art methods on the Multi-PIE and BU-3DFE databases.
Methods Feature Multi-PIE BU-3DFEPoses Pose Pan Acc Poses Pose Pan Acc
KPSNM HoG+LBP 7 (0◦, 90◦) 83.1 5 (0◦, 90◦) 78.8
LLCBL Dense SIFT 7 (0◦, 90◦) 86.3 5 (0◦, 90◦) 74.6
DNND SIFT 7 (0◦, 90◦) 85.2 5 (0◦, 90◦) 80.1
EPRL DNN 7 (0◦, 90◦) 87.1 5 (0◦, 90◦) 73.1
GARN DNN 7 (0◦, 90◦) 80.0 5 (0◦, 90◦) 76.8
IA-gen DNN - - - 1 0◦ 76.8
DeRL DNN - - - 1 0◦ 84.2
ADML DNN 7 (0◦, 90◦) 77.7 5 (0◦, 90◦) 72.1
IACNN DNN 7 (0◦, 90◦) 76.4 5 (0◦, 90◦) 73.2
ADDA DNN 7 (0◦, 90◦) 78.6 5 (0◦, 90◦) 73.3
DANN DNN 7 (0◦, 90◦) 78.1 5 (0◦, 90◦) 72.5
JAN DNN 7 (0◦, 90◦) 79.3 5 (0◦, 90◦) 72.6
DCTN DNN 7 (0◦, 90◦) 88.0 5 (0◦, 90◦) 79.0
IPFR DNN 7 (0◦, 90◦) 88.4 5 (0◦, 90◦) 81.8
Ours DNN 7 (0◦, 90◦) 89.4 5 (0◦, 90◦) 83.1
DS-GPLVM Landmark 5 (−30◦, 30◦) 90.6 - - -
HBTM SIFT 5 (−30◦, 30◦) 90.2 7 (−45◦, 45◦) 79.1
JPEM DNN 5 (−30◦, 30◦) 91.8 7 (−45◦, 45◦) 81.2
ADML DNN 5 (−30◦, 30◦) 87.8 7 (−45◦, 45◦) 80.4
IACNN DNN 5 (−30◦, 30◦) 85.5 7 (−45◦, 45◦) 77.2
GARN DNN 5 (−30◦, 30◦) 83.0 7 (−45◦, 45◦) 78.3
ADDA DNN 5 (−30◦, 30◦) 84.7 7 (−45◦, 45◦) 78.8
DANN DNN 5 (−30◦, 30◦) 85.1 7 (−45◦, 45◦) 81.8
JAN DNN 5 (−30◦, 30◦) 88.8 7 (−45◦, 45◦) 82.3
DCTN DNN 5 (−30◦, 30◦) 89.7 7 (−45◦, 45◦) 82.7
IPFR DNN 5 (−30◦, 30◦) 92.6 7 (−45◦, 45◦) 85.1
Ours DNN 5 (−30◦, 30◦) 93.4 7 (−45◦, 45◦) 87.0
can alleviate pose and identity bias at feature level, without depending on faked images. Furthermore,
our achieves better performance than identity-robust features methods, i.e., IACNN, ADML, and
DeRL. The contrastive loss of IACNN suffers from drastic data expansion when constructing
image pairs from the training set. The triplet loss of ADML does not perform well in the case of
limited identities. DeRL assumes that a face expression consists of both a neutral component and
an expressive component, which may not hold true in real-life situations. Weaknesses of these
methods account for their inferior results compared to our method.
To further evaluate the performance of the proposed method, we compare to adversarial do-
main adaptation methods ADDA, JAN, DANN and DCTN. These domain adaptation methods
can only address identity bias and fail to address pose variations, thus these methods can not
perform well when facing to multi-pose facial expression recognition. In contrast, the proposed
can simultaneously address both variations, leading to better performance.
We find the prosed method shows superior results to other methods except IPFR on the SFEW
dataset while training on the AffectNet dataset. But experimental results on different expressions
of IPFR are very imbalanced, while that of the proposed method are much better. This may because
IPFR is very data-sensitive and when seeing limited data of one class, the bad result will appear.
In contrast, the proposed method can benefit from the knowledge transfer ability of the domain
adaptation and alleviate this problem.
6 CONCLUSION
In this paper, we propose an unsupervised pose aware domain adaptation method to simultaneously
alleviate pose and subject bias. By adapt the pose and expression distribution between the source
and target domain using adversarial learning and design a cross adversarial learning strategy,
the proposed method can perform feature disentanglement and learn pose- and identity-robust
features for facial expression recognition. By designing the reconstruction learning process, feature
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Table 3. Comparison with state-of-the-art methods on the in-the-wild databases.
Methods Train Test Emotions Avg.AN DI FE HA NE SA SU
DS-GPLVM BU-3DFE SFEW 25.9 28.2 17.2 43.0 14.0 33.3 11.0 24.7
JPEM BU-3DFE SFEW 30.9 22.0 19.6 50.9 19.2 28.0 15.5 26.6
GARN BU-3DFE SFEW 25.9 23.8 16.2 38.1 12.6 26.8 12.0 22.2
IPFR BU-3DFE SFEW 27.3 28.9 24.3 38.7 19.7 26.2 31.4 28.1
UPADAR BU-3DFE SFEW 24.6 23.7 18.9 37.8 14.3 25.3 12.6 22.5
UPADAR+adv BU-3DFE SFEW 31.2 29.9 23.1 43.1 20.1 30.8 28.8 29.6
UPADAR+adv+cross BU-3DFE SFEW 32.6 31.2 24.1 44.2 21.5 33.2 29.4 30.9
Ours BU-3DFE SFEW 33.1 31.2 24.8 45.3 21.7 33.4 29.8 31.3
IPA2LT AffectNet SFEW - - - - - - - 55.6
IPFR AffectNet SFEW 68.3 28.7 32.0 90.2 58.6 53.3 68.8 57.1
UPADAR AffectNet SFEW 55.7 28.9 31.7 75.8 43.5 50.2 56.7 48.9
UPADAR+adv AffectNet SFEW 57.9 31.2 39.8 80.2 52.7 52.4 61.1 53.6
UPADAR+adv+cross AffectNet SFEW 62.1 35.9 40.3 81.3 54.2 52.8 67.2 56.3
Ours AffectNet SFEW 64.2 37.1 40.6 84.8 55.1 53.0 68.3 57.6
IPA2LT AffectNet AffectNet - - - - - - - 56.5
IPFR AffectNet AffectNet 68.3 38.5 37.8 80.6 58.4 55.0 63.0 57.4
UPADAR AffectNet AffectNet 56.5 29.7 29.3 76.8 49.8 53.3 59.8 50.7
UPADAR+adv AffectNet AffectNet 62.8 36.5 35.7 79.2 55.4 57.1 63.3 55.7
UPADAR+adv+cross AffectNet AffectNet 63.1 38.9 40.2 81.8 57.7 62.8 63.9 58.3
Ours AffectNet AffectNet 63.1 41.2 42.1 82.0 57.8 62.8 64.3 59.0
learning in the adversarial domain adaption learning and the cross adversarial learning can be
further augmented. Better experiments prove the superiority of the proposed method over other
state-of-the-art methods.
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