We investigate whether and how business credit information sharing helps to better assess the default risk of private firms. Private firms represent an ideal testing ground because they are smaller, more informationally opaque, riskier, and more dependent on trade credit and bank loans than public firms. Based on a representative panel dataset that comprises private firms from all major industries, we find that business credit information sharing substantially improves the quality of default predictions. The improvement is stronger for older firms and those with limited liability, and depends on the sharing of firms' payment history and the number of firms covered by the local credit bureau office. The value of soft business credit information is higher for smaller and less distant firms. Furthermore, in spatial and industry analyses we show that the higher the value of business credit information the lower the realized default rates. Our study highlights the channel through which business credit information sharing adds value and the factors that influence its strength.
Introduction
Theoretical and empirical research has examined various effects of credit information sharing on lenders, borrowers, and economic activity. Most of these studies document significantly positive effects of information sharing, such as an increase in the supply of credit by banks, a decrease in the costs of credit and realized default rates, and an increase in GDP growth. However, almost entirely missing from these studies is a direct empirical examination of the channel through which these positive effects of information sharing occur. Does information sharing raise the overall accuracy of default predictions in an economy? Which factors influence the potential improvement in default prediction accuracy associated with information sharing? What is the link between credit information sharing, the quality of ex ante default predictions, and ex post default rates? In this paper we make an attempt to fill this gap by investigating whether business credit information sharing helps to better assess the default risk of private (unlisted) firms and which factors influence the magnitude of its marginal value. Our evidence is based on the improvement of default prediction accuracy, which we study in aggregate, firm-specific, industry-specific, and spatial analyses.
Theory has highlighted several important aspects of credit information sharing (e.g., Millon and Thakor, 1985; Pagano and Jappelli, 1993; Pagano, 1997, 2000; Karapetyan and Stacescu, 2010) . Later empirical work has provided evidence in support of these theories based on international and country-specific analyses. A first set of empirical studies documents benefits of credit information sharing in a cross-country context (e.g., Jappelli and Pagano, 2002; Miller, 2003; Djankov et al., 2007; Brown et al., 2009; Tsai et al., 2011) . A second set of studies investigates the effects of credit information sharing within countries (e.g., Kallberg and Udell, 2003; Doblas-Madrid and Minetti, 2010; Hertzberg et al., 2011) .
For example, Kallberg and Udell (2003) analyze data from the US credit bureau Dun & Bradstreet on 2,723 retailing firms from the late 1980s to study whether business credit informa-tion is valuable in assessing borrower quality. They show that information on firms' payment history, the PAYDEX score of Dun & Bradstreet, is significantly related to the firm's probability of survival. We complement and extend the study of Kallberg and Udell (2003) in several dimensions. We analyze the marginal benefit of business credit information sharing by comparing the default prediction accuracy of models that include and do not include business credit information. Moreover, we study which factors influence the potential improvement in default prediction accuracy and differentiate between the value-added of hard and soft business credit information. Our analysis is based on a large representative dataset that includes firms from all major industries. Moreover, Doblas-Madrid and Minetti (2010) examine the case of information sharing among equipment finance companies. They analyze equipment loans to almost 4,000 US businesses and find that the staggered entry of firms in the credit bureau is associated with a drop in firms' delinquency rates by 13% on average (37% for the maximum). This finding can be largely attributed to the disciplining effect of credit information sharing. It becomes more costly for firms to default or to be past due with payments when credit information is shared not only among current but also potential future lenders. For comparison, we take a different perspective by studying the link between the improvement in ex ante default prediction accuracy due to business credit information sharing and ex post default rates in a spatial and industry analysis, respectively. Another important question is whether credit information sharing has unambiguously positive effects. The study of Hertzberg et al. (2011) provides evidence on this issue. Based on a natural experiment in Argentina where the public credit registry was expanded to all firms, the study documents s an amplification of coordination effects among lenders when negative credit information was shared in response to the credit registry reform. This study is one of the rare that documents significant negative real effects of credit information.
Our study is based on a representative panel dataset from the largest commercial credit bureau in Germany (Creditreform) . The biggest European economy is the ideal testing ground to study effects of credit information sharing since the vast majority of all German firms are private and small firms (Federal Statistical Office, 2009 ). For example, 96% of all German firms are considered as small-and medium-sized enterprises according to the definition of the European Commission (European Commission, 2006) . The randomly drawn sample comprises more than 25,000 firms over the period from 2002 to 2005 (resulting in approximately 100,000 firm-year observations). Creditreform regularly screens the official German commercial register for new entries to ensure a full coverage of all firms. We focus on private firms because they are smaller, more informationally opaque, riskier, and more dependent on trade credit and bank loans than public firms (e.g., Petersen and Rajan, 1994; Norden and Weber, 2010; Saunders and Steffen, 2011) . We expect that potential benefits of business credit information sharing are particularly relevant for private firms. Moreover, private firms, especially SMEs, are of key importance for economic activity, employment and innovation in many countries.
We conduct three sets of empirical analyses to identify the benefits of business credit information sharing and factors that influence its magnitude. First, we compare the accuracy ratio of default prediction models that include and do not include business credit information.
The accuracy ratio represents a widely used measure in the credit risk literature and credit rating industry and indicates the aggregate default prediction accuracy in a sample (e.g., Cantor and Mann, 2003; Engelmann et al., 2003) . Second, we define a measure that indicates the likelihood of improvement in firm-specific default predictions due to the addition of business credit information and investigate in probit regression models which factors determine this measure. We also examine the differential impact of firm-specific factors on the value-added of hard and soft information, such as payment history or business outlook (for parallels to the banking literature, see Berger and Udell, 2002; Petersen, 2004; Berger et al., 2005; Grunert et al., 2005) . Third, we test for potential real effects of business credit information sharing. In a spatial and industry analysis, we investigate whether there is a relation between the improvements in the accuracy of ex ante default risk assessments due to business credit information sharing and realized default rates.
Our first result is that business credit information sharing substantially improves the accuracy ratio of default predictions for private firms. The additional consideration of this information increases the accuracy ratio of default predictions by approximately 20 percentage points. We confirm this result in out-of-the sample tests and by means of a type I and II error analysis. It is noteworthy that this finding is present in most industries (although its magnitude varies substantially), which suggests that the effect is more general than suggested by earlier studies. In a second set of analyses we provide evidence on the factors that influence the magnitude of the improvement. Default predictions become more accurate for older firms and those with limited liability. This finding is mainly driven by the sharing of information on firms' payment history and the extent of firm concentration on local credit bureau offices.
Interestingly, the value of soft business credit information decreases in firm size and distance from the corresponding local credit bureau office. Third, in a spatial and industry analysis, we find that stronger improvement in the ex ante accuracy of default predictions of private firms leads to lower realized default rates in the same geographic area. Various additional empirical checks confirm that our results are robust and not the product of particular choices of samples, methods, or model specifications.
Our study contributes to the literature on credit information sharing and the growing field of research on private firms in three ways. We highlight a not yet explicitly analyzed channel through which the positive effects of business credit information sharing occur: the improvement in the accuracy of aggregate and firm-specific default predictions. None of the related papers has directly examined the existence and functioning of this channel. We also provide comprehensive evidence on the factors that influence the strength of the channel. This channel is indeed effective: more accurate default predictions due to business credit information are associated with lower future default rates.
The remainder of the paper is organized as follows. In Section 2 we describe the institutional background and data. In Section 3 we report our findings on the value of business credit information sharing and on the factors that influence its strength. In Section 4 we investigate the link between ex ante prediction accuracy and ex post default risk in a spatial and industry analysis. In Section 5 we summarize several additional empirical checks that confirm the robustness of our findings. Section 6 concludes.
Institutional Background and Data
We obtain the data from Creditreform, the largest commercial credit bureau in Germany.
Creditreform provides a wide range of services, such as business data collection and exchange, credit scoring based on various default prediction models, factoring, receivables management, dunning, and debt collection (see Creditreform, 2007) . Its main product is the Credit Status Index, which is an aggregated credit score that reflects a firm's probability of default.
To generate the Credit Status Index, Creditreform exploits all public sources of information (e.g., financial and business media, trade registers, registers of residents, courts, etc.) as well as various non-public sources. The latter comprise information obtained from interviews with the company's management and data on the firms' payment behavior obtained from the firm's business partners. Whenever a firm requests a commercial report about a business partner from the credit bureau, that firm itself is requested to provide its experiences with and information about its business partners to the credit bureau in return. This information exchange based on the principle of reciprocity also applies to firms' payment history. Creditreform have for each firm four attributes that reflect business credit information. These attributes are based on a firm's payment history with business partners (PAYMENT), its creditworthiness (CREDIT), information about the business outlook (OUTLOOK), and its order book (ORDER), which is gathered and evaluated by business analysts of Creditreform. We further use information about the physical distance between the firm's headquarter and the credit bureau office that covers the firm. We gather the latter information manually from Creditreform's website (www.creditreform.de) and then calculate the geodesic distance between a firm's ZIP code and the corresponding Creditreform office.
1 Similar to other countries there is also a public credit registry in Germany. Banks have to report all new bank loans that exceed 1.5 million Euros to the Deutsche Bundesbank and only banks have access to this registry. However, two characteristics limit the scope of the public credit registry. First, because of the reporting threshold, the vast majority of loans to micro and small businesses are not included. Second, the public credit registry covers only bank debt. Thus, sharing credit information via the largest private commercial credit bureau Creditreform is particularly important for small and private firms and trade credit.
We also consider the number of employees of the credit bureau office that covers a firm.
We gather the total number of employees for each Creditreform office from the Amadeus database and then calculate the ratio of firms covered to the number of employees (FIRMS_PER_EMPLOYEE). Due to limited availability of data we were able to calculate this ratio for 50 of the 119 Creditreform offices. tors vary by tercile categories. We differentiate by terciles here and in the subsequent analyses to be able to detect potentially non-monotonic patterns.
Empirical Analysis

Business credit information and aggregate default prediction accuracy
In a first set of analyses, we investigate whether business credit information helps to improve default predictions based on an aggregate prediction accuracy measure. We estimate one default prediction model that includes public information and business credit information and another model that excludes the business credit information. Specifically, we estimate the following two probit regression models with DEF as dependent variable to obtain the probability of default over a one year horizon for all firms in our sample.
The explanatory variables in these models are the same as in Creditreform's model for the Credit Status Index. The first model includes only the base factors that the credit bureau collects from public sources of information (equation 1, "baseline model"). Base factors capture effects due to firms' legal form, age, size, industry, and other dimensions. The second model includes all factors considered by the credit bureau (equation 2, "full model"), including the four attributes that reflect business credit information (hard bci factors: PAYMENT and CREDIT; soft bci factors: ORDER and OUTLOOK). We include year fixed effects as controls in both models.
Based on these estimations we calculate the accuracy ratio (AR). The AR is a widely used measure of the aggregate quality of default prediction models and can be derived from cumulative accuracy profile curves. To obtain the latter, firms are ordered according to their estimated probability of default on the x-axis (from high to low). The percentage of correctly classified defaulters is displayed on the y-axis. The cumulative accuracy profile curve of a random default prediction model corresponds to the 45 degree line. The AR, defined in the interval [0, 1], equals the ratio of the area between the cumulative accuracy profile of the rating model and the random model over the area between the cumulative accuracy profile of a perfect model and the random cumulative accuracy profile. The higher the AR the higher is the prediction accuracy of the model (for details, see, e.g. Cantor and Mann, 2003; Engelmann, Hayden, and Tasche, 2003) . We then examine the difference in the ARs to assess the improvement in default predictions. If the difference is positive, then the addition of business credit information helps to improve default forecasts. Note that for confidentiality reasons we cannot report the marginal effects or coefficients of the base factors in both models. Table 2 reports the results.
(Insert Table 2 here)
We obtain two key results. First, three of the four business credit information factors (PAYMENT, CREDIT and ORDER) in model (2) are positive and highly significant (i.e., higher values for these factors suggest a higher default risk). This finding indicates that credit business information helps predicting future firm defaults and confirms the evidence on US retailing firms provided by Kallberg and Udell (2003) . Second and more important in our context, the aggregate accuracy ratio AR increases by 19.80 percentage points (from 42.89% to 62.69%) when we compare model (1) and (2). Moreover, the adjusted McFadden-R 2 more than triples when we add business credit information factors to the base factors (from 0.052 to 0.161). This finding supports the view that business credit information helps to improve the accuracy of default predictions. 4 The difference in the accuracy between the full model and the baseline model corresponds to the area between the two cumulative accuracy profiles plotted in Figure 1 .
(Insert Figure 1 here)
We also investigate whether the increase in prediction accuracy is robust across industry sectors. For this purpose, we take advantage of the fact that our sample covers all 53 industries in Germany (based on the first two digits of the industry classification code). Calculating the difference in the accuracy ratio between the full and the baseline model for each industry separately shows that in 38 of 45 industries (84.4%) the additional consideration of business credit information increases the accuracy ratio. 5 The improvement ranges from 2.9 to 73.5 percentage points. On the one hand, public sector firms and rental companies display only small improvements in the accuracy ratio (2.9 and 3.9 percentage points, respectively). Public sector companies may largely depend on the politicians' willingness to cover losses which makes their default behavior more idiosyncratic. Rental companies pursue a very specific business model (e.g., long-term leasing by car rental companies). On the other hand, engineering and construction firms and car manufacturers exhibit differences of 33.2 and 35.8 percentage points, respectively. Both heavily depend on trade credit provided by various suppliers.
We note that the influence of business credit information on the default prediction accuracy varies substantially across industries. This finding is novel since previous studies have either focused on a cross-country perspective or firms from single industries.
Factors that influence the aggregate default prediction accuracy
We now investigate whether and how firm and firm-credit bureau characteristics influence the improvement in aggregate default prediction accuracy. For this purpose, we split the firms in our sample into terciles based on the following characteristics: LIMITED_LIABILTY (binary split), AGE, SALES, DISTANCE, and FIRMS_PER_EMPLOYEE. We apply a tercile split instead of a median split to detect potential non-monotonic effects. We then enter the firm's characteristics in the baseline and full model and calculate for each tercile sample the difference in the accuracy ratios. Note that we do not recalibrate the baseline and full model on the tercile samples since Creditreform calibrates its model also on the full database and not on subsamples. Table 3 reports the results.
(Insert Table 3 here)
Most important, we confirm the aggregate result for all tercile subgroups, i.e., all reported differences in default prediction accuracy are positive and economically significant. We find that business credit information is more valuable for firms with limited liability since the difference in accuracy ratio with and without business credit information is almost six percentage points higher for these firms (26.26 vs. 20.65) . If there is unlimited liability, a firm's default risk largely depends on its owner's willingness and ability to let the firm survive, creating more ambiguity about the likelihood of default. For the variables AGE and DISTANCE we find a monotonically increasing value of business credit information. One possible expla-nation for this result is that there are more cross-sectional and time-series data available (i.e., a higher number of business partners and a higher number of repeated interactions with the same business partner) for older firms than for younger firms, allowing the older ones to establish a more reliable credit history. Our interpretation for the result on DISTANCE is that business credit information sharing reduces the information asymmetry arising from distance via the exchange of hard information (e.g., information on the firm's payment history with its suppliers, and not soft information). We revisit the differential role of hard and soft business credit information in the next section. For SALES, our proxy for firm size, we find improvement of default prediction accuracy in all terciles which is consistent with the related literature that shows that credit information sharing is more beneficial for relatively small and opaque firms. The value of business credit information is highest for medium-sized firms.
Recall that all firms in our sample are private firms and predominatly small and medium-sized enterprises (SMEs). Thus, the non-monotonic pattern indicates a relative size effect among all private firms. This pattern can be explained with the trade-off between firms' transparency and firms' reliance on trade credit. On the one hand, relatively large firms might be less sensitive to credit information sharing since there is more public information on these firms available and they have a higher number of bank relationships than relatively small firms (e.g., voluntary disclosure, size-based accounting and disclosure requirements). On the other hand, relatively small firms may only have a single supplier and/or do not use trade credit but pay their supplies by using cash or bank debt, which renders credit information sharing either unnecessary or less efficient. This reasoning predicts that medium-sized firms benefit the most from credit information sharing. For FIRMS_PER_EMPLOYEE (the ratio of the number of firms covered by a Creditreform office to the number of employees of that office), we find a strong peak in the upper tercile while the first two terciles do not differ much. This result in-dicates that the prediction accuracy increases when credit bureau analysts cover a substantial number of firms, which can be explained with learning effects and an increase in experience.
Factors that influence the firm-specific default prediction accuracy
The accuracy ratio, which we considered in our first set of analyses, is an aggregate measure of default prediction accuracy. It is not possible to calculate this measure for individual firms, which means that a multivariate analysis based on firm-year observations cannot be conducted. Therefore, we define a second measure that indicates improvements in default accuracy predictions at the individual firm level, using the probit models outlined in the previous section. Equation (3) The dummy variable ∆PD equals one if the firm-specific estimated probability of default from the full model with business credit information (PD wBCI ) is higher than the estimated probability of default from the baseline model without business credit information (PD   woBCI   ) for defaulters, or if the firm-specific estimated probability of default from the model with business credit information (PD wBCI ) is lower than the estimated probability of default from the model without business credit information (PD woBCI ) for non-defaulters, and zero otherwise. In other words, ∆PD indicates whether the additional incorporation of business credit information changes the estimated probability of default for a firm in the right direction. The mean of this variable in the full sample is 0.78, suggesting that the additional consideration of business credit information helps adjusting the estimated probability of default in the correct direction for three out of four firms. We also calculate the mean improvement in the firm-specific default prediction by terciles of firm characteristics. We find that the mean improvement in firm-specific default predictions is positively related to LIMITED_LIABILITY and AGE, and u-shaped in FIRMS_PER_EMPLOYEE.
We now continue with analyzing how firm and firm-credit bureau characteristics influence firm-specific default prediction improvements in a multivariate setting. To do so, we estimate a probit model with the dummy variable ∆PD as dependent variable and the following explanatory variables: LIMITED_LIABILITY (dummy), AGE, SALES, and DISTANCE.
In an alternative specification we additionally include FIRMS_PER_EMPLOYEE since we do not observe this variable for all firms. Similar to the analysis in the previous section, we use tercile dummy variables (with the lower tercile, T1, as reference category) to allow for non-monotonic effects. We control for year, industry and regional fixed effects in all models. Table 4 reports the regression results.
(Insert Table 4 here)
The analysis yields several interesting insights. In model (1) we find that business credit information significantly helps to improve the default prediction if a firm has LIMITED_LIABILITY and AGE is high. Both variables show significantly positive marginal effects. The effect is monotonic in AGE, i.e., business credit information sharing improves defaults predictions the more the older the firm. For the variables SALES and DISTANCE, we do not obtain significant results. Thus, the corresponding effects shown in Table 3 do not survive in a multivariate setting.
We further find in model (2) that the more firms are covered per Creditreform office employee the more likely that the default prediction accuracy is improved as the effect of the upper tercile dummy for FIRMS_PER EMPLOYEE is significantly positive. Recall that we have the number of Creditreform employees only for 50 out of 119 offices, which results in a lower number of observations when we include this variable. The peak in the upper tercile is consistent with learning effects for the credit bureau analysts. This result resembles findings on the behavior of loan officers who exhibit learning in the number of interactions with borrowers in the cross-section and over time (e.g., Scott 2004; Alessandrini et al., 2009; Liberti and Mian, 2009 ). However, while loan officers rotate after a number of years to mitigate incentives for under-, over-reporting or collusion (e.g., Hertzberg et al., 2010) , these problems are largely absent for Creditreform business analysts because the credit bureau does not lend to the firm that is analyzed and the compensation of the analysts is fixed. All these effects are statistically significant at the 0.01-level. Moreover, we confirm the previous results by estimating random effects panel regression models. The effects for LIMITED_LIABILITY and AGE remain unchanged in model (3). In model (4), we further confirm the impact of FIRMS_PER_EMPLOYEE. However, the inclusion of business credit information now leads to a more accurate estimate of the probability of default for the largest firms in our sample (SALES_T3).
We conclude that the limited liability, age and learning of the credit bureau's analysts have a significant and robust influence on the value of business credit information for default predictions.
Determinants of the value-added of hard and soft business credit information
In the above analyses we considered all four attributes of business credit information, without differentiating between the type of information included in these attributes. However, there is evidence from the empirical banking literature that suggests that the type of information, especially hard vs. soft information, matters for its value-added (e.g., Berger and Udell, 2002; Petersen, 2004; Berger et al., 2005; Grunert et al., 2005; Liberti and Mian, 2009; Hertz-berg et al., 2010; Norden and Weber, 2010) . We exploit in our study that some of the attributes of business credit information are based on hard information while others are based on soft information. The remainder of this section deals with the differential impact of hard and soft business credit information.
As described beforehand, the credit bureau considers the firm's payment history and overall creditworthiness as hard information, while it considers the order book situation and general business outlook as soft information. This distinction between hard and soft is largely based on the way the information is generated: the former two factors are mostly based on quantitative information about a firm's payment history provided by the firm's suppliers, while the latter two factors are qualitative assessments made by the credit bureaus' business analysts on the basis of interviews with the firm management, onsite visits, and additional written information provided by the firm.
To investigate the marginal value of different types of business credit information, we now gradually extend our analysis, using (i) a baseline model without business credit information, (ii) the baseline model plus two factors that reflect hard business credit information (payment history and overall creditworthiness), and (iii) a full model, which includes the baseline factors, hard business credit information, and soft business credit information (order book and business outlook). A comparison of the cases (ii) and (i) informs about the marginal value of hard information and a comparison of the cases (iii) and (ii) informs about the extra marginal value of soft information. The motivation for this specific order of gradually adding hard and then soft business credit information is that hard information is usually easy to collect, almost costless, easy to store and to assess. Therefore, consistent with wide-spread practice in the banking and credit rating industry, default prediction models typically first include public hard information and are then extended by including private hard and private soft in-formation (e.g., Treacy and Carey, 2000; Grunert et al., 2005) . Table 5 reports the regression results.
(Insert Table 5 here)
The value of hard business credit information fully mirrors the results for the previous regression models, in which we included all four attributes of business credit information (columns (1) and (2)). Put differently, the hard business credit information is a key factor that drives our previous results. This finding has an interesting parallel to the recent research on sources of private information in banking (e.g., Mester et al., 2007; Norden and Weber, 2010) . Related studies document that proprietary information on credit line usage and checking account activity help banks to better predict borrower defaults and manage their credit relationships with firms. Norden and Weber (2010) show that these benefits are most pronounced in the case of SMEs and individuals but rather weak for large firms. That result is consistent with our finding on the importance of hard business credit information, which initially was private information of the firm, its supplier, and their banks before it was shared with others through the credit bureau. We again find a positive impact of FIRMS_PER_EMPLOYEE on the marginal value of hard business credit information in model (2), indicating effects from learning and experience.
Moreover, we see that the marginal value of soft information is also related to firm characteristics. It is higher for firms with limited liability and older firms. Furthermore, soft business credit information becomes more useful for smaller firms, as indicated by the negative coefficient of SALES. Similarly, the value of soft business credit information decreases in DISTANCE. Both results are consistent with findings from the banking literature (e.g., Petersen and Rajan, 2002; Degryse and Ongena, 2005; DeYoung et al., 2008; Alessandrini et al., 2009; Liberti and Mian, 2009 ). As we control for regional fixed effects in all regressions, the fact that credit bureau offices are more likely to be located in urban areas where firms and/or industries tend to be more profitable is an unlikely explanation. Unlike for hard information, we obtain a significantly negative coefficient for the mid-tercile dummy (T2) of FIRMS_PER_EMPLOYEE. This result indicates a non-monotonic u-shaped relation, suggesting that there are benefits from soft information production arising from focus and specialization (T1) as well as from learning and experience (T3). We note that such non-monotonic pattern is not uncommon and has been documented in various other contexts (e.g., Bandiera and Rasul, 2006) .
Improvement in default prediction accuracy and realized credit risk
The previous literature suggests that credit information sharing has positive real effects.
For instance, Jappelli and Pagano (2002) use survey data in cross-country analysis to show that credit information sharing leads to a reduction in credit risk. In this section we investigate whether there is a link between the accuracy of ex ante credit quality assessments (including business credit information) and realized default rates. An improvement in default prediction accuracy represents a macro-economic efficiency gain because the overall allocation of credit in the economy becomes more efficient. If default prediction accuracy is improved, then more healthy firms and less unhealthy firms should obtain credit because of a reduction of type I and II errors. In the extreme case, i.e., under a perfect default prediction model (everything else equal), the credit allocation would be optimal; only healthy firms (ex post non-defaulters) would obtain credit while unhealthy firms (ex post defaulters) do not obtain credit. Surprisingly, none of the related empirical studies on information sharing has directly tested the hypothesis that a higher quality of ex ante default predictions leads to lower ex post default rates in an economy. Unlike cross-country studies, we can use firm default data because we inves-tigate the hypothesis based on a representative dataset from one large country, which circumvents the comparability problems of default risk measures between countries.
To investigate the potential link between prediction accuracy and realized default rates empirically, we create subsamples based on spatial and industry segmentation. We ensure to have (1) a sufficient number of segmentation units for the regression analysis, (2) a sufficient number of firms per segmentation unit to calculate meaningful accuracy ratios, and (3) a sufficient variation in realized default rates and default prediction accuracy across segmentation units. It is virtually impossible to conduct such analysis at the individual firm-level because default events are rare events and our sample period spans only four years. 6 We start with a spatial segmentation of our dataset in two ways. First, we create pools of firms from a 2-digit ZIP Code area, and, second, pools of firms within a 50 kilometer radius around the center of every 5-digit ZIP Code area. The first criterion leads to a nonoverlapping spatial segmentation (small sample size), while the second criterion leads to an overlapping spatial segmentation (large sample size). For the latter, we use a relatively small radius because the business structure in Germany is predominantly local. We exclude those pools for which the estimation of our models is not possible or not reliable (e.g., too few observations, negative ARs; in total, less than 5% of all observations).
We then regress the yearly realized default rate per region (DEF_RATE, calculated from our default indicator variable DEF) on the year-specific difference of the accuracy ratios of the full model and baseline model (∆AR) in the same region. In this regression we control for the year-specific level of default prediction accuracy of the baseline model (without business credit information; AR Baseline ), yearly regional GDP growth, and year fixed effects. If the coefficient of our key variable ∆AR is negative and statistically significant, we will be able to 6 Even a very long time series per firm would not solve this problem because it would come along with other serious problems (e.g., structural economic, socio-economic, legal, or political breaks).
conclude that there is a link between the improvement in the accuracy of default predictions and realized default rates in the same geographic area. Table 6 reports the regression results.
(Insert Table 6 here)
Panel A of Table 6 shows the findings for the spatial segmentation. Model 1 refers to the non-overlapping 2-digit ZIP code segmentation and Model 2 to the overlapping 5-digit ZIP code segmentation. The result is clear and consistent across both spatial segmentations. The greater the improvement of the accuracy ratio due to the additional consideration of business credit information the lower is the realized default rate. The negative coefficient of ∆AR is significant at the 0.01-level. This result establishes the link between our previous results and evidence from related studies. We document that the improvement in ex ante credit quality assessments that arises from business credit information sharing is associated with lower realized default rates in the same geographic area. We also find that the coefficients of the control variables AR Baseline and GDP_GROWTH are significantly negative, which is consistent with our expectation. The negative coefficient of AR Baseline suggests that default rates are lower the better the default prediction of the baseline model (before adding business credit information).
Moreover, the negative impact of GDP_GROWTH is consistent with evidence that default rates decline in economic upturns.
We rerun the same analysis using an industry segmentation based on the 2-digit industry code. Panel B of Table 6 reports the results. We again find ∆AR to be negative and highly significant. Thus, an improvement of the default prediction accuracy due to the additional consideration of business credit information in an industry leads to significantly lower realized default rates. The effect of AR Baseline is not significant with this industry-based segmentation. Our interpretation is that some industries are too opaque or too idiosyncratic to have a reasonable level of default prediction accuracy based on public information. This fact once more highlights the value of business credit information documented in Section 3.1.
Moreover, in unreported robustness checks, we confirm our results for the geographic and industry-based segmentation by orthogonalizing ∆AR on AR Baseline . A similar approach has been chosen by Agarwal and Hauswald (2010) to eliminate the informational overlap between public and private credit assessments made by banks. The main reason for this additional test is that the value of business credit information is correlated with the level of the default prediction accuracy without such information (i.e., there is a significantly negative correlation between ∆AR and AR Baseline ). It turns out that the results remain similar.
Additional empirical checks
We conduct several additional empirical checks to ensure that our previous results are robust and not the product of particular choices of samples, methods, or model specifications.
Specifically, we compare the in-vs. out-of-the sample prediction accuracy, consider type I and II errors as alternative evaluation criteria, provide further evidence on the dynamics of our default predictions, and study the link between default prediction accuracy and realized default rates by industries.
First, to examine the robustness of the increase in prediction accuracy measured by increases in the accuracy ratio, we conduct a bootstrap simulation. In each simulation run we randomly split the sample in two equally large parts, the calibration and the prediction set.
The calibration set is used to fit the above mentioned two models. We then calculate the accuracy ratios for both models, separately for the calibration set (in-the-sample) and prediction set (out-of-the-sample). Using these accuracy ratios, we obtain two differences in prediction accuracy between the full and baseline model, one in-the-sample and one out-of-the-sample.
This procedure is repeated for 1,000 simulation runs. The mean of the in-the-sample differ-ences is 19.56 percentage points, while the mean of the out-of-the-sample differences is even higher with 21.61 percentage points. Both values are economically large and significantly different from zero. We conclude that the value of business credit information is robust and confirmed by the out-of-the-sample analysis.
Second, an alternative approach to assess the default prediction accuracy is an examination of the type I and type II error. Type I error refers to cases where firms are predicted as non-defaulters but they default, while type II error refers to cases where firms are predicted as defaulters but they do not default. These errors are based on a binary classification for default and non-default. Given the estimated probability of default from the probit regression models, the binary classification can be derived by applying a cut-off value. If the firm's estimated probability of default lies above the cut-off value, we predict that the firm will default and vice versa. To derive the optimal cut-off value we apply a cost function weighing the number of false-negative and false-positive with different costs. The related literature has emphasized that false-negatives lead to substantially higher costs than false-positives (e.g., Grunert, Norden and Weber, 2005) . Therefore, we assign higher error costs to type I errors than to type II errors by setting the cost ratio of false-negatives over false-positives to 20:1. Assuming an interest rate of 5%, a non-predicted default would lead to a loss of the face value of 100 Euro (false-negative) and a denying of a non-default credit (false-positive) would lead to a loss of the potential interest payment of 5 Euro. Based on this cost ratio we derive the optimal cut-off points for the full and the baseline model. For these optimal cut-off points the full model reduces the number of false-negatives by 25.8% and the number of false-positives by 25.0%.
Hence, the analysis of type I/II errors confirms that business credit information helps to improve the default prediction accuracy.
Third, to study the dynamic aspects of the firm-specific default prediction accuracy in a different way we carried out the following test. Based on the variable ∆PD that we defined in Section 3.3 we create a new dependent variable that takes a value of one if the default prediction accuracy decreases in each of the four years, two if the default prediction accuracy is increased in some and decreased in other years, and three if the default prediction accuracy is increased in all of the four years. We then collapse the dataset by calculating the means of the explanatory variables used in Table 4 and conduct a cross-sectional ordered probit regression with industry and regional fixed effects. We obtain findings that are very similar to those reported in Section 3.3.
Conclusion
In this study we provide a direct examination of whether and how business credit information sharing helps to better assess the default risk of private firms. The analysis is based on a representative panel dataset from the largest commercial credit bureau in Germany and includes firms from all major industries.
We obtain three main results. First, we find that business credit information sharing substantially improves the accuracy of aggregate and firm-specific default predictions. We interpret our result as novel and direct evidence for the channel that explains why credit information sharing exerts a positive influence on credit availability, cost of credit and realized credit risk. In other words, through this channel (i.e., the improvement in default prediction accuracy associated with business credit information sharing) it is possible to achieve a better credit allocation in the economy. While the effect is found in most industries we also measure a substantial heterogeneity in the value of business credit information between industries. This finding is also new since previous studies are either conducted at the country level or based on firms from single industries. Second, we provide evidence on the factors that influence the magnitude of the value of business credit information sharing for private firms. The default prediction accuracy is improved for older firms and those with limited liability, and it depends on the sharing of firms' payment history and the number of firms covered by a local credit bureau office. The value of soft business credit information sharing is higher for smaller and less distant firms. Third, we show that the higher the value of credit business information the lower the realized default rates. This result is confirmed in spatial and industry analyses and provides direct evidence that the improvement in default prediction accuracy due to credit information sharing serves as a channel that leads to a more efficient credit allocation.
We extend and complement the existing literature by providing new evidence on the channel through which business credit information sharing adds value and on the factors that influence its strength. Because private firms, especially SMEs, are of key importance for economic activity, employment and innovation in many countries, we believe that our study may have broader implications about the impact of business credit information sharing. Table 4 Improvement of firm-specific default predictions
This table reports estimation results from probit regression models. The dependent variable ∆PD equals one if the estimated probability of default increases for firms that default or decreases for firms that do not default, and zero otherwise, when we add four factors on business credit information to the baseline default prediction model. Explanatory variables are split into tercile dummies (T2, T3) with tercile T1 as reference category to allow for non-monotonic effects (except LIMITED_LIABILTY which is a dummy variable). We include dummy variables for years, the first two digits of the industry classification code and the first two digits of the ZIP Code in all models to control for year, industry and regional fixed effects. ***, **, * indicate that marginal effects are statistically significant at the 1%, 5%, and 10%-level, using robust standard errors clustered within firms. Marginal effects (mfx) are reported as average marginal effects. Table 5 Improvement of firm-specific default predictions with hard and soft information
This table reports estimation results from probit regression models. In columns (1) and (2) we compare a model with hard business credit information to a model with base factors. In columns (3) and (4) we compare the full model with hard and soft business credit information to a model with base factors and hard information. The dependent variable ∆PD equals one if the estimated probability of default increases for firms that default or decreases for firms that do not default, and zero otherwise, when we add four factors on business credit information to the baseline default prediction model. Explanatory variables are split into tercile dummies (T2, T3) with tercile T1 as reference category to allow for non-monotonic effects (except LIMITED_LIABILTY which is a dummy variable). We include dummy variables for years, the first two digits of the industry classification code and the first two digits of the ZIP Code in all models to control for year, industry and regional fixed effects. ***, **, * indicate that marginal effects are statistically significant at the 1%, 5%, and 10%-level, using robust standard errors clustered within firms. Marginal effects (mfx) are reported as average marginal effects. Table 6 Analysis of the link between ex ante default prediction accuracy and realized default rates This table reports results from a cross-sectional OLS regression. Panel A shows the results for the spatial segmentation (models (1) and (2)). We consider firms from 2-digit ZIP Codes (non-overlapping areas) and firms from areas with a radius of 50 kilometers around the five-digit ZIP Code (overlapping areas). Panel B shows the results for the industry segmentation we use the first two digits of the industry code. The dependent variable (DEF_RATE) indicates the realized default rate per area (Panel A) or industry (Panel B), calculated from the default indicator DEF. Explanatory variables are the difference in the accuracy ratios of the full and baseline model (∆AR) and the accuracy ratio of the baseline model (AR Baseline ). We control for regional GDP growth in spatial segmentation models (models (1) and (2)) and year fixed effects in all models. ***, **, * indicate that coefficients are statistically significant at the 1%, 5%, and 10%-level, using standard errors clustered within areas (industries). 
