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We numerically investigate electron transport properties in an electron
waveguide which can be constructed in 2DEG of the heterostructure of GaAs
and AlGaAs. We apply R-matrix theory to solve a Schrödinger equation and
construct a S-matrix, and we then calculate conductance of an electron waveg-
uide.
We study single impurity scattering in a waveguide. A δ-function model
as a single impurity is very attractive, but it has been known that δ-function
potential does not give a convergent result in two or higher space dimensions.
However, we find that it can be used as a single impurity in a waveguide with
the truncation of the number of modes. We also compute conductance for a
finite size impurity by using R-matrix theory. We propose an appropriate crite-
ria for determining the cut-off mode for a δ-function impurity that reproduces
the conductance of a waveguide when a finite impurity presents.
vi
We find quantum scattering echoes in a ripple waveguide. A ripple
waveguide (or cavity) is widely used for quantum chaos studies because it is
easy to control a particle’s dynamics. Moreover we can obtain an exact expres-
sion of Hamiltonian matrix with for the waveguide using a simple coordinate
transformation. Having an exact Hamiltonian matrix reduces computation
time significantly. It saves a lot of computational needs. We identify three
families of resonance which correspond to three different classical phase space
structures. Quasi bound states of one of those resonances reside on a hetero-
clinic tangle formed by unstable manifolds and stable manifolds in the phase
space of a corresponding classical system. Resonances due to these states ap-
pear in the conductance in a nearly periodic manner as a function of energy.
Period from energy frequency gives a good agreement with a prediction of the
classical theory. We also demonstrate wavepacket dynamics in a ripple waveg-
uide. We find quantum echoes in the transmitted probability of a wavepacket.
The period of echoes also agrees with the classical predictions.
We also compute the electron transmission probability through a multi-
ripple electron waveguide. We find an effect analogous to the Dicke effect in
the multi-ripple electron waveguide. We show that one of the S-matrix poles,
that of the super-radiant resonance state, withdraws further from the real axis
as each ripple is added. The lifetime of the super-radiant state, for N quantum
dots, decreases as 1
N
. This behavior of the lifetime of the super-radiant state
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Quantum chaos study has been intensively paid attention in the last
few decades. Chaos means the unpredictability of the trajectory of a classi-
cal particle in a macroscopic system. However, one cannot expect to find a
unpredictability of a trajectory in a quantum mechanical system because we
have no phase space for individual trajectory due to the uncertainty principle.
However, quantum chaos was defined as the manifestation of classical chaos in
a quantum system [1, 2]. Classical trajectory of a billiard have been studied for
more than a century. As shown in Fig. 1.1, two different shape billiard show
different classical motion of particles. Fig. 1.1 (b) shows a stadium billiard in
which the trajectory is chaotic while Fig. 1.1 (a) shows a circular billiard and
regular trajectories. These two different types of billiard also show different
quantum characteristics such as the spectral statistics of level spacing of eigen
energies [1]. A classically regular system such as a circular billiard shows a
Poisson-like spectral spacing distribution while a chaotic billiard has a Wigner-
like distribution. Moreover, in particular, an quantum eigen wavefunction of a
stadium billiard resembles with a unstable periodic orbits of a corresponding
classical particle [3]. These structure are called scars.
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Figure 1.1: (a) a circular billiard which have regular trajectories, (b) a stadium
type billiard which shows chaotic trajectories
Due to the advance of nano technology, nano structure can be fabri-
cated in semiconductor. Electron transport study in a nano structure have
been focused in a few decades. It is possible that one fabricate the semicon-
ductor in which the coherent length of an electron is longer than the typical
dimension of the structure at very low temperature. Therefore, quantum me-
chanical behaviors of electrons can emerge in such a small electronic device.
Wave nature of electron can be seen in such nano structure as, for example,
quantum dots, nano wires, quantum waveguides, a quantum point contact etc.
In particular, two dimensional electron gas in the heterostructure of GaAs
and AlGaAs has a huge electron mobility (µ ∼ 106cm2V s) and long mean
free path (` ∼ 10µm) at very low temperature. Electron scattering in a nano
structure of 2DEG is therefore ballistic because electron-phonon interaction
and electron-electron interaction are negligible at low temperature. It enable
us to study quantum chaos in a microscopic device. For example, stadium type
quantum dot (chaotic) and circular quantum dot (regular) show quite different
2
quantum characteristics. Electron conduction through a chaotic quantum dot
show high aperiodic oscillation which is dominated by stable trajectories of
the classical counter part [4].
In this chapter, we briefly review two dimensional electron gas (2DEG)
and a few nano structures which can be fabricated on 2DEG. We also review
some experiments and numerical results which show quantum phenomena in
classically chaotic systems and mixed phase space systems.
A thin electron gas layer is formed in a heterostructure of GaAs and
AlGaAs. A sharp potential barrier is formed at the interface between GaAs
and AlGaAs due to the different band gap. AlGaAs has wider band gap than
GaAs even though they have similar lattice structure and lattice constant.
Electrons are transferred from the layer of dopped-AlGaAs to GaAs because
Fermi energy in dopped-AlGaAs is higher than in GaAs. The charge transfer
gives rise to an electrostatic filed that cause the energy bands to bend at the
interface as shown in Fig. 1.2. Electrons from n-dopped AlGaAs are accumu-
lated in a triangular potential well in GaAs. Due to the potential well, the
electron motion is confined along the lateral direction. This system is refereed
as a two-dimensional electron gas (2DEG). Typical carrier concentration is
about 2× 1011/cm2. Since AlGaAs and GaAs form a nearly perfect interface
and electrons are well separated from their ions in AlGaAs, electron scattering
from ions is almost negligible. As a result, an election in a 2DEG has a very
high mobility.
Two dimensional nano structure can be obtained by metal gates fabri-
3
Figure 1.2: Schematic view of the heterojunction of GaAs and AlGaAs and
energy band diagram
4
Figure 1.3: (a) Electron waveguide in a 2DEG of GaAs/AlGaAs by shallow wet
chemical etching technic (from Ref. [5]), (b) Quantized conductance through
a quantum point contact (from Ref. [6], Copyright (1988) by the American
Physical Society)
cated on the surface of the heterostructure. Applying negative gate voltage on
the metal gate gives rise to the formation of electrostatic potential by depleting
of electrons underneath gates. Electrons in 2DEG are confined by the poten-
tial whose size and shape can be easily controlled by gate voltages. Fig.1.3 (a)
shows an electron waveguide formed on 2DEG of GaAs/AlGaAs [5]. Conduc-
tance of an electron waveguide is quantized as shown in Fig. 1.4 (b) because
electron wavefunction is discretized along the transversal direction due to the
confinement potential. Each transversal mode carries a conductance quanta
2e2/h.
It has proven that R-matrix theory is so useful for study of an elec-
tron scattering in a waveguide. Conductance does not obey the Ohm’s law
any more in a nano scale device. Instead of Ohm’s law, conductance is pro-
portional to the transmission probability from the Landauer’s formula. Using
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R-matrix theory, we can calculate the transmission probability and scattering
wavefunctions. In Chapter 2, we briefly review the formal theory of quantum
scattering. We also reformulate R-matrix theory for low dimensional systems.
Single impurity scattering in a waveguide have been studied in a few
decades. Interference between electron backscattering from the waveguide and
a single impurity forms a quasi bound state in a waveguide. It significantly
reduce conductance of the waveguide. Delta-function potential is preferred for
a model of a single impurity because it simplify the computation. However,
it has been known that a δ-function potential does not gives us a convergent
result in two or higher space dimensions. Therefore, many other approaches
have been studied for example, an impurity D-function model [7] etc. However,
if the δ-function potential is regularized in a open system, it can give us a
physically meaningful result [8, 9]. In Chapter 3, we investigate an effect of
a single impurity on conductance of a waveguide and propose a criteria of
cutoff-mode for a δ-function model to reproduce a finite size impurity model.
We use R-matrix theory to calculate a S-matrix for a waveguide which contain
a finite-size impurity.
In 1992, Marcus’s ground-breaking experiment [4] has opened quantum
chaos study in a micron-scale semiconductor structure such as a regular circle
billiard and a stadium billiard shown in Fig. 1.4. One can nowadays fabricate
such billiards as a sub-micron quantum dots. Fig. 1.4 shows aperiodic conduc-
tance fluctuations as a function of an applied magnetic field. They found that
power spectra of theses fluctuation indicate different quantum characteristics
6
Figure 1.4: Magneto-resistance of two different shape quantum dots such as
stadium (a) and regular circle (b) billiards (after from Ref. [4], Copyright
(1992) by the American Physical Society)
for a chaotic and regular dots. They also observed that power spectrum at low
frequency is dominated by a few periodic orbits of a corresponding classical
particle.
In addition to fully chaotic system (e.g. stadium billiard), a mixed
phase space system has been studied recently. A system whose phase space
have regular areas and chaotic sea is called mixed phase system. Fully chaotic
systems and mixed phase systems shows different behavior in both classical
and quantum mechanical systems. For example, Dwell time probability for a
classical particle of a open ripple cavity with parameters for a mixed phase
system shows a power law decay rather than exponential decay shown in a fully
7
Figure 1.5: (a) Classical dwell time probability for the cases of mixed (thick
line) and fully chaotic (thin line) (b) Conductance for a mixed system (upper
line) and a fully chaotic system (lower line) (from Ref. [10], Copyright (2000)
by the American Physical Society)
chaotic system as shown in Fig. 1.5 (a). Power law decay for a mixed system
indicates fractal behavior of classical trajectories which do not appear in a
fully chaotic system. Conductance for the ripple cavity also shows different
quantum behavior for a mixed system and a fully chaotic system. The lower
line in Fig. 1.5 (b) shows the smooth variation of conductance for a fully chaotic
ripple cavity. However, many sharp peaks appear on top of smooth variation
for the case of mixed phase space system. Bäcker et al. identified these sharp
peaks as a eigen states which correspond to a regular region and hierarchical
region around KAM tori of the phase space for the classical counterpart.
In this work, we investigate quantum behavior of an electron in a ripple
waveguide. Especially, we study the quantum mechanical effects in the case
that a ripple waveguide has a mixed phase space. In Chapter 4, we overview
the classical dynamics of a ripple cavity. We also compute Hamiltonian ma-
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trix elements and Husimi distribution for a ripple cavity. In Chapter 5, we
find quantum scattering echoes in a ripple waveguide in both energy domain
and time domain. We identify resonances in conductance by plotting Husimi
functions at resonance energies. We find that a family of resonances is corre-
sponding to the tangle structure in the classical phase space and dominates
quantum scattering echoes. We calculate the period of the echoes and compare
it with the prediction from classical theory. We also investigate wavepacket
dynamics in a ripple waveguide.
In 1950s, Dicke predicted that decay channels of electrons in two-atom
system split into two channel in spontaneous emission. One channel is very
fast and corresponds to a broad resonance. It is called super-radiant resonance.
The other channel is so slow that it has very sharp resonance, namely, sub-
radiant resonance. These two different decays from symmetry related collective
states of two atoms which interact via common photon fields. Analogous
effects was found in a mesoscopic systems 40 years after Dicke’s prediction.
In Chapter 6, we study the resonance splitting in a multi-ripple waveguide.
We find the resonance splitting is a analogous effect of Dicke effect found in
quantum optics. These splitting is due to the interaction of quasi bound states
of each ripple cavity. We also found that the lifetime of super radiant resonance
decrease as the number of ripple, N .




R-matrix theory was developed by Wigner and Eisenbud for analyzing
the nuclear scattering data in 1950s [11, 12]. Recently, it has been proved
that it is so useful and efficient to compute S-matrix for electron scattering
in a electron waveguide[13, 14, 15, 16]. In this chapter, we briefly review
formal quantum scattering theory. We also review a R-matrix formalism for
one dimensional electron scattering and later expand this formalism to a quasi
one dimensional system.
2.1 Formal Scattering Theory
Schrödinger equation of an electron scattering in a potential V is given
by
(E −H)|Ψ〉 = 0, (2.1)
where H = H0 + V . General solution of Eq. (2.1) for a scattering system is a
Lippman-Schwinger equation such as,
|Ψ(+)〉 = |φ0〉+ 1
E −H + iεV |φ0〉 (2.2)
= |φ0〉+ G(+)V |φ0〉,
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where G is a total Green’s function, and |φ0〉 is a homogeneous solution. In
this case, 〈x|φ0〉 is a incident plane wave.
A multi channel scattering matrix, Sba can be defined [17, 18] such as,
Sba ≡ 〈Ψ(−)b |Ψ(+)a 〉 (2.3)
= 〈Ψ(+)b |Ψ(+)a 〉+ 〈Ψ(−)b −Ψ(+)b |Ψ(+)a 〉
= δba + 〈Ψ(−)b −Ψ(+)b |Ψ(+)a 〉







Eb −H + iε −
1
Ea −H − iε
)∣∣∣∣ Ψ(+)a
〉
= δba + lim
ε→0
〈φb| V |Ψ(+)a 〉
(
1
Eb − Ea + iε −
1
Eb − Ea − iε
)
= δba − 2πiδ(Eb − Ea)〈φb| V |Ψ(+)a 〉.








We can define a T-matrix.
T (+) ≡ V + V lim
ε→0
1
E −H + iεV = V + V G
(+)V (2.5)
= V (1 + G(+)V ) = V + V G
(+)




0 V + · · · ,
where G
(+)






E −H0 + iε . (2.6)













0 + · · · . (2.7)
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If we plug it into Eq.( 2.2), the asymptotic region wavefunction is given by,
|Ψ(+)〉 = |φ0〉+ (G(+)0 + G(+)0 V G(+)0 + · · · )V |φ0〉 (2.8)
= |φ0〉+ G(+)0 (V + V G(+)0 V + · · · )|φ0〉
= |φ0〉+ G(+)0 T (+)|φ0〉.
We hence have a S-matrix in terms of T-matrix such as
Sba = δba − 2πiδ(Eb − Ea)〈φb| T |φa〉. (2.9)
2.2 R-matrix theory for an one dimensional system: I
We consider 1-dimensional electron scattering in this section. As shown
in Fig. 2.1, we assume that an electron incidents from x = ∞ and there is a
arbitrary potential V (x) in a range of 0 ≤ x ≤ a. There is also a hard wall
at x = 0 so that an electron reflects back to the asymptotic region In order
to use the R-matrix theory, we divide the configuration space into largely
two sub-spaces such as a reaction region and an asymptotic region as seen in
Fig. 2.1. The essence of R-matrix theory is that we can expand a scattering
wavefunction in the reaction region with a set of basis functions which satisfy
a certain boundary condition at the interface. We introduce the projection










Figure 2.1: Schematic view of one dimensional scattering with an asymptotic
region. A particle enter from the left and reflects back due to the hard wall at
x = 0.
These projection operators satisfy the conditions P̂ + Q̂ = 1̂, P̂ 2 = P̂ , Q̂2 =
Q̂, and P̂ Q̂ = Q̂P̂ = 0. The potential exists only in Q-space (reaction region).
Using these properties, we have two Schrödinger equations.
(E −HPP )P̂ |Ψ〉 = HPQQ̂|Ψ〉 (2.12)
(E −HQQ)Q̂|Ψ〉 = HQP P̂ |Ψ〉, (2.13)
where HPQ and HQP depends on boundary conditions in each area. We will
discuss it later in this section. The total Hamiltonian of the system can be
written by
H = HPP + HQQ + HPQ + HQP . (2.14)
We can easily get a general solution of Eq. (2.12) including a homogeneous
solution |φ0(E)〉.
P̂ |Ψ〉 = |φ0(E)〉+ 1
E −HPP HPQQ̂|Ψ〉 (2.15)
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After plug it into Eq. (2.13), we have a wavefunction in Q-space in terms of a
homogeneous solution.
Q̂|Ψ〉 = 1
E −HQQ −HQP 1E−HPP HPQ
HQP |φ0(E)〉 (2.16)
Finally, we have a scattering wavefunction in a asymptotic region (
P -space).










= |φ0(E)〉+ Ĝ0P T |φ0(E)〉 (2.17)
Hence, by definition, S-matrix is written by










To ensure the continuity of wavefunction at the interface and hermitic-
ity of the total Hamiltonian, Bloch proposed the coupling operator for zero-









HPQ depends on the boundary condition for asymptotic wavefunction. If we
choose the wavefunction zero boundary condition (Dirichlet boundary condi-










where the arrows denote the direction of derivative.
Because the zero-slope boundary condition at the interface and wave-
function zero boundary condition at x = 0 in Fig. 2.1, we can expand the
scattering wavefunction in the reaction region with a set of basis states which





where |j〉 satisfy a Schrödinger equation in the reaction region.
(Ej −HQQ)|j〉 = 0 (2.22)
Since we have chosen the hard wall boundary condition for asymptotic region
side at the interface, the asymptotic region wavefunction can be expressed by
〈x|φ0(E)〉 = Aksin(k(x− a)) ≡ φE(x), (2.23)
where k =
√
2mE/~2, and Ak is a normalization constant. We restrict only





E′(x)dx = δ(E − E ′) (2.24)
From the above othonomalization condition, the normalization constant









In order to calculate the T-matrix (the second term in Eq. (2.18)), we







E(+) − E ′ dE
′ (2.26)
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We have to express a Green’s function in position bases because HQP and HPQ
are given in position representations. We also consider only a retarded Green’s
























sin(k′(x′ − a))sin(k′(x− a))










where we assume x′ > x. See Appendix A for the evaluation of the integration.
We define a regularized propagator in the reaction region space such as
G̃Q ≡ 1
E −HQQ −HQP 1E−HPP HPQ
. (2.28)
T-matrix can be rewritten by













E − Ejδj′j − 〈j′|HQP G0P HPQ|j〉
. (2.30)
In order to calculate the last term of the denominator in Eq. (2.30), we



























We define the reaction region wavefunction in a position basis.
〈x|j〉 ≡ ϕj(x) (2.32)
The last term in the denominator of Eq. (2.30) is given by,
























































We plug Eqs.( 2.33),( 2.34),and ( 2.35) into Eq. (2.29), then T-matrix,
Eq. (2.29), becomes






















E −Hin + iωωT ω, (2.36)
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where ω is a column vector whose the nth element is
√
~2k/2mϕn(a), and Hin
is a diagonal matrix which have Ej elements. Hence, S −matrix is
S = 1− 2iωT 1
E −Hin + iωωT ω. (2.37)
In ordinary scattering theory, |φ0(E)〉 may be a plane wave rather than a
sinusoidal function (for R-matrix theory). Moreover, asymptotic region wave-
function is a combination of incoming plane wave and outgoing plane wave
which looks like ∼ e−ikx − Seikx. Indeed, we will show that the asymptotic
region wavefunction can be expressed the combination of plane waves.







〈x|G0P |x′〉〈x′|φ0(E ′)〉〈φ0(E ′)|T |φ0(E)〉dE ′dx′
After taking the limit x → ∞ and some lengthy algebra (See Appendix B),
a scattering wavefunction in the asymptotic region can be expressed by the
















We will show that the S-matrix, Eq. 2.90, can be written in terms of
R-matrix in Section 2.4.
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Figure 2.2: Schematic view of one dimensional scattering with an asymptotic
region. A particle enter from the left and reflects back due to the hard wall at
x = 0.
2.3 R-matrix theory for an one dimensional system: II
We considered only one asymptotic region case in the previous section.
It was mathematically similar to the case of spherically 3-dimensional scatter-
ing. In this section, we will consider two asymptotic regions case which is more
suitable for resonance tunneling example or a 1-D quantum wire example. In
Fig. 2.2, there is a tunneling barrier and an incident electron from left. Elec-
tron can tunnel though the barrier (transmission) or electron can be reflected
back at the barrier (reflection). Therefore, we have two asymptotic regions.
In this section, we formulate R-matrix theory for one dimensional scattering
with two asymptotic regions.
19













which satisfy P̂` + Q̂ + P̂r = 1̂, P̂rQ̂ = P̂`Q̂ = P̂rP̂` = 0, P̂
2
r = P̂r, and
P̂ 2` = P̂`.
Using the projection operators, Schrödinger equation can be rewritten
by
(E −HP`P`)P̂`|Ψ〉 = HP`QQ̂|Ψ〉
(E −HQQ)Q̂|Ψ〉 = HQP`P̂`|Ψ〉 + HQPr P̂r|Ψ〉 (2.41)
(E −HPrPr)P̂r|Ψ〉 = HPrQQ̂|Ψ〉.
Asymptotic regions’ wavefunctions can be expressed with homogeneous
solution |φ1〉 and φ2〉 in each region respectively.
P̂`|Ψ〉 = |φ1〉 + 1
E −HP`P`
HP`QQ̂|Ψ〉 (2.42)
P̂r|Ψ〉 = |φ2〉 + 1
E −HPrPr
HPrQQ̂|Ψ〉 (2.43)
















After plug this in into Eq. (2.42) again, Schrödinger equation for the reaction











= HQP`P̂`|φ1〉+ HQPr P̂r|φ2〉. (2.45)












E −HQQ −HQP`GoP`HP`Q −HQPrGoPrHPrQ
Using Eqs.( 2.45) and ( 2.46), asymptotic region wavefunctions, Eqs.( 2.42)
and ( 2.43), can be expressed such as,
P̂`|Ψ〉 = |φ1〉 + GoP`HP`QG̃QHQP`P̂`|φ1〉
+ GoP`HP`QG̃QHQPr P̂r|φ2〉 (2.47)
= |φ1〉 + GoP`T``P̂`|φ1〉+ GoP`T`rP̂r|φ2〉,
P̂r|Ψ〉 = |φ2〉 + GoPrHPrQG̃QHQP`P̂r|φ2〉
+ GoPrHPrQG̃QHQP`P̂`|φ1〉 (2.48)
= |φ2〉 + GoPrTrrP̂r|φ2〉+ GoPrTr`P̂`|φ1〉.
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After we take 〈x| to both asymptotic regions and take the limit x → −∞,






































where T-matrices are defined such as
T`` = HP`Q
1




E −HQQ −HQP`GoP`HP`Q −HQPrGoPrHPrQ
HQPr ,
In the calculation, we also consider only the retarded Green’s function. Sim-










− (1− 2πi〈φr|Tr`|φ`〉) eikxe−2ika
}
, (2.51)
where T-matrix operators are
Tr` = HPrQ
1




E −HQQ −HQP`GoP`HP`Q −HQPrGoPrHPrQ
HQPr . (2.52)
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We know the asymptotic wavefunctions have forms such as
ψ` = x→−∞
(
eikx − t′e−ikx − reikx) , (2.53)
ψr = x→∞
(
e−ikx − r′eikx − teikx) , (2.54)
where r(r′) and t′(t) are reflection and transmission coefficient, respectively
such as
t′ = −2πi〈φ`|T`r|φr〉e−2ika (2.55)
r = (1− 2πi〈φ`|T``|φ`〉) e−2ika (2.56)
t = −2πi〈φr|Tr`|φ`〉e−2ika (2.57)
r′ = (1− 2πi〈φr|Trr|φr〉) e−2ika. (2.58)
A S-matrix relates incoming wave and outgoing wave such as,
Sαβ = U









where α, β = `, r, and U is a diagonal matrix whose matrix elements are eika,
which is the phase factor because of boundary condition for the asymptotic
region wavefunction at the interface.
2.4 R-matrix theory for a quasi one dimensional system
In this section, we will formulate the scattering theory by using R-
matrix theory for a quasi one-dimensional system which is actually two -
dimensional system, but the motion of the particle along the one direction
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is restricted. For instance, as shown in Fig. 2.3, the wavefunction along the
transversal direction is quantized due to the hard walls at the upper and
bottom walls. We refer it as quasi-one dimensional system. If we consider
an electron waveguide mentioned in Chapter 1, confining potential along the
transversal direction result in discretization of wavefunction. In a waveguide, it
is possible that the longitudinal wavevector would be imaginary if the transver-
sal momentum is large enough. This mode is called an evanescent mode in
contrast to a propagating mode because it does not propagate. In the pre-
vious section, we compute a S-matrix using a formal scattering theory and
R-matrix. However, in this section, we will formulate a S-matrix for a waveg-
uide in a slightly different way (wavefunction matching with R-matrix) because
it is much easier to account evanescent modes in the computation. However,
we will show that the S-matrix computed in this section is equivalent to the
previous section’s result if we neglect evanescent modes.
We consider an open cavity attached to two semi-infinite leads (waveg-
uides) as seen in Fig. 2.3. According to R-matrix theory, we can expand a
scattering wavefunction in a cavity area, so called reaction region, with basis





Using the orthonormality of basis function |j〉 and Eq. (2.42), we can obtain









Figure 2.3: A two-dimensional cavity attached to two semi-infinite leads
(waveguides).
We also expand the wavefunction in two asymptotic regions because







where α = `, r, and ϕn(y) is the wavefunction for the transversal direction and
will form ϕn(y) =
√
2/L sin(nπy/L) if the waveguide has the width L and top
and bottom boundaries are hard walls. We must distinguish between propa-
gating modes and evanescent modes in asymptotic regions of the waveguide.




















e−iknx for x > xr, (2.63)
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If there are m propagating modes then n = 1, 2, ....m. The evanescent modes






















For evanescent modes, the index n = m + 1, m + 2 .....∞
We require that the wavefunction should be continuous at both inter-
faces between the reaction region (cavity) and asymptotic regions (two leads)






























E − λj (2.68)
is the (n, n′)th matrix element of the reaction matrix. The quantity,
φj,n(xα), is a measure of the overlap between the jth reaction region state and










































































where the matrix U is a unitary diagonal matrix with matrix elements
Un,n′ =
{
e−iknx`δnn′ if 1 ≤ n ≤ m
e−iknxrδnn′ if m ≤ n ≤ N (2.73)





















R``(p, p) R``(p, e) R`r(p, p) R`r(e, e)
R``(e, p) R``(e, e) R`r(e, p) R`r(e, e)
Rr`(p, p) Rr`(p, e) Rrr(p, p) Rrr(e, e)
Rr`(e, p) Rr`(e, e) Rrr(e, p) Rrr(e, e)

 , (2.75)









. . . Kp
...




where Kp is a diagonal matrix with elements
√
kn (n = 1, ...., m) and Ke is
a diagonal matrix with elements
√
κn (n = m + 1, ....N). In these equations,
the subscript p (e) denotes propagating (evanescent) modes. If we consider
total N modes and there are m propagating modes for a given Fermi energy,
Rll(p, p) is an m×m matrix, Rll(p, e) is an m×(N −m) matrix, Rll(e, e) is an
(N −m)×(N −m) matrix, Kp is m×m diagonal matrix and Ke is (N −m)×
(N −m) diagonal matrix.
After a lengthy linear algebra calculation, the matrices Be and De,
which involve evanescent modes, can be expressed in terms of matrices Ap,
Bp, Cp, and Dp which involve propagating modes and we obtain the following
expressions
Be = iQ0 Q1 (Ap + Bp) + iQ0 Q2 (Cp + Dp) (2.77)
and
De = iY { (KeRrl(e, p)Kp − KeRrl(e, e)Ke Q0 Q1)Ap + Bp)




1e − KeRll(e, e)Ke + KeRrl(e, e)Ke Y KeRrl(e, e)Ke
, (2.79)
Q1 = KeRll(e, p)Kp − KeRlr(e, e)Ke Y KeRrl(e, p)Kp, (2.80)
Q2 = KeRlr(e, p)Kp − KeRlr(e, e)Ke Y KeRrr(e, p)Kp, (2.81)
and
Y = − 1
1e − KeRrr(e, e)Ke
. (2.82)
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In the above equations, 1e is the (N − m) × (N − m) identity matrix. If
we substitute Eqs. (2.77) and (2.78) into Eq. (2.74), we obtain an equation




















Z1 = KpRll(p, p)Kp − KpRll(p, e)Ke Q0 Q1 − KpRlr(p, e)Ke G1 (2.83)
Z2 = KpRlr(p, p)Kp − KpRll(p, e)Ke Q0 Q2 − KpRlr(p, e)Ke G2 (2.84)
Z3 = KpRrl(p, p)Kp − KpRrl(p, e)Ke Q0 Q1 − KpRrl(p, e)Ke G1 (2.85)
Z4 = KpRrr(p, p)Kp − KpRrl(p, e)Ke Q0 Q2 − KpRrr(p, e)Ke G2, (2.86)
where The matrices Z1 ∼ Z4 are all m×m matrices, and
G1 = Y
(





KeRrr(e, p)Kp − KeRrl(e, e)Q0Q2
)
. (2.88)
The scattering matrix S relates the outgoing propagating modes to the



























The matrix Z is a 2m× 2m matrix.











where t and t
′
are m×m matrices of transmission probability amplitudes and
r and r′ are m×m matrices of reflection probability amplitudes.
We now show that the S-matrix in Eq. (2.90) is equivalent to what we
compute from Lippman-Schwinger Equation in the previous section. If the
evanescent mode effect is negligible, the matrix Z is simply written as
Z = K ·R1 ·K
= ωT · 1
E1M −Hin · ω, (2.91)
where 1M is the M × M unit matrix, Hin is the M × M matrix of reaction
region eigenvalues, Hin = diag{λ1, .....λM},
R1 =
(
R``(p, p) R`r(p, p)
Rr`(p, p) Rrr(p, p)
)
, (2.92)














ifj = 1, ......M, n = m + 1, ....N
(2.93)
We can then rewrite S-matrix such as





· U †. (2.94)
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= BA + (−i)BABA + (−i)2BABABA + · · ·
= B
(
1 + (−i)AB + (−i)2ABAB + .....) A












E1M −Hin + iωωT ω (2.95)
As a result, it is shown that Eq. (2.94) has the same form as S-matrix
which we derive from the formal scattering theory in the previous section.
31
Chapter 3
Electron Conductance in a waveguide with a
single impurity
There is considerable interest in modeling the effect of impurities on
electron flow in GaAs/AlGaAs electron waveguides [22]. Models involving a
single impurity inside a waveguide have been discussed by Bagwell [23] and
by Boese et al. [24], [25]. The combined effect of the impurity potential and
backscattering off the walls of the quantum waveguide can give rise to qua-
sibound states and resonance behavior and thereby have an important effect
on the conductivity. The use of delta functions to model finite range impurity
potentials is very attractive because they can simplify considerably the com-
putations necessary to obtain the conductivity in the presence of impurities.
However, as noted in [25] and [8], δ-functions in two or more space dimensions
have convergence problems. Because of these convergence problems, some au-
thors have resorted to the use of more complicated potentials such as, for
example, the impurity D function in [7] or an one dimensional δ-function for
one space dimension and a finite sized potential (a Gaussian) along the other
space dimension [25], [7]. However, as we will see, under certain conditions
it is possible to use δ-function potentials to model the effects of finite range
impurities on the conductivity of electron waveguides.
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We are particularly interested in the effects of impurities on the con-
ductance of semiconductor based two-dimensional (2-D) electron waveguides
or carbon nanotubes. For this reason we restrict our discussion to electron
flow in two space dimensions. The problem of convergence occurs for all types
of boundary conditions in 2-D space. In all cases, in order to approximate a
finite range potential by a δ-function potential, we must introduce a cutoff on
the modes.
3.1 The Delta-function Impurity in 2-D Open Space
The Hamiltonian operator for a single electron of mass me in two di-
mensional open space, in the presence of a δ-function potential located at the






where p̂ is the momentum of the electron and V0 is the strength of the δ-
function potential. The energy Green’s function for this system can be written
G(r1, r2) = 〈r1| 1
E1̂− Ĥ |r2〉 = G0(r1, r2) +
V0 G0(r1,0)G0(0, r2)
1 − V0 G0(0,0) , (3.2)
where G0(r1, r2) is the free particle energy Green’s function
G0(r1, r2) = 〈r1| 1
E1̂− Ĥ0
|r2〉 (3.3)
and H0 = p̂
2/2me. If the δ-function potential is attractive, V0 < 0, we expect
that a single bound state exists and the bound state energy is given by a pole
of the Green’s function. The condition for the pole is 1 − V0G0(0,0) = 0. In
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k2 − B dk (3.4)
where EB ≡ ~2B/2me is a bound state energy and is negative and λ ≡
2meV0/~2. The integrand of the right hand side of Eq. (3.4) diverges loga-
rithmically for large value of k. Note that if the right hand side diverges, the
left hand side cannot be non-zero finite value. Thus, in two space dimensions
a bound state does not exist as long as the strength of δ-potential V0 is fi-
nite. In a scattering problem, the s wave scattering amplitude is undefined for
V0 6=0. [9].
We can resolve this difficulty by introducing a cutoff, Λ, on the upper
limit of the integration in Eq. (3.4). In other words, if we integrate from 0 to
Λ rather than from 0 to ∞, we can obtain a bound state energy, B, given by
B = −Λ2e 2~
2π
meV0 . (3.5)
Let us now compare this to the bound state energy in a cylindrical
potential of finite radius, a. The Hamiltonian is
H = − p̂
2
2me
+ U(r) = E, (3.6)
where the potential is
U(r) = V0/πa
2, if 0 < r < a and U(r) = 0 if r > a. (3.7)
The potential, U(r), becomes a two dimensional δ function in the limit, a →
0. If we solve the Schrödinger equation, HψE = EψE, assuming that the
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wavefunction, ψE, and its first derivative are continuous at the surface of







where γ is Euler constant(γ = 0.577). If we compare Eq.(3.5) and Eq.(3.8),
and require that the δ-function potential give the same bound state energy as
the cylinder, we can find that the momentum cutoff Λ is inversely proportional
to the radius a of the impurity potential.
3.2 The Conductance for Waveguide with Finite Range
Impurity
In this section, we consider a waveguide with a finite range impurity.
We model the finite range impurity potential as a disk shape potential





0 r > a
(3.9)
where x = x0 + rcosφ and y = y0 + rsinφ for 0 ≤ φ ≤ 2π.
The electron conductance G in the waveguide is given by the Landauer’s






| tij |2, (3.10)
where the e is the electron charge, h is Planck’s constant, and the sum extends
over all propagating modes. The transmission amplitudes are determined from
the S-matrix. For computation of S-matrix, we use R-matrix theory developed
in Chapter. 2.
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φj(x, y) + V (x, y)φj(x, y) = Ejφj(x, y). (3.11)
Figure 3.1: The geometry of the two dimensional electron waveguide with a
single disk shaped impurity. L is the width of the waveguide. a is the radius
of the impurity and y0 is the transversal position of the impurity. P̂` and P̂r
denote the asymptotic regions and Q̂ denotes the reaction region.
As shown in Fig. 3.1, we divide the waveguide into left and right asymp-
totic regions and a reaction region which contains the impurity. The wave-
function in the reaction region is expanded in a complete orthonormal set of
basis states, φj(x, y), which are essentially the eigenstates of a billiard with the
finite range impurity centered at (xo, yo). The states are zero at the waveguide
walls y = 0 and y = L and they have zero slope at the interfaces x = 0 and
x = 2a. The eigenvalues associated with these eigenfunctions are denoted λj.










































Figure 3.2: Conductance of a waveguide with a finite range impurity for differ-
ent numbers of modes, N . The impurity is disk shape, the potential strength
g = −7 feVcm2, and the radius a = L/150. When using N = 120, the
conductance has converged to its final result.
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where Bjpq are the expansion coefficients and Am =
√




In our numerical calculations, we locate the center of the impurity at
xo = a and yo = 5L/12, and we choose a = L/150 and g = −7feVcm2. We
consider an attractive impurity here. Fig. 3.2 shows the electron conductance
for a waveguide with a finite range impurity, for different total numbers of
modes, N (N includes for propagating and evanescent modes). Because of
the finite size of the impurity, we obtain convergent results when we use large
enough number of modes (N = 120 in this case). In Fig. 3.3, the solid line
shows the conductance for N = 120 and the dashed line is the conductance of
a straight waveguide without an impurity present. From Fig. 3.3, we see that
the impurity induces resonance and a considerable decrease in the conductance
relative to the case when no impurity potential is present. This conductance
reduction is due to the electron localization around the impurity, and dips
correspond to the quasi bound state [24, 25].
3.3 The Conductance for Waveguide with Delta-function
Impurity
Let us now compute the conductance when a δ-function impurity is
present at (xo = 0, yo = 5L/12) (this case was also considered in [23] and [24]).
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The Green’s function for this system is
G(x, y, x′, y′, E) = G0(x, y, x′, y′, E)
+
V0G
0(x, y, 0, y0, E)G
0(0, y0, x
′, y′, E)
1− V0G0(0, y0, 0, y0, E) , (3.13)
where G0(x, y, x′, y′, E) is the Green’s function for the free waveguide and is
given by


















(kn is given as in Sec. 2.4).
The relation between the conductivity and the Green’s function was
derived by Fisher and Lee [26]. Using the Green’s function, we first calculate a
transmission matrix and then calculate the conductance. When we construct
the Green’s function, we keep only Nt modes. However, (Ntπ/L)
2 must be
larger than 2m∗Ef/~2 where Ef is the Fermi energy so that we include all the
propagating modes and at least one evanescent mode.
We use an electron effective mass m∗ = 0.067me and assume the width
of the waveguide is L = 300Å. The δ-function impurity potential is Vi(r) =
gδ2(~r), where g is the strength of the potential. We choose g = −7 feVcm2
that ins the same value as in the example in Section 3.2.
In order to determine an appropriate cut-off mode number Nt, we com-
pare the conductance with a δ-function impurity to that for a finite range im-
purity which was calculated in Sec. 3.2. In Fig. 3.5, we plot the conductance
for the finite range disk potential (the solid line) which has radius a = L/400,
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Figure 3.3: Comparison of the conductance of a waveguide with finite range
impurity and a waveguide with no impurity. The solid line is for the waveguide
with a disk shaped impurity with g = −7 feVcm2, N = 120, and a = L/150.
The dotted line is for the waveguide with no impurity. There is a considerable
conductance drop due to the electron localization around the impurity, and
dips correspond to the quasi bound state.
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Figure 3.4: Conductance for electron waveguide with a δ-function impurity.
N denotes truncate number of modes. It shows conductance do not converge
as N increases.
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and we plot the conductance for the δ-function potential with several different
mode numbers Nt. We see that the conductance for the disk shape impu-
rity and for the δ-function impurity have qualitatively the same properties,
namely the reduction of conductance and the appearance of resonances. As
shown in Fig. 3.5, the conductance for Nt = 87 gives good agreement with the
conductance of the disk shape potential.
We define a proportionality constant, µ which relates the cut-off modes
and the size of impurity. We can write the total number of modes Nt which





where the length scale of the width of the waveguide is L and the impurity
length scale is 2a. For the disk shape impurity in a waveguide, µ is approxi-
mately 2.27. We have computed µ for different values of disk diameter 2a and
the strength g of the potential. The results are shown in Table 3.1. As we
change the strength and diameter of the potential significantly, µ only changes
slightly. If we replace the disk shape impurity potential with a square shaped
impurity, VI(x, y) = g/(2a)
2 for 0 < x < 2a and y0 − a < y < y0 + a, we
can again compute µ. The results are shown in Table 3.2. The value of µ is
2.67 with 15% error. Thus, the quantity µ appears to depend more on the
geometry of the system than on the size or strength of the impurity.
In open systems, a δ-function impurity only allows s-wave scattering.
Scattering from a finite range impurity is predominantly s-wave as long as
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Figure 3.5: (a) Conductance for a waveguide with a single impurity. The solid
line is for a disk shape impurity with g = −7 feVcm2 and a = L/400. All
other lines are for a δ-function impurity with a finite number of modes Nt and
g = −7feVcm2. (b) The deviation in the first resonance dip.
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Table 3.1: The constant µ for the disk shape potential, diameter 2a in a
quantum waveguide, width L for different potential strength g and radius.
g(feV cm2) 2a Nt µ




-9 L/50 22 2.27
L/100 42 2.38
-12 L/50 22 2.27
L/120 52 2.31
the wavevector, k, of the incident particle and the range of the potential, a,
satisfy the condition ka¿1 [27]. For the calculations shown in Fig. 3.5, we
are in a regime where only a few propagating modes contribute and kF a¿1.
This appears to be the reason that the δ-function impurity reproduces so well
the conductivity for the finite range impurity, at least in regions away from
the resonance. As shown in Fig. 3.5 (b), there is a small deviation of the
resonance dip positions between the δ-function impurity (dotted line) and the
finite range impurity (solid line), although the conductance plateaus have good
agreement. Nevertheless the differences are small in the low energy regime.
Thus, it appears that we can model a finite range impurity in a two-dimensional
waveguide by using a δ-function impurity with a finite number of modes, at
least as long as the condition kF a¿1 is satisfied.
In a typical quantum point contact experiment, for example, in Ref. [22],
the Fermi wavelength λF = k
−1
F is 37 nm (EF = 16meV). In order to satisfy
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the condition kF a¿1, a should be much less than 58.89 Å. Therefore we can
apply the delta function approximation for an impurity which has a radius of
order of a few Angstrom.
Table 3.2: The constant µ for the square shape potential, width 2a in a quan-
tum waveguide, width L for different potential strength g and width
g(feV cm2) 2a Nt µ
-7 L/160 60 2.67
L/240 78 3.08
-9 L/80 30 2.67




Ripple Cavity and Chaos
The ripple cavity or ripple waveguide has been used for the study of
quantum chaos. Its classical counterpart has a verity of phase space structures
which are easily controlled by some parameters. In addition, quantum me-
chanical Hamiltonian matrix can be written in a analytic form so that many
computational necessaries are saved. This chapter consists of three subsec-
tions which are the classical dynamics of a ripple cavity, the exact expression
of hamiltonian matrix elements, and the quantum version of poincare surface
of sections, Husimi functions.
4.1 Classical Dynamics of a ripple cavity
4.1.1 Poincare Surface of Section
Let us consider a ripple cavity as shown in Fig. 4.1 and a particle
(electron) bounce off the walls. We assume that collisions are ballistic, then
total momentum and kinetic energy are conserved. The width of the cavity
is W , the height at the side wall L, the height at the center d, and the ripple
amplitude a. A ripple cavity looks like a 2-D box except the upper wall has
a ripple. Ripple cause all chaotic motion of a particle inside the cavity. The
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Figure 4.1: A ripple cavity with a side wall height, L and the ripple amplitude,
a. A particle bounce off the wall.
ripple can be described by a simple analytic expression such as,






We will define Birkhoff coordinate (x0, sin α) where x0 is a x-position
and p · sin α is the longitudinal component of the momentum of the particle
whenever it hits the bottom wall. There exists a simple map between successive
reflection points at the bottom wall [28]. A Poincare map of the trajectory
(xn, αn) of the particle is given by [28]
αn+1 = αn + 2φn, (4.2)





















where xn is the position when the particle hits on the nth bounce on the
bottom wall, αn is the scattering angle for nth bounce, and tan(φn) is the
slope of the tangent to the ripple wall at the collision point x = x∗n, where
x∗n is the collision position on the ripple(upper) wall after nth bounce on the
bottom wall, and is a function of xn and αn. We also use a periodic boundary
condition at the left and right vertical boundary for simplicity. If a particle
hit one of these side walls, it disappear and another particle come in at the
left wall with the same momentum rather than it reflects back (px → −px). In
the map, Eq. (4.2) and (4.3), we assume that we shoot particles at the center
of the bottom wall (x = W/2 and y = 0) with a initial angle φ0. We iterate
its initial condition with the map and plot it whenever the particle hits the
bottom wall.
We give the value of a, d, and W . The height of the side walls is then
given by L = d− a. We plot classical Poincare Surface of Section in Birkhoff
coordinate (x0, sin α) for four different values of a. They show different classical
phase space structures depending on the ripple amplitudes a. It implies that
a ripple cavity is useful for quantum chaos study because its chaocity is easily
controlled by the value of the parameter a. Fig. 4.2(a) shows the regular
motion of particle while the particle moves in a fully chaotic ways in Fig. 4.2
(d). In Fig. 4.2 (b) and (c), two areas (regular islands and chaotic sea) exist
simultaneously. This system is called a mixed phase space system (mixed
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system). In Fig. 4.2 (c), once a particle starts off on the KAM island or island
chain, it cannot escape from the island or island chain and vice versa. As
a result, all three areas are clearly separated even though it is energetically
allowed.






































Figure 4.2: Poincare surface of sections in Birkhoff coordinate for a ripple
cavity with L=0.7 and W = 2π and the ripple amplitude (a) a = 0, (b)
a = 0.1, (c) a = 0.3, (d) a = 0.8
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4.1.2 Homoclinic and Heteroclinic Tangle
For the mixed phase system, the chaotic motion of the particle is gener-
ated by the underlying horseshoe structure [1, 29]. In this ripple cavity’s phase
space, there are three primary fixed points. One of those is located on a center
of KAM island and is stable. The others are located at each side wall and are
saddle fixed points. A trajectory near a saddle fixed points is unstable along
one direction while it is stable along another direction. Near a saddle fixed
point, stable and unstable manifolds are formed. The set of initial points that
converge to the saddle is called the stable manifolds of the saddle fixed point.
The set diverge from the saddle is called the unstable manifolds. A schematic
picture of the stable and unstable manifold of a saddle fixed point P is shown
in Fig. 4.3. It is possible that these manifolds intersect each other. We call
these intersections homoclinic points(intersections). In principle, there must
be infinite number of homoclinic points if unstable and stable manifolds inter-
sect at least at one point. This set of homoclinic points is called homoclinic
tangle. Trajectories moving near the homoclinic points are repelled by and
attracted to the saddle points iteratively. This behavior looks chaotic.
If we consider a rectangle of initial points surrounding the saddle point,
the points of the rectangle are stretched out along the unstable manifolds and
are compressed along the stable manifolds as the system evolves. The stretched
rectangle is folded and overlap with the original rectangle. It is similar as the
horseshoe map. The dynamics can then be explained by the horseshoe map.
If there are more than two saddle points and intersections of unstable
50
Figure 4.3: Sketch of stable(W s(P)) and unstable(W u(P)) manifolds for a
saddle point P. Intersections of these manifolds form homoclinic points (hn).
(from Ref. [30])
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manifolds of a saddle point and stable manifolds of another saddle, these inter-
sections are called heteroclinic points. Dynamical structure can be understood
in the same way for homoclinic’s.
For a ripple cavity, we have two saddle points at x = 0 and x = W .
We denote P1 and P2, respectively. First we compute the unstable manifolds
for the saddle P1. In order to compute these manifolds, we linearize the map
used in the previous subsection near a saddle fixed point at the left side wall
(x ≈ 0 and α ≈ 0). In this linear analysis, we consider the case W = 2π.
xn = 0 + ∆xn, (4.5)
x∗n = 0 + ∆x
∗
n, (4.6)
where x∗n is a solution of the equation,
d− acos(x∗n) = cot(αn)x∗n − cot(αn)x∗n. (4.7)
We solve it for x∗n and linearize it such as
∆x∗n = ∆αn(d− a) + ∆xn. (4.8)





















1 + 2da− 2a2 2a
2(a(d2 − 1) + d− 2da2 + a3) 1 + 2da− 2a2
)
. (4.11)
One of the eigen values of the matrix M is greater than 1, which corresponds
to the unstable manifolds. The other eigenvalue is smaller than 1 which cor-
responds to the stable manifolds. Corresponding eigen vectors indicate the
evolution direction of manifolds near the saddle fixed point. For computation
of unstable manifolds, we select a set of N points(kj) called a segment S0
between pi and pf such as
pi = u× `× 1
λu
(4.12)
pf = u× `, (4.13)
where λu and u are the eigenvalue and the eigen vector for unstable manifolds,
respectively. ` is a scaling factor.






Finally, we get the unstable manifolds for a saddle fixed point at x = 0 after
we evolute the segment S0. We also compute the unstable manifolds for the
saddle fixed point at x = 2π in a similar method. For stable manifolds, we
use the same method for the unstable manifolds, but we take time reversal
operator(px → −px) when we evolute the segment S0. We then have images
of S0 such as S−1, S−2, S−3 · · · .
Fig. 4.4 shows the stable and unstable manifolds for two fixed points of
the ripple cavity. Solid (dashed) lines represent stable (unstable) manifolds.
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Figure 4.4: Stable(solid) and unstable(dashed) manifolds of two fixed points
near the side walls in a ripple cavity for a L = 0.7 and a = 0.3.
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Unstable manifolds of a saddle intersect its stable manifolds (homoclinic) or
another saddle’s stable manifolds (heteroclinic). These homoclinic (hetero-
clinic) points form homoclinic (heteroclinic) tangle near the side wall.
We now consider a ripple cavity whose side walls are open. A particle
comes in from the left hand side of the cavity, then it bounce around in the
cavity. It finally escape to the right hand side (transmission) or back to the
left hand side (reflection). In Fig. 4.5, we plot Poincare Surface of Section for a
open ripple cavity overlaid by the manifolds. It is clearly seen that four mani-
folds build up a (partial) boundary for inside and outside regions. Trajectories
inside chaotic sea are able to come out only through gaps G1, G2, · · · denoted
in Fig. 4.5. Hence, the (partial) boundary is called a partial transport barrier.
For a closed ripple cavity, there also exists the same partial transport barrier
built by manifolds. Trajectories inside and outside chaotic sea exchange each
other only through these gaps.
4.2 Hamiltonian Matrix of a ripple cavity
In this section, we examine the quantum mechanical behavior of a par-
ticle in a ripple cavity which we consider in the previous section. In order to
study the quantum mechanical motion of a ballistic particle in a ripple cavity,











Ψ(x, y) = EΨ(x, y). (4.15)
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Figure 4.5: Poincare surface of section for a open ripple cavity with the same
parameters as ones used for Fig. 4.4. Stable (blue) and unstable (red) mani-
folds are superimposed. Green line indicate gaps.
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Adapting appropriate boundary condition at the upper wall, we introduce a
coordinate transformation used in Ref. [13, 14, 28, 31] such as,




where f(x) = d−acos(2πx/W ) which describe a shape of upper wall boundary.



































































where f ′ = ∂f/∂x. Thus, the total Hamiltonian is transformed such as




















































We then rewrite the Schrödinger equation in u− v coordinate system.
Hψj(u, v) = λjψj(u, v) (4.26)
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We now consider boundary conditions for a ripple cavity. We assume all the
boundaries are infinitely hard so that the wavefunction is zero at all boundary.
We can expand the wavefunction ψj(u, v) in terms of basis functions
which satisfy boundary condition such as
ψj(u, 0) = ψj(u, 1) = ψj(0, v) = ψj(W, v) = 0. (4.27)
















The matrix elements of the Hamiltonian is given by
































where we require the orthonormality condition,
∫ ∫
dudvφmn(u, v)φm′n′(u, v)J = δmm′δnn′ , (4.31)


































































































































































We will consider Neumann boundary condition(the first derivative is
zero) for side interfaces for opening of cavity in Chapters 5 and 6. See ap-
pendix C for Hamiltonian matrix elements for a ripple cavity with zero-slope
boundary condition at the side walls.
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4.3 Husimi Function
We can also compute the Husimi function which is a quantum version
of Poincare surface of section. The Husimi function is defined as the overlap
between wavefunction and coherent state which has the highest probability at
x0 and p0 in position and momentum basis, respectively.
First, we need to consider a Birkhoff coordinate again to directly com-
pare it with the classical Poincare Surface of section computed in Section 4.1.
It means that we will calculate the overlap between wavefunction and a co-
herent state at the bottom wall. However, as you can see, the wavefunction
at the bottom wall is vanished because of the hard wall. Therefore, we will
expand the wavefunction near the bottom wall up to the first order as,






















where |x0, p0〉 is a coherent state which is a minimum uncertainty wave packet.














The coherent state has uncertainty σx =
√
~/2ω in position basis and uncer-
tainty σp =
√
~ω/2 in momentum basis. The minimum uncertainty of the
coherent state is σxσp = ~/2. A parameter ω is chosen by requiring symmetric
coarse graining which means 2PE/σp = W/σx, where PE =
√
2meE. It gives
us ω = 2PE/W . Because of uncertainty principle, a Husimi plot should have
a finite resolution which depends on the uncertainty of the coherent state. We




~eff depends on the energy of a system so that ~eff decreases as the energy
increases. For example, if we consider a ripple cavity constructed in a het-
erostructure of GaAs/AlGaAs, we use a effective electron mass, m∗ = 0.067me
in GaAs. We also choose the parameters W = 300Å, L = 33.42Å, and
a = 13.85Å which reproduce the same classical phase space structure in the
Fig. 4.2 (c). We also assume that the electron energy in the ripple cavity,






The uncertainties of the coherent state in position basis and in momentum












Figure 4.6: Husimi function of (a) 99th, (b)101st, (c) 102nd eigen states of a
ripple cavity with the same parameters for Fig. 4.2 (c).
We therefore have a ~eff as a rectangle 22.07Å× 0.147 in a phase space.
Fig. 4.6 shows Husimi functions for a few of eigenstates of the ripple
cavity with the same parameters as in Fig. 4.2 (c), and the classical phase
space is superimposed on them. Fig. 4.7 shows electron probabilities in the
cavity for the same energy eigen states in Fig. 4.6. As shown in Fig. 4.6, those
eigen states can be categorized into three different families depending on where
high probability region of Husimi function sits on. Fig. 4.6 (a) shows Husimi
function of the 99th eigen state sits on the island chain surrounding KAM
island. Husimi function sits on the central KAM island area in Fig. 4.6 (b).
Fig. 4.6 indicates that the 102th eigen state corresponds to the tangle structure
formed by stable and unstable manifolds. We have chosen those states because
the eigen energies high enough to show that Husimi distributions sit on three
distinctive areas in the classical phase space. In Fig. 4.6 (a), a rectangle shows
the size of maximum resolution of the Husimi functions, namely, ~eff . Since
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Figure 4.7: Electron probabilities of eigen states corresponding to Fig. 4.6.
the eigen states are relatively low eigen states, ~eff is too large to resolve the
fractal structure around KAM tori near the island chain.
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Chapter 5
Scattering Echoes in a ripple waveguide
Electromagnetic waveguides and electron matter waveguides have been
of particular interest in studies of the classical-quantum correspondence be-
cause their shape and dimensions and the effective value of Planck’s constant
are easily controlled. Electromagnetic waveguides, even though they are clas-
sical objects, can be constructed to mimic single-particle quantum wave phe-
nomena [32, 33, 34, 35, 36, 37, 38]. Electron matter waveguides and quantum
dots formed in the two dimensional electron gas in GaAs/GaAlAs semicon-
ductor heterostructures are also candidates for studying the classical-quantum
correspondence because at low enough temperatures the electron flow becomes
ballistic and electrons maintain their coherence over relatively long distances
[4, 39, 40]. For open quantum systems like waveguides, conductance fluc-
tuations carry much of the information about the internal dynamics of the
waveguide.
Systems with mixed classical phase space, which have KAM islands
and a chaotic sea surrounding them, are particularly interesting because they
have a far richer dynamics (quantum mechanically or classically) than globally
chaotic or integrable systems. For example, the dwell time probability P (t),
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which is a classical quantity, can show power law decay (P (t) ∼ t−γ) [1, 41]
in a mixed phase system rather than exponential decay which is characteristic
of a chaotic system. In quantum systems, the behavior of the conductance
fluctuations is different for classically chaotic systems and systems with mixed
phase space. Only smooth variations appear in the conductance fluctuations
of a chaotic system. In systems with mixed phase space, sharp isolated reso-
nances can occur on top of the smooth conduction fluctuations. Sharp isolated
resonances were found numerically in the conductance fluctuations of the co-
sine billiard (ripple billiard) for a mixed phase space system [10]. Bird et al.
also observed these isolated resonances in quantum dots experiments [42] and
Backer et al. found that the isolated resonances can correspond to resonances
associated with regular states (sitting on KAM islands) or the hierarchy states
(sitting in the fractal structure surrounding KAM islands) [43, 44] of the cor-
responding closed billiard. The isolated resonances can also be associated with
scarred states in the chaotic sea surrounding the KAM island structure [45, 46].
In this chapter, we will focus on resonances associated with the horseshoes (ho-
moclinic/heteroclinic tangles) generated by the outer fixed points of the ripple
cavity.
Jung et al. [47] showed that a self-pulsing effect (scattering echoes)
could be observed in open scattering systems such as a delta kicked one-
dimensional scattering system and two-dimensional waveguide. These echoes
have been observed numerically in both classical and quantum systems and
the period of the echoes can be related to the horseshoe topology in the clas-
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sical Poincare surface of section. Dembowski et al. observed the echoes in a
microwave waveguide experiment [37]. Their results reproduce well the theo-
retically derived value for the period of the echoes. It can be expected that
the scattering echoes can also be observed in electron matter waveguides which
can be realized in semiconductor heterostructures (e.g. GaAs/AlGaAs). We
will show that some resonances which appear in the conductance fluctuations
of a waveguide with a ripple cavity participate in the scattering echoes and
the period of the echoes gives a measure of the horseshoe development of the
chaotic layer of the classical system.
Ripple cavities have been used for the study of quantum chaos in both
closed and open systems [10, 13, 14, 28, 31, 43] because it is possible to con-
struct analytic expressions for the Hamiltonian matrix elements for these sys-
tems. The reaction matrix theory is particularly useful and efficient to compute
conductance in a waveguide with a ripple cavity because we only need to com-
pute eigenvalues and eigenvectors of the Hamiltonian matrix once to construct
the S-matrix for a range of values of incident energy [13].
This chapter is organized as follows. In Section 5.1, we describe the
system which we consider in this paper and show the stable and unstable mani-
folds which trace out horseshoe development in the Poincare surface of section.
From this classical picture, we calculate the theoretical expected value of the
period of the scattering echoes. In Section 5.2, we construct the S-matrix for
the waveguide with a ripple cavity in order to calculate the conductance of the
ripple waveguide. Using Landauer’s formula, we can compute the waveguide
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conductance from the S-matrix. We investigate the resonances associated with
the homoclinic/heteroclinic tangles. These resonances have relatively broader
width than the resonances associated with the KAM islands. The period of
scattering echoes will be obtained by Fast Fourier Transformation(FFT) of
the conductance fluctuations. We also construct quantum Poincare surfaces
of section using Husimi plots. In Section 5.3, we use Husimi plots to visualize
scattering eigenstates associated with the resonances. We then will evaluate
the period of echoes using the energy separation of resonances. In Section 5.4,
in the time domain we follow a Gaussian wavepacket that scatters through
the ripple cavity and we observe the emergence of scattering echoes in the
transmitted fragments of the packet.
5.1 Chaotic scattering in a waveguide with a ripple
cavity
We study the conduction properties of a ripple cavity(cosine billiard)
with two infinite straight leads attached. For this system, we can construct an
analytic expression for the Hamiltonian matrix which governs the dynamics
inside the cavity [31]. The geometry of the ripple cavity is shown in Fig. 5.1(a).
The boundaries are hard walls located at y = 0, and






for 0≤ x≤W . Straight leads are attached at x = 0 and x = W .
In Fig. 5.1(b) we show a Poincare surface of section of the classical
dynamics in the ripple cavity when a = 13.846Å, d = 47.269Å, and W =
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Figure 5.1: (a) The waveguide with ripple cavity for a = 13.846Å, d = 47.269Å
and W = 300.0Å. Leads are attached to the ripple cavity at x = 0 and x = W .
α is the reflection angle at the bottom. (b) The classical Poincare surface of
section using Birkhoff coordinates at the bottom boundary (y = 0).
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300.0Å. We use Birkhoff coordinates (x0, sinα) where x0 is the x-coordinate
and α the reflection angle when the particle hits the bottom boundary (at
y = 0). The dynamics has a fixed point at the center of cavity x = W/2 whose
stability depends on the parameters a, d, and W . It also has outer fixed
points at x = 0 and W . The outer fixed points have an unusual behavior.
In the leads, every line for which x = constant is a periodic orbit along the
y-direction. Because these orbits form a continuum of absolutely equivalent
orbits, they are all parabolic. The lines x = 0 and x = W form the interface
between the cavity dynamics and the lead dynamics. Therefore the lines x = 0
and x = W are periodic orbits which appear to be parabolic when seen from
outside (in the leads) and normal hyperbolic when seen from inside the cavity.
The corresponding fixed points in the Poincare surface of section have invariant
manifolds going to the interior of the cavity region and they trace out the
horseshoe (homoclinic/heteroclinic tangle) which acts as the central guiding
structure of the chaotic scattering. Because we wish to consider dynamics with
a mixed phase space, we will always consider parameters a, d, and W which
give us a stable fixed point at x = W/2. For the parameters used in Fig. 5.1
(b), there is a large KAM island surrounded by small islands and a chaotic
sea. Therefore, for this choice of parameters, the outer fixed points (x = 0 and
x = W ) are the outer fixed points of a ternary symmetric horseshoe.
Fig. 5.2 shows the stable and unstable manifolds of the outer fixed
points for parameter values given in Fig. 5.1. The intersections of these mani-
folds form homoclinic/heteroclinic tangles of a ternary horseshoe (three fixed
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Figure 5.2: The stable and unstable manifolds of the ripple cavity with param-
eters in given in Fig.5.1. The first tendril of unstable manifold is intersected
by the third tendril of stable manifold in two points which implies that the
horseshoe development is β = 3−3. Inset shows two points intersections.
70
points). In Fig. 5.2, the blue solid and dashed lines represent the stable and
unstable manifold, respectively, of the left outer fixed point (fixed point 1).
The red solid and dashed lines represent the stable and unstable manifolds, re-
spectively, of the right outer fixed point (fixed point 2). As shown in Fig. 5.2,
the third tendril of the stable manifolds intersect the first tendril of unsta-
ble manifolds in two points so that the horseshoe development parameter is
β = 3−3 [48]. Inset shows that it makes two points intersection.
The homoclinic/heteroclinic tangles formed by these invariant mani-
folds yield a chaotic scattering layer [47]. Consider a line of incoming tra-
jectories which passes near the unstable manifold of the fixed point 1. These
trajectories enter the chaotic scattering layer and approach fixed point 2 follow-
ing the unstable manifold of fixed point 1. Depending on the initial conditions,
after passing fixed point 2, some trajectories enter the right lead and leave the
cavity. The remaining trajectories complete a rotation around the large KAM
island and return to the neighborhood of fixed point 1 along the unstable man-
ifold of fixed point 2. After reaching the neighborhood of fixed point 1, some
of these trajectories enter the left lead and leave the cavity. The remaining
trajectories continue another rotation. (See Fig. 5.3) If we measure the out-
going flux in the leads, we will observe that the flux intensity (transmission
and reflection) appears in pulses which are periodic in time. Each pulse is a
scattering echo.
According to Ref. [47], the period of the scattering echoes, T, is deter-
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Figure 5.3: A set of initial condition closed to the unstable manifolds evo-
lutes in time. A segment is repelled from the saddle following the unstable
manifolds. Approaching the other saddle points, some of them escape from
the cavity, but others are attracted by the saddle points following the stable
manifolds.
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mined by the horseshoe development parameter, β, as
T = τSOS(−2log3β + 3/2) (5.2)
where β is the ternary horseshoe development parameter and τSOS is the mean
return time of the Poincare surface of section i.e. the mean time which a
trajectory spends between successive hits on the bottom of the cavity. In
the case of the ripple cavity, τSOS is approximately equal to 2∆/v, where
∆ = d + a is the largest width of the ripple cavity and v the velocity of the
particle. Thus, T and τSOS depend on incident energy of the particle. With
parameters of the ripple cavity given in Fig. 5.1, Fig. 5.2 shows that β = 3−3,
and T/τSOS = 7.5 ± 0.5 is the number of steps of the map to complete one
period of rotation. The quantity T/τSOS is independent of the incident energy.
We will compare this to the period of the scattering echoes in the quantum
scattering problem.
5.2 Conductance fluctuations and resonances
The ripple cavity with two leads attached has been used to study vari-
ous aspects of the quantum-classical correspondence in numerical simulations
and microwave experiments [10, 13, 14, 37, 43]. In order to compute the
conductance, we first construct the S-matrix using the reaction matrix (R-
matrix) approach described in Chapter 2. Using a simple coordinate transfor-
mation [31] and zero- slope boundary conditions at the interface between the
cavity and the leads [15], we construct the Hamiltonian matrix for the cavity.
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(See the Section 4.2 and Appendix C) We then can calculate the eigenenergies
Ei and eigenfunctions(basis wavefunctions) ψi(x, y) of the cavity Hamiltonian
















E − Ej , (5.3)
r(l) refers to the right (left) lead, α = (r, l) and β = (r, l), φj,n(xα) is the over-
lap between the cavity eigenfunction ψj(x, y) and the wavefunction for the nth
channel in lead α at the interface xl = 0 or xr = W . We neglect the evanescent
modes in the leads because they do not give important contributions to the
S-matrix in the regime under consideration [13]. If the energy is such that np
modes can propagate in the lead, then the submatrix Rαβ becomes an np×np
matrix. The S-matrix is then given by




where Z = KpRKp, and 1p is the 2np × 2np unit matrix. (See Section 2.4)
The electron conductance G in the waveguide is given by the Landauer’s
formula and can be expressed in terms of the transmission probability ampli-
tudes. To be specific, we consider a waveguide formed from the semiconductor
heterostructure GaAs/AlGaAs. Therefore we use the effective electron mass
m∗ = 0.067me of GaAs in the calculation. The first propagating mode opens
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at the incident energy E1 =
~2π2
2m∗L2 = 0.503 eV for the parameters given in
Fig. 5.1.
In subsequent sections, it will prove useful to construct a quantum
version of the Poincare surface of section. We accomplish this by computing
Husimi functions for the scattering eigenstates inside the cavity. As described
in Section 4.3, the Husimi function is defined
H(x0, p0) = |〈S(x)|x0, p0〉|2 (5.5)
where S(x) = ∂ΨE(x,y)
∂y
|y=0 is the normal derivative of the scattering eigenfunc-
tion ΨE(x, y) at y = 0, and the state |x0, p0〉 is a coherent state which has its











The coherent state is a minimum uncertainty state and σ is chosen by requiring
symmetric coarse graining [28, 49]. For simplicity, we only consider trajectories
incoming from the left lead and we assume that only the 3rd propagating mode
is occupied in the incident state.
Fig. 5.4 shows the conductance fluctuations for the waveguide in Fig. 5.1.
The triangles represent the eigen energies of the corresponding closed ripple
billiard. In the range of energy considered, three propagating modes are avail-
able (np = 3) so the system is fairly far into the quantum regime. Resonances
occur in the presence of a nearly constant background continuum (i.e.full trans-
mission). The resonance profiles have a Fano shape [50] whose form is given
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Figure 5.4: Conductance G of the waveguide with ripple cavity for the energy
range where there are three propagating modes in the leads. No evanescent
modes in the leads are included. The scattered triangles represent the eigenen-
ergies of the corresponding closed billiard. The symbols “+” locate the res-
onances associated with the large KAM island. The symbols “o” locate the
























































 = 5.6117627 eV
Γ=7.0X10−8eV
|q|=20.0
Figure 5.5: Fano shape resonances at (a) E = 5.612eV (a scattering state on
the large KAM island). (b) E = 6.204eV (a scattering state on the island
chain surrounding the large KAM island), (c) E = 6.288eV (a scattering state
on the chaotic layer) Dashed lines show fitted results. The fitted parameters,
ER, Γ, and q are given.
by




where Gb is the background conductance, G0 determines the magnitude of the
resonance, ε = (E − ER)/Γ, ER locates the center of the resonance, Γ is the
width of the resonance, and q is an asymmetry parameter.
Three types of scattering resonance contribute to the conductance fluc-
tuations. Examples of these three types of resonance, together with their fitted
parameters, ER, Γ, and q are shown in Fig. 5.5. The resonance in Fig. 5.5(a)
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is located at E = 5.612eV and results from a scattering state that has tun-
neled deep into the large KAM island. The Husimi plot for the scattering
state associated with this resonance is shown in Fig. 5.6(a). The resonance
in Fig. 5.5(b) is located at energy E = 6.204eV and results from a scattering
state that lies on the chain of six islands surrounding the large KAM island.
The Husimi plot of the scattering state which causes this resonance is shown in
Fig. 5.6(b). The broad resonance in Fig. 5.6 is located at energy E = 6.288eV
and results from a scattering state lying on the chaotic scattering layer. This is
clearly seen from the Husimi plot of this scattering state shown in Fig. 5.6(c).
The resonance due to the state on the chaotic layer is three orders of mag-
nitude broader than the resonance due to the state on the chain of islands.
States on the chaotic layer have a significant amplitude at the interface and
are fairly strongly coupled to the continuum. This is why their resonances are
so broad.
The three types of resonances shown in Figs. 5.5 and 5.6 are members
of three distinct families of resonances whose members appear in the conduc-
tance with a characteristic period in energy. The family of resonances which
are associated with scattering states sitting on the large KAM island are too
narrow to be seen in Fig. 5.4. Their positions are marked by the symbol “+”.
They occur in Fig. 5.4 with period TE≈0.385eV. The family of resonances
associated with scattering states sitting on the island chain surrounding the
large KAM island are broader and some can be seen in Fig. 5.4. These res-
onances are marked with the symbol “o” and have period TE≈0.335eV. The
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Figure 5.6: Husimi plots of resonant scattering states for the resonances in
Fig. 5.5. (a) The state at E = 5.612eV lies on the large KAM island. (b)
The state at E = 6.204eV lies on the island chain surrounding the large KAM
island. (c) The state at E = 6.288eV lies on the chaotic scattering layer and
has high probability regions closed to the outer fixed points. Husimi plots (a)
and (b) are superimposed on the classical Poincare surface of section, and (c)
on the stable and unstable manifolds.
family of resonances associated with scattering states sitting on the chaotic
layer are very broad and can all be seen in Fig. 5.4. These broad resonances
also appear periodically in energy. We will show they give rise to the echoes
in the transmitted probability.
In order to determine the period of the scattering echoes for the quan-
tum system, we perform a FFT (Fast Fourier Transformation) of the conduc-
tance fluctuations. The FFT of the conductance fluctuations in Fig. 5.4 picks
up the broad resonances since the narrow resonances barely give a contribution
to the FFT and is shown in Fig. 5.7. Before the FFT is performed, we remove
the monotonic background. Fig. 5.7 shows beautiful simple harmonics with
fundamental frequency fE = 1/∆E0 = 3.66 (eV )
−1. With this frequency, we
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Figure 5.7: The FFT of Fig. 5.4. To perform the FFT, we remove the mono-
tonic background. The plot yields a fundamental frequency fE = 1/∆E0 =
3.81(eV )−1.
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Figure 5.8: Husimi Plots for resonant scattering states on the chaotic layer for
(a) E = 6.557eV, (b) 6.824eV, and E = 7.086eV. These states all cover the
chaotic scattering layer.
can compute the period of the scattering echoes using Tc = 2π~/∆E0. We ob-
tain Tc/τSOS = 6.85. This is close to our classical result of T/τSOS = 7.5±0.5.
The lower value than the classical result coming from the FFT estimate can
be explained in terms of tunneling of part of the resonant state into the large
KAM island. We will discuss this in more detail later.
5.3 Quantum Echoes
Fig. 5.8 shows Husimi plots of resonant scattering eigenstates located
at energies E = 6.557eV, E = 6.824eV, and E = 7.086eV. These states
lie on the chaotic layer as can be seen from classical homoclinic/heteroclinic
tangles superposed on the plot. The eigenstates have maximum probability
sitting near the outer fixed points. Near the outer fixed points the classical
velocity is small so the quantum probability is large. As the incident energy
increases, the resonant eigenstates lie further out in the region of tangles and
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Table 5.1: The energy frequency fE = 1/∆E0 and Tc/τSOS for np = 3, 4, 5, 6.







cover the chaotic scattering layer. The higher energy states have very little
overlap with the central KAM island. If we pick the last two resonances in
Fig. 5.4 [47], and use the separation between the last two resonances as ∆E0,
then we obtain Tc/τSOS = 7.80 for the echo period. This agrees well with the
classical prediction 7.5 ± 0.5. We can now understand why the echo period
obtained from the FFT is shorter than the theoretical prediction. The rotation
period of trajectories inside the KAM island decreases as we go deeper into
the island. This decreases the effective echo period for scattering states on the
chaotic layer which partially tunnel into the large KAM island. The states
with lower energy have larger overlap with the large KAM island.
We can also find the frequency fE = 1/∆E0 for energy regimes with
more than three propagating modes. Table 5.1 shows numerical results for
Tc/τSOS for np = 3, 4, 5, 6. All of them agree with the theoretical expectation.
We can change the horseshoe development parameter of the classical
system by changing the amplitude a of the ripple cavity. As the parameter a
is decreased, the amount of chaos in the system decreases and the horseshoe
development parameter increases (see Fig. 5.9 in Ref. [47]). We have calculated
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Table 5.2: The energy frequency fE = 1/∆E0 and Tc/τSOS for different devel-
opment of horseshoe
β fE(eV )
−1 −2log3β + 3/2 Tc/τSOS
3−3 3.81 7.5± 0.5 7.80
3−4 3.28 9.5± 0.5 9.35
3−5 3.71 11.5± 0.5 11.94
3−6 3.35 13.5± 0.5 13.98
the period of the scattering echoes for systems which have a smaller horseshoe
development parameter (−2log3β > 6). The results are shown in Table 5.2.
For a smaller horseshoe development stage β = 3−4 and 3−5, we used the energy
regime with four propagating modes (i.e. np = 4). For horseshoe development
stage β = 3−6, we used five propagating modes (np = 5) because, in that case,
higher energy is needed to resolve the finer structure of the tangles.
Let us next consider the two families of resonances exemplified by
Figs. 5.5(a) and 5.5(b) and Figs. 5.6(a) and 5.6(b). The resonances asso-
ciated with the large KAM island occur periodically in energy. Using the
energy spacing ∆E0 = 0.3867eV for these resonances, we obtain a period of
Tc/τSOS = 5.29 which means the rotation inside the KAM island is faster than
that of the chaotic region. The resonances associated with the island chain
also appear periodically in energy with different period than the very narrow
resonances or the broad resonances. Let us pick up the two sharp resonances
(at E = 6.5394eV and E = 6.8762eV) in Fig. 5.4, and use the energy separa-
tion as ∆E0. We then obtain Tc/τSOS = 6.12 which is close to the period of
the period-6 island chain.
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5.4 The wavepacket dynamics
In order to show scattering echoes in real time, in this section we study
the time evolution of a wavepacket in the waveguide. First, we prepare a
wavepacket which propagates to the right and enters the ripple cavity on the
left. We choose a wavepacket which has a Gaussian form along the x-direction
and lies fully in the third transverse channel. The initial wavepacket is given
by

















and g determines the width of the wavepacket.
Initially the wavepacket is centered at x = x0 and propagates to the right with
wavevector k0. We can expand the initial wavepacket in terms of the energy
eigenfunctions (in this case scattering wavefunctions ϕE(x, y)) so that






Then, the time evolution of the wavepacket is simply given by






−i E~ tϕE(x, y)dE. (5.10)
If we measure the amplitude of the wavepacket at a certain point (x′, y′) in
the asymptotic region in the right lead, the time evolution of wavepacket can
be written in terms of transmission probability amplitudes, tnn′ , such that






























Figure 5.9: The probability amplitude function b3(E) (dashed line) of the
eigenfunction expansion for an initial wavepacket with g = 66.487Å, x0 =
−1000Å, and k0 = 0.1889Å−1 superposed on the conductance fluctuations for
the corresponding energy regime.
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where kn′ is defined in Section 2.4. We will study the time evolution of this
wavepacket for the parameters given in Fig. 5.1 so the horseshoe development
parameter of the system is β = 3−3. We prepare an initial wavepacket with
g = 66.487Å, x0 = −1000Å and k0 = 0.1889Å−1. We then calculate b3(E)
from Eq.( 5.9). Fig. 5.9 shows b3(E) superimposed on the conductance fluc-
tuations (also shown in Fig. 5.4). The b3(E) is centered on the resonance
at E = 6.557 eV and overlaps three neighboring resonances. There are three
transmission routes for the incident wavepacket (n = 3 → n′ = 1, n = 3 →
n′ = 2, and n = 3 → n′ = 3) since three propagating modes are also avail-
able in the right lead. However, we here consider only the transmission route
n = 3 → n′ = 3. Fig. 5.10 shows the probability P (x′, y′, t) = |Ψ(x′, y′, t)|2
coming from the incident wavepacket after it has been transmitted through
the ripple cavity and passes the point x′, y′ in the right lead for x′ = 1000Å
and y′ = L/2. Fig. 5.10 clearly shows the time-periodic scattering echoes. The
period of echoes in Fig. 5.10 is Tw = 15.5 fs, so that Tw/τsos = 7.453 which is
consistent with the theoretical expectation 7.5 ± 0.5 and the result from the
conductance fluctuations in Section 5.3. The inset of Fig. 5.10 is linear-log
plot of P (x′, y′, t) (at x′ = 1000Å and y′ = L/2) which more clearly shows the
time periodic behavior and shows exponential decay of the probability instead
of power law decay as discussed in Ref. [47]. Exponential decay implies that
tunneling has occurred into the classically inaccessible KAM island. This ex-
ponential decay indicates that the hierarchy states do not play a significant
role in the quantum dynamics at the energies considered here. If the energy
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Figure 5.10: The transmitted wavepacket |Ψ(x′, y′, t)|2 in the asymptotic re-
gion of the right lead (x′ = 1000Å, y′ = L/2) as a function of time. The inset
is a linear-log plot of the probability which appears to decay exponentially.
would be high enough, we expect that it shows the power law decay which
implies that the fractal structure exists.
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Chapter 6
Dicke Effect in a multi ripple waveguide
Electron matter wave transmission through waveguides has been stud-
ied for years, both numerically and experimentally [51, 52, 53, 13]. Electron
waveguides can be constructed in the two dimensional electron gas (2DEG)
which is formed in semiconductor heterostructures. Confinement along the
transversal direction can be obtained by gates that deplete electrons from
regions of the 2DEG. Due to this confinement, the wavefunction along the
transversal direction is discretized and the conductance through the waveg-
uide is quantized. This quasi one dimensional behavior of electrons makes it
easy to study ballistic electron scattering effects.
Research on quantum dots has also grown rapidly in recent years. Elec-
tron confinement in quantum dots results in the discrete energy levels of elec-
trons so they are often called ”artificial atoms.” Electron transmission has
been studied in waveguides that contain impurities [15] or waveguides that
attach to a cavity or a quantum dot [16, 53]. Quasi bound states are formed
near impurities or in quantum dots which are attached to waveguides. Quasi
bound states induce resonances that can significantly affect the electron trans-
mission. These resonance structures carry not only the quantum coherent
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interference effects, but also the classical scattering information such as, for
example, self-pulsing effects in a mono-ripple cavity [16] and fractal conduc-
tance fluctuations [54].
In quantum optics, Dicke found a type of spontaneous radiation which
has much larger wavelength than the separation distance between two atoms
[55]. The radiation takes place in a transition from a collective exited state
that is strongly coupled to the photon field while the another collective state
is weakly coupled to the photon field and has a long lifetime. The coupling of
the atoms through the same photon fields result in those collective states. The
radiation from the short lived state is called superradiance and the radiation
from the long lived state is called subradiance. The Dicke effect in a mesoscopic
system was first found in two channel resonant tunneling by Shahbazyan and
Raikh [56]. In this system, the bound state of each impurity is indirectly
coupled through common leads. Analogies to the Dicke effect have been found
in several mesoscopic systems, such as quantum dots coupled via a common
phonon field [57], and a quantum wire with side coupled quantum dots [58]. In
this paper, we find a Dicke effect in the conductance of a multi-ripple electron
waveguide.
The ripple billiard and waveguide have proven very useful for the study
of the quantum-classical correspondence, when chaos is present, because it is
easy to adjust the amount of chaos in the ripple billiard and it is possible to
construct an analytic expression for the Hamiltonian of the billiard. In this
paper, we consider the dynamics of a multi-ripple electron waveguide which
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consists of waveguide with a cavity containing one flat wall and an another
wall in the shape of several oscillations of a cosine. Each oscillation of the
cosine wall creates a trapping region so that the system is very similar to that
of several coupled quantum dots. If the ends of the cavity are closed off to
form a multi-ripple billiard, the discrete energy eigenstates of the billiard form
symmetric and antisymmetric pairs. In the case when the billiard is opened
and coupled to leads to form a multi-ripple waveguide, the scattering states of
the multi-ripple waveguide also form symmetric and anti-symmetric pairs. We
find that the anti-symmetric states are more weakly coupled to the continuum
states of the waveguide than are the symmetric states. This is the source of
the Dicke effect.
We use reaction matrix (R-matrix) theory to compute the electron
transmission probability and electron scattering wavefunctions in the multi-
ripple waveguide. The R-matrix theory was originally developed by Wigner
and Eisenbud in 1950s for the study of nuclear scattering. R-matrix theory
more recently has been used to study ballistic electron transmission in waveg-
uides [13, 14, 16].
This chapter is organized as follows. In Section 6.1, we describe the
bi-ripple waveguide system and we review scattering theory and conductance
in quantum waveguides using the R-matrix theory and the Landauer Formula.
In Section 6.2, we present the numerical results for electron transmission
through the bi-ripple waveguide. We show that the resonance splitting in the
electron transmission is analogous to the Dicke effect in Section 6.3. We study
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a multi-ripple waveguide (more than two ripples) in Section 6.4. We show that
the width of a resonance state linearly increases with the number of ripples
N , a behavior that is analogous to the N -atom Dicke model result.
6.1 The bi-ripple waveguide
In Chapter 5, we showed that the conductance of a mono-ripple waveg-
uide has rich structure due to the various types of quasi bound states, and the
conduction resonances that result from them, that can be formed in the waveg-
uide. The quasibound states in the mono-ripple waveguide are the analog of
excited states of an atom in the Dicke model, and the electron matter waves
in the waveguide are the analog of the radiation field in the Dicke model. The
quasi-bound states and conduction resonances in the mono-ripple waveguide
were found to have several different origins based on the corresponding classi-
cal dynamics of an electron in the ripple cavity of the waveguide. We found
three families of resonances, one due to the KAM island, a second due to
the island chain surrounding the KAM island, and a third due to heteroclinic
tangles that form the partial transport barrier at the opening of the ripple
cavity.
We now consider the conductance of a bi-ripple electron waveguide.
Fig. 6.1 shows a schematic view of this system and also shows the corre-
sponding classical phase space (Poincare surface of section). We use Birkhoff
coordinates (x0, sinθ), where x0 is the x-coordinate and θ is the reflection angle

























Figure 6.1: (a) The schematic view of the bi-ripple waveguide, where a =
13.846Å and d = 47.269. θ is the reflection angle at the bottom wall. (b) The
classical Poincare surface of section using Birkhoff coordinate at the bottom
boundary. The parameter a and d are chosen to have mixed phase space.
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the ripple cavity is given by the expression






where L = d− a is the height of the quantum waveguide leads that attach to
either side of the bi-ripple cavity. The height of the waveguide leads determines
the energy E1 at which the first propagating mode can appear, namely E1 =
~2π2
2m∗L2 . The parameters a and d also determine the classical dynamics of the
system. In this analysis, we use the effective mass of an electron in GaAs,
m∗ = 0.067 me where me is the electron mass in free space. Fig. 6.1 (b)
shows a Poincare surface of section for the bi-ripple cavity with the parameters
a = 13.846Å, d = 47.269Å and W = 600Å. We choose these parameter values
because we want the system to have a mixed phase space. For these parameters
E1 = 0.5034074 eV.
For the parameters used in the Fig. 6.1, there are five primary fixed
points: two stable fixed points are located in the peak of each ripple, two fixed
points of mixed stability are at the left and right boundaries of the bi-ripple
cavity, and one unstable fixed point is at the center of the bi-ripple cavity.
The first two fixed points are associated with the center KAM islands and the
other three are related with the heteroclinic tangles and chaos in the classical
phase space. As we have shown in Chapter 5, we can identify the way in which
resonances are related to classical dynamical structures by using Husimi plots
[28].
We compute S-matrix and a scattering wavefunction to solve a Schrodinger
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equation using R-matrix theory described in Chapter 2. In order to apply the
R-matrix theory to the bi-ripple waveguide, we divide the configuration space
of the waveguide into three areas as shown in Fig. 6.1 (a). The bi-ripple cavity
itself is called the reaction region, Q, and the two asymptotic regions P` and
Pr are electron waveguides attached to the left and right sides of the bi-ripple
cavity, respectively. The essence of the R-matrix theory is that we can expand
the scattering wavefunction in the reaction region in terms of a set of basis
functions which satisfy certain boundary conditions at the interfaces. For sim-
plicity, we use Neumann (zero slope) boundary conditions for the interfaces
between the bi-ripple cavity and the waveguide leads. The basis states only
need to be computed once. The the S-matrix can be calculated easily for a
wide range of energies.
We will assume that the upper and bottom walls of the waveguide are
infinitely hard and we use zero-slope boundary conditions at the interfaces
between the reaction region and the asymptotic regions. Then we can intro-
duce a discrete set of basis states ψj for the reaction region which satisfy the
eigenvalue equation
ĤQQψj = Ejψj, (6.2)
where Ej is the eigenvalue associated with the jth eigenstate ψj. We can
expand the scattering eigenfunction Ψ(x, y; E) (for an electron incident with






where γj is a jth expansion coefficient.
With the help of the simple coordinate transformation used in Sec-
tion. 4.2, we can construct the Hamiltonian matrix for the cavity. To get
convergent eigenvalues for the energy regime under consideration here, we use
30 basis states for the y-direction and 400 basis states for the x-direction.
Therefore, we have a 12 000 × 12 000 Hamiltonian matrix. We can diagonal-
ize it with reasonable computation time (less than 1hr) by using 16-processors
and ScaLAPACK routine. As a result, we can calculate the eigenenergies Ej
and eigenfunctions ψj(x, y).
If the incident energy is larger than E1 = ~2/2m∗(π/L)2, there are prop-
agating modes as well as evanescent modes in the asymptotic region. However,
for simplicity, we neglect the evanescent modes because they are not important
for energies under consideration here [13].
Using formalism in Section 2.4, Rαβ(n, n









E − Ej , (6.4)
and ν denotes the number of basis states used to compute the R-matrix. (Ide-
ally ν = ∞, but in practice ν is some large value determined by the number of
basis states needed to give convergent results. In our case ν = 12, 000.) The
R-matrix is a 2np×2np dimensional matrix (assuming np propagating modes








The R-matrix is usually well defined except at R-matrix poles such as E =
Ej. Therefore, we use the regularization method developed by Mil’nikov and
Nakamura [59] to avoid divergence of S-matrix in numerical calculations.
From Eq.( 2.67), we write the relation between incident electron waves,











where S(E) is the scattering matrix. After some rearrangement [1], S(E) can
be written in the form
S(E) = U †·
(
1p − 2iwT · 1








If np propagating modes pass in each waveguide, 1p is a 2np×2np unit matrix.
U † is a 2np × 2np diagonal matrix with elements e−iknx`(n = 1, ..., np) and
e−iknxr(np+1, ..., 2np). If ν basis states are used to compute the R-matrix, then
1in is a ν×ν unit matrix and Hin is a ν×ν diagonal matrix whose diagonal
elements, (Hin)j,j = Ej for j = 1, ..., ν, are the basis state energies. The matrix
w is a ν×2np dimensional matrix which gives the strength of the coupling
between the ripple cavity and the waveguide leads. At the left interface (x =
x`) it’s matrix elements are defined (w)j,n = φj,n(xl)
√
~2kn/2m for j = 1, ..., ν
and n = 1, ..., np. At the right interface at (x = xr) they are defined (w)j,n =
φj,n(xr)
√
~2kn/2m for j = 1, ..., ν and n = np+1, ..., 2np. The matrix wT is the
transpose of w. In Eq. (6.7), t and t′ are transmission probability amplitudes
and r and r′ are reflection probability amplitudes. t̄(r̄) and t̄′(r̄′) are np × np
matrices of transmission (reflection) probability amplitudes.
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The form of the S-matrix given in Eq. (6.7) shows explicitly the struc-
ture of the complex energy poles of the S-matrix. Since the poles of the
S-matrix are the same as the poles of the Green’s function for the waveguide,
the S-matrix poles also give the complex energies of the quasibound states of
the ripple cavity. The matrix w largely determines the strength of the coupling
between the reaction region (the ripple cavity) and the waveguide leads and
thereby the lifetime of the quasibound states. The matrix Hin largely deter-
mines the location, along the real energy axis, of the quasibound state energies.
This correspondence is not strictly exact because one must actually search for
complex values of E that give zeros of the quantity Det[E1in−Hin+iw·wT ] = 0
in order to determine the complex energies E = E0 + iΓ, of quasibound states.
Here E0 is the real part of the quasibound state energy and Γ is the imaginary
part. The lifetime of quasibound states is given by τ = ~/2Γ.
The ballistic electron waveguide can be formed in GaAs/AlGaAs het-
erostructures at very low temperature. The mean free path of the electrons is
so long that quantum coherent scattering of electrons off the waveguide walls
plays an important role in determining the transmission probability. The con-










i,j |ti,j|2 is the transmission probability.
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6.2 Transmission Resonances and Husimi Plots
We have computed the transmission probability for an electron passing
through the bi-ripple waveguide. Fig. 6.2 shows the transmission probability
for electrons with an incident energy which lies between E1 and E2 = 4E1, the
threshold energies of the first and second propagating channels, respectively.
In this energy interval, one transversal mode propagates in the waveguide
leads. Resonance structures appear in a nearly periodic sequence, which is
similar to what we found in the mono-ripple waveguide [16]. There are some
differences in the various resonance structures, which we describe below.
6.2.1 First Resonance Structure
Fig. 6.3 (a) shows an enlargement of the lowest energy resonance in
the bi-ripple waveguide (solid line), and in the mono-ripple waveguide (dashed
line). In Figs. 6.3 (c) and (d) we also show the wavefunction for the two
basis states of the bi-ripple cavity which are closest in energy to this res-
onance. These two basis states give dominant contributions to this lowest
energy resonance. The energies E17 = 1.327612 E1 and E18 = 1.327926 E1
of these two states are nearly degenerate and the states form a symmetric
and anti-symmetric pair with respect to the center of the double cavity. In
Fig. 6.3 (a), the transmission resonance of the bi-ripple waveguide is little bit
broader than that of the mono-ripple waveguide, and it appears to have just
one transmission zero. Fig. 6.3 (b) shows the log contour plot of the transmis-
sion amplitude for the bi-ripple waveguide in the complex energy plane. Two
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Figure 6.2: Electron transmission through the double ripple cavity for the
energy range where only a propagating modes is allowed in the leads. No
evanescent modes are included. The triangles represent the eigen energies
(Ej in Eq. 6.2) for the corresponding bi-ripple cavity(Neumann boundary






















(c) 17 (d) 18
Figure 6.3: Lowest energy conductance resonance in the first channel. (a)
Solid line (dashed line) represents the electron transmission for the bi-ripple
(mono-ripple) waveguide. (b) Contour plot of log T in a complex energy plane.
(c) Spatial distribution of ψ17. Red (blue) is positive (negative). (d) Spatial
distribution of ψ18.
poles of the transmission amplitude (red regions) and one transmission zero
(blue region on the real axis) are clearly seen in Fig. 6.3 (b).
In Fig. 6.4, we plot the transmission probability as a function of real
energy and show a contour plot of the transmission amplitude in the complex
energy plane using only selected R-matrix basis states, with energies near the
resonance energy, for the computation. In Fig. 6.4 (a) and (a’), we include only
the states ψ16 and ψ17 when we take the summation in Eq. (6.4). Fig. 6.4(a)
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clearly shows the Fano type resonance [53] due to the interference between
non-resonant state (16th) and resonant state (17th). The transmission zero
and pole pair is seen in (a’). We can see two transmission zeros and two poles in
Fig. 6.4 (c) and (c’) where we include the 16th through 19th basis states. After
adding one more state (15th state), we find the transmission probability is
getting close to the transmission probability for full calculation in Fig. 6.4 (d).
Fig. 6.4 (d’) shows that the two transmission zeros collide when the 15th state
is included. Thus, we find that the lowest energy resonance originates from
two quasibound states with very different lifetimes, but with two corresponding
transmission zeros that overlap. The ratio between the lifetime τA (τS) for the
quasibound state associated with the symmetric (antisymmetric) scattering
state is τS/τA = 3.7 . As we will discuss in the next section, this ratio for
the quasibound state lifetimes for the first resonance structure is much smaller
than the ratio of lifetimes for the second resonance structure.
6.2.2 Second Resonance Structure
Fig. 6.5 (a) shows a magnification of the second (in Fig. 6.3) trans-
mission resonance in the bi-ripple waveguide (solid line) and the mono-ripple
waveguide (dashed line). For the bi-ripple waveguide, we can see two reso-
nances, one which has much broader width than the resonance for mono-ripple
waveguide, and another which is much narrower. These two resonances cor-
respond to symmetric and anti-symmetric resonant states. Fig. 6.5 (b) shows














































































Figure 6.4: (a) and (a’) show the electron transmission and contour plot of T
in the complex energy plane, respectively when we take into account only ψ16
and ψ17. (b) and (b’) use only ψ18 and ψ19 (c) and (c’) use ψ16, ψ17, ψ18 and
ψ19. (d) and (d’) use ψ15, ψ16, ψ17, ψ18 and ψ19.
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transmission zero and two poles (one not clearly visible) which contribute to
the resonance. One of the poles is very close to the real axis and the corre-
sponding resonance is very sharp. The other pole is relatively far from the real
axis and is easily seen. In Fig. 6.5 (c) we show a magnification of the region
near the real axis. This plot clearly shows the pole near the real axis. With
this pole structure, an electron can stay in one resonant state for a long time
but will escape very fast from the other resonant state.
In order to determine the origin of the two resonance states in Fig. 6.5,
in Fig. 6.6 we plot the coefficients γj of the scattering wavefunction (see
Eq. (6.3)) to determine how each R-matrix basis state contributes to the scat-
tering wavefunction at various incident energies. Fig. 6.6 (a) shows γj as a
function of j for incident energy E = 1.583053E1, at which perfect trans-
mission (T = 1) occurs due to the narrow resonance. It shows that the
anti-symmetric 22nd basis state correspond to the narrow resonance. The
scattering wavefunction at E = 1.583053E1 is anti-symmetric with respect to
the center of the cavity as shown in Fig. 6.6 (c) (the real part is plotted).
Fig. 6.6 (d) shows that the real part of the scattering wavefunction at energy
E = 1.583081 E1. It is symmetric with respect to the center of two cavities.
Fig. 6.6 (b) shows that the 21st basis state is dominant at E = 1.583081E1,
but γ23 is not negligible, so that both ψ21 and ψ23 contribute significantly to
the broad resonance state. The difference in the lifetime of the two quasibound





























Figure 6.5: (a) Electron transmission at the second resonance energy for the
bi-ripple waveguide shows the resonance splitting. The dashed line is the
electron transmission for the mono-ripple waveguide. (b) Contour plot of T
in a complex energy plane. It shows two poles and a transmission zero. (c) a
magnified version of (b) near the transmission zero. It confirms that a pole is
located near the real axis.
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Figure 6.6: (a) and (b) the Coefficient γj at the incident energy E =
1.583053E1 which corresponds to the perfect transmission and E = 1.583053E1
which corresponds the transmission zero, respectively. (c) and (d) repre-
sent the real part of the scattering wavefunction at E = 1.583053E1 and
E = 1.583053E1, respectively. (e) ∼ (f) show the R-matrix basis state wave-
function for states ψ21, ψ22, and ψ23.
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6.2.3 Other Resonance Structures
Similar clear superpositions of broad and narrow resonances occur at
other resonance energies except for the resonance structure at E = 2.8851E1,
which is similar to the first resonance structure. We can use the Husimi plots
to classify these resonances according to how their probability is distributed
in the classical phase space (Fig. 6.1). However, not all resonances can be
classified according to their support on classical structures because the energy
under consideration here is too low (and wavelengths too long) for some of the
scattering states to ”see“ the classical structures .
A Husimi plot is a quantum version of a Poincare surface of section.
The Husimi function H̃(x0, p0) is defined
H̃(x0, p0) = |〈S(x)|x0, p0〉|2, (6.9)
where S(x) is the normal derivative of the wavefunction at the bottom wall of
the cavity. The state |x0, p0〉 is a coherent state which is a minimum uncer-









(x− x0)2 + ip0~ (x− x0)
)
, (6.10)
where σ is chosen by requiring symmetric coarse graining in phase space [1].
Fig. 6.7 shows some of the resonances in Fig. 6.2 and Husimi Plots for
the scattering wavefunction at the corresponding resonance energies. Fig. 6.7
(a) ∼ (c) show magnifications of the transmission resonances at energies E =
2.3779E1, E = 2.8851E1, and E = 2.9235E1, respectively. In (a) and (c), we
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see the resonance broadening and narrowing characteristic of the Dicke effect.
However, for the resonance in Fig. 6.7 (b), two transmission zeros collide in
a manner similar to the first resonance near E = 1.327E1. Fig. 6.7 (d) ∼ (f)
show Husimi plots for the scattering eigenstate at the energy corresponding to
perfect transmission in Figs. 6.7 (a) ∼ (c), respectively. Fig. 6.7 (e) clearly
shows that the resonance at E = 2.8851E1 corresponds to a scattering state
that sits on the central KAM islands in the corresponding classical phase space
of Fig. 6.1 (b). In Fig. 6.7 (f), the Husimi distribution lays on the heteroclinic
tangle. Fig. 6.7 (d) appears to be dominated by the island chains surrounding
the central KAM islands. Those three resonance families have different widths,
which indicates the degree to which the resonant states are connected to the
asymptotic region. The resonances associated with the heteroclinic tangle have
the broadest width.
6.3 Dicke Effect in a bi-ripple cavity
In 1953, Dicke predicted that spontaneous emission could occur from
an excited atom which is in the presence of another atom at a shorter distance
than the radiation wavelength. The two atoms indirectly interact through the
common photon field. In this interaction regime, the decay channel is split up
into fast and slow channels. The fast channel corresponds to a situation in
which the excited atom decays and emits radiation through the fast channel
but stays a long time in the excited state for the slow channel. The fast (slow)























































Figure 6.7: The electron transmission in the neighborhood of the energies: (a)
E = 2.3779E1, (b) E = 2.8851E1, and (c) E = 2.9062E1. The Husimi plots
of scattering eigenstates at the energies (d) E = 2.3779E1, (e) E = 2.8851E1,
and (f) E = 2.9235E1.
108
in quantum optics.
As was mentioned earlier, in mesoscopic systems the Dicke effect was
observed by Shahbazyan and Raikh [56] in the form of resonance broadening
and narrowing of the electron transmission through two tunneling barriers with
two impurities placed between them. The narrow resonance corresponded to
the symmetric quasibound state near the two impurities. More recently, the
Dicke effect in mesoscopic systems has also been the subject of investigation
by a number of authors [60, 61, 57, 62, 63, 64]. In this section, we show that
the resonance splittings shown the previous section correspond to the Dicke
effect in a multi-ripple waveguide.
In Section 6.2, we saw that the quasibound states of the bi-ripple waveg-
uide have different lifetimes and the scattering states associated with the
corresponding resonances form symmetric and anti-symmetric pairs. These
quasibound state pairs appear at all resonance positions in Fig. 6.2. The anti-
symmetric state is weakly connected to the asymptotic regions (P` and Pr).
This is similar to the situation in which the anti-symmetric state of an electron
of two impurities is weakly coupled to electron states in the common leads in
Ref. [56].
Broadening and narrowing of resonances and the associated change in
the lifetime of the quasibound states, the so called Dicke Effect, was described
in Ref.[60] in terms of a simple model in which the electron states in two
quantum dots are connected directly with each other and indirectly through
common leads. In our case, these two effects can be seen explicitly in Eq.(6.7)
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for the S-matrix. The direct coupling between the two mono-ripples (two
”atoms”) that comprise the bi-ripple cavity is exactly accounted for because
the basis states for the reaction region are exact eigenstates of the Hamiltonian
of the bi-ripple cavity. These eigenstates exactly account for the interaction
between the mono-ripples. The matrix w in Eq.(6.7) accounts for the direct
coupling between the bi-ripple cavity states and the continuum states in the
waveguide leads. However, the fact that the matrix E1in−Hin + iw·wT is not
diagonal means that in some sense there is additional interplay between the
various elements of the matrix when we determine solutions to the equation
Det[E1in −Hin + iw·wT ] = 0.
We found a weaker Dicke effect in the first and seventh resonances in
Fig. 6.2, probably because the direct coupling between the two mono-ripples
that comprise the bi-ripple cavity is very weak for these cases. The scattering
state at resonance, for these two cases, is composed of two isolated islands of
probability that sit on the KAM islands in the mono-ripple cavities. Therefore,
there is very weak coupling between the mono-ripples and very weak coupling
to the waveguide leads. The other resonance structures appear to be associated
with scattering states that sit on the island chain or the tangles in the bi-ripple
cavity, thereby having much stronger coupling between the mono-ripples that
form the bi-ripple cavity and to the waveguide leads. It is not understood
how the weak coupling influences the appearance of the Dicke effect in this
calculation. It is an interesting question and needs further study.
It is possible to have the sharp resonance correspond to a symmetric
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state rather than an anti-symmetric state if the indirect coupling has the oppo-
site sign. This has been observed numerically by Ordonez, Na, and Kim [65].
6.4 Tri- and Quad- Ripple Waveguide
The original Dicke model focused on N coupled atoms in a radiation
field and found that the super-radiant state radiates N times faster than
the corresponding state in the single atom case [61]. We have found that
this same behavior occurs with the quasibound states in multi-ripple waveg-
uides (more than two ripples in a waveguide). The upper wall of tri-ripple
and quad-ripple waveguides can be express as y(x) = d − acos(6πx/W ) and
y(x) = d − acos(8πx/W ), respectively. We use the same parameters a and d
as those of the bi-ripple waveguide while W = 900Å and W = 1200Å to give
the same classical dynamics in the waveguide cavities. Fig. 6.8 (a) shows the
electron transmission probability for bi-ripple (solid), tri-ripple (dotted), and
quad-ripple (dot-dashed) waveguide at the second resonance structure energy
in Fig. 6.2. As each additional mono-ripple is added to the multi-ripple cav-
ity, the electron transmission gains one additional sharp resonance (long lived
state) and the resonance corresponding to the Dicke super-radiant state be-
comes broader. Fig. 6.8 (b) shows the S-matrix poles (the quasibound states)
in the complex energy plane for the tri-ripple cavity. Two poles reside near the
real axis although they are not clearly shown in this figure, and one pole moves
further from the real axis than the corresponding pole for the bi-ripple waveg-
uide. Fig. 6.8 (c) shows the S-matrix poles for the quad-ripple case. Three
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poles now reside near the real axis and the pole corresponding to the Dicke su-
perradiance state has moved further from the real axis than the corresponding
pole for the tri-ripple case.
We plot the imagninary part Γ of the quasibound state pole corre-
sponding the Dicke superradiance state for the second resonance structure as
a function of the number of ripples N in Fig. 6.9. We find that Γ increases
linearly with the number N of mono-ripples and therefore the lifetime of the
superradiant state decreases as 1/N . This 1/N dependence of the lifetime of
































Figure 6.8: (a) The electron transmission in the neighborhood of the 2nd res-
onance structure for the N-ripple waveguide for N=2 (black solid), N=3(blue
dash), and N=4(red dot-dash) (b) S-matrix in a complex energy plane for
tri-ripple waveguide. (c) S-matrix in a complex energy plane for quad-ripple
waveguide.
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Figure 6.9: The width |Γ| of the superradiant quasibound state at the second
resonance structure energy for N-ripple waveguide with N = 1 ∼ 5. Dashed




We investigate electron scattering in a waveguide which can be real-
ized in the heterostructure of GaAs/AlGaAs. We study the conductance of a
waveguide which contains a single impurity, a ripple waveguide, and a multi-
ripple waveguide. Quasi bound state is formed in a waveguide due to the
interference of wavefunctions. Thus, conductance fluctuations show the wave-
nature of an electron in the waveguide. Conductance is given by Landauer’s
formula at very low temperature. We numerically compute the transmission
probability (S-matrix) through waveguides and a scattering wavefunction by
using R-matrix theory. R-matrix is useful and efficient to calculate the con-
ductance in an electron waveguide.
A δ-function potential in two or three space dimensions does not yield
convergent expressions for bound state energies in closed systems or scattering
properties in open systems. However, we find that a δ-function can be used
to model a finite range potential if the number of modes used is truncated in
an appropriate manner. We have calculated the conductance for a finite range
impurity in a two dimensional waveguide by using the reaction matrix theory.
We have shown that the conductance for a δ-function impurity is the same
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as that of a finite range impurity as long as the mode number Nt is chosen
correctly and the Fermi energy is small enough. Boese et. al [25], noticed that
the number of modes Nt is inversely proportional to the corresponding size
of impurity by using the modified δ-function model mentioned in Section 3.1.
We have shown here that it is, in fact, determined by the ratio of the im-
purity range and the size of the confinement region and we have obtained a
quantitative expression for the truncation condition.
We have obtained the period of scattering echoes for a quantum waveg-
uide with a ripple cavity via a Fourier transform of the conductance fluctua-
tions and we have shown that this period agrees with the rotation period of
trajectories caught in the heteroclinic tangles of the classical system. These
results are consistent with the microwave experiment done by Dembowski et.
al. [37]. We show that the broad resonances in the conductance fluctuations
determine the period of the scattering echoes. These resonances are due to
states in the chaotic scattering layer which have high probability on hetero-
clinic tangles. We have observed three distinct families of resonances in the
conductance fluctuations. Each family is associated to states lying on differ-
ent region of the classical Poincare surface of section (the central KAM island,
island chain surrounding the central KAM island, and the chaotic scattering
layer). We also studied the wavepacket dynamics in the waveguide. The trans-
mission probability for the wavepacket is time-periodic and the period agrees
with theoretical predictions obtained from the underlying classical phase space.
The exponential decay of the transmission probability shows that the hierarchy
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states do not play a significant role in the quantum dynamics at the energies
considered here.
We have found that resonance splitting in the electron conductance
through the bi-ripple waveguide is related to symmetric and anti-symmetric
pairs of scattering states. One resonance is broader than the corresponding
resonance for the mono-ripple waveguide, while the other is narrower. Using
R-matrix scattering theory, we can track the quasibound states that give rise
to splitting of resonances by locating the corresponding S-matrix poles in the
complex energy plane. For the bi-ripple waveguide, the symmetric resonant
scattering states are strongly connected to the continuum, while the anti-
symmetric states are isolated. Therefore, an electron in an anti-symmetric
state is able to stay in the waveguide cavity for a long time. This is the analog
of the Dicke effect in the multi-ripple electron waveguide. It is interesting
to note that there is no such resonant splitting for the resonant states which
are localized on the central KAM islands because the coupling between mono-
ripples, that form the bi-ripple cavity, and coupling to the continuum states
in the waveguide leads is very weak.
We have also studied the transmission properties of the N -ripple waveg-
uide (for N = 3 and N = 4), which is a system similar to the N-atom system
in a Dicke model. We find that the lifetime of one of the quasibound states de-
creases as 1/N , which is a signature of the Dicke effect. It is useful to note that
this effect does not appear to depend strongly on the shape of the waveguide







Evaluation of a retarded free Green’s function
in Equation (2.27)
Evaluation of a retarded Green’s function in Eq. (2.27) is done by
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(k2 − k′2) + iε dk
′ (A.1)
where we replace x′ (x) by x1 (x2) and we use the fact that the integrand is
























































Figure A.1: Path of integral in complex k-plane
We take the limit x →∞ because we consider the Green’s function at
the asymptotic region. As a result, x′ is larger than x so that x1 is larger than
x2. The first integral is given by
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We use the upper half plane because eik
′(x1+x2) → 0 on the surface of the
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contour. The second integrals is
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where the upper half plane is used because x1 > x2. The third integral is
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where lower half plane is used because x1 > x2. The last integral in Eq.( A.2)
is given by,
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where the lower half plane is used. Consequently, the retarded free Green’s
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where x1(x2) is replaced by x
′ − a(x− a).
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Appendix B
Evaluation of Eq. (2.39)
Equation (2.39) is given,







〈x|G0P |x′〉〈x′|φ0(E ′)〉〈φ0(E ′)|T |φ0(E)〉dE ′dx′.
T-matrix, 〈φ0(E ′)|T |φ0(E)〉, can be computed like Eq. (2.36), but the
column matrix ωT is now a function of E ′ instead of E. We denote it ωTk′ . We
then rewrite T-matrix as,




E −Hin + iωkωTk
ωk. (B.2)
From Eq. (2.27), a free Green’s function is given by,








A plane wave of an energy E ′ is given by,













Integration over x′ is given by
∫ ∞
a



















































If we plug the above equation into Eq. (B.1), the scattered wave in Eq. (B.1)





E −Hin + iωkωTk
ωk. (B.6)
Therefore, the scattering wavefunction in the asymptotic region is given by
































Hamiltonian matrix elements of a open ripple
cavity (a zero-slope boundary condition for
side walls)
We can expand the wavefunction ψj(u, v) with a set of basis functions










= 0, ψj(u, 0) = ψj(u, 1) = 0. (C.1)





























The matrix elements of the Hamiltonian is given by






























where we require the orthonomality condition,
∫ ∫
dudvφmn(u, v)φm′n′(u, v)J = δmm′δnn′ , (C.6)
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[35] Y.-H. Kim, M. Barth, H.-J. Stöckmann, and J. P. Bird. Wave func-
tion scarring in open quantum dots: a microwave-billiard analog study.
Phys. Rev. B, 65(16):165317, Apr 2002.
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H. Rehfeld, and A. Richter. Experimental investigations of chaos-assisted
tunneling in a microwave annular billiard. Physical Review E (Statistical,
Nonlinear, and Soft Matter Physics), 71(4):046201, 2005.
[39] A. Mittal D. E. Prober M. W. Keller, O. Millo and R. N. Sacks. Magne-
totransport in a chaotic scattering cavity with tunable electron density.
Surface Science, 305:501–506, March 1994.
[40] Mark W. Keller, A. Mittal, J. W. Sleight, R. G. Wheeler, D. E. Prober,
R. N. Sacks, and H. Shtrikmann. Energy-averaged weak localization in
chaotic microcavities. Phys. Rev. B, 53(4):R1693–R1696, Jan 1996.
133
[41] B. V. Chirikov and D. L. Shepelyansky. Asymptotic statistics of poincaré
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