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Abstract
A hamiltonian path (cycle) in an n-vertex 3-uniform hypergraph is a (cyclic) ordering of the vertices in
which every three consecutive vertices form an edge. For large n, we prove an analog of the celebrated
Dirac theorem for graphs: there exists n0 such that every n-vertex 3-uniform hypergraph H , n  n0, in
which each pair of vertices belongs to at least n/2 − 1 (n/2) edges, contains a hamiltonian path (cycle,
respectively). Both results are easily seen to be optimal.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
A substantial amount of research in graph theory continues to concentrate on the existence of
hamiltonian paths and cycles. One of the classic theorems is the result of Dirac [3] which states
* Corresponding author.
E-mail addresses: rodl@mathcs.emory.edu (V. Rödl), rucinski@amu.edu.pl (A. Rucin´ski),
szemered@cs.rutgers.edu (E. Szemerédi).
1 Research supported by NSF grants DMS-9704114 and DMS-0800070, and by Emory University Research
Committee grant.
2 Research supported by grant N201036 32/2546.
3 Research supported by NSF grants DMS-0100784 and DMS-0603745.0001-8708/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.aim.2011.03.007
1226 V. Rödl et al. / Advances in Mathematics 227 (2011) 1225–1299that if the minimum degree δ(G) in a graph G on n  3 vertices is at least n/2 then G has a
hamiltonian cycle, while if δ(G) n/2 then G has a hamiltonian path.
For k-uniform hypergraphs (or k-graphs, for short) with k  3, a path, and consequently a
cycle, may be defined in several ways (see, e.g., [1,4,10,14] and [8]). Here we consider paths
which are k-graphs with vertices v1, . . . , vl and edges
{vi, vi+1, . . . , vi+k−1} i = 1, . . . , l − k + 1.
A companion notion of a cycle is defined similarly with the additional presence of the edges
{vi, vi+1, . . . , vi+k−1} for i = l − k + 2, . . . , k, where for h > l we set vh = vh−l . A hamiltonian
path (cycle) in a k-graph H is a path (cycle) which is a sub-hypergraph of H and contains all
vertices of H . Note that every hamiltonian cycle contains a hamiltonian path.
For a (k − 1)-element set S of vertices in a k-graph H , let NH(S)= {w: S ∪ {w} ∈H } be the
neighborhood of S, and let
δk−1(H)= min
S∈(V (H)k−1 )
∣∣NH(S)∣∣
be the minimum collective degree (shortly, co-degree) of all sets of k − 1 vertices in H .
Katona and Kierstead proved in [10] that if for an n-vertex k-graph H we have δk−1(H) 
(1 − 12k )n − k + 4 then H contains a hamiltonian cycle. They anticipated that, in fact, a much
stronger result is true.
Conjecture 1.1. Let H be a k-graph on n k + 1 4 vertices. If δk−1(H) (n− k + 3)/2,
then H has a hamiltonian cycle.
A support for this conjecture stems from a construction of a non-hamiltonian k-graph on n
vertices with δk−1(H) = (n−k+3)/2−1 (see Theorem 3 in [10]). In [19] and [20] we proved
an approximate version of the conjecture.
Theorem 1.1. (See [19,20].) Let k  3, γ > 0, and let H be a k-graph on n vertices, where n is
sufficiently large. If δk−1(H) (1/2 + γ )n, then H has a hamiltonian cycle.
In this paper we establish exact co-degree thresholds for hamiltonian paths and cycles in 3-
uniform hypergraphs with a large number of vertices.
Theorem 1.2. Let H be a 3-graph on n vertices, where n is sufficiently large. If δ2(H) n/2,
then H has a hamiltonian cycle. Moreover, for every n there exists an n-vertex 3-graph Hn such
that δ2(Hn)= n/2 − 1 and Hn does not have a hamiltonian cycle.
Theorem 1.3. Let H be a 3-graph on n vertices, where n is sufficiently large. If δ2(H) n/2−1,
then H has a hamiltonian path. Moreover, for every n there exists an n-vertex 3-graph Hn such
that δ2(Hn)= n/2 − 2 and Hn does not have a hamiltonian path.
Note that Theorem 1.3 is a simple corollary of Theorem 1.2. Indeed, for n odd the thresholds
in Theorems 1.2 and 1.3 coincide. For n even, however, they differ by 1. In order to see the
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implication in this case, consider a 3-graph H ′ obtained from H by adding a new vertex v′ and
join it to all (n2) pairs of vertices. Then
δ2
(
H ′
)= δ2(H)+ 1
(⌈
n
2
⌉
− 1
)
+ 1
⌊
n+ 1
2
⌋
and by Theorem 1.2 H ′ has a hamiltonian cycle. After removing v′, H has a hamiltonian
path.
The ‘moreover’ parts of Theorems 1.3 and 1.2 are proved easily by the following constructions
which were discovered already in [10]. Let H0 = H0(A,B) be a 3-graph with vertex set V =
A∪B and edge set consisting of all (|A|3 )+ |A|(|B|2 ) triples of vertices having an odd intersection
with A. It is easy to see that if |A|, |B| 2 then H0 does not have a hamiltonian path. Moreover,
if |A| = n/2 and |B| = n/2 then δ2(H0)= n/2−2 (see Fig. 1). This establishes the second
part of Theorem 1.3.
For n odd, the same construction yields the second part of Theorem 1.2. When n is even,
we modify H0 by fixing a vertex u0 ∈ B and adding to H0 all triples of the form u0vw, where
v,w ∈A. Let us denote the resulting 3-graph by H ′0. It is easy to check that δ2(H ′0)= n/2− 1
and H ′0 has no hamiltonian cycle.
Note that the absence in H0 and H ′0 of the edges contained entirely in the set B is not essential.
In fact, the construction in [10] was meant to be maximal and it contained all these edges.
Having proved the ‘moreover’ parts of Theorems 1.3 and 1.2, from now on we focus entirely
on the main part of Theorem 1.2. (Recall that the main part of Theorem 1.3 follows from its
counterpart in Theorem 1.2 as described above.)
For convenience, we will consider only the case when H has an even number of vertices,
which will further be denoted by 2n rather than n. The odd case requires some easy modifications
and is treated briefly in Subsection 8.10. A pivotal role in the proof of Theorem 1.2 is played by
the above defined 3-graph H0. We will refer to H0 as to the extreme 3-graph and denote it also
by H0(n,n).
The proof of Theorem 1.2 is split into two major cases. When H is ‘far’ from containing H0,
we use a refined form of the absorption technique introduced in [19] and [20]. Perhaps sur-
prisingly, we can loosen up the degree condition in this part of the proof (cf. Theorem 1.4).
In the second case, when H contains almost entirely the extreme 3-graph H0, that is, when
H is ‘close’ to H0, the degree condition becomes essential and the proof uses ad hoc tech-
niques.
We now formally define the two cases. For a 3-graph H and an equipartition V (H)=A∪B ,
let H(A,A,B) = {e ∈H : |e ∩A| = 2}.
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b(H)= min∣∣H(A,A,B)∣∣,
where the minimum is taken over all partitions V (H)=A∪B with |A| = |B| = n.
Note that if for some c, c1 > 0, we have |H(A,A,B)| < cn3 and δ2(H) (1 − c1)n then,
∣∣H0(A,B) \H ∣∣ 23 (c1 + 2c)n3 +O
(
n2
)
. (1)
(An easy proof of (1) is left to the reader as a warm-up exercise. Hint: by summing up the degrees
of pairs of vertices in A, bound from below the number of edges of H contained in A in terms
of the number of edges with exactly two vertices in A; similarly estimate the number of edges
containing exactly one vertex of A.)
It follows from (1) that if c and c1 are very small, then H does, indeed, almost contain a copy
of H0. The next two technical results refer to the ‘far’ and ‘close’ case, respectively, and together
imply Theorem 1.2.
Theorem 1.4. For all c > 0 there exists c1 > 0 such that, for sufficiently large n if b(H) cn3
and δ2(H) (1 − c1)n then H has a hamiltonian cycle.
Note that the above theorem can be viewed as a stability result saying, in contrapositive,
that if a 2n-vertex 3-graph H with δ2(H) close to n does not have a hamiltonian cycle, then
b(H) < cn3. Consequently, H must contain the extreme 3-graph H0 almost entirely.
Theorem 1.5. There exists ε0 > 0 such that, for sufficiently large n and any 3-graph H on 2n
vertices with b(H) < ε0n3 the following hold.
(i) If δ2(H) n− 1, then H has a hamiltonian path.
(ii) If δ2(H) n, then H has a hamiltonian cycle.
We do not determine the optimal value of the constant ε0 appearing in Theorem 1.5. We only
checked that ε0 = 10−18 is sufficient. To derive Theorem 1.2 from Theorems 1.4 and 1.5, apply
first Theorem 1.5(ii) and then Theorem 1.4 with c = ε0.
In Sections 2–7 we prove Theorem 1.4, while Section 8 is devoted to the proof of Theo-
rem 1.5. For clarity of presentation we give first the details of the proof of part (i). Then, in
Subsections 8.7–8.9, we show how to modify our argument to yield part (ii) as well. The case
when |V (H)| is odd is treated, for both theorems, in Subsection 8.10. Finally, some related re-
sults and directions of further research are discussed in Section 9.
2. Outline of the proof of Theorem 1.4
The proof of Theorem 1.4 is based on two lemmas which we precede by a couple of defini-
tions.
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Definition 2.1. A 3-graph H is a (c, c1)-graph if
b(H) cn3 and δ2(H) (1 − c1)n.
Note that if H is a (c, c1)-graph then it is also a (c′, c′1)-graph for all c′  c and c′1  c1.
The following definition of a path is consistent with the definition given for a general k in the
Introduction.
Definition 2.2. A path of length (or size) l is a 3-uniform hypergraph P on l + 2 vertices and
l edges, whose vertices can be labeled v1, . . . , vl+2 in such a way that for each i = 1, . . . , l,
vivi+1vi+2 ∈ P (there are two such orderings). In order to emphasize the symmetry of the two
ends of the path, we say that P = v1, v2 . . . , vl+1, vl+2 connects the (ordered) pairs (v1, v2) and
(vl+2, vl+1), which will be referred to as the endpairs of P .
Given two paths, P and Q, such that V (P )∩V (Q) = {u,w}, where (u,w) is an endpair of P ,
while (w,u) is an endpair of Q, we will call the path P ∪Q the concatenation of P and Q, and
denote it by PQ.
For two vertex-disjoint paths P and Q, let (a, b) be an endpair of P and (c, d) be an endpair
of Q. By P a◦c Q we denote the path obtained from P and Q by adding two extra edges: bac
and acd (see Fig. 2).
Lemma 2.1 (Absorbing Lemma). For c > 0 there exists c1 > 0 such that for all c2 > 0 there exists
c3 > 0 such that, for sufficiently large n, if H is a (c, c1)-graph on 2n vertices then there is a path
Pabs in H of size at most c2n with the following property: For every subset U ⊂ V (H) \V (Pabs)
of size at most c3n there is in H a path PU with V (PU)= V (Pabs)∪U and such that the endpairs
of Pabs and PU are the same.
In other words, this lemma asserts that there is one, not too long path such that every not too
large subset of vertices can be “absorbed” into this path by creating a longer path with the same
endpairs.
The second lemma tells us that one can build an almost hamiltonian cycle by extending any
given, not too long path.
Lemma 2.2 (Long Cycle Lemma). For c > 0 there exists c1 = c2 > 0 such that for all c3 > 0, if n
is sufficiently large, H is a (c, c1)-graph on 2n vertices, and P0 is a path in H of length at most
c2n then H has a cycle C of length at least 2n− c3n and such that P0 is a path in C.
Equipped with these two lemmas, we can quickly prove Theorem 1.4.
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Proof of Theorem 1.4. Let c′1 be the constant c1(c) guaranteed by Lemma 2.1 and c′′1 be the
constant c1(c) guaranteed by Lemma 2.2. We will prove Theorem 1.4 with c1 = min{c′1, c′′1}.
Set c2 = c1 and take c3 = c3(c, c1, c2) from Lemma 2.1. Hence, our choice of constants is
such that c, c1, c2, c3 satisfy both, Lemma 2.1 and Lemma 2.2. Let H fulfill the assumptions of
Theorem 1.4. Our proof consists of three steps (see Fig. 3).
• By Lemma 2.1, fix an absorbing path Pabs of size at most c2n which can absorb any set of
up to c3n vertices of H .
• By Lemma 2.2 with P0 = Pabs, fix a cycle C containing all but at most c3n vertices of H
and such that Pabs is a path in C.
• Applying the absorbing property of Pabs to U = V (H) \V (C), insert all vertices of V (H) \
V (C) into C (that is, replace Pabs by PU ), obtaining a hamiltonian cycle in H . 
To prove Lemmas 2.1 and 2.2 we will need three further lemmas. As they will be applied to
sub-hypergraphs of H of various sizes, we state them here in more general terms.
Lemma 2.3 (Connecting Lemma). For all c′ > 0 there exists c′1 > 0 such that, for sufficiently
large n′, if H ′ is a (c′, c′1)-graph on 2n′ vertices then for every two disjoint, ordered pairs of
vertices (x1, x2) and (y1, y2) there is a path (x1, x2, . . . , y2, y1) in H ′ of length at most k =
10/c′1 which connects (x1, x2) and (y1, y2).
The Connecting Lemma will be crucial in the proofs of both, the Long Cycle Lemma and
the Absorbing Lemma. For the proof of the latter we will also need a similar, but technically
more complicated, Comb-connecting Lemma (cf. Lemma 5.1). We postpone its formulation to
Section 5.
For a subset of vertices R ⊆ V (H) we denote by H [R] the sub-hypergraph of H induced
by R.
Lemma 2.4 (Scaling-down Lemma). For all c′ > 0, c′1 > 0, r  1, p1, . . . , pr > 0, where∑r
j=1 pj  1, and sufficiently large n′, if H ′ is a (c′, c′1)-graph on 2n′ vertices then there ex-
ist r disjoint subsets Rj ⊂ V (H), j = 1, . . . , r , of sizes |Rj | = 2pjn′, and such that for all
j = 1, . . . , r ,
(a) for every pair of vertices x, y ∈ V (H),
∣∣NH(u, v)∩Rj ∣∣ (1 − 2c′ )⌊pjn′⌋= (1/2 − c′ )∣∣Rj ∣∣;1 1
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In particular,
(c) H [Rj ] is a (c′/2,2c′1)-graph.
Remark 2.1. Note that moving around O(1) vertices between the sets Rj affects the properties
in Lemma 2.4 very little. Hence, we may request that certain fixed vertices belong to specified
sets Rj and still be able to guarantee that the lemma holds. (As we will see in the proof, the
loss of precision from c′1 to 2c′1 and from c′ to c′/2 leaves enough room to accommodate the
imprecision coming from this additional request.)
Lemma 2.4 will be applied in the proof of Lemma 2.3 with p1 = p2 = 1/2, in the proof of
Lemma 5.1 with p1 = p2 = p3 = 1/3, and in the proof of Lemma 2.2 with r = 1 and p1 = c3/4.
In this last application, due to the role it is playing there, the set R1 =R will be called a reservoir.
In the next five sections we prove Lemmas 2.4, 2.3, 5.1, 2.2, and 2.1.
3. Proof of the Scaling-down Lemma (Lemma 2.4)
For ease of notation, we write n instead of n′, c instead of c′, c1 instead of c′1, and m instead
of 2n. In the proof we will apply the weak regularity lemma which requires a few definitions.
3.1. Weak regularity
A k-graph H is k-partite if there is a partition V (H) = V1 ∪ · · · ∪ Vk such that every edge
of H intersects each set Vi in precisely one vertex. A k-partite k-graph will be called here a
(k, k)-graph.
Given a k-graph H and k non-empty, disjoint subsets Ai ⊂ V (H), i = 1, . . . , k, we define
H [A1, . . . ,Ak] as the induced sub-(k, k)-graph of H consisting of all edges of H with one vertex
in each Ai . We set eH (A1, . . . ,Ak) to be the number of edges in H [A1, . . . ,Ak], and define the
density of H with respect to (A1, . . . ,Ak) as
dH (A1, . . . ,Ak)= eH (A1, . . . ,Ak)|A1| · · · |Ak| .
We will write dH for dH (V1, . . . , Vk) and call it the density of H .
We say that a (k, k)-graph H is ε-regular if for all Ai ⊆ Vi with |Ai |  ε|Vi |, i = 1, . . . , k,
we have
∣∣dH (A1, . . . ,Ak)− dH ∣∣ ε.
Our next claim, called the weak regularity lemma, as opposed to the stronger result in [5],
is a straightforward generalization of the graph regularity lemma from [24]. It can be proved
by following closely the original proof from [24], based on the notion of the index of
a partition.
Claim 3.1 (Weak regularity lemma for hypergraphs). For all k  2, every ε > 0 and every integer
t0 there exist T0 and n0 such that the following holds. For every k-graph H on n > n0 vertices
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sub-(k, k)-graph H [Vi1, . . . , Vik ] of H is ε-regular.
3.2. Proof of Lemma 2.4
Apply Claim 3.1 with k = 3,
ε  c
(
min
j
pj
)3
/160 (2)
and t0  2/ε, and fix a (weakly) ε-regular partition V (H) = V1 ∪ · · · ∪ Vt with densities
dH (Vi,Vj ,Vk) denoted by dijk . Assume for convenience that |Vi | = m/t , i = 1, . . . , t , and
pjm/t , j = 1, . . . r , are integers.
The number of edges of H belonging to triads (Vi,Vj ,Vk) which are not ε-irregular is at most
εt3(m/t)3 = εm3, (3)
while the number of edges of H with at least two vertices in the same set Vi is at most
(
m/t
2
)
m+ t
(
m/t
3
)
<
m3
2t
+ m
3
6t2
< εm3. (4)
For i = 1, . . . , t , let Rji , j = 1, . . . , r , be a random collection of disjoint subsets of Vi of size
|Rji | = pjm/t . Note that each set Rji alone is a random subset of Vi chosen uniformly from all
subsets of Vi of size pjm/t . Set Rj =⋃ti=1 Rji .
Part (a) follows by the Chernoff bound for hypergeometric distributions (see [9]) applied to
the sizes of the random sets NH(x, y)∩Rji (but only for those i for which, say, |NH(x, y)∩Vi |>√
n ). Indeed, for such i, with probability 1 − o(1), we have
∣∣NH(x, y)∩Rji ∣∣∼ pj ∣∣NH(x, y)∩ Vi∣∣
for all x, y ∈ V (H).
The proof of part (b) is deterministic. We claim that for each subset Rj ⊂ V (H) such that
|Rji | = pjm/t , where Rji =Rj ∩ Vi , we have
b
(
H
[
Rj
])

(
c′/2
)⌊
pjn
′⌋3. (5)
For clarity, assume that r = 1 and write R for R1, Ri = R ∩ Vi for R1i , i = 1, . . . , t , and p
for pj .
For a fixed such set R consider an arbitrary equipartition R = A′ ∪ B ′, and let A′i = Ri ∩ A′
and B ′i = Ri ∩ B ′, i = 1, . . . t . Furthermore, for each i = 1, . . . t , let Vi = Ai ∪ Bi be an arbi-
trary partition with |Ai | = |A′i |/p+ o(n), |Bi | = |B ′i |/p+ o(n) and
∑t
i=1 |Ai | =
∑t
i=1 |Bi | = n.
Setting A=⋃Ai and B =⋃Bi we thus have |A| = |B| = n (see Fig. 4).
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Let I be the set of all ordered triples of distinct indices i, j, k for which |A′i |, |A′j |, |B ′k| 
ε(m/t) and H [Vi,Vj ,Vk] is ε-regular. Then, by ε-regularity, for each index triple i, j, k ∈ I , we
have in particular,
dH (Ai,Aj ,Bk) dijk − ε and dH
(
A′i ,A′j ,B ′k
)
 dijk − ε. (6)
Noting that the total number of edges of H intersecting any of the sets A′i of size less than
ε(m/t) is at most tε(m/t)m2 = εm3, and using also (3)–(6), as well as the assumption that
|H(A,A,B)| cn3, we have
∣∣H [A′,A′,B ′]∣∣ 1
2
∑
ijk∈I
eH
(
A′i ,A′j ,B ′k
)
 1
2
∑
ijk∈I
dijk
∣∣A′i∣∣∣∣A′j ∣∣∣∣B ′k∣∣− εm3
 1
2
p3
∑
ijk∈I
eH (Ai,Aj ,Bk)− 2εm3 + o
(
m3
)
 p3
∣∣H [A,A,B]∣∣− 5εm3
 p3cn3 − 6εm3  (c/2)(pn)3,
where the last inequality follows by (2). Hence, (5) is proved.
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For convenience, let us write H , n, c and c1 instead of H ′, n′, c′, and c′1. Given c > 0, we
choose c1 implicitly as follows. In the course of the proof we will define constants c2, . . . , c8
depending on c1 (and also on some ci ’s with smaller indices), and such that they will tend to 0
with c1 → 0. We will use the shorthand notation ci = oc1(1) to indicate this. At the end of the
proof we will choose c1 so small that c8 < c/2.
Let H be a (c, c1)-graph on 2n vertices, that is,
b(H) cn3 and δ2(H) (1 − c1)n.
Moreover, let two disjoint, ordered pairs of vertices (x1, x2) and (y1, y2) be fixed in H .
With c, c1, and p1 = p2 = 1/2 we apply Lemma 2.4 to obtain a partition V (H) = Vx ∪ Vy ,
so that R1 = Vx and R2 = Vy satisfy the conclusions (a)–(c) of Lemma 2.4, and x1, x2 ∈ Vx ,
y1, y2 ∈ Vy (cf. Remark 2.1). That is, |Vx | = |Vy | = n (assume n is even),
min
{
b
(
H [Vx]
)
, b
(
H [Vy]
)}
 (c/2)(n/2)3, (7)
and for every pair u,v ∈ V (H),
min
{∣∣NH(u, v)∩ Vx∣∣, ∣∣NH(u, v)∩ Vy∣∣} (1/2 − c1)n. (8)
In particular, both, H [Vx] and H [Vy], are (c/2,2c1)-graphs.
The idea of the proof is to grow cascades, that is, all short paths from x1, x2 in H [Vx] and all
short paths from y1, y2 in H [Vy] until it is possible to connect some two of them together. More
precisely, we will grow the cascades until for some ix, iy  4/c1 + 2 there are vertices vx ∈ Vx
and vy ∈ Vy such that the following two properties hold:
(x) for at least (1/2 + 2c1)n vertices u ∈ Vx there is in H [Vx] a path x1, x2, . . . , u, vx of length
at most ix , and
(y) for at least (1/2 + 2c1)n vertices u ∈ Vy there is in H [Vy] a path y1, y2, . . . , u, vy of length
at most iy .
Then, by (8), the neighborhood NH(vx, vy) will contain a vertex ux with property (x) and
a vertex uy with property (y). Thus, there will be paths Px = x1, x2, . . . , ux, vx and Py =
y1, y2, . . . , uy, vy that can be connected by edges ux, vx, vy and vx, vy, uy to form a single path
(Px) vx◦vy (Py) between x1x2 and y1y2 of length
ix + iy  2(4/c1 + 2) 10/c1
(see Fig. 5). The split V (H)= Vx ∪ Vy guarantees that Px and Py are vertex disjoint.
4.1. The cascade
The growth of the paths is formalized in terms of branching cascades, an x1x2-cascade in
H [Vx] and y1y2-cascade in H [Vy]. By symmetry, it suffices to describe only one of them.
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The x1x2-cascade consists of disjoint sets Ai , i  0 and bipartite graphs Gi , i  1, where
V (Gi) = Ai−1 ∪Ai , defined as follows. (It is a cumulative version of the construction in [19].)
Let A0 = {x1, x2} and A1 = {x2} ∪ {z ∈ Vx : x1x2z ∈ H }. (Each vertex may appear in several
sets Ai and we treat all copies of a given vertex of H as different vertices of the cascade.)
Let G1 consist of the edge x1x2 plus the star with x2 as the center and A1 \ {x2} as the set of
its leaves. Note that by (8) |A1| (1/2− c1)n. For i  2, we say that an edge uv ∈Gi−1 extends
to a vertex w ∈ Vx , and write uv → w if there is in H [Vx] a path P = x1, x2, . . . , u, v of length
at most i − 1 such that w /∈ V (P ) and uvw ∈H . Further, let
Ai = {w ∈ Vx : ∃uv ∈Gi−1 : such that uv →w} ∪ {x2}
and
Gi = {vw,v ∈Ai−1, w ∈Ai : ∃u ∈Ai−2 such that uv ∈Gi−1 and uv →w} ∪ {x1x2}.
With this definition, for each index i there is in H [Vx] a path of length at most i from x1x2 to
every edge of the graph Gi . And conversely, the other endpair of every path in H [Vx] of length
at most i, originating from x1x2, is an edge of Gi .
For v ∈ Aj , we will sometimes use notation d−(v) = degGi (v) and d+(v) = degGi+1(v) to
emphasize the “backward” and, respectively, “forward” position of the neighbors of v in the
bipartite graphs of the cascade (v ∈Ai is “on the right” in Gi and “on the left” in Gi+1).
Using (7) and (8), we will prove the following result.
Proposition 4.1. For some index i  4/c1 + 2, there is a vertex v ∈Ai such that
d−(v)= degGi (v) (1/2 + 2c1)n. (9)
This is all we need to finish the proof of Lemma 2.3. Indeed, let ix, vx and iy, vy be the indices
and vertices satisfying inequality (9) for the x1x2-cascade in H [Vx] and the y1y2-cascade in
H [Vy], respectively. Then properties (x) and (y) hold and, as explained above, we are done (see
Fig. 5).
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that now |V (H)| = n, not 2n, and that
δ2(H) (1/2 − c1)n. (10)
Observe also that, by the construction of the cascade and by (10), we have for all i = O(1), and
for all v ∈Ai and u ∈NGi (v),
d+(v)= degGi+1(v) degH (u, v)− i  (1/2 − c1)n− i  (1/2 − 2c1)n. (11)
Indeed, there are at most i + 2 vertices on a given path from x1, x2, . . . , u, v in the cascade, and
so, at most i vertices w ∈NH(u, v) may lie on all such paths; for all other w we do have uv →w
and so, vw ∈Gi+1.
4.2. Blocking
In our proof of Proposition 4.1 it will be often important to avoid vertices which lie on all
paths leading to a given pair of vertices, and thus blocking their access to the original pair x1x2.
For a fixed x ∈ Aj and y ∈ N−x , let us say that a vertex z ∈ V (H) blocks the pair yx if
every path x1, x2, . . . , y, x of length at most j passes through z. Let BLOx be the set of vertices
z ∈ V (H) which block more than n2/3 pairs yx, where y ∈N−x .
Fact 4.1. For all j =O(1) and every x ∈Aj we have |BLOx | n2/3.
Proof. Let Γx be a bipartite graph between V (H) and N−x (some vertices of H appear on both
sides of Γx , but we treat them as different), where zy ∈ Γx if z blocks yx. By the definition of
blocking, for every y ∈ N−x we have degΓx (y) j , and thus, |Γx | = O(n). Hence, there cannot
be more than n2/3 vertices z ∈ V (H) with degΓx (z) n2/3. 
We say that z blocks a vertex x ∈ Aj if z blocks more than n2/3 pairs yx, y ∈ N−x , that is,
z ∈ BLOx . Let BLO(j) be the set of vertices z ∈ V (H) which block more than n5/6 vertices
x ∈Aj . The vertices z ∈ BLO(j) will be called block-bastards.
Fact 4.2. For all j =O(1) we have |BLO(j)| n5/6.
Proof. Let Γ be a bipartite graph between V (H) and Aj , where zx ∈ Γ if z blocks x. By
Fact 4.1, for every x ∈ Aj we have degΓ (x)  n2/3, and thus, |Γ |  n5/3. Hence, there cannot
be more than n5/6 vertices z ∈ V (H) with degΓ (z) n5/6. 
Finally, let BLOz be the set of x ∈ Aj which are blocked by z (we suppress the dependence
on j here). Note that for all z /∈ BLO(j) we have |BLOz| n2/3.
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As an important step toward proving Proposition 4.1, we now show that at some point the
cascade stabilizes in the sense that the graphs Gi grow very little. Observe first that due to the
cumulative definition of the cascade, we have for all i  0,
Gi ⊆Gi+1,
and, due to the bound |Ai | |V (H)| n, we have |Gi | n2. Hence, for every κ > 0 there exists
an index 2 i  4/κ − 1 such that
|Gi+4| |Gi | + κn2. (12)
Indeed, otherwise we would have
|G4/κ+3|> |G4/κ−1| + κn2 > · · ·> 1
κ
× κn2 + |G2|> n2,
too much for a bipartite graph with at most n vertices on each side. We choose κ = c1. Let us fix
an index i for which (12) holds.
4.4. Degrees
Assume to the contrary that for all j  i + 3 and all v ∈Aj we have
d−(v)= degGj (v) (1/2 + 2c1)n. (13)
We will now show that, because the four graphs Gj , i  j  i + 3, are almost equal in size,
in view of (13) and (11), almost all vertices v ∈ Aj have their degrees d+(v) and d−(v) almost
equal to n/2.
Fact 4.3. Let c2 = √7c1. For i  j  i + 3, let
Sj =
{
v ∈Aj : d+(v)= degGj+1(v) (1/2 + c2)n
}
and
Tj =
{
v ∈Aj : d−(v)= degGj (v) (1/2 − c2)n
}
.
Then |Sj | + |Tj | c2|Aj |.
In the proof of Fact 4.3 we will use the following observation. Let a1, . . . , aq, b1, . . . , bq , a, b,
and D be real numbers satisfying
max ai  a, min bi  b,
∑
ai 
∑
bi −D,
1iq 1iq
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x = ∣∣{i: ai  a − h}∣∣ and y = ∣∣{i: bi  b + h}∣∣.
Then
D 
∑
bi −
∑
ai  (q − y)b − (q − x)a + y(b + h)− x(a − h)= q(b − a)+ h(x + y),
and, consequently,
x + y  1
h
(
q(a − b)+D)= a − b +D/q
h
q. (14)
Proof of Fact 4.3. Observe that
∑
v∈Aj
degGj (vi)= |Gj | and
∑
v∈Aj
degGj+1(vi)= |Gj+1|.
Thus, writing Aj = {v1, . . . , vq}, and setting q = |Aj |,
ai = degGj (vi), a = (1/2 + 2c1)n, bi = degGj+1(vi), b = (1/2 − 2c1)n,
h= (2c1 + c2)n, and D = c1n2, we see that, by (12), we are in position to apply (14) which now
reads
|Sj | + |Tj | = x + y  4c1 + κn/|Aj |2c1 + c2 |Aj |<
4c1 + 3κ
c2
|Aj | 7c1
c2
< c2|Aj |,
where we use that κ = c1 and q = |Aj | |A1|> n/3. 
4.5. A great congestion
Here we prove that the degree restrictions satisfied by typical vertices (cf. (13), (11), and
Fact 4.3), lead to the presence of a set A of n/2 vertices of H , where A⊂Aj for j = i, i+1, i+2,
and such that the bipartite subgraphs Gi+1[A,A] and Gi+2[A,A] are almost complete. This
will ultimately lead to a contradiction with the assumption (7) that b(H [Vx]) (c/2)(n/2)3 (cf.
Corollary 4.2 in the next subsection). Here and below we use notation Gj [U,W ] for the bipartite
subgraph of Gj induced by U ⊆Aj−1 and W ⊆Aj .
For a fixed j and a vertex x ∈Aj , we will adopt shorthand notation
N−x =NGj (x) and N+x =NGj+1(x).
Note that d−(x)= |N−x | and d+(x) = |N+x |. For a given z ∈N+x , let
N−xz =
{
y ∈N−x : yxz ∈H
}=N−x ∩NH(xz).
In other words, y ∈N−x belongs to N−xz if and only if z ∈NH(yx). For a constant c3 > 0, let
Nˆ+x =
{
z ∈N+x :
∣∣N−xz∣∣ (1 − c3)∣∣N−x ∣∣}.
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Fact 4.4. There exists a constant c3 = oc1(1) such that for j = i+1, i+2, and for all x ∈Aj \Sj
we have |Nˆ+x | (1− c3)|N+x |, i.e., all but at most c3|N+x | vertices z ∈N+x each belong to all but
at most c3|N−x | sets NH(yx), y ∈N−x .
Proof. Consider an auxiliary bipartite graph Γ between N+x and N−x , where zy ∈ Γ if and only
if z ∈NH(yx) (see Fig. 6).
Since x /∈ Sj , we have |N+x | (1/2 + c2)n. Hence, also by (10),
|Γ | (1/2 − c1)n
∣∣N−x ∣∣ 1/2 − c11/2 + c2
∣∣N−x ∣∣∣∣N+x ∣∣= (1 − c23)∣∣N−x ∣∣∣∣N+x ∣∣.
Consequently, at most c3|N+x | vertices z ∈ N+x have degree less than (1 − c3)|N−x | in Γ which
was to be proved. 
Fix x ∈Ai+1 \ (Si+1 ∪ Ti+1), where i satisfies (12).
Claim 4.1. There exists a constant c4 = oc1(1) such that for all vertices
y ∈N−x \
(
Si ∪ BLOx ∪ BLO(i + 1)
)
and x′ ∈N+y \
(
Si+1 ∪ Ti+1 ∪ BLOy
)
,
we have
∣∣N+
x′ N+x
∣∣ c4n.
Proof. Let y ∈ N−x \ (BLOx ∪ BLO(i + 1)) and note that, since y /∈ BLO(i + 1), we have
|BLOy |  n5/6. Further, let x′ ∈ N+y \ (Si+1 ∪ BLOy). Then there exist u ∈ N−x and u′ ∈ N−x′
such that y does not block xu or x′u′ (because y /∈ BLOx and x′ /∈ BLOy , respectively). Let
P = x1, x2, . . . , u, x and P ′ = x1, x2, . . . , u′, x be paths of lengths at most i + 1 which avoid y
(see Fig. 7).
Consider the set
N = (NH(ux)∩NH(yx)) \ V (P ) ⊆N+x .
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We claim that for all z ∈N , the pair zy, with y ∈Ai+3, is an edge of the graph Gi+3, that is,
N−y =NGi+3(y)⊇N. (15)
To prove (15), we have to show that for all z ∈ N , (i) xz ∈ Gi+2 and (ii) xz → y. Condition
(i) is obvious, because N ⊆ N+x . To show condition (ii), note first that N ⊆ NH(yx), and thus
yxz ∈ H . It remains to show that there exists a path x1, x2, . . . , x, z of length at most i + 2
which avoids y. Recall that P = x1, x2, . . . , u, x is a path of length at most i + 1 which avoids y,
and, by the definition of N , also avoids z. As N ⊆ NH(ux), we have uxz ∈ H , and so the path
x1, x2, . . . , u, x, z, which is an extension of P to z, is a path of length at most i + 2 which
avoids y. This completes the proof of (ii), and thus the proof of (15). The same is true for all
z ∈N ′ = (NH (u′x′)∩NH (yx′)) \ V (P ′)⊆N+x′ ,
and, consequently,
N−y =NGi+3(y)⊇N ∪N ′. (16)
Suppose that |N+
x′  N+x |  c4n. To obtain a contradiction, we will estimate |N ∪ N ′| from
below. Since x /∈ Si+1, we have |N+x | (1/2 + c2)n. Observe also that NH(ux) \ V (P ) ⊆ N+x ,
NH(yx) \ V (P )⊆N+x , and
min
(∣∣NH(ux) \ V (P )∣∣, ∣∣NH(yx) \ V (P )∣∣) (1/2 − c1)n− j  (1/2 − 2c1)n.
Thus, we have
|N | ∣∣NH(ux) \ V (P )∣∣+ ∣∣NH(yx) \ V (P )∣∣− ∣∣N+x ∣∣
 2(1/2 − 2c1)n− (1/2 + c2)n= (1/2 − 4c1 − c2)n
and, consequently,
∣∣N+x \N ∣∣ ∣∣N+x ∣∣− |N | (1/2 + c2)n− (1/2 − 4c1 − c2)n = (4c1 + 2c2)n,
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and, also,
∣∣N+
x′ \N ′
∣∣ (4c1 + 2c2)n.
Hence,
∣∣N ∪N ′∣∣ ∣∣N+x ∪N+x′
∣∣− ∣∣N+x \N ∣∣− ∣∣N+x′ \N ′
∣∣ ∣∣N+x ∪N+x′
∣∣− 2(4c1 + 2c2)n.
Observe that, as it is true for any two finite sets,
∣∣N+x ∪N+x′
∣∣min(∣∣N+x ∣∣, ∣∣N+x′
∣∣)+ 1
2
∣∣N+
x′ N+x
∣∣.
Since we have assumed that |N+
x′ N+x | c4n, we have, using (11),
∣∣N+x ∪N+x′
∣∣ (1/2 − 2c1)n+ c4n/2.
We thus conclude, by (16), that
d−(y)= degGi+3(y)
∣∣N ∪N ′∣∣ (1/2 − 2c1)n+ c4n/2 − 2(4c1 + 2c2)n > (1/2 + 2c1)n,
provided c4 > c1 + 8c2. This, however, is a contradiction with (13). 
Claim 4.2. There exists a constant c4 = oc1(1) such that for all vertices y and x′ as in Claim 4.1,
we have
∣∣N−
x′ N−x
∣∣ c4n.
Proof. Assume, to the contrary, that |N−
x′ N−x |> c4n. We want to find a vertex z ∈Ai+2 \Si+2
with large degree d+(z) in Gi+3 (this will be a contradiction with the definition of the set Si+2).
Let P = x1, x2, . . . , y, x and P ′ = x1, x2, . . . , y, x′ be paths of lengths at most i + 1 (see Fig. 8).
Consider the set
I = (NH(yx) \ V (P ))∩ Nˆ+x ∩ (NH (yx′) \ V (P ′))∩ Nˆ+′ ,x
1242 V. Rödl et al. / Advances in Mathematics 227 (2011) 1225–1299where the set Nˆ+x was defined just prior to Fact 4.4. The set I is an intersection of two subsets
of N+x and two subsets of N+x′ , and all six sets have sizes very close to n/2. More precisely, by
assumption (10), we have
∣∣NH(yx) \ V (P )∣∣, ∣∣NH (yx′) \ V (P ′)∣∣ (1/2 − 2c1)n (1 − 2c1)max(∣∣N+x ∣∣, ∣∣N+x′
∣∣),
where the last inequality follows from the fact that x, x′ /∈ Si+1. Moreover, by Fact 4.4, |Nˆ+x |
(1 − c3)|N+x | and |Nˆ+x′ | (1 − c3)|N+x′ |, and thus,
∣∣(NH(yx) \ V (P ))∩ Nˆ+x ∣∣ (1 − 2c2 − c3)∣∣N+x ∣∣
and
∣∣(NH (yx′) \ V (P ′))∩ Nˆ+x′
∣∣ (1 − 2c2 − c3)∣∣N+x′
∣∣.
By Claim 4.1, |N+
x′ N+x | c4n. Hence, |I \ Si+2| (1/2 − 2c4)n for sufficiently large c4. Let
us fix z ∈ I \ Si+2.
Next, set
M =N−xz \ V (P ) and M ′ =N−x′z \ V
(′
P
)
and observe that for each u ∈ M , xzu ∈ H and the extension x1, x2, . . . , y, x, z,u of the path P
is a path from x1x2 to zu of length at most i + 3. Thus, u ∈Ai+3 and zu ∈Gi+3. Similarly, using
x′ and P ′, for each u ∈ M ′ we have u ∈ Ai+3 and zu ∈ Gi+3. Hence, d+(z) = degGi+3(z) |M ∪M ′|. It remains to show that |M ∪M ′| > (1/2 + c2)n which can be done in a similar way
as in the proof of Claim 4.1, using the assumption |N−
x′  N−x | > c4n and choosing c4 large
enough. 
The next claim follows quickly from Claim 4.2.
Claim 4.3. There exists a constant c5 = oc1(1) such that for all y as in Claim 4.1 and all but at
most c5n y′ ∈N−x , we have
∣∣N+y N+y′
∣∣ c5n.
Proof. By Claim 4.2, for all y ∈N−x \ (Si ∪ BLOx ∪ BLO(i + 1)) and x′ ∈N+y \ (Si+1 ∪ Ti+1 ∪
BLOy), vertex x′ has at least (1/2 − c4)n neighbors in N−x . Thus, for a suitably chosen constant
c5, at least (1/2 − c5)n vertices y′ ∈ N−x have each at least (1/2 − c5/2)n neighbors in N+y ,
which completes the proof. 
Let Y = N−x , Z = N+x , and X = N+y for a fixed y as in the assumptions of Claims 4.1, 4.2,
and 4.3. It turns out that the sets X, Y , and Z are almost the same.
Corollary 4.1. There exists a constant c7 = oc1(1) such that
max
(|X  Y |, |X Z|, |Y Z|) 2c7n.
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Proof. By monotonicity of the x1x2-cascade, we have Gj ⊆ Gj+1 for all j . Therefore, for in-
stance, there are copies of the induced bipartite subgraphs Gi+1[Y,X] and Gi+2[X,Z] inside
Gi+3. In the proof below we will use this observation a few times.
We first prove
|X  Y | c7n. (17)
Suppose that |X  Y | > c7n. Then either (a) |Z ∩ X| > c′7n or (b) |Z ∩ Y | > c′7n for a suitably
chosen c′7 = oκ(1). In case (a), consider a vertex v ∈ Ai+3 which is a typical vertex of the set
X in a copy of the bipartite subgraph Gi+i[Y,X] inside Gi+3, and which, at the same time, is a
typical vertex of Z in a copy of the bipartite subgraph Gi+2[X,Z] inside Gi+3. By typical we
mean here a vertex adjacent to at least (1 − c5)||Y |, or, respectively, (1 − c5)|X| vertices on the
other side. Such a vertex v exists, because |Z ∩X|> c′7n  c5n. Then, the degree of v in Gi+3,
or |N−v |, is at least
|X ∪ Y | − c5|X| − c5|Y |min
(|X|, |Y |)+ 1
2
c7n > (1/2 + 2c1)n,
for a suitably chosen c7 – a contradiction with (13) (see Fig. 9).
In case (b), consider a vertex u ∈ Ai+2 \ Si+2 which is a typical vertex of the set Y in a
copy of the bipartite subgraph Gi+i[Y,X] inside Gi+3, and which, at the same time, is a typical
vertex of Z of the bipartite subgraph Gi+3[Z,Y ] (as before, such a vertex v exists, because
|Z ∩Y |> c′7n c5n). Then, the degree of u in Gi+3, or |N+u |, is again almost as big as |X∪Y |,
which, under the assumption that |XY |> c7n, is greater than (1/2+c2)n, for a suitably chosen
c7 – a contradiction with the definition of the set Si+2 (see Fig. 10).
Next we prove that
|X Z| c7n. (18)
Suppose that |X Z| > c7n. Consider a vertex w ∈ Ai+2 \ Si+2 which is a typical vertex of the
set X in a copy of the bipartite subgraph Gi+2[X,Z] inside Gi+3, and which, at the same time, is
a typical vertex of Y in a copy of the bipartite subgraph Gi+1[Y ∪X] inside Gi+3 (such a vertex
v exists, because it follows from (17) that |X∩Y |> c′7n c5n). Then, the degree of w in Gi+3,
or |N+|, is almost as big as |X ∪Z|, which, under the assumption that |X Z|> c7n, is greaterw
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Fig. 11. Proof of (18).
than (1/2 + c4)n, for a suitably chosen c7 – a contradiction with the definition of the set Si+2
(see Fig. 11).
The third inequality, |Y Z| 2c7n, follows immediately from (17) and (18). 
4.6. The final contradiction
Now, we derive our final conclusion from the assumption that the x1x2-cascade does not
produce any vertex of high “backward degree” (cf. (13)), combined with another consequence of
(13), established in Fact 4.3, that almost all vertices have their “forward” degrees bounded from
above by (1/2 + c2)n. It turns out that we need to choose c1 = c1(c) so small that its implicit
function, c8 = c8(c1), given below, satisfies c8 < c/2. This will yield a contradiction with the
assumption that b(H) (c/2)(n/2)3 (recall that here H stands for H [Vx]).
Corollary 4.2. There exists a constant c8 = oc1(1) and a subset A ⊂ V (H) of size |A| = n/2
such that, with B = V (H) \A, we have |H(A,A,B)| c8(n/2)3.
Proof. Consider a partition of V (H)=A∪B , where |AX| c2n and |A| = n/2. By Fact 4.3,
Claim 4.1, Corollary 4.1, and the choice of A, for a constant c8 sufficiently larger than c1, . . . , c7,
all but at most 12c8
(
n/2
2
)
pairs a, a′ ∈A satisfy a, a′ /∈ Si+1 and
∣∣NH (a, a′)∩A∣∣ (1 − c8/4)n/2.
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Indeed, NH(a′, a)⊆NGi+2(a), |NGi+2 A| c7n and |NH(a′, a)| (1 − 2c1)n/2.
By (11), if a′ ∈Ai and a ∈Ai+1 \ Si+1 then we also have
degH
(
a, a′
)
 d+(a)+ i  (1 + 2c2)n/2 (1 + 3c2)n/2.
Thus,
∣∣NH (a, a′)∩B∣∣ (1 + 3c2)n/2 − (1 − c8/4)n/2 (c8/2)n/2,
and consequently,
∣∣H(A,A,B)∣∣= ∑
a,a′∈A
∣∣NH (a, a′)∩B∣∣ 12c8
(n
2
2
)
× n
2
+
(n
2
2
)
× c8
2
n
2
< c8
(
n
2
)3
. 
5. The Comb-connecting Lemma
We introduce a new type of a path in a 3-graph which will be needed in Section 7. Instead
of going, say, from 12 to 65 by the usual path 1,2,3,4,5,6 (with all consecutive triples being
edges of H ), we will now choose a “dancing step” and use the triples 213,134,435,356, tracing
a sort of a “comb” as we go. Here is a formal definition.
Definition 5.1. Given an ordered 4-tuple of vertices, xyzw, we call a sub-hypergraph C of H
consisting of vertices v1, . . . , v2t a t-tooth comb with endteeth yx and zw if v1 = y, v2 = x,
v2t−1 = z, v2t = w, xyv3 ∈ H , v2t−3zw ∈ H , and for each i = 3,5, . . . ,2t − 3, we have
vi−2vivi+1, and vi+1vivi+2 ∈H . We will write t (C) for the number of teeth of C.
It is convenient to picture a comb as a sequence of points with odd indices, supplemented
by those with the even indices lined up above them, and such that for each odd i, the 4-tuple
vi, vi+1, vi+2, vi+3 forms a (graph) K4 minus the top edge; then the triangles represent the hy-
peredges of the comb (see Fig. 12). The pair v2i−1v2i is the ith tooth of the comb, where v2i−1 is
the bottom and v2i is the top of the tooth. We will always list the bottom of each tooth first. We
will also say that the comb C connects ordered pairs yx and zw (again, the bottoms are listed
first).
Similarly as in the ordinary case, it is possible prove that to any two pairs of vertices can
be connected by a comb of a bounded number of teeth. However, in the proof of Lemma 2.1
we will need to connect by combs with even number of teeth. To accommodate this request we
will complicate the matters a little bit and prove a stronger Comb-connecting Lemma. It states
that any three pairs of vertices can be mutually connected by three short combs whose lengths
are related in such a way that at least one of them must be even. (We use the superscript ′′ to
distinguish from Lemma 2.3.)
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ciently large n′′, if H ′′ is a (c′′, c′′1)-graph on 2n′′ vertices then the following holds. For every
three disjoint, ordered pairs of vertices (x1, x2), (y1, y2), and (z1, z2) there are combs Cxy,Cxz
and Cyz in H ′′, connecting, respectively, x1x2 with y1y2, x1x2 with z1z2, and y1y2 with z1z2,
and such that
max
{
t (Cxy), t (Czy), t (Cyz)
}
 t := ⌊5/c′′1⌋ and t (Cxy)= t (Czy)+ t (Cyz) (mod 2).
The proof of Lemma 5.1 is similar to, but slightly more technical than that of Lemma 2.3.
Therefore, we will be sketchy at places which are analogous to but more tedious to write than the
corresponding passages in the proof of Lemma 2.3. For ease of notation, let us write H instead
of H ′′, n instead of n′′, etc. Given c > 0, we choose appropriate c1 and t to be specified later. Let
H be a (c, c1)-graph on 2n vertices, in which three disjoint, ordered pairs of vertices (x1, x2),
(y1, y2), and (z1, z2) are fixed.
With c, c1, and p1 = p2 = p3 = 1/3 we apply Lemma 2.4 (cf. Remark 2.1) to obtain a parti-
tion V (H)= Vx ∪Vy ∪Vz, so that with m= 2n/3 (assume 3 divides n), |Vx | = |Vy | = |Vz| =m,
x1, x2 ∈ Vx , y1, y2 ∈ Vy , z1, z2 ∈ Vz,
min
{
b
(
H [Vx]
)
, b
(
H [Vy]
)
, b
(
H [Vz]
)}
 c
2
m3, (19)
and for every pair u,v ∈ V (H),
min
{∣∣NH(u, v)∩ Vx∣∣, ∣∣NH(u, v)∩ Vy∣∣, ∣∣NH(u, v)∩ Vz∣∣} (1/2 − c1)m. (20)
In particular, H [Vx], H [Vy], and H [Vz] are all (c/2,2c1)-graphs.
The idea of the proof is to grow comb-cascades, that is, all short combs from x1, x2 in H [Vx],
from y1, y2 in H [Vy], and from z1, z2 in H [Vz] until it is possible to connect them together.
More precisely, we will grow these comb-cascades until for some integers ix, iy, iz  2/c1 +1
there exist vertices vx ∈ Vx , vy ∈ Vy , and vz ∈ Vz such that
(x) for at least (1/2 + 2c1)m vertices u ∈ Vx there is in H [Vx] a comb with ix teeth connecting
x1x2 and vxu,
(y) for at least (1/2 + 2c1)m vertices u ∈ Vy there is in H [Vy] a comb with iy teeth connecting
y1y2 and vyu, and
(z) for at least (1/2 + 2c1)m vertices u ∈ Vz there is in H [Vz] a comb with iz teeth connecting
z1z2 and vzu.
Then, by (20), the neighborhood NH(vx, vy) will contain a vertex ux with property (x) and
a vertex uy with property (y). Thus, there will be combs Cx between x1x2 and vxux , and Cy
between y1y2 and vyuy that can be connected by the triples uxvx, vy and vx, vyuy to form a
single comb Cxy between x1x2 and y1y2 with precisely
ix + iy  2(2/c1 + 1) 5/c1
teeth (see Fig. 13). The split V (H) = Vx ∪Vy ∪Vz guarantees that Cx and Cy are vertex disjoint.
Similarly, there will exist combs Cxz and Cyz with ix + iz and iy + iz teeth, respectively. Note
that the three obtained combs form a shape of a “windmill” (see Fig. 14), and the three numbers
of teeth, t (Cxy), t (Cxz), and t (Cyz), satisfy the congruence in Lemma 5.1.
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Fig. 14. Three comb-cascades yield a “windmill” of three combs.
5.1. The comb-cascade
The growth of the combs is formalized in terms of a comb-cascade, or, shortly, cascade. For
each of the three pairs, x1x2, y1y2, and z1z2 we will build the cascade within its own part, Vx ,
Vy , and Vz, respectively.
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without its last vertex, and thus, without its last tooth. In this case we say that the broken comb
connects (the tooth) yx with (the endpair) zv2t−3. We will write t (C) also for the number of teeth
of a broken comb C.
Now we define the x1x2-cascade in H [Vx] (the argument for the other two is exactly the
same). The cascade consists of two sequences of disjoint sets, Ai , i  0, and Bi , i  1, and two
sequences of bipartite graphs, Fi and Gi , i  ‘1, interlacing each other. Unlike the cascade in
Section 4, the comb-cascade cannot be cumulative, because we want to keep track of the lengths
of the combs.
Let B0 = {x1}, B1 = {u ∈ Vx : x2x1u ∈ H }, and let G1 be the star consisting of all pairs x1u,
where u ∈ B1. Further, let
A1 =
{
v ∈ Vx \ {x2}: ∃u ∈ B1 such that x1uv ∈H
}
and
F1 = F1(B1,A1)= {uv,u ∈ B1, v ∈A1: x1uv ∈H }.
Next, let
B2 =
{
w ∈ Vx \ {x1, x2}: ∃vu ∈ F1 such that vuw ∈H
}
,
and
G2 =G2(B1,B2)= {vw,v ∈ B1, w ∈ B2: ∃u ∈A1 such that vuw ∈H }.
For i  2, we say that an edge uv ∈ Gi extends to a vertex w ∈ Vx , and write uv → w, if
uvw ∈ H and there is a broken comb C in H [Vx] with t (C) = i from x1x2 to vu such that
w /∈ V (C). Further, for i  2, let
Ai = {w ∈ Vx : ∃uv ∈Gi such that uv →w}
and
Fi = Fi(Bi,Ai)= {vw,v ∈ Bi, w ∈Ai : ∃u ∈ Bi−1 such that uv ∈Gi and uv →w}.
With this definition, for each index i there is in H [Vx] a comb with exactly i + 1 teeth from x1x2
to every edge of the graph Fi . And conversely, the other endtooth of every comb in H [Vx] with
i + 1 teeth, originating from x1x2, is an edge of Fi .
We now similarly define the graphs Gi . For i  2, we say that an edge uv ∈ Fi , u ∈Ai , v ∈ Bi ,
extends to a vertex w ∈ Vx , and write uv →w if uvw ∈H and there is a comb C in H [Vx] with
t (C) = i + 1 from x1x2 to vu such that w /∈ V (C). Further, for i  2, let
Bi+1 = {w ∈ Vx : ∃uv ∈ Fi, u ∈Ai, v ∈ Bi : such that uv →w}
and
Gi+1 = {vw,v ∈ Bi, w ∈ Bi+1: ∃u ∈Ai such that uv ∈ Fi and uv →w}.
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With this definition, for each index i there is in H [Vx] a broken comb with exactly i + 1 teeth
from x1x2 to every edge of the graph Gi+1. And conversely, the endpair of every broken comb
in H [Vx] with i + 1 teeth, originating from x1x2, is an edge of Gi+1 (see Fig. 15).
Using (20) and (19), we will prove the following result.
Proposition 5.1. For some index i  2/c1 + 1 there exists a vertex v ∈ Bi such that
degFi (v) (1/2 + 2c1)m. (21)
Once we prove this proposition, we will also apply it to the y1y2-cascade and the z1z2-cascade,
obtaining indices iy , iz and vertices vy and vz satisfying (21). Then the properties (x), (y) and (z)
from previous subsection hold and, as explained earlier, we are done (see again Fig. 13).
We begin the proof of Proposition 5.1 by first showing a couple of facts about the cascade. For
ease of notation, we will write n instead of m and H instead of H [Vx]. Note that now |V (H)| = n
and (10) holds.
Observe also that, by the construction of the comb-cascade and by (10), we have for all i =
O(1), and for all v ∈ Bi and u ∈NFi (v),
degGi+1(v) degH (u, v)− 2i  (1/2 − c1)n− 2i  (1/2 − 2c1)n, (22)
as well as for all v ∈ Bi and u ∈NGi (v),
degFi (v) degH (u, v)− 2i  (1/2 − c1)n− 2i  (1/2 − 2c1)n. (23)
Indeed, there are at most 2(i + 1) vertices on a given comb or broken comb from x1, x2, . . . , u, v
in the cascade, and so, at most 2i vertices w ∈NH(u, v) may lie on all such (broken) combs; for
all other w we do have uv →w and so, vw ∈Gi+1 or vw ∈ Fi , respectively.
5.2. Blocking
A vertex u blocks an edge vw ∈ Fi if every (i + 1)-tooth comb from x1x2 to vw contains u.
Also, a vertex u blocks an edge vw ∈Gi+1 if every broken (i + 1)-tooth comb from x1x2 to vw
contains u. Note that every edge of Fi or Gi+1 can be blocked by at most 2i vertices.
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vw ∈ Fi or more than n2/3 edges vw ∈Gi+1.
Proof. By double counting, as in the proof of Fact 4.1. 
A vertex u blocks a vertex v ∈ Bi if u blocks more than n2/3 edges vw ∈ Fi or more than n2/3
edges vw ∈Gi+1.
Fact 5.2. For all i =O(1) at most n5/6 vertices block more than n5/6 vertices v ∈ Bi .
Proof. By double counting, as in the proof of Fact 4.2. 
Vertices blocking more than n5/6 vertices of Bj will be called block-bastards.
5.3. Stagnation
We will now show that the sequence (Gi) enjoys a similar stagnation tendency as in the
ordinary cascade in Section 4 (cf. (12)). As in Section 4, it is easy to show that there exists an
index i  2/c1 − 1 such that |Gi+2| |Gi | + 2c1n2.
The situation is, however, slightly more complicated than before, because the graphs in the
cascade can actually get smaller. To tackle this problem, we first prove, using Fact 5.1, a “jump-
ing” property of the “forward” degrees in the cascade.
Fact 5.3. For all i =O(1) and all v ∈ Bi ,
(a) if degGi (v) (1/2 + 2c1)n then degFi (v)= n− o(n);(b) if degFi (v) (1/2 + 2c1)n then degGi+1(v)= n− o(n).
Proof. We will only show the proof of part (a). The proof of part (b) is very similar. By Fact 5.1,
at most n2/3 vertices of V (H) block v. Let w do not block v. Since |NGi (v)∩NH(vw)| c1n >
n2/3, there exists u ∈ NGi (v) ⊆ Bi−1 such that uv → w, and so, vw ∈ Fi . Hence, degFi (v) 
n− n2/3 (see Fig. 16). 
As a consequence of Fact 5.3 and the inequalities (22) and (23), we infer that for i = O(1)
and every v ∈ Bi we have
degGi (v) degFi (v)+ 4c1n
and
degFi (v) degGi+1(v)+ 4c1n,
and thus
|Gi | |Fi | + 4c1n2  |Gi+1| + 8c1n2.
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This implies that there exists an index i  2/c1 − 1 such that for j = i, i + 1,
|Gj+1| − 10c1n2  |Gj | |Gj+1| + 8c1n2. (24)
Let us fix an index i for which (24) holds.
5.4. Degrees
Assume to the contrary that for all j  i + 1 and all v ∈ Bj we have
degFj (v) (1/2 + 2c1)n. (25)
Then, by Fact 5.3(a), for all v ∈ Bj ,
degGj (v) (1/2 + 2c1)n. (26)
Using (22), (24), and (26) we can show that for j = i, i + 1 almost all degrees in Gj are concen-
trated around n/2.
Fact 5.4. Let c2 = 6√c1. For j = i, i + 1, let
Sj =
{
v ∈ Bj : degGj+1(v) (1/2 + c2)n
}
and
Tj =
{
v ∈ Bj : degGj (v) (1/2 − c2)n
}
.
Then |Sj | + |Tj | c2|Bj |.
Proof. Follow the proof of Fact 4.3 with q = |Bj | > n/3, D = 10c1n2, and all the other param-
eters unchanged. 
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The vertices belonging to the sets Bj \ (Sj ∪ Tj ), j = i, i + 1, will be called typical.
We now prove a technical, but important fact, with no analog in Section 4. It says that the
Fi -neighborhood of a typical vertex v ∈ Bi is almost entirely inherited by most of the neighbors
of v in Fi+1.
Fact 5.5. Let v ∈ Bi be typical and c3 = 2√c2. Then for all but at most c3n vertices w ∈NGi+1(v)
we have
∣∣NFi+1(w)∩NFi (v)∣∣> (1/2 − c3)n.
Proof. Consider the auxiliary bipartite graph Γv between NFi (v) and NGi+1(v), where uw ∈
Γv if uvw ∈ H . An averaging argument similar to that in Fact 4.4 yields that at least (1 −
c3)degGi+1(v) vertices w ∈ NGi+1(v) have degree at least (1 − c3)degFi (v) in Γv . Let Wv be
the set of those w. Remove from Wv the set of (at most n2/3) vertices which block v and denote
the resulting set by W ′v . Note that∣∣NGi+1(v) \W ′∣∣ c3 degGi+1(v)+ n2/3  c3n.
For every w ∈ W ′v , let u be any vertex in NFi (v) for which uv → w, that is, uvw ∈ H and
there is a comb Cu from x1x2 to vu such that w /∈ Cu. (We have at least (1 − c3)degFi (v)− n2/3
candidates for u.) Then, for every u′ ∈NFi (v) such that u′vw ∈H and u′ /∈ Cu, we have vw → u′
and so u′ ∈NFj+1(w). As there are at least
(1 − c3)(1/2 − 2c1)n− 2j  (1/2 − c3)n
such vertices u′, this completes the proof (see Fig. 17). 
5.5. In search for congestion
Knowing that all typical vertices v ∈ Bj , j = i, i + 1, have all their degrees close to n/2 (cf.
(22), (23) and Subsection 5.4), we will now prove the existence of a set A0, |A0| = n/2, such
that the bipartite graphs Fi and Gi+1 “congest” on A0 or A0.
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For convenience, set B = Bi , A = Ai , C = Bi+1, and D = Ai+1, and NA(v) = NFi (v) for
v ∈ B , etc. Let c4 = oc1(1). We introduce handy notation X
c4∼ Y if |X ∪ Y | (1/2 + c4)n. For
sets of size n/2 ± c4 this means that they almost coincide. We consider two cases.
Case 1. There exist typical v1, v2 ∈ B such that NA(v1) c4NA(v2).
Claim 5.1. For any two typical v1, v2 in B ,
if NA(v1) c4NA(v2) then
∣∣NC(v1)∩NC(v2)∣∣< 3c3n.
Proof. It follows from the assumption that
∣∣NA(v1)∩NA(v2)∣∣ (1/2 + 4c1 − c4)n.
Suppose that |NC(v1)∩NC(v2)| 3c3n > 2c3n+c2|B| and let w ∈NC(v1)∩NC(v2) be typical
and satisfy the conclusion of Fact 5.5 for both, v1 and v2 (see Fig. 18). Then
∣∣ND(w)∣∣ 2(1/2 − c3)n− (1/2 + 4c1 − c4)n > (1/2 − 4c1 − 2c3 + c4)n > (1/2 + 2c1)n,
a contradiction with the assumption (25). 
For fixed v1, v2 as in Case 1, set Ar =NA(vr) and Cr =NC(vi), r = 1,2. We will deduce now
that for every typical v ∈ B , its neighborhoods in A and in C almost coincide with the respective
neighborhoods of v1 or with the respective neighborhoods of v2.
Corollary 5.1. For each typical v ∈ B there is r = 1,2 such that
NA(v)
c4∼Ar and NC(v) c4∼ Cr.
Proof. For any typical v ∈ B , we have
|A1 ∪A2|
∣∣NA(v)∪A1∣∣+ ∣∣NA(v)∪A2∣∣− ∣∣NA(v)∣∣
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∣∣NA(v)∪Ar ∣∣ (1/2 + c4/2 − c1)n > (1/2 + c4/3)n.
But then, by Claim 5.1 applied to v and vr , we have |NC(v)∩Cr |< 3c3n, and consequently,
∣∣NC(v)∪C3−r ∣∣< (1/2 + 2c1 + 6c3)n < (1/2 + c4)n.
This can be easily seen by noting that
n
∣∣Cr ∪ (NC(v)∪C3−r)∣∣ |Cr | + ∣∣NC(v)∪C3−r ∣∣− ∣∣NC(v)∩Cr ∣∣− |C1 ∩C2|.
To show the other relation, note that once |C1 ∩ C2| < 3c3n, we have, clearly, |NC(v) ∩
C3−r | > 3c3n. So, again by Claim 5.1 (with v and v3−r ), we conclude that |NA(v) ∪ A3−r | 
(1/2 + c4)n. 
We define for r = 1,2,
Br =
{
v ∈ B: NA(v) c4∼Ar
}= {v ∈ B: NC(v) c4∼Ar},
and show that these sets almost coincide with the sets C1 and C2.
Claim 5.2. We have B1
c4∼ C1 or B1 c4∼ C2.
Proof. Suppose not. Then |B1 ∩ C1| > (c4/3)n and |B1 ∩ C2| > (c4/3)n. Hence there exists a
vertex v ∈ C2 ∩B1 which is not a block-bastard (with respect to the vertices of B) and who is a
neighbor in Gi+1 of almost all vertices of B2 (most vertices of C2 are such). We claim that v has
also many neighbors in B1. The reason is that, because v ∈ B1, for most u ∈A1 and most w ∈ C1
we have uvw ∈ H (see Fig. 19). Now, a significant fraction of the vertices w of C1 are also in
B1, v does not block most of them, and thus, for most u ∈ A1 there is a comb Q from x1, x2 to
w,u avoiding v and uw ∈ Fi . Consequently uw → v. This yields |NB(v)| > (1/2 + c4/10)n,
a contradiction with (26). 
The last thing to show in Case 1 is that Br is close to Ar for r = 1 or r = 2.
Claim 5.3. We have B1
c4∼A1 or B2 c4∼A2.
Proof. Suppose not and let v ∈A1 ∩B2 and u ∈ B1 ∩A2 be typical and such that vu ∈ Fi(A,B).
Then for almost all w ∈ C1 we have uvw ∈ H and for those among them which do not block v
there is a comb Q from x1, x2 to v,u avoiding w. We thus have vw ∈Gi+1(B,C) (see Fig. 20).
But v ∈ B2, so the neighborhood NC(v) contains also almost all vertices of C2, a contradiction
with the assumption that v /∈ Si . 
Let us summarize Case 1. By the definition of the sets Ar,Br,Cr , r = 1,2, we know that the
bipartite graphs Fi[Ar,Br ] as well as Gi+1[Br,Cr ] are almost complete. (We list the bipartition
classes from top to bottom and from left to right.) Also, by the results proved in this case, there
are four subcases:
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Fig. 20. Illustration to the proof of Claim 5.3; the dotted triangle forms a hyperedge.
1a) A1 c4∼ B1 c4∼ C1, or
1b) A2 c4∼ B2 c4∼ C2, or
1c) A1 c4∼ B1 c4∼ C2, or
1d) A2 c4∼ B2 c4∼ C1.
Case 2. For all typical v1, v2 ∈ B we have NA(v1) c4∼NA(v2).
This implies that there is a set A0 ⊆A, |A0| = n/2 such that for all typical v ∈ B , NA(v) c5∼A0,
and, consequently, by Fact 5.5, for all typical w ∈ C, ND(w) c6∼A0.
Claim 5.4. For every typical w ∈ C we have NB(w) c6∼A0 or NB(w) c6∼A0.
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Proof. Suppose not and let |NB(w) ∩A0| > c7n as well as |NB(w) ∩A0| > c7n. It is easy (but
tedious) to see that for almost all u ∈ A0 and v ∈ NB(w) we have uvw ∈ H . In particular, this
is the case for most u ∈ NB(w) ∩A0 and v ∈ NB(w) ∩A0. This implies that for all such u, and
all such v which do not block uw ∈ Gi+1 (at most O(1) may block), wv ∈ Fi+1(C,D) which
contradicts the fact that ND(w)
c7∼A0 (see Fig. 21). 
Let C1 = {w ∈ C: NB(w) c6∼ A0} and C2 = {w ∈ C: NB(w) c6∼ A0}. Note that the meaning of
the sets C1 and C2 in Case 2 is different than in Case 1. Since almost all degrees on both sides of
Gi+1 are almost equal, the sets B and C must be almost equal. Also, neither C1 nor C2 may be
much bigger than n/2. Hence, we may conclude that if none of them is empty then B c6∼ V and
so each of them is about a half of V , while if one of them is empty then the other one is about a
half of V .
Claim 5.5. For r = 1,2, if Cr = ∅ then Cr c7∼A0 or Cr c7∼A0.
Proof. By symmetry, assume that r = 1, C1 = ∅ and suppose that the conclusion is not true.
Let v ∈ A0 ∩ C1 be typical in both, B and C, and not a block-bastard. Then, for almost all
w ∈ NC(v) c7∼ C1 and for almost all u ∈ NA(v) ∩ NA(w) we have uvw ∈ H . For the fraction
of w ∈ NC(v) ∩ C1 which are also in A0, we may swap v and w around, and claim that wv ∈
Gi+1(B,C) (see Fig. 22). This yields that |NB(v)|> (1/2 + c2)n, a contradiction with (26). 
Summing up Case 2, the bipartite graphs Fi[A0,B], Gi+1[A0,C1], and Gi+1[A0,C2] are
almost complete, and there are six cases:
2a) C1 c6∼A0, C2 = ∅, or
2b) C1 c6∼A0, C2 = ∅, or
2c) C1 c6∼A0, C2 c4∼A0, or
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2d) C1 c6∼A0, C2 c4∼A0, or
2e) C2 c6∼A0, C1 = ∅, or
2f) C2 c6∼A0, C1 = ∅.
Together with the four subcases in Case 1, we are facing ten subcases.
5.6. The final contradiction
In each of the ten subcases obtained in the previous subsection, we are looking at three sets
of size about n/2 which are pairwise either almost disjoint or almost coinciding. In each of these
cases it is possible to select a set A0 of size |A0| = n/2 (we have done so already in Case 2) and
such that both bipartite graphs in one of the following four pairs are almost complete:
(i) Fi[A0,A0] and Gi+1[A0,A0], or
(ii) Fi[A0,A0] and Gi+1[A0,A0], or
(iii) Fi[A0,A0] and Gi+1[A0,A0], or
(iv) Fi[A0,A0] and Gi+1[A0,A0].
(Again, we list the bipartition classes from top to bottom and from left to right.) In each of
the cases (i)–(iv), we will reach a contradiction with the assumption (19) saying that b(H) 
(c/2)(n/2)3.
Corollary 5.2. There exists a constant c8 = oc1(1) such that if (i) holds then∣∣H(A0,A0,A0)∣∣ c8(n/2)3,
while if (ii), or (iii), or (iv) holds then
∣∣H(A0,A0,A0)∣∣ c8(n/2)3.
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similar to the first one and similar to each other. Therefore, we will only show the last case which
involves an extra twist.
Namely, by Fact 5.5, we infer that also Fi+1[A0,A0] is almost complete. Hence, for a constant
c8 sufficiently smaller than c1, . . . , c7, all but at most 12c8(n/2)
2 pairs a ∈A0, a ∈A0 satisfy
∣∣NH (a, a′)∩A0∣∣ (1 − c8/4)n/2.
By (25), if a′ ∈ B and a ∈ C then we also have
degH
(
a, a′
)

∣∣ND(a)∣∣+ 2i  (1 + 2c1)n/2 (1 + 3c1)n/2.
Thus,
∣∣NH (a, a′)∩A0∣∣ (1 + 3c1)n/2 − (1 − c8/4)n/2 (c8/2)n/2,
and consequently,
∣∣H(A0,A0,A0)∣∣= ∑
a∈A,a′∈A0
∣∣NH (a, a′)∩B∣∣
 1
2
c8
(
n
2
)2
× n
2
+
(
n
2
)2
× c8
2
n
2
< c8
(
n
2
)3
. 
Choosing c1 so that c8 < c/2 we obtain a contradiction with (19) and thus complete the proof
of Lemma 5.1.
6. Proof of the Long Cycle Lemma (Lemma 2.2)
Constructing a long path or cycle was a crucial ingredient of the proofs in [19] and [20]. There,
it was done with the help of hypergraph regularity lemmas (strong and weak, respectively). Here
we avoid regularity altogether, and instead, apply a recursive construction based on a classical
result in extremal graph theory due to Ko˝vari, Sós and Turán [12] (cf. [16]). In each step of the
procedure a segment of the current path is replaced by a longer segment. We connect a new piece
to the existing path via a reservoir set which is put aside first. It is important that the number of
steps is much smaller than the size of the reservoir. This way most of the reservoir stays intact
and so it preserves its structural properties.
6.1. Long paths in dense k-graphs
Before we turn to the proof, we need a simple fact about the presence of long paths in dense
k-graphs. It is a non-partite version of Claim 4.1 from [20]. We will only need the case k = 3
here.
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(
m
k
)
edges
contains a path on at least am/k vertices.
Proof. Examine, one by one, all (k − 1)-element sets S ⊆ V (F), and each time S has less than
a(m − k)/k neighbors in the current sub-hypergraph of F , delete all edges of F containing S.
Stop when every (k − 1)-element set of vertices has degree at least a(m − k)/k or zero. Since
less than
(
m
k − 1
)
a(m− k)
k
< a
(
m
k
)
 |F |
edges have been deleted during this process, it will terminate at a non-empty sub-hypergraph F ′
of F .
Consider now a longest path Q in F ′ and one of its ends, e0, defined as an ordered (k − 1)-
tuple of vertices. Being an end of a path, e0 (viewed now as a set rather than a sequence) has a
positive degree, and so the degree has to be at least a(m− k)/k. Moreover, all the neighbors of
e0 must belong to V (Q), since otherwise Q could be extended. Hence,
∣∣V (Q)∣∣ |e0| + a(m− k)/k = am
k
− a + k − 1 am
k
. 
6.2. Proof of Lemma 2.2
We begin with fixing the constants. For a given c > 0, we choose
c1 = c2 min
{
10−3, c/4, 2
9
c′1(c/4)
}
,
where c′1(c′) is the constant from Lemma 2.3 depending on c′. Let 0 < c3 < 0.01, a 3-graph H
and a path P0, as in the assumptions of Lemma 2.2, be given. The proof is divided into five steps.
1. Consider H ′ =H [V (H) \ V (P0)].
2. Apply Lemma 2.4 to H ′ to obtain a reservoir R ⊂ V (H ′) of size |R| = c3n′/2, where n′ =
1
2 |V (H ′)| (1 − c1/2)n.
3. Extend P0 at each end by two vertices of H ′, obtaining P ′0.
4. Construct a path P in H ′ of length at least 2n′ − c3n (this is the main step).
5. Connect the endpairs of P and P ′0 to form a cycle C of length at least 2n− c3n.
Step 1. Since |V (P0)| c1n, we have
δ2
(
H ′
)
 δ2(H)− c1n (1 − 2c1)n (1 − 2c1)n′.
Moreover, let V (H ′) = A′ ∪ B ′ be an arbitrary equipartition, |A′| = |B ′| = n′, and let V (H) =
A∪B be an arbitrary equipartition such that A′ ⊂A and B ′ ⊂ B . Since b(H) cn3, we have
cn3 
∣∣H(A,A,B)∣∣ ∣∣H ′(A′,A′,B ′)∣∣+ c1n3
and thus b(H ′) (c − c1)n3.
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Step 2. We apply Lemma 2.4 to H ′ with c′ = c− c1, c′1 = 2c1, r = 1 and p1 = c3/4, obtaining a
reservoir set R of size c3n′/2 satisfying the conclusions (a) and (b) of Lemma 2.4 with 2c′1 = 4c1
and c′/2, respectively. As a preparation for Step 4, consider an arbitrary subset R′ ⊆ R of size
|R′| (1 − c1/2)|R|. Arguing similarly as in Step 1, we observe that
(a) for every pair of vertices x, y ∈ V (H ′) there are at least (1 − 4.5c1)|R′| vertices z ∈ R′ for
which xyz ∈H ; in particular, δ2(H [R′]) (1 − 4.5c1)|R′|.
(b) b(H [R′]) c/4.
Step 3. We connect (by two edges) each endpair of P0 with a pair of vertices in V (H ′) \ R.
In order to extend P0 to P ′0, consider one endpair u1u2 of P0. Since δ2(H)  (1 − c1)n |V (P0)| + |R| there exists a vertex v1 ∈ V (H ′) \ R such that u2u1v1 ∈ H . Similarly, there is a
vertex v2 ∈ V (H ′) \ R such that u1v1v2 ∈ H . In the same way we extend the other endpair of
P0, u′1u′2 to v′1v′2.
Step 4. We will grow a path P in H ′ \ {v1, v2, v′1, v′2} by little increments and apply the Con-
necting Lemma (Lemma 2.3) to a subset R′ of R to glue all pieces together. In each step we
will use Lemma 2.3 once or twice, thus, using at most 2k vertices of R, where k = k(c/4). Let
D  40k/(c1c3) be an integer. In each step we will extend the current path by at least 0.2D,
thus the number of steps will be at most 2n/(0.2D)= 10n/D. Consequently, the total number of
vertices of R used by the procedure is at most 10n/D × 2k < c1|R|/2.
Let P1 be an arbitrary path in H ′ −R.
Now we describe an iterative procedure which in each step produces a new path P ′ longer
by at least 0.2D than the current path P , until it reaches the length of at least 2n′ − c3n. Since
δ2(H ′ −R) (1 − 2c1 − c3/2)n′  0.99n, we may assume that the initial path has at least 0.99n
vertices. In particular, in each step, |V (P )| 0.99n.
Let P be the current path we have built so far, L= V (H ′)\ (V (P )∪R∪{v1, v2, v′1, v′2}), and
R′ =R \ V (P ) (see Fig. 23).
Assume that |L| =  > c3n/2, since we are done otherwise (in this case |L| + |R|  c3n).
Below we consider two cases, based on the density of the induced sub-hypergraph H ′[L].
Case 1: L is dense. Let |H ′[L]| 0.013. Then, by Claim 6.1, there is a long path PL in L of
length at least 0.02. We connect PL to P via a path of length at most k in R′. More precisely, let
u1, u2 be an endpair of PL and v1, v2 be an endpair of P . By the property (a) of R′ (cf. Step 2),
there are vertices u′ , v′ ∈ R′ such that u2u1u′ ∈ H and v2v1v′ ∈ H . Applying this property1 1 1 1
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and v1v′1v′2 ∈H .
Observe that 4.5c1 < c′1(c/4). Due to this and also to property (b) of R′, we are in position to
apply Lemma 2.3 with c′ = c/4, c′1(c/4), and k = k(c/4) to the pairs u′1u′2 and v′1v′2, obtaining
a path of length at most k, connecting these two pairs in H [R′], which together with the triples
u2u1u
′
1, v2v1v
′
1, u1u
′
1u
′
2, v1v
′
1v
′
2 connect P with PL.
Case 2: L is sparse. Let |H ′[L]| 0.013. Then the following is true.
Claim 6.2. For |L| =   c3n/2 and D > 0 there exist G0 ⊆
(
L
2
)
, I ⊂ V (P ), and Z ⊆ I such
that
• for all uv ∈G0 and all w ∈Z we have uvw ∈H ,
• |G0| 0.0122−D ,
• P [I ] is a path, and |I | =D,
• |Z| = 0.4D.
Proof. Let us sum up the degrees in H ′ of all pairs of the vertices of L and bound this sum from
below and above:
0.99n
(

2
)

∑
u,v∈L
degH ′(uv)= 3
∣∣H [L]∣∣+ α + β,
where α is the number of edges of H ′ with two vertices in L and one in V (P ) and β is the
number of edges of H ′ with two vertices in L and one in R \V (P ). We have β  (c3/2)n
(

2
)
and
so
α  0.99n
(

2
)
− 0.033 − (c3/2)n
(

2
)
.
Since |V (P )| +  2n and c3  0.02 we further infer that
α  0.99n
(

2
)
− 0.033 − (c3/2)n
(

2
)
 0.49
(

2
)
(2n− ) 0.49
(

2
)∣∣V (P )∣∣.
Hence, there must be an interval I in P of length D such that the number of the edges of H ′ with
two vertices in L and one in I is at least 0.48
(

2
)
D (recall that D).
Let G be the graph of all pairs u,v ∈ L with at least 0.4D neighbors in I . The obvious
inequality
|G|D +
(

2
)
(0.4D) 0.48
(

2
)
D
yields the lower bound |G| 0.08(2)> 0.012.
For each Z ⊆ I , let GZ consist of all edges uv ∈ G such that Z = NH(uv) ∩ I , that is, Z is
precisely the set of neighbors of uv in I . Consider the graph partition
G=
⋃{
GZ: Z ⊆ I, |Z| 0.4D
}
.
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By averaging, there exists Z such that
|GZ| 0.01
2
2D
.
We take G0 = GZ for this set Z. We assume that |Z| = 0.4D, since otherwise we could remove
the excess vertices from Z. 
Since G0 is dense (recall, again, that D is a constant while   c3n/2), by a bound on the
Turán number for bipartite graphs from [12], for sufficiently large n, there is a complete bipartite
subgraph K = K0.4D,0.4D in G0. Let V (K) = X ∪ Y be the bipartition of K . Together, X,Y,Z
span a tripartite complete 3-graph H ′[X,Y,Z] in H ′.
Let Q be any hamiltonian path in H ′[X,Y,Z]. Remove I from P , obtaining two paths P1
and P2. Then, in exactly the same way as in Case 1, reconnect P1, Q and P2 via R to form a new
path P ′ (see Fig. 24).
Recall that |I | =D and observe that |V (P ′)| |V (P )|− |I |+ 3 × (0.4D)= |V (P )|+ 0.2D.
Reset P := P ′ and repeat until |V (P )| 2n′ − c3n steps.
Step 5. Finally, using R′ again, we connect the endpairs of the obtained path P with the endpairs
of P ′0, to form the desired cycle C. This is done in the same way as in Step 4.
7. Proof of the Absorbing Lemma (Lemma 2.1)
In this section we prove our most crucial lemma on which the proof of Theorem 1.4 is based.
First we describe an absorbing device which allows the addition of vertices to a path. The exis-
tence of the absorbing device follows from the Comb-connecting Lemma. Finally, we provide a
proof of Lemma 2.1 based on both connecting lemmas, Lemma 2.3 and Lemma 5.1.
V. Rödl et al. / Advances in Mathematics 227 (2011) 1225–1299 12637.1. The absorbing device
We begin with a description of the absorbing device. Given a vertex v ∈ V (H), we say that
an ordered 4-tuple of vertices, xyzw, is friendly to v if xyv, yvz, vzw ∈ H . What is good about
friendly 4-tuples? Ideally, if xyzw formed a segment of a path then the path could be extended
to include v. This was the case in [19], under the stronger assumption that δ2(H) (1+ γ )n, for
some γ > 0.
In this paper, in addition to a friendly 4-tuple xyzw, our absorbing device will consist of
two paths, P = x, y, . . . , z,w and Q= z,w . . . , b, a, sharing only z and w, and some connectors
between them, so that there will be a path with vertex set V (PQ)∪{v}, having the same endpairs
(xy and ab) as the concatenation PQ. This will allow the inclusion of v into PQ if needed. This
v-absorbing path will start with xyvzw and traverse several times between P and Q.
Fig. 25 is an illustration of the above construction. (The numbering of vertices seems chaotic,
but will make more sense when compared later with Fig. 26.) In Fig. 25,
P = (x, y) ◦v3(P1) v9◦v11(P2) v17◦(z,w),
where
P1 = v3, v4, . . . , v10, v9 and P2 = v11, v12, . . . , v18, v17,
while
Q= (Q1) v15◦v13(Q2) v7◦(a, b),
where
Q1 = z,w, . . . , v16, v15 and Q2 = v13, v14, . . . , v8, v7.
One path between xy and ab is
(x, y) ◦v3(P1) v9◦v11(P2) v17◦z(Q1) v15◦v13(Q2) v7◦(a, b),
while the alternative path, which absorbs v, is
(x, y, v) ◦z(Q1) v15◦v17(P2) v11◦v13(Q2) v7◦v9(P1) v3◦(b, a).
We now describe this construction in general terms, picturing the situation in a different, but
equivalent way (compare Figs. 25 and 26). Recall the definition of a comb from Section 5.
Suppose that we have a t-tooth comb, t = 4k + 2 for some k, with endteeth yx and zw,
and a system of disjoint paths Qi,Pi , i = 1, . . . , k, such that Q1 = z,w . . . , v2t−4, v2t−5, Q2 =
v2t−7, v2t−8, . . . , v2t−14, v2t−13, and so on, that is, Q1 connects the last and the third last tooth,
Q2 – the 4th and the 7th from the end, etc., Qk – the 7th tooth with the 4th tooth of the comb.
On the other hand, P1 connects the 2nd with the 5th tooth, P2 – the 6th with the 9th, etc., Pk
connects the (4k − 2)nd tooth with the (4k + 1)st tooth of the comb.
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Fig. 26. An xyzw-structure with t = 4k + 2 teeth (here k = 2); the teeth are in bold.
Definition 7.1. A t-tooth comb with endteeth xy and zw, together with the paths P1, . . . ,Pk ,
Q1, . . . ,Qk described above is called an xyzw-structure. The teeth yx and ba := v5v6 are re-
ferred to as the head and the tail of the structure.
See Fig. 26 for an xyzw-structure equivalent to the absorbing device in Fig. 25; the thick lines
in Fig. 25 represent the teeth of the comb from Fig. 26.
Note that yx and ba, or the 1st and the 3rd tooth, are the only two “free” teeth in any xyzw-
structure, and that there is a path between them which uses all the vertices of the structure and
proceeds in the order
(P1) v4◦v10(P2) · · · (Pk) v2t−3◦z(Q1) v2t−5◦v2t−7(Q2) · · · (Qk).
We call this order of traversing the structure primary. But, what is more important, if v is to be
included, then we can traverse the whole structure, extended by v, in the following alternative
order:
(xyv) ◦z(Q1) v2t−5◦v2t−3(Pk) v2t−9◦v2t−7(Q2) v2t−13◦v2t−11(Pk−1) · · · (Qk) v7◦v9(P1) v3◦(ba).
Note that, again, the two endpairs of the obtained path are the head and the tail of the structure.
Finally, observe that the same xyzw-structure will serve for any v as long as xyzw is friendly
to v.
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Fig. 28. A friendly 6-tuple of vertices; triangles represent hyperedges.
The above defined xyzw-structure will be our absorbing device in the case t = 4k + 2.
A similar absorbing device can be constructed if t = 4k, where the primary order is Qk, . . . ,Q1,
Pk−1, . . . ,P1 (see Fig. 27). We do not define explicitly the respective xyzw-structure.
Thus the only requirement for the comb on which an xyzw-structure can be built is that the
number of its teeth should be even. To comply with this parity demand, we will initially secure
many friendly 6-tuples of vertices for each v, and from each 6-tuple the final four will be selected
by means of Lemma 5.1 (as we will see, this approach is based on the trivial fact that among any
three integers some two must add up to an even number).
A 6-tuple of vertices x1x2y1y2z1z2 is friendly to v if all three 4-tuples x1x2y1y2, x1x2z1z2,
and y1y2z1z2 are friendly to v. So, we request that
x1x2v, x2vy1, vy1y2, y2vz1, vz1z2, z2vx1 ∈H,
that is, x1x2y1y2z1z2 is a 6-cycle C6 in the link LH(v) of v in H (see Fig. 28).
7.2. The proof of Lemma 2.1
We begin with fixing the constants. For a given c > 0, we choose
c1 = 12 min
{
10−4, c, c′1(c/2), c′′1(c/2)
}
where c′1(c′) and c′′1(c′′) are the constants from Lemmas 2.3 and 5.1, respectively. Then, for a
given c2 > 0, we choose
c3 = c2 ,1,600t (c/2)k(c/2)
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where k = k(c′) and t = t (c′′) are the constants from Lemmas 2.3 and 5.1, respectively. Note
that without loss of generality we may assume that c2  c1.
Let a 3-graph H satisfy the assumptions of Lemma 2.1. Similarly as in the proof of
Lemma 2 in [19], we will apply the probabilistic method combined with the Connecting Lemma
(Lemma 2.3) and Comb-connecting Lemma (Lemma 5.1), to show the existence of a desired
absorbing path. The proof is divided into four steps.
1. Select a family F of disjoint, ordered 6-tuples (x1, x2, y1, y2, z1, z2) of vertices of H such
that
• |F | c2n/(4kt), and
• for every v the number of 6-tuples in F which are friendly to v is at least c3n.
2. Using repeatedly Lemma 5.1, for every 6-tuple F ∈F find a comb CF with an even number
of teeth not exceeding t , connecting some two of the three pairs x1x2, y1y2, z1z2 of that
6-tuple. All combs must be disjoint. (This step uses at most 2t vertices per F .)
3. Using repeatedly Lemma 2.3, for every F ∈ F construct a structure SF by adding to CF
disjoint paths Qi and Pi of lengths at most k. All structures must be disjoint. (Since we are
connecting 12 (t − 2) pairs of teeth, this step uses at most 12 (t − 2)k vertices per CF .)
4. Using repeatedly Lemma 2.3, connect the structures SF (in any order), by joining the tail of
each of them (except for the last one) with the head of the next one by a path of length at
most k. (This step uses at most k vertices per SF .)
As a result we obtain an absorbing path Pabs of length at most
|F |
(
2t + 1
2
(t − 2)k + k
)
< c2n
which traverses each structure SF in the primary order (see Fig. 29). Note that for each v at least
c3n structures contained in Pabs are absorbing, and thus Pabs can absorb up to c3n vertices.
Now we describe each step in more detail.
Step 1. We begin with giving a lower bound on the number of 6-tuples friendly to a given ver-
tex v. We will use a result of Sidorenko (see [22] and also [23]), that the number of copies of
C6 in a graph with average degree d is at least d6/12(1 + o(1)). Since the link Lv(H) of every
vertex in v ∈ V (H) is a graph with 2n− 1 vertices and at least
1
(2n− 1)(1 − c1)n > 0.99n22
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(0.99)6n6/12 0.94n6/12
copies of C6. Hence, the number of ordered 6-tuples x1x2y1y2z1z2 of vertices in Lv(H) which
span a 6-cycle is at least 0.94n6 > n6/2 (since there are precisely 12 labellings of a 6-cycle using
labels x1x2y1y2z1z2 in that cyclic order).
Set
γ = c2
400kt
and note that γ < 4 × 10−6. Select randomly ordered 6-tuples of distinct vertices of H , indepen-
dently with probability p = γ /n5, The expected number of selected 6-tuples is p(2n)6 ∼ 64γ n,
while the expected number of pairs of selected 6-tuples which share at least one vertex is at
most 36(2n)11p2 = 9×213γ 2n. Moreover, for every v, the expected number of selected 6-tuples
friendly to v is at least γ n/2. Hence, by applying Chernoff’s bound and Markov’s inequality
there exists a family F ′ of 6-tuples of vertices in H such that
• |F ′|< 100γ n,
• the number of pairs of intersecting 6-tuples in F ′ is at most 9 × 214γ 2n, and
• for every v the number of 6-tuples in F ′ which are friendly to v, is at least γ n/3.
Thus, after removing from F ′ one 6-tuple from each intersecting pair, we obtain a subfamily F
of disjoint 6-tuples such that
• |F |< 100γ n c2/(4kt), and
• for every v the number of 6-tuples in F which are friendly to v, is at least
γ n/3 − 9 × 214γ 2n > γn/4 = c3n
since γ  c2/400 10−4/400 < 3−3 × 2−16.
Step 2. In this step, we iteratively apply Lemma 5.1 to each F ∈F , obtaining disjoint combs CF
connecting some two of the three pairs in F . Suppose that we have already constructed CF for
all F ∈F ′ ⊂F . As we have already calculated above, the entire construction does not take more
than c2n c1n vertices. In particular,
∑
F∈F ′
∣∣V (CF )∣∣ c1n.
Let H ′ = H − ⋃F∈F ′ V (CF ). Then, |V (H ′)| := 2n′  2n − c1n. Consequently, b(H ′) 
(c/2)(n′)3 (recall that c1  c/2), and δ2(H ′) (1 − 2c1)n. Hence, H ′ is a (c/2,2c1)-graph.
Let F ∈ F \ F ′. Since 2c1  c′′1(c/2), we may apply Lemma 5.1 to F and the current sub-
hypergraph H ′′ = H ′, and obtain a comb CF with an even number of teeth not exceeding t =
t (c/2), connecting two pairs of F . The existence of CF follows immediately from Lemma 5,
since among the three numbers t (Cxy), t (Cxz), and t (Cyz) appearing in that lemma, at least one
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without loss of generality that CF connects yF xF and zFwF .
Step 3. Similarly as in Step 2, since 2c1  c′1(c/2), for every F ∈ F \ F ′ we may apply
Lemma 2.3 to the current sub-hypergraph H ′ and any specified pair of its teeth of CF and obtain
a path (Qi or Pi ) between them of length at most k(c/2). This way we construct an xF yF zFwF -
structure SF for every F , and all structures are disjoint.
Step 4. Let us order the structures SF arbitrarily and consider two consecutive structures,
SF and SF ′ . Let tF be the tail of SF (always the third tooth of the comb) and hF ′ = xF ′yF ′
be the head of SF ′ . Then, similarly as in Step 3, we iteratively apply Lemma 2.3 to the current
sub-hypergraph H ′ and the pair of pairs tF and hF ′ , obtaining a path between them of length at
most k(c/2) (see Fig. 29).
8. Proof of Theorem 1.5
In this section we prove Theorem 1.5. We will concentrate on the proof of Theorem 1.5(i),
deferring the proof of part (ii) to Sections 8.7, 8.8, and 8.9. We will present our proofs assuming
that |V (H)| = 2n, and only devote the last subsection, Section 8.10, to the modifications needed
in the odd case.
Recall that the extreme 3-graph H0 has a vertex set V (H0) = A ∪ B , where A ∩ B = ∅ and
|A| = |B| = n, and the edge set consisting of all triples which intersect A in precisely one or
three vertices. We will assume that V (H) = V (H0) and use notation H0(A,B) and H(A,B) to
indicate the partition.
Recall also (cf. Definition 1.1) that b(H) counts the minimum number of edges with two
vertices in A, or |H(A,A,B)|, taken over all partitions V (H)=A∪B such that |A| = |B| = n.
Intuitively, for 3-graphs with δ2(H) close to n, the smaller b(H) is, the closer H is to H0 (except
that H may have edges with all three vertices in B).
We will refer to the edges entirely contained in A as the AAA edges, the edges with exactly
one vertex in A as the ABB edges, etc. The AAA edges and the ABB edges will be referred to as
the typical edges of H , and the AAB will be called atypical. (The BBB edges remain neutral.)
Let
(
A
2
)
denote the set of all pairs of vertices in A, while A×B – the set of all pairs consisting
of one vertex from A and one from B (as the sets A and B are disjoint, the order within the pairs
is irrelevant).
We begin with two preliminary sections in which we classify the vertices of H with respect
to a given partition and prove a Connecting Lemma for H with small b(H).
8.1. Classification of vertices
In this and the next section we assume that H and the partition V (H)=A∪B satisfy
δ2(H) n− 1, (27)
n− 3ε0n |A| n+ 3ε0n, (28)
and
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∣∣H(A,A,B)∣∣ ε0n3, (29)
where ε0 > 0 is sufficiently small (ε0 = 10−18 will do).
The link of a vertex v ∈ V (H) is defined as the set of pairs
Lv = {uw: uvw ∈H }.
Often we view Lv as a graph on the vertex set V (H) \ {v}. Set LAv = Lv ∩
(
A
2
)
, LBv = Lv ∩
(
B
2
)
,
LABv = Lv ∩ (A×B), and lAv = |LAv |, etc. Below we assume a convention that the vertices from
A and from B will be denoted, respectively, by a and b. Recall that in H0 the link of every vertex
a ∈ A equals (A\{a}2 ) ∪ (B2) and the link of every b ∈ B is A× (B \ {b}). Thus, for a ∈ A, the set
of pairs LAa ∪LBa corresponds to all typical edges of H which contain a, while for b ∈ B , the set
LABb corresponds to all typical edges of H containing b.
As a straightforward consequence of the assumption (27), we have
2lBa + lABa  |B|(n− 1) and 2lAa + lABa 
(|A| − 1)(n− 1) (30)
and
2lAb + lABb  |A|(n− 1) and 2lBb + lABb 
(|B| − 1)(n− 1). (31)
We now classify the vertices of H according to the values of lAv and lABv (see Fig. 30, where
blank, partly shaded and fully shaded ovals represent taking by Lv , respectively, less than ε,
more than ε and more than 1 − ε percent of the given set of pairs).
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• ε-typical if lABa  ε|A||B|,
• ε-medium if lABa > ε|A||B| and lAa > ε
(|A|
2
)
,
• an ε-anarchist if lAa  ε
(|A|
2
)
.
A vertex b ∈ B is called
• ε-typical if lAb  ε
(|A|
2
)
,
• ε-medium if lAb > ε
(|A|
2
)
and lABb > ε|A||B|,
• an ε-anarchist if lABb  ε|A||B|.
Remark 8.1. For clarity, the results and proofs below are presented in the balanced case, that is,
when (28) is tightened to |A| = |B| = n, but they remain valid, except for Fact 8.1, in the more
general case with just slightly worse constants. The balanced case is built into the assumptions
of Theorem 1.5, and the more general case is needed only when at some point in the proof (cf.
Section 8.3) we alter the original partition a little.
Note that, by (30) and (31), if a ∈A is ε-typical then
lAa 
(
n− 1
2
)
− 1
2
εn2 and lBa 
(
n
2
)
− 1
2
εn2 (32)
and if b ∈ B is ε-typical then
lABb  (1 − ε)n(n− 1). (33)
Note also that, for a given ε, every vertex is either typical, medium, or an anarchist, and that an
anarchist “acts” like a typical vertex on the other side. It also follows from the definition and the
inequalities (30) and (31) that a vertex cannot be at the same time ε-typical and an ε′-anarchist,
provided ε + ε′ < 1. We will now see that in the case of a balanced, minimal partition (A,B),
coexistence of an anarchist with an atypical vertex on the other side is impossible.
Fact 8.1. Assuming that |A| = |B| = n and b(H) = |H(A,A,B)|, for every ε > 0, if there is an
ε-anarchist in B then every vertex of A is 2ε-typical. Also, if there is an ε-anarchist in A then
every vertex of B is 3ε-typical.
Proof. Let us define the index of a vertex v ∈ V as Iv = lAv − lABv , so that for a ∈A,
Ia =
∣∣H (A \ {a},A \ {a},B ∪ {a})∣∣− ∣∣H(A,A,B)∣∣,
while for b ∈ B ,
Ib =
∣∣H(A,A,B)∣∣− ∣∣H (A∪ {b},A∪ {b},B \ {b})∣∣.
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∣∣H (A \ {a} ∪ {b},A \ {a} ∪ {b},B \ {b} ∪ {a})∣∣= ∣∣H(A,A,B)∣∣+ Ia − Ib +O(n).
(The O(n) comes from considering the edges abv, where v ∈ NH(a, b).) Hence, by the mini-
mality of |H(A,A,B)|, we must have
Ia  Ib +O(n). (34)
Suppose that there are a ∈A and b ∈ B such that lABa > 2εn2 and lABb  εn2. Then, by (31),
Ib = lAb − lABb 
1
2
n2 − 3
2
εn2 +O(n) lAa − lABa +
1
2
εn2 +O(n),
which contradicts (34). The proof of the second statement is analogous. 
The next claim justifies the name “typical”.
Claim 8.1. Assuming (28) and (29), for all ε0, ε1 > 0, less than 2(ε0/ε1)n vertices a ∈ A and
less than 2(ε0/ε1)n vertices b ∈ B are ε1-atypical. Among them, less than 3ε0n vertices a ∈ A
and less than 3ε0n vertices b ∈ B are ε1-anarchists, provided ε1 < 1/4.
Proof. Let x be the number of ε1-atypical vertices in A. Then, since each of these vertices
contributes more than ε1n2 edges to H(A,A,B), and every such edge is counted at most twice,
we have
1
2
xε1n
2 < ε0n
3,
which implies that x < 2(ε0/ε1)n. Similarly, if y counts the number of ε1-atypical vertices in B ,
then
yε1
(
n
2
)
< ε0n
3,
which implies that y < 2(ε0/ε1)n (every edge is counted once in this case). To count the anar-
chists, note that by (30) every ε1-anarchist a ∈ A contributes at least (1 − ε1)n2 + O(n) edges
to H(A,A,B), and, again, these edges are counted at most twice. Similarly, by (31), every ε1-
anarchist b ∈ B contributes at least (1−ε1)
(
n
2
)+O(n) edges to H(A,A,B). The desired bounds
follow immediately. 
We now turn to classify pairs of vertices (see Fig. 31). Recall that NH(u, v) = N(u,v) is
the set of vertices in V which form with u and v an edge of H . Set NA(u, v) = N(u,v) ∩ A,
dA(u, v)= |NA(u, v)|, NB(u, v)=N(u,v)∩B , dB(u, v)= |NB(u, v)|.
Definition 8.2. A pair of vertices
• a1, a2 ∈A is ε-typical if dB(a1, a2) ε|B|,
• a ∈A and b ∈ B is ε-typical if dA(a, b) ε|A|,
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• b1, b2 ∈ B is ε-typical if dA(b1, b2) (1 − ε)|A|,
• u,v ∈ V is (ε1, ε2)-pantypical if u,v is an ε2-typical pair and each of u and v is an ε1-typical
vertex.
The next claim follows directly from the Definitions 8.1 and 8.2.
Claim 8.2. Assuming (27) and (28), for all ε1, ε2 > 0, every ε1-typical vertex a ∈ A belongs to
at most (ε1/ε2)n ε2-atypical pairs in
(
A
2
)
and to at most (ε1/ε2)n ε2-atypical pairs in A × B .
Moreover, every ε1-typical vertex b ∈ B belongs to at most (ε1/ε2)n ε2-atypical pairs in A×B
and to at most (ε1/ε2)n+O(1) ε2-atypical pairs in
(
B
2
)
.
Proof. Let a ∈A be ε1-typical. If a belongs to more than (ε1/ε2)n ε2-atypical pairs in
(
A
2
)
, then
lABa > (ε1/ε2)n× ε2n= ε1n2,
a contradiction with the ε1-typicality of a. Similarly, if a belongs to more than (ε1/ε2)n ε2-
atypical pairs in A×B , then lABa > ε1n2, again a contradiction.
Let b ∈ B be ε1-typical. If b belongs to more than (ε1/ε2)n ε2-atypical pairs in A×B , then
lAb >
1
2
(ε1/ε2)n× ε2n > ε1
(
n
2
)
,
a contradiction with the ε1-typicality of b.
To prove the last part, we argue a little bit differently. Observe that, by (33), we have lABb 
(1 − ε1)n2 +O(n). Let x be the number of ε2-atypical pairs {b, b′} ∈
(
B
2
)
. Then
lABb =
∑
b′ =b
degA
(
b, b′
)
 x(1 − ε2)n+ (n− x)n= (1 − ε2x)n2.
Hence, x  (ε1/ε2)n+O(1). 
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Corollary 8.1. Assuming (27)–(29), for all ε0, ε1, ε2 > 0, and for every ε3  8(ε0/ε1)+2(ε1/ε2),
every set of at least ε3n2 pairs in
(
V
2
)
contains at least one (ε1, ε2)-pantypical pair. In particular,
there are less than ε3n2 pairs in
(
V
2
)
which are not (ε1, ε2)-pantypical.
Proof. It suffices to count all pairs u,v ∈ V such that either at least one of them is ε1-atypical,
or both are ε1-typical but the pair u,v is not ε2-typical. By Claim 8.1, there are at most
4(ε0/ε1)n × 2n pairs of the first kind. By Claim 8.2, the graph of ε2-atypical pairs induced
by ε1-typical vertices has maximum degree bounded by (ε1/ε2)n + O(1) < 2(ε1/ε2)n. Thus,
there are at most 12 (2n) × 2(ε1/ε2)n pairs of the second time. This means that the total number
of pairs which are not (ε1, ε2)-pantypical is less than ε3n2. This completes the proof. 
8.2. Short paths between pantypical pairs
In this section, we prove a very useful result saying that if |H(A,A,B)| is small and δ2(H)
is large then every “friendly” pair of pantypical pairs of vertices can be connected by a path of
length at most six. Recall that the extreme 3-graph H0 = H0(A,B) consists of all AAA triples
and all ABB triples. (Here we allow nonbalanced partitions (A,B); however, they have to sat-
isfy (28).) A quadruple of vertices (v1, v2,w1,w2) is called H0-connected if v1v2 ∈
(
A
2
)
and
w1w2 ∈
(
A
2
)
, or v1v2 /∈
(
A
2
)
and w1w2 /∈
(
A
2
)
. In other words, there is a path in H0 connecting
these two pairs. Taking into account the order of each pair, there are seven essentially different
positions of an H0-connected quadruple (see Fig. 32). Given a set of vertices S, a path P is
S-avoiding if V (P )∩ S = ∅.
Fact 8.2. Let ε0, ε1, ε2 > 0 be sufficiently small and (27)–(29) hold. Then for every H0-connected
quadruple (v1, v2,w1,w2) of vertices of H , where v1v2 and w1w2 are (ε1, ε2)-pantypical pairs,
and for every set of vertices S ⊂ V \ {v1, v2,w1,w2} of size |S|  23n, there exists in H an S-
avoiding path v1, v2, . . . ,w2,w1 with at most eight vertices and whose endpairs are v1v2 and
w1w2.
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complete if H [T ] ⊇H0[T ].
Claim 8.3. Under the assumptions of Fact 8.2, there exists a subset of vertices T ⊂ V (H) \
(S ∪ {v1, v2,w1,w2}) such that |T ∩ A|, |T ∩ B|  2, and T ∪ {v1, v2} and T ∪ {w1,w2} are
H0-complete.
Once there is a set T as in Claim 8.3, it is easy to construct a short S-avoiding path with
endpairs v1v2 and w1w2 (see Fig. 32). For instance, in case (1) fix two arbitrary vertices u1, u2 ∈
T ∩A and form the path v1, v2, u1, u2,w2,w1, whose all four edges are guaranteed to belong to
H owing to the H0-completeness of T . Note that the longest path guaranteed by Fact 8.2 requires
four extra vertices (position 2 in Fig. 32), and that each path requires at least two extra vertices,
because the pairs vi,wj , i, j = 1,2, may not have neighbors in T .
Thus, to complete the proof of Fact 8.2 it remains to prove Claim 8.3.
Proof of Claim 8.3. As in Section 8.1, we give the proof in the balanced case only. We select a
set T at random, including every vertex of V \ (S ∪ {v1, v2,w1,w2}) independently with prob-
ability p = 20/n, and show that it satisfies all required properties with positive probability. Let
Ev and Ew be the events that, respectively, the subsets T ∪ {v1, v2} and T ∪ {w1,w2} are not
H0-complete, and let E = Ev ∪ Ew . We may estimate
P(Ev) P0 + Pv1 + Pv2 + Pv1v2,
where P0 is the probability that T is not H0-complete, Pvi , i = 1,2, is the probability that an
edge of the form vixy, where x, y ∈ T is missing, and Pv1v2 is the probability that an edge of
the form v1v2x, where x ∈ T is missing. Using inequalities (1) with c = ε0 and c1 = 1/n, (30),
and (31), as well as the assumption that the pair (v1, v2) is (ε1, ε2)-pantypical, we bound these
probabilities by the expected numbers of the respective missing triples as follows:
P0  2ε0n3p3 = 16,000ε0,
Pv1  ε1n2p2 = 400ε1,
Pv1v2  ε2np = 20ε2.
Summing up,
P(E) 2(16,000ε0 + 800ε1 + 20ε2) < 1/2
for ε0, ε1, ε2 sufficiently small. Finally, recalling that
∣∣A \ (S ∪ {v1, v2,w1,w2})∣∣ 13n− 4 >
1
4
n,
we have
P
(|T ∩A| 1) (np + 1)(1 − p)n/4 < 21e−5 < 1
4
and, similarly, P(|T ∩B| 1) < 1 . Hence, the required set T does exist. 4
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8.3. Outline of proof of Theorem 1.5(i)
We fix a sufficiently small ε0 > 0 (ε0 = 10−18 will do). Furthermore, we assume that a 3-
graph H is given, together with a partition V (H) = A ∪ B , |A| = |B| = n, such that (27) and
(29) hold, and V (H) =A∪B minimizes the quantity |H(A,A,B)|, that is,
b(H)= ∣∣H(A,A,B)∣∣. (35)
Recall that due to the absence of the AAB edges in H0 no path traverses from a pair in A
to a pair in B . The idea of the proof of Theorem 1.5(i) relies on the observation that although
H looks almost like H0, still, by (27), it does possess atypical edges (that is, those of the form
AAB) which make such a passage possible.
Indeed, our plan is to first build a “bridge”, that is, a short path with pantypical endpairs, one
in
(
A
2
)
, the other in
(
B
2
) ∪ (A × B). Then to build two paths, a “top” path made of the AAA
edges and a “zigzag” path made of the ABB edges, each originating from the respective endpair
of the bridge, which together contain all vertices of H . (We will need two bridges to prove
Theorem 1.5(ii) – see Subsection 8.7).
Definition 8.3. For given ε1, ε2 > 0, an (ε1, ε2)-bridge is a path of at most ten vertices with end-
pairs a1a2 ∈
(
A
2
)
and vb ∈ (B2)∪ (A×B), which are both (ε1, ε2)-pantypical pairs (see Fig. 33).
For convenience, we set
ε0 = ε3, ε1 = ε2, ε2 = ε, ε3 = 10ε, ε4 = 30ε (36)
for some small ε > 0 (ε = 10−6 will do).
Lemma 8.1. For sufficiently small ε > 0, H contains an (ε1, ε2)-bridge M .
Having built a bridge M , in the next step we extend it to contain all medium vertices in H .
Lemma 8.2. Given an (ε1, ε2)-bridge M , there exists a path Q of length at most ε2n, which
contains M , as well as all ε4-medium vertices of H , and whose endpairs, one in
(
A
2
)
, the other
in
(
B
)
, are (ε1, ε2)-pantypical.2
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The path Q will consist of the bridge M and two paths, a top path Qtop and a zigzag path
Qzig, attached to the respective endpairs of M .
After constructing the path Q, there may be still some anarchists among the vertices of V (H)\
V (Q). Note that by Fact 8.1 and Claim 8.1, the anarchists may be present on one side only (either
in A or in B), and there are at most 3ε0n of them.
If there are any 12ε4-anarchists in V (H) \ V (Q), we move them to the other side (from A
to B , or vice versa), and there they become ε4-typical with respect to the new partition (cf. Def-
inition 8.1). We still denote the new partition by (A,B) and note that it satisfies condition (28).
This means, however, that we might need to compromise a little on the parameters of typicality,
ε1, ε2, ε3, ε4.
The following lemma will complete the proof of Theorem 1.5(i).
Lemma 8.3. Suppose that H contains a path Q = a1, a0, . . . , b0, b1 of length at most ε2n such
that
• both endpairs, a0, a1 ∈A and b0, b1 ∈ B , are (2ε1,2ε2)-pantypical,
• every vertex of V (H) \ V (Q) is 2ε4-typical.
Then Q can be extended to a hamiltonian path P in H .
The path P will consist of the path Q and two paths, a top path Ptop and a zigzag path Pzig,
attached to the respective endpairs of Q.
In summary, the proof of Theorem of 1.5(i) can be described in four steps (see Fig. 34):
I. Build a bridge M (cf. Lemma 8.1).
II. “Arrest” all medium vertices by a path Q containing M (cf. Lemma 8.2).
III. Transfer all anarchists not belonging to Q to the other side of the partition.
IV. Complete the hamiltonian path P (cf. Lemma 8.3).
8.4. Building a bridge
Here we prove Lemma 8.1.
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Recall that, by (27) and the fact that |A| = n, for every pair of vertices a1, a2 ∈A there exists
b ∈ B such that a1a2b ∈H .
Case 1. There are a1, a2 ∈A and b0 ∈ B such that
• a1a2b0 ∈H ,
• the pair a1, a2 is (ε1, ε2)-pantypical, and
• b0 is not a 64ε-anarchist.
Subcase 1.1. |NB(a1, b0)| 30εn.
Let
S = {{b, v}: b ∈NB(a1, b0) and v ∈N(b0, b), v = a1, a2}.
Since |NB(a1, b0)| 30εn and N(b0, b) n− 1, we have
|S| 1
2
(30ε)n(n− 3) > ε3n2.
Thus, by Corollary 8.1, there is an (ε1, ε2)-pantypical pair b, v in S such that the sequence
a2, a1, b0, b, v induces in H an (ε1, ε2)-bridge in H (see Fig. 35 for an illustration of both op-
tions: v ∈A and v ∈ B).
Subcase 1.2. |NB(a1, b0)|< 30εn.
By (27), |NA(a1, b0)| n− 1 − 30εn. Let
A′ = {a ∈NA(a1, b0) such that a, a1 is (ε1, ε2)-pantypical}.
Clearly,
∣∣A \A′∣∣ ∣∣A \NA(a1, b0)∣∣+ ∣∣NA(a1, b0) \A′∣∣,
and |A\NA(a1, b0)| 30εn+1. To estimate the other summand, note that the set NA(a1, b0)\A′
consists of those elements a of NA(a1, b0) which either are ε1-atypical or form with a1 an
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(ε1, ε2)-atypical pair. Since by Claims 8.1 and 8.2, there are at most 2(ε0/ε1)n ε1-atypical ver-
tices a ∈A and at most (ε1/ε2)n vertices a ∈A form an (ε1, ε2)-atypical pair with a1, we have
∣∣NA(a1, b0) \A′∣∣ (2(ε0/ε1)+ ε1/ε2)n= 3εn.
Thus, |A \A′| 33εn+ 1.
Also, as b0 is not a 64ε-anarchist, we have lABb0 > 64εn
2
. Consequently,
∣∣LABb0
[
A′,B \ {b0}
]∣∣ lABb0 −
∣∣A \A′∣∣(n− 1)
> 64εn2 − (33εn+ 1)(n− 1)
= 31εn2 −O(n) 30εn2.
By averaging, there exists a vertex a0 ∈ A′ with at least 30εn neighbors in the graph
LABb0
[A′ ∪B]. It follows by the definition of the set A′ that the pair a0, a1 is (ε1, ε2)-pantypical;
it also follows by the definition of the link graph LABb0 that |NB(a0, b0)| 30εn.
This means, however, that a0, a1, and b0 satisfy the assumptions of Subcase 1.1, namely
• a0a1b0 ∈H ,
• the pair a0, a1 is (ε1, ε2)-pantypical,
• b0 is not a 64ε-anarchist, and
• |NB(a0, b0)| 30εn.
Hence, we can build a bridge as in Subcase 1.1, but based on the triple a0, a1, b0 instead of
a1, a2, b0 (see Fig. 36).
Case 2. For every (ε1, ε2)-pantypical pair a1a2, we have NB(a1, a2) ⊆ Y , where Y is the set of
all 64ε-anarchists in B .
Set l = |Y |. Since NB(a1, a2) = ∅, we know that l  1. Consequently, by Fact 8.1, every
vertex z ∈A is 128ε-typical, and so,
lABz  128εn2. (37)
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Let T ⊆ A be the set of all ε1-typical vertices in A. By Claim 8.1 we have |T | (1 − 2ε)n.
Set
γ = 4ε1/3, (38)
and consider an auxiliary bipartite graph Γ between T and Y , where ay ∈ Γ if |NA(a, y)| 
(1 − γ )n (see Fig. 37).
Fact 8.3. For at most γ n vertices a ∈ T we have degΓ (a) (1 − γ )|Y |.
Proof. Suppose to the contrary that for more than γ n vertices a ∈ T , we have degΓ c(a) > γ l.
Then |Γ c| > γ 2nl, and so, by averaging, there exists y0 ∈ Y with degΓ c(y0) > γ 2n. Note that
every edge y0a ∈ Γ c, a ∈ T˜ , corresponds to at least γ n triples y0aa′ /∈H . Adding over all edges
of Γ c incident to y0, we have by (38) more than
1
2
degΓ c (y0)× γ n >
1
2
γ 3n2 = 32εn2
triples y0aa′ /∈H (we divide by 2, because some triples may be counted twice). Thus,
lAy0 <
(
n
2
)
− 32εn2.
On the other hand, since y0 is a 64ε-anarchist,
lABy0  64εn
2.
Hence,
2lAy0 + lABy0 < n(n− 1),
a contradiction with the first inequality in (31). 
Set
T˜ = {a ∈ T : degΓ (a) (1 − γ )|Y |}.
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By Fact 8.3, we have |T˜ | |T | − γ n. For each a ∈ T˜ , let
Ya = {y ∈ Y : ay ∈ Γ }
be the set of neighbors of a in Γ .
Now consider two subcases.
Subcase 2.1. There exist a ∈ T˜ , b ∈ B , y ∈ Ya such that
• bay ∈H and
• the pair a, b is (ε1, ε2)-pantypical.
Let
S = {{u,w} ∈ LAy : u ∈NA(a, y)}.
Note that for every pair u,w ∈ S, the sequence w,u,y, a, b is a path (see Fig. 38). To turn this
path into a bridge we need u,w to be an (ε1, ε2)-pantypical pair.
Since y is a 64ε-anarchist, again by the first inequality in (31), lAy 
(
n
2
)− 32εn2. The pairs
u,w in LAy which do not belong to S must be contained in A \ NA(a, y). Because ya ∈ Γ , we
have |A \NA(a, y)| γ n. Hence,
|S|
(
n
2
)
− 32εn2 − 1
2
γ 2n2 > ε3n
2,
and by Corollary 8.1, there is an (ε1, ε2)-pantypical pair u0,w0 in S. Then w0, u0, y, a, b form
an (ε1, ε2)-bridge in H .
Subcase 2.2. For all a ∈ T˜ , b ∈ B , y ∈ Ya , if the pair a, b is (ε1, ε2)-pantypical, then bay /∈H .
Let a ∈ T˜ , b ∈ B and a, b be an (ε1, ε2)-pantypical pair. Then NB(a, b)∩ Ya = ∅, and so, by
(27) and the definitions of T˜ and Ya ,
∣∣NA(a, b)∣∣ n− 1 − ∣∣NB(a, b)∣∣ n− 1 − (n− 1 − |Ya |)= |Ya| (1 − γ )l. (39)
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Claim 8.4. There exist a, a′ ∈ A and b ∈ B such that both pairs a, b and a, a′ are (ε1, ε2)-
pantypical and
NA
(
a, a′
)∩NA(a, b) = ∅.
Proof. Suppose that the claim is false. Then, for all choices of a, a′, b, b′ such that all three pairs
a, b, a′, b′, and a, a′ are (ε1, ε2)-pantypical, we have
NA
(
a, a′
)∩NA(a, b)= ∅ and NA(a, a′)∩NA(a′, b′)= ∅,
and consequently,
NA
(
a, a′
)∩ (NA(a, b)∪NA(a′, b′))= ∅
(see Fig. 39).
Our goal is to show that there exist a, a′, b, b′ as above and such that
∣∣NA(a, b)∪NA(a′, b′)∣∣ l. (40)
Note that a, a′ /∈ NA(a, b) ∪ NA(a′, b′), because otherwise, NB(a, a′)  Y , a contradiction
with the assumption of Case 2 (recall that a, a′ is (ε1, ε2)-pantypical and b and b′ are not 64ε-
anarchists). Hence, if we prove (40) then we will have |NA(a, a′)| n− 2 − l, and thus
∣∣NB(a, a′)∣∣ n− 1 − ∣∣NA(a, a′)∣∣ n− 1 − (n− 2 − l)= l + 1 = |Y | + 1
which is, again, a contradiction with the assumption of Case 2 saying that NB(a, a′)⊆ Y .
To show (40), fix an (ε1, ε2)-pantypical pair a, b, where a ∈ T˜ , and consider an auxiliary
bipartite graph Λ :=Λab with vertex set
V (Λ)= Z ∪G,
where Z =NA(a, b), while
G= {{a′, b′}: a′ ∈ T˜ , b′ ∈ B and a′, b′ and a, a′ are (ε1, ε2)− pantypical}.
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The set of edges of Λ is
E(Λ)= {{z, a′b′}: z ∈NA(a, b), a′b′ ∈G such that z ∈NA(a′, b′)}
(see Fig. 40).
By Fact 8.3 and Claim 8.1, by Claim 8.2, and Corollary 8.1, recalling (36), there are, respec-
tively,
• at most (γ + 2ε)n2 pairs a′, b′ with a′ /∈ T˜ (Fact 8.3 and Claim 8.1),
• at most εn2 pairs a′, b′ with a, a′ not ε2-typical (Claim 8.2), and
• at most 10εn2 pairs a′, b′ which are not (ε1, ε2)-pantypical (Corollary 8.1).
Hence,
|G| n2 − 2εn2 − γ n2 − εn2 − 10εn2 = (1 − γ − 13ε)n2.
By (37), for every z ∈NA(a, b),
degΛ(z) lABz  128εn2
and we may assume that |Z|< l, since otherwise (40) holds with any a′, b′. Thus,
|Λ| |Z| × 128εn2 < 128εln2,
and, by averaging, there exists a pair a′b′ ∈G such that
degΛ
(
a′, b′
)
 |Λ||G| 
128εl
1 − γ − 13ε2 := f (ε)l.
By the definition of Λ, this means that
∣∣NA(a, b)∩NA(a′, b′)∣∣ f (ε)l.
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As we have a, a′ ∈ T˜ , we may apply (39), obtaining
∣∣NA(a, b)∪NA(a′, b′)∣∣ 2(1 − γ )l − f (ε)l  l,
for ε small enough. This shows (40) and concludes the proof of Claim 8.4. 
We can now build a bridge as follows. By Claim 8.4, NA(a, a′) ∩ NA(a, b) = ∅. Let us fix
z ∈NA(a, a′)∩NA(a, b). In each of the two subcases below, we will extend the 4-tuple a′, a, z, b
to a bridge, by carefully selected vertices, u and w.
Subsubcase 2.2(i). |NA(z, b)| 12 (n− 1). Let
S = {{u,w}: u ∈A \ {a, a′, z}, w ∈ B \ {b}, uw ∈ LABb , u ∈NA(z, b)}.
Then,
|S| lABb −
∣∣A \NA(z, b)∣∣n− 2n.
Since b is ε1-typical, by (33), we have lABb  (1 − ε1)n(n− 1). Thus,
|S| (1 − ε1)n(n− 1)− 12 (n+ 1)n− 2n
1
3
n2 > 10εn2 = ε3n2
and, by Corollary 8.1, there is an (ε1, ε2)-pantypical pair u,w in S. The path a′, a, z, b,u,w is
then an (ε1, ε2)-bridge (see Fig. 41).
Subsubcase 2.2(ii). |NB(z, b)| 12 (n− 1). Let
S = {{u,w}: u ∈ B, w ∈A, uw ∈ LABb , u ∈NB(z, b)}.
Then, again |S| > 10εn2 and, by Corollary 8.1, there is an (ε1, ε2)-pantypical pair u,w in S.
The path a′, a, z, b,u,w is an (ε1, ε2)-bridge.
This completes the proof of Lemma 8.1. Note that the constructed bridge has in each case at
most six vertices.
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8.5. Taking care of atypical vertices
Here we prove Lemma 8.2. We will first place each ε4-medium vertex z on a path Qz consist-
ing of five vertices and such that both its endpairs are (ε1, ε2)-pantypical (see Fig. 42). Then we
will apply Fact 8.2 to connect all these paths together to form the two required paths Qtop and
Qzig. Recall that ε0 − ε4 have been defined in (36).
Case 1. z ∈A and so lAz > ε4
(
n
2
)
.
Let z1, . . . , zt1 be all ε4-medium vertices falling into this case. By Claim 8.1, we know that
t1  2(ε0/ε4)n. Suppose that we have already found paths QAj = QAzj for j = 1, . . . , i − 1. Set
z = zi and let GAz ⊆ LAz be the set of (ε1, ε2)-pantypical pairs in LAz .
By Corollary 8.1, lAz −|GAz | ε3n2. Further, let FAz =GAz [A\Ui], where Ui =
⋃i−1
j=1 V (QAj ).
Note that |FAz | |GAz | − |Ui |n, and
|Ui |n 5(i − 1)n < 5t1n 10(ε0/ε4)n2 = 13ε
2n2.
Thus, by the above estimates and because z is ε4-medium, we have
∣∣FAz ∣∣ lAz − (lAz − ∣∣GAz ∣∣)− |Ui |n ε4
(
n
2
)
− ε3n2 − 13ε
2n2 >
(
4ε − 1
3
ε2
)
n2,
and so, FAz , being so dense, contains a path of length four, say, a1, a2, a3, a4, but then QAi =
a1, a2, z, a3, a4 is the required path in H [A], disjoint from QA1 , . . . ,QAi−1.
Case 2. z ∈ B and so lABz > ε4n2.
Let z1, . . . , zt2 be all ε4-medium vertices in B . Again, t2  2(ε0/ε4)n. This time we build
disjoint paths QABzj = QABj of the form b1, a1, z, b2, a2, where b1, a1 and b2, a2 are (ε1, ε2)-
pantypical pairs. To keep these paths disjoint from the paths built in the previous case, for the
current z, we have to delete from LABz not only the set Wi =
⋃i−1
j=1 V (QABj ), but also the set
U =⋃t1 V (QA), both of size not exceeding 5 max(t1, t2)n 10(ε0/ε4)n= 1ε2n.j=1 j 3
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∣∣FABz ∣∣ lABz − (lABz − ∣∣GABz ∣∣)− (|Wi | + |U |)n ε4n2 − ε3n2 − 23ε2n2 =
(
20ε − 2
3
ε2
)
n2,
so, again, FABz contains a path of length four, say, b1, a1, b2, a2, and QABi = b1, a1, z, b2, a2 is
the “z-arresting path”, disjoint from QA1 , . . . ,QAt1 and QAB1 , . . . ,QABi−1.
Finally, by Fact 8.2, we connect all paths QAz into the path Qtop and all paths QABz into
the path Qzig, introducing, respectively, two and three new vertices per connection (cf. Fig. 32,
positions 1 and 4b). Hence, |V (Qtop)|< 4(ε0/ε4)n = 215ε2n and |V (Qzig)|< 6(ε0/ε4)n= 15ε2n.
8.6. Completing a hamiltonian path
Here we prove Lemma 8.3. Recall that Q = a1, a0, . . . , b0, b1, |V (Q)|  ε2n, and a0, a1 is
the endpair of Q in A, while b0, b1 be the endpair of Q in B . Both these pairs are (2ε1,2ε2)-
pantypical. Recall that all vertices in V \ V (Q) are 2ε4-typical, but with respect to a (possibly)
slightly modified partition, still denoted by (A,B), in which the two sides may differ in size by
at most 3ε0n.
Note that
∣∣B \ V (Q)∣∣ n− 3ε0n− ε2n= (1 − 4ε2)n.
Assume first that |B \V (Q)| = 2m for some (1/2 − 2ε2)n <m< n/2 and consider the graph G
of all (2ε4,100ε4)-pantypical pairs in (B \ V (Q))∪ {b1}. We have |V (G)| = 2m+ 1.
By Claim 8.2, every 2ε4-typical vertex of B belongs to at most 150n + O(1) 100ε4-atypical
pairs in
(
B
2
)
, and thus, the minimum degree of G is
δ(G) 2m− 1
50
n+O(1)m+ 1 =
⌈
1
2
∣∣V (G)∣∣
⌉
for sufficiently large n. Hence, by Dirac’s theorem for graphs, there is a hamiltonian cycle in G.
Out of this cycle, take a hamiltonian path which originates in b1. Let us denote the remaining
vertices of this hamiltonian path, in the order they are traversed, by b2, . . . , b2m+1.
Let us consider an auxiliary bipartite graph Γ between B ′ = {b1, b3, . . . , b2m−1} and A′ =
A \ V (Q), where
abi ∈ Γ if a ∈N(bi−1, bi)∩N(bi, bi+1)∩N(bi+1, bi+2).
Let n′ = |A′|. Note that n′ differs from 2m by at most 4ε2n, while |B ′| = m. Note also that, by
the 100ε4-typicality of the edges in G and the 2ε2-typicality of the pair b0, b1, each b ∈ B ′ has
degree at least 0.99n′ in Γ . Thus, say, at least 0.9n′ vertices a ∈A′ have degree degΓ (a) > 0.9m.
We will now extend the top end of Q to “swallow” all remaining vertices of A′, and so that
there will be exactly m vertices of A′ left loose. Let A′ = Abig ∪ Asmall, where Abig = {a ∈ A′:
degΓ (a) > 0.9m} and Asmall =A′ \Abig.
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Claim 8.5. There is a path Ptop such that
(i) V (Ptop)⊂A′ ∪ {a0, a1} and a0, a1 is an endpair of Ptop,
(ii) |A′ \ V (Ptop)| =m,
(iii) Asmall ⊂ V (Ptop).
Proof. Based on Fact 8.2, the path Ptop can be built by the following iterative procedure. Let
P0 = a0, a1 and note that, since 2ε1  2ε4 and 2ε2  100ε4, this is a (2ε4,100ε4)-pantypical
pair. Having constructed Pi with a (2ε4,100ε4)-pantypical endpair a′i , a′′i , to construct Pi+1, do
the following:
If there exists a′ ∈Asmall \V (Pi), set a′i+1 = a′ and a′′i+1 = a′′, where a′, a′′ is a (2ε4,100ε4)-
pantypical pair. Such an a′′ exists by Claim 8.2, since |Asmall| < 0.1n′. If Asmall ⊂ V (Pi), take
a (2ε4,100ε4)-pantypical pair a′i+1, a′′i+1 ∈ A′ \ V (Pi) (the existence of a′i+1, a′′i+1 follows by
Corollary 8.1 with a big margin).
By Fact 8.2, to obtain Pi+1, we connect a′i , a′′i with a′i+1, a′′i+1 by a path of precisely six
vertices (see Fig. 32) which is disjoint from Pi except for a′i , a′′i . Repeat until |A′ \ V (Pi)|m.
If |A′ \ V (Pi)|<m (but |A′ \ V (Pi−1)| >m), cut the path Pi suitably to obtain Ptop. 
Let A′′ = A′ \ V (Ptop). Recall that |A′′| = |B ′| = m and that |V (Ptop) ∩A′| = n′ −m. Thus,
the induced subgraph Γ ′ = Γ [B ′ ∪A′′] has minimum degree
δ
(
Γ ′
)
 0.99n′ − ∣∣V (Ptop)∩A′∣∣m− .01n′  0.9m
and so it contains a perfect matching (bi, ui), i = 1,3,5, . . . ,2m− 1. Let
Pzig = b0, b1, u1, b2, b3, u3, b4, b5, u5, . . . , b2m−1, u2m−1, b2m,b2m+1.
Then, the concatenation of Ptop, Q and Pzig is a hamiltonian path in H (see Fig. 43).
In the case when |B \ V (Q)| = 2m − 1 rather than 2m, the above proof requires only some
small changes related to the absence of vertex b2m+1 (cf. the definition of the auxiliary graph Γ ).
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Assume (29) and
δ2(H) n. (41)
The proof of Theorem 1.5(ii) proceeds along the lines of Theorem 1.5(i), except that to close a
Hamilton cycle we will need a second bridge. It can be essentially built in the same way as the
first bridge, and the only issue is that these two bridges should be vertex disjoint. We address this
problem a little later.
For now, let us assume that we do have two disjoint bridges M1 and M2. Then steps II and III
of the proof of Theorem 1.5(i) remain practically the same and we arrive at step IV with a path Q
which, as before, contains M1 and all medium vertices, and with a second bridge disjoint from Q.
If |B \ V (Q∪M2)| is even, we may then apply the following modification of Lemma 8.3.
Lemma 8.4. Suppose that H contains a path Q = a1, a0, . . . , b0, b1 of length at most ε2n and a
bridge M = a′, a′′, . . . , b′, b′′ such that
• V (Q)∩ V (M) = ∅,
• |B \ V (Q∪M)| is even,
• all four endpairs, a0a1, a′a′′ ∈
(
A
2
)
and b0b1, b′b′′ ∈
(
B
2
)
, are (2ε1,2ε2)-pantypical,
• every vertex of V (H) \ V (Q∪M) is 2ε4-typical.
Then Q∪M can be extended to a hamiltonian cycle C in H .
The cycle C will consist of the paths Q and M , and two additional paths, a top path Ptop and
a zigzag path Pzig, connecting the respective endpairs of Q and M .
Proof. The proof of Lemma 8.4 basically repeats the proof of Lemma 8.3 with just minor mod-
ifications: setting
∣∣B \ V (Q∪M)∣∣= 2(m− 2),
and
V (G)= {b1, b2, . . . , b2m−1, b2m = b′}
we build a top path Ptop connecting the AA endpairs of Q and M2, leaving exactly m vertices
of A loose, and a zigzag path Pzig connecting the BB endpairs of Q and M and completing a
hamiltonian cycle.
It is a little bit harder than before to construct the paths Ptop and Pzig, because both endpairs
of each path are now fixed in advance. In the case of Ptop, we can greedily proceed as before
from the endpair a0, a1 of Q until there are either m + 2 or m + 3 vertices left. In the former
case, we connect the current endpair of Pi with the AA endpair a′, a′′ of M2 in the standard way,
using Fact 8.2, position 1. In the latter case, though, we need to find a path between a0, a1 and
a′, a′′ which introduces three new vertices. This can be done by modifying slightly the proof of
Fact 8.2 and ensuring that |T ∩A| 3 therein.
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The proof of existence of Pzig goes practically unchanged. This is due to an old result of
Ore [17] which implies that if δ(G) 12 (|V (G)| + 1) then the graph is hamiltonian-connected,
that is, there is a hamiltonian path between any pair of vertices. So, we take a hamiltonian path
in G from b1 to b2m, and find a perfect matching (bi, ui), i = 1,3,5, . . . ,2m− 1 in the subgraph
Γ ′ of the auxiliary bipartite graph Γ (cf. the proof of Lemma 8.3). Then
PC = b0, b1, u1, b2, b3, u3, b4, b5, u5, . . . , b2m−1, u2m−1, b2m,b2m+1 = b′′. 
Since the path Pzig requires an even number of vertices in B , the above proof works only if
|B \V (Q∪M)| is even. When |B \V (Q∪M2)| is odd we seem to be in trouble. To remedy this
problem we use a switcher.
Definition 8.4. An (ε1, ε2)-switcher is a path S, not containing ε1-anarchists, with (ε1, ε2)-
pantypical endpairs, both of type BB or both of type AA, and such that |V (S)∩B| is odd.
By connecting one endpair of S with the corresponding endpair of Q, we are back in the even
case (see Fig. 44). Since we do not know in advance if we will need a switcher, we build one
just in case. Moreover, we have to be able to construct a switcher disjointly from two existing
bridges, and we do it differently under different circumstances. This is why the lemma below has
three parts.
Lemma 8.5.
(i) If there is an ε1-medium vertex a0 ∈ A then H contains an (ε1, ε2)-switcher avoiding any
given set of vertices V ′ ⊂ V (H) \ {a0} of size |V ′| 20.
(ii) If every vertex in A is ε1-typical then H contains an (ε1, ε2)-switcher avoiding any given
set of vertices V ′ ⊂ V (H) of size |V ′| 20.
(iii) If every vertex in B is ε1-typical then H contains an (ε1, ε2)-switcher.
Next, we state when and how two bridges can be built. Again, they have to be disjoint from
the switcher, in case the switcher was built first.
Lemma 8.6.
(i) H contains two disjoint (ε1, ε2)-bridges.
(ii) If all vertices in B are ε1-typical then H contains two disjoint (ε1, ε2)-bridges avoiding any
given set of vertices V ′ ⊂ V (H) of size |V ′| 20.
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Finally, we are ready to prove the coexistence of structures which may be ultimately needed
to construct a hamiltonian cycle in H .
Lemma 8.7. H contains a (200ε, ε2)-switcher and two (200ε, ε2)-bridges, all mutually vertex
disjoint.
Proof.
Case 1. There is a 64ε-anarchist in B .
In this case, by Fact 8.1, all a ∈A are 128ε-typical. By Lemma 8.6(i), there exist two disjoint
(ε1, ε2)-bridges, M1 and M2 in H . Then, by Lemma 8.5(ii) with V ′ = V (M1)∪ V (M2), there is
a (128ε, ε2)-switcher S disjoint from M1 and M2.
Case 2. There is a 64ε-anarchist in A.
In this case, by Fact 8.1, all b ∈ B are 192ε-typical and, by Lemma 8.5(iii), we can build a
(192ε, ε2)-switcher S. Finally, based on Lemma 8.6(ii), we build two disjoint (192ε, ε2)-bridges
M1 and M2, disjoint from S.
Case 3. There are no 64ε-anarchists in H .
Subcase 3.1. There is a 64ε-medium vertex a0 ∈ A. Fix it and proceed to build two (ε1, ε2)-
disjoint bridges M1 and M2 that avoid a0. This is possible by Lemma 8.6(iii). Then build a
(64ε, ε2)-switcher disjoint from M1 ∪M2 (by Lemma 8.5(i)).
Subcase 3.2. All vertices a ∈ A are 64ε-typical. Build two disjoint (ε1, ε2)-bridges M1
and M2 first (Lemma 8.6(i)). Then build a (64ε, ε2)-switcher S disjoint from M1 and M2
(Lemma 8.5(ii)). 
We may now describe the proof of Theorem 1.5(ii). As we remarked above, it has also four
major parts:
I. Build two bridges M1 and M2 and a switcher S, all vertex disjoint (cf. Lemma 8.7).
II. “Arrest” all medium vertices by path Q containing M1 but disjoint from M2 and S (cf.
Lemma 8.2).
III. Transfer all anarchists not belonging to Q or M2 to the other side of the partition.
IV. Extend Q and M2 to a hamiltonian cycle C (cf. Lemma 8.4 with M :=M2).
In step IV, if |B \ V (Q ∪ M2)| is even we apply directly Lemma 8.4 with Q and M := M2.
Otherwise, using Fact 8.2, connect one endpair of S with the appropriate endpair of Q; call the
new path QS . Note that |B \V (QS ∪M2)| is now even and apply Lemma 8.4 with Q :=QS and
M :=M2 (see Fig. 44).
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8.8. Proof of Lemma 8.5
Part (i) is most straightforward; the other two parts require some preparation.
(i) Let G be a graph of (ε1, ε2)-pantypical pairs in H . If a0 ∈ A is ε1-medium then the
link LABa0 ∩ G is a dense graph and thus contains a path of length three, a1, b1, a2, b2,
where {a1, b1, a2, b2} ∩ V ′ = ∅. Then the hyperpath a1, b1, a0, a2, b2, owing to the (ε1, ε2)-
pantypicality, can be easily extended to an (ε1, ε2)-switcher by adding vertices b′1, b′′1, b′2 /∈ V ′
such that b1a1b′1, a1b′1b′′1, a2b2b′2 ∈ H and b′1b′′1 , b2b′2 are (ε1, ε2)-pantypical pairs (see
Fig. 45).
Definition 8.5. A triple of vertices a, b,w is called a seed if
• abw ∈H ,
• ab is (ε1, ε2)-pantypical,
• w ∈A is ε1-typical.
The remaining proofs rely on the following construction of a switcher.
Claim 8.6. Given two disjoint seeds, ai, bi,wi , i = 1,2, we can build an (ε1, ε2)-switcher.
Proof. If |NB(b1,w1)|  n/2 then we build an (ε1, ε2)-switcher of the form b3, b4, a1, b1,
w1, b5, b6, where each of b3, . . . , b6 can be selected from a large pool of candidates (∼ 12n)
and thus any given set of size less than, say, 14n can be avoided.
Otherwise, |NA(b1,w1)|  n/2 and we build a (temporary) (ε1, ε2)-bridge M ′ of the form
b3, b4, a1, b1,w1, a3, a4, using the fact that w1, as being typical, has, by (32), an almost complete
link in A (see Fig. 46).
In the second case we are not done yet, and we repeat the previous construction based this time
on the second seed, a2, b2,w2, either finding an (ε1, ε2)-switcher or another (ε1, ε2)-bridge M ′′,
but this time of the form b5, b2, a2,w2, a6, again using the fact that w2 is ε1-typical.
In the latter case, we connect the two bridges, M ′ and M ′′, by joining their AA endpairs, to
obtain an (ε1, ε2)-switcher having five vertices in B (see Fig. 47). Again, every time we choose
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Fig. 47. Proof of Lemma 8.5: a switcher made of 2 bridges of different parity at the bottom set.
ai or bi , i > 2, we can avoid a given set of up to, say, 14n vertices, including all ε1-anarchists, if
there are any. 
Hence, in view of Claim 8.6, in order to prove parts (ii) and (iii) of Lemma 8.5, all we need
to do is to find two disjoint seeds.
(ii) In this case, for all a ∈A we have lABa  ε1n2. Consider the set of pairs
E =
⋃
a∈V ′∩A
LABa .
Since |V ′| 20, we have |E| 20ε1n2, and thus, by Corollary 8.1, there exists an (ε1, ε2)-
pantypical pair a1b1 /∈ E, a1, b1 /∈ V ′. Let w1 ∈ NA(a1, b1) (the existence of w1 follows
from (41)). By the definition of E, w1 /∈ V ′. Now, set
E1 =E ∪LABa1 ∪LABw1
and note that |E1| 22ε1n2. Similarly as before, we can thus find an (ε1, ε2)-pantypical pair
a2, b2 such that a2b2 /∈ E1, a2 /∈ V ′ ∪ {a1,w1}, and b2 /∈ V ′ ∪ {b1}, and then we can also
find w2 /∈ V ′ ∪ {a1,w1} such that a2b2w2 ∈ H . Having found two seeds, we can construct
an (ε1, ε2)-switcher S avoiding V ′ as described above.
(iii) Let X ⊂ A be the set of all ε1-anarchists. Note that, by Claim 8.1, |X| 3ε0n. For b ∈ B ,
set L′ = LA−X ∩ G, where, recall, G is the set of all (ε1, ε2)-pantypical pairs in H . Ifb b
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(ε1, ε2)-switcher. Otherwise, for every b ∈ B we have L′b ⊃ P3, and thus, it is easy to see
that |L′b| n and L′b is a disjoint union of stars and triangles.
Consider an auxiliary bipartite graph Γ between G[A \ X] and B , where {a1a2, b} ∈ Γ if
a1a2b ∈ H . Since |G[A \ X]|  n2/3, we have |Γ |  2n2/3, and so there exists b1 ∈ B
with degΓ (b1)  2n/3, that is, |L′b1 |  2n/3 and L′b1 ⊃ P3. Since L′b1 is a union of stars
and triangles, we also have |V (L′b1)|  2n/3. Since b1 is ε1-typical, by Claim 8.2, there
exists an (ε1, ε2)-pantypical pair a1b1, where a1 ∈ V (L′b1). Consequently, there is also a
vertex w1 ∈ A \X such that a1b1w1 ∈ H and we have secured one seed for constructing a
switcher.
To find a second seed, we set X′ = X ∪ {a1, b1}, B ′ = B \ {b1} and repeat the whole
argument obtaining a triple a2, b2,w2, disjoint from a1, b1,w1 and such that a2b2 is (ε1, ε2)-
pantypical, a2b2w2 ∈ H and a2.w2 /∈ X. Now, we can build an (ε1, ε2)-switcher S avoid-
ing X.
8.9. Proof of Lemma 8.6
We will prove the three parts of Lemma 8.6 in reverse order which is the increasing order of
difficulty.
(iii) If there are no 64ε-anarchists in B , then one can find two disjoint, (ε1, ε2)-pantypical
pairs a1, a2 and a′1, a′2 and two different non-64ε-anarchists b0, b′0 ∈ B such that a1a2b0 ∈ H
and a′1a′2b′0 ∈H , and none of the six vertices belongs to V ′.
We then repeat the proof of Lemma 8.1, Case 1, and build the first (ε1, ε2)-bridge, M1, which
avoids V ′ ∪ {a′1, a′2, b′0}, and then we build a second (ε1, ε2)-bridge avoiding V ′ ∪ V (M1). This
is possible, since in Case 1 of that proof we have many choices for selecting the vertices b′, v,
and a0.
(ii) If all vertices in B are ε1-typical, then one can find two disjoint, (ε1, ε2)-pantypical pairs
a1, a2 and a′1, a′2 and two different (ε1-typical) vertices b0, b′0 ∈ B such that a1a2b0 ∈ H and
a′1a′2b′0 ∈ H , and none of these six vertices belongs to V ′. This is possible, because the set⋃
a,a′ NB(a, a
′), where the set union extends over all (ε1, ε2)-pantypical pairs a, a′, due to the
lack of anarchists in B , must be quite large. Then proceed as in part (iii) above.
(i) Since δ2(H)  n and |A| = n, we have |NB(a1, a2)|  2 for every pair of vertices
a1, a2 ∈A. We consider three cases (see Fig. 48) which represent all possible combinations of
the two cases in the proof of Lemma 8.1. We mark them appropriately by Cases 11, 12, and 22.
Case 11. There exist six distinct vertices a1, a2, a′1, a′2 ∈A, and b0, b′0 ∈ B such that
• a1a2b0 ∈H and a′1a′2b′0 ∈H ,• a1, a2 and a′1, a′2 are (ε1, ε2)-pantypical,• b0 and b′0 are non-64ε-anarchists.
In this case, we repeat the proof of Lemma 8.1, Case 1, to build the first (ε1, ε2)-bridge, M1,
which avoids a′1, a′2, b′0, and then to build the second (ε1, ε2)-bridge avoiding M1 (cf. part (iii)
above).
The two remaining cases require much more work and we only outline them here. As before,
let Y stand for the set of 64ε-anarchists in B , and l = |Y |.
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Case 12. There exist three vertices a1, a2 ∈A and b0 ∈ B such that
• a1a2b0 ∈H ,
• a1, a2 is (ε1, ε2)-pantypical,
• b0 is a non-64ε-anarchist, and
• for all (ε1, ε2)-pantypical pairs a, a′ ∈A \ {a1a2} we have
NB
(
a, a′
)⊆ Y ∪ {b0}.
Set
A′ =A \ {a1, a2} and B ′ = B \ {b0}.
Recall that γ is given by (38). As in the proof of Lemma 8.1, we define T˜ as the set of all ε1-
typical vertices a ∈A′ such that for at least (1−γ ) vertices y ∈ Y (set Ya) we have NA′(a, y)
(1 − γ )n, and show that |T˜ | (1 − γ )n (cf. Fact 8.3).
Consider two subcases.
Subcase 12.1. There exist a ∈ T˜ , b ∈ B ′, y ∈ Ya such that ab is (ε1, ε2)-pantypical and bay ∈H .
We build an (ε1, ε2)-bridge M1 as in the proof of Lemma 8.1, Subcase 2.1, avoiding a1, a2, b0.
Then, as in Case 1 therein, we build a second (ε1, ε2)-bridge disjoint from M1, using a1, a2, b0
as the starting triple.
Subcase 12.2. For all a ∈ T˜ , b ∈ B ′, y ∈ Ya , if the pair ab is (ε1, ε2)-pantypical, then bay /∈H .
Then
∣∣NA(a, b)∣∣ n− ∣∣NB(a, b)∣∣ n− (n− 1 − |Ya|)= |Ya| + 1 (1 − γ )l + 1. (42)
As in the proof of Lemma 8.1, to build a bridge (avoiding a1, a2, b0) it suffices to prove the
following analog of Claim 8.4.
Claim 8.7. There exist a, a′ ∈ A′ and b ∈ B ′ such that both pairs ab and aa′ are (ε1, ε2)-
pantypical and
NA′
(
a, a′
)∩NA′(a, b) = ∅.
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ε small enough
∣∣NA′(a, b)∪NA′(a′, b′)∣∣ ∣∣NA(a, b)∪NA(a′, b′)∣∣− 2 2(1 − γ )l − f (ε)l  l.
Thus
NB
(
a, a′
)
 n−NB
(
a, a′
)
 n− (n− 2 − l)= l + 2,
which is a contradiction with the assumption NB(a, a′)⊆ Y ∪ {b0} of Case 12. 
Having proved Claim 8.7, we can construct an (ε1, ε2)-bridge M1 avoiding a1, a2, b0, using as
a starting quadruple a, a′, b and z ∈NA′(a, a′)∩NA′(a, b). Then, as in the proof of Lemma 8.1,
Case 1, we build a second (ε1, ε2)-bridge, M2, disjoint from M1, using a1, a2, b0 as the starting
triple.
Case 22. For all (ε1, ε2)-pantypical pairs a, a′ we have NB(aa′)⊆ Y .
Note that l  2 and let T˜ and Ya for all a ∈ T˜ be as in Case 2 of the proof of Lemma 8.1.
Subcase 22.1. There exist six vertices ai ∈ T˜ , bi ∈ B , yi ∈ Yai , i = 1,2, such that
• biaiyi ∈H , i = 1,2,
• aibi is (ε1, ε2)-pantypical, i = 1,2.
We can build one after another, two disjoint (ε1, ε2)-bridges using ai, bi, yi , i = 1,2 as the start-
ing triples and following the lines of the proof of Lemma 8.1, Subcase 2.1.
Subcase 22.2. There exist a0 ∈ T˜ , b0 ∈ B , y0 ∈ Ya0 such that
• b0a0y0 ∈H ,
• a0, b0 is (ε1, ε2)-pantypical, and
• for all a, b, y disjoint from a0, b0, y0, if ab is (ε1, ε2)-pantypical then bay /∈H .
We repeat the proof from Subcase 2.1 with A′ =A\{a0}, B ′ = B \{b0, y0}, and Y ′a = Ya \{y0}.
For any (ε1, ε2)-pantypical pair ab, we have
∣∣NA(a, b)∣∣ n∣∣NB(a, b)∣∣ n− (n− 1 − ∣∣Y ′a∣∣)= ∣∣Y ′a∣∣+ 1 (1 − γ )l.
Now, we can redo the proof of Claim 8.7, or Claim 8.4 to that matter, with the crucial inequalities
altered to
∣∣NA′(a, b)∪NA′(a′, b′)∣∣ ∣∣NA(a, b)∪NA(a′, b′)∣∣− 1 2(1 − γ )l − 1 − f (ε)l  l,
which implies that
∣∣NB(a, a′)∣∣ n− |NA(a, a′) n− (n− 2 − l)= l + 2,
which is a contradiction because |NB(a, a′)| |Y ∪ {b0}| l + 1.
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Thus, for every (ε1, ε2)-pantypical pair a ∈ T˜ , b ∈ B we have
∣∣NA(a, b)∣∣ n− ∣∣NB(a, b)∣∣ n− (n− 1 − |Ya |)= |Ya | + 1 (1 − γ )l + 1.
We will need a strengthening of Claim 8.7.
Claim 8.8. There exist a, a′ ∈ A and b ∈ B such that both pairs ab and aa′ are (ε1, ε2)-
pantypical and
∣∣NA(a, a′)∩NA(a, b)∣∣ 2.
Proof. The proof is very similar to that of Claim 8.7 with the crucial inequalities assuming the
form:
∣∣NA(a, b)∪NA(a′, b′)∣∣ 2(1 − γ )l + 2 − f (ε)l  32 l,∣∣NA(a, a′)∩ (NA(a, b)∪NA(a′, b′))∣∣ 1 + 1 = 2,
and
∣∣NB(a, a′)∣∣ n−
(
n− 3
2
l
)
= 3
2
l,
a contradiction with a big margin. 
Let a1, a′1, b1 be as in Claim 8.8 and z1, z′1 ∈NA(a, a′)∩NA(a, b). Set A′ =A \ {a1, a′1} and
B ′ = B \ {b1}. This time, for every (ε1, ε2)-pantypical pair a ∈ T˜ ∩A′, b ∈ B ′ we have
∣∣NA(a, b)∣∣ n− ∣∣NA(a, b)∣∣ n− (n− 1 − |Ya|)= |Ya| + 1 (1 − γ )l + 1.
Claim 8.9. There exist a, a′ ∈ A′ \ {z1, z′1} and b ∈ B ′ such that both pairs ab and aa′ are
(ε1, ε2)-pantypical and
NA′
(
a, a′
)∩NA′(a, b) = ∅.
Proof. The proof is very similar to that of Claim 8.7 with the crucial inequalities assuming the
form:
∣∣NA′(a, b)∪NA′(a′, b′)∣∣ ∣∣NA(a, b)∪NA(a′, b′)∣∣− 2 2(1 − γ )l − f (ε)l  l,
and
∣∣NB(a, a′)∣∣ n− ∣∣NA(a, a′)∣∣ n− (n− 2 − l)= l + 2,
a contradiction again. 
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one of Let a2, a′2, b2 be as in Claim 8.9 and z2 ∈ NA′(a, a′)∩NA′(a, b). At least one of z1, z′1 is
different from z2. Let, say, z1 = z2. Based on the quadruples a1, a′1, b1, z1 and a2, a′2, b2, z2, we
can build two disjoint (ε1, ε2)-bridges.
8.10. The odd case: |V (H)| = 2n+ 1
When |V (H)| = 2n+ 1, Theorems 1.4 and 1.5 assume the following form.
Theorem 8.1. For all c > 0 there exists c1 > 0 such that, for sufficiently large n, if H is a (c, c1)-
graph on 2n+ 1 then H has a hamiltonian cycle.
Theorem 8.2. There exists ε0 > 0 such that, for sufficiently large n, if a 3-graph H on 2n + 1
vertices satisfies b(H) < ε0n3 and δ2(H)  n then H has a hamiltonian cycle (and thus, a
hamiltonian path).
The proof of Theorem 8.1 is almost exactly the same as that of Theorem 1.4 (one extra vertex
does not make any difference here). For the proof of Theorem 8.2, we begin by fixing a parti-
tion V (H) = A ∪ B with |A| = n and |B| = n + 1 which minimizes |H(A,A,B)|. (Note that
H0(n,n + 1) is not the same as the extreme 3-graph H0(n + 1, n) presented in Section 1.) For
this choice of partition, every pair of vertices of type AA has at least two neighbors in B and we
may proceed with the proof of Lemma 8.6 as before.
However, it seems to be a problem with the proof of Lemma 8.5(ii), where at some point we
argue that there exists w1 ∈NA(a1, b1) because δ2(H) n. This does not work now, as we have
|B| = n + 1. In a very hostile scenario, it could happen that for every (ε1, ε2)-pantypical pair
ab ∈ AB we have NB(a, b) = B \ {b}, but then for all b ∈ B we would have LABb > (1 − ε3)n2,
and so, not even a 1/2-anarchist could be present in B . Consequently, if there is an α-anarchist
for some 0 < α < 1/2, then the proof of Lemma 8.5(ii) does go through.
We now describe a revised strategy for the proof of Lemma 8.7 in Cases 1 and 3, where
Lemma 8.5(ii) is needed. In Case 1, when there is a 64ε-anarchist in B , in view of the above
remarks, we proceed as before. In Case 3, when there are no 64ε-anarchists in H , it is the second
subcase where we rely on Lemma 8.5(ii). In that subcase all vertices a ∈ A are 64ε-typical.
Consider now two subsubcases:
Subsubcase 3.2.1. All vertices of B are 64ε-typical. We proceed as in Case 2, avoiding the use
of Lemma 8.5(ii).
Subsubcase 3.2.2. There exists a 64ε-medium vertex b0 ∈ B . Surprisingly, in this case we do
not need a switcher at all. Instead, based on b0, we build a “drawbridge” which, if needed, can
extend its length and resolve the parity issue. We complete the proof of Theorem 8.2 by showing
this construction.
Definition 8.6. An (ε1, ε2)-drawbridge D consists of four ε1-typical vertices: a1, a2, a3 ∈A and
b0 ∈ B such that the pairs a1a2, a2a3, b0a1, b0a2 are (ε1, ε2)-pantypical and a1a2b0, a2a3b0 ∈H .
Note that an (ε1, ε2)-drawbridge contains two bridges: a3, a2, b0 and a3, a2, b0, a1 which,
when extended to an (ε1, ε2)-pantypical BB endpair, are of different parity in B: one of them
has two vertices in B , the other – three (see Fig. 49).
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Claim 8.10. Under the assumptions of Theorem 8.2, if |A| = n and |B| = n + 1, all vertices
b ∈ B are ε1-typical, and there exists a 64ε1-medium vertex b0 ∈ B , then there are in H an
(ε1, ε2)-bridge M and an (ε1, ε2)-drawbridge D.
Proof. Since LAb0 is a dense graph and almost all pairs b0, a are (ε1, ε2)-pantypical, one can
find a path a1, a2, a3 in the subgraph of LABb0 consisting of (ε1, ε2)-pantypical pairs and induced
by the top ends of the (ε1, ε2)-pantypical pairs b0, a. So, a1, a2, a3 and b0 form an (ε1, ε2)-
drawbridge D.
After constructing D, one can find an (ε1, ε2)-pantypical pair a′, a′′ and a vertex b = b0 such
that a′a′′b ∈H , and build an (ε1, ε2)-bridge M , disjoint from D, like in the proof of Lemma 8.1,
Case 1. 
Having M and D as in Claim 8.10, there is no need for a switcher. Indeed, in this case, the
proof of Theorem 8.2 follows the main outline of the proof of Theorem 1.5(ii) with M1 =M and
M2 =D (and no S).
I. Build a bridge M and a drawbridge D vertex disjoint from M (cf. Lemma 8.10).
II. “Arrest” all medium vertices by a path Q containing M but disjoint from D (cf. Lemma 8.2).
III. Transfer all anarchists not belonging to Q or D to the other side of the partition.
IV. Extend Q and D to a hamiltonian cycle C (cf. Lemma 8.4).
We just need to comment on step IV. Let D = a1, a2, a3, b0. Choose the version MD of the
drawbridge which makes |V (H) \ V (Q ∪MD)| even. That is, depending on the case, extend D
by either one edge a2b0b′, where b0b′ is (ε1, ε2)-pantypical, or by two edges, b0a1b′ and a1b′b′′,
where b′b′′ is (ε1, ε2)-pantypical. Call the new bridge MD and apply Lemma 8.4 with M :=MD .
Remark 8.2. As suggested by an anonymous referee, the proof of the odd case can be adapted
to yield a proof of the even case. Indeed, consider the even case and choose a partition {A,B}
such that (35) holds. Remove from H a typical vertex a ∈ A. Then δ2(H − a)   |H |−12  and
applying the above argument one can find two disjoint bridges and a disjoint switcher or a bridge
and a disjoint drawbridge. Now, the hamiltonian cycle can be completed even after putting a
back. Thus, alternatively, we could reorganize Section 8 by beginning with the proof of Theo-
rem 8.2 and deduce Theorem 1.5 as described here. However, we chose to present the reader with
gradually growing difficulties: from the relatively easiest Theorem 1.5(i) to Theorem 1.5(ii) to
Theorem 8.2.
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An exact Dirac-type threshold has been also obtained for perfect matchings in k-graphs, using
the idea of absorption developed in [19] and [20]. Indeed, let t (k, n) be the smallest integer such
that every n-vertex k-graph with n sufficiently large and divisible by k, and such that δk−1(H)
t (k, n), contains a perfect matching. We proved in [21] that for all k  3 and sufficiently large
n, t (k, n) = n/2 − k + ck,n, where ck,n is a known constant belonging to the set { 32 ,2, 52 ,3} and
depending on the parity of k,n, and n/k.
Note that for large k, t (k, n) is smaller than the hamiltonian threshold from Conjecture 1.1
by, roughly, k/2. Interestingly, if k = 3 and n = 4m + 3, then t (3, n) = n/2 − 1 and thus, it
coincides with the threshold in Theorem 1.2, while for n= 2m, t (k, n)= n/2− 1 and is equal
to the threshold in Theorem 1.3. In the remaining case, that is, when n = 4m + 1, t (k, n) =
n/2 − 3/2, one less than the hamiltonian threshold.
There are several ways in which our result could be generalized. First, for all k  3 and
1 l < k one can define an l-overlapping path (l-overlapping cycle) as a k-graph whose vertices
can be ordered (cyclically) in such a way that every edge forms a segment of this ordering and
every two consecutive edges share l vertices. Note that for l = k − 1 we obtain the tight paths
and cycles which, for k = 3, are the subject of the present paper. At the other extreme lies the
loose case when l = 1, considered in a different context in [8].
For k = 3 and l = 1, an asymptotic result similar to Theorem 1.1, with 1/2 replaced by 1/4,
was obtained by Kühn and Osthus in [14]. Recently, this has been generalized by Hàn and
Schacht [7] and subsequently by Kühn, Mycroft, and Osthus [13] to all values of k and l. It
remains an open problem to prove exact results, like our Theorems 1.2 and 1.3, for all k  3 and
1 l  k − 1, even for large n only.
Another possible generalization of all the above results could be with respect to the minimum
degree. Similarly as in Section 1, for each 1  r  k − 1 and an r-element set S ⊂ V (H), one
can define
NH(S)=
{
T ∈
(
V (H) \ S
k − r
)
: S ∪ T ∈H
}
and
δr (H) = min
S∈(V (H)r )
∣∣NH(S)∣∣.
Some results relating δr (H) for r  k − 2 with the existence of matchings in hypergraphs were
obtained by Pikhurko [18], Hàn, Person, and Schacht [6], Khan [11], and Kühn, Osthus, and
Treglown [15]. It is an open problem to determine, even asymptotically, the smallest value of
δr (H) which guarantees the existence of a hamiltonian l-overlapping path or l-overlapping cycle,
for any k  3, 1 l  k − 1, and r  k − 2. The sole exception is a recent paper by Buss, Hàn,
and Schacht [2], where the authors show that δ1(H) (1 + o(1)) 716
(
n−1
2
)
implies the existence
of a hamiltonian 1-overlapping cycle, and this is best possible.
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