Abstract-In this work, a simple characterization of human gait, which can be used for surveillance purpose, is presented. Different measures, like leg rise from ground (LRFG), the angles created between the legs with the centroid (ABLC), the distances between the control points and centroid (DBCC) have been taken as different features. In this method, the corner points from the edge of the object in the image have been considered. Out of several corner points thus extracted, a set of eleven significant points, termed as control points, that effectively and rightly characterize the gait pattern, have been selected. The boundary of the object has been considered and using control points on the boundary the centroid of those has been found out. Statistical approach has been used for recognition of individuals based on the n feature vectors, each of size 23(collected from LRFG, ABLCs, and DBCCs) for each video frame, where n is the number of video frames in each gait cycles. It has been found that recognition result of our approach is encouraging with compared to other recent methods.
I. INTRODUCTION
Physical biometric traits like face, fingerprint and iris are typically used in applications to identify human beings. Recent research has demonstrated the possible ancillary information such as gender, height, weight, age and ethnicity to improve the recognition accuracy of biometric systems.
Gait is the systematic study of human walking styles and in due course of time it has drawn lots of attention of people. For example, Borelli [1] , an Italian Scientist, in 17 th Century, who was very much interested in biomechanics, to be more precise in animal movement (locomotion). Another person, who did a tremendous work on biomechanics using lithographic cross section of human body, was Braune [2] in the year of 1890.
A person at some distance without his/her knowledge that he/she is in observation can be identified through gait recognition [3] [4] [5] .
Gait plays a very important role in identifying a person with object (bag, suitcase or rucksack etc.) or without object. Human brain is continuously analyzing motion in some or other sense. Human gait shows distinct motion of person and also the walker's physical and psychological status. Research on gait can be expressed on medical perspective. One very good example is the work done by Murray [6] who used gait to classify the pathologically abnormal patients into different group for appropriate treatment.
Human gait recognition is developing tremendously in terms of computer vision research because of its potential for human identification. It is difficult to identify human age or gender from a single picture taken from a distance but gait has made it possible by taking a person's image in different sequences [7] .
Gait research has appearance based model [8] , which utilizes either the entire image part [9] or just some important parts [10] [11] .
To understand human behaviors from image sequence, visual analysis of human motion [12] [13] has also played an important role. By this analysis the detection, tracking and identification of any object has become possible. Through biometric technology the physiological or behavioral characteristics to identify people [14] is possible. Over the past few years, the combination of biometrics and human motion has become a popular research. From the computer vision community the vision based human identification at a distance has gained wider interest. This interest is strongly driven to the need for automated person identification system for visual surveillance and monitoring application for security purpose such as banks, parking lots, airports and railway station etc.
In this work, it has been attempted to develop a simple and effective method for gait-based human identification using Silhouette analysis. Another unique measure is Leg Rise from Ground (LRFG) has been considered.
Mahalanobis distance Statistic has been used for recognition of individuals with the stored features.
Section II describes feature extraction technique, experiments conducted for this work along with results are described in section III and section IV concludes this work.
II. FEATURE EXTRACTION
Feature extraction is an important and significant part to any kind of recognition issue. It is known that gait cycle of a person is a periodic activity and covering two types of footsteps: the left foot forward and the right foot forward. Each step spans the double-support posture to the leg-together and leg away posture and back to the double-support posture.
Before approaching the feature extraction stage, it is needed to collect the video sequences of different persons and from the video sequences the images of every moment of walk is taken in such a way that the entire gait movement cycle can be realized and then these images can be converted into binarized form to simplify our work. The process of binarization has been described in the object extraction part.
A. Object extraction :
To extract any object, which is the subject of concern of work, from an entire snap shot or from video sequence (shot taken of the moments in such a way that the gait signature is fully characterized), the first assumption made here is that the object is moving and camera is static.
The first and foremost thing is to subtract the background from the shot so that the images of individuals can be extracted and processed in subsequent steps.
In order to extract and track moving silhouettes from the background in each image-frame the detection and tracking algorithm is used which is based on background subtraction and silhouette correlation.
When a fixed camera is used to observe dynamic scenes and to detect fore-ground object, background subtraction is of primary concern. To generate background image from a small portion of image sequence, LMedS (Least Median of Square) [15] method is used.
Siegel's estimator [15] for LMedS is defined as follows: 
Where, b=background brightness value at pixel location (x,y). med= median value f=frame index from 1 to N The brightness of the entire sequence of gait cycle may not be same throughout, it may vary on time, and the brightness can be obtained through differencing between the background and the current image. It is difficult to select suitable threshold for binarization, especially in case of low contrast image as the brightness change is too low to distinguish between object from noise [16] . In order to solve this problem the following function has been used to perform differencing [16] 
Where,  is the maximum intensity value i.e. for gray scale it is 255, 0<=  (x,y),
It is important to remove as much noise as possible from the image. In order to fill small holes inside the extracted silhouette, operations such as erosion and dilation are used. The images in the gait sequence obtained after background subtraction are used in feature extraction and matching. 
B. Edge detection and Corner Detection
Edge of the object is detected before detecting the corner to find approximate contour of gait images. One of the fundamental tool in image processing is edge detection, it is also used in feature extraction, which aims at identifying points at which in digital image brightness change sharply or has discontinuities. Basically edge detection significantly reduces the amount of data and filters out useless information, while saving important structural properties of the image. In order to filter the image, Sobel operator [17] has been used to detect edge of an object in an image.
After detecting the edge of the silhouette, the corner points on the edge is found out. A silhouette is the image of a person, an object or scene represented as a solid shape of a single colour, usually black or white, its edges matching the outline of the subject. The interior of a silhouette is featureless, and the whole is typically presented on a background, usually white or black or none at all.
The silhouette differs from an outline which depicts the edge of an object in a linear form, while a silhouette appears as a solid shape.
Corner point is the intersection of two edges. The point for which there are two dominant and different edge directions in a local neighborhood of the point is also known as corner point. It is important to do local analysis of detected points in order to detect only corners.
There are many methods for corner detection e.g. Minimum Eigenvalue Method [18] , Moravec corner detection algorithm [19] , Harris and Stephen corner detection [20] etc.
Minimum Eigenvalue Method is more computationally expensive than Harris corner detection and since Harris and Stephen have improved upon Moravec's corner detector by considering the differential of the corner score with respect to direction only rather than using shifted patches, so here Harris and Stephen corner detection method has been used to detect the corner of the edge of silhouette.
Consider taking an image patch over the area (u, v) and shifting it by (x, y) on an image I, the weighted sum of squared differences (SSD) between these two patches, denoted by P, is given [20] :
The equation (4) can be written in matrix form: 
This matrix is a Harris matrix, and angle brackets denote averaging i.e. summation over (u, v) . By large variation of P, corners can be characterized.
C. Boundary and Centroid Detection
A normalized point is needed that will be significant point in terms of the boundary points of that object, call it centroid of that object. In order to find the centroid of the body or the silhouettes here, the boundary points are to be found out first. Now, to have the centroid of an object in the image, it is needed to find the total number of boundary points extracted (say the set Z), and then make the sum of boundary points along x and y axis and divide it by total number of boundary points i.e.
Centroid (C) = Σ Boundary points/ Z (6)
D. Control points selection.
Selection of control points is very important and imperative in our work, since these points signify the gait characteristics of an object to be extracted. The corner points so generated by Harris and Stephen's corner detection technique, is in a sequence i.e. the first point generated is the bottom most point of left leg and the last point is bottom most point of right leg and vice versa i.e. lowest x co-ordinate value to highest x coordinate value. Care must be taken while selecting control points, because, it will be dealt with only those corner points that will be very significant in terms of posture of movement and gait signature of a person can be rightly extracted for different movement of work for different person and considered those corner points that will have effect on the measures like ABLC, DBCC, LRFG from person to person in gait sequences and also on very significant (in term of movements) places of the body. Concentration has been put on more on the leg movements than upper portion of the body and thus only one point from the corner points have been considered from the head and five points from as the points of one leg and the last five points from another leg, as the control points. After that the head point is selected by finding the minimum y coordinate point, as the minimum y co-ordinate is the top most point present on head, and the corresponding x coordinate is found in order to get the point on head. The control point so selected is shown in the figure 1.
E. Leg Rise from Ground (LRFG)
From the silhouette images the control points have been extracted, so to get more information about the images in the sequences in feature extraction, the measure, LRFG has to be determined. The lowest point of the images is marked as the ground level. To find the lowest point in the image it is needed to determine the maximum y co-ordinate from the corner points extracted. Now, using the index of corner points, the corresponding x coordinate is determined. So now, it has the co-ordinate of lowest point of the object in the image. The vertical positions of knee (K) are then estimated as a fraction of the body height H following anatomical studies in [21] 0.285H. The height is calculated by the Euclidean distance between head point and the perpendicular point B (shown in Fig.3 ). The algorithm for finding the leg rise is given below:
Algorithm1: Calculation of LRFG measure. Input: Set of corner points. Output: Maximum normalized leg rise distance from horizontal line.
Step1. Store the coordinates of the corner points (as discussed in section II B) in the vectors x and y.
Step2. Using the corner points find the maximum y coordinate and the corresponding x co-ordinate.
Y max =max(y)
Where -max‖ denotes maximum value.
Step3. A horizontal line is drawn with the Co-ordinate found in step 2 and with corresponding x coordinate from vector x.
Step4. Minimum x Co-ordinate has been found out by
Where -min‖ denotes minimum value.
The corresponding y coordinate has been taken from y vector and this point denotes the heel point (A).
Step5. Drop a line from A to C (C is the point considered by maximum y coordinate and minimum x coordinate from x and y vector respectively). The distance from the heel point A to the perpendicular point C is denoted by PER.
Step6. The x coordinate has been determined from the minimum y coordinate and that point denotes the head point. Draw a perpendicular line from head point to the horizontal line point B.
Find the distance from the point A to point B, denoted by AB.
Step7. Check whether the distances AB and AC are less than the distance between knee point (k) to Horizontal line, if so, it will be treated as a valid LRFG distance.
Step8. Find the normalized leg rise (LRFG) by finding the ratio of (PER: AB).
Step9. The maximum normalized leg rise distance among all the stances in a sequence will be taken into the dataset. 
F. Distance between Control points to (DBCC):
From the silhouette images the boundary of the object in the images has been found out. Then the centroid of the object by the procedure described in II C has been calculated. Eleven control points have been found out for each and every silhouette images by procedure described in II D. Now, the Euclidean distances from the centroid to the control points of the objects are measured. The control points and the centroid are selected is shown by the figure below: To find out the angles between the control points with the centroid, a control point has chosen, say Cnt 10 in figure.5, which has maximum y coordinate value and a straight line is drawn from centroid C to a point say A(x, y) via the 2 nd control point say Cnt 3 in such a way that both the A and B have same y coordinate. The calculation of angles, given in figure.5 is illustrated with the help of figure.6. 
III. EXPERIMENT AND RESULTS
To conduct the experiment CASIA-C database [25] has been considered in this work. To start with, frames which are extracted from video defining single gait cycle of every individual have been considered. From the each video frame the dataset has been created using angles from the centroid to the control points, the distances from the centroid to the control points and the leg rise from the ground. Since, 11 control points have been considered, so for each person's every gait sequences have 23 parameters (11 for angle, 11 for distance, 1 for LRFG) treating each column as parameter values. If in a sequence there are n images then for a person's each gait sequence, the training dataset consists of 23x n matrices.
A. Mahalanobish Distance
In our study of recognizing human being by their gait sequences, the gait sequences are expressed here by some parameter values. 23 such parameters have been considered to express the gait sequences. The parameter values vary from person to person. Also, for the same person the parameter values fluctuate from one gait sequence to another gait sequence.
In our study, it is assumed that these parameters follow Normal Distribution. Let, 23 2 1 ,...., , X X X are the random variables corresponding to the parameters. So the joint PDF (probability density function) of these variates is multinormal. Thus, for each person, the PDF is Multinormal with different population parameter values, such as population mean vector and population variancecovariance matrix.
For two sample matrices of order n  23 to determine whether they are from same person or not, sample version of Mahalanobis distance [22] has been used.
Then the statistic for Mahalanobis distance is as
If the value of 2 D is less than or equal to a threshold value, then it can be concluded that the gait sequence is of same person, otherwise it is not in the database. 
B. Threshold value
, has been chosen to be the threshold value where,  is the precision value defined by (19) and (20 To find out the threshold value, the precision value is required. The Precision can be defined as the ability of a measurement to be consistently reproduced and the number of significant digits to which a value has been reliably measured.
C. Training and Testing
In the training phase, the dataset has been made by the measures of different gait sequences of different persons as discussed above. In testing phase, it has been tested with unknown gait sequence of person and extracts the features by the same procedure as in the training phase and find a match with stored features of persons gait sequences.
If there is no match between the probe sequence and the gallery sequences then it can be inferred that the information about the person is not available in the database. The precision value can be obtained by experimental results. The good response of recognition depends on this precision value. This value can be positive or negative. It has been depicted in the figures (figure.8, Figure. 9 and in figure.10) the response of the false rejection rate (FRR), false acceptance rate (FAR) and the correct recognition rate (CRR) in accordance with value of +σ,-σ and ±σ. It has been found out that correct recognition rate is 91% and both the FAR and FRR is 9% if σ = 0.14.i.e for the threshold value D 2 avg+  =0.500138 ≈0.5. The figure. 8 shows at σ=0, the different recognition rate i.e. FRR is at 6%, FAR is at 40%, CRR at 60% and as the value σ increases FRR slowly increases and the slope of FAR decreases and the slope of CRR increases and at σ= 0.14 FRR and FAR crosses each other and both have values 9% and CRR is 91% and at σ=0.2 the slope of CRR decreases, and FAR becomes less but FRR is increasing. The figure. 9 shows how the recognition rates varies with the -ve value of σ. FRR decreases and FAR increases with the increase of -ve value of σ and they crosses each other when σ=-0.3 and their recognition rate is 18%. The slope of CRR gradually decreases as σ becomes more -ve. The figure. 10 shows both the +ve and -ve increment of σ with the recognition rates. It shows below the zero value of σ i.e. in the -ve direction the response of CRR and FRR, FAR is not appreciable compared to the +ve direction and when σ=+0.14, CRR becomes maximum i.e. 91% and considering the trade of between FAR; FRR the value can be taken at 0.09 of RR i.e. 9%. To examine the performance of the proposed algorithm, comparative experiments have been conducted which is shown in table II. From Table II , it is clear that the method, proposed here, has shown significant improvement in performance as compared to other recent methods for same database. 
Algorithm-2: Training

IV. CONCLUSION
With strong experiential evaluation, this paper focuses on the idea of using silhouette-based gait characteristics. With the increasing demands of visual surveillance systems, human identification at a distance has recently gained more interest in the field of image processing and pattern recognition. Gait is a potential behavioral feature and many allied studies have demonstrated that it has a rich potential as a biometric for recognition. Gait is sensitive to various covariate conditions, which are circumstantial and physical conditions that can affect either gait itself or the extracted gait features. Example of these conditions includes carrying condition (backpack, briefcase, handbag, etc.), view angle, speed and shoewear type etc. Our technique is very good in terms recognition accuracy but here only lateral view with movement from left to right has been considered, so there is a good scope to extend this technique on different view angle between camera and object.
