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Abstract
Commanding a robot to navigate with natu-
ral language instructions is a long-term goal
for grounded language understanding and
robotics. But the dominant language is En-
glish, according to previous studies on vision-
language navigation (VLN). To go beyond
English and serve people speaking different
languages, we collect a bilingual Room-to-
Room (BL-R2R) dataset1, extending the origi-
nal benchmark with new Chinese instructions.
Based on this newly introduced dataset, we
study how an agent can be trained on existing
English instructions but navigate effectively
with another language under a zero-shot learn-
ing scenario. Without any training data of the
target language, our model shows competitive
results even compared to a model with full ac-
cess to the target language training data. More-
over, we investigate the transferring ability of
our model when given a certain amount of tar-
get language training data.
1 Introduction
Grounded natural language understanding in the
real world is an essential ability for a robot to com-
municate with humans (MacMahon et al., 2006;
Chen and Mooney, 2011; Artzi and Zettlemoyer,
2013). The task of vision-language navigation
(VLN) (Anderson et al., 2018b), which requires
the agent to follow natural language instructions
and navigate in houses, thrives recently due to
photo-realistic simulation, free-form language in-
structions, and large-scale training. The VLN task
is particularly challenging and requires an under-
standing of both language instructions and visual
dynamics as well as cross-modal alignment.
Despite recent advances in VLN (Fried et al.,
2018; Wang et al., 2019a; Tan et al., 2019), existing
∗Equal contribution.
1BL-R2R is released at https://github.com/
zzxslp/Bilingual-VLN
VLN benchmarks (Anderson et al., 2018b; Chen
et al., 2019) are all monolingual in that they only
contain English instructions. The navigation agents
are trained and tested with only English corpus and
thus unable to serve non-English speakers. To fill
this gap, one can collect corresponding instructions
in the language that the agent is expected to execute.
But it is not scalable and practical as there are
thousands of languages in the world, and collecting
large-scale data for each language would be very
expensive and time-consuming.
Therefore, in this paper, we introduce the task of
bilingual VLN to endow an agent the ability to ex-
ecute instructions in different languages. First, can
we learn an agent that is trained on existing English
instructions but still able to navigate reasonably
well for a different language? This is essentially a
zero-shot learning scenario where no training data
of target language is available.
An intuitive approach is to train the agent with
English data, and at test time, use a machine trans-
lation system to translate the target language in-
structions to English, which are then fed into the
agent for testing (see the upper part of Figure 1).
The inverse solution is also rational: we can trans-
late all English instructions into the target language
and train the agent on the translated data, so it can
be directly tested with target language instructions
(see the lower part of Figure 1). The former agent
is tested on translated instructions while the latter
is trained on translated instructions. Both solutions
suffer from translation errors and deviation from
human instructions. But meanwhile, the former is
trained on human-annotated English instructions
(which we view as “golden” data), and the latter
is tested on “golden” target language instructions.
Motivated by this fact, we design a bilingual VLN
framework that learns to benefit from both solu-
tions. As shown in Figure 1, we combine these
two principles and introduce a bilingual language
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Figure 1: Overview of bilingual Instructor that learns to benefit from two learning schemes.
instructor (BLI), which learns to produce beliefs
in the human instruction and its translation pair and
to dynamically fuse the bilingual representations
for better navigation.
But there is still a mismatch between training
and inference: during training, the agent takes
source human language and target machine trans-
lation (MT) data as input, while during inference,
it needs to navigate with target human instructions
and source MT data. To alleviate this issue, we
propose a visually grounded bilingual alignment
(BLA) module to align source and target language
instructions in the latent visual space. Because both
instructions describe the same path, visual features
can serve as a bridge to enhance the alignment be-
tween source and target languages and between
human language and its MT pair.
After obtaining an efficient zero-shot agent, we
investigate the question, can our bilingual VLN
framework improve source-to-target knowledge
transfer if given a certain amount of data for the tar-
get language? We conduct extensive experiments
to show that the bilingual language instructor and
alignment loss lay an effective foundation for solv-
ing the circumstances that the agent has access to
the source language and (partial) target language
instructions for training.
To validate our methods, we introduce a bilin-
gual VLN dataset by collecting complimentary Chi-
nese instructions for the English instructions in the
Room-to-Room dataset (Anderson et al., 2018b).
Data and code will be released upon acceptance.
Overall, our contributions are three-fold:
• We collect the first bilingual VLN dataset
to facilitate navigation agents towards ac-
complishing instructions of various languages
such as English and Chinese.
• We introduce the task of bilingual vision-
language navigation and propose a principled
bilingual learning framework with a language
instructor and a visually grounded alignment
module.
• We demonstrate the efficiency of our model
for bilingual knowledge transfer under two
challenging settings, zero-shot learning where
no target language data is available, and trans-
fer learning where a certain amount of such
data is given.
2 Problem Formulation
The bilingual vision-language navigation task is
defined as follows: we consider an embodied agent
that learns to follow natural language instructions
and navigate from a starting pose to a goal location
in photo-realistic 3D indoor environments. For-
mally, given an environment E , an initial pose
p1 = (v1, φ1, θ1) (spatial position, heading, ele-
vation angles) and natural language instructions
x1∶N , the agent takes a sequence of actions a1∶T
to finally reach the goal G. At each time step t,
the agent at pose pt receives a new observation
It = E(pt), which is a raw RGB image pictured
by the mounted camera. Then it takes an action at
and leads to a new pose pt+1 = (vt+1, φt+1, θt+1).
After taking a sequence of actions, the agent stops
when a stop action is taken.
A bilingual VLN agent learns to understand dif-
ferent languages and navigate to the goal. To
support the task, we built the bilingual VLN
dataset D, which includes human instructions
in two different languages. Specifically, D =
{(Ei, pi,1, xSi,1∶N , xTi,1∶N ′ , Gi)}∣D∣i=1, where S and T
indicate source and target language domains. The
footnote i is eliminated in future discussions for
simplicity. Domain S contains instructions in the
source language covering the full VLN dataset (in-
cluding training and testing splits), while domain T
consists of a fully annotated testing set and a train-
ing set in the target language that covers a varying
percentage  of trajectories of the training set in D
( may vary from 0% to 100%). The agent is al-
lowed to leverage both source and target language
training sets and expected to perform navigation
given an instruction from either source or target
language testing sets.
In this study, we first focus on a more challeng-
ing setting where no human-annotated target lan-
guage data is available for training ( = 0%), i.e.,
with only access to the source language training set,
the agent is required to follow a target language
instruction xT1∶N ′ and navigate to the destination.
Then we investigate the agent’s transferring ability
by gradually increasing the percentage of human-
annotated target language instructions for training
( = 0%, 10%, ..., 100%).
3 BL-R2R Dataset
We build a bilingual Room-to-Room (BL-R2R)
dataset, the first bilingual dataset for the vision-
language navigation task. It includes 4, 675 trajec-
tories for the training set, 340 for validation seen,
and 783 for validation unseen, preserving the same
split as the R2R dataset2. Each trajectory is de-
scribed with 3 English and 3 Chinese instructions
independently annotated by different workers.
Data Collection. We keep the English instruc-
tions of the R2R dataset and collect Mandarin Chi-
nese instructions via a public Chinese crowdsourc-
ing platform. The Chinese instructions are anno-
tated by native speakers through an interactive 3D
WebGL environment, following guidance by An-
derson et al. (2018b). More details can be found in
the Appendix.
Data Analysis. BL-R2R includes 5,798 trajecto-
ries in total and 17,394 instructions in both English
and Chinese. In Figure 2, we compare statistics
of the English and Chinese corpora. Note that we
segment Chinese words using the Jieba3 toolkit.
2Note that the original testing set of R2R is unavailable
because the testing trajectories are held for challenge use.
3https://github.com/fxsjy/jieba
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Figure 2: Analysis of BL-R2R English and Chinese
corpora. (a) Distribution of instruction lengths. (b) Dis-
tribution of sub-instructions per instruction. (c) and (d)
are distributions of part-of-speech tags for Chinese and
English instructions.
Removing words with less than 5 frequency, we
obtain an English vocabulary of 1,583 words and
a Chinese vocabulary of 1,134 words. First, as
shown in Figure 2a, Chinese instructions are shorter
than English ones on average. Second, the instruc-
tions usually consist of several sub-instructions sep-
arated by punctuation, and we can observe that
the numbers of sub-instructions per instruction dis-
tribute similar across languages (Figure 2b). Fur-
thermore, Figure 2c and Figure 2d show that nouns
and verbs, which often refer to landmarks and
actions, are used more frequently in Chinese in-
structions (32.9% and 29.0%) than in English ones
(24.3% and 13.7%)4.
4 Method
We present a general bilingual VLN framework
in Figure 3. It is based on an encoder-decoder ar-
chitecture and composed of two novel modules: a
bilingual language instructor (BLI) and a visually
grounded bilingual alignment loss (BLA). Particu-
larly, as shown in Figure 3, both English and Chi-
nese instructions are encoded by a shared encoder.
Then the shared decoder takes the encoded con-
textual embeddings cI1∶N from each language, the
previous action at−1, and the local visual feature
Ft as input, and produces hidden states hent for En-
glish and hzht for Chinese. The language instructor
4The POS tags are obtained via Stanford Part-Of-Speech
Tagger (Toutanova et al., 2003).
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Figure 3: Architecture of the proposed bilingual VLN framework.
learns to assign probabilities to hent and h
zh
t , and
then makes final predictions with the dynamically
fused bilingual representation h˜t. In addition, the
BLA loss is introduced to align cen and czh with
visual features szhκ and s
en
κ , improving the bilingual
knowledge transfer via the visual space.
4.1 Bilingual Language Instructor
We employ the sequence-to-sequence architecture
in (Anderson et al., 2018b) for both languages.
Receiving a pair of natural language instruction
x
I
1∶N , I ∈ {S, T }, the agent encodes it with an em-
bedding matrix followed by an LSTM encoder to
obtain contextual word representations cI1∶N , along
with the final hidden state hIenc.
The decoder LSTM is initialized with hIenc. It
takes the concatenation of current image feature Ft
and previous action embedding at−1 as input, and
updates the hidden state from sIt−1 to s
I
t aware of
the historical trajectory:
s
I
t = LSTMdec(sIt−1, [Ft, at−1]) (1)
An attention mechanism is used to compute a
weighted context representation, grounded on the
instruction cI1∶N by the hidden state s
I
t , then obtain
final hidden states hIt for each language:
h
I
t = tanh(W [c˜It , sIt ]) (2)
c˜
I
t = Attn(cI1∶N , sIt ) (3)
To bridge the gap between source and target lan-
guages, we leverage a production-level machine
translation (MT) system to translate the source lan-
guage in the training data into the target language.
During testing, the MT system will translate the tar-
get language instruction into the source language.
The MT data serves as augmented data for zero-
shot or low-resource settings as well as associates
two different human languages in general. So we
take two instructions (the human language instruc-
tion and its MT pair) as input for both training and
testing.
But we observed that these two instructions of-
ten generate different predictions, although one is
the direct translation of the other. At each time step,
when the agent observed the local visual environ-
ment, with two languages leading to different next
positions, it remains a challenge which language
representation to trust more.
Therefore, we propose a bilingual language in-
structor that learns to make the judgment. At
each time step, we let the language instructor de-
cide which language representation we should have
more faith in, i.e., “learning to trust”. The language
instructor is a SoftMax layer which takes the con-
catenation of two hidden states hSt and h
T
t as input,
and produces a probability αt representing the be-
lief of the source language representation. The
final hidden vector used for predicting actions is
defined as a mixture of the representations in two
languages:
h˜t = αth
S
t + (1 − αt)hTt (4)
Finally, the predicted action distribution for the
next time step is computed as:
P (at∣a1∶t−1,F1∶t, xS1∶N , xT1∶N) = softmax(h˜t)
(5)
Thus the training objective is defined as the cross-
entropy between the true actions and the predictive
one:
LBLI = −∑
t
logP (at∣a1∶t−1,F1∶t, xS1∶N , xT1∶N)
(6)
4.2 Visually Grounded Bilingual Alignment
The commonality of the input instructions is that
they describe the same visual trajectory though in
different languages. To better align two languages,
we map hSt and h
T
t into the latent visual space
and maximize their similarities with the shared
visual representation. In other words, we utilize the
shared visual representation as an anchor point in
the visual space to align bilingual representations.
Specifically, a sentence vector cI is computed
as the mean of the context vector cI1∶N to a single
vector. Let κ be the last time step of a trajectory,
from Eq. (1) we know that sIκ is a compressed
representation of the visual trajectory. The loss
function is formulated as:
LBLA = ÂÂÂÂÂsSκ − cT ÂÂÂÂÂ2 + ÂÂÂÂÂsTκ − cSÂÂÂÂÂ2 (7)
L2 distance is used to measure the similarity be-
tween textual and visual representations in the same
vector space. This BLA loss grounds the instruc-
tions into the visual space and ensures the con-
sistency among bilingual representations and the
visual inputs.
Overall, our bilingual agent is optimized with
a mixture of the navigation loss and the bilingual
alignment loss:
Lloss = LBLI + λpLBLA (8)
where λp is an adaptive factor that weighs the bilin-
gual alignment loss. λp is initially set as 0 and grad-
ually increases towards producing visually aligned
bilingual representations as the training becomes
more stable.
5 Experiments
5.1 Experimental Setup
Evaluation Metrics. The following evaluation
metrics are reported: (1) Path length (PL), which
measures the total length of predicted paths; (2)
Navigation Error (NE), mean of the shortest path
distance in meters between the agents final lo-
cation and the goal location; (3) Success Rate
(SR), the percentage of final positions less than
3m away from the goal location; (4) Oracle Suc-
cess Rate (OSR), the success rate if the agent can
stop at the closest point to the goal along its trajec-
tory; (5) Success rate weighted by (normalized in-
verse) Path Length (SPL) (Anderson et al., 2018a),
which trades-off Success Rate against trajectory
length; (6) Coverage weighted by Length Score
(CLS) (Jain et al., 2019), which measures the fi-
delity to the described path and is complementary
to goal-oriented metrics.
Implementation Details. We follow the same
preprocessing procedure as in previous work (An-
derson et al., 2018b). A ResNet-152 model (He
et al., 2016) pretrained on ImageNet is used to
extract image features, which are 2048-d vectors.
Instructions are clipped with a maximum length of
80. Words are embedded into a 256-d vector space,
and the action embedding size is 32. The hidden
size for encoder and decoder LSTM is 512. The
dropout ratio is 0.5. Each episode consists of no
more than 40 actions.
The network is optimized via the ADAM opti-
mizer (Kingma and Ba, 2014) with an initial learn-
ing rate of 0.001, a weight decay of 0.0005, and a
batch size of 100. λp is set similar to (Ganin and
Lempitsky, 2015):
λp = 0.2( 2
1 + exp(−γ ⋅ p) − 1) (9)
where γ is set to 10 and p is the training progress
linearly changing from 0 to 1. We train each model
for 30, 000 iterations and evaluate it every 500 it-
erations. We report the iteration with the highest
SPL on validation unseen set.
5.2 Zero-shot Learning
We report results under the zero-shot setting in
Table 1, to show the effectiveness of our two com-
ponents, BLI and BLA. First, the clear gap be-
tween train w/ MT and BLI proves that our lan-
guage instructor can successfully aggregate cross-
representations of both human-annotated and MT
data, which also indicates the insufficiency of
solely using MT data for zero-shot learning. Sec-
ond, the BLA loss further improves navigation ef-
ficiency (SPL) and instruction following fidelity
(CLS), which validates the effectiveness of ground-
ing and aligning bilingual representations via the
visual space. Moreover, even though the agent does
not have access to any annotated target language
data, it achieves competitive results compared to
train w/ AN that is trained with 100% annotated
target language data.
Validation Seen Validation Unseen
Model PL NE ↓ SR ↑ SPL ↑ CLS ↑ PL NE ↓ SR ↑ SPL ↑ CLS ↑
train w/ MT 13.09 6.14 39.1 ±0.4 31.5 ±0.6 50.7 ±0.2 11.45 7.92 23.2 ±0.5 18.0 ±0.4 37.4 ±0.4
test w/ MT 12.79 5.92 41.2 ±0.5 33.1 ±0.4 50.9 ±0.5 10.89 7.91 22.6 ±0.8 18.2 ±0.7 38.0 ±0.7
BLI 13.24 5.70 44.4 ±1.7 35.6 ±1.6 51.6 ±1.1 11.33 7.64 25.4 ±0.7 20.0 ±0.3 38.9 ±0.4
BLI+BLA 12.27 5.69 44.2 ±2.1 36.8 ±2.1 53.3 ±1.1 10.51 7.63 25.1 ±0.8 20.7 ±0.7 39.8 ±0.7
train w/ AN 12.69 5.52 45.3 ±0.6 37.3 ±0.6 53.2 ±0.3 10.89 7.71 26.2 ±0.5 21.5 ±0.1 39.7 ±0.8
Table 1: Zero-shot learning results. Reported results are averages of 5 individual runs and shown with (mean±std).
train w/ MT denotes the model trained with Chinese MT data. test w/ MT denotes the model trained with English
annotations and test with English MT data translated from Chinese. BLI is the framework presented in Figure 1 that
aggregates two learning schemes with a bilingual language instructor (Section 4.1). BLI+BLA equips the language
instructor with the BLA loss introduced in Section 4.2. The first four models are all for zero-shot learning. The last
one, train w/ AN, is trained with 100% human-annotated Chinese data. All models are tested with human-annotated
Chinese instructions.
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Figure 4: We examine the influence of using differ-
ent percentages (from 0% to 100%) of target language
(Chinese) instructions to train agents. We compare the
results on BLI+BLA with three baselines. AN: only
partial Chinese annotations (0% to 100%) are used
for training. AN+EN: partial Chinese annotations and
100% English annotations. AN+EN+MT: partial Chi-
nese annotations, 100% English annotations, and 100%
Chinese translations of those English instructions.
5.3 Transfer Learning
To investigate the knowledge transfer effect from
English to Chinese, we draw performance curves
of utilizing varying percentages of Chinese anno-
tations for training (see Figure 4). Particularly, the
starting point is our zero-shot setting, where one
has no access to human-annotated data of the target
language (Chinese), and the endpoint is where one
has 100% training data of the target language.
Figure 4 demonstrates that the proposed ap-
proach provides consistent improvements over
other methods in both seen and unseen environ-
ments. First, our method works for both low-
resource and high-resource settings, and improves
the transferring ability steadily as the size of Chi-
nese annotations grows. Besides, our method
trained with 10% Chinese annotations has already
achieved similar performance as the model trained
with 100% Chinese annotations. This demonstrates
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Figure 5: bilingual VLN models.
the sample efficiency of our bilingual VLN model
and the potential of scaling it for more languages
with only a small amount of annotated data re-
quired. Finally, one can also observe that training
with both English and MT Chinese data helps learn
useful encoding that is especially valuable when
only limited Chinese training data is available.
5.4 Ablation Studies
Parameter Sharing. To enable bilingual VLN,
we examine four models with different parameter
sharing strategies (see Figure 5) to implement the
language instructor module: (1) Base-Bi, which
has two separate encoder-decoder architectures;
(2) Shared Enc, which has a shared language en-
coder; (3) Shared Dec, which has a shared policy
decoder; (4) Share Enc-Dec, which shares both
encoder and decoder, with different word embed-
dings for different languages. These models take
English and Chinese instructions as input, for both
training and testing. They are also compared with
a monolingual model Base-mono, which is a sin-
gle encoder-decoder model trained and tested with
Chinese instructions only.
Table 2 shows the results of the aforementioned
models on validation seen and unseen sets. First, all
bilingual models consistently perform better than
Validation Seen Validation Unseen
Model #params PL NE ↓ SR ↑ SPL ↑ CLS ↑ PL NE ↓ SR ↑ SPL ↑ CLS ↑
Base-mono 8.2M 12.69 5.52 45.3 ±0.6 37.3 ±0.6 53.2 ±0.3 10.89 7.71 26.2 ±0.5 21.5 ±0.1 39.7 ±0.8
Base-Bi 16.5M 12.74 5.67 43.6 ±1.1 35.9 ±1.4 51.8 ±0.4 10.68 7.41 27.7 ±1.1 22.5 ±0.6 41.0 ±0.2
Shared Enc 14.6M 13.12 5.64 44.5 ±0.2 36.4 ±0.8 52.0 ±1.0 11.05 7.40 27.7 ±1.4 22.5 ±0.8 41.0 ±0.4
Shared Dec 10.4M 12.13 5.06 51.0 ±1.8 43.7 ±1.5 56.9 ±0.8 11.07 7.06 31.0 ±1.0 25.5 ±0.6 42.8 ±0.1
Shared Enc-Dec 8.5M 12.62 4.97 52.0 ±1.3 43.7 ±1.2 56.7 ±0.8 11.19 7.08 31.1 ±0.8 24.9 ±0.7 42.1 ±0.5
Table 2: Performance comparison for bilingual VLN models. All models are trained and tested with English and
Chinese annotation data. Results are averaged over 3 runs.
the monolingual model (Base-mono), remarking
the usefulness of bilingual learning for improving
navigation policy. Second, sharing parameters can
further assist knowledge transfer and thus boost
navigation performance. Furthermore, although
Shared Enc and Shared Enc-Dec produce similar
results, the former is more efficient and scalable,
since it yields a good, competitive result with fewer
parameters required. Therefore, we adopt Shared
Enc-Dec for other experiments.
BLA for Transfer Learning. To demonstrate
the effect of the visually grounded bilingual align-
ment loss (BLA) on knowledge transfer between
two languages, we compare BLI+BLA with BLI
only in Table 3. As the size of target training data
grows, although the vanilla BLI can also benefit
from the augmented data, BLA provides a more
efficient performance boost. Specifically, it reaches
an SPL of 21.5 at the early stage, with only 10%
target training data.
Percent (%) 10 20 40 60 80 100
BLI 20.8 21.0 21.3 21.2 21.6 21.9
BLI+BLA 21.5 21.3 21.6 21.5 22.0 22.0
Table 3: Ablation study for transfer learning. Reported
results are averages of 3 individual runs of SPL on val-
idation unseen set.
5.5 Results on English Test Set
We submitted the results to the VLN test server
to evaluate the proposed approach on the unseen
test set. We treat English as the target language for
both zero-shot learning and transfer learning with
100% target training data. Results are presented
in Table 4. For zero-shot learning, the agent has
access to all human-annotated Chinese data but
no English data during training. At test time, it
is commanded to follow human-annotated English
instructions. As shown in Table 4, our method
(BLI+BLA) improves by 16.3% relatively over the
Model Test (unseen)
Access to target
training dataPL SR ↑ SPL ↑
train w/ mt 12.40 22.4 17.2 7
BLI+BLA (0%) 11.35 24.3 20.0 7
train w/ an 10.92 25.9 21.2 3
BLI+BLA (100%) 10.97 26.1 21.9 3
Table 4: Results on the R2R English test set. The first
two rows are for zero-shot learning, the last two rows
are trained with access to 100% target training data (i.e.,
annotated English instructions).
model trained with MT data. For transfer learning,
our method can efficiently transfer knowledge be-
tween Chinese and English data. The results here
show similar trends as in the reported results on the
Chinese validation set. (See Table 1 and Figure 4).
5.6 Case Study
For a more intuitive understanding of the lan-
guage instructor, we visualize the confidences as-
signed to each language in Figure 6. In this case,
the language instructor trusts more in the human-
annotated Chinese instruction, which is of better
quality. More specifically, at time step 10, when
the language instructor has the highest faith in the
Chinese instruction, we visualize the textual atten-
tion on both instructions at this time step. Evi-
dently, the corresponding textual attention on the
Chinese command makes more sense than that on
the machine-translated English command. The
agent is supposed to keep turning left and then
move forward to the green plant. The attention
on the Chinese instruction assigns 0.25 to “turn
left”, and nearly zero weight to “head towards the
door” which is already completed by previous ac-
tions. The attention weights on English are more
uniformly distributed and thus appear to be less
accurate than that of Chinese.
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Current position: Final position:
head towards the door and walk out of the room by the table , turn left
and stop in front of the green plant .
Textual attention at time step 10: Turn left Go to
Figure 6: Case study. We choose a completed instruction from the validation set for illustration.
6 Related Work
Vision and Language Grounding. Over the
past years, deep learning approaches have boosted
the performance of computer vision and natural lan-
guage processing tasks (Chen and Mooney, 2011;
Krizhevsky et al., 2012; Sutskever et al., 2014; He
et al., 2016; Vaswani et al., 2017). A large body of
benchmarks are proposed to facilitate the research,
including image and video caption (Lin et al., 2014;
Krishna et al., 2017; Xu et al., 2016), VQA (Antol
et al., 2015; Das et al., 2018), and visual dialog
(Das et al., 2017). These tasks require grounding
on both visual and textual modalities, but mostly
limited to a fixed visual input. Thus, we focus
on the task of vision-language navigation (VLN)
(Anderson et al., 2018b), where an agent needs to
actively interact with the visual environment fol-
lowing language instructions.
Vision-Language Navigation. Several ap-
proaches have been proposed for the VLN task on
the R2R dataset. For example, (Wang et al., 2018)
presented a planned-ahead module combining
model-free and model-based reinforcement
learning methods, (Fried et al., 2018) introduced
a speaker, which can synthesize new instructions
and implement pragmatic reasoning. Subsequent
methods extend the speaker-follower model
with reinforced cross-modal matching (Wang
et al., 2019a), self-monitoring (Ma et al., 2019),
back-translation (Tan et al., 2019) etc. Previous
works mainly improve navigation performance by
data augmentation or leveraging efficient searching
methods. In this paper, we address the task from a
bilingual perspective, aiming at building an agent
to execute instructions for different languages.
Bilingual Language Understanding. Learning
cross-lingual representations is a crucial step to
make natural language tasks scalable to all the
world’s languages (Conneau and Lample, 2019;
Kim et al., 2019). Recently, cross-lingual studies
on typical NLP tasks have achieved success, such
as part-of-speech tagging (Zhang et al., 2016; Kim
et al., 2017), sentiment classification (Zhou et al.,
2016; Chen et al., 2018) and named entity recogni-
tion (Pan et al., 2017; Ni et al., 2017). These stud-
ies successfully disentangle the linguistic knowl-
edge into language-common and language-specific
parts with individual modules. Moreover, cross-
lingual image and video captioning (Miyazaki and
Shimizu, 2016; Wang et al., 2019b) aim to bridge
vision and language towards a deeper understand-
ing, by learning a cross-lingual model grounded on
visual inputs. Our dataset and method address bilin-
gual representation learning for the vision-language
navigation task. To our knowledge, we are the first
to study bilingual learning in a dynamic visual en-
vironment, where the agent needs to interact with
its surroundings and take a sequence of actions.
7 Conclusion and Future Work
In this paper, we introduce a new task, namely
bilingual vision-language navigation, to study bilin-
gual representation learning situated in the naviga-
tion task where cross-modal interaction with the
real world is involved. We collect a bilingual R2R
dataset and conduct pivot studies towards solving
this challenging but practical task. The proposed
bilingual VLN framework shows its effectiveness
in bilingual knowledge transfer. There are still
lots of promising future directions for this task
and dataset, e.g., to incorporate recent advances
in VLN and improve the model capacity. It would
also be valuable to extend the bilingual setting to
support numerous different languages in addition
to English and Chinese.
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Appendix
A Comparing Chinese Annotated Instructions with Machine Translated ones
We compare the statistics of the Chinese annotated dataset with a machine-translated one. The annotated
instructions are more likely to contain fewer words as well as fewer instructions. Besides, nouns and verbs,
which usually represent landmarks and actions in VLN task, are more frequent in annotated instructions
than machine-translated ones.
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Figure 7: Statistics of human annotated and machine translated data. (a) is instruction length distribution. (b) is
sub-instruction number per instruction distribution. (c) is top 7 part-of-speech tag distribution of annotated and
machine translated instructions.
B Chinese Data Collection
We paid 25 workers to do the data collection work via a public Chinese data collection platform, taking
around 4 weeks to finish the task. The workers are paid reasonably, with an estimated hourly rate higher
than the local minimum wage. Before starting annotation, we educated the workers in a face-to-face way
with documented instructions to help them understand the task(see Figure 9 ).
Figure 8: Interface for Chinese data collection.
场景： 
 
        在标注中，你会看到如上图的场景。在场景中，你会看到许多圆柱，标记了你期望机器人前行的行进
路线，其中红色圆柱表示最终的目的地，蓝色圆柱为轨迹的中间点，绿色表示起点（当前位置在起点故不
可见）。请根据所给的路线用中文写下让机器人前进的路线的指令。 
交互方式： 
1. 左键单击并拖动可以观看全景，包括前后左右上下均可见； 
2. 右键圆柱可以移动到圆柱所在的位置，并获得新的视野； 
注意事项： 
1. 机器人无法看到圆柱，请不要利用圆柱进行导航，圆柱仅为标注者提供路线参考； 
2. 如果在图片中无法看到圆柱，请单击并拖拽观看全景图，寻找后续的轨迹； 
3. 有时后目标在当前位置不可见时，例如在需要从一个房间到另一个房间时，可以通过指令移动到轨
迹可见位置，如房间门口，再继续进行交互； 
4. 你无法看见你所处位置的状态，即起点时无法见到绿色圆柱，终点则无法见到红色圆柱； 
5. 在提供指令时，请使指令完整并反映出可供行走的轨迹的特征，切不要过于简单，如在上图中“到
达门口”这类是不可取的； 
6. 描述指令不必过分精确到圆柱，在其附近即可，只要大致展现出路径即可，即根据描述的指令能重
演出前进路线即可； 
7. 鼓励使用家具的位置进行导航，如“经过右边的窗户”之类的； 
8. 请注意指令的语法，指令从简，描述精确，如“略微右转”、“一直向前走” 
 
Figure 9: Instructions for Chinese data collection.
