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ABSTRACT
Recent advances in biology have revolutionized our understanding of living systems.
For the first time, it is possible to study the behavior of individual cells. This has led to
the discovery of many amazing phenomena. For example, cells have developed intelligent
mechanisms for foraging, communicating, and responding to environmental changes. These
diverse functions in cells are controlled through biochemical networks consisting of many
different proteins and signaling molecules. These molecules interact and affect gene expres-
sion, which in turn affects protein production. This results in a complex mesh of feedback
and feedforward interactions. These complex networks are generally highly nonlinear and
stochastic, making them difficult to study quantitatively.
Recent studies have shown that biochemical networks are also highly modular, meaning
that different parts of the network do not interact strongly with each other. These modules
tend to be conserved across species and serve specific biological functions. However, detect-
ing modules and identifying their function tends to be a very difficult task. To overcome
some of these complexities, I present an alternative modeling approach that builds quan-
titative models using coarse-grained biological processes. These coarse-grained models are
often stochastic (probabilistic) and highly non-linear.
In this thesis, I focus on modeling biochemical networks in two distinct biological sys-
tems: Dictyostelium discoideum and microRNAs. Chapters 2 and 3 focus on cellular com-
vi
munication in the social amoebae Dictyostelium discoideum. Using universality, I propose
a stochastic nonlinear model that describes the behavior of individual cells and cellular
populations. In chapter 4 I study the interaction between messenger RNAs and noncoding
RNAs, using Langevin equations.
vii
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11 Introduction
1.1 Overview
Emergence of physical laws in biology has fascinated and bewildered natural scientists
for centuries. The complexities of the mammalian visual system, the flying of birds, the
exquisite patterns on animal skins, the formation of complex structures in mold and many
other phenomena have caused generations of thinkers to ponder as to how these systems
can function with such high precision and yet malfunction so infrequently. In our modern
perspective, these diverse phenomena are thought to have been selected for through a long
evolutionary history and are ultimately subject to the laws of physics. However, some
of the earliest efforts to understand these phenomena were conducted by non-physicists.
For example several of the earliest ideas in biology relevant to different fields of physics,
such as blood circulation and electric signals in nerves, were proposed by physicians and
psychologists. One reason for this lack of interest from physics community has been a
dearth of quantitative measurements in biology. This situation changed dramatically in
20th century with the advances in experimental techniques such as x-ray crystallography,
microscopy techniques, mass spectrometry and many new techniques in molecular biology.
The emergence of new techniques, some of which were born out of physics labs, resulted in
a wide range of precise measurements that attracted many physicists to biological problems
and the adoption of a more rigorous, quantitative approach to biology. By the end of 20th
century and beginning of 21st century, a new wave of experimental techniques revolutionized
biology. Technologies such as next-generation sequencing, microfluidic devices, fluorescent
proteins, flow cytometry, Fluorescence-activated cell sorting (FACS) and many others have
flooded the field with tremendous amount of quantitative data. This data is in constant need
of statistical analysis and mathematical modeling. This has resulted in close collaborations
between biology and a diverse range of other math-oriented fields. For this reason, modern
computational biology is a truely multidisciplinary endeavor spanning scientists from such
2diverse branches of science as biology, physics, chemistry, applied mathematics, statistics,
electrical engineering, mechanical engineering, computer science.
In this thesis I will present an approach to modeling biological organisms that draws
heavily on concepts and techniques from physics. In particular, I will present on stochas-
tic and nonlinear models that describe chemical interactions happening within cells and
in their environment. As examples, I will study two microscopic phenomena in detail.
Chapters 2 and 3 present a mathematical model of cellular communication in the amoe-
abe Dictyostelium discoideum. Chapter 4 focuses on statistical mechanics of regulation
of messenger RNAs through non-coding RNAs. I now give a brief introduction to these
systems.
1.1.1 Dictyostelium discoideum
Dictyostelium discoideum [1, 2] is a soil-dwelling amoebae that normally lives as a single
cell. However upon starvation these cells enter a complicated life cycle which involves
multicellular collective behavior (Figure 1.1). Starvation functions as a signal that causes
the cells to communicate with each other. In this process each individual cell secretes the
signaling molecule cyclic AMP (cAMP) periodically which spreads through the environment
as waves. Figure 1.2 shows an example of these spiral patterns on a petri dish. These spirals
keep propagating for a while, until cells begin moving toward the centers of the spirals and
stick together and form an aggregate. This aggregate turns into a slug and searches for
food as a multicellular organism. If this foraging strategy fails, cells form a structure called
a fruiting body which is consisted of a stalk made by dead cells and spores on top. Fruiting
body can be carried away to other environments through different mechanisms and spread
the spores. Once spores are in a nutrition-rich environment, they will transform back to
their original single cell form and the life cycle of Dictyostelium discoideum can repeat. In
chapters 2 and 3 I will focus on the cellular communication in this organism and will build
a model that can explain the single cell, multicellular and spatial behavior of this organism
using stochastic dynamical systems. This work draws heavily on the concept of universality
3(see section 1.4.3).
Figure 1.1: Life cycle of Dictyostelium discoideum. Schematic showing the life cycle
of Dictyostelium discoideum over a 24 hours period. After a period of starvation, vegetative
cells(A) communicate through cAMP and form spiral patterns (B) and stream toward the
center of spirals (C). Cells form an aggregate or a mound at this point (D,E) which elongates
(F) and either turns into a slug (G) or forms a fruiting body (H,I) that contains spores(J).
The spores can then be released into other environments. Image source: [1]
1.1.2 Non-coding RNAs
Stochastic nonlinear systems are ubiquitous in biology on many different scales of complex-
ity. In the previous section I talked about such models at a cellular and multicellular level.
However these behaviors can also appear at a molecular level and give rise to complex
functions in cellular processes. In this section I focus on a subcellular biological process
4Figure 1.2: Spiral patterns of Dictyostelium discoideum. Spiral patterns of Dic-
tyostelium discoideum population in a petri dish. Image source: [3]
among Ribonucleic acid (RNA) molecules. As it will later be shown in Chapter 4, this pro-
cess follows stochastic and nonlinear equations which contribute to the stochasticity and
multicellularity of cellular and multicellular systems.
Ribonucleic acid (RNA) is a polymer that consists of a sequence of nucleic acids and
constitutes one of the three types of macromolecules essential for life (i.e. RNA, DNA,
protein). RNAs have different types and functions. The most abundant type of RNA is
messenger RNA (mRNA) which carries the genetic code from DNA in a process called
‘transcription’ and uses this code to build new proteins in a process called ‘translation’.
Production of proteins and hence mRNAs are essential for survival of cells. However mRNAs
are not the only type of RNA present in cells. Cells have evolved other types of RNAs
which do not carry any coding information and are incapable of making new proteins.
These RNAs are called non-coding RNAs and are mainly involved in post-translational
regulations. These non-coding RNAs are short strands of RNA that can bind to mRNA and
5inhibit its translation. In prokaryotes these are called small RNA (sRNA) and in eukayotes
are called MicroRNA. These two different noncoding RNAs serve the same function (i.e.
regulating RNA translation) in two distantly related types of organism and function through
completely different biochemical processes. This lead us to explore the implications of these
observed biochemical differences on gene regulation. Chapter 4 focuses on this question
using stochastic nonlinear Langevin equations.
1.2 Biochemical Networks
A large collection of chemical reactions happening within a cell is referred to as a biochemical
network. Here, the chemicals are the nodes of the network and the reactions are the vertices.
The general assumption in molecular biology is that an elaborate understanding of these
chemical reactions is sufficient to describe the behaviors of biological systems and their
responses to the environment. Over the past decades, as experimental tools have developed
to probe deeper into these networks, we have achieved a more complex picture of these
networks. Figure 1.3 shows an example of such a network in Dictyostelium discoideum.
The elaborate connectivities in these networks reminds one of circuits on an electronic
board. It is interesting to ask how amenable these systems are to mathematical modeling
and whether we would ever be able to understand biology to the same extant as we do
understand engineered circuits. If possible, such models could be extremely useful in guiding
experiments and could help us dig deeper into reasons as to why evolution has engineered
cells the way they are.
1.2.1 Biochemical Networks as Computing Modules
Biochemical networks can be treated as computing modules that measure quantities from
their environment and produce functions by constantly changing the concentration of dif-
ferent molecules. These changes occur through chemical reactions that follow the law of
mass action. Law of mass action describes the changes in concentrations of different chem-
icals involved in a chemical reaction. This law provides one with a set of time-dependent
6Figure 1.3: An Example of a Biochemical Network. Biochemical network of the
cAMP signaling pathway in Dictyostelium discoideum is shown with names corresponding to
proteins and signaling molecules, arrows corresponding to activation and blunt-end arrows
corresponding to inhibition. Links that are hypothetical are shown as dashed lines. Image
source: [2]
nonlinear differential equations corresponding to different chemicals involved in the process.
As an example let us consider an interaction between molecules A and B which results in
the formation of molecule AB. This interaction is schematically shown as:
A + B
k1−−⇀↽−
k2
C
where k1 and k2 are the rate constants for forward and backward interactions respec-
tively. According to the law of mass action, for well-mixed reactions, the rate of interaction
between the molecules is proportional to molecular collision rate. This law emerges due to
the assumption that chemicals are well-mixed and behave similar to ideal gas with multi-
plicative probabilities. As a result the dynamics of each species can be easily written similar
to the following equation:
d[C]
dt
= k1[A][B]− k2[C] (1.1)
where square brackets denote concentration of the species. Addition of further chemical
7interactions simply leads to further equations of similar form. As a result a complicated
biochemical network can be thought of as a large set of nonlinear first order equations. Such
models are very powerful in characterising function of biochemical processes, however a few
complications limits their application. First, a large part of the chemical network and its
parameters are usually unknown. Second, these chemical processes are stochastic (which
is of significant importance when the number of molecules involved are small). Third,
molecules can diffuse within the cell, leading to inhomogenouse concentrations, interaction
time delays and intracellular spatial structures. As a result care must be taken as to the
extent to which deterministic mass action equations are applied to a biological process.
1.3 Nonlinearity in Biology
Since our knowledge of the underlying biochemical network is highly incomplete, it is useful
to instead simplify the problem to phenomenological form. Since the underlying chemical
equations are nonlinear, most phenomenological models that are useful in biology also tend
to be highly nonlinear. One field in biology were this approach has been very successful is in
neuroscience, were a nonlinear model with four variables describes the behavior of neurons
to a very high accuracy [4].
Nonlinear behavior can provide biological system with many other functions, such as
oscillations of ERK molecule involved in cellular proliferation and bistabillity and hysterisis
in cell-cycle transitions of frog eggs [5–7]. Also, saturating functions can provide a robust
mechanism for keeping certain parameter constant and, as it will be shown in chapter 3, they
can be used for tuning of oscillation frequencies. Furthermore many other mechanisms in
biological systems such as feedforward and feedback loops are very important in controling
the behavior of the system and usually tend to function in nonlinear regimes.
Modularity and robustness arise from these functions. It is believed that evolution in
many cases chooses such functions regardless of the detailed chemical reactions involved.
For example it has been suggested that the chemotaxis network in e-coli has been designed
so as to tolerate a large range of perturbations and still detect external signals with high
8precision [8].
1.4 Dynamical Systems
The nonlinear nature of biological systems demands several mathematical tools which ap-
pear under the name ‘dynamical systems’. Dynamical systems theory is a branch of applied
mathematics dedicated to study of the behavior of nonlinear ordinary differential equations
(ODE) using qualitative approaches. The main goal is to find general reasons as to why the
system of equations exhibits certain behavior and how robust it is to changes in different
model parameters.
1.4.1 Phase-portraits
A common approach to study dynamical systems is to use pictorial methods. This is
especially useful for studying systems with one or two variables and is done by plotting the
trajectory of the system as a function of its variables. Such plots are commonly referred to
as phase-portraits (figure 1.4) and may contain system’s trajectory, its velocity fields and
‘nullclines’. Nullclines are solutions derived by independently solving each line of an ODE
at steady state (setting the time derivative to zero). The nullclines of a system are a useful
tool to study its trajectory and give a rough guess of what the system’s velocity field looks
like. The point where the nullclines intersect is where all the time derivatives of the system
are zero and is referred to as a fixed point. If trajectories in a close enough neighborhood of
the fixed point are attracted toward it, it is called a stable fixed point and correponds to one
of the steady-states of the system. Otherwise the fixed point is unstable (or neutral under a
small subset of conditions). The stability of a fixed point can be determined by linearizing
the system near that fixed point and finding the eigenvalues of the Jacobian and provides
useful information about the long-term behavior of the system. Another important concept
in dynamical systems is a ‘limit cycle’. Limit cycles are closed cycles in the phase portrait
where the trajectory of the system (or its time-reversed form) oscillates. The existance
of limit cycles in a system follows certain topological constrainsts. However, unlike fixed
9points there are not any straightforward analytic techniques for finding limit cycles. As a
result a significant branch of dynamical systems has been dedicated to categorizing different
types of limit cycles which appear in diverse natural systems.
Figure 1.4: Phase portrait. Phase portrait of the system x˙ = x + e−y, y˙ = −y. The
nullcline corresponding to x˙ = 0 is shown as a bold curve and the nullcline y˙ = 0 falls
on the x-axis. The fixed point is shown by a white circle. Arrows show the direction of
motion at those points. Each region of the phase portrait (bounded by nullclines) has
unique velocity component signs (i.e. unique general direction). Image source: [9]
The most interesting aspect of phase-portraits is that they are very robust to topological
changes. This means that many different functional forms can give rise to the same class
of behaviors. This feature makes study of dynamical systems very apealing as a tool to
understand complicated systems with many unknown parameters.
1.4.2 Bifurcations
A well-studied feature of dynamical systems corresponds to their behavior in response to
parameter changes. Especially of interest are parameter changes which lead to qualitative
changes in the behavior of the system (e.g. from steady-state to oscillatory). Such changes
are termed ‘bifurcations’; the parameter that is changed is called a bifurcation parameter;
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and the value of bifurcation parameter at which the qualitative change occurs is called a
bifurcation point. The most common type of behavioral change (i.e. bifurcation) is gain
or loss of a fixed point or a change in its stability. Another common type of bifurcation
occurs as a result of appearance or dissappearance of limit cycles in a system. Such changes
are important since they affect the long-term behavior of the system and can correspond
to drastic behaviorial changes such as emergence of bistability, oscillations and hysterisis.
In chapter 2, I will argue that the amoebae Dictyostelium discoideum can be modeled as a
dynamical system close to a bifurcation.
Bifurcations have many different types and it is beyond the scope of this brief introduc-
tion to list all of them here. However there are certain categorizations which facilitate their
understanding. Firstly it is imporant to note that the number of independent parameters
that lead to a bifurcation, can affect its qualitative behavior. This value is called the codi-
mension of that bifurcation. In this thesis, for purposes of simplicity, I will only focus on
codimension 1 bifurcations. This means that there is a single parameter that is changed to
achieve the bifurcation. Higher codimensions usually correspond to more complex models
and are more fine-tuned. Nevertheless they can sometimes occur in biology, as is the case
with some pyramical neurons in rat visual cortex [10]. Second important point about bifur-
cations is that they can occur in systems with different number of variables and this gives
them different properties. For example a bifurcation in one dimension can lead to changes
in the properties of the fixed points of the system, but cannot produce stable oscillations.
To form oscillations at least two variables are required. For more complicated behaviors
such as bursts of oscillations followed by periods of quiescence more than two variables
are required. One easy approach to study complex dynamical systems is to identify the
bifurcation class and choose the simplest system (i.e. smallest dimension and codimension)
that corresponds to it.
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1.4.3 Universality
According to the idea of ‘universality’ statistical systems close to a phase transition behave
according to a few universal classes. It is interesting to find out if this idea can be extended
to other qualitative changes in nature, especially to systems that do not follow statistical
mechanics. Indeed, bifurcations are an example of systems in which the idea of universality
can be applied. It can be shown that for systems with many variables that are close to a
bifurcation point, the variables of the system can be reduced to a few (usually two) relevant
variables and that this simplified model is a good description of the system. In other words
the system can be represented by a low-dimensional model with the same bifurcation class
as the system of interest. Such a dimensional reduction comes at a price. It prevents
one from learning about the details of the system, but is a very powerful tool to study its
qualitative behavior. Furthermore since the number of bifurcation classes is limited, this
automatically means that only a few effective models are needed to model the system. This
turns choosing of an effective model into a tractable problem.
Such an approach has been used in neuroscience to study the spiking of neurons. The
original equations of a neuron’s membrane potential consist of four coupled differential
equations commonly referred to as Hodgkin-Huxley equations. This model has been shown
to represent the time course of action potentials in neurons to a high accuracy. However
due to existence of four variables, nonlinearities and many parameters, the equations are
intractable. Instead an alternative approach to understand these equations is to study
them near bifurcation points in different parameter regimes. Indeed since many neurons
seem to be close to a bifucation point, it is possible to map most neuron types to a specific
bifurcation class and a corresponding two-dimensional model [10].
1.5 Stochasticity and Noise in Biology
The world of molecular interactions is governed by the laws of statistical mechanics and
probability theory. The behavior of large number of molecules colliding with non-ideal
boundary conditions tends to be chaotic and effectively random. As a result any under-
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standing of chemical reactions is inevitably linked to stochastic processes. Such a component
is missing from the mass action kinetics introduced in section 1.2.1, but tends to play an
important role in certain biological processes.
There are many examples of biological processes which can be described only through
stochasticity. A common case is when the number of molecules are small. This is a common
situation with coding molecules such as DNA and RNA, which have limited number of
copies within the cell. For example part of the genetic material in bacteria is stored on
circular DNA molecules named ‘plasmids’. Each bacterium contains a limited number of
plasmids which are usually not strongly localized and can diffuse within the cell. As a
result, through cell division the bacterium may stochastically lose its plasmid along many
genes that may be important for its survival. Another common situation in which molecular
noise is of importance is in systems in which there is a threshold involved. Noise can act as
a trigger for crossing the threshold and result in a different behavior or possibly a different
fate of the system. For example, under stress, the bacterium Bacillus subtillis chooses two
completely different fates which are believed to happen at random [11]. The cell will either
convert into a spore or will go into a phase which can consume free DNA and incorporate
it into its own genome. It has been suggested that this cell fate decision occurs through a
stochastic switch, meaning that the system contains a bistable switch that can be activated
stochastically leading to one fate or the other [12]. As will be discussed in chapters 2 and 3
the cellular signaling of amoebae Dictyostelium discodeum also occurs through a stochastic
process which leads to synchronization and collective behavior.
It is important to notice that in practice our models of biology are always simplified
and phenomenological, and as a result the source of noise in many cases is not clear. In
such cases the common approach is to include the simplest form of noise that is sufficient
to describe the phenomenon. For example additive Gaussian white noise can be used as a
first step in study of effects of noise on system behavior.
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1.5.1 Effect of Noise on Dynamical Systems
Since biological systems are noisy dynamical systems, understanding how noise affects the
behavior of dynamical systems is of interest. This probelm tends to be extremely elusive
and not amenable to analytical solutions, mainly because definitions that are proposed for
deterministic dynamical systems become fuzzy once noise is introduced into the system.
For example a bifurcation in dynamical systems is a sharp transition from one state (e.g.
stable fixed point) to another state (e.g oscillation), however once noise is introduced into
the system this transition loses its sharpness and becomes smooth, meaning that there
will be a nonzero chance for the system to be in either qualitative phase, regardless of its
parameters. As a result a bifurcation point in a noisy system is somewhat meaningless. On
the other hand when the system is far from the deterministic bifurcation point it becomes
very unlikely to stochastically change its qualitative behavior. As a result thinking about
bifurcations can still be very useful in describing system behavior.
Although noise usually seems detrimental to function of a system, there are well-studied
phenomena in dynamical systems where it can enhance the function of the system. ‘Stochas-
tic resonance’ and ‘coherence resonance’ are two such examples which have been observed
in biological neurons. Stochastic resonance is the process in which detection of a week input
signal to a nonlinear system is enhanced by addition of noise. Coherence resonance occurs
in oscillating systems and corresponds to a phenomenon in which a small amount of noise
increases the coherence of oscillations (i.e. decreases inter-spike interval variation). In this
thesis we will show that noise can also be the driving force in cellular communication among
amoebae Dictyostelium discoideum.
1.5.2 Stochastic Chemical Equations
Chemical reactions follow the laws of statistical mechanics and are stochastic. It is usually
possible to extend the mass-action kinetics decribed in chapter 1.2.1 to include this stochas-
ticity. This is done by treating different possible molecular compositions in a reaction as
states of a Markov chain and describing their transition rates using rate equations from
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mass-action kinetics. The reaction A + B
k1−−⇀↽−
k2
C from chapter 1.2.1 can be described using
this approach. The state space of the system can be fully decribed by particle numbers of
species A, B and C which we will call nA, nB and nC . Then the master equation describing
the dynamics of probability distribution of the system, P (nA, nB, nC) becomes:
dP (nA, nB, nC)
dt
= k1(nA + 1)(nB + 1)P (nA + 1, nB + 1, nC − 1) (1.2)
+k2(nC + 1)P (nA − 1, nB − 1, nC + 1)
− (k1nAnB + k2nC)P (nA, nB, nC)
Here the first term on the right hand side corresponds to forward interaction and the
second term corresponds to backward interaction. The last term is the rate at which the
current state is lost due to either interaction.
There are many techniques to solve such equations exactly, however as is evident from
equation (1.2), the math can become complicated too quickly if more species and inter-
actions are included. Alternative approximate approaches exist to simplify the problem.
The main assumption in these approaches are approximation of the process as a Langevin
equation with Gaussian white noise. The equations can then be solved using linearization
techniques if it is assumed that noise is a small perturbation. Such an approach is com-
monly referred to as linear noise approximation or the van Kampen Ω expansion [13], and
will be used in chapter 4 to study RNA interactions.
An alternative to approximate analytic methods for finding the solution of these master
equations are exact numerical methods such as the Gillespie algorithm. This Monte Carlo
technique chooses a chemical reaction at random and proposes a probability distribution
for the timing of its occurance. It then updates time by sampling from this distribution
and updates particle numbers according to the chosen reaction. I will use this technique in
chapter 4 to simulate the chemical reactions among different types of RNAs.
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1.6 Collective Behavior Gives Rise to Further Nonlinearities and Noise
Beside what has been addressed so far, stochasticity and nonlinearity can also emerge as a
result of interactions among biological organism or processes. These emergent phenomena
affect the behavior of the population in non-trivial ways. As a result study of collective
behavior and its mathematical consequences seems relevant to our study of stochasticity and
nonlinearity in biology. This is of special importance in study of multicellular behavior in
Dictyostelium discoideum (chapters 2,3) and ceRNA hypothesis (chapter 4), both of which
involve interactions among highly similar biological entities.
Biology is full of examples of collective behavior that allows organisms to achieve a
common goal. This would be impossible, if individuals were acting on their own. In many
cases this corresponds to the difference between life and death for a cell or an animal. A
famous example is schooling of fish which protects them from large predators and improves
their foraging abilities [14]. It involves constant communication between individuals in the
group to stay close together and make a collective decision about the direction of motion
of the school.
Beside clear benefits of collective behavior for multicellular organisms, many examples of
it can also be found in unicellular organisms. This indeed has been suggested as one possible
mechanism for evolution of multicellularity. One such behavior can be found in bacteria and
is termed quorum sensing. Quorum sensing is the ability of bacteria to control their gene
expression based on local cell density. Cells do this by secreting a ‘quorum sensing’ chemical.
As cell density increases the concentration of this chemical also increases. Measuring the
concentration of quorum sensing chemical, cells can determine how cell density in their
environment changes and react to it [15].
Another closely related example of collective behavior is biofilm formation. Biofilms are
a collection of many cells, possibly of different species, that stick together on a surface and
are usually protected by a matrix of extracellular polymeric substance (EPS) [16, 17]. This
substance serves as both a protective shield and also is believed to contain channels through
16
which nutrients and water can flow. This complex structure allows bacteria to successfully
avoid antibiotics. For example in some cases biofilm formation allows bacteria to survive in
antibiotic dosages 100 times greater than what they could tolerate individually [16, 17].
Similar collective behavior has been observed in higher microorganisms. For example
individual cells of the budding yeast Saccharomyces cerevisiae stick together and form
colonies that are efficient in distributing food and are better at surviving under harsh
conditions [18, 19]. To show the evolutionary benefit of clustering, Ratcliff, et al. [20],
recently, devised an experiment in which they submerged Saccharomyces cerevisiae cells into
liquid medium and collected them at the bottom of the container. This allowed them to use
gravity to select for larger colonies. Surprisingly they observed that not only cells tend to
form aggregates to achieve higher mass and sink faster collectively but they evolved a higher
death rate to facillitate breaking apart of extremely large aggregates into medium-sized
colonies [21, 22]. This counter-intuitive behavior in which some cells sacrifice themselves for
the benefit of the whole population, is an example of how collective behavior can take on
extremely complex forms.
Another example of collective behavior can be observed in amoebae Dictyosteliun dis-
codeum as mentioned in section 1.1.1. These organisms normally live as single cells, however
upon starvation enter a complex multicellular life-cycle that allows them to find food col-
lectively. The cellular communication of this organism will be studied in detail in chapters
2 and 3.
1.6.1 Pattern Formation as a Form of Collective Nonlinear Phenomenon
Pattern formation is the formation of visible orderly spatial structure that appear in many
natural systems [23]. Patterns are generally a result of interactions in spatially extended
systems and are often observed in biological systems that exhibit collective behavior. An
example of a system with pattern formation is Dictyostelium doscoideum (see section 1.1.1).
This organism is capable of producing the chemical cyclic AMP (cAMP) that diffuses in
space in spiral waves (figure 1.2). These spirals originate from a single point in space and
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rotate around.
Another fascinating example of pattern formation occurs in morphogenesis of verte-
brates. Morphogenesis is the process through which a multicellular organism achieves its
spatial structure. This process was first mathematized by Alan Turing [24]. Turing sug-
gested that formation of vertebrae is an example of pattern formation and is mediated by
diffusion of certain molecules termed ‘morphogens’. During early stages of development,
passage of an oscillatory wave of morphogen concentration along the body of the animal
leads to periodic differentiation of cells into vertebrae. Although the current models for
morphogenesis are much more sophisticated than Turing patterns, it is widely believed that
pattern formation is crucial in development of higher organisms.
Furthermore, microorganisms such as yeast and bacteria can form colonies on different
surfaces which usually tend to have complex branch-like structures that resemble diffusion
limited aggregation patterns. In the next section a few mathematical examples will be
provided.
1.6.2 Mathematical Models of Pattern Formation
The idea of pattern formation goes beyond the realm of biology and has been applied
to many natural systems such as chemical reactions, phase separation in liquids, crystal
growth, heat transfer in liquids, and many other systems. As a result a vast number of
models exist from natural systems that can be applied in biological context [23, 25].
A very common setup that leads to pattern-formation occurs through reaction-diffusion
equations. These are PDEs of one or multiple variables which involve functions correspond-
ing to reactions between the species (variables) and diffusion terms. One of the simplest
of such models was proposed by Alan Turing [24] in the context of morphogenesis. Turing
suggested that diffusion can act as a perturbation which can destabilize a normally stable
system. This loss of stability leads to emergence of periodic patterns that correspond to
the unstable modes of the diffusive system. This simple idea can be shown mathematically
using reaction-diffusion equations of the following form [26]:
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∂A
∂t
= DA∇2A+ F (A,B) (1.3)
∂B
∂t
= DB∇2B +G(A,B)
where A and B are the concentrations of two morphogens which interact through func-
tions F (A,B) and G(A,B) and diffuse with diffusion constants DA and DB. According to
Turing if these equations are set up such that, without diffusion terms, the system converges
to a stable solution, then in certain parameter regimes, introduction of the diffusion terms
may destabilize the system at certain spatial frequencies leading to periodic patterns with
spatial frequencies of similar order [24].
 
 
Figure 1.5: Turing patterns as an example of pattern formation. An example
of a Turing pattern produced by numerically solving equation (1.4) with random initial
conditions. The image shows variable A over the 2D space. Parameters are DA = 70, DB =
875 and F (A,B) = 0.49A− 0.5B −A3, G(A,B) = 0.5A− 0.5B
A slightly more complex example of reaction-diffusion systems appears in colony ex-
pansion of microorganisms. Different types of microorganisms tend to form macroscopic
actively reproducing colonies which expand from a single innoculation point into visually
exquisite and complicated patterns. A common approach in modeling such systems is to
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treat cells as a continuus medium and model their movement as the diffusion of this medium
through a nonlinear diffusion constant. The following is an example of such a model [27]:
∂σ
∂t
= ∇. (D(σ)∇σ) +G(σ,C) (1.4)
∂C
∂t
= ∇2C −G(σ,C)
where σ is the cell density and C is nutrient concentration. It is assumed that cells
can diffuse through an arbitrary nonlinear diffusion constant, D(σ), which is dependent on
cell density, and G(σ,C) is the rate of growth of cells and consumption of nutrients. The
coupling of cell density and nutrient fields results in a complex behavior, where nutrient
consumption can hinder growth and vice-versa. This in turn leads to complex patterns
which have been observed in bacterial colonies [27].
A completely different class of patterns occur in reaction-diffusion models of excitable
systems. In such systems changes in the system’s input can lead to large responses in the
output. Such systems can produce spiral patterns in respose to diffusion. A common exam-
ple of a system that exhibits this behavior is the oscillatory chemical reactions referred to as
Belousov-Zhabotinskii (BZ) reaction [28]. Similar to reaction-diffusion equations proposed
by Turing, in this case the system is also initially stable. However inclusion of diffusion
does not destabilize the system. Instead the system remains stable but for proper initial
conditions, the medium gets excited and the wave of excitation progresses in a rotating
manner leading to formation of spiral patterns. A common set of equations which produce
spiral pattern are as follows [26]:
∂A
∂t
= ∇2A+ f(A)−R (1.5)
∂R
∂t
= A− γR
where A and R are system variables,  and γ are constants and f(A) is a cubic function.
These equations in one dimension can lead to a moving front. In two dimensions these
fronts not only spread radially but also rotate, leading to formation of spiral patterns.
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Overal, complex patterns can emerge from nonlinear reaction-diffusion equations. Since
nonlinearity and diffusion are ubiquitous in biology, it is not surprising that many complex
patterns emerge in biological systems. It is however important to not assume that similar
patterns originate from similar mechanisms. Indeed, completely different mechanisms may
give rise to similar spatial patterns. As a result it is important to approach problems
of pattern formation not blindly, but rather use existing knowledge of their underlying
mechanism.
1.7 Structure of Thesis
This thesis is organized in 3 main chapters each studying an aspect of a biological process
using the ideas from stochastic nonlinear systems. The following is a summary of each
chapter:
In chapter 2 the emergence of collective oscillation of the signaling molecule cAMP in
populations of the social amoebae Dictyostelium discoideum will be studied using a mod-
eling approach that is based on ‘universality’. The model is based on experimental data
produced by Gregor’s Lab at Princeton University, and was developed through several
cycles of model prediction and experimental testing. In this chapter, I show that a sim-
ple two-dimensional dynamical system can reproduce signaling dynamics of single cells of
Dictyostelium discoideum, and successfully predict novel population-level behaviors. A cen-
tral finding of this approach is that Dictyostelium exploit stochasticity within biochemical
networks to control population level behaviors. These results suggest that, like physical
systems, collective behaviors in biology may be universal and well described using simple
mathematical models.
In chapter 3, I will study the multicellular model proposed in chapter 2 in greater
detail. I present a family of multiscale models for the emergence of spiral waves in the
social amoeba Dictyostelium discoideum. I model the Dictyostelium signaling network as
an excitable system coupled to various pre-processing modules. I use this family of models
to study spatially unstructured populations by constructing phase diagrams that relate
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the properties of population-level oscillations to parameters in the underlying biochemical
network. I then extend our models to include spatial structure and show how they naturally
give rise to spiral waves. These models exhibit a wide range of novel phenomena including
a density dependent frequency change, bistability, and dynamic death due to slow cAMP
dynamics. This modeling approach provides a powerful tool for bridging scales in modeling
of Dictyostelium populations.
In chapter 4 I use a quantitative model to study gene regulation by inhibitory microR-
NAs and compare it to gene regulation by prokaryotic small non-coding RNAs (sRNAs).
This model uses a combination of analytic techniques as well as computational simula-
tions to calculate the mean-expression and noise profiles of genes regulated by both mi-
croRNAs and sRNAs. I will show that despite very different molecular machinery and
modes of action (catalytic vs stoichiometric), the mean expression levels and noise profiles
of microRNA-regulated genes are almost identical to genes regulated by prokaryotic sRNAs.
This behavior is extremely robust and persists across a wide range of biologically relevant
parameters. Then, I will extend this model to study crosstalk between multiple mRNAs
that are regulated by a single microRNA and show that noise is a sensitive measure of
microRNA-mediated interaction between mRNAs. I will conclude by discussing possible
experimental strategies for uncovering the microRNA-mRNA interactions and testing the
competing endogenous RNA (ceRNA) hypothesis.
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2 Social Amoebae: Toward Building a Predictive Model
2.1 Introduction
Collective behaviors are a common feature of many biological systems and are present in
systems ranging from flocking birds, to organ generation, to swarming bacterial colonies. In
cellular populations, these population-level behaviors are controlled by complex biochemical
networks that reside within individual cells and are often coordinated through cell-cell com-
munication. For example, bacteria commonly secrete and sense quorum-sensing molecules to
synchronize the gene expression of the cellular populations and form aggregate biofilms [15].
Synthetic biologists have also exploited quorum-sensing to build synthetic circuits that can
give rise to population-level oscillations [29]. In eukaryotic development, autocrine and
paracrine signaling is often essential for ensuring proper cell fate decisions [30].
One of the most striking examples of these behaviors is the transition from an inde-
pendent, single-celled state to a multicellular aggregate in the eukaryotic social amoebae
Dictyostelium discoideum. The population-level phenemona such as collective oscillations
in social amoeba populations are controlled by a complex biochemical network within the
individual cells and coordinated through cell-cell communication via the second messenger
molecules cyclic AMP (cAMP). Individual cells begin to produce cAMP within the first
few hours of starvation, leaking some of it to the extracellular environment. Simultaneously
cells initiate a genetic program to express the components of the cAMP signal propagation
circuit. After a few hours, individual cells detect the external cAMP and produce additional
cAMP. This additional cAMP is released into the environment and stimulates other cells
to p[roduce more cAMP. This basic relay mechanism is believed to be responsible for the
emergence of population-level cAMP oscillations [31].
Despite our extensive knowledge of the components of this Dictyostelium signaling path-
way, there is no consensus on how this pathway gives rise to synchronized oscillations of
cAMP in cellular populations [32, 33]. It is likely that there are still additional proteins
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or small molecules that may play a role in the signaling pathway. Even more importantly,
the dynamics within the signaling circuit are poorly understood and these dynamics change
with time as proteins are upgregulated and downregulated with starvation time and other
environmental factors. As a result, understanding the origins of collective behaviors even in
a well-studied model organism such as Dictyostelium through a detailed, bottom-up mod-
eling is extremely difficult. These challenges are made more pronounced by the need to
bridge multiple time and population scales. For example, the extensive experimental and
theoretical work on the chemotaxis network in Dictyostelium focuses on time scales of 30-60
seconds whereas the period of population level oscillations are typically an order of magni-
tude larger (4-8 minutes) [34, 35]. For this reason, it is unclear how to relate the chemotaxis
biochemical networks to the signaling networks that give rise to population level oscilla-
tions, even though these networks likely have shared components and interactions. These
chemotaxis models are largely distinct from the models for population level oscillations in
Dictyostelium [32, 33, 36].
Here, we present a general modeling approach for overcoming these challenges based on
universality. Our method is complementary to other approaches that exploit high through-
put computational and experimental methods [37–40]. The concept of universality has been
instrumental in expanding our understanding of collective behaviors in physical systems [41].
A central philosophical tenet of universality is that collective behaviors often do not depend
on all the details of the system being studied and can be well understood by using simple
models. The earliest example of this is the work of van der Waals who showed that all
liquid-gas phase transitions could be understood using his now famous model. Since that
time, scaling and universality have played a central role in our understanding of collective
behaviors ranging from magnetism to superconductivity and flocking. Universality also
plays an important role in the modern theory of dynamical systems. Dynamical systems
often exhibit qualitative changes in dynamics as a function of the external parameters that
characterize the dynamics, such as a transition to oscillations and the creation or destruc-
tion of a steady-state. These qualitative changes in dynamics are termed ‘bifurcations’ and
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the parameter value at which they occur is termed bifurcation point. A powerful theoreti-
cal result from modern dynamical systems theory is that systems near a bifurcation point
exhibit universality: due to topological constraints, there are only a few qualitatively differ-
ent behaviors that are possible and that these can be described by simple low-dimensional
models [9, 10]. This is true regardless of the complexity of system being modeled.
Many biological systems also undergo bifurcations in their behavior and are amenable
to mathematical modeling universality-based approach. For example, both isolated Dic-
tyostelium cells as well as cellular populations undergo a bifurcation to oscillations as a
function of external cAMP levels. Here, we exploit universality to build a simple, predic-
tive, mathematical model of the Dictyostelium signaling circuit that reproduces the behavior
of single cell as well as cellular populations. This “top-down” modeling approach does not
require detailed knowledge of the signaling circuit and is ideally suited for complex regu-
latory networks where kinetic or topological information is limited. Using this approach,
we show that a universal model can successfully describe both single cell and multicellular
dynamics in collective biological systems.
2.2 Results
2.2.1 Dictyostelium signaling occurs near a bifurcation point
Dynamical systems close to a bifurcation can exhibit only a few universal, qualitative
behaviors, often termed bifurcation classes. Furthermore, this universality implies that
close to a bifurcation even complicated dynamical systems with many degrees of freedom
can be described by a simple, low-dimensional model (often described using the “Normal
Form”) [9, 10]. To exploit this, we make use of the experimental observation that the
Dictyostelium signaling network exhibits a qualitative change in its dynamical behavior in
response to increasing concentration of extracellular cAMP (Figure 2.1A-B). When single
cells sense a low level of external cAMP (i.e. 1nM), the intracellular cAMP levels initially
spike, but then return to a single steady-state (Figure 2.1A). However, when the extracel-
lular cAMP levels are increased beyond a critical threshold (e.g. 10 µM), the intracellular
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cAMP levels oscillate in time (Figure 2.1B). In the language of dynamical systems, this
qualitative change in the dynamical behavior of the network is termed a bifurcation and
the extracellular cAMP concentration plays the role of a bifurcation parameter [9, 10].
A mathematical model of the Dictyostelium signaling network must be able to reproduce
several key experimental observations. First, in response to small steps of extracellular
cAMP (below the critical value necessary for oscillations), the signaling network produces
a spike of intracellular cAMP before settling down to a steady-state (Figure 2.1A). Second,
the signaling network is poised near a bifurcation to oscillation with the extracellular cAMP
as the bifurcation parameter. Third, there are small, noisy sub-threshold fluctuations in
the baseline internal cAMP levels even in the absence of extracellular cAMP. Finally, only
extracellular cAMP needs to be varied for the bifurcation to occur. This last observation
means that the signaling network is well described by a co-dimension one bifurcation (i.e.
only one parameter needs to be varied for the bifurcation to occur), which involves the
simplest class of bifurcations that are consistent with oscillations [10]. Together, these
observations suggest that the Dictyostelium signaling network can be well described by a
noisy, two-dimensional excitable system [10].
The simplest two-dimensional excitable model that satisfies the conditions outlined
above is the FitzHugh Nagumo (FHN) model [42]. The FHN model falls into the Hopf
bifurcation class and has been studied extensively in neuroscience and the theory of dynam-
ical systems. The model has two dynamical variables: an “ activator”, A, which activates
itself through an auto-regulatory positive feedback and a “repressor”, R, that is activated
by A and in turn, inhibits A through a slower negative feedback loop.
Mathematically, the noisy FHN is described by the stochastic Langevin equations
dA
dt
= f(A)−R+ I([cAMP ]ex) + η(t) (2.1)
dR
dt
= (A− γR) + c0 (2.2)
where
f(A) = A− A
3
3
(2.3)
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is a non-linear function that mimics the effect of a positive feedback loop and constitutive
activator degradation,  controls the difference in activator and repressor dynamics time-
scales, γ is the repressor degradation rate, and c0 sets the steady-state repressor value in
the absence of external cAMP. The input function I([cAMP ]ex) depends on the extracel-
luar cAMP concentration, [cAMP ]ex, and reflects any ’pre-processing’ modules that may
exist upstream of the excitable circuit. Experimentally, we find that the upstream circuit
senses fold-changes in cAMP and thus is well modeled by I(x) = a log
(
1 + xKd
)
with Kd
correponding to the threshold for response to cAMP and a determining the magnitude of
response. We have also included a Langevin noise term, η(t) that satisfies the relation
〈η(t)η(t′) = σ2δ(t− t′) (2.4)
where σ2 is a measure of the strength of the noise. Finally, we note that due to universality
our qualitative predictions do not depend strongly on the choice of parameters or the form
of the non-linearity [9].
To relate this model to experiments, we assume that the activator concentration A is
a good proxy for the experimentally-observed intracellular cAMP levels. Figures 2.1C and
D show the phase portraits for a FHN model for externally applied cAMP stimuli below
(2.1C) and above (2.1D) the threshold for oscillations. The dynamical trajectory of the
system is shown in black. We have also plotted three ’nullclines’, which are the set of
points where dAdt = 0 or
dR
dt = 0. The S-shaped line (light green) in both plots shows the
activator nullcline in the absence of external cAMP. After the stimulus, the increased levels
of extracellular cAMP move this nullcline up in the phase portrait (dark green line). A fixed
point for the dynamics occurs where the S-shaped activator nullcline intersects the repressor
nullcline (red line). In the low cAMP phase portrait (Figure 2.1C), the final fixed point is
stable and describes the long-time behavior of the system. In contrast, in the high cAMP
phase portrait (Figure 2.1D), the fixed point is unstable and the trajectories converge to
the limit-cycle attractor for oscillations.
One of the most interesting behaviors of the FHN model is that in response to steps
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of external cAMP below the threshold for oscillations (Figure 2.1C), the trajectory makes
a long excursion through phase-space resulting in a spike of the activator. In our model
the activator is a proxy for internal cAMP, so this excursion produces a transient spike
in the “internal cAMP” levels analogous to those seen in experiments (compare Figure
2.1A and E). Such spikes have also been observed previously [43] where it was interpreted
as “adaptation” of the adenylate cyclase A (ACA) which is responsible for production of
intracellular cAMP in response to change in extracellular cAMP levels. In contrast, our
model indicates that these spikes result from the underlying excitability of the Dictyostelim
signaling circuit. In the neuroscience literature, these transient spikes to sub-oscillation
threshold steps in input are often termed “accommodation spikes” [10] and we shall adopt
this terminology here as well.
2.2.2 Experiments agree with the excitability hypothesis
To test our model, we have performed a series of quantitative experiments on single cells.
Our experiments incorporate several advances over previous studies of cytosolic cAMP
dynamics in Dictyostelium. Experimentally, cytosolic cAMP is monitored in real time using
a FRET-based sensor, EYFP-epac1camps-ECFP, where the ratio between EYFP and EGFP
determines the cAMP concentration. However the EYFP fluorophore photobleaches at a
faster rate during imaging studies than ECFP. This means that while changes in cytosolic
cAMP still produce a measurable effect throughout a single experiment, they cannot be
quantitatively compared to other time points in the same experiment or to other experiments
without correcting for this effect. We use the recently developed EfDA/γ-based FRET
method to make this correction and quantify changes in cytosolic cAMP levels (see Appendix
A for details) [44]. In addition to updating our cAMP monitoring technique, we also have
moved to using microfluidic devices instead of open chambers for cell perfusion. Open
dish perfusion chambers cannot deliver a precisely uniform stimulus or any stimulus shape
other than a step due to the turbulent flow conditions. The laminar flow conditions inside
microfluidic devices can deliver precise stimuli and when mixing is incorporated into the
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device, temporally complex stimuli can be delivered as well. We find our results using
microfluidic chips to be less variable and initial responses to step stimuli to be higher,
indicating that turbulent mixing in dishes likely delivers a heterogeneous stimulus rather
than the homogenous step in external cAMP levels to cells delivered in a laminar flow
microfluidic device.
To probe the predictive power of our model and confirm that the full cAMP signaling
network is best described with a feedback-based model, we performed a series of experi-
mental tests. We concentrate on universal qualitative predictions of our dynamical model
that do not depend on the detailed choice of parameters. Our model predictions for the
activator A are well matched to our experimental data as a function of time for single cell
cytosolic cAMP responses to externally applied cAMP stimuli of 1 nM, 100 nM, and 10 µM
(Figure 2.2A). Notice that the model reproduces the initial accommodation spikes for all
values followed by oscillations for the 10µM stimulus. However note that this simple model
does not reproduce the rapidly dampening oscillations as seen for the 100 nM stimulus
near the bifurcation to oscillation. In our model, close to the bifurcation cells are much
more likely to fire spontaneously due to noise. This discrepancy between our simple model
and experiment is likely due to the fact that our simple phenomenological models does not
incorporate the genetic regulation of the extracellular phosphodiesterases(PDE’s) [45] in
response to intermediate values of cAMP.
Further exploring the features of the accommodation spikes and oscillations in more
detail provides further confirmation that our model qualitatively represents internal cAMP
dynamics over short and long timescales. Accommodation spikes over a wide range of
concentrations have a similar rate of increase to their peak and it is in their decay time
back to baseline that they differ in their average overall widths (Figure 2.2B). These widths
constantly increase as extracellular cAMP concentration increases, but the period of the
ensuing oscillations at higher concentrations decreases as extracellular cAMP concentration
increases (Figure 2.2C, D). This increase in accommodation spike widths and decrease in
oscillation period are both predicted by our model. We note this scaling of accommodation
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spike widths is inconsistent with the dynamics of adaptation by an incoherent feedforward
network [46], giving further evidence that the observed dynamics result from an underlying
negative-feedback architecture. This suggests that the molecular mechanism underlying
the initial accommodation spike response is also responsible for the subsequent oscillatory
behavior. Furthermore the theory predicts that the period of oscillations decreases as
extracellular cAMP is increased. This behavior is due to the form of the nullclines and
the stochastic nature of equations. Basically stochasticity causes the cells that are below
their bifurcation to randomly receive large inputs causing them to stochastically spike. This
spiking becomes more frequent as the external cAMP levels are increased and the system
gets closer to its bifurcation point. This increase in frequency has been observed in our
experiments (Figure 2.2E).
2.2.3 Single cells responds differently to pulses and ramps
One of the most interesting predictions of our model is that internal cAMP responses depend
on the rate of externally applied cAMP levels. In particular, our model predicts that the
signal propagation circuit will respond with an accommodation spike in response to a sub-
oscillation threshold step of external cAMP (e.g. 1 nM), but will show no response for an
externally applied ramp to same external cAMP level (Figure 2.3A). The underlying reason
for this difference in responses to a step vs. a ramp is best understood through phase
portraits (Figure 2.3A,C). For a sufficiently slow ramp, the dynamics of the system can
adiabatically follow the stable fixed point as it moves through phase space. In contrast, for
fast changes in external cAMP levels, the dynamics are no longer adiabatic and the large
sudden change in position of the stable fixed point elicits an accommodation spike. Our
experimental results are in agreement with this model prediction (Figure 2.3A). Similar
behavior was observed recently in the stress-response of the Bacillus subtilis [47].
Similarly, we considered how the circuit would respond to a sub-oscillation threshold
step followed by a large exponential ramp of externally applied cAMP to a super-oscillation
threshold level (e.g. 300 nM). Our model predicts that once the external cAMP levels are
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increased adiabatically beyond a critical threshold value (near bifurcation), the system will
start oscillating (Figure 2.3B,D). Once again, our experimental results are in full agreement
with the model prediction (Figure 2.3B).
2.2.4 Entrainment to oscillatory external signals
As a final test of our single-cell model, we probed the entrainment capabilities of our ex-
perimental system. Excitable systems respond to small changes in inputs but also have a
large refractory period where they become insensitive to further stimulation. This interplay
between the ability to respond to pulses, immediately followed by a refractory period, can
be probed by subjecting cells to waveforms with different amplitudes and periods. Exper-
imentally, single cells can easily be entrained to short (1 minute) pulses of external cAMP
with a long (5 minute) rest period between each pulse. However, when the pulse width is
increased to 5 minutes with only a minute of rest between, poor entrainment results (Figure
2.4A). Similarly, our model produces a well-entrained response to a variety of pulse widths,
but only after a sufficient refractory period has passed (Figure 2.4B). We quantified single
cell responses to a range of pulse widths and pulse periods, measuring entrainment quality
as the mean correlation between the first period response and subsequent period responses
(Figure 2.4C). As pulse widths approach the full length of the period, there is insufficient
rest time for the system to relax to its previous steady state and thus poor entrainment
results.
Entrainment is a natural experimental test of the Dictyostelium signaling network. Dur-
ing the aggregation stage of development, individual cells detect waves of external cAMP
similar to the pulses in our entrainment experiments. Our experiments indicate that a pulse
of 3-4 minutes must be followed by a 2-3 minute refractory period for entrainment. These
observations are consistent with estimates of the cAMP wave widths and periods found in
aggregating populations [48]. Furthermore, as shown in (Figure 2.2B), the 3-4 minutes pulse
width seen in aggregating populations can naturally arise from single-cell accommodation
spikes in response to wide range of external cAMP inputs. Together, these results suggest
31
that the excitablity of individual cells places strong limitations on the dynamics of collective
oscillation in Dictyostelium populations.
2.2.5 Multicellular model
The model proposed here is able to predict and reproduce a wide range of single cell behav-
iors. To extend the model to cellular populations, it is necessary to explicitly include the
dynamics of the extracellular cAMP. We employ a simple mean-field approach that neglects
space and assumes cells are well mixed. In our model, cells release cAMP at a constant
rate α0 and extracellular cAMP is degraded at a rate J . In addition, when a cell spike, it
releases cAMP into the environment at a rate controlled by the parameter D. Finally, an
experimentalist can flow additional cAMP into the systems at a rate αf . This behavior is
captured by the system of Langevin equations of the form
dAi
dt
= f(Ai)−Ri + I ([cAMP ]ex) + ηi(t) (2.5)
dRi
dt
= (Ai − γRi) + c0
d[cAMP ]ex
dt
= αf + ρα0 + ρD
1
N
N∑
i=1
Θ(Ai)− J [cAMP ]ex,
where i = 1 . . . N is an index that labels individual cells in the population and ηi(t)
is cell-dependent Gaussian white noise with 〈ηi(t)ηj(t′) = σ2δijδ(t − t′), and ρ is the cell
density by volume. The first two equations are identical to that of isolated cells (Eq. 2.2).
In the third equation, we model the spike-driven excretion of cAMP into the medium by
the sum, ρD 1N
N∑
i=1
Θ(Ai) with Θ(Ai) the Heaviside function which is equal to 1 if Ai > 0
and 0 otherwise. Finally, we note that in our experimental set-up, the degradation rate J
can be modulated by changing the flow rate into the microfluidic devices (see Appendix A).
Our model reproduces the collective firing phase diagram for a wide range of envi-
ronmental conditions from Gregor, et al. [31], indicating that our mean-field approach is
sufficient to describe population-level collective firing rates (Figure 2.5A-B). Plotting this
firing rate in terms of ρ/J results in a data collapse, as shown by Gregor, et al. [31]. We
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find good agreement between the model-predicted firing rate dependence on ρ/J (Figure
2.5C) and previously published data (replotted in Figure 2.5D).
When flow rate J is fast compared to single cell frequency the external cAMP con-
centration quickly reaches a quasi-steady-state. In this case, it is conceptually helpful to
think of the extracellular cAMP as originating through two distinct processes : the ”Firing-
induced cAMP”, ρDJ , which measures the cAMP released by cells when they spike, and the
”background cAMP”,
αf+ραi
J , which is the cAMP present even when cells do not spike.
We computed single cell and population spikings rates as a function of these two quantities
(Figure 2.6A,B). The former is a measure of how often an individual cell in the population
fires whereas the latter is a measure of coherent population-levels spikes. These phase di-
agrams provide a succinct way to summarize the behavior of the system. For example, all
the data points for various choices of ρ and J (except very small J) in figure 2.5A,C fall on
the the dashed line in figure 2.6B.
At very small values of J the behavior of the system becomes more complex and the
simple universal behaviors present at large J disappear. In this limit the dynamics of
external medium becomes so slow that it cannot track the single cell dynamics. As a result
cells will lose their frame of reference and desynchronize. A similar phenomenon has been
termed “dynamic death” for oscillators coupled to an external medium [49, 50]. Since the
need to communicate for the cells requires them to avoid dynamic death, we postulate that
extracellular phosphodiesterases (PDE’s) may have evolved for this purpose.
2.2.6 Phase diagrams and their experimental predictions
The analysis above shows that our model can correctly reproduce experimental observations
across a wide range of natural conditions. To further test our population-level model, we
performed a series of experiments in non-naturalistic conditions where cellular populations
are subject to time-dependent flows of external cAMP. This allowed us to uncover new
phenomena, validate our model’s description of how cAMP levels induce spiking, and probe
our model’s predictive power. To understand how the dynamics of cellular populations
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change in response to the addition of cAMP into the medium, it is useful to return to
the phase diagram in Figure 2.6A and B. Notice that the addition of cAMP increases the
parameter αf and hence moves the system horizontally in the phase diagram. This should
be contrasted to changing the cell density or external flow rate which move the system
diagonally through the phase diagram.
Due to our inability to directly measure extracellular cAMP concentrations, a priori
it is unclear where natural populations are located in the phase diagram. However, the
data in Figure 2.5 suggest that natural Dictyostelim populations likely reside in knees of
Figure 2.6 A and B labeled by I. This suggests that flowing in a small amount of additional
extracellular cAMP to these populations will lead to slowing down of the oscillations (Point
II in the phase diagram) and further increase in the amount of extracellular cAMP will
result in a loss of oscillation both at the level of single cells as well as cellular populations
(Point III). This is in stark contrast to single cells where flowing in additional cAMP always
increases the firing rate. The model also suggests that adding even more external cAMP to
the system (Point IV ) will cause individual cells to start oscillating asynchronously. In this
regime, individuals have a high spiking rate but fire incoherently resulting in a negligible
population spiking rate.
To test these predictions, we added no, low, intermediate and high levels of cAMP to
synchronized oscillating population of Dictyostelium (see Figure 2.6C). For extremely low
levels of extracellular cAMP levels, the cellular population continues to oscillate. How-
ever, when we increase the cAMP levels further (∼ 10nM), the oscillations slow down and
eventually disappear for intermediate levels of cAMP (10nM-100nM). Finally, when the
extracellular cAMP concentration is increased to extremely high levels (100-1000nM), there
is a marked increase in baseline level of the population-level FRET signal. This last ob-
servation strongly suggests that individual cells are incoherently oscillating even though
experimental limitations prevent us from directly measuring the cAMP levels within a sin-
gle cell. These experimental observations indicate that natural cellular population live in
the lower knee of our phase diagram marked by label I in Figure 2.6B.
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2.2.7 Intracellular noise drives population-level phenomena
The striking agreement between our phase diagram and population-level experiments sug-
gests that our model correctly captures the important biological mechanisms that give rise
to collective oscillations in Dictyostelium population. To understand the role of stochastic-
ity in the emergence of collective oscillations, we recomputed our phase diagram for various
levels of noise in Eq 2.6 (see figure A.3). In the absence of stochasticity, the phase diagram
loses almost all the interesting structure seen Figure 2.6A. In particular, the knee region
containing the point ‘I’ disappears and the simulation results are inconsistent with the data
collapses seen in Figure 2.5 . This can be understood by noting that the firing rate of
individual cells near the bifurcation depends strongly on noise. In our model, population
level oscillations emerge when one or few cells stochastically spike and drive the rest of pop-
ulation into synchrony. In this regard internal noise of cells introduces a form of ’stochastic
heterogeneity’ among identical cells that drives synchronization.To understand if similar
effects could also arise from cell-to-cell heterogeneity, we repeated the simulations where
cells were drawn from a mixture of two cellular populations with different parameters. We
found that the resulting phase diagram has a different shape and is not sufficient to recreate
the observed effect (Figure A.3).
Our model and experiments suggest that Dictyostelium populations exploit stochasticity
in their underlying network to control population level behavior. Collective oscillations
are driven by stochastically triggered accommodation spikes, which are then propagated
through the populations. Such noise-driven entrainment represents a novel mechanism for
sustaining collective oscillations. It naturally explains why the entrainment properties of
single cells place such tight bounds on the behavior of cellular populations. Stochasticity
also explains why collective oscillations can have different spiking rates depending on the
density and flow rate of extracellular cAMP. Since individual cells are below the bifurcation,
the firing rate is determined by a complex interplay between noise strength and extracellular
concentrations. The higher the external cAMP concentration, the easier it is for noise to
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induce cells to spike. Varying the cellular density and external flow in the experiments in
Figure 2.5 changes the extracellular cAMP concentrations and hence the population level
spiking rate.
2.3 Discussion
In this work we used the idea of universality and proposed a model for cell to cell commu-
nication in populations of Dictyostelium discoideum. This model was based on the famous
Fitzhugh-Nagumo (FHN) equations and predicted the existence of an activator-repressor
mechanism within individual cells. Our choice of FHN model is a purely phenomenolog-
ical approach to study the cAMP signal propagation network. There are likely no direct
molecular analogues for the activator A and repressor R. Instead, our model exploits the
universal dynamics near a bifurcation to write down a simple effective theory that captures
the essential biological dynamics. The advantage of such a ’top-down’ approach to modeling
is that it is possible to make precise predictions for how the signaling circuit will behave to
different stimuli without any knowledge of the network architecture or kinetic parameters.
It is similar in spirit to the use of simplified Landau-Ginzburg models in the theory of phase
transitions in physical systems that rely only on the universality class and symmetry of
the underlying system for calculation of critical exponents and thermodynamic responses.
We show that despite its simplicity, our approach can explain the complicated dynamics
of the Dictyostelium signal propagation circuit and discriminate between potential network
architectures.
Taken together, our results show that the overall dynamics of the full Dictyostelium
signal propagation circuit are low-dimensional and universal. Our model accurately predicts
and reproduces a plethora of non-trivial dynamical behaviors confirmed by experiments
despite having minimal knowledge about the kinetic parameters and interactions of the
underlying circuit. Even without this knowledge, the model still can reveal something
about the underlying signaling circuit architecture: In our model, the behaviors observed
are controlled by the existence of a negative feedback loop that turns off production of
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intracellular cAMP. Our current understanding of the Dictyostelium signaling network is
that cAMP is detected by CAR1 receptors which leads to activation of the enzyme adenylyl
cyclase A (ACA) which produces further internal cAMP. It is also known that this internal
cAMP is degraded by the phosphodiesterase RegA, and that internal cAMP is both exported
from the cell and used to regulate gene expression through PKA [36, 51]. However, no
feedback is present in this picture of the network. Given the success of our model in
reproducing single cell behaviors, it is highly likely that an additional negative feedback
pathway regulates ACA-mediated production of cAMP.
Currently there is still no consensus in the literature of the Dictyostelium signaling cir-
cuit as to whether downstream of CAR1 receptors is best described using a feed-forward
architecture [46, 52, 53] or feedback architectures. While our data confirm that the dynamics
at the internal cAMP level of the network are definitively feedback, this does not exclude
the possibility that upstream components of the network that feed into ACA-mediated
production of cAMP have feedforward loops. Indeed, the ability of feedforward networks
to modulate their responses depending on the size of the input is consistent with circuit
components upstream of cAMP synthesis regulating chemotaxis. However, such a modula-
tion in response is not required to propagate a signal and may be undesirable as each cell
passing along the signal would produce additional cAMP that could be released to the envi-
ronment, continually amplifying the signal and requiring a wider range of receptor affinities
for external cAMP sensing.
Another interesting result that followed from our model is that individual cells are
sensitive to the rate of external cAMP change and not just the absolute amount. This is in
direct contrast to previous model assumptions that cells behave as binary threshold sensors
[36, 54]. While making this assumption about single cell behaviors may still capture large
scale cAMP wave dynamics in populations, it does not accurately represent the dynamics
of the single cell signal propagation network.
Furthermore stochasticity is a fundamental feature of our model and experiments. Our
work suggests Dictyostelium cells actively exploit stochasticity in the signal propagation
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network to control population-level oscillations, and while more examples of this type of
exploitation are coming to light it is still clear that in many biological systems noise limits
or degrades biological function [12, 55, 56]. Intracellular stochasticity allows populations
both to initiate autonomous oscillations and to synchronize their firing in noisy environ-
ments where cAMP builds up extracellularly. The increased likelihood of stochastic spiking
at higher extracellular cAMP levels also suggests a possible mechanism behind the origin
of autonomous oscillation centers. The slow leakage of cAMP during development postu-
lated in [31] will likely not induce accommodation spikes directly (Figure 2.3A), but the
extracellular cAMP that builds up will encourage increased stochastic spiking. These ini-
tial stochastic spikes release comparatively large amounts of cAMP into the extracellular
environment, triggering other cells to spike and driving the cells that fired first to become
the origins of autonomous oscillation centers.
Based on our experimental observations we suspect that the wildtype Dictyostelium
corresponds to the ‘knee region in figure 2.6A,B (along the dashed line). If synchronized
oscillations are essential for survival, it would be interesting to try to interprete this pos-
tulation from an evolutionarily perspective. Note that both axes in the phase diagrams
(figure 2.6A,B) correspond to cAMP production. Since cAMP production is costly for cells,
this indicates that system parameters have been naturally tuned so as to produce synchro-
nized oscillations with the least cost. Overall the ’stochastic heterogeneity’ observed here
is a non-trivial behavior of our model that can only emerge as a result of multicellularity,
stochasticity and logarithmic sensing functioning all together. This is in contrast to models
that impose deterministic heterogeneity to explain ’pacemaker’ cells. Although we do not
dismiss deterministic heterogeneity, we propose that cells, as stochastic systems, do not
require heterogeneity for synchronization.
The proposed model here bridges the disparate fields of collective signaling and neu-
roscience. The FHN model successfully describes the dynamics of both neurons and Dic-
tyostelium cells. Neurons use electrical impulses to communicate and have ∼1 ms spikes.
In contrast, Dictyostelium cells communicate through phosphorelays and second messenger
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molecules over several minutes. Despite these different architectures and time scales, the
underlying universal dynamics allow both systems to be described by the same model and
exhibit qualitatively similar behaviors. Like physical systems, collective behavior in biology
may be universal and well described using simple mathematical models. Collective systems
are poised near a bifurcation and thus are likely amenable to a universality-based modeling
approach to differentiate network architectures and gain novel biological insight. Univer-
sality has played a fundamental role in furthering our understanding of physical systems.
We suspect that it will also play an important role in furthering our knowledge of collective
behavior in biology.
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Figure 2.1: Modeling cytosolic cAMP responses to external cAMP stimuli in
individual Dictyostelium cells. (A, B) Cytosolic cAMP responses in single cells to an
externally applied cAMP stimulus of 1 nM (A) and 10 µM (B) at 5 minutes (green dashed
line indicates stimulus onset). Cells stimulated using a custom microfluidics device; FRET
signal is a ratio metric fluorescence intensity measurement proportional to cytosolically
produced cAMP (see Experimental Procedures). (C) Schematic of proposed model. (D)
Cytosolic cAMP responses in single cells to successive externally applied cAMP stimuli of
1 nM followed by 2 nM (dark blue) or 10 nM (light blue) step. (E, F) Phase portraits for a
small (E) and a large (F) step stimulus (corresponding to (A) and (B), respectively), with
repressor (R) nullcline shown in red and activator (A) nullclines shown in green. For the
activator two nullclines are shown corresponding to a pre-stimulus (light green) and a post-
stimulus (dark green) regime. A fixed point for the dynamics occurs where the S-shaped
activator nullcline intersects the repressor nullcline (red line). The response trajectory is
shown in black. (G, H) Activator variable as a function of time for (G) a small stimulus
(corresponding to (A, E)) and for (H) a large stimulus (corresponding to (B, F), green
dashed line indicates stimulus onset).
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Figure 2.2: Phenomenological agreement between model and experiments. (A)
Activator variable (green) and experimental data for three independent cells (blues) as
a function of time for single cell cytosolic cAMP responses to externally applied cAMP
stimuli of 1 nM, 100 nM, and 10 µM (green dashed line indicates stimulus onset). (B)
Experimenta mean accommodation spikes for externally applied cAMP stimuli of 1 nM
(light blue), 100 nM (medium blue), and 10 µM (dark blue). (see main text for discussion)
(C, D) Experimental (C) and modeled (D) mean initial accommodation spike widths. (E,
F) Experimental (E) and modeled (F) mean oscillation times. Error bars in (C) and (E)
represent SEM. Colored data points in (C) correspond to data in (B).
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Figure 2.3: Cytosolic cAMP responses depend on the rate of externally applied
cAMP. (A, B) Externally applied cAMP stimuli (black) with a step and an exponential
ramp to a final height of 1 nM cAMP (A) and with a step, a small intermediate step to
1% of the final height, and an exponential ramp to a final height of 300 nM cAMP (B).
Corresponding activator variable (green) and experimental data for three independent cells
(blues) as a function of time are shown below. (C, D) Phase portraits for a small (C)
and a large (D) exponential ramp stimulus (corresponding to (A) and (B), respectively); R
nullcline shown in red, pre-stimulus A nullcline shown in light green, and post-stimulus A
nullcline in dark green. The response trajectory is shown in black.
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Figure 2.4: Cytosolic cAMP responses are entrainable to external cAMP stimuli
and have a refractory period. (A, B) Cytosolic cAMP responses in single cells to ex-
ternally applied 10 nM cAMP pulses of 1 minute (A) and 5 minutes (B) with a 6 minute
period (green dashed lines indicate stimulus onsets, red dashed lines indicates stimulus con-
clusions). (B, C) Phase diagrams summarizing model (B) and experimental (C) responses
to various pulse widths and periods. The ”Entrainment Quality” is the mean correlation
between the first period response and subsequent responses and is represented in color. Red
regions display high correlation, while blue regions have low correlation.
43
−6 −4 −2 0
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
log10(ρ/J)
Po
pu
la
tio
n 
Fi
rin
g 
Ra
te
 
 
J = 0.29
J = 0.44
J = 0.59
J = 0.73
J = 0.88
J = 1.03
J = 1.17
J = 1.32
J = 1.46
J = 1.61
J = 1.76
J =  1.9
−3 −2 −1 0
0
0.1
0.2
log10(Density/Flow Rate)
cA
M
P 
pu
lse
s/
m
in
 
 
2 mL/min
4 mL/min
6 mL/min
8 mL/min
10 mL/min
15 mL/min
16 mL/min
20 mL/min
lo
g 1
0(ρ
)
J
 
 
0.5 1 1.5
−6
−5
−4
−3
−2
−1
0 0.2 0.4 0.6 0.8 1
Flow Rate (mL/min)
Ce
ll D
en
sit
y 
(M
L)
 
 
0 1 2 4 6 8 10 15 16 20
1/2
1/4
1/8
1/16
1/32
1/64
1/128
0 0.05 0.1 0.15
A B
C D
Population Firing Rate cAMP pulses/min
Figure 2.5: Multicellular model reproduces population behaviors in varying ex-
tracellular environments. A phase diagram showing the coordinated population firing
rate spanning a range of various cell densities and flow rates for the model (A) and experi-
ments from Gregor, et al. [31] (B), with the mean firing rate represented in color and white
vertical lines indicate nonlinear breaks in the x axis. Firing rates can also be considered as
a function of the ratio between cell density and flow rate, (ρ/J), as predicted by the model
(C) and shown experimentally in Gregor, et al. [31] (D). Low flow rates where the effect of
extracellular PDE is non-negligible are not plotted because the effect of extracellular PDE
is non-negligible [31]. Model firing rates are normalized to an arbitrarily high frequency
(∼ 1/30) to scale maximum values to 1.
44
Single Cell Firing Rate
Background cAMP
Fi
rin
g−
in
du
ce
d 
cA
M
P
I II III IV
−2 0 2 4 6
0
1
2
3
4
Population Firing Rate
Background cAMP
Fi
rin
g−
in
du
ce
d 
cA
M
P
I II III IV
−2 0 2 4 6
0
1
2
3
4
u
L/
m
in
 F
lo
w
nM Step
Experimental
Population Firing Rate
0 1 5 10 100 1000
5
10
50
100
500
 
 
0
0.2
0.4
0.6
0.8
1
Simulated Time Courses
0 10 20 30
Time (T)
0
0.5
1
Experimental Time Courses
0
0.5
1
0
0.5
1
0 20 40 60 80 100 120
0
0.5
1
Time (min)
A B C
D E
I
II
III
IV
Coupled
Slowed
Uncoupled (Low [cAMP])
Coupled (High [cAMP])
Am
pl
itu
de
 (A
)
Figure 2.6: Population model predicts slowing and uncoupling of intracellular
cAMP oscillations in a population with increased external cAMP. Firing rate
phase diagrams for single cells in a population (A) and the population as a whole (B) as
predicted by our model as a function of background and firing-induced cAMP. (C) Firing
rate of experimental cellular populations with increasing external cAMP as a function of
flow rate. (D, E) Cytosolic cAMP average responses of populations of cells within a 0.5ML
population in the model (D) and experimentally confined in a microfluidic device to exter-
nally applied cAMP stimuli (E) Depending on fluid flow rates and externally applied cAMP
levels, populations can remain coupled and oscillate at the same rate as before, remain
coupled with slowed oscillations, or completely uncouple from one another (Stimulus onset
for all assays is at 60 min).
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3 Social Amoebae: An in Depth Analysis of Multicellular-
ity
3.1 Introduction
Collective behaviors are ubiquitous in nature. They can be observed in diverse systems
such as animal flocking, microbial colony formation, traffic jamming, synchronization of
genetically engineered bacteria and social seggregation in human populations [27, 29, 57–
59]. A striking aspect of many of these systems is that they span a hierarchy of scales and
complexity. A common property of such complex systems is that the collective behavior at
larger scales can often be understood without a knowledge of many details at smaller scales.
This important feature allows one to study the system on multiple distinct spatiotemporal
scales and use the information obtained in each scale to develop a more coarse-grained
model at a larger scale. This approach has been termed multi-scale modeling and provides
a framework for study of complex systems [60–62]. Compared to a fully detailed modeling
approach, multi-scale models are more amenable to computer simulations, contain fewer ad
hoc parameters and are easier to interpret. As a result these models can be very useful in
developing theoretical understanding of complex systems. For example great success has
been achieved in study of pattern formation in microbial colonies by modeling them as a
continuum of cells with simple rules such as growth and diffusion [27].
One interesting system that exhibits different behaviors on different spatiotemporal
scales is the social amoeaba Dictyostelium discoideum [63]. Dictyostelium has a fascinating
lifecycle. It starts as a population of unicellular organisms that can separately grow and
divide. However, when starved, these cells enter a developmental program where individual
cells aggregate, form multicellular structures, and eventually, fruiting bodies and spores.
Upon starvation, cells produce the small signaling molecule, cAMP, and excrete it into the
environment in periodic bursts. Each cell responds to an increase in the concentration of
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extracellular cAMP by secreting more cAMP, resulting in pulses that propagate through the
environment as spiral waves. Cells eventually aggregate at the center of these spiral waves
and search for food collectively [2]. In addition to its fascinating life cycle, Dictyostelium is
also an important model organism for eukaryotic chemotaxis. The Dictyostelium chemotaxis
network is highly conserved among eukaryotes [64], and is thought to be a good model
for many medically relevant phenomena ranging from neutrophil chemotaxis and cancer
metastasis to cell migration during animal morphogenesis [65, 66].
There has been extensive work on modeling the Dictyostelium signaling network, start-
ing with the pioneering work by Martiel et al. [32]. These authors suggested that oscillations
and spiral waves emerge from negative feedback based on desensitization and adaptation
of the cAMP receptor. More recent models extend on this work by incorporating addi-
tional proteins known to play a significant role in the Dictyostelium signaling network [33].
Although very successful at producing oscillations and spiral patterns, these models are in-
consistent with recent quantitative experiments that show cells oscillate even in the presence
of saturating levels of extracellular cAMP [31]. Other models have focused on reproducing
the eukaryotic chemotaxis network which shares many molecular components with the sig-
naling network responsible for collective behavior [46, 53]. These models explore how cells
respond to an externally applied pulse of cAMP but do not attempt to model oscillations
or spiral waves. Combinations of such models with oscillatory networks represent a possible
route for multiscale modeling [67] but have not been extensively studied. Other models have
focused on reproducing spiral waves in Dictyostelium populations using reaction diffusion
equations and cellular automata [68] [69]. While these models tend to be very successful at
producing population level behaviors, it is hard to relate these models to the behavior of
single cells. This highlights the need for new mathematical models that can bridge length
and complexity scales.
Recently, there has been tremendous experimental advances in the study of Dictyostelium.
Using microfluidics and single-cell microscopy, it is now possible to produce high-resolution
time-course data of how single Dictyostelium cells respond to complex temporal cAMP in-
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puts [31, 45, 46, 67, 70–73]. By combining such quantitative data with ideas from dynamical
systems theory and the theory of stochastic processes, we recently (Chapter 2) proposed a
new universal model for the Dictyostelium signaling network, based on an excitable signal-
ing network coupled to a logarithmic ”pre-processing” signaling module (see Figure 3.1).
To make a phenomenological model for single and multlicellular behavior we exploited the
observation that the Dictyostelium signaling network is poised near a bifurcation to oscilla-
tion. Each Dictyostelium cell was treated as an excitable FitzHugh-Nagumo model that was
coupled to other cells through the concentration of the extracellular cAMP. A central finding
of this model was that intracellular noise is a driving force for multicellular synchronization.
Inspired by these results, in this paper we analyze a family of models for cells commu-
nicating via an external signal such as cAMP. The external signal is detected by the cell,
transduced through a preprocessing module which can be linear, logarthimic, or Michaelis-
Menten, and then fed into an excitable signaling network. Using these models, we explore
the rich population-level behaviors that emerge in coupled oscillator systems from the inter-
play of stochasticity, excitability, and the dynamics of the external medium. We also extend
our models to include space and show that spiral waves naturally emerge in the limit of
large population densities. In contrast to earlier models for spiral waves, we can explicitly
include the dynamics of extracellular cAMP and treat it distinctly from the dynamics of
signaling networks.
Our model naturally overlaps with, and complements, the extensive literature of cou-
pled oscillatory and excitable systems. Coupled oscillators have been observed in many
different biological systems such as neuronal networks, circadian rhythm, Min system and
synthetic biological oscillators [29, 74–77]. Most theoretical models focus on directly cou-
pled oscillators and relatively little work has been done on noisy oscillators coupled through
a dynamical external medium such as cAMP [49, 50]. Furthermore, an important aspect of
our model is the role played by stochasticity. It is well-known that noisy systems are not
easily amenable to traditional methods in dynamical systems theory [78, 79] and concepts
such as bifurcation point are ill-defined in this context. For this reason, the Dictyostelium
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Figure 3.1: Model Schematic. A) Schematic of the experimental setup. A population of
Dictyostelium discoideum cells with density ρ is placed in a microfluidic chamber. cAMP
is flown into the chamber with rate αf and the medium is washed out with rate J . The
concentration of extracellular cAMP is labeled by S. B) Schematic of cell model. Extracel-
lular cAMP concentration (S) is detected by the cell and preprocessed through the function
I(S). The result is fed into an excitable system with internal variables A and R. The
value of A is then thresholded and amplified by D to produce more cAMP for secretion.
Simultaneously cAMP is also being produced with a constant rate α0 and leaks into the ex-
tracellular environment. C) An idealized time-course of extracellular cAMP concentration
(S) is shown in the large J regime where the concentration changes according to a square
wave with baseline S0 and amplitude ∆S. We refer to S0 and ∆S as the background cAMP
and firing-induced cAMP, respectively.
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signaling network provides a rich, experimentally tractable system for exploring the physics
of noisy oscillators coupled through an external medium.
The paper is organized as follows. We start by introducing our family of models. We
then construct phase diagrams describing the behavior of spatially-homogenous popula-
tions, focusing on the regime where extracellular signaling molecules are degraded quickly
compared to the period of oscillations. We then analyze the opposite regime where signal-
ing dynamics is slow and show that this gives rise to novel new behaviors such as dynamic
death. Finally, we extend the model to spatially inhomogeneous populations and how spiral
waves naturally arise in these models. We then discuss the biological implications of our
results, as well as, the implications of our model for furthering our understanding of coupled
oscillators.
3.2 Modeling Dictyostelium Populations
New experimental advances allow for the direct measurement and manipulation of the small
signaling molecule cAMP used by Dictyostelium cells to coordinate behavior in cellular
populations. In such experimental systems, a few hundred Dictyostelium cells are confined
in a microfluidic device. The levels of intracellular cAMP within cells can be measured
quantitatively using a Fo¨rster Resonance Energy Transfer (FRET)-based sensor [31](and
see Chapter 2). This allows for precise, quantitative measurements of the response of the
Dictyostelium signaling networks to complex temporal signals of extracellular cAMP. Cells
are placed in a microfluidic device at a density ρ. The microfluidic device allows for rapid
mixing and exchange of extracellular buffer ensures that cells experience a uniform and
controlled environment. The flow rate of buffer can be experimentally manipulated. Large
flows wash away the extracellular cAMP produced by cells, resulting in a larger effective
degradation rate, J , for extracellular cAMP. It is also possible to add cAMP to the buffer
at some rate αf . This experimental set-up is summarized in Figure 3.1.
We start by building models for spatially unstructured populations where the extracel-
lular cAMP concentration is assumed to be uniform. In this case, all cells in the chamber
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sense the same extracellular cAMP concentrations and we can ignore all spatial effects.
To model individual cells, we build upon our recent work (Chapter 2) where we showed
that the dynamics of the Dictyostelium signaling network can be modeled using a sim-
ple, universal, excitable circuit: the noisy Fitzhugh-Nagumo (FHN) model. To realistically
model the Dictyostelium signaling circuit, it is necessary to augment the FHN with an
additional “pre-processing” module that models the signal transduction of extra-cellular
cAMP levels upstream of this core excitable circuit (Figure 3.1B). In the full signaling cir-
cuit, extracellular cAMP is detected by receptors on cell membrane. The resulting signal is
funneled through several signal transduction modules, ultimately resulting in the produc-
tion of cAMP. To model this complicated signal transduction process, we use a family of
preprocessing modules, whose output serves as an input into the universal excitable circuit.
Inspired by the Dictyostelium circuit, we assume that the dynamics of the preprocessing
module are fast compared to the excitable dynamics of cAMP signaling circuit. For example,
the typical time scale associated with the early signaling protein Ras is of order 30 seconds
whereas cAMP oscillations have periods of order 300 seconds [31, 53]. This allows us to
model the preprocessing modules using a montonically increasing function, I(S), that relates
the output of the preprocessing module to the extracellular cAMP concentration, S. In
this work, we will consider three different biologically inspired pre-processing modules: (1)
a linear module I(S) = S where the extracellular cAMP signal does not undergo any
preprocessing; (2) a Michelis-Mentin module,
I(S) =
βS
S +KD
, (3.1)
where the output is a saturating function of the extracellular cAMP; and (3) the logarithmic
module that senses fold changes
I(S) = a log (1 + S/K). (3.2)
The output of these modules is fed into a universal, excitable circuit modeled by the
FHN. The FHN model consists a set of inter-locking positive and negative feedback loops
consisting of an activator, A, that quickly activates itself through positive feedback, and on
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a slower time scale, activates a repressor R, that degrades the activator A. The FHN model
is the prototypical example of an excitable system, and can spike or oscillate depending on
the external input. To incorporate the biology of cAMP secretion by Dictyostelium cells in
response to external inputs, we assume that when a cell spikes, it releases cAMP into the
environment. To determine when a cell spikes, we threshold the activator variable A using
a Heaviside function Θ(A), where Θ(x) = 1 if x > 0 and Θ(x) = 0 if x = 0. Finally, we
assume that cells produce and secrete cAMP at a spike-independent basal rate, α0. This
can be summarized by the equations
dAi
dt
= Ai − 1
3
Ai
3 −Ri + I(S) + ηi(t), i = {1, 2, 3, ..., N} (3.3)
dRi
dt
= (Ai − γRi + C)
dS
dt
= αf + ρα0 + ρD
1
N
N∑
i=1
Θ(Ai)− JS,
where i is the index of cells changing from 1 to the total number of cells, N . The variable
Ai and Ri are the internal states of the i’th cell and corredpond to activator and repressor,
respectively. S is the concentration of extracellular cAMP and I(S) is the preprocessing
module, ρ is the density of cells, D measures the amount of cAMP released into the envi-
ronment when a cell spikes, and J is the total degradation rate of the extracellular cAMP.
Finally, we have incorporated stochasticity using a Langevin term, ηi(t). In particular, ηi(t)
is an additive Gaussian white noise term with mean and correlation defined as:
〈η(t)〉 = 0 (3.4)〈
ηi(t)ηj(t
′)
〉
= σ2δijδ(t− t′)
The model and corresponding parameters are summarized in figures 3.1A and 3.1B.
Using this model, we can explore a series of questions about how the architecture of
the Dictyostelium signaling circuit within cells affects population-level behaviors. Recent
experimental data suggests that the behavior of Dictyostelium circuit well described by
52
the logarithmic preprocessing module and responds to fold changes in extracellular cAMP
red Other Paper. This leads to natural questions about the conequences of pre-processing
in the Dictyostelium signaling circuit. In particular, using our model we will examine how
Dictyostelium exploits the interplay between stochasticity, excitability, and signal processing
to control population-level behavior.
3.3 Behavior for large degradation rates of extracellular cAMP
3.3.1 The quasi-steady-state limit
In general, the dynamics described by the family of models described by Eq. (3.3) are
quite complex. For this reason, it is worth considering various limits in which the dynamics
simplifies. One such limit that can be realized experimentally is the limit where the extra-
cellular cAMP is degraded quickly compared to the dynamics of the Dictyostelium circuit.
This limit can be realized experimentally by changing the flow rate of buffer into the mi-
crofluidic device (see Fig. 3.1). In this limit, there exists a separation of time-scales between
external medium and individual oscillators and we can treat the extra-cellular cAMP as a
slow variable that is always in a quasi-steady state and set dS/dt = 0 in (3.3). In this limit,
one has
S ≈ αf + ρα0
J
+
ρD
J
1
N
N∑
i=1
Θ(Ai). (3.5)
For the remainder of this section, we will work within this quasi steady-state approx-
imation. A formal definition of what constitutes large J will be discussed in section 3.4
where we will give numerical evidence showing that there exist a minimum value Jm above
which this approximation is valid.
In this limit, it is helpful to divide the extracellular cAMP into two terms that reflect
the two mechanisms by which extracelluar cAMP is produced (see Fig. 3.1). First, cells
can secrete cAMP at a basal rate α0. We denote the extracellular cAMP produced by this
basal leakage, S0, and in the quasi steady-state approximation this is given by
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S0 ≡ αf + ρα0
J
. (3.6)
where the experimental input flow, αf is also incorporated into the definition. The sec-
ond mechanism by which extracellular cAMP is produced is through the release of cAMP
into the environment when cells spike. We can parameterize the extracellular cAMP pro-
duced by this latter mechanism by
∆S ≡ ρD
J
, (3.7)
with the total extracellular cAMP produced by spiking given by the expression,
∆S 〈Θ(A)〉 ≡ ∆S 1
N
N∑
i=1
Θ(Ai) (3.8)
To better understand the quantities S0 and ∆S, it is useful to consider an ideal situation
where all the cells in a population are perfectly synchronized. In this case, 〈Θ(A)〉 will
periodically switch between 0 and 1. Hence S will behave like a square wave with baseline
S0 and amplitude ∆S (see figure 3.1C). Thus, S0 corresponds to the cAMP levels in the
troughs and S0+∆S the levels at peaks. These two quantities provide us with a succinct way
to represent our model and in the following section and we will use them to produce phase
diagrams in the large J regime. Finally, we note that the square wave form of S is merely a
result of our choice of Heaviside function in dynamics of the external medium. Nonetheless,
the basic separation of time scales discussed above holds even when the Heaviside function
is replaced by a more realistic smooth function.
3.3.2 Phase diagrams for population level oscillations
Populations of Dictyostelium cells can exhibit several qualitatively distinct behaviors de-
pending on the parameters of our model. Cells in a population can oscillate in phase with
each other resulting in synchronized, population-level oscillations. We will call this behavior
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Coherent Oscilltions (SO). Alternatively, individual cells may oscillate, but the oscillations
of the cells are out of phase. In this case, the phase differences between cells prevent the
formation of coherent population level oscillations and we call these incoherent oscillations
(IO). Finally, even individual cells may not spike. We will label this behavior No Oscillations
(NO). To distinguish between these phases, it is useful to define three order parameters: the
coherence, the single-cell firing rate, and population firing rate. Coherence measures how
synchronized cells are within a population and is 1 for a completely synchronized population
and 0 for a fully incoherent one (see Appendix B for a formal definition). To determine
the rate at which a cell i spikes, we count how often the activator variable Ai becomes
positive over some averaging time. We then average the firing rate of individual cells over
the population. Finally, we normalize rate so that the single cell firing rate is 1 for fast
oscillations and is 0 in the absence of spiking (see Appendix B for a formal definition). The
population firing rate is defined as the firing rate of the average of activator across all cells
in the population, 〈Ai〉 and is also normalized to be between 0 and 1. Note that when we
calculate the population firing rate we are measuring whether the average activator over
all cells exhibits a spike. If cells are unsynchronized, this average activator < Ai will not
exhibit any spikes. Thus, population firing rate is a measure of coherent spike counts a
population that fires synchronously.
Using these order parameters, we constructed phase diagrams characterizing the popu-
lation level behavior for large degradation rates as a function of S0 and ∆S ( see equations
(3.6),(3.7)). We calculated the coherence, single cell firing rate and population firing rate
for equation (3.3) for our three preprocessing modules as a function of S0 and ∆S (see
Figure 3.2). Each data point on these phase diagrams corresponds to one simulation of
equation (3.3) for a fixed simulation time (see Appendix B) where J , α0, and ρ are kept
the same for the whole phase diagram and αf and D are chosen such that the desired S0
and ∆S are achieved. Finally, we checked that phase diagram was insensitive to a ten fold
increase in the degradation rate J confirming our assumption that the dynamics depend on
the parameters only through ∆S and S0 (see figure B.1).
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Figure 3.2: System Phase Diagram. A) The first three plots from left are phase diagrams
of coherence, single cell firing rate and population firing rate as a function of S0 and ∆S,
in the large J regime for linear preprocessing. The dashed line corresponds to values of
∆S and S0 for which D = 2, α0 = 1 and αf = 0 with variable ρ and J . Parameters are
J = 10,  = 0.2, γ = 0.5, C = 1, σ = 0.15, dt = 0.005, twt = 1000, trt = 4000, N = 100
and I(S) = S. The rightmost plot is a schematic of the phase diagrams marked with
different regions. The regions consist of NO: No Oscillation, CO: Coherent Oscillation,
IO: Incoherent Oscillation. For easier reference to different transitions the following lines
have been introduced: SC: Sensitivity Crossover, IC: Incoherent Crossover, CC: Coherent
Crossover B) Same plots as in (A) with a Michaelis Menten preprocessor. Parameters are
same as in (A) with twt = 11000 and I(S) = βS/(S + KD) where KD = 2.0, β = 1.5. The
dashed line is plotted for D = 1000, α0 = 1000 and αf = 0. C) Same plots as in (A) with
logarithmic preprocessor. The black dots correspond to parameter values chosen in figure
3.4A. The dashed line is plotted for D = 1000, α0 = 1 and αf = 0. Parameters are same as
in (A) with I(S) = a ln(S/K + 1) where a = 0.058,K = 10−5 . Inset is the same plots for
a noise level 10 times smaller (σ = 0.015) run for a longer waiting time (twt = 50000).
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This phase diagram contains three qualitatively different regions. We have labeled
these different regions with NO for No Oscillation, CO for Coherent Oscillation and IO for
Incoherent Oscillation. The crossover between these regions is shown by dashed lines and is
labeled as CC for Coherent Crossover, IC for Incoherent Crossover and SC for Sensitivity
Crossover. Note that the boundaries between different regions is approximate and has been
achieved simply by a rough thresholding. In reality there is no sharp transition from one
‘region’ to another but instead due to noise this ‘transition’ happens in a continuous way.
This is a general feature of noisy bifurcating systems and in practice, depending on the
problem under study, always a reasonable threshold has to be chosen to separate different
qualitative behaviors. As a result the schematic phase diagrams drawn in figure 3.2 are just
rough sketches of the qualitative behavior of the system.
In the NO region single cells are silent and oscillations do not occur. As a result both
coherence and single cell firing rate are zero. In this region, the basal level of cAMP, S0, is
so small that the cells cannot be excited into oscillation. Note that at all points in the NO
region, the parameters are such that individual cells are below the bifurcation to oscillations
in the FHN model. However, even below the bifurcation cells an occasionally spike due to
stochasticity . In the CO region, cells oscillate coherently. This can be seen by noting
that single cell firing rate is nonzero and coherence is close to one. By studying multiple
time-courses we found that cell populations with coherence values approximately above 0.6
can be considered coherent (see figure B.3).
In the IO region, single cells oscillate but are unsynchronized. On the phase diagrams
these are regions with large values of single cell firing rate (close to 1) and small values of
coherence (approximately less than 0.6). In this region individual cells oscillate and in each
firing secrete cAMP into the environment. However this change in extracellular cAMP is
not enough to excite the cells to synchronize. To understand the reason behind this, we
need to look at changes in the input, I(S), that excitable systems receive. For a population
of cells that is oscillating coherently, S(t) can be thought of as a square wave oscillating
between S0 and S0 + ∆S (see Figure 3.1C). Then the input of each excitable module within
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cells can be visualized as a square wave oscillating between I0 and I0 + ∆I with:
I0 = I(S0) (3.9)
∆I = I(S0 + ∆S)− I0
If changes in ∆I, are smaller than the FHN’s sensitivity for signal detection, single cells
will instead experience a constant input with no descernable fluctuations and cannot be
coherent. For a preprocessor with a monotonically increasing convex functional form, I(S)
(with I(0) = 0) such loss of coherence may happen due to very small ∆S or very large S0.
Our phase diagrams exhibit a number of crossovers between the three qualitative behav-
iors outlined above. The Incoherent Crossover (IC) separates regions with no oscillations
from those where cells oscillate incoherently. This transition occurs when ∆S is not large
enough to produce any discernible changes in the external medium. As a result each indi-
vidual cell goes through this crossover as if it was alone and not communicating with other
cells. For these uncoupled cells, as S0 is increased the system gets closer to bifurcation and
fires more often. Figure B.2 shows this increase in firing rate for a single cell corresponding
to ∆S = 0.
There is also a crossover from the no oscillation region to coherent population level
oscillations. We have labeled this the Coherent Crossover (CC). Here as S0 is increased, in-
dividual cells become more likely to spontaneously spike. These spontaneous spikes happen
because, given a monotonically increasing function I(S), for larger S0 the excitable system’s
input will be closer to bifurcation point, causing the system to become more excitable. As
a result noise can more often kick the system out of its stable fixed point, leading to a spike
commonly referred to as an accommodation spike [10]. If ∆S is large enough, a single (or
few) cell’s spike will be enough to cause a change in the external medium that can be sensed
by other cells. The other cells will then get excited with a small delay, creating the effect of
a synchronized spike. Because FHN has a refractory period, for sometime no cell will spike,
until the effect is repeated again. The overall behavior in this way seems similar to coherent
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oscillations, but is in reality periodic synchronized noise-driven spikes that are happening
way below the system’s bifurcation point. To show that this effect is noise-dependent we
decreased noise by an order of magnitude for the system with logarithmic preprocessor and
plotted the results (inset of 3.2C). We observed that CC shifted to the same value of S0 as
IC, indicating that the ‘knee’ shaped region (intersection of CC and SC) emerges due to
noise.
Finally, Sensitivity Crossover (SC) separates regions with coherent oscillation from those
with incoherent or no oscillations. As one crosses the SC line, cells lose their ability to detect
the changes in the external medium. Each excitable system has a response threshold and
cannot respond to abrupt changes in its input if they are below this threshold. In our model
this can occur either because ∆S is very small or due to nonlinear form of preprocessor. The
former case is a manifestation of the fact that for very small changes in the external medium,
cells do not have any means of communication. However the latter case requires some further
explanation. For two of the preprocessors used in our simulations (i.e. Michaelis-Menten
and logarithmic) the function I(S) was chosen to be concave and monotonically increasing.
This means that, for a fixed ∆S, as S0 is increased ∆I in equation (3.9) decreases. Once ∆I
goes below the detection sensitivity of excitable modules, coherence will be lost. Note that
since increasing S0 and/or decreasing ∆S lead to decrease of ∆I, for larger values of ∆S a
larger value of S0 is required to take the system from coherence to incoherence (assuming
that sensitivity of excitable system is roughly independent of baseline I0). This is why in
figure 3.1B,C the slope of SC is positive.
An interesting observation is that the preprocessing module into the excitable system
can dramatically change the phase diagram of the cellular population. This suggests that it
is possible to have different population level behaviors from the same underlying excitable
system by changing the upstream components of a network. We now briefly discuss the
differences in phase diagrams arising from the choice of pre-processing modules. The first
row in figure 3.2A shows the phase diagrams for a linear preprocessing. As can be seen
in the schematic (last column), the curve for SC is almost flat (with a slight downward
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slope), a signature that single cell’s sensitivity to changes in the external medium is almost
independent of the baseline S0. However inclusion of a preprocessing module completely
changes this effect. Figure 3.2B and figure 3.2C show the results for a Michaelis-Menten and
logarithmic preprocessor respectively. Note that in both cases SC has a dramatic positive
slope. This is due to the concave monotically increasing nature of the preprocessors chosen.
It is interesting to note that for the logarithmic preprocessor there is an extra ‘knee’
(where CC and SC intersect) that does not exist when Michaelis-Menten is used. A be-
havior reminiscent of this subregion has been observed experimentally (Chapter 2) where
increasing S0 (by changing input flow) for a synchronously oscillating population destroys
the oscillations, whereas further increase leads to incoherent oscillations. This suggests that
the system is tuned to this corner. Interestingly, in this region of phase diagram S0 and
∆S take the smallest possible values that can lead to coherent oscillations. Since S0 and
∆S both correspond to production of cAMP by the cell, it seems reasonable from an evo-
lutionary point of view if the system is fine-tuned to minimize its cAMP production while
achieving the coherent oscillations. Experimentally it is possible to move horizontally along
this phase diagram by changing αf and move laterally by changing ρ and J . One inter-
esting prediction of this phase diagrammatic approach is that for a coherently oscillating
population of cells with a certain cell density increasing degradation rate, J should decrease
the minimum cAMP flow (αf ) required to destroy the oscillations, an observation that has
been confirmed experimentally (Chapter 2).
Experimentally it is possible to change both ρ and J . Gregor et al [31] measured
population firing rate for different values of ρ and J . They showed that there is a data
collapse of the population firing rate as a function of ρ/J . To understand this behavior, we
made phase diagrams as a function of ρ and J (Figure 3.3). The insets show that for large
degradation rates, this data collapse occurs for all choices of pre-processing modules. The
underlying reason for this is that, as discussed above, in this limit the population dynamics
depends on the external medium only through S0 and ∆S. Both these quantities depend
on ρ and J through the combination ρJ (see Eq 3.6 and Eq. 3.7).
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Figure 3.3: Effect of ρ and J . A) Plot of coherence, single cell firing rate and population
firing rate for different values of ρ and J with linear preprocessor. Parameters same as
in figure 3.2A with α0 = 1, D = 2, αf = 0 corresponding to dashed line in figure 3.2A.
The black curve in the coherence graph is where coherence is equal to 0.6, marking an
approximate boundary for crossover between coherence and incoherence. The dashed line
is the leftmost line with constant J that intersects with the balck curve. We have called the
value of J on this line Jm. The inset is population firing rate as a function of ρ/J , showing
a data collapse for which data points are taken from the population firing rate heat map.
To avoid effects of small degradation rate only values with J > 3Jm are plotted in the inset.
B) Same plot as in (A) with Michaelis-Menten preprocessing. Parameters same as in 3.2B
with α0 = 1000, D = 1000 corresponding to dashed line in figure 3.2B. The inset is plotted
for J > 10Jm. C) Same plot as in (A) with logarithmic preprocessing. Parameters same
as in 3.2C with α0 = 1, D = 1000 corresponding to dashed line in figure 3.2C. The inset is
plotted for J > 10Jm.
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3.3.3 Frequency increase as a function of density
Our model also suggests a mechanism for cell populations to tune their frequency in response
to steps of cAMP. An example of a time-course simulation of this behavior is shown in figure
3.4A. In this figure a step of external cAMP is flown into a population of coherently oscil-
lating cells, leading to an increase in the frequency of oscillations. This frequency increase
suggests that populations can tune their frequency by modulating the cAMP secretion and
excretion rates.
To explain the underlying reason for the frequency increase, it is useful to consider the
extreme case of a perfectly synchronized oscillating population. For this case the extra-
cellular cAMP concentration, S(t), will be a square wave that oscillates between S0 and
S0 + ∆S (see figure 3.1C). As a result, the input to the FHN module will be a square wave
oscillating between I0 and I0 + ∆I (see equation (3.9)). Thus, the dynamics of individual
cells can be thought of as an FHN that periodically switches between two cubic nullclines,
corresponding to the inputs I0 and I0 + ∆I. A schematic of the phase portrait of this
system is shown in figure 3.4B for two different values of ∆I. As can be seen from this
figure, a decrease in ∆I decreases the distance between the two cubic nullclines and leads
to a shorter trajectory, hence larger frequency. So any mechanism that can decrease ∆I can
lead to an increase in frequency. One such mechanism is by exploiting the nonlinearity of
the preprocessing module. Note that in our example αf is being increased while other pa-
rameters of the system are kept constant. This is equivalent to increasing S0 while keeping
∆S constant. Since I(S) is a monotonically increasing concave function, given a constant
value of ∆S an increase in S0 will lead to a decrease in ∆I (see figure 3.4). And this in
turn leads to an increase in frequency. In practice there are two other mechanisms that also
contribute to frequency increase. However they are not multicellular effects and happen
independent of preprocessing module. The interested reader can refer to Appendix B for a
detailed description.
Note that to observe this behavior we have tuned the parameters of the system to a
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Figure 3.4: Frequency Increase. A) Time-course of a cell population in response to
a step in input flow (αf ). Parameters same as in figure 3.2C with J = 10, ρ = 1, α0 =
0.01, D = 9000. Midway through the simulation, αf is changed abruptly from 0 to 100. B)
Blue curve shows the preprocessing function, I(S), for different values of external cAMP,
S. For two different input values, S0 and S
′
0 a constant change, ∆S, leads to different
changes in I(S) (shown by ∆I and ∆I ′) such that for S′0 > S0 we get ∆I ′ < ∆I. Phase
portraits corresponding to ∆I and ∆I ′ are shown on the right side, showing a smaller
distance between the two nullclines in the latter case and a consequent shorter trajectory
over a period of oscillation. The trajectory of the system alternates between two cubic
nullclines (red curves) leading to an effectively longer trajectory for larger ∆I.
different point (black dots in figure 3.2C) than what has been used in the rest of the paper.
This change of parameters was necessary to ensure that initially the cells were not oscillating
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at maximum frequency and yet would stay synchronized as αf was increased. As a result
it may not be possible to observe this behavior in wildtype Dictyostelium cells. However it
is of interest as a theoretical mechanism for frequency tuning and has the potential to be
observed in Dictyostelium mutants or be implemented in synthetic biological networks of
other organisms.
3.4 Small Degradation Rate and Bistability
Thus far we have studied the behavior of our model in the large J regime. In this section
we will instead focus on the regime where this parameter is small. For small values of J the
dynamics of the external medium becomes too slow to follow the oscillations of single cells.
As a result cells become unsynchronized. A behavior somewhat similar has been termed
‘dynamic death’ by Schwab et al. [49]. These authors studied a population of oscillators
coupled to an external medium and observed incoherence due to inability of external signal
to follow individual oscillators. In their system the cause of incoherence was slow response
of the external medium to inputs rather than slow degradation. However, in both cases,
the underlying reason for the loss of coherence is the slow dynamics of external signal.
We can numerically define a minimum degradation rate, Jm, below which the dynamics
of the external medium are too slow to sustain population level oscillations. To do so, we
identified the boundary separating the region of coherence from incoherence by thresholding
the coherence at approximately 0.6. This boundary is indicated by the black curves in the
coherence plots in the first column of Fig. 3.3. We call the smallest value of J on this curve
the minimum degradation rate, Jm. Figure 3.5A shows a raster plot of the oscillations
for J = 2Jm and J = 0.5Jm, with all other parameters fixed. Notice that decreasing J
below Jm completely destroys the ability to have synchronized population-level oscillations.
Finally, it is worth emphasizing that due to the stochastic nature of our system, there is no
sharp transition from coherence to incoherence at Jm. Rather, Jm serves as a crude, but
effective scale, for understanding external medium dynamics.
To better understand Jm, we asked how it scaled with the cell period in the underlying
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Figure 3.5: Small J Regime. A) A raster plot of A as a function of time for degradation
rate (J) greater and smaller than Jm showing a crossover to incoherence as J is decreased.
Each row in the raster plot corresponds to time-course of activator of one cell within the
population. Parameters same as in figure 3.2C with ρ = 1, αf = 0 B) Plot of Jm as a
function of single cell firing rate. Firing rate is chnaged by changing  while keeping all
other parameters same as in part (A). The inset shows how the single cell firing rate changes
as a function of . Parameters same as in part A.
FHN model. Since Jm is a measure of when the external signaling dynamics are slow
compared to the signaling dynamics of individual cells, we hypothesized that Jm would scale
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with the frequency of oscillations in the underlying FHN model. To test this hypothesis,
we changed single cell frequencies by changing  in Eq. 3.3 . We then determined Jm in
each case by finding the boundary between coherence and incoherence (see figure B.4). The
results are shown in figure 3.5B. As postulated, we find that increasing single cell firing rate
leads to a higher value of Jm. This results numerically confirm our basic intuition that Jm
is a measure of when the external signal response is much slower than the time scale on
which individual cells respond to stimuli.
In section 3.3.2 we studied the system in the J  Jm regime. Here, we re-examine the
phase diagrams changes in the opposite limit when J is decreased below Jm. To this end,
we produced a set of phase diagrams with different values of J . Figure 3.6 shows three
representative phase diagrams showing this crossover. Notice that the phase diagram above
Jm at J = 3.2Jm is very similar to 3.2C, however decreasing J below Jm to Jm = 0.32Jm
creates a completely incoherent population in which single cells can oscillate in regions that
previously contained no oscillations (NO). This is likely due to the fact that once a cell fires,
the secreted cAMP takes a very long time to be degraded. During this time, other cells can
spontaneously fire. These spiking events are incoherent but still give rise to elevated levels
of external cAMP.
More interestingly the transition from J > Jm to J < Jm happens through an interme-
diate state with many peculiar data points (the middle row in figure 3.6A). To ensure that
these peculiarities are not simulation artifacts we looked at some of them in more detail.
Figure 3.6B is a time-course of the whole population for the point corresponding to the
white circle on 3.6A. Note that the time-course is exhibiting a burst-like behavior. The
system is in a low frequency state for some period of time, then stochastically switches to
a high frequency state and after a few cycles switches back to original state. Interestingly
it remains coherent during the whole process. At this point we do not have a conclusive
theory as to why this bistability happens. However a similar behavior had been reported by
Schwab et al. [50] where a population of phase oscillators coupled to an external medium
exhibited bistability as mean oscillator frequency was increased. We suspect that a similar
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Figure 3.6: Bistability at Crossover to Small J . A) Plot of coherence, single cell
firing rate and population firing rate as a function of of log10(S0) and log10(∆S) for three
different values of degradation rate J . The white circle corresponds to one point on the phase
diagram with J = 1.6Jm for which a time-course is shown in figure B. Parameters same
as in figure 3.2C B) A section of the time course of the system is shown with parameters
chosen corresponding to the white circle in figure A (middle row). Each thin curve with
a different color corresponds to time course of the activator of one cell. For presentation
purposes nnly 10 cells are shown (picked at random). The black curve is the time-course
of the average of activators of all cells. Parameters same as in part C with J = 0.5, ρ =
1, D = 101.8J, α0 = 10
−5.1J
mechanism is also in effect here.
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3.5 Spatial Extenstion of model produces spiral waves
As a final step in our modeling approach, we extended equation 3.3 to model dense popula-
tion of Dictyostelium cells. Here, we restrict ourselves to discussing the biologically realistic
case of a logarithmic preprocessing module I(S) = a ln
(
1 + SK
)
, though similar results were
obtained for other pre-processing modules. To model dense populations, we treat the ac-
tivator, A(x, y), represser, R(x, y), and extracellular cAMP, S(x, y) as a function of the
spatial coordinates x, y. Furthermore, we explicitly model the diffusion of the extracellular
cAMP. This gives rise to a set of reaction-diffusion equations of the form:
dA
dt
= A− 1
3
A3 −R+ I(S), (3.10)
dR
dt
=  (A− γR+ C)
dS
dt
= ρα0 + ρDΘ(A)− JS +∇2S
For simplicity we have not included the noise term, η, and the input cAMP flow, αf .
We simulated these equations using no-flow boundary conditions and random initial condi-
tions. Figure 3.7 shows a snapshot of activator, A, over the whole space. The left column
shows the results with initial conditions chosen such that at most one spiral forms (See
Appendix B). Note that a spiral wave is clearly formed at large values of degradation rate
(J = 10). However decreasing this parameter while keeping ρ/J constant leads to complete
disappearance of the spiral pattern. The right column in figure 3.7 shows the same results
with initial conditions that lead to multiple spirals (see Appendix B). In this case a similar
disappearance of spiral waves is observed as degradation rate of cAMP is decreased. Disap-
pearance of spiral waves has been observed in RegA mutants [36]. Since RegA intracellularly
degrades cAMP, it can be thought of as one contributing factor to degradation rate J in
our model. As a result knocking out this gene could decrease J and have an adverse effect
on spiral formation. In this regard, this simple extension of our model is compatible with
experiments.
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Figure 3.7: Spatial Simulations. Simulation results of spatially extended model at
different values of J . The colors shown represent different levels of A. Each row corresponds
to a different value of J and ρ such that ρ/J remains the same. The left column corresponds
to initial conditions chosen from a 2 × 2 coarse grid of random values that is overlayed on
the simulation box (see Appendix B). And the right column shows the same simulation
with initial conditions set on a 20 × 20 coarse grid. Parameters were kept the same as in
3.3C with ρ = 0.1J . Simulations were done on a 100× 100 box with grid spacing ∆x = 0.5
and time steps according to dt = ∆x
2
8 .
Besides models of Dictyostelium discoideum, spiral patterns in excitable media have
been observed in many other contexts such as cardiac arythmia, neural networks and BZ
reactions. In this regard emergence of spiral patterns in a diffusive excitable medium is
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not new. However in the context of Dictyostelium discoideum, a key difference between
our model and previous models such as the one proposed by Aranson, et al [68] is that in
our model only the external medium S can diffuse. Previous models made the biologically
unrealistic assumption that the intracellular variables could diffuse and the external medium
did not.
3.6 Discussion
During starvation Dictyostelium discoideum cells secrete periodic spikes of cAMP in re-
sponse to extracellular cAMP levels and communicate by propagating waves of cAMP across
space. We modeled this behavior using a multi-scale modeling approach. We constructed a
family of dynamical models that increased in complexity. We started by modeling isolated
cells. We then extended to the model to understand spatially-homogenous multicellular
populations. Finally, we included the effects of space and diffusion. In our approach, we
treated individual cells as noisy excitable systems that receive their input from a prepro-
cessing module which responds to external cAMP concentrations. We coupled these cells
through an external medium and studied their oscillations and coherence through phase
diagrams. These phase diagrams provided us with a succinct, interpretable representation
of our model. Using these diagrams, we found that the complex interplay of multicellular-
ity, stochasticity and signal processing gives rise to a diverse range of phenomena that have
been observed experimentally. By including space into this model we were able to produce
spiral patterns and study them in different regimes.
Using phase diagrams, we showed that crossover from silence to coherent oscillations is
noise-driven. In this process, some cells randomly fire, leading to the sudden secretion of
cAMP and an increase in the external cAMP levels. This change in extracellular cAMP
levels induces other cells in the population to spike, resulting in synchronized oscillations
across the population. This behavior emerges from the complex interplay of cellular com-
munication and stochasticity. In this process, each population-level spike consists of early
spikers and late spikers, where the former drives the latter. This behavior is reminiscent of
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’pacemaker’ cells which are hypothesized as driving forces for synchronization and pattern
formation. But unlike traditional models, in our model no cell is intrinsically a pacemaker.
Instead, early spikers are picked at random. Thus noise is crucial to the observed dynamical
behavior of cellular populations.
To explore the effect of preprocessing we studied a family of models with different prepro-
cessing modules. We found that the choice of a nonlinear function as the preprocessor, leads
to a new crossover from coherent oscillations to incoherent oscillations that is non-existent
if a linear preprocessor was used. Furthermore we find that the choice of preprocessors
can lead to different responses to noise, with distinct signatures that can be inferred from
experimental multicellular data. This allows us to confirm that Dictyostelium cells use a
logarithmic preprocessor, a claim that has been suggested based on independent single cell
experiments (Chapter 2).
We encountered several interesting behaviors in our model that have implications for
other coupled oscillator systems. For example we found that the nonlinearities in the
preprocessor can lead to a mechanism for populations of oscillators to change their frequency.
Furthermore we found that slowing the dynamics of the external medium leads to incoherent
oscillations. This behavior has been termed ‘dynamic death’ for coupled oscillators [49, 50],
and we find that it occurs through a bistable state. Furthermore, in the spatial extension of
our model, we observe a similar loss of spiral patterns due to slow dynamics of the medium.
This suggests that the concept of dynamic death can be extended to spatially heterogenous
populations.
Synchronization and formation of spiral waves provides a spatial cue for Dictyostelium
cells which guides them toward a common aggregation center. As a result, dynamic death
can be undesirable for a population’s survival. It is well known that in wildtype cells phos-
phodiesterases (PDE) are constantly secreted intra- and extracellularly to degrade cAMP.
We suspect that this mechanism may have evolved to avoid incoherence due to dynamic
death.
Despite the descriptive and predictive success of our simple model (Chapter 2) it misses
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several points that could be subject of future works. For example we have treated the
preprocessing as a static module. However, a more complete model that describes adap-
tation needs to include the dynamics of this module. Models that contain a feedforward
network [46, 53, 67] seem to be good candidates for this purpose. Furthermore, we have
ignored the effect of noise in our spatially extended model. It would be interesting to find
how noise can affect the random formation of spiral patterns and their stability and explore
to what extent a spatially extended model is amenable to the phase-diagramatic approach
proposed here. Finally, it would be interesting to study our model through analytical ap-
proaches such as Fokker-Planck equations [79, 80] and explore the possibility of new phases
of behavior that have been neglected in our study.
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4 Intrinsic noise of microRNA regulated genes and the
ceRNA hypothesis
The following chapter and the corresponding Appendix and figures have been adapted from: Noor-
bakhsh J, Lang AH, Mehta P (2013) Intrinsic Noise of microRNA-Regulated Genes and the ceRNA
Hypothesis. PLoS ONE 8(8): e72676. doi:10.1371/journal.pone.0072676
4.1 Introduction
MicroRNAs are short sequences of RNA ('22 base pairs) that post-transcriptionally reg-
ulate gene expression in eukaryotes by destabilizing target mRNAs [81, 82]. Since their
discovery almost two decades ago [83], there has been a steady increase in the number
of discovered microRNAs. MicroRNAs play an important role in many biological pro-
cesses, including animal development [84, 85], tumor suppression [86, 87], synaptic develop-
ment [88, 89], programmed cell death [90, 91], and hematopoietic cell fate decisions [92, 93].
In prokaryotes, an analogous role is played by an important class of small non-coding RNAs
(antisense sRNAs) that also act post-transcriptionally to negatively regulate proteins. These
antisense sRNAs can vary in size from tens to a few hundred nucleotides [94] and prevent
translation by binding to the target mRNAs.
While both inhibitory microRNAs and sRNAs play similar functional roles, they act by
very different mechanisms [95]. Eukaryotic MicroRNAs undergo extensive post-processing
and are eventually incorporated into the RISC assembly [96, 97]. The RISC complex con-
taining the activated microRNA binds mRNAs and targets them for degradation. A single
RISC complex molecule can degrade multiple mRNA molecules suggesting that microRNAs
act catalytically to repress protein production. In contrast, both the mRNAs and sRNAs
are degraded when bound to each other in a process that can happen spontaneously [98, 99]
or be mediated by extra machinery such as RNA chaperone Hfq [100–102]. This suggests
that prokaryotic sRNAs, unlike their eukaryotic counterparts, act stoichiometrically on their
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targets.
Stoichiometric regulation has been extensively studied theoretically and experimentally
based on mass-action kinetics [103–109] and experimental protocols have been proposed
for determination of different modeling parameters [110]. On the other hand, there exist
relatively little similar work on understanding microRNAs and other catalytic non-coding
RNAs [111–113]. Both theoretical calculations (see Supporting Information of [103]) and
quantitative experiments [111] indicate that mean protein-expression of microRNA regu-
lated genes follows a linear-threshold behavior similar to that of sRNAs in prokaryotes.
In contrast, [113] argued that stoichiometric sRNAs are noisier than catalytic microRNAs.
Presently, it is unclear how to reconcile these results and it raises the natural question of
how the differing mechanisms employed by sRNAs and microRNAs affect the intrinsic noise
profiles of regulated genes.
To answer this question, we used a generalized model of gene regulation by inhibitory
non-coding RNAs to calculate the mean expression and intrinsic noise of regulated proteins.
Our model is based on stochastic mass-action kinetics with tunable parameters that allow
us to vary the mode of action from stoichiometric interactions such as those in prokary-
otic sRNAs to highly catalytic interactions that mimic eukaryotic microRNAs. Our model
is also applicable to plant microRNAs where microRNAs bind strongly to regulated mR-
NAs [114]. Contrary to [113], we show that in many parameter regimes the intrinsic noise
properties of microRNAs and sRNAs are qualitatively similar. Finally, motivated by the
competing endogenous RNA (ceRNA) hypothesis which suggests that microRNAs induce
an extensive mRNA-interaction network, we extended our model to consider the case where
a microRNA regulates multiple mRNAs. We calculate the intrinsic noise for these models
and show that noise is an extremely sensitive measure of crosstalk between mRNAs. This
suggests a new experimental strategy for uncovering microRNA-induced mRNA interac-
tions. Recently we learned of three studies [115–117] completed simultaneously with our
work, in which they model multiple mRNAs interacting with multiple microRNAs. Bosia
et al. [115] studied robustness in a noisy model of ceRNA, while Figliuzzi et al. [116] and
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Ala et al. [117] both focus on steady state behavior. Figliuzzi et al. [116] studied sensitivity
of ceRNA to transcription rate changes using analytical techniques whereas Ala et al. [117]
combined analytical and bioinformatics results with experiments and showed cross-talk be-
tween ceRNAs. Our work complements and extends these other works to analyze the noise
characteristics of microRNA interactions.
4.2 Results
4.2.1 Model Description
Here we propose a model of gene regulation by non-coding RNAs based on mass-action
kinetics [113]. A schematic of the model is shown in Figure 4.1A. Our model has four
species: mRNA molecules denoted by m, functional non-coding RNAs denoted by s, mRNA-
noncoding RNA complexes denoted by c, and the number of expressed proteins denoted by
p. We note that s can represent either the concentration of prokaryotic small RNAs or the
concentration of functional microRNAs found within the RISC complex. mRNA molecules
are transcribed at the rates αm and translated at a rate αp. Free mRNAs degrade at a rate
τ−1m . αs represents the mean rate at which functional non-coding RNAs are formed. For
prokaryotic sRNAs, this is simply the transcription rate of sRNAs. For microRNAs, this is
an aggregate rate that accounts for the complicated kinetics of transcription and assembly
into the RISC complex. mRNAs and noncoding RNAs form complexes c at a rate µ and
disassociate at rate γ. Importantly, the complexes can also be degraded at a rate τ−1c . This
degradation can be actively regulated or conversely stem from dilution due to cell division.
Once mRNAs bind noncoding RNA and form a complex c, they can no longer be trans-
lated, resulting in decreased protein expression. To account for the differences between
microRNAs and sRNAs, we have an additional parameter β which measures the “recy-
cling rate” of noncoding RNA. When β  τ−1c , γ, the non-coding RNAs function catalyt-
ically with a single non-coding RNA molecule able to bind and degrade multiple mRNA
molecules [118, 119]. This is a good model for gene regulation by microRNA in eukaryotes.
In contrast, when β  τ−1c the noncoding RNAs function stoichiometrically. In particular,
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Figure 4.1: microRNA Model. A) Schematic of the interactions between noncoding
RNAs and mRNA. αs and αm are respectively the transcription rate of microRNA and
mRNA. τ−1m , τ−1s , τ−1c , τ−1p are respectively the degradation rates of mRNA, noncoding RNA,
complex and protein. µ and γ are respectively the direct and reverse interaction rates
between mRNA and noncoding RNA, and β is the catalyticity. B) Analytical results
showing protein mean versus normalized transcription rate, αmφαs , for different values of µ
in the catalytic regime (β = 10, τc = 1) where φ ≡ 1 + βτc. The dashed line is the
theoretical result for infinitely large µ. The following parameters have been used in this
plot: αs = 3, αp = 4, τs = 30, τm = 10, τp = 30, γ = 1. The stochastic simulations produce
exactly the same mean (graph not shown here).
for prokaryotic sRNAs it is commonly believed that β = 0 and no recycling of noncoding
RNAs takes place. In plants microRNA’s sequence almost perfectly matches the mRNA
sequence [114]. Plant microRNAs can be modeled using intermediate values of the recycling
rate β and disassociation rate γ, although it is possible that they may behave stoichiomet-
rically (β ' 0) as is the case with bacterial small RNAs. Finally, we note that the ratio of β
to γ is a measure of how much of the gene regulation happens through nucleolytic cleavage
in contrast to translational repression.
We use two different approaches to mathematically model gene regulation by non-coding
RNAs. We calculate both the mean expression levels as well as “intrinsic noise” due to
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stochasticity in the underlying biochemical reactions. First, we perform simple Monte-Carlo
simulations for the reaction scheme outline above using the Gillespie algorithm [120]. While
these simulations are exact, this method is computationally intensive making it difficult to
systematically explore how noise properties depend on kinetic parameters. For this reason,
we use a second approach based on linear noise approximation (LNA) [13, 105, 121]. The
LNA approximates the exact master equations using Langevin equations. For very small
particle numbers, this approximation breaks down even in determining the average particle
numbers. Nonetheless, for medium and large particle numbers, the LNA is very adept
at capturing qualitative behaviors of the system and we see a good agreement between
LNA and exact simulations for our system for larger particle numbers and volumes. This
allows us to derive analytical expressions for the noise and systematically explore how gene
expression noise depends on system parameters.
Within the LNA, we can mathematically represent our model using the equations
ds
dt
= αs − τ−1s s+ βc+ γc− µms+ ηs + ηβ + ηγ − ηµ
dm
dt
= αm − τ−1m m+ γc− µms+ ηm + ηγ − ηµ
dc
dt
= µms− βc− γc− τ−1c c+ ηc − ηβ − ηγ + ηµ
dp
dt
= αpm− τ−1p p+ ηp
(4.1)
with s,m, c, p being the concentration of noncoding RNA, mRNA, complex and protein
respectively, and ηs, ηm, ηc, and ηp, being the noise in the birth-death processes of non-
coding RNAs, mRNAs, complex, and proteins respectively, ηµ the binding noise, ηγ the
unbinding noise, and ηβ the RNA recycling noise. The variance of these noise terms is
given by
ηi(t) = 0, i, j = s, β, γ, µ,m, c, p
ηi(t)ηj(t+ τ) = δijσ
2
i δ(τ)
(4.2)
where δij is the Kronecker delta and overline represents time-average. For the noise terms
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we have:
σ2s = αs + τ
−1
s s, σ
2
β = βc, σ
2
γ = γc, σ
2
µ = µms, (4.3)
σ2m = αm + τ
−1
m m, σ
2
c = τ
−1
c c, σ
2
p = αpm+ τ
−1
p p,
with n the time-averaged steady-state concentration of species n. Note we can convert
between particle number and concentration by multiplying by appropriately chosen volumes
(see Material and Methods). We modeled each interaction in Figure 4.1A as an independent
Poisson process with a mean rate given by mass-action kinetics [13]. Fluctuations in each
interaction have been modeled by an independent Langevin term. Care must be taken
to ensure the correct sign in the cross-correlations [121]. In the remainder of the paper,
analytical results from the linear noise approximation are shown along with simulations
using the Gillespie algorithm [120]. Both methods are in good agreement.
Finally, in what follows we will focus on protein mean and noise. However note that
protein in our model is dependent on mRNA through a simple linear birth-death process.
In this sense protein can be thought of as a readout of mRNA that goes through a low-pass
filter set by τ−1p . As a result the general behavior of protein and mRNA is very similar in
our model and lead to similar qualitative results.
4.2.2 Mean Expression Levels
We begin by deriving the steady-state response of our system by setting the time-derivatives
of the left hand side of equation (4.1) to zero. Denoting the steady-state concentration of
a species n by n, we find that
s =
φαs − αm − λ+
√
(φαs − αm − λ)2 + 4λφαs
2φτ−1s
m =
αm − φαs − λ+
√
(αm − φαs − λ)2 + 4λαm
2τ−1m
c = µmsτcR
p = αpτpm
(4.4)
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where we have defined the quantities
φ = 1 + βτc, (4.5)
τ−1cR = β + γ + τ
−1
c (4.6)
q =
τ−1c
τ−1cR
=
τ−1c
β + γ + τ−1c
(4.7)
λ =
1
µτmτsq
, (4.8)
Note that to derive equation (4.4) we have set the noise terms in equation (4.1) to
zero. This effectively eliminates the contribution of cross-correlation terms into steady-
state solutions (i.e. ms is approximated as ms). For very small particle numbers, where
LNA breaks down, this approximation also breaks down. This can especially happen for
small system volumes. However we will not study such parameter regimes in this paper (see
Appendix C). Furthermore, we confine ourselves to the biologically-relevant parameter sets
where the mRNA-microRNA association rate, µ, is much larger than degradation rates of
RNAs (τ−1m , τ−1s ) and lambda is small (λ 1). For these parameters, there is a clear linear-
threshold behavior in mean protein concentration (Figure 1B). Such behavior has been
extensively studied in the context of non-coding RNAs where gene expression is often divided
into three distinct regimes: a repressed regime, an expressing regime, and a crossover regime
[103, 105, 111]. In the repressed regime (αm  φαs), non-coding RNAs almost always bind
mRNAs and prevent translation. In contrast, in the expressing regime (αm  φαs) there
are many more mRNAs than noncoding-RNAs, resulting in protein production that varies
linearly with αm. Finally, there is a crossover between these two behaviors when αm ' φαs.
The factor φ multiplying αs renormalizes the transcription rate of the non-coding RNA
to account for the fact that a single non-coding RNA can degrade multiple mRNAs. To
see this note that φ−1 = τ−1c /(β + τ−1c ) is just the probability that a non-coding RNA is
degraded when it is bound to an mRNA in a complex under the assumption complexes do not
disassociate (γ  β or γ  τ−1c ). Thus, we can think of φ as the average number of mRNAs
that a non-coding RNA will degrade before it is itself degraded. As expected, when β = 0,
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φ = 1 and these results reduce to those derived for prokaryotic sRNAs [103, 105]. Overall the
experimentally observed linear threshold behavior of mean protein in quantitative single-cell
experiments [111] is consistent with our theoretical calculation of the mean.
Comparing decay patterns of mRNAs repressed by microRNAs to free mRNAs provides
a method to determine the existence and efficiency of microRNA binding. For example,
Braun et al. [122] use immunoblotting to compare eukaryotic cells with no microRNA to
cells transfected with microRNA transcripts and show a two-fold decrease in mRNA lifetime
as a result of microRNA interaction. To determine if the general decay pattern of mRNAs
in our model mimics their results, we studied the effect of microRNAs in the transient
behavior of mRNAs. Figure 4.2 shows the results. To mimic the population averaging
inherent to immunoblots, each curve is calculated by averaging 100 Gillespie simulations
starting from the same initial conditions. Note that once the microRNA is introduced into
the system (by setting µ = 2) the lifetime of mRNA dramatically decreases. Changing β
from 0 (stoichiometric) to 10 (catalytic) further decreases the lifetime. The fluctuations
in particle number close to zero are due to the finite ensemble size. In this regard our
results qualitatively agree with experiments in [122] regardless of the regulatory regime
studied. Furthermore we observe a fast initial decay rate followed by slower decay at later
times instead of a single exponential decay. This is in agreement with the observation
made in [122]. However we believe that beyond such qualitative agreement, a precise fit to
the experimental data would require more complicated models. It is well known that the
degradation of mRNAs includes several stages. In a recent work by Deneke et al. [123] it
was shown that inclusion of multistep degradation can lead to piece-wise exponential decay
of mRNAs. We speculate that such a multistep process in conjunction with the mechanism
proposed here can lead to the correct quantitative decay patterns observed experimentally.
4.2.3 Intrinsic Noise
Gene regulation is inherently stochastic due to the small number of molecules present in the
cell. Noise has important phenotypic consequences for a variety of biological phenomena
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Figure 4.2: mRNA Decay. Time-course of mean mRNA number showing different decay
rates in different parameter regimes. Each curve is the average of 100 Gillespie simulations
with the same initial conditions starting at steady state of the unregulated model (m =
αmτm, s = 0, c = 0). Parameters same as Figure 4.1 with αm = 1, β = 10.
[124] and for this reason it is important to characterize the intrinsic noise properties of
non-coding RNAs. As is usual, we define the intrinsic noise as the variance in protein
level divided by mean protein level squared, (p−p)
2
p2
, where overline represents steady state
time averaging. This is a measure of relative protein fluctuations compared to their mean.
Study of noise in bacterial sRNAs shows a peak in the crossover regime that emerges as
a result of competition between mRNA and sRNA [105]. The switch-like behavior of the
system, due to its linear-threshold nature, results in an amplification of any fluctuations in
the mRNA level that is in excess of the mRNAs bound to noncoding-RNA. As a result,
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noise is increased in the crossover regime. We observe a similar qualitative behavior for
noise in all parameter regimes of our model obtained by computing the solution to equation
(4.1) at steady state. Figure 4.3 is a plot of protein noise as a function of mean protein
concentration for catalytic and stoichiometric interactions, showing a peak at protein levels
that correspond to the crossover regime in both cases. The height of the peak increases
with the binding affinity µ of a non-coding RNA for its target mRNA. On a whole, the noise
profile of catalytic and non-catalytic genes is remarkably similar. There are however slight
differences. The peak is slightly higher and occurs at a slightly larger mean protein level
for catalytic non-coding RNAs. This suggests that the underlying reason for the noise peak
is not the enzymatic mode of action of non-coding RNAs, but the fact that the number of
mRNAs and the number of non-coding RNAs (appropriately normalized by φ) are almost
equal.
To better understand the effect of catalytic interaction on noise, we calculated protein
noise versus αm for different values of β. Figure 4.5A shows the results for Gillespie simu-
lation and linear noise approximation (the inset) as a function of αmφαs and β showing that
the three-regime noise behavior is robust over a large range of β. Note that in all cases,
the noise is peaked in the crossover regime. Aside from small discrepancies caused by the
approximate nature of the analytical method as well as the finite statistical sample used
in simulations, we see a good qualitative agreement between the two methods. To better
visualize the robustness of noise to changes in β we have plotted the maximum of noise (at
crossover regime) as a function of β in Figure 4.5B. Notice that the peak height initially
increases as a function of β and reaches a plateau for large β upon entering the catalytic
regime. However there are not any significant differences in the two interaction regimes.
Finally as another test of the robustness of the model to parameter changes, we studied
noise of a catalytic (i.e. eukaryotic microRNA, β  τ−1c , γ) and stoichiometric interaction
(i.e. prokaryotic sRNA, β = 0) for the same level of mean protein produced. Figure 4.5C
shows this comparison for noise in the repressed regime as a function of β with αm chosen
such as to keep mean protein concentration constant. As can be seen, the noise decreases
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Figure 4.3: Protein Noise in Two Regimes. Gillespie simulation results showing protein
noise as a function of mean protein concentration for stoichiometric and catalytic interac-
tions plotted for two different values of interaction rate µ. For each value of µ catalytic
interaction has a slightly higher noise in the crossover regime compared to stoichiometric
interaction, otherwise a similar three-regime behavior can be observed in both cases. We
have plotted this result for two different values of µ to show that this observation is quali-
tatively independent of interaction strength, and only affects the level of noise. Parameters
same as in Figure 4.1B. Stoichiometric regime with β = 0 and catalytic regime with β = 10.
from its original value in the stoichiometric regime (β = 0) to a slightly lower value as β is
slightly increased (β ' 2) and any further increase in β does not affect noise dramatically.
This again reveals that the system is robust to changes in β.
As a final test of the robustness of system on parameters, we studied protein mean
and noise for a range of parameters using LNA. Figure 4.9 shows the results with first and
second row corresponding to protein mean and noise respectively. Note that the linear-
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threshold behavior of mean and the peak at crossover regime is consistent for a wide range
of parameters, showing that these qualitative features are independent of our choice of
parameters, given that the number of particles are large enough for LNA to hold. The
third row in figure 4.9 shows noise at the crossover regime (αm = φαs) plotted for a wide
range of paramters. We see a monotonic change in noise as different parameters are varied
showing that changes in parameters can change the exact quantitative results but that the
qualitative behavior of the intrinsic noise is similar for almost all biologically realistic choices
of parameters.
4.2.4 Including Transcriptional Bursting
Experimental evidence suggests that mRNAs are often produced in bursts [125]. Tran-
scriptional bursting represents another important source of stochasticity that was ignored
in the analysis presented above. We can extend the model presented above to incorporate
transcriptional bursting by considering the case where the genes encoding for mRNAs can
be in two distinct states: an “on” state where mRNAs can be transcribed and an “off”
state where transcription is not possible. For example, in eukaryotes the two states may
correspond to whether the chromatin is condensed or not [126]. To model transcriptional
bursting we replace the equation for mRNA production in Eq. (4.1) by the pair of equations
dg
dt
= k−(1− g)− k+g + ηg (4.9)
dm
dt
= αonm g − τ−1m m+ γc− µms+ ηm + ηγ − ηµ
where the probability that a gene is in the on state is denoted by g, k−(k+) are the on(off)
rate of the gene, and αonm is the maximum mRNA transcription rate. The average state of
the gene is given by g = k−/(k− + k+) [105]. The gene noise ηg is Gaussian white noise
with mean zero and variance given by ηg(t)ηg(t+ τ) = 2k+gδ(τ). The mRNA noise ηm is
now ηm(t)ηm(t+ τ) = (α
on
m g + τ
−1
m m)δ(τ). All other equations remain the same as before.
In the analysis that follows, we assume that k− is fixed but k+ can vary. This corresponds
to the biological situation where a gene is regulated by a repressor that can turn the gene
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off. To compare noise for different values of β, we choose k+ so that the mean protein levels
remain constant. Furthermore, we concentrate on the repressed regime (see Figure 4.4).
Here noise decreases slightly as β is increased which is very similar to the case without
bursting as was shown in Figure 4.5B. This means that noise in the repressed regime is
insensitive to bursting regardless of how catalytic the interaction is. This is true as long as
the microRNA-mRNA binding rate is large compared to RNA lifetimes and mean protein
levels exhibit the biologically observed linear-threshold behavior.
However note that it is possible to design a very slow gene with the same mean value
as here, by choosing small on and off rates, k−/k+, while keeping their ratio constant. In
such cases, if the dynamics of the gene are chosen much slower than the dynamics of the
rest of the network, effectively the system will switch between two different transcription
rates corresponding to two different linear threshold behaviors. As a result such a system
would behave as the superposition of two networks with their crossover regimes happening
at different transcription rates, leading to a bimodal distribution of protein noise. It has
been shown experimentally that in some biological systems transcription happens in this
regime. For example Raj et al. [127] studied transcription through bursting in mammalian
cells and discovered a bimodal protein distribution. Using stochastic modeling [128], they
showed that their results agree with the notion of a slower gene activation process. In this
work we have limited ourselves to faster gene dynamics where distributions are unimodal.
However, as a future direction, it would be interesting to study the effect of noncoding
RNAs on the time-scales of the process in different parameter regimes. If these time-scales
remain small compared to gene activation/deactivation time-scale, protein noise will exhibit
a bimodal distribution. We speculate that in this case instead of the three-regime behavior
discussed here, the system will exhibit five (or four) regulatory regimes depending on the
existence of (or lack of) leaky genes.
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Figure 4.4: Catalyticity and Bursting. Noise in the repressed regime with bursting as
a function of β for constant protein mean. For each data point αm is chosen such that
< p >= 10. Furthermore αonm = 10, k− = 1, k+ = k−(
αonm
αm
− 1). The remaining parameters
are same as in Figure 4.1 with µ = 2. Inset: protein mean as a function of β.
4.2.5 Asymptotic Formulas for Noise
4.2.6 Expressed
To gain further insight, we have derived asymptotic formulas for the noise in the repressed
and expressing regime. In the expressing regime with large mRNA transcription, we define
the small parameter  ≡ λαm−φαs with λ given by Eq. 4.8. In the expressing regime,  1,
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Figure 4.5: Effect of Catalyticity on Noise. A) Simulation results for noise as a function
of β and αmφαs . Inset: analytical results for the same system. Parameters same as Figure 4.1
with µ = 2. B) Maximum of noise in the crossover regime as a function of β. Inset: Same
result shown using analytical method for larger range of parameters showing the plateau
(unaccessable computationally due to large particle numbers). C) Noise in the repressed
regime as a function of β for constant protein mean (p = 10). Inset: protein mean as a
function of β.
and the steady-state expression levels of mRNA and non-coding RNAs take the form
m ' 1
qµτs
1

, s ' αsτs (4.10)
with q given by Eq. 4.7. Furthermore, the protein noise in this regime is identical to that of
a transcriptionally regulated gene without post-transcriptional regulation [129] and is given
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by
(δp)2
p2
'
1 + b
τp
τp+τm
p
' 1 + b
p
(4.11)
where δp ≡ p− p and b ≡ αpτm (see Appendix C) and it is assumed that mRNAs degrade
much faster than proteins (τp  τm). In simple models of gene expression where mRNAs
are produced stochastically with a Poisson rate αm, the quantity b is often called the ‘burst
size’ and measures the average number of proteins made from a single mRNA molecule [130].
Our result suggest that in the expressing regime protein noise is independent of β and the
noise profile of post-transcriptionally regulated genes is similar to those of genes regulated
via transcription factors. [129].
4.2.7 Repressed
In the repressed regime, we now have  ≡ λφαs−αm  1 and the average number of mRNA
and non-coding RNA molecules is given by
m ' αmτm (4.12)
s ' 1
qµτmφ
where q
q ≡ τ
−1
c
β + γ + τ−1c
, (4.13)
is the probability that a complex is degraded. The noise in this regime is given by
(δp)2
p2
' 1 + ζb
p
(4.14)
where ζ is a constant that is dependent on both β and γ (see Appendix C). When β
or τ−1c  γ it can be shown that ζ ' 1. Note that this condition includes the catalytic
regime with β  γ, τ−1c as well as the stoichiometric regime β = 0, τ−1c  γ (see Appendix
C). Thus, we conclude that in the repressed regime, non-coding RNAs reduce noise. In
particular, proteins are now produced from mRNAs in a smaller burst with typical size
given by ζb  b. Since the burst size is just the average number of proteins made from
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an mRNA, b = αbτm, we can equivalently interpret this results as changing the effective
lifetime of the mRNA molecules from τm to ζτm [103, 105]. This interpretation is consistent
with the stochastic simulations on mRNA lifetimes shown in Figure 4.2.
4.2.8 Scaling Behavior Near Crossover Regime
Our analysis show that the width of noise peak at the crossover regime is independent of
recycling ratio β. To understand this behavior better, we studied the crossover regime for
different parameter values using linear noise approximation (for comparison to simulations
see Appendix C). Figure 4.6 shows the protein noise and protein mean as a function of
αm
φαs
after rescaling both by their value at the crossover (αm = φαs) for various recycling
ratios. Notice that for γ  τ−1c these normalized plots of protein mean and noise show an
approximate data collapse. As γ is increased, this scaling behavior breaks down (Figure
4.6). The collapse of data for mean protein can be analytically derived given the fact that
mean protein is only dependent on β, γ, τc through the combination qφ ≡ β+τ
−1
c
τ−1c +β+γ
.
This scaling of the mean protein number can be better understood if we define x ≡ αmφαs
and define p(x) as the mean number of proteins corresponding to this value. Dividing this
quantity by its value at x = 1 (mean protein at crossover) and using equation (4.4) results
in the following equation for the normalized mean protein:
p(x)
p(1)
=
x− 1− νqφ +
√(
x− 1− νqφ
)2
+ 4 νqφx
− νqφ +
√(
ν
qφ
)2
+ 4 νqφ
. (4.15)
where ν ≡ τ−1m τ−1sµαs is a constant with no dependence on β, γ or τc. Thus, the normalized
mean protein number depends on β, γ, τc only through the combination qφ ≡ β+τ
−1
c
τ−1c +β+γ
. The
parameter qφ is the probability a complex will disassociate. In the limit γ  β, τ−1c this
parameter will be equal to 1 and the scaled mean protein level becomes independent of β
causing the curves for different β to collapse on top of each other (Figure 4.6). It is also
interesting to note that any other condition on the parameters that removes the dependence
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of qφ on β will also have the same effect (e.g. γ, β  τ−1c ). Somewhat more surprisingly,
near crossover the noise also shows an approximate data collapse. We suspect that this
collapse is likely indicative of universality near the crossover between the repressed and
expressing regimes.
Figure 4.6: Scaling at Crossover Regime. Parameters same as Figure 4.1 with µ = 2.
A) Protein noise normalized to its value at αm = φαs (more explicitly
(δp)2
(p)2
/
[
(δp)2
(p)2
| αm
φαs
=1
]
)
plotted as a function of αmφαs for γ = 0. Each line is a different value of β. Same legend
for all figures. B) Protein mean normalized to its value at αm = φαs (more explicitly
p/
[
p| αm
φαs
=1
]
)plotted as a function of αmφαs for γ = 0. C,D) Graphs similar to A,B plotted
for γ = 1. E,F) Graphs similar to A,B plotted for γ = 10.
4.2.9 mRNA Crosstalk and the ceRNA Hypothesis
Recently, the competing endogenous RNA (ceRNA) hypothesis proposed that microRNAs
may play a crucial role in the cell in global gene regulation by inducing interactions between
mRNA species [131]. The central mechanism underlying the ceRNA hypothesis is the idea
that mRNA species may have interactions amongst themselves that are not direct but are
instead indirect and mediated by competition and depletion of shared microRNA pools.
The hypothesis is that these indirect mRNA interactions result in a biologically important
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mRNA network. However, the breadth and strength of microRNA induced interactions in
eukaryotic genomes is still not well understood. For this reason, it is crucial to develop
new strategies for measuring microRNA induced interactions between commonly regulated
mRNAs. To this end, we asked whether the noise profile of regulated mRNAs could be
used to uncover microRNA induced interactions. As a first step, we studied the simplified
case where two different mRNA species are regulated by a single microRNA and compete
over a common pool of microRNAs, and we focused on the effect of microRNA-induced
crosstalk between mRNA species on the noise properties of regulated genes. The results
presented here can be easily generalized to the case of many mRNAs interacting with many
microRNAs.
A schematic of our simplified model is shown in Figure 4.7A. Two species of mRNAs
are regulated by a common microRNA. Notice that the mRNAs do not directly interact in
the model and all interactions are indirectly induced by the shared microRNA pool. We
can represent this using a straight-forward generalization of the model considered earlier
ds
dt
= αs − τ−1s s+ β1c1 + β2c2 + γ1c1 + γ2c2 − (µ1m1 + µ2m2)s+ . . .
+ ηs + ηβ1 + ηβ2 + ηγ1 + ηγ2 − ηµ1 − ηµ2 (4.16)
dmi
dt
= αmi − τ−1mimi + γici − µimis+ ηmi + ηγi − ηµi
dci
dt
= µimis− βici − γici − τ−1ci ci + ηci − ηβi − ηγi + ηµi
dp
dt
= αpm1 − τ−1p p+ ηp
with
ηj(t) = 0, j, k = s, βi, γi, µi,mi, ci, p , i = 1, 2 (4.17)
ηj(t)ηk(t+ τ) = δjkσ
2
j δ(τ)
and variances reflecting the Poisson nature of interactions:
σ2s = αs + τ
−1
s s, σ
2
βi
= βici, σ
2
γi = γici, σ
2
µi = µimis (4.18)
σ2mi = αmi + τ
−1
mimi, σ
2
ci = τ
−1
ci ci, σ
2
p = αpm1 + τ
−1
p p , i = 1, 2
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The binding of microRNAs to mRNAs is controlled by the interaction rates µ1,2. These
rates reflect the binding affinity of microRNAs for the two mRNA species. We asked how
protein noise and means change as we vary the transcription rates, αm1,2 , of the mRNAs.
The remaining parameters are assumed to be the same for both mRNAs and from now
on we have suppressed the indices on these parameters. MicroRNAs function catalytically
and we focus on the parameter regime β  τ−1c , γ. Figure 4.7B and C shows the mean
protein levels, p1, and intrinsic noise of protein species 1 as a function of the transcription
rates of the two mRNA genes, αm1,2 , for the case of equal binding affinities (µ1 = µ2).
Notice there is a peak in the noise similar to the single-species case. Once again there is
good agreement between simulation and analytic calculations based on Langevin noise and
the Linear Noise Approximation (see Appendix C). We also examined the case where the
mRNAs have different binding affinities for the microRNA, µ1 = 0.2, µ2 = 2. This results
in an asymmetry in the noise peak but does not change the major qualitative features of
our results (see Figure 4.7D and E)
As in the single-mRNA species case, the behavior of the system can be divided into
regimes depending on whether the combined normalized transcription rate of both mRNA
species is bigger or smaller than the sRNA transcription rates. We find the crossover
regime to happen at
αm1
φ1
+
αm2
φ2
' αs with φi ≡ 1 + βiτci(for derivation refer to Appendix
C ). This region splits the transcription rate space (αm1 , αm2) into an expressing regime,
αm1
φ1
+
αm2
φ2
& αs, and a repressing regime, αm1φ1 +
αm2
φ2
. αs. Here, similar to the single
species case we see a sharp peak in the noise at the crossover regime (Figure 4.7F). Since
the crossover regime depends on a linear combination of transcription rates,
αm1
φ1
+
αm2
φ2
,
the existence of crosstalk can be determined by tracking the changes in crossover regime of
one species as the transcription rate of another species is changed. In this regard measuring
protein noise can be useful, since it has a peak that is easy to detect, whereas such a
dramatic feature cannot be observed in the mean levels of proteins. This provides a tool
for probing crosstalk between mRNAs in experimental setups if transcription rates can be
tuned to access the crossover regime.
92
Figure 4.7: ceRNA Hypothesis. A) Schematic of mRNA crosstalk through a shared pool
of microRNAs. αm1,2 stand for transcription rate of each mRNA and µ1,2 correspond to
interaction rates between mRNA and microRNA. The other interactions are as in Figure 1A.
B,C) Gillespie results for protein mean (B) and noise (C) as a function of transcription
rates of the two mRNAs with equal µ′s. Parameters same as in Figure 4.1 with µ1 =
µ2 = 2. D,E) Gillespie results for protein mean (D) and noise (E) as a function of
transcription rates of the two mRNAs with unequal µ′s. Parameters same as in Figure 4.1
with µ1 = 0.2, µ2 = 2. Noise surface plots have been smoothed and interpolated for better
visibillity. F) LNA results for noise of two non-identical species as a function of normalized
transcription rates (with φi ≡ 1 + βiτci). All the parameters are chosen to be distinct, i.e.
αs = 3, αp1 = 4, αp2 = 10, τs = 30, τm1 = 10, τm2 = 20, τc1 = 1, τc2 = 5, τp1 = 30, β1 =
10, β2 = 1, γ1 = 1, γ2 = 10, µ1 = 0.2, µ2 = 2, V = 10.
As an alternative experimental strategy for testing the ceRNA hypothesis, we studied
mRNA decay in the context of ceRNA hypothesis, by tracking the mean mRNA number
as a function of time before it reaches steady state. Figure 4.8A shows time-course of
average mRNA number from species one as the transcription rate of mRNA species two is
changed. Note that mRNA decays slower as the transcription rate of the competing mRNA
is increased. This is due to access to a smaller pool of microRNAs, hence slower overall
degradation. Figure 4.8B shows the same plots as interaction rate of the competing mRNA
with microRNA is increased. Again competing over shared pool of microRNA results in
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a slower degradation. This suggests an alternative experimental approach for determining
crosstalk through noncoding RNAs based on mRNA decay. We propose that such crosstalk
can be detected by changing any paramaters of an mRNA that increases its competing
strength for microRNAs (e.g. transcription rate, interaction rate) and probing changes in
the decay rate of other mRNAs.
Figure 4.8: mRNA Decay in ceRNA hypothesis. Time-course of mean mRNA num-
ber (first species) while transcription rate and interaction rate of the other species is being
changed. Each curve is the average of 100 Gillespie simulations with the same initial condi-
tions at steady state of unregulated system (m1 = αm1τm1 ,m2 = αm2τm2 , s = 0, c1 = c2 =
0). For both species parameters are the same as Figure 4.1 with αm1 = αm2 = 1, µ1 =
µ2 = 2, β = 10 with the exception of the parameter under study. A) Time course of mRNA
as transcritption rate of the competing mRNA is changed. B) Time course of mRNA as
interaction rate of the competing mRNA is changed.
4.3 Discussion
In this work, we studied gene regulation by inhibitory non-coding RNAs. Whereas gene
regulation by prokaryotic sRNAs has been extensively studied [103–109], there exist rel-
atively few models of gene regulation by catalytic microRNAs [111–113]. Here, we used
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a simple kinetic model to study both the mean expression levels and intrinsic noise prop-
erties of post-transcriptional regulation by non-coding RNAs. Using a single parameter,
our model interpolates between the stoichiometric behavior of prokaryotic sRNAs and the
catalytic behavior characteristic of eukaryotic microRNAs. We found that both sRNAs
and microRNAs exhibit a linear threshold behavior, with expressing and repressed regimes
separated by a crossover regime. At the crossover, the mRNA transcription rate roughly
equals the product of the non-coding-RNA transcription rate and the average number of
mRNA molecules degraded by a single non-coding RNA molecule. In all cases, the intrinsic
noise was smaller in the repressed regime and showed a sharp peak in the crossover regime.
We found that for most parameter regimes, the intrinsic noise in the crossover regime shows
an approximate data collapse, giving hints that there may be universal behavior near the
transition from the repressed to expressing regime. We then generalized our calculations to
study crosstalk between two mRNAs regulated by a single microRNA. We found that the
intrinsic noise is an extremely sensitive measure of microRNA induced interactions between
mRNAs.
Our results for the mean expression profile is consistent with recent experimental studies
[111]. However, our conclusions about the intrinsic noise profiles of catalytic non-coding
RNAs are different from similar work done by Hao et al. [113]. They concluded that the
intrinsic noise profiles of catalytic and stochiometric interactions differed significantly. The
reason for this discrepancy is that Hao et al. did not normalize the sRNA transcription rate
αs by φ. Consequently, they compared the crossover regions of sRNA regulated genes to
repressed regions of microRNAs. As shown above, after making this normalization there is
extensive data collapse of intrinsic noise profiles for both stoichiometric and catalytic genes.
One of the striking results of our calculation is the similarity between sRNA-regulated
and microRNA-regulated genes. This similarity is somewhat surprising given that microR-
NAs and sRNAs are found in different kingdoms (prokaryotes versus eukaryotes) and utilize
distinct biochemistry and molecular machinery. Eukaryotic microRNAs use complicated
nuclear machinery to export microRNA into cytoplasm and bring it to mature state by
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incorporating the RNA strand into the RISC complex. In contrast, prokaryotic sRNAs un-
dergo relatively little post-processing and bind mRNAs spontaneously or via the chaperone
protein Hfq. Given these extensive differences, the similarity between the expression char-
acteristics of microRNA-regulated and sRNA regulated genes are suggestive of convergent
evolution.
Our calculations show that mRNAs regulated by catalytic non-coding RNAs have large
peaks in the intrinsic noise. This differs significantly from results that would be derived
from more traditional treatments of catalytic interactions based on the Michaelis-Menten or
Hill equations. The underlying reason for this difference is that traditionally, the Michaelis-
Menten equations are derived under the assumption that substrates of enzymes are in excess
compared to the enzymes themselves. In contrast, here we are interested in the case where
the number of enzymes (microRNAs) and number of substrates (mRNAs) are comparable.
This accounts for the sharp peak in noise observed in the crossover regime in our model
that is absent in traditional treatments of enzyme kinetics.
Our calculations also suggest a strategy for testing the ceRNA hypothesis [131], which
posits that microRNAs induce extensive interactions between mRNA molecules. Our cal-
culations suggest that protein noise may be a sensitive measure of the competition between
the two species. Thus, it may be possible to uncover interactions between mRNA by mea-
suring changes in the noise of regulated genes. We suspect that this will be true even when
we generalize our calculations to consider the case where n mRNA species compete over
the same pool of microRNAs. In this case, we hypothesize that there would still be a sharp
peak in the intrinsic noise when the total appropriately normalized transcription rates of
all mRNAs equals the transcription rate of microRNAs. In the future, it will be interesting
to analyze these more complicated models in greater detail.
Finally we would like to note that the results discussed in this paper are based on a sim-
plified version of the actual biochemical interactions with the goal of incorporating different
mechanisms of gene regulation by noncoding RNAs into a simple mathematical framework.
Adding further levels of complexity to the model can result in more realistic results, how-
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ever the use of simple models can still provide insights into qualitative behavior of the
system. To determine the extent to which our results hold under more realistic biological
assumptions further theoretical and experimental work is necessary. The microRNAs dis-
cussed in this paper correspond to the RNA interference (RNAi) process and repress genes
by binding to mRNAs. However, more recently, a small subset of microRNA processes,
known as RNA activation (RNAa), has been discovered that can activate genes by binding
to mRNAs [132–134]. The underlying mechanism for gene activation is not fully under-
stood, but involves derepression of already repressed genes via microRNAs. In the future,
it will be interesting to incorporate this biology into our model. In addition, mRNAs often
undergo degradation in several stages. In this work, we model the degradation of mRNAs
as a Poisson process with a single degradation constant. However it is well-known that the
degradation of mRNAs is a complicated process often involving multiple steps [135, 136].
Each additional step can be modeled by extra chemical interactions. These new steps do not
affect the mean mRNA decay rates, and our results qualitatively match the experimental
results [122]. However these new interactions have additional noise that in general cannot
be summed together as a single Poisson process. As a result our assumption of a single
Poisson process for degradation underestimates noise. In this regard our results set a lower
bound on the noise.
Finally, we note that prokaryotic and eukaryotic cells are likely to be described by very
different parameter sets within our model. In this paper we largely focused on changing the
recycling ratio β as a measure of catalytic versus stoichiometric interactions among mRNAs
and noncoding RNAs. In doing so we were keeping the rates of production and decay of
proteins and mRNAs constant. However these rates can vary significantly between prokary-
otes and eukaryotes [137–141]. Nevertheless, as shown in Figure 4.9, our qualitative results
are insensitive to most of the detailed kinetic parameters of regulation. This suggests our
main conclusions should hold despite the differences in gene regulation between prokaryotes
and eukaryotes.
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Figure 4.9: Qualitative Robustness of Mean and Noise. First and second row show
analytical results for protein mean and noise respectively as a function of αmφαs while in
each column one single parameter is varied. Third row is analytical results for protein noise
calculated at αm = φαs and plotted as a function of the parameter under study. Parameters
that are not changed in each graph are the same as in Figure 4.1.
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A Social Amoebae: Toward Building a Predictive Model
A.1 Experimental Procedures
A.1.1 Cell Culture
Axenic Dictyostelium discoideum cell lines expressing Epac1camps (AX4 background, gift
of Dr. Satoshi Sawai [31]), eCFP, and eYFP (both AX3 background, gifts of Dr. Carole
Parent [51]) were grown according to standard protocols [142]. Briefly, vegetative cells were
grown at 22◦C while shaking at 180 rpm in PS medium consisting of 1.0% special peptone
(Oxoid), 0.7% yeast extract (Oxoid), 1.5% D-glucose, 0.14% KH2PO4, 0.012% Na2HPO4-
7H2O, 40 ng/mL vitamin B12, 80 ng/mL folic acid, and 1X antibiotic-antimycotic mix
(Gibco) supplemented with 5 µg/mL (eYFP/AX3), 10 µg/mL (Epac1camps/AX4), or 20
µg/mL (eCFP/AX3) G418 antibiotic.
A.1.2 Microfluidic Device Fabrication
Microfluidic devices for both single cell and population experiments were fabricated us-
ing standard photolithography techniques to generate silicon masters and standard poly-
dimethylsiloxane (PDMS) replica molding techniques to generate the final devices. For the
single cell experiments, devices with two different feature heights were required to mix the
cAMP to provide temporally complex input stimuli [143] and for these silicon masters we
used two-step photolithography [144]. Briefly, to create the main cell channel an initial (160
µm thick) layer of SU-8 photoresist was spin coated, exposed to UV light, and developed
on a silicon wafer. Subsequently, a second layer of photoresist was spun on top of this layer,
the first layer features aligned to the mask for this second layer,
For both types of microfluidic devices, the microchannels were formed out of PDMS via
replica moulding. Specifically, a 10:1 ratio of PDMS prepolymer to catalyst was poured
on top of the master of interest, baked for 50 minutes at 65 ◦C, and then cut to size and
removed from the master. Access holes for tubing were created using a 1.5mm biopsy punch
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prior to plasma bonding the slabs to glass coverslips. Devices were then baked for at least
4 hours at 65 ◦C to aid in restoring a hydrophobic surface to the PDMS.
A.1.3 Perfusion and cAMP Stimulation
Vegetative cells were harvested at 1.5-3x106 cells/mL, washed, and shaken at 1-2x107
cells/mL in developmental buffer (DB; 10 nM K/Na2 phosphate buffer, 2 mM MgSO4,
0.2 M CaCl2, pH 6.5) for 4 to 5 hours before plating inside a microfluidic device. Devices
were allowed to sit for 10 minutes to allow cells to attach before flow was initiated. Flow was
generated using two syringe pumps (Fusion Touch 2000, Chemyx) controlled with a custom
MATLAB (MathWorks) routine at a constant rate of 4 µL/min in single cell devices and
1-100 µL/min in population devices. Cells were maintained at 22◦C throughout imaging.
A.1.4 Image Acquisition
Cells were observed using an inverted epifluorescence microscope (TE300, Nikon) equipped
with a Xenon lamp, automated excitation and emission filter wheels (Ludl), automated
stage (Ludl), and oil immersion objectives (20X UPlanSApo NA 0.85, Olympus and 60X
Plan Apo NA 1.40, Nikon). For FRET measurements, three fluorescent images were taken
at each time point and are described using the following notation: FCellLineexλRange,emλRange where
F is the fluorescence intensity, the cell line is the line expressing the donor fluorophore only
(D, here eCFP), the acceptor fluorophore only (A, here eYFP), or the epac1camps complex
(EPAC). The excitation wavelength filter ranges are 436/20 nm for D and 500/20 nm for
A, and the emission filter ranges are 470/24 nm for D and 535/30 nm for A (ET series
filters, Chroma). A dichroic long-pass filter (T455LP, Chroma) further separated eCFP
excitation from emission fluorescence during imaging. Images were captured using a back-
illuminated Electron Multiplying CCD (EMCCD) camera (iXon+ 897, Andor) with a depth
of 16 bits, 256x256 resolution, and 1000X gain. To minimize photodamage, exposure times
were limited to 50 ms at 20X magnification and 20 ms at 60X magnification, an ND8 filter
was in the emission path, and each field of view was imaged every 15 s. Acquisition was
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controlled using a custom Java plugin in Micro-Manager [145] that continually centered the
cell of interest in single cell experiments and maintained focus at the plane of interest.
A.1.5 Data Analysis
Image analysis was performed using custom MATLAB (MathWorks) routines. Images were
binarized and for single cell data single cell masks were generated by thresholding each
fluorescent cell against its local background. After masking, the FEPACexλD,emλD, F
EPAC
exλD,emλA
,
and FEPACexλA,emλA image intensities were averaged across each cell at each time point to reduce
noise. To calculate changes in the FRET efficiency, we used the EfDA/γ-based FRET
method [44]. Briefly, E is the FRET efficiency, fDA is the fraction of Epac1camps complexes
in their bound states, and γ is the relative donor/acceptor extinction. This method improves
on the traditional ratiometric FRET method, which uses FEPACexλD,emλA /F
EPAC
exλD,emλD
as a
readout of FRET efficiency, by correcting for any photobleaching that occurs during long
experiments. Furthermore, this method is independent of pH changes unlike the ratiometric
method [44], meaning that any cytosolic pH changes that may occur do not affect our
readout of the FRET efficiency. To find EfDA/γ, we use the following formula:
EfDA/γ =
FEPACexλD,emλA − αFEPACexλA,emλA − βFEPACexλD,emλD
αFEPACexλA,emλA
= f([cAMP ])
where α = FAexλD,emλA/F
A
exλA,emλA
, the relative acceptor fluorescence signal, and
β = FDexλD,emλA/F
D
exλD,emλD
, the donor bleedthrough. On our imaging setup, α = 0.054
and β = 0.906. As Epac1camps is in a low FRET configuration when bound to cAMP
and a high FRET configuration when unbound, we use 1/(EfDA/γ) as our FRET intensity
here. All single cell and population average FRET intensities are normalized to the baseline
levels observed at the beginning of each experiment.
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A.2 Modeling
Simulations were done using Euler-Maruyama method with ∆t = 0.005. Simulations were
started with random initial conditions and for phase diagrams were equilibrated for some
period of time to eliminate the effect of initial conditions. This was done by comparing
simulations with different equilibration times until a convergent solution was achieved. This
equilibration period was used to produce the initial conditions and was not incorporated
into the results shown througout chapter 2. Spikes were defined as peaks in activator with
values above zero and rates were calculated by counting these spikes divided by simulation
time.
Parameters used for all simulations throughout the entire manuscript (unless stated
otherwise):  = 0.1 (ratio between the activator and repressor time scales)
γ = 0.5 (repressor degradation rate)
c0 = 1.2 (steady-state repressor value in the absence of external cAMP)
σ = 0.15 (noise strength)
N = 100 (number of cells in population simulations)
a = 0.058 (cAMP response magnitude)
α0 = 800 (basal cAMP leakage rate)
Kd = 10
−5 (cAMP response threshold)
S = 106 (firing cAMP release rate)
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Figure A.1: Cells process external cAMP stimuli logarithmically, sensing order
of magnitude changes. (A, B) Cytosolic cAMP responses in single cells to successive
externally applied cAMP stimuli of 10 nM, 20 nM, and 30 nM (A) and 1 nM, 10 nM, and
100 nM (B).
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Figure A.2: Excluding non-responding individual cells does not significantly
change mean accommodation spike amplitudes. Mean response amplitudes for all
cells initial accommodation spike responses (dark blue) and mean response amplitudes for
all cells that respond above 0.25 FRET Units with a well-defined spike for externally applied
cAMP stimuli of 1 nM or larger (responders, light blue). Error bars represent STD.
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Figure A.3: Model predicts intracellular stochasticity drives experimentally ob-
served population-level behaviors. Firing rate phase diagrams for single cells in a
population and the population as a whole as predicted by our model as a function of back-
ground and firinginduced cAMP with a) standard noise level, σ = 0.15, equilibration time
= 1000, b) low intracellular noise ( σ = 0.01), equilibration time = 116000, c) noise in
the dynamics of extracellular cAMP with (σext = 0.15) and small noise in the activator
(σ = 0.01), where d[cAMP ]exdt = αf + ρα0 + ρD
1
N
N∑
i=1
Θ(Ai) − J [cAMP ]ex + ηext with ηext
being an additive Gaussian white noise with mean zero and standard deviation σext, and
d) heterogeneous population with small noise (σ = 0.01). The total population (100 cells)
was split into groups where for half of the population Kd = 10
−4 and for the other half
Kd = 10
−6. In all cases firing rates are normalized to an arbitrarily high frequency (∼ 1/30)
to scale maximum values to 1.
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B Social Amoebae: An in Depth Analysis of Multicellular-
ity
B.1 Forward Integration
In all simulations stochastic differential equations (equation (3.3)) have been solved using
Euler-Maruyama method. The time-step throughout the paper has been dt = 0.005 unless
explicitly stated otherwise. Through trial and error we found that larger time-steps lead
to unstable solutions in large parameter regimes and smaller time-steps did not lead to
different results. As a result we believe that our choice of time-step produces reliable
results. The simulations were started from random initial conditions with Ai(t = 0) and
Ri(t = 0) independently chosen from a Gaussian distribution with mean 0 and standard
deviation 2 and S(t = 0) was set to zero. Although these initial conditions are random and
independent for different cells, there still may be correlations between them, meaning that
the cells may be partially in phase. To avoid such correlations affecting coherence among
cells, we ran each simulation for some waiting time twt and then continued the simulation
for an extra run time trt. The results during the run time are what is shown throughout
the paper, while the results during the waiting time were discarded. We found that each
simulation required a different amount of waiting time. This was especially dramatic for the
case with a very small noise (the inset in figure 3.2C) where an extremely long waiting time
was required. To determine the proper waiting time, we ran each simulation for multiple
waiting times and compared the results. Usually when waiting time was too short we could
see patterns of ‘bleeding’ in the phase diagram that could be avoided at longer waiting
times. By comparing these results in each figure we established a waiting time twt during
which the system could ’forget’ its initial conditions.
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B.2 Firing Rate
To find the firing rate, R(A), of a signal A(t) we want to threshold the signal compared to
zero and count the number of positive ‘islands’. By positive ’islands’ we mean continous
positive intervals (i.e. A(t) > 0) that are flanked by negative intervals (i.e. A(t) ≤ 0).
However due to the noisy nature of the simulations spurious small islands can sometimes
form in the middle of the signal. To avoid these undesirable counts we will filter out any
small‘islands’. The procedure is as follows:
We first threshold the signal by defining B(t):
B(t) =
 1 A(t) > 00 otherwise (B.1)
To get rid of any noise-induced small ’islands’ in B(t) we pass it through a low-pass
filter. This is done by convolving the signal with:
H(t) =
 1 0 ≤ t ≤ τ0 otherwise (B.2)
where in all simulations τ = 1. To ensure that real peaks are not filtered out, this time-
scale is chosen much larger than a typical spurious island width, but much smaller than any
real peak width that we ever observed in our simulations. The result of the convolution is
then thresholded again to give
L(t) =
 1 B(t) ∗H(t) > 00 otherwise (B.3)
where star stands for convolution. We then count the number of positive ‘islands’ in
L(t) which correspond to the number of peaks in A(t). The result is then divided by total
time to give the value for firing rate, R(A). We tested this method on several signals and
it was in perfect agreement with counts done manually.
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B.3 Coherence
We define a measure of coherence among a population of oscillators, F , by assuming that
the coordinates (A,R) of each oscillator is Cartesian and transforming it into polar coordi-
nates, hence treating each cell as a phase oscillator. We then adopt the same definition for
coherence used by Kuramoto [146]. The definition is such that for a perfectly incoherent
system F = 0 and for a perfectly coherent system F = 1. The mathematical definition of
this quantity is as follows:
A0 =
∫ twt+trt
twt
dt
1
N
N∑
k=1
Ak(t) (B.4)
R0 =
∫ twt+trt
twt
dt
1
N
N∑
k=1
Rk(t)
Zk(t) = (Ak(t)−A0) + (Rk(t)−R0) i ≡ rk(t)eiφk(t)
F = 1
trt
∫ twt+trt
twt
dt
1
N
N∑
k=1
eiφk(t)
where twt and trt are respectively the waiting time and run time of the simulation (see
section on Forward Integration).
Figure B.3 provides a pictorial view of how F corresponds to coherence among a pop-
ulation of cells. It is easy by eye to pick coherence for populations with F & 0.6, whereas
smaller values seem incoherent.
Finally note that for a deterministic population of cells that are not oscillating this
measure is ill-defined and will be equal to 1. However since in all our simulations there
is some level of noise, we never encounter this pathological case and instead we will have
F ≈ 0.
B.4 Reaction Diffusion Simulations
The spatial simulations were done using Euler method with Neumann boundary conditions.
The spatial grid spacing was ∆x = 0.5 and time steps were chosen according to Neumann
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stability criterion, dt = ∆x
2
8 . The initial conditions were set by laying a coarser grid of
different sizes on top of the simulation box and setting random values for A and R within
each cell of the coarse grid. Initially S was set to zero across space. Simulations were run
for some period of time untill patterns appeared.
The intersection points on the coarse grid, where a single point has four neighbors with
different values, serve as the possible seeds for spiral centers. Hence a 2×2 coarse grid leads
to at most a single spiral on the center of simulation box (figure 3.7A) and a 20 × 20 grid
lead to many more spirals (figure 3.7B). In the latter case at most 19×19 spiral centers can
form. However in practice, due to random choice of initial conditions, typical length scale
of spirals and topological constrainsts, this number tends to be much smaller.
B.5 Single Cell Mechanisms of Frequency Increase
The mechanism introduced in section 3.3.3 is not the only reason for the frequency increase
observed in figure 3.4A. There is in fact a single cell frequency change that should not be
confused with what has been described here. This single cell effect can be further separated
into a deterministic component and a stochastic component. Figure B.2 shows the response
of a single FHN to an input I with and without noise. Due to the choice of nullclines for
our model, an increase in I(S) increases the frequency of the noiseless FHN, once the input
crosses the Hopf bifurcation. Furthermore addition of noise smears the bifurcation point
and creates a graded increase in frequency of single cells. As a result any flow of cAMP
into a population of cells leads to a frequency increase on a single cell level that becomes
amplified by the multicellular mechanism described above.
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Figure B.1: Phase Diagram with Large J. Same simulation as in figure 3.2A with larger
degradation rate (J = 100). All the other parameters were kept the same as in figure 3.2A.
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Figure B.2: Single Cell Firing Rate. Firing rate as a function of constant input I for
noisy (σ = 0.15) and noiseless (σ = 0) FHN. Parameters same as in figure 3.2C.
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Figure B.3: Samples for Coherence. Raster plots of a population of 100 oscillating cells
are shown as a function of time for different levels of coherence F . From this figure it can
be seen that F ≈ 0.6 is a reasonable threshold for separating coherence from incoherence.
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Figure B.4: Boundaries. Boundary of coherence heat map is plotted for different values
of . Each curve is plotted similar to the black curve in figure 3.3C . Parameters same as
in figure 3.3C.
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C Intrinsic noise of microRNA-regulated genes and the
ceRNA hypothesis
C.1 Gillespie Simulations and LNA
We can convert between concentration and particle number by multiplying by a volume,
V . As is standard in the field, we have used notation where V has been dropped from
all the equations in the paper. The dependence on volume can be easily recovered by
dimensional analysis. All Gillespie simulations (including ceRNA simulations) were done at
the volume (V = 10). The LNA results are also dependent on volume and are calculated
with V = 10. As a result, throughout the paper, particle numbers from Gillepie simulations
and concentrations from LNA have been accordingly scaled by volume to account for their
correct dimensions. The choice of volume has been such that the problem is computationally
and analytically tractable. For larger volumes the number of particles increases, leading
to a decrease in fluctuations. As a result the approximate methods produce very accurate
results. However the simulations become more computationally demanding. On the other
hand, for smaller particle numbers LNA breaks down [147, 148]. It has been shown that
in this case the peak in noise at crossover shifts from its expected theoretical value [105],
and even mean protein levels do not match with simulation. This discrepancy increases
as volume (and hence particle number) is decreased. Hence the results presented in this
paper will qualitatively hold for some smaller systems, but they cannot be generalized to
arbitrarily small systems.
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C.2 Single Species Linear noise approximation
Linearization of equation 4.1 results in:
d
dt

δs
δm
δc
 =

−τ−1sR −µs β + γ
−µm −τ−1mR γ
µm µs −τ−1cR

︸ ︷︷ ︸
A

δs
δm
δc
+

ηs + ηβ + ηγ − ηµ
ηm + ηγ − ηµ
ηc − ηβ − ηγ + ηµ
 (C.1)
where n corresponds to the mean of species n at steady state, δn ≡ n− n is the deviation
from this value and for future reference the transfer matrix is named A. Furthermore we
have defined the following effective lifetimes for s,m and c:
τ−1sR = τ
−1
s + µm, τ
−1
mR = τ
−1
m + µs, τ
−1
cR = τ
−1
c + β + γ (C.2)
To find the solution of this equation we apply a Fourier transform and solve the resulting
equation:
δ˜s
δ˜m
δ˜c
 =

iω + τ−1sR µs −β − γ
µm iω + τ−1mR −γ
−µm −µs iω + τ−1cR

−1 
η˜s + η˜β + η˜γ − η˜µ
η˜m + η˜γ − η˜µ
η˜c − η˜β − η˜γ + η˜µ
 (C.3)
where tilde denotes Fourier transform. So we have:
δ˜m =
1
(iω − λ1)(iω − λ2)(iω − λ3)
[
F (ω) G(ω) H(ω)
]
η˜s + η˜β + η˜γ − η˜µ
η˜m + η˜γ − η˜µ
η˜c − η˜β − η˜γ + η˜µ
 (C.4)
where λ1, λ2, λ3 are the eigenvalues of A and:
F (ω) = γµm− µm(iω + τ−1cR ) (C.5)
G(ω) = (iω + τ−1sR )(iω + τ
−1
cR )− (β + γ)µm
H(ω) = −(β + γ)µm+ γ(iω + τ−1sR )
or
δ˜m =
F (ω)η˜s + [F (ω)−H(ω)]η˜β + [F (ω) +G(ω)−H(ω)](η˜γ − η˜µ) +G(ω)η˜m +H(ω)η˜c
(iω − λ1)(iω − λ2)(iω − λ3)
(C.6)
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Since δ˜p =
η˜p+αpδ˜m
iω+τ−1p
, we have
(δp)2 =
τp
2
σ2p +
∫
dω
2pi
α2p
ω2 + τ−2p
× (C.7)
Q︷ ︸︸ ︷
|F (ω)|2σ2s + |F (ω)−H(ω)|2σ2β + |F (ω) +G(ω)−H(ω)|2(σ2γ + σ2µ) + |G(ω)|2σ2m + |H(ω)|2σ2c
(ω2 + λ21)(ω
2 + λ22)(ω
2 + λ23)
We can rewrite Q as:
Q ≡ Xω4 + Y ω2 + Z (C.8)
with
X = (γτcR + 1)µms+ αm + τ
−1
m m (C.9)
Y = (µm)2(αs + τ
−1
s s) + (µm+ γ)
2βτcRµms
+ (τ−1s + τ
−1
c + β)
2(γτcR + 1)µms
+ [(τ−1sR − τ−1cR )2 + 2(β + γ)µm)2](αm + τ−1m m) + γ2qµms
Z = (γ − τ−1cR )2(µm)2(αs + τ−1s s) + (τ−1c µm+ γτ−1s )2βτcRµms
+ (τ−1c + β)
2(γτcR + 1)τ
−2
s µms
+ (τ−1s τ
−1
cR + τ
−1
c µm)
2(αm + τ
−1
m m) + (βµm− γτ−1s )2qµms
so we can write:
(δp)2 =
τp
2
σ2p + α
2
p
∫
dω
2pi
Xω4 + Y ω2 + Z
(ω2 + λ21)(ω
2 + λ22)(ω
2 + λ23)(ω
2 + λ24)
(C.10)
where λ4 ≡ −τ−1p . Now by use of partial fractions and integration we get
(δp)2 =
τp
2
(αpm+ τ
−1
p p) +
4∑
i=1
α2p
2|λi|(Xλ
4
i − Y λ2i + Z)
∏
j 6=i
1
λ2j − λ2i
(C.11)
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C.3 Single Species Scaling Results
As noted in the main text and Figure 4.6 we see a scaling at the crossover regime using linear
noise approximation. We see similar results using Gillespie algorithm as shown in Figure
C.1. The slight discrepancy between the two methods is partly due to the approximate
nature of LNA and partly due to finite statistical sample size used in Gillespie. As a result
the maximum in Gillespie algorithm is always slightly off from αm = φαs.
Figure C.1: Scaling at Crossover Regime (Simulation Results). Parameters same
as Figure 4.1 with µ = 2. Data has been smoothed using a moving average method. A)
Protein noise normalized to its value at αm = φαs (more explicitly
(δp)2
(p)2
/
[
(δp)2
(p)2
| αm
φαs
=1
]
)
plotted as a function of αmφαs for γ = 0. Each line is a different value of β. Same legend
for all figures. B) Protein mean normalized to its value at αm = φαs (more explicitly
p/
[
p| αm
φαs
=1
]
) plotted as a function of αmφαs for γ = 0. C,D) Graphs similar to A,B plotted
for γ = 1. E,F) Graphs similar to A,B plotted for γ = 10.
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C.4 Single Species Asymptotic calculations
C.4.1 Expressing Regime
In the expressing regime with large mRNA transcription rate we demand  ≡ λαm−φαs  1.
Expanding m and s in terms of  we will get:
m =
1
qµτs
1

+O() (C.12)
s = αsτs+O(
2)
(C.13)
To find the eigenvalues of the transfer matrix A we will expand it in terms of :
A =

−τ−1s − τ−1s q−1−1 +O() −µαsτs+O(2) β + γ
−τ−1s q−1−1 +O() −τ−1m − µαsτs+O(2) γ
τ−1s q−1−1 +O() µαsτs+O(2) −τ−1cR
 (C.14)
the eigenvalues of this matrix satisfy the following equation:
λ3 + a2λ
2 + a1λ+ a0 = 0 (C.15)
where
a2 = τ
−1
s q
−1−1 +O(1) (C.16)
a1 = τ
−1
s q
−1(τ−1m + τ
−1
c )
−1 +O(1)
a0 = q
−1τ−1s τ
−1
m τ
−1
c 
−1 +O(1)
this equation can be analytically solved by expanding λ’s in terms of , and results in the
following eigenvalues:
λ1 = −τ−1m +O() (C.17)
λ2 = −τ−1c +O()
λ3 = −τ
−1
s q
−1

+O(1)
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with one fast mode and two slow modes. Next we will calculate the noise by expanding
equation C.10 in terms of , which results in (making the substitution C ≡ τ−1s q−1)
X ' 2λ

(C.18)
Y ' 2λ
q2τ2s 
3
=
C2X
2
Z ' 2λ
q2τ2s τ
2
c 
3
=
τ−2c C2X
2
plugging this result into equation C.11 gives:
(δp)2 = p+
4∑
i=1
α2pλ
|λi|(λ
4
i − C2−2λ2i + C2−2τ−2c )
∏
j 6=i
1
λ2j − λ2i
(C.19)
Now make explicit substitutions for λi and only keep highest order in  to get:
(δp)2 ' p+ α
2
pλ
τ−1p
(τ−2c − τ−2p )C2−2(
τ−2m − τ−2p
) (
τ−2c − τ−2p
)
C2−2
+
α2pλ
τ−1m
(τ−2c − τ−2m )C2−2(
τ−2p − τ−2m
) (
τ−2c − τ−2m
)
C2−2
(C.20)
+
α2pλ
τ−1c
τ−4c(
τ−2p − τ−2c
) (
τ−2m − τ−2c
)
C2−2
+ α2pλC
−1 τ−2c C2−2
C6−6
The terms on the first line above are order −1, while the terms on the second line are
higher order in  and can be ignored (order  and 4 respectively). Further simplification
leads to:
(δp)2 ' p+ α2pλ−1
(
τp
τ−2m − τ−2p
+
τm
τ−2p − τ−2m
)
(C.21)
' p+ α2pλ−1
(
τ2p τ
2
m
τm + τp
)
' p+ α2pαm
(
τ2p τ
2
m
τm + τp
)
= p
(
1 + b
τp
τp + τm
)
where in the last line it is assumed that in the expressing regime αm  φαs, hence
 ' λαm . Dividing both sides of this equation by p2 and using the assumption τp  τm gives
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the final result:
(δp)2
p2
' 1 + b
p
(C.22)
C.4.2 Repressing Regime
In this regime with mRNA transcription very small, we demand  ≡ λφαs−αm  1. Expan-
sion of m and s in terms of  gives:
m = αmτm+O(
2), s =
1
qµτmφ
+O() (C.23)
Next we expand the transfer matrix A in terms of :
A =

−τ−1s − µαmτm+O(2) − 1qτmφ +O() β + γ
−µαmτm+O(2) −τ−1m − 1qτmφ +O() γ
µαmτm+O(
2) 1qτmφ +O() −τ−1cR
 (C.24)
after some calculation we find the following closed form for eigenvalues of A:
λ3 + a2λ
2 + a1λ+ a0 = 0 (C.25)
where
a2 = τ
−1
m q
−1φ−1−1 +O(1) (C.26)
a1 = τ
−1
m q
−1φ−1(τ−1s + τ
−1
c + β)
−1 +O(1)
a0 = τ
−1
m q
−1φ−1τ−1s (τ
−1
c + β)
−1 +O(1)
this equation can be analytically solved by expanding λ’s in terms of , and results in the
following:
λ1 = −τ−1s +O() (C.27)
λ2 = −(τ−1c + β) +O()
λ3 = −τ
−1
m q
−1φ−1

+O(1)
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which has one fast mode and two slow modes. Next we calculate the noise by expanding
equation C.10 in terms of :
X ' 2αmq−1φ−1 (C.28)
Y ' 2αm
(
τ−2s τ
−1
cR q
−1φ−1 + γτ−1s + τ
−2
cR
)
Z ' 2αmτ−2s τ−2cR
plugging this result into equation C.11 gives:
(δp)2
p2
' 1
p
+
b
p
q2φ2
2αmτp
(
Xτ−4p − Y τ−2p + Z(
τ−2s − τ−2p
) (
(τ−1c + β)2 − τ−2p
)
τ−1p
(C.29)
+
Xτ−4s − Y τ−2s + Z(
τ−2p − τ−2s
) (
(τ−1c + β)2 − τ−2s
)
τ−1s
+
X(τ−1c + β)4 − Y (τ−1c + β)2 + Z(
τ−2p − (τ−1c + β)2
) (
τ−2s − (τ−1c + β)2
)
(τ−1c + β)
)
+O(3)
in the main text we have used the shorthand for the second term on the right hand side such
that (δp)
2
p2
≡ 1+bζp . For β  γ, τ−1c , τ−1s , τ−1p , after some calculation we get ζ ' 1 leading
to:
(δp)2
p2
' 1 + b
p
(C.30)
C.5 ceRNA Linear Noise Approximation
For two mRNAs, we linearized equation 4.17 as:
dδχ
dt
= Aδχ+ ξ (C.31)
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δχ =

δs
δm1
δm2
δc1
δc2
δp1
δp2

, ξ =

ξ1
ξ2
ξ3
ξ4
ξ5
ξ6
ξ7

, (C.32)
A =

−τ−1sR −µ1s −µ2s β1 + γ1 β2 + γ2 0 0
−µ1m1 −τ−1mR1 0 γ1 0 0 0
−µ2m2 0 −τ−1mR2 0 γ2 0 0
µ1m1 µ1s 0 −τ−1cR1 0 0 0
µ2m2 0 µ2s 0 −τ−1cR2 0 0
0 αp1 0 0 0 −τ−1p1 0
0 0 αp2 0 0 0 −τ−1p2

with
τ−1sR = τ
−1
s + µ1m1 + µ2m2, τ
−1
mRi
= τ−1mi + µis, τ
−1
cRi
= τ−1ci + γi + βi (C.33)
and:
ξi(t)ξj(t+ τ) = Γijδ(τ) (C.34)
where Γij ’s are the elements of the following matrix:
Γ =

g1 g2 g3 g4 g5 0 0
g2 g6 0 g7 0 0 0
g3 0 g8 0 g9 0 0
g4 g7 0 g10 0 0 0
g5 0 g9 0 g11 0 0
0 0 0 0 0 g12 0
0 0 0 0 0 0 g13

(C.35)
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and
g1 = σ
2
s + σ
2
β1 + σ
2
γ1 − σ2µ1 + σ2β2 + σ2γ2 − σ2µ2 (C.36)
g2 = σ
2
γ1 + σ
2
µ1
g3 = σ
2
γ2 + σ
2
µ2
g4 = −σ2β1 − σ2γ1 − σ2µ1
g5 = −σ2β2 − σ2γ2 − σ2µ2
g6 = σ
2
m1 + σ
2
γ1 + σ
2
µ1
g7 = −σ2γ1 − σ2µ1
g8 = σ
2
m2 + σ
2
γ2 + σ
2
µ2
g9 = −σ2γ2 − σ2µ2
g10 = σ
2
c1 + σ
2
β1 + σ
2
γ1 + σ
2
µ1
g11 = σ
2
c2 + σ
2
β2 + σ
2
γ2 + σ
2
µ2
g12 = σ
2
p1
g13 = σ
2
p2
We find corresponding two point correlation functions by use of the following equation
[121]:
δχiδχj = −
∑
p,q,r,s
BipBjr
Γqs
λp + λr
B−1pq B
−1
rs (C.37)
where λ’s are the eigenvalues of A, and B is the matrix of eigenvectors, according to:
∑
j
AijBij = λkBik (C.38)
we saw a good agreement between these results and Gillespie simulations. The two
methods showed at most a deviation of 30% from each other (see Figure C.2 for more
information).
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Figure C.2: ceRNA Error. Figure showing the percentage of difference between LNA
results and Gillespie results in the ceRNA hypothesis calculated as error = Gillespie−LNALNA ×
100% A,B) Error of protein mean (A) and noise (B) as a function of transcription rates of
the two mRNAs with equal µ′s. Parameters same as in Figure 4.7B. C,D) Error of protein
mean (C) and noise (D) as a function of transcription rates of the two mRNAs with unequal
µ′s. Parameters same as in Figure 4.7D.
C.6 ceRNA Asymptotics
For the steady state values of concentrations we have:
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ci =
µimis
τ−1cRi
(C.39)
mi =
αmi
τ−1mi + qiφiµis
(C.40)
αs = τ
−1
s s−
2∑
i=1
(βi + γi)
µimi
τ−1cRi
s+
2∑
i=1
µimis (C.41)
which results in
αs = τ
−1
s s+
2∑
i=1
qiαmiµi
τ−1mi + qiφiµis
s (C.42)
After some calculations we derive the following polynomial for sRNA concentration, s:
s3 + (B1 +B2 +A1 +A2 −K)s2 + (B1B2 −K(B1 +B2) +A1B2 +A2B1)s−KB1B2 = 0
(C.43)
with
K = αsτs, Ai =
τsαmi
φi
, Bi =
τsλi
φi
, λi =
1
qiµiτmiτs
(C.44)
Furthermore, for ease of notation, in what follows we will use the following definitions:
AT = A1 +A2, BT = B1 +B2 (C.45)
C.6.1 Expressing Regime
In this regime AT  G ≡ max(BT ,KBT , B1B2) and we can simplify the polynomial
equation by defining  ≡ G/AT and multiplying it by  while keeping coeffiecients to first
order:
s3 +Gs2 +GDs−KB1B2 = 0 (C.46)
with D ≡ A1AT B2 +
A2
AT
B1. Note that GD is of order O(
0) and does not require  expansion.
The equation for s has the following asymptotic solutions:
s = −G

,−D, kB1B2
GD
 (C.47)
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with the only positive solution being s = kB1B2GD  =
αsτs
αm1
λ1
+
αm2
λ2
. In the limit of αm2 = 0,
this reduces to the single species result in equation C.13. Finally for mRNA we have
mi ' τmiαmi(1−qiφiτmiµis) ' τmiαmi +O() which is the expected result in the expressing
regime.
C.6.2 Repressing Regime
In this regime K  G ≡ max(Ai, Bi) which is equivalent to αs  αmiφi ,
λi
φi
. Using this
assumption we can simplify the polynomial equation by defining  = G/K and multiplying
it by  while keeping coeffiecients to first order:
s3 − (G− (AT +BT ))s2 + ((B1B2 +A1B2 +A2B1)−GBT )s−GB1B2 = 0 (C.48)
which has the following asymptotic solutions:
s = −B1, −B2, G

+ x (C.49)
with x being the solution for the following equation:
(
G

+ x)3 − (G− (AT +BT ))(G

+ x)2 −GBT G

= 0 (C.50)
This results in x = −AT . So the only positive solution is s ' G −AT = τs(αs−
αm1
φ1
− αm2φ2 )
and mi ' αmiτmiλiφ
−1
i
αs−αm1φ1 −
αm2
φ2
which for αm2 = 0 reduces to our single species results in equation
C.23.
C.6.3 Crossover Regime
Crossover regime is roughly where the asymptotic solution of mean noncoding RNA in the
repressed regime, s ' τs(αs − αm1φ1 −
αm2
φ2
), intersects with s = 0, hence at this point we
have
αm1
φ1
+
αm2
φ2
' αs
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