Ontology is increasingly seen as a key factor for enabling interoperability across heterogeneous systems and semantic web applications. Ontology mapping is required for combining distributed and heterogeneous ontologies. Developing such ontology mapping has been a core issue of recent ontology research. This paper presents ontology mapping categories, describes the characteristics of each category, compares these characteristics, and surveys tools, systems, and related work based on each category of ontology mapping. We believe this paper provides readers with a comprehensive understanding of ontology mapping and points to various research topics about the specific roles of ontology mapping.
Introduction
"An ontology is defined as a formal, explicit specification of a shared conceptualization." 27 Tasks on distributed and heterogeneous systems demand support from more than one ontology. Multiple ontologies need to be accessed from different systems. The distributed nature of ontology development has led to dissimilar ontologies for the same or overlapping domains. Thus, various parties with different ontologies do not fully understand each other. To solve these problems, it is necessary to use ontology mapping geared for interoperability. This article aims to present the broad scope of ontology mapping, mapping categories, their characteristics, and a comprehensive overview of ontology mapping tools, systems, and related work.
We classify ontology mapping into the following three categories: 1) mapping between an integrated global ontology and local ontologies 3, 4, 1, 7 , 2) mapping between local ontologies 6, 1, 8, 9, 12, 13, 14 , and 3) mapping on ontology merging and alignment. 15, 16, 17, 18, 19, 20 The first category of ontology mapping supports ontology integration by describing the relationship between an integrated global ontology and local ontologies.
The second category enables interoperability for highly dynamic and distributed environments as mediation between distributed data in such environments. The third category is used as a part of ontology merging or alignment as an ontology reuse process.
In this paper, we survey the tools, systems, and related work about ontology mapping based on these three ontology mapping categories. A comparison of tools or systems about ontology mapping is made based on specific evaluation criteria 10 , which are input requirements, level of user interaction, type of output, content of output, and the following five dimensions: structural, lexical, domain, instancebased knowledge, and type of result. 8 Through a comparative analysis of ontology mapping categories, we aim to provide readers with a comprehensive understanding of ontology mapping and point to various research topics about the specific roles of ontology mapping.
The paper is organized as follows. The meanings of ontology mapping 4, 3, 7, 15, 25 , ontology integration, merging, and alignment 2, 24 are outlined in Section 2. In Section 3, characteristics and application domains of three different categories of ontology mapping are discussed. The tools, systems, frameworks, and related work of ontology mapping are surveyed based on the three different ontology mapping categories. Then the overall comparison of tools or systems about ontology mapping is presented. In Section 4, a conclusion and presentation of future work are detailed.
Terminology: ontology mapping, ontology integration, merging, and alignment
In this section, we set the scope of ontology mapping and ontology mapping tools, and outline meanings of ontology mapping, integration, merging, and alignment. We aim to give a wide view of ontology mapping including ontology integration, merging, and alignment because this concept of ontology mapping is broad in scope 5 and ontology mapping is required in the process of ontology integration, merging, and alignment. Furthermore, one closely related research topic with ontology mapping is schema matching, which has been one major area of database research. 3, 36, 37, 38 However, this is beyond our scope in this paper. We also refer to tools for ontology integration, merging, and alignment as ontology mapping tools in this paper. We discuss the meanings of ontology mapping based on the three different ontology mapping categories.
Ontology merging, integration, and alignment
Ontology merging, integration, and alignment can be considered as an ontology reuse process.
2,24
Ontology merging is the process of generating a single, coherent ontology from two or more existing and different ontologies related to the same subject. 26 A merged single coherent ontology includes information from all source ontologies but is more or less unchanged. The original ontologies have similar or overlapping domains but they are unique and not revisions of the same ontology. 24 Ontology alignment is the task of creating links between two original ontologies. Ontology alignment is made if the sources become consistent with each other but are kept separate. 15 Ontology alignment is made when they usually have complementary domains.
Ontology integration is the process of generating a single ontology in one subject from two or more existing and different ontologies in different subjects. 26 The different subjects of the different ontologies may be related. Some change is expected in a single integrated ontology.
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Ontology mapping
Ontology mapping between an integrated global ontology and local ontologies. 4, 3, 7 In this case, ontology mapping is used to map a concept found in one ontology into a view, or a query over other ontologies (e.g. over the global ontology in the localcentric approach, or over the local ontologies in the global-centric approach).
Ontology mapping between local ontologies. 25 In this case, ontology mapping is the process that transforms the source ontology entities into the target ontology entities based on semantic relation. The source and target are semantically related at a conceptual level.
Ontology mapping in ontology merge and alignment. 15 In this case, ontology mapping establishes correspondence among source (local) ontologies to be merged or aligned, and determines the set of overlapping concepts, synonyms, or unique concepts to those sources. 15 This mapping identifies similarities and conflicts between the various source (local) ontologies to be merged or aligned. 
Categories of Ontology Mapping
In this section, ontology mapping based on the following three categories will be examined: 1) ontology mapping between an integrated global ontology and local ontologies, 2) ontology mapping between local ontologies, and 3) ontology mapping in ontology merging and alignment.
One of the crucial differences among the three ontology mapping categories is how mapping among ontologies is constructed and maintained. Each category of ontology mapping has different characteristics (strengths and drawbacks). Ontology mapping plays an important role in different application domains 5 and is the foundation of several applications. 14 
Ontology mapping between an integrated global ontology and local ontologies
This category supports ontology integration processes. Methodological aspects of ontology integration relate to how this mapping is defined. 1 This mapping specifies how concepts in global and local ontologies map to each other, how they can be expressed based on queries 7 , and how they are typically modeled as views or queries (over the mediated schema in the local-as-view approach, or over the source schemas in the global-as-view approach). 
Strengths and drawbacks
The strengths of this mapping can also be the drawbacks of mapping between local ontologies and vice versa. In this mapping, it is easier to define mapping and find mapping rules than in mapping between local ontologies because an integrated global ontology provides a shared vocabulary and all local ontologies are related to a global ontology. It can be difficult to compare different local ontologies because no direct mappings exist between local ontologies. This mapping lacks maintainability and scalability because the change of local ontologies or the addition and removal of local ontologies could easily affect other mappings to a global ontology. This mapping requires an integrated global ontology. But there exists a practical impossibility of maintaining it in a highly dynamic environment. 8 This mapping cannot be made among different ontologies which have mutually inconsistent information over the same domain or over a similar view of domain because a global ontology cannot be created.
Application domains
This mapping supports the integration of ontologies for the Semantic Web, enterprise knowledge management, and data or information integration. In the Semantic Web, an integrated global ontology extracts information from the local ones and provides a unified view through which users can query different local ontologies. 7 When managing multiple ontologies for enterprise knowledge management, different local ontologies (data sources) can be combined into an integrated global ontology for a query. 1 In an information integration system, a mediated schema is constructed for user queries. Mappings are used to describe the relationship between the mediated schema (i.e., an integrated global ontology) and local schemas. 1, 7, 3, 4 Ontology is more complicated and expressive in semantics than schema and has some differences but shares many features. 34, 35, 5 Schema can still be viewed as an ontology with restricted relationship types. 9 Therefore, the mediated schema can be considered as a global ontology. 
3.1.3
Tools, systems, and related work An integrated global ontology (the logical mediated schema) is created as a view. 4, 7, 3 Mappings are used to describe the relationship between the mediated schema and local schemas. LSD 3 (Learning Source Description): LSD semiautomatically creates semantic mappings with a multistrategy learning approach. This approach employs multiple learner modules with base learners and the meta-learner where each module exploits a different type of information in the source schemas or data. LSD uses the following base learners: 1) The Name Learner: it matches an XML element using its tag name, 2) The Content Learner: it matches an XML element using its data value and works well on textual elements, 3) Naïve Bayes Learner: it examines the data value of the instance, and doesn't work for short or numeric fields, and 4) The XML Learner: it handles the hierarchical structure of input instances. Multi-strategy learning has two phases: training and matching. In the training phase, a small set of data sources has been manually mapped to the mediated schema and is utilized to train the base learners and the meta learner. In the matching phase, the trained learners predict mappings for new sources and match the schema of the new input source to the mediated schema. LSD also examines domain integrity constraints, user feedback, and nested structures in XML data for improving matching accuracy. LSD proposes semantic mappings with a high degree of accuracy by using the multi-strategy learning approach. MOMIS 4 (Mediator Environment for Multiple Information Sources): MOMIS creates a global virtual view (GVV) of information sources, independent of their location or their data's heterogeneity. MOMIS builds an ontology through five phases as follows: 1) Local source schema extraction by wrappers 2) Local source annotation with the WordNet 3) Common thesaurus generation: relationships of inter-schema and intra-schema knowledge about classes and attributes of the source schemas 4) GVV generation: A global schema and mappings between the global attributes of the global schema and source schema by using the common thesaurus and the local schemas are generated.
5) GVV annotation is generated by exploiting annotated local schemas and mappings between local schemas and a global schema. MOMIS generates mappings between global attributes of the global schema and source schemas. For each global class in the global virtual view (GVV), a mapping table (MT) stores all generated mappings. MOMIS builds an ontology that more precisely represents domains and provides an easily understandable meaning to content, a way to extend previously created conceptualization by inserting a new source.
A Framework for OIS 7 (Ontology Integration System): Mappings between an integrated global ontology and local ontologies are expressed as queries and ontology as Description Logic. Two approaches for mappings are proposed as follows: 1) concepts of the global ontology are mapped into queries over the local ontologies (global-centric approach), and 2) concepts of the local ontologies are mapped to queries over the global ontology (localcentric approach).
Ontology mapping between local ontologies
This category provides interoperability for highly dynamic, open, and distributed environments and can be used for mediation between distributed data in such environments. 12 This mapping is more appropriate and flexible for scaling up to the Web than mappings between an integrated global ontology and local ontologies. 
3.2.1
Strengths and drawbacks This mapping enables ontologies to be contextualized because it keeps its content local. 6 It can provide interoperability between local ontologies when different local ontologies cannot be integrated or merged because of mutual inconsistency of their information.
6,1 It is useful for highly dynamic, open, and distributed environments 6 and also avoids the complexity and overheads of integrating multiple sources. 1 Compared to mapping between an integrated ontology and local ontologies, this category mapping has more maintainability and scalability because the changes (adding, updating, or removing) of local ontology could be done locally without regard to other mappings. Finding mappings between local ontologies may not be easier than between an integrated ontology and local ontologies because of the lack of common vocabularies.
Application domains
The primary application domains of this mapping are the Web or the Semantic Web because of their de-centralized nature. When there is no central mediated global ontology and coordination has to be made using ontologies, then mappings between local ontologies are necessary for agents to interoperate.
14 In distributed knowledge management systems, when building an integrated view is not required or multiple ontologies cannot be integrated or merged because of mutual inconsistency of the information sources, this category of mapping is required between local ontologies. 1,6
3.2.3
Tools, systems, and related work Context OWL 6 (Contextualizing Ontologies): OWL syntax and semantics are extended. Ontologies cannot be integrated or merged as a single ontology if two ontologies contain mutually inconsistent concepts. However, those two ontologies can be mapped using bridge rules which are the basic notion about the definition of context mappings. 6 A mapping between two ontologies is a set of bridge rules using , , , (related), and (unrelated). CTXMATCH
8
: CTXMATCH is an algorithm for discovering semantic mappings across hierarchical classifications (HCs) using logical deduction. CTXMATCH takes two inputs H, and H1 in HCs, and for each pair of concepts k H , k1 H1 (a node with relevant knowledge including meaning in Hierarchical classifications), returns their semantic relation ( , , , , and ). For example, k is more general than k1 (k k1), k is less general than k1 (k k1), k is equivalent to k1 (k k1), k is compatible with k1 (k k1), and k is incompatible with k1 (k k1).
The contribution of the CTXMTCH is that mappings can be assigned a clearly defined modeltheoretic semantics and that structural, lexical, and domain knowledge are considered. GLUE 9 : GLUE semi-automatically creates ontology mapping using machine learning techniques. GLUE consists of Distribution Estimator, Similarity Estimator, and Relaxation Labeler. GLUE finds the most similar concepts between two ontologies and calculates the joint probability distribution of the concept using a multi-strategy learning approach for similarity measurement. GLUE gives a choice to users for several practical similarity measures. GLUE has a total of three learners: Content Learner, Name Learner, and Meta Learner. Content and Name Learners are two base learners, while Meta Learner combines the two base learners' prediction. The Content Learner exploits the frequencies of words in content of an instance (concatenation of attributes of an instance) and uses the Naïve Bayes' theorem. The Name Learner uses the full name of the input instance. The Meta-Learner combines the predictions of base learners and assigns weights to base learners based on how much it trusts that learner's predictions. In GLUE, Relaxation Labeling takes a similarity matrix and reaches for the mapping (best label assignment between nodes (concepts)). This mapping configuration is the output of GLUE.
MAFRA 12 (Ontology MAapping FRAmework for distributed ontologies in the Semantic Web): MAFRA provides a distributed mapping process that consists of five horizontal and four vertical modules. 12 Five horizontal modules are as follows: 1) Lift & Normalization: It deals with language and lexical heterogeneity between source and target ontology. 2) Similarity Discovery: It finds out and establishes similarities between source ontology entities and target ontology entities. 3) Semantic Bridging: It defines mapping for transforming source instances into the most similar target instances. 4) Execution: It transforms instances from the source ontology into target ontology according to the semantic bridges. 5) Post-processing: It takes the result of the execution module to check and improve the quality of the transformation results. Four vertical modules are as follows: 1) Evolution: It maintains semantic bridges in synchrony with the changes in the source and target ontologies. 2) Cooperative Consensus Building: It is responsible for establishing a consensus on semantic bridges between two parties in the mapping process.
3) Domain Constraints and Background
Knowledge: It improves similarity measure and semantic bridge by using WordNet or domain-specific thesauri. 4) Graphical User Interface (GUI): Human intervention for better mapping. MAFRA maps between entities in two different ontologies using a semantic bridge, which consists of concept and property bridges. The concept bridge translates source instances into target ones. The property bridge transforms source instance properties into target instance properties. LOM 21 (Lexicon-based Ontology Mapping): LOM finds the morphism between vocabularies in order to reduce human labor in ontology mapping using four methods: whole term, word constituent, synset, and type matching. LOM does not guarantee accuracy or correctness in mappings and has limitations in dealing with abstract symbols or codes in chemistry, mathematics, or medicine. QOM 22 (Quick Ontology Mapping): QOM is a efficient method for identifying mappings between two ontologies because it has lower run-time complexity. In order to lower run-time complexity QOM uses a dynamic programming approach. 33 A dynamic programming approach has data structures which investigate the candidate mappings, classify the candidate mappings into promising and less promising pairs, and discard some of them entirely to gain efficiency. It allows for the ad-hoc mapping of largesize, light-weight ontologies.
ONION 13 (ONtology compositION system): ONION resolves terminological heterogeneity in ontologies and produces articulation rules for mappings. The linguistic matcher identifies all possible pairs of terms in ontologies and assigns a similarity score to each pair. If the similarity score is above the threshold, then the match is accepted and an articulation rule is generated. After the matches generated by a linguistic matcher are available, a structure-based matcher looks for further matches. An inference-based matcher generates matches based on rules available with ontologies or any seed rules provided by experts. Multiple iterations are required for generating semantic matches between ontologies. A human expert chooses, deletes, or modifies suggested matches using a GUI tool. A linguistic matcher fails when semantics should be considered. OKMS 1 (Ontology-based knowledge management system): OKMS is an ontology-based knowledge management system. In OKMS, mapping is used for combining distributed and heterogeneous ontologies. When two different departments deal with the same business objects, their ontologies for their systems do not match because they approach the domain from different perspective. When they want to include information from other departments in their knowledge management system, the information must be transformed (i.e., reclassified). This can be accomplished through a mapping between local ontologies. The five-step ontology-mapping process 12 is used in the OKMS. The five-step ontology mapping process is as follows: 1) Lift and normalization: If source information is not ontology-based, it will be transformed to the ontology level by a wrapper. 2) Similarity extraction: The similarity extraction phase creates a similarity matrix, which represents the similarities between concepts and instances in ontologies being mapped. 3) Semantic mapping: This step produces the mappings that define how to transform source-ontology instances into targetontology instances. 4) Execution: Execute mappings. 5) Post-processing: It improves the results of the execution phase.
OMEN 31 (Ontology Mapping Enhancer): OMEN is a probabilistic ontology mapping tool which enhances the quality of existing ontology mappings using a Bayesian Net. The Bayesian Net uses a set of metarules that represent how much each ontology mapping affects other related mappings based on ontology structure and the semantics of ontology relations. Existing mappings between two concepts can be used for inferring other mappings between related concepts.
P2P ontology mapping 32 : This work 32 proposes the framework which allows agents to interact with other agents efficiently based on the dynamic mapping of only the portion of ontologies relevant to the interaction. The framework executes three steps: 1) Generates the hypotheses. 2) Filters the hypotheses. 3) Selects the best hypothesis.
Ontology mapping (matching) in ontology merging and alignment
This category allows a single coherent merged ontology to be created through an ontology merging process. It also creates links between local ontologies while they remain separate during the ontology alignment process. Mappings do not exist between a single coherent merged ontology and local ontologies, but rather between local ontologies to be merged or aligned. Defining a mapping between local ontologies to be merged or aligned is the first step in the ontology merging or alignment process. This mapping identifies similarities and conflicts between local ontologies to be merged or aligned.
Strength and drawbacks
This mapping applies to ontologies over the same or overlapping domain. Finding mapping is a part of other applications such as ontology merging or alignment. This might be fairly obvious and more interesting in a large ontology.
14,11
Application domains
The growing usage of ontologies or the distributed nature of ontology development has led to a large number of ontologies which have the same or overlapping domains. 15, 17 These should be merged or aligned to be reused. 15 Many applications such as standard search, e-commerce, government intelligence, medicine, etc., have large-scale ontologies and require the reuse of ontology merging processes. 
3.3.3
Tools, systems, and related work SMART 18 : SMART is a semi-automatic ontology merging and alignment tool. It looks for linguistically similar class names through class-name matches, creates a list of initial linguistic similarity (synonym, shared substring, common suffix, and common prefix) based on class-name similarity, studies the structures of relation in merged concepts, and matches slot names and slot value types. It makes suggestions for users, checks for conflicts, and provides solutions to these conflicts. PROMPT
15
: PROMPT is a semi-automatic ontology merging and alignment tool. It begins with the linguistic-similarity matches for the initial comparison, but generates a list of suggestions for the user based on linguistic and structural knowledge and then points the user to possible effects of these changes. OntoMorph
16
: OntoMorph provides a powerful rule language for specifying mappings, and facilitates ontology merging and the rapid generation of knowledge-base translators. It combines two powerful mechanisms for knowledge-base transformations such as syntactic rewriting and semantic rewriting. Syntactic rewriting is done through pattern-directed rewrite rules for sentence-level transformation based on pattern matching. Semantic rewriting is done through semantic models and logical inference. HICAL
19
(Hierarchical Concept Alignment system): HICAL provides concept hierarchy management for ontology merging/alignment (one concept hierarchy is aligned with another concept in another concept hierarchy), uses a machine-learning method for aligning multiple concept hierarchies, and exploits the data instances in the overlap between the two taxonomies to infer mappings. It uses hierarchies for categorization and syntactical information, not similarity between words, so that it is capable of categorizing different words under the same concept.
Anchor-PROMPT 20 : Anchor-PROMPT takes a set of anchors (pairs of related terms) from the source ontologies and traverses the paths between the anchors in the source ontologies. It compares the terms along these paths to identify similar terms and generates a set of new pairs of semantically similar terms. CMS 23 (CROSI Mapping System): CMS is an ontology alignment system. It is a structure matching system on the rich semantics of the OWL constructs. Its modular architecture allows the system to consult external linguistic resources and consists of feature generation, feature selection, multi-strategy similarity aggregator, and similarity evaluator.
FCA-Merge
17
: FCA-Merge is a method for ontology merging based on Ganter and Wille's formal concept analysis 28 , lattice exploration, and instances of ontologies to be merged. The overall process of ontology merging consists of three steps: 1) instance extraction and generation of the formal context for each ontology, 2) the computation of the pruned concept lattice by algorithm TITANIC 29 , and 3) the nonautomatic generation of the merged ontology with human interaction based on the concept lattice.
CHIMAERA 30 : CHIMAERA is an interactive ontology merging tool based on the Ontolingual ontology editor. It makes users affect merging process at any point during merge process, analyzes ontologies to be merged, and if linguistic matches are found, the merge is processed automatically, otherwise, further action can be made by the use. It uses subclass and super class relationship.
A Comparison of ontology mapping tools or systems
A specific unified framework does not exist for comparison of ontology mapping tools 2 , nor may direct comparison of ontology mapping tools be possible. 10 But a set of evaluation criteria to compare ontology mapping tools is proposed 10 and some of systems about ontology mapping are compared. 8 See Table 1 for a summary of ontology mapping tools.
Conclusion
This paper has presented a broad scope of ontology mapping, mapping categories and characteristics, and surveyed ontology mapping tools, systems, and related work based on ontology mapping categories as follows: a mapping between an integrated global ontology and local ontologies, a mapping between local ontologies, and a mapping on ontology merging and alignment. The different roles of these three ontology mapping categories were also identified. Techniques for a mapping between local ontologies have not been widely used for a mapping between a global ontology and local ontologies for two reasons. First, mapping between a global ontology and local ontolgies is done in the process of ontology integration or when a global ontology exists. 3, 4, 7 Second, some techniques for a mapping between local ontolgies are aimed at distributed ontologies on the Semantic Web, ontologies which have mutually inconsistent concepts or requirements of a more dynamic or flexible form of mapping. 1, 6, 8, 9, 12, 22, 32 Further research is needed to improve methods of constructing an integrated global ontology, utilizing the mapping techniques for local ontologies in order to map between an integrated global ontology and local ontologies. In addition, research about the usage or roles of ontology mapping in different application domains should be performed. Research aimed at developing sufficiently applicable mapping techniques between local ontologies for the same or overlapping domain will improve ontology merge and alignment processes. In order to find an accurate ontology mapping, accurate similarity measurements between source ontology entities and target ontology entities should be considered. Techniques for complex ontology mappings between ontologies and discovering more constraints in ontologies should be also investigated. 
