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The duration of the infectious period is a crucial determinant of the ability of an infectious disease
to spread. We consider an epidemic model that is network-based and non-Markovian, containing
classic Kermack-McKendrick, pairwise, message passing and spatial models as special cases. For
this model, we prove a monotonic relationship between the variability of the infectious period (with
fixed mean) and the probability that the infection will reach any given subset of the population
by any given time. For certain families of distributions, this result implies that epidemic sever-
ity is decreasing with respect to the variance of the infectious period. The striking importance of
this relationship is demonstrated numerically. We then prove, with a fixed basic reproductive ra-
tio (R0), a monotonic relationship between the variability of the posterior transmission probability
(which is a function of the infectious period) and the probability that the infection will reach any
given subset of the population by any given time. Thus again, even when R0 is fixed, variability
of the infectious period tends to dampen the epidemic. Numerical results illustrate this but indi-
cate the relationship is weaker. We then show how our results apply to message passing, pairwise,
and Kermack-McKendrick epidemic models, even when they are not exactly consistent with the
stochastic dynamics. For Poisson contact processes, and arbitrarily distributed infectious periods,
we demonstrate how systems of delay differential equations (DDEs) and ordinary differential equa-
tions (ODEs) can provide upper and lower bounds respectively for the probability that any given
individual has been infected by any given time.
I. INTRODUCTION
In a homogeneously mixing large population, under
certain common assumptions, the epidemiological quan-
tity R0 (this being the expected number of secondary
cases per typical primary case near the start of an epi-
demic) depends on the infectious period only through its
mean [1]. However, under the same assumptions, other
important quantifiers such as the probability of a ma-
jor outbreak, the final size, and the initial growth rate
can depend on the variability of the infectious period;
higher variability tending to decrease these quantities
[1, 2]. When accounting for the more realistic scenario
where individuals can only make direct contacts to their
neighbours in a contact network [3], R0 typically depends
on the variability of the infectious period and, even when
R0 is held fixed, the probability that any given individual
will eventually get infected is still dependent on the vari-
ability of the infectious period [4]. Here we extend these
results to a much more general epidemic model and con-
sider the effect of the infectious period distribution on
the probability P (A, t) that the disease will spread to
an arbitrary subset A of the population by an arbitrary
time t. This probability underpins the likelihood of an
epidemic, and the speed and extent of its propagation.
It is commonplace to assume that the infectious period
is exponentially distributed because this leads to greater
mathematical tractability. In choosing the parameter for
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this distribution, the modeller may try to replicate the es-
timated average infectious period or the estimated value
for R0. In any case, the exponential distribution is typi-
cally not very realistic for this variable. For example, it
has been suggested that gamma, Weibull and degenerate
(non-random) distributions may be more realistic for dis-
eases such as smallpox, ebola and measles [5–8]. Thus,
investigating the effect of the infectious period distribu-
tion is important for obtaining a qualitative understand-
ing of the ability of different diseases to propagate, and
of the effects of intervention strategies which may mod-
ify this distribution. It is also important for informing
parameter choices in epidemic models.
The Susceptible-Exposed-Infectious-Recovered (SEIR)
compartmental model for the spread of infectious diseases
may be considered in a general stochastic and network-
based form (see, for example, [9] and [10]). Here we con-
sider a similar stochastic epidemic model which we con-
struct as a non-Markovian stochastic process taking place
on an arbitrary static contact network (or graph). We
allow arbitrarily distributed exposed and infectious pe-
riods, heterogeneous contact processes between individ-
uals, and heterogeneity in susceptibility and infectious-
ness. Many previously studied models such as Kermack-
McKendrick [11], pairwise [12, 13], message passing [10]
and spatial models [4, 14] are identical to, consistent
with, or approximations of, special cases of the stochas-
tic model which we examine here [15]. We show how our
conclusions apply to these well-known models.
Let X1 and X2 be two real-valued random variables. If
E[ψ(X1)] ≥ E[ψ(X2)] for all convex functions ψ : R→ R
2then we say that X1 is greater than X2 in convex order
[16] and write X1 ≥cx X2. The convex order, which
provides a type of variability ordering for random vari-
ables with the same mean, is central to the work that we
present here. Our main result shows that, under mild
assumptions, by changing the infectious period distribu-
tions such that they decrease in convex order, which nec-
essarily decreases their variance, we can only increase
P (A, t). We discuss some important corollaries of this
and then present examples and a numerical illustration
(Fig. 1).
The strength of the relationship between epidemic
severity and the variability of the infectious period may
depend on many factors, such as the topology of the con-
tact network and the processes by which individuals in-
teract. However, this is not of primary concern here since
we note that epidemic severity may be made arbitrarily
small by increasing the variance of the infectious period,
regardless of these other factors. This is the case since
we may define the infectious period, with specified mean,
to be able to take only the value zero or some arbitrarily
large number. Thus, the probability that the infectious
period is zero may be set arbitrarily close to 1.
The most relevant previous work [4] compares two
Susceptible-Infected-Recovered (SIR) network-based epi-
demic models, where the infectious period is random in
one and non-random in the other, and where the ‘trans-
mission probability’ that an individual, given that it gets
infected, will contact a given neighbour before recover-
ing is the same in both models. It was shown that, un-
der stronger assumptions than here, the long-term prob-
abilities limt→∞ P (A, t) are not lesser in the model with
the non-random infectious period. To relate more di-
rectly to this result, we define (following [17] and [18])
the ‘transmissibility’ to be the posterior probability that
an infected individual, with a given infectious period, will
make a contact to a given neighbour before recovering.
Thus, the transmissibility is a random variable since it is
a function of the infectious period, and its expected value
is the transmission probability. We show that by chang-
ing the infectious period distribution such that the trans-
missibility is decreased in convex order, which we shall
argue keeps R0 constant, we can only increase P (A, t).
We discuss some important corollaries of this and then
present an example and a numerical illustration (Fig. 2).
Finally, we show how our results ‘carry over’ to
well-known message passing, pairwise and Kermack-
McKendrick models.
II. THE STOCHASTIC MODEL
The SEIR epidemic model under consideration is de-
fined as follows: Let G = (V , E) be an arbitrary sim-
ple undirected graph, where V is a finite or countably
infinite set of vertices (individuals) and E is a set of
undirected edges between the vertices. For i ∈ V , let
Ni = {j ∈ V : (i, j) ∈ E} be the set of neighbours of i
and let |Ni| <∞ for all i ∈ V (the graph is thus described
as ‘locally finite’). We assume that two individuals are
neighbours if and only if at least one can make direct
contacts to the other. Let νi ∈ [0,∞] denote the time
period that i spends in the exposed state; µi ∈ [0,∞) is
i’s infectious period, i.e. the time period that i spends
in the infectious state; ωji ∈ [0,∞] is the time elaps-
ing between i first entering the infectious state and it
making a sufficient (for transmission) contact to j (note
that the sufficient contact is not infectious, i.e. cannot
cause infection, if it occurs after i’s infectious period has
terminated); W iout is some variable on which all of the
sufficient contact times ωji(j ∈ Ni) may depend, e.g. a
quantifier of i’s infectiousness arising from sources other
than the length of its infectious period (similar to Ii in
[17]); W iin is some variable on which all of the sufficient
contact times ωij(j ∈ Ni) may depend, e.g. a quantifier
of i’s susceptibility (similar to Si in [17]). For t ∈ [0,∞),
i makes an infectious contact to j at time t if and only
if (i) i enters the infectious state at some time s ≤ t,
(ii) ωji = t − s, and (iii) ωji ≤ µi. Susceptible indi-
viduals enter the exposed state as soon as they receive
an infectious contact, exposed individuals immediately
enter the infectious state when their exposed period ter-
minates, and infectious individuals immediately enter the
recovered state when their infectious period terminates.
Individuals may be in any state at t = 0 except the ex-
posed state, and we may interpret being in the recovered
state at t = 0 as being vaccinated.
Letting X = ∪i∈V{νi, µi,W
i
in,W
i
out, ωji(j ∈ Ni)}, the
situation which we wish to consider is where X and the
initial conditions are random. We will assume that, ex-
cluding the ω variables, X is mutually independent; for
all i ∈ V and j ∈ Ni, ωji is conditionally independent
from X \ {ωji} given W iout and W
j
in; and the initial state
of the population is independent from X .
In line with the discussion in Section I, we define
P (A, t) to be the probability that at least one member
of A ⊂ V is initially infectious, or is initially suscepti-
ble and receives an infectious contact before or at time
t > 0. Thus, we say that P (A, t) is the probability that
the disease spreads to A by time t.
For ease of reference, the definitions of all of the above
variables, and other important definitions, are collected
and presented as a list at the start of the appendix.
III. THE IMPACT OF THE INFECTIOUS
PERIOD DISTRIBUTION
To understand the impact of the infectious period on
the likelihood, speed and extent of epidemic spread, we
will first focus on a single individual i ∈ V and label
a subset B ⊂ Ni of its neighbours using a bijection to
{1, 2, . . . , |B|}. Assume that i gets infected and consider
its behaviour after it leaves the exposed state and imme-
diately enters the infectious state, and also assume that
all of the variables except i’s infectious period µi and
3the sufficient contact times ωji(j ∈ B) have already been
drawn from their joint distribution. Let i9x1...x|B| denote
the event that i does not make an infectious contact to
neighbour 1 within time period [0, x1] (since entering the
infectious state), neighbour 2 within time period [0, x2],
. . . , and neighbour |B| within time period [0, x|B|], where
the xj are arbitrary non-negative numbers. We may now
write
P ∗(i9x1...x|B|) = P (ω1i > min{x1, µi}, ω2i > min{x2, µi},
. . . , ω|B|i > min{x|B|, µi})
= E[φ(µi)], (1)
where
φ(τ) =
|B|∏
j=1
φj(τ) (τ ∈ [0,∞)),
and,
φj(τ) = P
∗(ωji > min{xj , τ}). (2)
We use P ∗ to indicate that we are conditioning on the
values already drawn for the infectiousness and suscepti-
bility variables W iout and W
j
in(j ∈ B), since the sufficient
contact times ωji(j ∈ B) may depend on these. The form
of (2) may be understood by observing that if the infec-
tious period µi takes the value τ and τ ≥ xj then any
sufficient contact made from i to j within time period
[0, xj ] is an infectious contact. Thus, for no infectious
contact to j within time period [0, xj ] we need ωji to be
greater than xj . On the other hand, if τ < xj then the
only sufficient contacts made within time period [0, xj ]
which are infectious are those made in the smaller time
period [0, τ ]. Here then, for no infectious contact to j
within time period [0, xj ] we only need ωji to be greater
than τ(< xj).
Let us now consider the conditions under which φ(τ)
is convex since this will be necessary for a precise state-
ment of our results. It is convex if φj(τ) is convex for
all j ∈ B, since the φj(τ) are non-negative and non-
increasing. Further, φj(τ) is convex if the survival func-
tion for ωji, after conditioning on any possible values for
W iout andW
j
in, is convex; note that a non-increasing prob-
ability density function (PDF) is sufficient for a convex
survival function. If contact processes are independent
Poisson processes, which is a common assumption, then
the ωji are exponential and thus have convex survival
functions. If the ωji are independent and gamma dis-
tributed with shape parameters less than or equal to 1
then their survival functions will be convex. We also note
that the survival function for the heavy-tailed Lomax dis-
tribution f(x) = (1 + x/λ)−α, where λ, α > 0, is convex
on [0,∞). Moreover, since f(x) = x−α, where α > 0, is
convex on (0,∞) then sufficient contact times ωji which
have other heavy-tailed distributions may have convex
survival functions. This is of relevance since it has been
shown how processes which depend on human decision-
making may develop inter-event times which have heavy-
tailed distributions, and data for some such processes do
indeed indicate heavy tails [19]. Alternatively, if ωji is
the residual waiting time of a renewal process which gov-
erns the times at which i makes sufficient contacts to j
then it follows that the PDF for ωji is non-increasing.
See section 2.2 in [20].
Two important examples where φ(τ) is certainly con-
vex are as follows. In both cases, the infectiousness and
susceptibility variables W iout,W
j
in(j ∈ B) take values in
(0, 1] and, for all j ∈ B, we have individual i, while infec-
tious, making contacts to j according to an independent
Poisson process of rate βji > 0 (a time-inhomogeneous
Poisson process could be used instead but the rate would
need to be non-increasing). In the first case any given
contact from i to j ∈ B is sufficient with probability
W ioutW
j
in while in the second case only the first contact
may be sufficient and it is so with probability W ioutW
j
in.
Such scenarios have previously been considered and pro-
posed for modelling the spread of HIV [21–23].
Having discussed that the convexity of φ(τ) is realis-
tic, and follows from many common assumptions, we will
assume this in what follows and use it to prove results
concerning the effect of the infectious period distribution
on the ability of the disease to spread.
Recall that for two real-valued random variables, X1
and X2, If E[ψ(X1)] ≥ E[ψ(X2)] for all convex functions
ψ : R → R then we say that X1 is greater than X2 in
convex order and write X1 ≥cx X2. An important result
for the convex order is that
X1 ≥cx X2 implies E[X1] = E[X2],Var(X1) ≥ Var(X2).
(3)
Another useful result is that if E[X1] = E[X2], and FX1
and FX2 cross exactly once (where these are the cumula-
tive distribution functions (CDFs) for X1 and X2), and
the sign sequence of FX2 − FX1 is −,+, then this im-
plies that X1 ≥cx X2 [16]. We will refer to this as the
graphical sufficient condition for the order.
Thus, since φ(τ) is convex and non-increasing, then
decreasing i’s infectious period µi in convex order, or
increasing µi in the usual stochastic order, can only de-
crease P ∗(i9x1...x|B|) because the expectation in (1) can
only decrease. (If X1 and X2 are two real-valued ran-
dom variables then X1 is less than X2 in the usual
stochastic order, and we write X1 ≤st X2, if and only
if E[g(X1)] ≥ E[g(X2)] for all non-increasing functions
g : R → R.) This means that, since the xj are arbitrary
non-negative numbers and B is an arbitrary subset of i’s
neighbours, the transmission probability that i will make
an infectious contact to j ∈ Ni, given that i gets infected,
can only increase. By assuming that R0 is non-decreasing
with respect to these transmission probabilities, it follows
that R0 can only increase.
More importantly, for all subsets of individuals A ⊂ V
and all t > 0, the probability P (A, t), that the disease
4will spread to A by time t, can only increase. To under-
stand this, note that if we have already drawn all of the
variables except i’s infectious period µi and the sufficient
contact times ωji(j ∈ B), then either it is already known
whether or not the disease reaches subset A by time t,
or there exists some choice of B and the xj such that
this occurs if and only if i9x1...x|B| does not occur; and,
as we have shown, the probability of i9x1...x|B| can only
decrease. As a simple example of this, consider the case
where the population consists of i and two other individ-
uals, j and k, connected in a line, i.e. j is a neighbour
of both i and k, but i and k are not neighbours. Let A
consist of the single individual k and let i be the only ini-
tially infected individual with the others being initially
susceptible. Here, if ωkj > t then it is already known
that the disease does not reach A(= {k}) by time t no
matter what values are drawn for µi and ωji. However, if
ωkj ≤ t then the disease does not reachA by time t if and
only if i9x1...x|B| occurs where B = {j} and x1 = t − ωkj ,
i.e. if and only if i does not make any infectious contacts
to j within time period [0, t− ωkj ].
Since i is an arbitrary member of V and all of the
infectious period distributions are arbitrary, we can re-
peatedly apply this argument to conclude that P (A, t)
can only increase if any subset of the infectious periods
are decreased in convex order or increased in the usual
stochastic order (see Theorem 1 in the appendix).
Let us now consider what this suggests more generally
about the importance of the shape of the infectious pe-
riod distributions. Firstly, for given means, the infectious
period distributions which maximise P (A, t) are degener-
ate, i.e. the infectious periods are non-random. This fol-
lows from the graphical sufficient condition for the convex
order which shows that any other infectious periods with
the same means are necessarily greater in convex order.
Secondly, for given means and given maximum values, i.e.
bounded infectious periods, the infectious periods which
minimise P (A, t) are such that they are either equal to
zero or to their maximum values (their variance is max-
imal). Again, this follows similarly from the graphical
sufficient condition for the convex order. Thus, the ten-
dency of decreasing the variances of the infectious periods
to increase the probability that the disease will spread to
a given part of the network by a given time is made clear.
This tendency is also highlighted by (3).
Gamma and Weibull distributions are potentially re-
alistic for the infectious periods; they allow concentra-
tion about their mean values unlike the exponential dis-
tribution. For two gamma distributions with the same
mean, we can use the graphical sufficient condition to
conclude that the one with greater variance is neces-
sarily greater in convex order; the same applies for two
Weibull distributions with the same mean. So if we re-
strict our distributions to one of theses two families, and
keep the means fixed, then decreasing the variances of
the infectious periods can only increase P (A, t). An il-
lustration of the extent of this increase, for the case of
the gamma distribution, is shown in Fig. 1 where we
have computed the expected number susceptible at time
t as
∑
i∈V [1 − P ({i}, t)]. The effect is remarkable when
one considers that the mean is fixed and we have just in-
terpolated between the exponential distribution and the
degenerate distribution, both of which are commonly as-
sumed for the infectious period. It also reveals the large
amount of error that could be introduced, at all points
in time, when approximating the epidemic as a Markov
process and using the reciprocal of the estimated average
infectious period as the recovery rate in the model.
IV. THE IMPACT OF THE INFECTIOUS
PERIOD DISTRIBUTION WHEN
TRANSMISSION PROBABILITY IS FIXED
We have shown how the transmission probabilities are
decreasing with respect to the variability (in the sense of
the convex order) of the infectious period, and we assume
that R0 is a function of these transmission probabilities.
Since it may be sensible to choose an infectious period
distribution for our model such that the estimated value
of R0 for the disease is replicated, as opposed to the esti-
mated mean of the infectious period, then it is pertinent
to consider the sensitivity of P (A, t) to the infectious pe-
riod distribution when the transmission probabilities and
R0 are fixed (recall that P (A, t) is the probability that
the disease will spread to A ⊂ V by time t > 0).
Let us now assume that the sufficient contact times
ωji are mutually independent, so we discard the infec-
tiousness and susceptibility variables W iout,W
i
in(i ∈ V),
and assume that, for each i ∈ V , the sufficient contact
times ωji(j ∈ Ni) are independent and identically dis-
tributed (i.i.d.) (let ω.i denote the random variable with
this distribution). However, some gains here are that we
do not make any other assumptions about the distribu-
tions of the ω variables and we allow infectious periods
to be infinite with positive probability since we do not
specify a finite mean. For i ∈ V , let Fω.i(τ) denote
P (ωji ≤ τ) and let Zi denote the random ‘transmissi-
bility’ variable Fω.i(µi) (recall that µi is i’s infectious
period). It is the transmission probability E[Zi] that we
will keep constant.
Again, we will first focus on a single individual i ∈
V and label a subset B ⊂ Ni of its neighbours using a
bijection to {1, 2, . . . , |B|}. Assume that i gets infected
and consider its behaviour after it leaves the exposed
state and immediately enters the infectious state, and
also assume that all of the variables except i’s infectious
period µi and the sufficient contact times ωji(j ∈ B)
have already been drawn from their joint distribution. As
previously, we let i9x1...x|B| denote the event that i does
not make an infectious contact to neighbour 1 within
time period [0, x1] (since entering the infectious state),
neighbour 2 within time period [0, x2], . . . , and neighbour
|B| within time period [0, x|B|], where the xj are arbitrary
non-negative numbers. We may now write
P (i9x1...x|B|) = E[θ(Zi)], (4)
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FIG. 1. We consider a special case of the stochastic model where the graph is a square lattice of 900 individuals and X is
mutually independent; ωji ∼ Exp(1) for all i ∈ V, j ∈ Ni; νi = 0 for all i ∈ V; µi ∼ Γ(k, 3/4k) for all i ∈ V (Γ(k, 3/4k) is the
gamma distribution with shape parameter k and scale parameter 3/4k); every individual is independently initially infectious
with probability 0.01 and initially susceptible otherwise. In (a) we have approximated the expected number susceptible against
time for k = 1, 2, 4, 4000, corresponding to variances of the infectious period of approximately 0.56, 0.28, 0.14, 0.00014, while in
(b) we have approximated the expected number infectious against time for k = 1, 2, 4, 4000. Each approximation was computed
as the average of 1000 stochastic simulations. Here, the mean infectious period is the same for all individuals and kept constant
at 3/4. In (c) we have plotted the probability density function for the infectious period for each value of k.
where
θ(τ) =
|B|∏
j=1
θj(τ) (τ ∈ [0, 1]),
and,
θj(τ) = max(1− τ, P (ωji > xj)). (5)
The form of (5) may be understood by observing that
1−Zi is less than or equal to P (ωji > xj) if the infectious
period µi takes the value τ and τ ≥ xj . In this case, any
sufficient contact made from i to j within time period
[0, xj ] is an infectious contact. Thus, for no infectious
contact to j within time period [0, xj ] we need ωji to be
greater than xj . On the other hand, if τ < xj then the
only sufficient contacts made within time period [0, xj ]
which are infectious are those made in the smaller time
period [0, τ ]. Here then, for no infectious contact to j
within time period [0, xj ] we only need ωji to be greater
than τ(< xj) and this occurs with probability 1− Zi.
Note that since θj(τ) is convex, non-negative and non-
increasing for all j ∈ {1, 2, . . . , |B|}, then θ(τ) is convex
and non-increasing on [0, 1]. Therefore, decreasing Zi
in convex order, or increasing Zi in the usual stochastic
order, can only cause the expectation in (4) to decrease.
Thus, altering any subset of the infectious periods
such that the corresponding transmissibility variables Zi
are decreased in convex order, or increased in the usual
stochastic order, can only cause P (i9x1...x|B|) to decrease
and P (A, t) to increase by the same arguments as in sec-
tion III (see Theorem 1 in the appendix). Using the
graphical sufficient condition for the convex order, and
keeping R0 constant by keeping the expected values of
the Zi constant, we have that P (A, t) is maximised when
the Zi are non-random. This is the case when the infec-
tious periods are non-random. So, whether the infectious
periods are altered such that the means are held constant,
or such that R0 is held constant (with the slightly differ-
ent sets of assumptions), P (A, t) is maximised when the
infectious periods are non-random. On the other hand,
P (A, t) is minimised when the Zi can only be equal to ei-
ther 0 or 1. This is the case when the infectious periods
can only be zero or infinite. Thus, as with the infec-
tious periods themselves, there is a clear tendency for
decreasing the variances of the transmissibility variables
to increase P (A, t).
6If the sufficient contact times ωji(i ∈ V , j ∈ Ni) have
cumulative distribution functions which are strictly in-
creasing on [0,∞) then the CDF for Zi is given by
FZi(τ) = Fµi(F
−1
ω.i (τ)) for all i ∈ V . In this case, if i’s
infectious period is altered such that its new CDF crosses
its original CDF exactly once and from below, then the
new CDF for Zi crosses the original CDF for Zi exactly
once and from below. We may interpret this alteration
as a reduction in the variability of i’s infectious period
since the CDF becomes less ‘spread out’. Thus, assum-
ing the transmission probability E[Zi] is held constant,
then Zi decreases in convex order (by the graphical suffi-
cient condition) and P (A, t) increases. Therefore, when
transmission probabilities and R0 are held constant, as
opposed to the means of the infectious periods, we see
that lesser variability in the infectious period can still
lead to greater epidemic severity.
In Fig. 2, we demonstrate the extent to which the in-
fectious period distribution can affect P (A, t), when R0
is held constant, by computing the expected number sus-
ceptible at time t as
∑
i∈V [1 − P ({i}, t)]. The infectious
period distribution is here clearly less important than
when the means of the infectious periods are held fixed.
V. THE IMPACT OF THE INFECTIOUS
PERIOD IN MESSAGE PASSING AND
PAIRWISE MODELS
There exist message passing and pairwise systems of
equations which, in some cases, may be solved in order
to exactly capture the probability distribution for the
state of any given individual at any given time in the
stochastic model [10, 13, 15]. If this is the case then the
effect of the infectious period distribution on P ({i}, t),
for all i ∈ V , is also exactly captured.
More generally, epidemic models such as those formed
from message passing equations, or moment closure
methods, approximate the probability distribution for
the state of any given individual at any given time. Here
we show that the same conclusions about the impact of
the infectious period also apply to these approximate
models. To be able to relate to previous work we dis-
card the exposed periods νi and the susceptibility vari-
ablesW iin. The message passing system for our stochastic
model is defined, for i ∈ V and t ≥ 0,
S(i)mes(t) = zi
∏
j∈Ni
F i←j(t), (6)
I(i)mes(t) = 1− S
(i)
mes(t)−R
(i)
mes(t), (7)
R(i)mes(t) = yi +
∫ t
0
fµi(τ)[1 − yi − S
(i)
mes(t− τ)]dτ, (8)
where, for i ∈ V , j ∈ Ni, t ≥ 0,
F i←j(t) = 1−
∫ t
0
fωij(τ)F¯µj (τ)
×

1− yj − zj ∏
k∈Nj\i
F j←k(t− τ)

 dτ.
(9)
Here, S
(i)
mes(t), I
(i)
mes(t), and R
(i)
mes(t), approximate the
probability that at time t individual i is susceptible, in-
fectious, and recovered/vaccinated respectively; F i←j(t)
approximates the probability that at time t individual i
(in the cavity state [10]) has not received an infectious
contact from individual j ∈ Ni; yi and zi are the prob-
ability that individual i is initially recovered/vaccinated
and initially susceptible respectively; fµi and fωij are the
PDFs for µi and ωij respectively; F¯µj is the survival func-
tion for µj . This system has a unique feasible solution
if supi∈V,j∈Nisupτ≥0fωij (τ) < ∞, by Theorem 1 in [15],
and gives exactly the same output as a pairwise model
which has well-known special cases, by [13] and Theorem
5 in [15]. Thus our conclusions about the effect of the
infectious period in the above message passing system
(6)-(9) also apply to pairwise models.
It can be shown that (see Theorem 2 in the appendix),
similarly to the stochastic model, if any subset of the
infectious periods are increased in the usual stochastic
order then S
(i)
mes(t) can only decrease for all i ∈ V and all
t > 0; if the infectious periods of any subset B ⊂ V are
decreased in convex order, and fωji(τ) is non-increasing
for all i ∈ B, j ∈ Ni, then S
(i)
mes(t) can only decrease
for all i ∈ V and all t > 0. Now assume that for each
i ∈ V the ωji(j ∈ Ni) are i.i.d. (let ω.i denote the
random variable with this distribution) and define the
transmissibility variable Zi = Fω.i(µi). In this case, if
the distributions for any subset of the infectious periods
are altered such that the corresponding Zi are increased
in the usual stochastic order, or decreased in convex or-
der, then S
(i)
mes(t) can only decrease for all i ∈ V and all
t > 0 (see Theorem 2). Using the graphical sufficient
condition for the convex order, this means that when the
transmission probabilities (E[Zi] for all i ∈ V) and R0
are fixed, S
(i)
mes(t) is minimised when infectious periods
are non-random and maximised when infectious periods
may be only zero or infinite. Note that in the former
case the CDFs for the infectious periods are Heaviside
step functions while in the latter case they are constant
on [0,∞).
We can now build on these results in order to write
down systems of equations which are simpler to solve
and which provide rigorous lower and upper bounds, and
approximations, for S
(i)
mes(t) and R
(i)
mes(t) for all i ∈ V and
all t > 0. Importantly, if the ω variables are mutually
independent or positively correlated and the states of in-
dividuals at t = 0 are mutually independent, then a lower
bound on S
(i)
mes(t) is also a lower bound on the probability
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FIG. 2. We consider the same scenario as for Fig. 1 except with µi ∼ Γ(k, e
3/4k
− 1) for all i ∈ V, and plot the expected
number susceptible (a) and the expected number infectious (b) against time. Here, the transmission probability is the same
for all ordered pairs of neighbours and kept constant at 1 − e−3/4 ≈ 0.53, giving R0 ≈ 3 × 0.53 = 1.59. For k = 1, 2, 4, 4000,
the mean of the infectious period is approximately 1.1, 0.91, 0.82, 0.75, with variance 1.2, 0.41, 0.17, 0.00014, respectively. In
(c) we have plotted the probability density function for the infectious period for each value of k. It is straightforward that the
transmissibility variable (which is a function of the infectious period) here decreases in convex order as k increases.
that i is susceptible at time t, and an upper bound on
R
(i)
mes(t) is also an upper bound on the probability that
i is recovered/vaccinated at time t. This follows since
S
(i)
mes(t) is a lower bound on the former probability while
R
(i)
mes(t) is an upper bound on the latter [10, 13, 15]. Such
bounds provide a ‘worst case scenario’ [10] and an upper
bound on the expected final size of the epidemic.
To obtain a lower bound and approximation for S
(i)
mes(t)
we may replace F¯µj (τ) in (9) by H(sij − τ) where H is
the Heaviside step function and sij is defined to satisfy∫ ∞
0
fωij (τ)F¯µj (τ)dτ =
∫ ∞
0
fωij (τ)H(sij − τ)dτ
=
∫ sij
0
fωij (τ)dτ. (10)
Similarly, to obtain an upper bound and approximation
for S
(i)
mes(t) we may replace F¯µj (τ) in (9) by a constant
cij which is defined to satisfy∫ ∞
0
fωij (τ)F¯µj (τ)dτ =
∫ ∞
0
fωij (τ)cijdτ
= cij . (11)
These results are presented as part (d) of Theorem 2 in
the appendix. Note that, in both cases, making these
changes to (9) does not alter the probability, as it is
represented in the message passing system, that a given
infected individual will make an infectious contact to a
given neighbour before recovering (this is the quantity in
(10) and (11)). It is then straightforward, following sec-
tion IV of [10] and the proof of Theorem 4 in [15], that
limt→∞ S
(i)
mes(t) is also unaltered for all i ∈ V . On these
grounds, we expect the bounds and approximations to
be good. Additionally, replacing S
(i)
mes(t− τ) in (8) by its
lower and upper bound (for all τ ∈ [0, t]) produces an up-
per and lower bound, and approximations, respectively
for R
(i)
mes(t). This follows because the integrand in (8) is
decreasing with respect to S
(i)
mes(t− τ).
As an example, if contact processes are Poisson such
that the ωji are exponentially distributed with parame-
ters βji > 0, we can then conveniently obtain the lower
8bounds via delay differential equations (DDEs)
F˙ i←j− (t) = −βij
(
F i←j− (t)− yj − zj
∏
k∈Nj\i
F j←k− (t)
−H(t− sij)e
−βijsij (1− yj
−zj
∏
k∈Nj\i
F j←k− (t− sij))
)
,
F i←j− (0) = 1,
and the upper bounds via ordinary differential equations
(ODEs)
F˙ i←j+ (t) = βij(1 − F
i←j
+ (t))
−βijcij(1 − yj − zj
∏
k∈Nj\i
F j←k+ (t)),
F i←j+ (0) = 1,
where we use ‘dot’ notation to indicate derivatives
with respect to time. The lower and upper bounds,
and approximations, for S
(i)
mes(t) are then given by
zi
∏
j∈Ni
F i←j− (t) and zi
∏
j∈Ni
F i←j+ (t) respectively.
VI. THE IMPACT OF THE INFECTIOUS
PERIOD IN THE KERMACK-MCKENDRICK
MODEL
Similar results also apply to the classic SIR model pro-
posed by Kermack and McKendrick [11]. The model is
defined as follows:
S˙(t) = S(t)
[∫ t
0
h(τ)F¯µ(τ)S˙(t− τ)dτ − I(0)h(t)F¯µ(t)
]
,
(12)
I(t) = 1− S(t)−R(t), (13)
R(t) = R(0) +
∫ t
0
fµ(τ)[1 −R(0)− S(t− τ)]dτ, (14)
where the variables on the left-hand-side represent the
fraction susceptible, infected and recovered respectively
at time t ≥ 0; h(τ) is the rate at which an individual,
that has been infected for time period τ , makes sufficient
contacts to others; and µ is the random infectious period
with density function fµ and survival function F¯µ. Let
Z∗ =
∫ µ
0
h(τ)dτ be the accumulated infectivity [1], such
that E[Z∗](= R0) is the expected number of infectious
contacts that an infected individual will make before re-
covering. Thus Z∗ plays a similar role to the transmis-
sibility random variable. Equation (12) can be derived
from equation 13 in [11] by dividing the latter through
by the total population size, and after appropriately re-
naming the variables and functions.
Let S1(t) be given by (12) but with the infectious pe-
riod µ replaced by µ1. Let S2(t) be given by (12) but with
µ replaced by µ2. Let h(τ) be continuously differentiable
and assume at least one of the following conditions:
(i) µ1 ≤st µ2 and the infectious period cannot be infi-
nite;
(ii) µ1 ≥cx µ2 and h(τ) is non-increasing on [0,∞) and
the infectious period cannot be infinite;
(iii) Z∗1 ≤st Z
∗
2 (defined using µ1 and µ2 respectively);
(iv) Z∗1 ≥cx Z
∗
2 .
Then for all t ≥ 0, we have S1(t) ≥ S2(t). See Theorem 3
in the appendix. Note that if individuals are assumed to
make contacts according to a homogeneous Poisson pro-
cess then h(τ) is constant and therefore non-increasing
and continuously differentiable. It is also worth noting
that by replacing the infectious period in the Kermack-
McKendrick model by one which is non-random, keeping
R0 or the expected infectious period constant, a lower
bound S−(t) on S(t) is achieved for all t ≥ 0 (using the
graphical sufficient condition for the convex order); re-
placing S(t− τ) in (14) by S−(t− τ) produces an upper
bound on R(t) (since the integrand in (14) is decreasing
with respect to S(t − τ)). For example, if h(t) = β > 0
then we may obtain S−(t) by solving
S˙−(t) = −βS−(t)I∗(t),
I˙∗(t) = βS−(t)I∗(t) + S˙−(t− E[µ]),
with S−(t) = S(0) for all t ∈ [−E[µ], 0] and I∗(0) = I(0).
In this case R0 = βE[µ] and so the expected infectious
period and R0 are simultaneously kept constant. It is
then straightforward that limt→∞ S(t) = limt→∞ S
−(t)
since this quantity is determined by R0 and the initial
conditions [11]. On these grounds we expect the bound
to be good.
VII. CONCLUSION
For an extremely general epidemic model, we have
proved a monotonic relationship between the variability
of the infectious period and the severity of an epidemic.
Specifically, the probability P ({i}, t) that an arbitrary
individual i will get infected by time t > 0 is decreasing
with respect to the variability of the infectious period
with fixed mean (using the convex order as a variability
order). Similarly, and more intuitively, P ({i}, t) is in-
creasing with respect to the magnitude of the infectious
period (using the usual stochastic order as a magnitude
order). Since the expected number to get infected by
time t is obtained by summing P ({i}, t) over all individ-
uals, this quantity is also decreasing with respect to the
variability of the infectious period and increasing with
respect to the magnitude of the infectious period.
Using a graphical sufficient condition for the convex
order, we have shown that for an infectious period with
fixed mean, P ({i}, t) is maximised if the infectious period
distribution is degenerate (non-random). For an infec-
tious period with fixed mean and fixed maximum value,
P ({i}, t) is minimised when the infectious period can only
9take its maximum value or zero. These results also apply
to the expected number to get infected by time t.
We have also shown that when R0 (the basic reproduc-
tive ratio) is fixed, P ({i}, t) is decreasing with respect to
the variability of the posterior transmission probability,
which is a function of the infectious period. It follows
that when R0 is fixed, P ({i}, t) is maximised if the infec-
tious period is non-random and minimised if it can only
be either infinite or zero. These results also apply to the
expected number to get infected by time t.
Our main results were found to ‘carry over’, in an
obvious sense, to message passing and pairwise models.
For the message passing model, we also showed that by
changing the cumulative distribution functions of the in-
fectious periods to more tractable Heaviside step func-
tions or constants, while keeping R0 fixed, lower and
upper bounds respectively may be obtained for the ex-
pected number susceptible at time t in the message pass-
ing model. We showed that, if contact processes are Pois-
son, the lower and upper bounds may be obtained via
delay differential equations (DDEs) and ordinary differ-
ential equations (ODEs) respectively.
For the classic SIR model of Kermack and McKendrick
[11] we were able to show that the fraction susceptible at
time t > 0 is increasing with respect to the variability
of the infectious period with fixed mean, assuming that
the rate at which an infected individual makes contacts
to others is non-increasing with time. Additionally, by
making the infectious period non-random (which changes
its CDF to a Heaviside step function), keeping its mean
or R0 constant, a lower bound on the fraction susceptible
is obtained for all time points (an upper bound on the
model’s epidemic final size is thus also obtained). We
showed that, if contact processes are Poisson, the lower
bound may be obtained via a system of one ODE and
one DDE.
Our numerical results illustrate that, even under com-
mon parametrisations, the severity of the stochastic epi-
demic is highly sensitive to the infectious period distribu-
tion when its mean is fixed, but less so when R0 is fixed.
This suggests that we should base our choice for the in-
fectious period distribution more on the estimated value
of R0 than on the estimated average infectious period -
at least when computing the timecourse of the expected
number susceptible (equivalently, the timecourse of the
expected total number of cases). For a given epidemic
model, this also suggests the strategy of computing the
transmission probability, or R0, first and then using this
to inform a new choice for the infectious period distribu-
tion which will ease numerical solution or mathematical
analysis. However, R0 is much more difficult to measure
empirically than the average infectious period.
This work adds to recent research which has sought
to articulate the impact of non-Markovian dynamics in
epidemic models [1, 24–27]. Notably, our results do not
depend on the assumption of exponential contact times,
the validity of which has recently been questioned since
heavy-tailed distributions have been inferred from obser-
vation [19, 24, 28].
It is unclear whether similar results can be found in
compartmental structures, such as Susceptible-Infected-
Susceptible (SIS) dynamics, where individuals may be in-
fected multiple times. Indeed, it has recently been shown
[29] that for a particular stochastic SIS model, in which
contact processes are Poisson, the expected total time
that the system spends in any given state only depends
on the infectious period distribution through its mean.
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Appendix
Note the following definitions.
G = (V , E):
A simple undirected graph where V is a countable
set of vertices and E is a set of undirected edges be-
tween the vertices. This graph is to be interpreted
as the contact network on which the disease spreads
with the vertices representing individuals and edges
representing possible transmission routes.
Ni:
The set of neighbours of i ∈ V . Specifically, Ni =
{j ∈ V : (i, j) ∈ E}.
µi:
The random infectious period of individual i ∈ V .
ωji:
The random time between i ∈ V entering the infec-
tious state and its subsequent sufficient contact to j.
Zi:
The transmissibility random variable for i ∈ V . It is
only defined for the case where the ωji(j ∈ Ni) are
independent and identically distributed. In this case
we have Zi = Fω.i(µi), where Fω.i(τ) = P (ωji ≤ τ)
for all j ∈ Ni.
νi:
The random exposed period of individual i ∈ V .
W i
in
:
A random variable which is a measure of the suscepti-
bility of i ∈ V , in the sense that the ωij(j ∈ Ni) may
depend on it.
W iout:
A random variable which is a measure of the infec-
tiousness of i ∈ V , in the sense that the ωji(j ∈ Ni)
may depend on it.
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≥cx:
Let X1 and X2 be two real-valued random vari-
ables. X1 is greater than X2 in convex order, and
we write X1 ≥cx X2 or FX1 ≥cx FX2 (where these
are the cumulative distribution functions), if and only
if E[ψ(X1)] ≥ E[ψ(X2)] for all convex functions
ψ : R→ R.
≥dcx:
Let X1 and X2 be two real-valued random variables.
X1 is greater than X2 in decreasing convex order, and
we write X1 ≥dcx X2 or FX1 ≥dcx FX2 (where these
are the cumulative distribution functions), if and only
if E[ψ(X1)] ≥ E[ψ(X2)] for all non-increasing convex
functions ψ : R→ R (see section 4.A.1 in [16]). (Note
that X1 ≥cx X2 implies X1 ≥dcx X2.)
≤st:
If X1 and X2 are two real-valued random variables
then X1 is less than X2 in the usual stochastic order,
and we write X1 ≤st X2 or FX1 ≤st FX2 (where these
are the cumulative distribution functions), if and only
if E[g(X1)] ≥ E[g(X2)] for all non-increasing func-
tions g : R→ R.
d
=:
If X1 and X2 are two real-valued random variables
then X1
d
= X2, and we say that X1 and X2 are equal
in distribution, if and only if their cumulative distri-
bution functions are equal over the whole domain of
real numbers.
P (A, t):
The probability that the infection spreads to A ⊂ V
by time t > 0. Specifically, the probability that at
least one member of A is initially infectious, or is
initially susceptible and receives an infectious contact
before or at time t.
Note that every edge of G may be specified by as an
unordered pair of vertices. Let us now replace each edge
by two oppositely directed arcs and note that every arc
may be specified as an ordered pair of vertices. Let a
finite sequence of arcs ξ = {a1, . . . , an} be a finite simple
path between vertices v0 and vn if and only if ai is an arc
between vi−1 and vi for all i ∈ {1, . . . , n} where vi ∈ V for
all i ∈ {0, 1, . . . , n}, and vi 6= vj for all i, j ∈ {0, 1, . . . , n}
where i 6= j and n ∈ N. All the paths with which we are
concerned are finite simple paths and we refer to them
as paths for brevity.
Now, following Donnelly [9], let us define the variables
ω∗ji =
{
∞ if ωji > µi
ωji otherwise,
and associate arc (i, j) with ω∗ji for all i ∈ V , j ∈ Ni.
We define the total weighting ωξ of path ξ to be the sum
of the ω∗ji (infectious contact times) associated with its
arcs plus the sum of the νi (exposed periods), excepting
the first and last, associated with its individuals. We can
write:
ωξ =
n∑
i=1
ω∗vi,vi−1 +
n−1∑
i=1
νvi .
Letting ΞAI be the set of paths which have an initially
infectious individual at the start and some member of
A ⊂ V at the end, and where every individual except the
first is initially susceptible, it then follows from the above
definitions that infξ∈ΞA
I
{ωξ} is the time at which the first
infectious contact to an initially-susceptible member of A
occurs. We assume infξ∈ΞA
I
{ωξ} =∞ when ΞAI is empty.
We can now write
P (A, t) = 1−
∫
Z
1I(A)(z)P (infξ∈ΞA
I
(z){ωξ} > t)dκ(z)
(A.1)
where the measure κ(z) is the distribution of the ini-
tial state of the population and Z = {S, I, R}V (S-
susceptible, I-infected, R-recovered/vaccinated); I(A) is
the subset of Z which has no members of A (initially)
infected. Note that the probability in the integrand does
not need to be conditioned on the initial state of the pop-
ulation because we are assuming that the weightings of
paths are independent from the initial state.
Theorem 1 Let epidemic 1 and epidemic 2 be two
parametrisations of the stochastic model. Assume that
they are the same except for the distributions of the in-
fectious periods of individuals in D ⊂ V. Assume that for
all i ∈ D at least one of the following conditions holds,
where F
(m)
X is the cumulative distribution function of ran-
dom variable X in epidemic m ∈ {1, 2}.
(a) F
(1)
µi ≤st F
(2)
µi , and µi cannot be infinite;
(b) F
(1)
µi ≥dcx F
(2)
µi and P (ωji > τ | W
i
out
= w1,W
j
in
=
w2) is convex in τ for all possible w1, w2 and all
j ∈ Ni, and µi cannot be infinite;
(c) F
(1)
Zi
≤st F
(2)
Zi
and the ωji(j ∈ Ni) are independent
and identically distributed (i.i.d.);
(d) F
(1)
Zi
≥dcx F
(2)
Zi
and the ωji(j ∈ Ni) are i.i.d.
Then the probability P (A, t) that the infection spreads
to A by time t is greater, or the same, in epidemic 2 than
in epidemic 1 for all A ⊂ V and all t > 0.
Proof 1 We prove the theorem by showing that the prob-
ability in the integrand of (A.1) is greater, or the same,
in epidemic 1 than in epidemic 2 for all initial states
z ∈ {S, I, R}V (the distribution of the initial state is
the same for epidemics 1 and 2). Let Ξ be an arbi-
trary set of paths and assume, for now, that Ξ is finite
and that D = {i} where i ∈ V, and let us label all of
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i’s neighbours via an arbitrary bijection to {1, 2, . . . , ni}
where ni = |Ni|. For any arc (i, j), where j ∈ Ni,
let Ωji = inf{ωξ − ω∗ji} where the infimum is over all
paths ξ ∈ Ξ which contain (i, j). If there are no paths
in Ξ which contain (i, j) then we let Ωji = ∞. Let
Ωi = inf{ωξ} where the infimum is over all paths ξ ∈ Ξ
which do not contain an arc (i, j) where j ∈ Ni. If all
paths in Ξ contain an arc (i, j), where j ∈ Ni, then we
let Ωi =∞. Thus, we may write
P (infξ∈Ξ{ωξ} > t)
=P (Ωji + ω
∗
ji > t for all j ∈ Ni, Ωi > t). (A.2)
By assumption, the two sets of random variables
∪j∈Ni{ω
∗
ji} and ∪j∈Ni{Ωji}∪{Wi}∪{Ωi} are condition-
ally independent of each other given Wi, where Wi =
(W iout,W
1
in, . . . ,W
ni
in ). We can now express (A.2) as∫
St
P (ω∗1i > (t− x1),
. . . , ω∗nii > (t− xni) |Wi = xni+1) dλ(~x),
(A.3)
where St = [0,∞]ni × Wi × (t,∞] and Wi is the range
of Wi. The measure λ(~x) is the joint distribution of
(Ω1i, . . . ,Ωnii,Wi,Ωi), where x1, . . . , xni correspond to
Ω1i, . . . ,Ωnii respectively, xni+1 corresponds to Wi, and
xni+2 corresponds to Ωi. We can now re-express (A.3)
as ∫
St
E[φ(µi)] dλ(~x), (A.4)
where, for τ ∈ [0,∞),
φ(τ) =
∏
j∈Ni
P (ωji > min(t− xj , τ) |Wi = xni+1)
is convex if (b) holds and is non-increasing in any case.
Thus if condition (a) or (b) holds then (A.4) (=(A.2))
is greater in epidemic 1, or the same, than in epidemic
2 by the definitions of the decreasing convex and usual
stochastic orders.
If condition (c) or (d) holds, we can re-express (A.3)
as ∫
St
E[θ(Zi)] dλ(~x), (A.5)
where, for τ ∈ [0, 1],
θ(τ) =
∏
j∈Ni
max(1− τ, P (ωji > t− xj))
is convex and non-increasing. Thus if condition (c) or
(d) holds then (A.5)(=(A.2)) is greater in epidemic 1,
or the same, than in epidemic 2 by the definitions of the
decreasing convex and usual stochastic orders. Thus, the
theorem is true for this special case.
In the case where Ξ is infinite we may use the conti-
nuity of probability measures to write
P (infξ∈Ξ{ωξ} > t)
= limr→∞ P (ωξ > t for all ξ ∈ Ξr),
where Ξr is the finite set consisting of the first r ∈ N
paths in Ξ (Ξ is countable since V is countable by as-
sumption and the set of finite subsets of a countable set
is countable). Thus when Ξ is infinite the theorem still
holds for this special case.
Since D is finite or countably infinite and the infectious
period distributions are arbitrary we may repeatedly apply
the theorem in the special case where D = {i}, which we
have already proved, to prove the theorem in general.
Theorem 2 Consider the message pass-
ing epidemic model (6)-(9) and assume that
supi∈V,j∈Nisupτ≥0fωij (τ) <∞.
(a) If the infectious periods of B ⊂ V are increased
in the usual stochastic order then S
(i)
mes(t) is decreased or
remains the same, for all i ∈ V and all t > 0.
(b) If the infectious periods of B ⊂ V are decreased
in convex order, and fωji(τ) is non-increasing for all i ∈
B, j ∈ Ni, then S
(i)
mes(t) is decreased or remains the same,
for all i ∈ V and all t > 0.
(c) Assume that for each i ∈ V the ωji(j ∈ Ni)
are i.i.d. (let ω.i denote the random sufficient contact
time with this distribution) and define the transmissibil-
ity variable Zi = Fω.i(µi). If the infectious periods of
B ⊂ V are altered such that the Zi(i ∈ B) are increased
in the usual stochastic order, or decreased in convex or-
der, then S
(i)
mes(t) is decreased or remains the same, for
all i ∈ V and all t > 0.
(d) For all i ∈ V , j ∈ Ni, let F
i←j
− (t) be given by
the equation for F i←j(t) ( (9)) when it is modified such
that Fµj (τ) is replaced by H(sij − τ), where H is the
Heaviside step function and sij satisfies (10). Then
zi
∏
j∈Ni
F i←j− (t) is a lower bound on S
(i)
mes(t) for all
i ∈ V , t > 0. Additionally, for all i ∈ V , j ∈ Ni, let
F i←j+ (t) be given by the equation for F
i←j(t) ( (9)) when
it is modified such that Fµj (τ) is replaced by a constant
cij which satisfies (11). Then zi
∏
j∈Ni
F i←j+ (t) is an up-
per bound on S
(i)
mes(t) for all i ∈ V , t > 0.
Proof 2 The message passing model (6)-(9) has a unique
feasible solution if supi∈V,j∈Nisupτ≥0fωij (τ) < ∞, by
Theorem 1 in [15], and we assume this to be the case.
Let t > 0. With reference to (9), for m ∈ {1, 2, . . .},
t′ ∈ [0, t], i ∈ V , j ∈ Ni, let
F i←j(m) (t
′) = 1−
∫ t′
0
fωij (τ)F¯µj (τ)
×

1− yj − zj ∏
k∈Nj\i
F j←k(m−1)(t
′ − τ)

 dτ
= 1− P (Xij + Yij(m−1) ≤ t
′), (A.6)
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and let F i←j(0) (t
′) = 1 for all i ∈ V , j ∈ Ni, t′ ∈ [0, t].
Here, Xij and Yij(m) are independent non-negative ran-
dom variables, for all m ∈ {0, 1, . . .}, i ∈ V , j ∈ Ni, and
are defined such that the PDF for Xij satisfies
fXij (τ) = fωij (τ)F¯µj (τ) (τ ∈ [0, t]),
and the CDF for Yij(m) satisfies
FYij(m) (τ) = 1− yj − zj
∏
k∈Nj\i
F j←k(m) (τ) (τ ∈ [0, t]).
The second equality in (A.6) then follows from how the
CDF for the sum of two non-negative independent ran-
dom variables is formed from their two respective distri-
butions. This is discussed further below (see (A.7)).
It is the case that 1 ≥ F i←j(m) (t
′) ≥ F i←j(m+1)(t
′) ≥ 0
for all i ∈ V , j ∈ Ni,m ∈ {0, 1, . . .}, t′ ∈ [0, t], and so
limm→∞ F
i←j
(m) (t
′) = F i←j(t′), and recall that S
(i)
mes(t) =
zi
∏
j∈Ni
F i←j(t). Thus, using (A.6), we may prove parts
(a), (b) and (c) of the theorem by showing that their con-
ditions lead to FXij (t
′) and FYij(m) (t
′) increasing for all
i ∈ V , j ∈ Ni,m ∈ {1, 2, . . .}, t′ ∈ [0, t], where these are
the CDFs for the Xij and the Yij(m). This is because
the CDF for the sum of two independent non-negative
random variables, X1 and X2, is given by
FX1+X2(τ) =
∫ τ
0
FX1(τ − τ
′)dFX2(τ
′)
=
∫ τ
0
FX2(τ − τ
′)dFX1(τ
′), (A.7)
where τ > 0. Thus FX1+X2(t) is increased if FX1 is
increased on [0, t] and, by induction, if FX2 is simultane-
ously increased on [0, t].
If the CDFs for the Xij are increased on [0, t], and if
the CDFs for the Yij(m−1) are increased on [0, t], then
F i←j(m) (t
′) is decreased for all t′ ∈ [0, t], whence the CDFs
for the Yij(m) are increased on [0, t]. Now note that if the
CDFs for the Xij are increased on [0, t] then F
i←j
(1) (t
′)
is decreased for all t′ ∈ [0, t], whence the CDFs for the
Yij(1) are increased on [0, t].
We may now prove parts (a), (b) and (c) of the theo-
rem by showing that the conditions in each part lead to
the CDFs for the Xij increasing on [0, t], since then, by
induction, the CDFs for the Yij(m) are also increased on
[0, t]. We do this by showing that the survival functions
for the Xij are decreased on [0, t] for all j ∈ B, i ∈ Nj (if
j /∈ B then Xij is unaltered).
Firstly, for j ∈ B, i ∈ Nj , t′ ∈ [0, t], we may write
P (Xij > t
′) = 1−
∫ t′
0
fωij (τ)F¯µj (τ)dτ
= P (ωij > min(µj , t
′))
= E[φ(µj)], (A.8)
where, for τ ∈ [0,∞),
φ(τ) = P (ωij > min(τ, t
′))
is convex if the conditions in (b) are met and is non-
increasing in any case. Thus, the conditions in (a) and
(b) lead to the expectation in (A.8) decreasing and hence
to the survival functions for the Xij decreasing on [0, t].
Similarly, if the conditions for (c) are met then for
j ∈ B, i ∈ Nj , t′ ∈ [0, t], we may write
P (Xij > t
′) = E[θ(Zj)], (A.9)
where, for τ ∈ [0, 1],
θ(τ) = max(1− τ, P (ωij > t
′))
is convex and non-increasing. Thus, the conditions in (c)
lead to the expectation in (A.9) decreasing and hence to
the survival functions for the Xij decreasing on [0, t].
To prove part (d) of the theorem, let us replace µj
in (A.6) and in (9) by µij, and redefine the PDF for
Xij to be equal to fωij(τ)F¯µij (τ) on [0, t]. Let us define
Zij = Fωij (µij) such that (A.9) still holds if Zj is re-
placed by Zij. Initially, assume that the distribution of
µij is the same as for µj so that the model gives exactly
the same output. Now, altering the distributions of the
µij such that the Zij are decreased in convex order then
S
(i)
mes(t) is decreased or remains the same for all i ∈ V and
all t > 0 by the same argument as for part (c) of the theo-
rem. Thus, using the graphical sufficient condition for the
convex order, we may achieve a lower bound on S
(i)
mes(t)
for all i ∈ V , t > 0, by setting µij to be non-random while
holding E[Zij ](= P (ωji ≤ µij) = P (ωij ≤ µj)) constant
for all i ∈ V , j ∈ Ni, and an upper bound by setting
µij such that it may be only zero or infinite while hold-
ing E[Zij ] constant for all i ∈ V , j ∈ Ni. In the former
case, Fµj (τ) in (9) becomes H(sij − τ) where H is the
Heaviside step function and sij satisfies (10), while in
the latter case it becomes a constant cij which is defined
to satisfy (11).
Theorem 3 Let (S1(t), I1(t), R1(t)) be given by the
Kermack-McKendrick [11] model (12)-(14) but with µ
(the infectious period) replaced by µ1. Similarly, let
(S2(t), I2(t), R2(t)) be given by (12)-(14) but with µ re-
placed by µ2. Define Z
∗
1 to be
∫ µ1
0 h(τ)dτ and Z
∗
2 to be∫ µ2
0
h(τ)dτ , where h(τ) is given in (12)-(14). Let
(S1(0), I1(0), R1(0)) = (S2(0), I2(0), R2(0))
and assume at least one of the following conditions:
(i) µ1 ≤st µ2 and the infectious period cannot be infi-
nite;
(ii) µ1 ≥cx µ2 and h(τ) is non-increasing on [0,∞) and
the infectious period cannot be infinite;
(iii) Z∗1 ≤st Z
∗
2 ;
(iv) Z∗1 ≥cx Z
∗
2 .
Then for all t > 0, we have S1(t) ≥ S2(t).
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Proof 3 Following section 3 of [15], let us consider the
special case of the stochastic model where the contact net-
work/graph G is an infinite n-regular tree (also known
as a Bethe lattice); νi = 0 for all i ∈ V (we remove the
exposed state); µi
d
= µj for all i, j ∈ V (let µ denote
the random infectious period with this distribution); the
W variables are independent from the ω variables and so
may be discarded; ωij
d
= ωkl for all j, l ∈ V , i ∈ Nj , k ∈ Nl
(let ω denote the random sufficient contact time with this
distribution); the states of individuals at t = 0 are i.i.d.
random variables.
Now consider a sequence of such stochastic models in-
dexed by n = 2, 3, . . . (where n is also the regular degree
of the contact network). We let the density function fω,
for the sufficient contact time ω, depend on n as follows
fω(n)(τ) =
h(τ)
n
exp
(
−
1
n
∫ τ
0
h(τ ′)dτ ′
)
(τ ≥ 0),
where h(τ) is taken from the Kermack-McKendrick model
(12)-(14). Note that if h(τ) is non-increasing then the
density function fω(n)(τ) is non-increasing and the sur-
vival function F¯ω(n)(τ) is convex, for all n. Thus, if con-
dition (i) or (ii) holds, then condition (a) or (b) holds
for Theorem 1 and we have that P (A, t) is greater, or
the same, if µ
d
= µ2 than if µ
d
= µ1, for all n.
Note that the transmissibility random variable Z(=∫ µ
0
fω(n)(τ)dτ) must now depend on n and, letting Z
∗ =∫ µ
0 h(τ)dτ , we have Z(n) = 1 − e
−Z∗/n (to check this,
express both sides as a function of µ and note that
both sides are equal when µ = 0 and both sides have
the same derivative with respect to µ). Therefore if
Z∗1 ≤st Z
∗
2 or Z
∗
1 ≥cx Z
∗
2 then Z1(n) ≤st Z2(n) or
Z1(n) ≥dcx Z2(n), where Z1(n) =
∫ µ1
0
fω(n)(τ)dτ and
Z2(n) =
∫ µ2
0 fω(n)(τ)dτ . This follows since any decreas-
ing function of Z(n) can be expressed as a decreasing
function of Z∗ (since Z(n) is an increasing function of
Z∗), and any decreasing convex function of Z(n) can be
expressed as a convex function of Z∗ (since Z(n) is a
concave function of Z∗). Thus, if condition (iii) or (iv)
holds, then condition (c) or (d) holds for Theorem 1 and
we have that P (A, t) is greater, or the same, if µ
d
= µ2
than if µ
d
= µ1, for all n.
The probability that individual i ∈ V is susceptible at
time t, which by symmetry is the same for all i ∈ V,
is equal to [1 − P ({i}, t)] minus the probability that the
individual is initially recovered/vaccinated. Thus, if at
least one of the conditions holds then, by Theorem 1, the
probability that an arbitrary individual is susceptible at
time t ≥ 0 is greater (or the same) if µ
d
= µ1 than if
µ
d
= µ2, for every model in the sequence, i.e. for all n.
Now, using Theorem 6 in [15], which tells us that
as n → ∞ the probability that an arbitrary individual
is susceptible at time t converges to S(t) given by the
Kermack-McKendrick model (12)-(14) (since here the
message passing system is exact [15] and nfω(n)(τ) →
h(τ), satisfying condition (i) of that theorem), we have
S1(t) ≥ S2(t) for all t > 0.
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