Abstract-The question of how to best annotate affect within available content has been a milestone challenge for affective computing. Appropriate methods and tools addressing that question can provide better estimations of the ground truth which, in turn, may lead to more efficient affect detection and more reliable models of affect. This paper introduces a rank-based real-time annotation tool, we name AffectRank, and compares it against the popular rating-based real-time FeelTrace tool through a proofof-concept video annotation experiment. Results obtained suggest that the rank-based (ordinal) annotation approach proposed yields significantly higher inter-rater reliability and, thereby, approximation of the underlying ground truth. The key findings of the paper demonstrate that the current dominant practice in continuous affect annotation via rating-based labeling is detrimental to advancements in the field of affective computing.
I. INTRODUCTION
Affect annotation is a laborious and challenging process of utmost importance for affective computing as it provides an estimation of the ground truth of highly subjective constructs such as emotional states. The accuracy of that estimation is regularly questioned as there are numerous factors contributing to a deviation between a user's label and the actual underlying phenomenon investigated (e.g. an affective state). These factors include, but not limited to, the annotator's motivation and experience, the emotion representation chosen (e.g. continuous vs. discrete), the annotation tool and the interface provided, and person-dependent annotation delays [1] .
In this paper we explore the design and use of annotation tools and interfaces towards more reliable affect annotation which brings us closer to the ground truth of emotion. We are motivated by earlier studies in subjective assessment comparisons between ratings and ranks showcasing the supremacy of the latter for obtaining first-person annotations of lower inconsistency and order effects [2] , [3] . We are also driven by observations of recent studies in third person video annotation indicating that ". . . humans are better at rating emotions in relative rather than absolute terms." [1] . Grounded in the aforementioned earlier evidence and observations we have designed a rank-based real-time annotation tool we name AffectRank that can be used for the annotation of any type of content including images, video, text or speech. In this initial study we explore the use and efficiency of the tool for video affect annotation. While annotation efficiency depends on a number of criteria such as usability and validity [4] in this paper we primarily focus on inter-rater reliability.
Motivated by the supreme properties of rank-based annotation in dissimilar studies within affective computing [2] , [3] , [5] , [6] , [1] , [7] the key hypothesis that we attempt to validate in this paper is as follows: Rank-based annotation yields higher inter-rater reliability than rating-based annotation. We test this hypothesis in a proof-of-concept experiment composed of five videos from two different datasets and four annotators that use both the FeelTrace [4] continuous annotation tool and the proposed AffectRank discrete rank-based annotation tool on the arousal-valence 2D plane. The core results obtained validate our hypothesis: AffectRank provides annotations that are significantly more reliable (with respect to inter-rater agreement) than the annotations obtained from FeelTrace.
This paper is novel in several ways. First, it introduces a rank-based (ordinal) annotation tool that is of generic use across dissimilar emotive content (videos, images, sounds, text etc.). Second, it proposes a generic methodology for comparing different types of emotive annotations such as ratings and ranks. Finally, it offers a first thorough comparison between dissimilar video annotation tools and, as a result, it challenges directly the dominant practice of continuous ratingbased emotion annotation.
II. AFFECT ANNOTATION: BACKGROUND
Manually annotating emotion is a challenge in its own right both with respect to the human annotators involved and the annotation protocol chosen. On one hand, the human annotators need to be skilled enough to be able to approximate the perceived affect well and, therefore, eliminate subjective biases introduced to the annotation data. On the other hand, there are many open questions left for the designer of the annotation study when it comes to the annotation tools and protocols used. Will the person experiencing the emotion (first person) or others (third-person) do the labeling? How well trained (or experienced) should the annotators be and how will the training be done? Will the labeling of emotion involve states (discrete representation) or does it involve the use of emotion intensity or affect dimensions (continuous representation)? When it comes to time, should it be done in real-time or offline, in discrete time periods or continuously? Should the annotators be asked to rate the affect in an absolute fashion or, instead, rank it in a relative fashion? Answers to the above questions yield different data annotation protocols and, inevitably, data quality, validity and reliability.
Representing both time and emotion as a continuous function has been one of the dominant annotation practices within 978-1-4799-9953-8/15/$31.00 ©2015 IEEE 574 affective computing over the last 15 years. Continuous labeling with respect to emotion appears to be advantageous compared to discrete states labeling for several reasons. The states that occur in naturalistic data hardly fit word labels or linguistic expressions with fuzzy boundaries. Further, when states are used it is not trivial to capture variations in emotion intensity and, as a result, earlier studies have shown that interrater agreement tends to be rather low [8] . The dominant approach in continuous annotation is the use of Russell's twodimensional (arousal-valence) circumplex model of affect [9] . Valence refers to how pleasurable (positive) or unpleasurable (negative) the emotion is whereas arousal refers to how intense (active) or lethargic (inactive) that emotion is. Continuous labeling with respect to time has been popularized due to the existence of tools such as FeelTrace (and its variant GTrace [10] ) which is a freely available software that allows real-time emotional annotation of video content [4] , the continuous measurement system [11] which has also been used for annotating videos, and EmuJoy [12] which is designed for the annotation of music content. The real-time continuous annotation process, however, appears to require a higher amount of cognitive load compared to e.g. offline and discrete annotation protocols. Such cognitive load often results in low inter-rater agreement and unreliable data annotation [13] , [14] .
In this paper we introduce AffectRank: a real-time, discrete, rank-based annotation tool for video annotation and beyond. Earlier studies in the area of affective computing [2] , [5] , [6] , [7] , [3] have shown the advantages of rank-based emotion annotation for various purposes; none, however, investigates the impact of rank-based annotation on video annotation. Most importantly, to the best of our knowledge, no study compares the inter-rater agreement of rating-based versus rank-based continuous annotation or tests the efficacy of dissimilar annotation tools whatsoever. The reported study in this paper compares AffectRank against the popular and benchmarked FeelTrace tool showcasing the clear benefits of rank-based annotation in obtaining higher inter-rater agreement.
III. ANNOTATION PROCEDURE AND DATA COLLECTION
This section describes the protocol followed for the experiments presented in this paper, the two tools developed for testing our hypothesis and the video datasets used for the annotation. We conclude this section with statistics from the annotation data obtained.
A. Protocol
We asked four annotators (1 female) to annotate five videos from two different datasets (see more about the specifics of the videos used in Section III-C). The annotators are all researchers within the areas of machine learning, artificial intelligence and games, and affective computing. All of them are well aware of the basic principles of arousal and valence, they all have participated in emotion annotation experiments in the past, and they all had further training in emotion annotation through a graduate course in affective computing.
We have created a web-based application for running our annotation experiments. Each annotator is logged in with her/his personal user name at the web application and, at the beginning of the annotation process, s/he is provided with detailed information about the purpose of the experiment and the core properties of the arousal-valence circumplex model of affect as defined by Russell [9] . Then the annotator is requested to follow a tutorial to get him/herself familiarized well with both annotation interfaces and the annotation process per se. The tutorials allow the users to test both annotation tools on a sample video that is different from the five videos used in this study.
Once the annotator feels comfortable using the annotation tool s/he proceeds to the main part of the experiment. The annotator is either presented with the FeelTrace or the AffectRank tool first and has to complete the corresponding tutorial. The order of tool presentation is randomized to minimize potential order effects introduced to our data. In both annotation schemes the annotator can pause the annotation process at any time and continue at a later stage. We implemented the pause feature for easing the fatigue that increases naturally during manual data annotation [1] in an attempt to minimize possible effects in our data collection. In addition, by selecting 5 short videos to show (annotated with both tools resulting to 10 videos) we aimed to keep the experimentation time at a reasonable window of around 40 minutes for each annotator. Pilot experiments showed that 30 to 40 minutes of annotation time are a good compromise between data quantity and quality with respect to user motivation and fatigue.
B. Annotation Tools and Interface
For assessing the capacity of AffectRank we compare it against a custom-made version of FeelTrace [4] which is arguably the most popular continuous affect annotation tool for videos. This section provides the details of the two tools used in the experiments of this paper and summarizes their differences.
The custom-made FeelTrace annotation tool (see Fig. 1 ) follows the basic principles of continuous emotion annotation on the arousal-valance plane. The annotator is presented with the circumplex model of affect depicted as a two-dimensional plane of arousal and valence. The arousal axis spans from inactive (−) to active (+) whereas the valence axis spans from unpleasant (−) to pleasant (+). The user activates the green dot in the origin of the axes and moves it freely within the circle in real-time to indicate the current values of arousal and valence. When moved, the dot leaves an animated trace of earlier positions as depicted in Fig. 1 . Mouse positions (coordinates) are stored as a two dimensional vector with values lying within [−1, 1]. Data logging for the FeelTrace tool follows the specifications of [4] . The interface records every mouse movement and later resamples the signal at a constant sampling rate of 5 samples per second. Compared to the standard FeelTrace tool we have made a number of improvements as also suggested in [1] . In particular we have placed both the annotation tool and the video in the 978-1-4799-9953-8/15/$31.00 ©2015 IEEE same window minimizing annotator distraction and we have improved the general usability of the tool as the user is not required to constantly click on the mouse for data to be logged.
The AffectRank annotation tool (see Fig. 2 ) uses the same arousal-valence representation and axes labels but, in contrast to FeelTrace, it requests annotators to indicate a change in arousal, valence, or both, only when they judge that such a change occurs (i.e. users annotate in real time but not continuously). Users are presented with 8 viable options (blue circles in Fig. 2 ) covering all the possible changes in the arousal valence plane: active, active pleasant, pleasant, inactive pleasant, inactive, inactive unpleasant, unpleasant, active unpleasant (see Fig. 2 ). The white circles appearing in Fig.  2 have been designed for animation purposes only. Evey time the user selects amongst the 8 options the corresponding white circles turn into green to better illustrate the selection.
The differences between the two annotation tools are described herein. AffectRank is a discrete-based emotion annotation tool both with respect to time and the arousal-valance space. Annotation happens only when the user clicks on possible arousal, valence, or arousal and valence change (discrete time) while the annotator can only pick from a predetermined number of states of change (8 in this case). On the contrary, the custom-made FeelTrace tool allows, by nature, for continuous annotation both with respect to time and the state space. Annotators can freely select any point in the arousal-valence plane while the mouse position is logged continuously. Clearly FeelTrace allows for more granularity during annotation. The final, yet critical, difference between the two is that AffectRank forces the annotator to rank affect in a relative fashion (i.e.
to indicate a change in the arousal-valence plane) whereas annotators of the custom-made FeelTrace tool rate in a realtime absolute fashion.
C. Video Datasets
For testing our hypothesis across different video contexts we have used videos from two dissimilar datasets. Two out of five videos were selected from the freely available 1 SEMAINE video dataset [15] and three more videos were picked from the Eryi game-playing dataset. This section outlines the key properties of the datasets and the corresponding videos selected from them SEMAINE [15] is a large audiovisual database containing interactions of people with agents in emotionally colored conversations. Recordings of high quality (5 high-resolution, high framerate cameras, and 4 microphones) from a total of 150 participants is included in the database. The database contains a total of 959 conversations with various agents lasting approximately 5 minutes each. Two videos were randomly selected from this dataset for the purposes of our experiences. The first video features a participant's interaction with the agent Spike (who is constitutionally angry; see Fig. 2 ) and the second features participant interaction with agent Obadiah (who is gloomy; see Fig. 1 ) [15] .
The videos of the Eryi dataset were collected from research students of the Institute of Digital Games, University of Malta, for the purpose of modeling player experience (in particular frustration and engagement) in platformer games using a multimodal approach. The full dataset contains 13 game sessions of the 2D platformer game Eryi's Action (Xtal Sword, 2012) which is played by 13 participants. The Eryi dataset is not publicly available yet. The recording of the Eryi dataset takes place using one Kinect sensor placed just above the computer monitor recording the facial and head movements of the participant (see Fig. 3 ). Beyond the videos recorded, the dataset contains synchronized and detailed ingame information which is displayed during the annotation procedure at the top left of the video (see top left image of Fig. 3 ). For the experiments presented in this paper we selected videos from three different participants. The three participants were picked for their high expressiveness during gameplay with the working assumption that non-expert annotators would find the resulting videos easier to annotate.
D. Data Collected
The data collected across videos, participants and annotation tools is summarized in Table I . Compared to the continuous sampling of FeelTrace, AffectRank produces a smaller and variable amount of annotations (see two examples in Fig. 4 ). In this paper we argue that these fewer annotations are more reliable as they correspond to significant and clear changes of perceived affect. As already observed in [1] and seen in the continuous annotation examples of Fig. 4 raters tend to agree in relative terms (i.e. trend) but not in absolute terms (i.e. intensity of emotion). 
IV. RESULTS AND ANALYSIS
This section presents the coefficient considered for comparing inter-rater agreement across the two different annotation tools (Section IV-A) and the key set of results obtained.
A. Test Statistic: Krippendorff's Alpha
To test the key hypothesis of the paper we need a measure of inter-rater reliability (agreement) that would be able to cater for both interval and ordinal values obtained from FeelTrace and AffectRank, respectively. While Cronbach's α [16] is the dominant coefficient for estimating the inter-rater agreement in the psychometrics and the affect annotation literature (e.g. in [1] , [15] ) it is not applicable to ordinal data and therefore cannot be used for a direct comparison between the two annotation tools.
Krippendorff's α [17] , on the other hand, is a versatile statistic that measures the degree of agreement obtained among observers who label, categorize, rate, or rank a given set of objects in terms of the values of a given variable. The metric is rather generic as it can support any number of observers and several types of observations (such as nominal, ordinal, and interval), and it is able to handle missing data. The above properties make Krippendorff's α the ideal test statistic for the comparison between interval (FeelTrace) and ordinal (AffectRank) annotations available in our datasets. The obvious benefit of selecting such coefficient for our purposes is that the computed inter-rater reliabilities are comparable across any number of annotators, annotation data types and unequal sample sizes obtained via the different annotation schemes.
According to Krippendorff's alpha, the degree of reliability (α) between a number of raters is as follows
where D o is the observed disagreement between the raters and D e is the expected disagreement. For space considerations we omit the detailed formulas for D o and D e and refer the interested reader to [17] . Clearly, perfect reliability and absence of reliability is 
B. Inter-rater Agreement Comparison: General Methodology
To make the comparison between continuous and discrete annotation possible one needs to discretize time with predetermined time windows so that continuous values and discrete values are comparable within the same time windows. This is the traditional practice for the analysis of continuous annotation (e.g. see [15] , [1] ). We have partitioned the obtained data by considering two time windows in this paper: 3 and 5 seconds. More time windows were considered but those proved to provide either over-detailed information for affect annotation (time windows smaller than 3 seconds) or very few data points for comparison (time windows larger than 5 seconds). The two selected time windows give us a representative picture of how time discretization impacts inter-rater agreement across the two tools used.
Once data is partitioned within time windows the next step is to preprocess the continuous and discrete values to make the comparison fair. For AffectRank every time arousal and/or valence is increased (or decreased) within a time window we add (or subtract) 1 from the accumulated value within that window. We then compare the values and derive the relative change in arousal/valence between two subsequent 978-1-4799-9953-8/15/$31.00 ©2015 IEEE time windows. For FeelTrace, on the other hand, we explore two ways of treating the obtained values. In Section IV-C we first treat FeelTrace ratings as numerical (interval) values and average them for the comparison against the ordinal data obtained from the AffectRank tool -averaging rating values from real-time continuous annotation is a common practice within affective computing (e.g. in [15] ). Then in Section IV-D we calculate maximum rating deviations across the two dimensions of arousal and valence which indicate noteworthy changes in those values. By following the second approach we convert FeelTrace annotation ratings into ranks which, as a practice, has evidenced advantages for affective modeling [6] . The converted FeelTrace ranks are compared against both the standard FeelTrace ratings and the ranks obtained from AffectRank.
C. Average Ratings (FeelTrace) vs. Ranks (AffectRank)
The continuous rating values of FeelTrace are averaged within the two time windows selected. Before delving into the comparative analysis against AffectRank we present the Cronbach's α values for FeelTrace as a baseline for interrater reliability obtained from the tool. The values are 0.69 for arousal and 0.9 for valence when the 3 second time window is applied (571 samples). The corresponding values for the 5 second time window are 0.62 and 0.83 (344 samples). Both results indicate that FeelTrace manages to yield high inter-rater agreement (as measured by Cronbach's α) for both affective dimensions in the videos tested. Further, it appears that valence is the affective dimension that was easier for annotators to agree upon.
For each annotation tool and affective dimension (arousal, valence) we calculate inter-rater agreement across all possible rater pairs, and in total, via the Krippendorff's α coefficient. The results obtained from the analysis are presented in Fig.  5 and Table II . As a general observation from this first round of experimentation one can derive that AffectRank yields more reliable data as the average α values are higher across both time windows explored. Moreover, it is evident thatindependently of annotation tool used -α values are higher for valence. This seems to indicate that valence is easier to annotate within the selected videos.
As stated earlier, AffectRank not only offers a rank-based alternative to FeelTrace but also a discrete version of it with 8 options for the annotator to pick from. An obvious question is then how much of that observed increase in inter-rater agreement is due to the emotion-discrete (nominal) representation of AffectRank and how much of it is due to the rank-based (ordinal) nature of it. To address this question of tool validity we treat the data from AffectRank as nominal (8 classes in total) assuming that annotators did not annotate a change (rank) but rather a class and we recalculate the α coefficients. The α coefficients obtained for nominal AffectRank values are 0.15 (arousal) and 0.27 (valence) for the 3 second window and 0.18 (arousal) and 0.29 (valence) for the 5 second window. This shows that the nominal representation of AffectRanki.e. annotators treating the eight discrete options as classes -yields lower inter-rater agreement for valence compared to the ordinal representation. The inter-rater agreements of the nominal AffectRank are still higher compared to the ones obtained from the continuous FeelTrace annotations. We can therefore conclude that the nominal AffectRank (i.e. a discrete version of FeelTrace) contributes to higher inter-rater agreement. However, it is primarily the rank-based annotation feature of AffectRank that elevates the α values to much higher levels (e.g. up to 0.41 for the valence dimension).
D. Ranked Ratings (FeelTrace) vs. Ranks (AffectRank)
We follow the same approach as in the previous set of experiments with the only difference that we now treat ratings obtained from FeelTrace naturally as ordinal data (as suggested in [6] ). To do so we have picked a small distance margin (0.005 in this paper) above which a change in arousal and/or valence is considered a data point within each time window. Higher margins than 0.005 gave limited data points for any viable comparison. Results obtained for FeelTrace data following this approach are depicted in Fig. 6 .
By observing the α values of Fig. 6 it becomes clear that the transformation of rating values to ranks is beneficial for achieving higher inter-rater agreement. Compared to the raw FeelTrace average values (see Fig. 5 ) the FeelTrace ordinal values yield higher inter-rater reliability for arousal with a insignificant drop in valence. This finding further validates the evidence provided in [6] which suggests that ratings should be naturally converted to ordinal values (ranks) for more reliable affect detection. Compared to AffectRank (see Fig. 5 ) the FeelTrace ordinal annotations yield much lower α values for valence whereas the difference in arousal is insignificant. While treating ratings as ordinal values increases inter-rater agreement it is far more reliable as a practice to ask annotators directly to rank amongst options (as in AffectRank) instead of asking them to rate with absolute values within the arousal valence plane (as in FeelTrace) [3] .
V. DISCUSSION AND FUTURE DIRECTIONS
This initial study serves as the base for exploring the benefits of rank-based annotation in a proof-of-concept experiment. The focus of the paper is not on presenting yet another large annotated corpus and analyzing it rather than on introducing a new way of annotating and showcasing its clear benefits over standard rating-based annotation practices. Even though the experiments presented and the data collected proved to be sufficient for validating our key hypothesis more experiments with more annotators and more annotated videos will be required to further strengthen our validated hypothesis. It is important to note, however, that the data collection protocol followed in this paper is a good compromise between annotation time, and data quality as 40 min provides a reasonable time window for reliable data collection that keeps annotators motivated on the task. Indicatively, when asked, all annotators found the time spend on the task appropriate and expressed that they would not have wanted to annotate further videos.
This paper complements findings of several studies showcasing the complexity of affect annotation in the arousal valance plane. To ease the complexity of the task and study each affective dimension independently we intent to modify AffectRank for allowing the annotation of one affective dimension at a time (e.g. following the design principles of GTrace [10] ). In that way, more affective dimensions, such as dominance, can be investigated in future annotation experiments. Furthermore, other popular annotation tools beyond FeelTrace -such as the self-assessment manikin and AffectButton -can offer a comprehensive set of comparisons against AffectRank; whether that is for video annotation of other types of content.
An obvious question of researchers with limited prior experience on ordinal data is how to use and further process the ranks obtained [3] . Non-parametric statistical methods such as the Wilcoxon signed-rank test [18] and Kendall's Tau [19] can be used to calculate the correlation between a hypothesized order and the observed ranks -see e.g., [6] . The non-parametric Kruskal-Wallis [20] and Friedman's [21] tests for three (or more) groups of ranks are also applicable. Furthermore, if one wishes to build computational models that predict those ranks a large set of algorithms such as linear discriminant analysis, Gaussian processes, artificial neural networks, support vector machines and deep networks are available. These methods are derived from the sub-area of machine learning named preference learning [22] , [23] , [24] . A number of such methods are currently included in the open-access, user-friendly and accessible Preference Learning Toolbox 2 (PLT) [25] A possible next step is to attempt to machine learn the mapping between video properties and annotations for detecting affect. Given the findings of this paper and the evidence provided in [6] we expect that the generated affect models built on the AffectRank data to be more accurate -compared to models built on FeelTrace annotation data -and closer to the underlying ground truth. Note that, while the annotations produced by AffectRank are not continuous, we are still able to derive an underlying continuous affect model from rank annotations via preference learning [22] , [23] , [6] .
VI. CONCLUSIONS Motivated by recent findings in affective modeling the core hypothesis we attempted to validate in this paper was that relative (ordinal) affect annotation yields more reliable data compared to absolute annotation. To test this hypothesis we introduced the AffectRank tool which allows for real-time discrete-based annotation of content in a relative fashion (i.e. via ranks). We compared AffectRank against an improved version of the popular FeelTrace continuous annotation tool for the annotation of videos. The key findings of our study suggest that the ordinal annotations of AffectRank yield higher interrater agreement compared to the FeelTrace rating annotations. The agreement amongst AffectRank annotators is higher even when FeelTrace annotations are naturally converted to ranks.
We believe that this paper offers a solid foundation towards a paradigm shift within affective computing: from rating-based to rank-based emotion annotation. The core results presented confirm the speculations of earlier studies in affect annotation [1] and suggest that rating-based annotation can be detrimental to advances in affect sensing and modeling [3] , [6] .
