Abstract. In "Random complex fewnomials, I," B. Shiffman and S. Zelditch determine the limiting formula as N → ∞ of the (normalized) expected distribution of complex zeros of a system of k random n-nomials in m variables (k ≤ m) where the coefficients are taken from the SU(m + 1) ensemble and the spectra are chosen uniformly at random. We recall their result and show the limiting formula is a (k, k)-form with continuous coefficients.
Introduction
A. G. Kushnirenko conjectured in the late 1970s that the number of real roots of a general system of m polynomials in m variables can be bounded above by a function of the number of nonzero terms which appear [4] . Equivalently, Kushnirenko's conjecture states that the complexity of a polynomial system can be measured by the number of nonzero terms among the polynomials in the system instead of the degrees of the polynomials in the system. As it turns out, A. Khovanskii's work on fewnomial systems in the 1980s showed this conjecture is true.
Besides answering Kushnirenko's conjecture, a theorem by Khovanskii (1.2) can be interpreted as obtaining a bound on the deviation from the average number of zeros in an angular sector. Obtaining a corollary (1.3) to this theorem, Khovanskii finds the number of nondegenerate roots of a polynomial system P = (P 1 = · · · = P m = 0) lying in the positive orthant of R m is at most 2 n(n−1)/2 (m + 1) n ,
where n is the number of distinct monomials that appear with nonzero coefficient in at least one of the polynomials [4] . However, this bound is not sharp, and even an improvement of the bound to e 2 + 3 4 2 l(l−1)/2 m l ,
where m + l + 1 is the number of monomials, by Bihan and Sottile [2] is only asymptotically sharp [1] . Consequently, rather than looking for a sharp bound on the number of zeros of a polynomial system P , we wish to consider the typical behavior of zeros to complex fewnomial systems and are motivated to study the distribution of zeros probabilistically.
With this in mind, let us introduce some notation and state two theorems by B. Shiffman and S. Zelditch which give the limit of the expected distribution of complex zeros of a system of k random n-nomials in m variables, where the first theorem considers a fixed choice of exponents which are then dilated, while the second theorem considers choosing among all possible choices of exponents uniformly.
We will begin by defining the SU(m + 1) ensemble. Denote the space of polynomials of degree at most N by Poly(N ) and place on it the inner product h given by ∂∂ log(1 + z 2 ) is the Fubini-Study Kähler form on C m ⊂ CP m . Then since h is invariant under the torus action, the monomials χ α determine an orthogonal basis for Poly(N ) with respect to h (true for any inner product invariant under the torus action). Denoting the normalization of χ α with respect to h by m α , we obtain the expression of a polynomial p ∈ Poly(N ) as p = α∈N m ,|α|≤N c α m α , where |α| = α 1 +· · ·+α m . Now define the induced Gaussian (probability) measure γ N on Poly(N ) as the measure such that the coefficients c α are independent complex normal random variables. Having placed a measure on Poly(N ), we define the SU(m + 1) ensemble as the spaces Poly(N ) together with their corresponding measures γ N .
Next, we consider subspaces of Poly(N ) and their corresponding conditional probability measures. Given p ∈ Poly(N ), we define the spectrum of p to be the set S p = {α ∈ N m | c α = 0}. Then choose a set of exponents S ⊂ {α ∈ N m | |α| ≤ N } and consider the subspace Poly(S) of Poly(N ) consisting of polynomials p whose spectrum S p is contained in S. Restricting γ N to this subspace, we denote the conditional probability by γ N |S . We can also consider all possible sets S for which the cardinality of the set S is some fixed n ∈ N. In this situation, we shall consider the measure γ N |n such that the restriction of γ N |n to Poly(S) is 1 |C(N,n)| γ N |S , where C(N, n) is collection of sets S ⊂ {α ∈ N m | |α| ≤ N } with cardinality n and |C(N, n)| is the cardinality of C(N, n). In regard to terminology, we say a polynomial p is an n-nomial if the cardinality of S p is at most n.
Next, let us fix a subspace S in Poly(N ). For polynomials P 1 , . . . , P k ∈ S and k ≤ m, we consider the set of zeros Z P 1 ,...,P k = {z ∈ (C * ) m | P 1 (z) = · · · = P k (z) = 0} and the associated current of integration [Z P 1 ,...,
Then the expected zero current, if it exists, is a (k, k)-current E S [Z P 1 ,...,P k ] such that
Finally, we let ∆ denote the unit simplex in R m , write |λ| = λ 1 + · · · + λ m for λ ∈ R m , and write z = [exp( ρ m + iθ m )] for z ∈ (C * ) m . Having provided the fundamental background and notation, we first look at the theorem for a fixed spectrum S and how the expected distribution of zeros behaves as S is dilated by a factor N .
Theorem (Shiffman and Zelditch, Theorem 1.2 [5] ). Let S = {λ 1 , . . . , λ n } be a fixed spectrum consisting of n lattice points in p∆. For random m-tuples (P N 1 , . . . , P N m ) of nnomials in Poly(N S), with coefficients chosen from the SU(m + 1) ensembles of degree N p, the expected distribution of zeros in (C * ) m has the asymptotics
Here,λ p = (p − |λ| , λ 1 , . . . , λ m ) and logλ p = (log(p − |λ|), log λ 1 , . . . , log λ m ).
Looking at the potential function ρ → max λ∈S [ ρ, λ − λ , logλ p ] of the limit, we note that it is a piecewise linear function, and so the the expected limit distribution is a singular measure supported along where the functions meet. For the case when k = m, the measure is supported along the 0-dimensional corner set. Keeping this remark in the back of our mind, we look at the theorem where the spectra are chosen uniformly at random.
Theorem (Shiffman and Zelditch, Theorem 1.5 [5] ). Let 1 ≤ k ≤ m, and let (P 1 , . . . , P k ) be a random system of n-nomials of degree N , where the spectra S j are chosen uniformly at random from the simplex N ∆ and the coefficients are chosen from the SU(m + 1) ensemble. Then the expected zero current in (C * ) m has the asymptotics
Here,λ = (1 − |λ| , λ 1 , . . . , λ m ), logλ = (log(1 − |λ|), log λ 1 , . . . , log λ m ), and dλ = m!dλ 1 · · · dλ m .
The first observation we make is the appearance of the piecewise linear function (ρ, λ) → max j=1,...,n [ ρ, λ j − λ j , log λ j ] in the integrand of the potential function of the limit. This makes sense, at least intuitively, because choosing the spectra uniformly at random should result in averaging over the potential functions of the individual spectra. However, because the expected limit distribution for the dilation of fixed spectra is singular, it is unclear whether their average should be singular or nonsingular. Resolving this uncertainty, we prove the following theorem: Theorem 1. Define the function
Then F n is C 2 (R m ) and thus the distribution
is a (k, k)-form with continuous coefficients. In particular, when k = m, the distribution in (1.1) is given by
which has a continuous density with respect to the Lebesgue measure on (C * ) m .
Having stated the goal of our paper, let us return to the beginning of the introduction and readdress Kushnirenko's conjecture. When m = 1, we can answer the conjecture using Descartes' rule of signs. Ordering the terms of a polynomial by increasing exponent, the rule states that the number of positive roots is equal to the number of sign changes between consecutive nonzero coefficients or less than it by a multiple of two. Thus, a univariate polynomial with n nonzero terms has at most n − 1 positive roots, regardless of the polynomial's degree. For m > 1, we consider the real polynomial system P = (P 1 = · · · = P m = 0) on (C * ) m and let ∆ j denote the Newton polytope of P j , that is, the convex hull of the exponents appearing nontrivially in P j . Then let V (∆ 1 , . . . , ∆ m ) denote the mixed volume of ∆ 1 , . . . , ∆ m . By the Bernstein-Kushnirenko Theorem, the total number of solutions to a general system P is m!V (∆ 1 , . . . , ∆ m ). Next consider the real m-torus
ρ m + iθ m ) → (ρ, θ) and we call θ the argument of z. Fixing U ⊂ T m , let N (P, U ) be the number of zeros of P with arguments lying in U and let S(P, U ) = m!V (∆ 1 , . . . , ∆ m )Vol(U )/Vol(T m ) be the average number of zeros of P in U . Let ∆ * ⊂ R m denote the intersection of the sets {y ∈ R m | α, y < π} as α ranges over the exponents appearing in the spectra ∆ i . Then let ∆ * denote the image of the region ∆ * under the quotient homomorphism φ : R m → T m and Π(∆ * , U ) be the minimal number of translates of ∆ * needed to cover the boundary of U . Khovanskii's result on real fewnomial systems says the following: ∂ρ 2 F n for n = 2 ( ), n = 4 ( ), n = 8 ( ), n = 32 ( ), and n = 128 ( ). Also the density of ω FS ( ).
Theorem (Khovanskii, Theorem 2 [4] ). There exists an explicit function ϕ(n, m) of two natural number variables (n, m) such that for each system of polynomial equations system P 1 = · · · = P m = 0 with Newton polyhedra ∆ 1 , . . . , ∆ m that contains ≤ n monomials, nonsingular at infinity in the region arg z ∈ U of the space (C * ) m , the following relation holds:
Thus, taking a sequence of balls
an upper bound for the number of real zeros of a polynomial system P which depends only on the number of nonzero terms n and the number of variables m. While Khovanskii's result is concerned with the angular distribution of zeros, the zero distribution of random complex fewnomials is concerned with the radial distribution of zeros. For example, when m = 1, the limit of the normalized expected distribution of zeros of random n-nomials is 1 2π ∂ 2 ∂ρ 2 F n dρdθ. But since F n only depends on the radial component ρ, we consider the associated radial distribution with density function ∂∂ log 1 + z 2 has the associated radial distribution [(1 + e ρ )(1 + e −ρ )] −1 dρ. ( Figure 1 .2). The plot suggests that the quotient is a strictly decreasing function for ρ > 0 which remains close to 1 for some initial interval and then rapidly decay to 0. Finally, we can consider the distribution with density [E n (X)]
where X is the integer-valued random variable on Poly(N ) which maps a polynomial p to the integer indicating the number of roots of p which are nonzero, E n (X) = lim N →∞ 1 N E N,n (X), and E N,n (X) is the expected number of nonzero roots of an n-nomial of degree N where the spectra are chosen uniformly at random. An exercise in combinatorics, we have
Note that we also have´C E N,n [Z P N ] = E N,n (X). Dividing both sides by N and taking the limit as N tends to infinity, we obtain
Thus the distribution with density [E n (X)] −1 ∂ ∂ρ 2 F n is a probability distribution and comparing these distributions suggests that the nonzero roots of an n-nomial are closer to the unit sphere, when n is small, and begin to spread out away from the unit sphere, as n increases (Figure 1. 3). ∂ρ 2 F n for n = 2 ( ), n = 4 ( ), n = 8 ( ), n = 32 ( ), and n = 128 ( ). Also the density of ω FS ( ).
2. Rewriting the function F n (Part I)
In Section 4.1 of "Random complex fewnomials, I," Shiffman and Zelditch obtain an alternate expression for F n and we duplicate the work here for both the sake of clarity and the subsequent use of the functions involved [5] . Let ∆ be the unit simplex in R m . For ρ ∈ R m , we write e ρ = (e ρ 1 , . . . , e ρm ) and |e
We proceed to use the following fact: Let X be a nonnegative random variable on a probability space (Ω, A, P), and let D X (t) = P(X ≤ t) be its distribution function. Then the expected value of X is given by
If we let
Using (2.2) with (2.3) and (2.4), we obtain (2.5)
Having rewritten the potential function F n as an integral depending on the distribution function D of b, we are one step closer to showing it is twice differentiably continuous. The function D, however, is not useful to us in its current form and we are motivated to determine another way to write it.
Notation and properties of individual functions
In Section 3, we introduce notation, analyze the function b which occurs in the definition of D, discuss the case for m = 1, and generalize the discussion to higher dimension by introducing a function h which behaves like an inverse of b. We conclude the section by investigating the continuity of various partial derivatives of two functions which we introduce in Section 3.3 (namely the functions B and h).
3.1.
Notation and the function b. Let ∆ be the unit simplex in R m ; explicitly, we have
where
Then let ∆ • denote its interior and ∂∆ denote its boundary. For i = 0, 1, . . . , m, define the i-th facet of ∆ to be
It follows that ∂∆ is a union of the facets ∂ i ∆. For i ∈ {0, 1, . . . , m}, we also define v i ∈ ∆ to be the vertex of ∆ which is nonadjacent to the i-th facet. By definition, the i-th vertex v i is the point λ ∈ ∆ with λ i = 1 (equivalently, we may write v i = (δ 1i , δ 2i , . . . , δ mi ), where δ ij is the Kronecker delta function).
Now write e ρ = (e ρ 1 , . . . , e ρm ) and define the (surjective) map
Denoting the i-th component of µ by µ i , we have µ(ρ) = (µ 1 (ρ), . . . , µ m (ρ)) and by (3.1) we obtain
Defining ρ 0 = 0, then we have
1 + |e ρ | for i = 0, 1, . . . , m. We remark that the ability to generalize the formula above to include the case for i = 0 comes from associating a polynomial |α|≤N c α z α on C m with the homogeneous polynomial |α|≤N c α z
is obtained by restricting the homogeneous polynomial to z 0 = 1. Since ρ i = log |z i | 2 , we have ρ 0 = 0.
For i = 1, . . . , m, we compute the first partial derivatives of µ i = µ i (ρ) with respect to ρ p . When p = i, we have
And last, but not least, for i = 0, we have
Conveniently, we summarize the above computations into one succinct formula and write
As a side note, we observe that the indices exhibit a symmetry (e.g.,
Next we analyze the function b which we defined at (2.1).
Lemma 2. The function
for (λ, ρ) ∈ ∆ × R m , has the following properties:
2) b is strictly convex with respect to the variable λ, 3) b(λ, ρ) = 0 if and only λ = µ(ρ), and
Proof. The first property is clear.
To show that b is strictly convex with respect to λ, we compute the Hessian of b(·, ρ). Alternatively, one can also check the definition of convexity and make use of the fact that x → x log x is a convex function for x > 0. In any case, we move forward and compute the first partial derivatives of b in λ to be
and we compute the second partial derivatives of b in λ to be
Thus, the Hessian of b(·, ρ) is given by
and conclude the Hessian of b(·, ρ) is positive definite on the interior of the unit simplex. Hence, b(·, ρ) is strictly convex on the unit simplex. For the third property, it is an immediate check that b µ(ρ), ρ = 0 and we are left to show the forward implication. We fix ρ ∈ R m and solve the system of equations b λ i (λ, ρ) = 0 in order to determine critical points (for maxima and minima) of b(·, ρ). For i = 1, . . . , m, we immediately obtain λ i = λ 0 e ρ i . Together with
. . , m and we conclude b(·, ρ) has a critical point at µ(ρ). We deduce from the strict convexity of b(·, ρ) that b(·, ρ) has a unique global minimum at µ(ρ). It follows that b(λ, ρ) = 0 only if λ = µ(ρ), as desired.
Finally, because b is convex on ∆, it must take its maximum at one of the vertices
Therefore, we take the maximum over i = 0, 1, . . . , m and obtain the fourth and final property.
3.2. Motivation. While the cases for m = 1 and m = 2 do not require special attention, our ability to visualize real-valued functions on R and R 2 come in handy to understand the work done for arbitrary dimensions. For m = 1, Lemma 2 implies the function
is convex in λ with an absolute minimum at λ = µ(ρ) = e ρ [1 + e ρ ] −1 . Consequently, the function b(·, ρ) has an inverse branch g −1 (·, ρ) on the interval [0, µ(ρ)] and an inverse branch g 1 (·, ρ) on the interval [µ(ρ), 1]. Taking these branches and extending their domain continuously to [0, ∞), we obtain
and
This evaluation of D as a difference of inverse branches is due to Shiffman and Zelditch and found in Section 4.1.1 of their paper "Random complex fewnomials, I," [5] . When looking to generalize the idea to higher dimensions, we further write
With the above in mind, we consider the case for m = 2. As with the case for m = 1, Lemma 2 implies the function b(·, ρ) is convex with an absolute minimum at λ = µ(ρ). Consequently, given any unit direction u ∈ R 2 , the function b(·, ρ) has an inverse branch g u (·, ρ) with respect to the direction u. Taking these branches and extending their domain continuously to [0, ∞), we obtain
where x u is the unique element in the boundary of the unit simplex ∂∆ such that x u = µ + s u u for some s u > 0. (We note that such an x u exists and is unique because the unit simplex ∆ is convex and µ ∈ ∆.) Then, loosely speaking, the function D in the case for m = 2 would be the integral of the lengths f u (t, ρ) − µ(ρ) over all unit directions u in R 2 . However, the definition of f u is quite cumbersome and we are actually interested in the lengths f u (t, ρ) − µ(ρ) . Thus, an small improvement is to consider the functions
where x u is the unique element in the boundary of the unit simplex ∂∆ such that x u = µ + s u u for some s u > 0. This will be our initial approach in Section 3.3 as it allows us to apply the implicit function theorem. For m = 1, we have
However, when we want to actually take derivatives and set up an integral, it is convenient to parametrize using the boundary points x in ∂∆, instead of using unit directions u in R 2 . Explicitly, we consider the functions
Note, however, the formulation of this family of functions {f x } x∈∂∆ is simpler than the formulation of the family of functions {f u } u∈S m . In addition, the range of f x (·, ρ), for any x ∈ ∂∆, is the interval [0, 1], while the range off u (·, ρ) varies as u varies. Noting
, where
which gives a one-to-one correspondence between the family of functions {f u (·, ρ)} u∈S 1 and {f x (·, ρ)} x∈∂∆ . For m = 1, we have
This completes our motivation for the functions we plan to define.
3.3.
Defining the Functions Λ, B, and h. First, we define some auxiliary functions, which after this section, we no longer consider. Specifically, we will set out to rigorously define a functionh, in facth(t, ρ, v) =f v/ v (t, ρ) (3.3), only to rigorously define a function h, in fact h(t, ρ, x) = f x (t, ρ) (3.4), which inherits desired smoothness properties from h by (3.5).
We start by defining the (surjective) map
and consider the functionB
whose domain we denote byS. By Lemma 2, the functionB is smooth on the interior ofS andB(·, ρ, v) is a strictly increasing function fors > 0. Combining these facts with the implicit function theorem, there exists an open setH in (0, ∞) × R m × (R m \ {0}) and a smooth functionh :
For the sake of completeness, we give a description of the setH, but note that it is not essential, but note that it has little importance. For ρ ∈ R m , v ∈ R m \ {0}, and (t, ρ, v) ∈H, then t must belong to the interior of the range ofB(·, ρ, v)|s ≥0 . In other words, we havẽ
Now fix x ∈ ∂∆, take (3.7), and set v = x − µ(ρ) ∈ R m \ {0}. Then we have
Similar to replacing {f u } u∈S 1 with {f x } x∈∆ in Section 3.2, we will replaceΛ,B,H, andh, with their analogs Λ, B, H, and h. We define the (surjective) map
and the function
Using Lemma 2 and the observation that the mixed partial derivatives of the map Λ in s and ρ of all orders are continuous on [0, 1] × R m × ∂∆, we find the mixed partial derivatives of B in s and ρ (of all orders) are continuous on [0, 1) × R m × ∂∆. Lemma 2 also implies that B is a strictly increasing function with respect to s.
Similarly for h, we note that the partial derivatives of the maps (ρ, x) → x−µ(ρ) and (ρ, x) → x − µ(ρ) −1 in ρ of all orders are continuous on R m × ∂∆. Then the mixed partial derivatives of h in t and ρ (of all orders) are continuous on H, sinceh ∈ C ∞ (H). We also have the function h is strictly increasing with respect to t, because the function B is strictly increasing with respect to s.
Properties of the function B.
As the definition of h is implicitly defined by B, we proceed by first investigating B and its derivatives along the boundary of its domain. A summary may be found in Section 3.4.3 on page 18. The first useful fact in our computations follows from the definition of µ 0 and µ i . For i = 0, 1, . . . m, we have
Taking the first partial derivative of B with respect to s, we obtain
and note that it is nonnegative, equaling 0 if and only if s = 0, because B is strictly increasing for s > 0. Checking B s (0, ρ, x) = 0, we write
where the last equality is given by While evaluating B s at s = 0 took several steps, no heavy computation is required for evaluating B ss along s = 0. We have
and so
Now let us differentiate B with respect to ρ p . As we apply the chain rule, we note that
Evaluating the derivative for s = 0, we have
where the last equality is given by
Next, we consider the partial derivative
so that
Finally, we have the partial derivative
for which
where the third equality is given by
and the last equality is given by
= µ p,q .
3.4.2.
Along s = 1. In contrast to Section 3.4.1 where we simply evaluate various partial derivatives of B along s = 0, this section deals with the limiting behavior of the partial derivatives as s tends to 1. Then let us begin by fixingρ ∈ R m andx ∈ ∂∆. We also consider the variables s ∈ (0, 1), ρ ∈ R m , and x ∈ ∂∆. For the limit of B s as (s, ρ, x) tends to (1,ρ,x), we note that the summands (x i − µ i ) log[(1 − s)µ i + sx i ] of B s , for all i = 0, 1, . . . , m such thatx i = 0, and the summands −ρ i (x i − µ i ) of B s , for all i = 0, 1, . . . , m, have finite limits as (s, ρ, x) tends to (1,ρ,x). We next consider the subset S ⊂ {0, 1, . . . , m} of indices for whichx i = 0. Then there exists δ 1 > 0 such that x i − m i < 0 for all i ∈ S and (s, ρ, x) − (1,ρ,x) < δ 1 . Thus all the summands of i∈S (x i − µ i ) log[(1 − s)µ i + sx i ] are positive and we have i∈S
where k is an index for which x k = 0. For any M > 0, there exists δ 2 such that −µ k · log[(1 − s)µ k ] > M for all k ∈ S and (s, ρ, x) − (1,ρ,x) < δ 2 . We conclude that (3.14) lim
For the limit of B ss as (s, ρ, x) tends to (1,ρ,x), we first note that all the summands are positive and proceed similar to the proof of (3.14). We have
where k is an index for which x k = 0. For any M > 0, there exists a δ > 0 such that
B ss (s, ρ, x) = ∞.
Next we look at the limit of B ρp as (s, ρ, x) tends to (1,ρ,x). We note that the summation m i=0 (1 − s)(−ρ i )µ i,ρ tends to 0 and the term −s(x p − µ p ) tends to −[x p − µ p (ρ)] as (s, ρ, x) tends to (1,ρ,x). Thus it remains to investigate the limit of
where the last inequality is due to the inequality (1 − s)µ i + sx i ≥ (1 − s)µ i and the fact that log(·) is an increasing function. Next, we note that there exists a neighborhood N of (1,ρ,x) such that for all (s, ρ, x) in N and all i = 0, 1, . . . , m we have |µ i,p | < M and − log[µ i ] < M for some M > 0. Letting ε > 0, there also exists a neighborhoodÑ of (1,ρ,x) such that −(1 − s) log[(1 − s)] < ε and (1 − s) < ε for all (s, ρ, x) inÑ . It follows that the summation m i=0 (1 − s)µ i,p · log[(1 − s)µ i + sx i ] tends to 0 as (s, ρ, x) tends to (1,ρ,x). Therefore, we obtain
Finally, for the limit of B ρpρq , we note that the term (2s − 1)µ p,q tends to µ p,q (ρ) as (s, ρ, x) tends to (1,ρ,x) and the summation (1 − s)
p tends to 0 in the proof of (3.15). We are left to investigate the limit of the remaining summand
. First taking the absolute value and applying the triangle inequality, we have
Thus, the summand tends to 0 as (s, ρ, x) tends to (1,ρ,x), because
is uniformly bounded in a small enough neighborhood of (1,ρ,x). We conclude that
B ρpρq (s, ρ, x) = µ p,q (ρ).
Summary for B.
Here we summarize the computations for B and its partial derivatives. Throughout this summary, we write f (1,ρ,x) to mean lim 
Properties of the function h. Having detailed the essential computations for the partial derivatives of B, we return to the function h and recall that
h :
Differentiating the equation B (h(t, ρ, x), ρ, x) = t implicitly in t and ρ p , we obtain
We recall these partial derivatives are continuous on H and look to investigate their behavior on the boundary of H. In section 3.5.1, we will look at the behavior as (t, ρ, x) tends to (0,ρ,x); in section 3.5.2, we will look at the behavior as (t, ρ, x) tends to (b(x,ρ),ρ,x); and in section 3.5.3, we will summarize these computations.
3.5.1. Along (0, ρ, x). Fix (ρ,x) ∈ R n × ∂∆. Also consider the points (t, ρ, x) ∈ H. For the limit of h as (t, ρ, x) tends to (0,ρ,x), we keep in mind that h is an increasing function with respect to t. Let ε > 0, then there exists δ 1 > 0 such that |h(δ 1 ,ρ,x)| < ε/2 and δ 1 <t/2. By the continuity of h on the interior of H, there exists δ 2 > 0 such that |h(δ 1 ,ρ,x) − h(δ 1 , ρ, x)| < ε/2 for all (ρ, x) − (ρ,x) < δ 2 . Then let δ = min(δ 1 , δ 2 ) so that (t, ρ, x) − (0,ρ,x) < δ implies
Thus we have
h(t, ρ, x) = 0.
For the next limit, we look at (3.16) in conjunction with (3.9) and (3.18) and immediately obtain lim
For the limit of h ρp as (t, ρ, x) tends to (0,ρ,x), we apply the mean value theorem and imitate the idea of l'Hospital's rule. By the mean value theorem, we have
for some ξ 1 , ξ 2 ∈ (0, h). Together with (3.11), (3.13), and (3.18), we obtain
Finally, we look at the limit of h · h t as (t, ρ, x) tends to (0,ρ,x). As with the proof of 3.19, we apply the mean value theorem and imitate the idea of l'Hospital's rule. By the mean value theorem, we have
for some ξ ∈ (0, h). By a combination of (3.18) and (3.11), we have
Thus, while h t tends to ∞ as (t, ρ, x) tends to (0,ρ,x), the product of h with h t has a finite limit as (t, ρ, x) tends to (0,ρ,x).
Let us start by determining the limit of h as (t, ρ, x) tends to (t,ρ,x). As with the proof of (3.18), we keep in mind that h is an increasing function with respect to t. Let ε > 0, then there exists δ 1 > 0 such thatt − δ 1 > 0 and [1 − h(t − δ 1 ,ρ,x)] < ε/2. We also havet − δ 1 <t = b(x,ρ) and choose, by the continuity of b, a δ 2 > 0 so that |b(x, ρ) − b(x,ρ)| < δ 1 for all (ρ, x) − (ρ,x) < δ 2 . This ensures b(x, ρ) > b(x,ρ) − δ 1 =t − δ 1 for all (t, ρ, x) − (t,ρ,x) < δ 2 and consequently (t − δ 1 , ρ, x) ∈ H. Then by the continuity of h on H, there exists δ 3 > 0 (chosen to be less than δ 2 ) such that
h(t, ρ, x) = 1.
Next, we note that (3.14) and (3.20) imply
Finally, we combine (3.14), (3.15), and (3.20) with (3.17) to conclude
h ρp (t, ρ, x) = 0.
3.5.3. Summary for h. From the work shown above, we conclude that h can be extended
The partial derivative h t can only be extended continuously to (0, ∞) × R n × ∂∆ (from (0, b(x, ρ)) × R n × ∂∆) and it tends towards infinity as (t, ρ, x) tends to (0,ρ,x) for any (ρ,x) ∈ R m × ∂∆. We have
Of slightly greater importance, we can continuously extend the product
Finally, the partial derivative h ρp can be extended continuously to
. Explicitly, we have
Proof of the theorem
By (2.5), the proof of Theorem 1 reduces to showing
is twice differentiably continuous on R m . Working with only fixed n and wishing to use subscript notation when taking partial derivatives, we henceforth omit the subscript n and simply write G instead of G n .
In order to differentiate G, we first look to express D as an integral (Lemma 4 in Section 4.1). The proof of Theorem 1 proceeds and concludes by qualifying various applications of Lebesgue's dominated convergence theorem.
4.1.
Rewriting the distribution function D(t, ρ) as an integral. Before expressing D as an integral, let us consider the volume form dλ = m!dλ 1 ∧ · · · ∧ dλ m on the unit simplex ∆. Fix ρ ∈ R m and for i = 0, 1, . . . , m, we define R i (ρ) ⊂ ∆ as the region between the point µ(ρ) ∈ ∆
• and the i-th facet ∂ i ∆ of ∆. Explicitly, the set
Together with the above notation, we consider dλ under a change of variables given by the map Λ from Section 3.
Lemma 3. Define the map
and fix a ρ ∈ R m . Then the function λ(s, x) = Λ(s, ρ, x) restricted to [0, 1] × ∂ i ∆ is one-to-one and onto R i (ρ) ⊂ ∆. We also have
; geometrically, the vector
is the inward facing normal to ∂ i ∆ for i = 0, 1, . . . , m.
Proof. The first part of the lemma is immediate from the surjectivity of Λ onto ∆, the convexity of ∆, and the definition of R i (ρ). For the second part, let λ(s, x) = (1 − s)µ + sx so that dλ i = (x i − µ i )ds + sdx i and
Fix k ∈ {1, . . . , m}. Then for any x ∈ ∂ k ∆ we have x k = 0 and this implies dx k = 0. In this case,
as claimed above. Now let k = 0. Then for any x ∈ ∂ 0 ∆ we have m i=1 x i = 1 and this implies m i=1 dx i = 0. From this we obtain
for any j = 1, . . . , m − 1 and hence 
By switching rows and row reducing, we obtain
Having proven Lemma 3, we are ready to take the vague notion of writing D as an integral given in Section 3.2 and make it rigorous.
Lemma 4. The function D(t, ρ) = P{λ ∈ ∆ | b(λ, ρ) ≤ t} can be expressed as an integral. We have
dx and
Proof. Let S = S(t, ρ) . = {λ ∈ ∆ | b(λ, ρ) ≤ t} so that D =´S dλ and define S i . = S∩R i , where R i are defined at (4.1). It follows immediately that S = ∪ m i=0 S i and P(S i ∩S j ) = 0 for i = j. Thus far, we have
dλ and proceed by giving S i (t, ρ) explicitly. We claim that (4.4)
Starting with the forward inclusion, we take λ ∈ S i = S ∩ R i . Then b(λ, ρ) ≤ t and λ = (1 − s)µ(ρ) + sx for some x ∈ ∂ i ∆ and some s ∈ [0, 1]. These conditions imply that B(s, ρ, x) = b(λ, ρ) ≤ t. Then since h(·, ρ, x) is an increasing function and inverse to B(·, ρ, x), we obtain s = h B(s, ρ, x), ρ, x ≤ h(t, ρ, x) and this gives the desired inclusion. For the reverse inclusion, let λ = (1 − s)µ(ρ) + sx for some x ∈ ∂ i ∆ and 0 ≤ s ≤ h(t, ρ, x). Then because B(·, ρ, x) is an increasing function and inverse to h(·, ρ, x) we have b(λ, ρ) = B(s, ρ, x) ≤ B h(t, ρ, x), ρ, x = t. This concludes the reverse inclusion and proves (4.4).
We next make the change of variables λ(s, x) = (1 − s)µ(ρ) + sx. Using Lemma 3, we obtain
Note that we can apply Fubini's theorem in the second equality, because 0 ≤ D ≤ 1 and hence the integral is finite. The continuity of D follows from Lebesgue's dominated convergence theorem.
Remark 5. For m = 1, the formulation (4.3) is the integration of a 0-form over a 0-chain, which is evaluation at a point. Explicitly, we have
which agrees with (3.6).
4.2.
The first partial derivative of G. Now we look to differentiate our function G, bring the derivative under the integral sign, and conclude the derivative is continuous.
Lemma 6. Given the function 
Consequently, the partial derivative of
exists and is continuous on R m . It is given by
Proof. Referring to Section 3.5.3, the function h m and its partial derivative mh m−1 h ρp are continuous on [0, ∞) × R m × ∂∆. Thus, by Lebesgue's dominated convergence theorem, we may differentiate under the integral sign and obtain
We note that the dominated convergence theorem also implies the right-hand side is continuous on 
The theorem also implies the function is continuous on R m .
4.3.
The second partial derivative of G. In Lemma 6 we found that
. Thus, we have
We first proceed with the second summand n−1S and its derivative in ρ q ,
Imitating the proof of Lemma 6, the first partial derivative of the second summand with respect to ρ q exists, is given by
and is continuous over R m .
The summand −´∞
Sdt is continuously differentiable. Now we are left to see that´∞ 0 n [1 − D] n−1 Sdt has a continuous partial derivative. We first writê
Applying Fubini's theorem and making the change of variables t(s) = B(s, ρ, x), we obtain
We note that the change of variables is motivated by our desire to replace a moving domain of integration with a fixed domain of integration [3] . Finally, since h ρp (B, ρ, x)B s = −B ρp (3.17), we have 
Section (3.4.3) and Lemma 4 imply the integrand s
For m = 1, the partial derivative D t exists and is continuous on (0, ∞) × R. It is given by 
The theorem also gives the continuity of the function on [0, ∞) × R m .
While we can take m = 1 as a special case of m > 1 except on (0, ∞) × R m × ∂∆, we instead choose to differentiate the expression for D given by (4.5) with respect to t and refer to the continuity of h t as stated in Section 3.5.3.
Thus, the function D t is only continuous on [0, ∞)×R m for m > 1. While the function D t (B(s, ρ, x) , ρ) tends to ∞ as (s, ρ, x) tends to (0,ρ,x) for any (ρ,x) ∈ R m × ∂∆, the function B ρ (s, ρ, x) tends to 0 as (s, ρ, x) tends to (0,ρ,x). It would be convenient then, for m = 1, if the map (s, ρ, x) → D t B(s, ρ, x), ρ B ρ (s, ρ, x) could be extended continuously to [0, 1]×R×∂∆. Since Section (3.4.3) and Lemma 7 imply it is continuous on (0, 1] × R × ∂∆, it suffices to show the limit as (s, ρ, x) tends to (0,ρ,x) for any (ρ,x) ∈ R × ∂∆ exists.
However, before setting out to do this, we shall prove a technical lemma concerning the function B. The first part of the lemma essentially says that since s → B(s, ρ, 0) and s → B(s, ρ, 1) are strictly increasing functions starting at 0 for s = 0, for sufficiently small s, we can finds such that B(s, ρ, 0) = B(s, ρ, 1) and vice versa. The second part of the lemma essentially says that since B(·, ρ, 0) and B(·, ρ, 1) are shaped similarly, the rate at whichs goes to 0 is almost proportional to the rate at which s goes to 0. Rigorously, we have the following:
Lemma 8. There exists δ > 0 such that for any s ∈ [0, δ], there existss =s(s, ρ) such that
Furthermore, we have
Proof. For the first part, we recall from Section 3.2 that the function b(·, ρ) is convex with a minimum at µ(ρ) so its inverse with two branches, g −1 and g 1 , given by where the second equality is given by Lemma 8, and in the last equality we have ξ, ζ ∈ (0, s) and η ∈ (0,s) by three separate applications of the mean value theorem.
We conclude that h t (B(s, ρ, v k ), ρ, v 1−i )B ρ (s, ρ, v k ) goes to 0 as (s, ρ) goes to (0,ρ) for anyρ ∈ R regardless of whether i = k or 1 − i = k and hence D t (B, ρ)B ρ goes to 0 as (s, ρ) goes to (0,ρ).
Thus, we have shown that (4.9) is continuous on [0, 1] × R m × ∂∆ for all m ≥ 1 and we may apply Lebesgue's dominated convergence theorem to (4.8). Hence, the function (4.7) has a continuous partial derivative in ρ q for all q. Another application of Lebesgue's dominated convergence theorem shows that the first summand (4.6) has a continuous partial derivative in ρ q for all q and is given by
4.3.3. Summary for G. Since both the first and second summand of G ρp have continuous partial derivatives in ρ q for all q, the function G ρp has a continuous partial derivative in ρ q for all q. Since we could also differentiate under the integral sign of both summands, the function G has continuous second partial derivatives and
for all p, q. We then denoted the second term, without the minus sign, by G n . Working only with fixed n, we dropped the subscript n and simply wrote G. By Lemma 6, we concluded that both D and G are continuously differentiable in ρ. Furthermore, we could bring the derivative under the integral sign so that
for any p = 1, . . . , m. In Section 4.3, we separated the integral on the right-hand side into two terms and showed that each term is continuously differentiable. Hence, we concluded the function G is twice differentiably continuous. Since log(1 + |e ρ |) is also C 2 , we conclude that F n is twice differentiably continuous and the remaining statements of the theorem follow directly.
