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Abstract
There is a growing literature in nonparametric estimation of the conditional average treat-
ment effect given a specific value of covariates. However, this estimate is often difficult to
interpret if covariates are high dimensional and in practice, effect heterogeneity is discussed in
terms of subgroups of individuals with similar attributes. The paper propose to study treat-
ment heterogeneity under the groupwise framework. Our method is simple, only based on linear
regression and sample splitting, and is semiparametrically efficient under assumptions. We also
discuss ways to conduct multiple testing. We conclude by reanalyzing a get-out-the-vote exper-
iment during the 2014 U.S. midterm elections.
Keywords — Causal inference, Conditional average treatment effect, Groupwise treatment
effect, Sample splitting least squares, Semiparametric efficiency, Simultaneous inference
1 Introduction
1.1 Motivation: A Groupwise Framework to Heterogeneous Treatment Effects
Recently, there is a growing interest in causal inference to use machine learning methods to non-
parametrically estimate heterogeneous treatment effects (Su et al., 2009; Hill, 2011; Hsu et al.,
∗cpark@stat.wisc.edu
†hyunseung@stat.wisc.edu
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2013; Imai and Ratkovic, 2013; Athey and Imbens, 2016; Ding et al., 2016; Luedtke and van der
Laan, 2016; Hahn et al., 2017; Nie and Wager, 2017; Shalit et al., 2017; Chernozhukov et al., 2018;
Athey et al., 2019; Dorie et al., 2019). A common focus in these work is estimating the conditional
average treatment effect given a specific value of p covariates Xi = x
τ(x) = E
{
Y
(1)
i − Y (0)i |Xi = x
}
, Xi ∈ Rp .
Here, Y
(a)
i is the potential outcome of individual i if he/she were to receive a binary treatment
value a ∈ {0, 1}. However, in practice and especially when Xi is of moderate dimensions, τ(x) is
difficult to interpret and investigators studying effect heterogeneity ultimately desire an intuitive,
parsimonious, “first-order” approximation of potentially a high-dimensional functional τ(x). One
approach to achieving this is by partitioning x in τ(x) by function M : Xi → {1, . . . , G} where
M partitions the p-dimensional covariates Xi into G non-overlapping subgroups and each partition
highlights some meaningful aspect of τ(x). We call this approach to studying effect heterogeneity
the groupwise approach and is formally represented as
τ(x) =
G∑
g=1
E
{
Y
(1)
i − Y (0)i |M(Xi = x) = g
}
=
G∑
g=1
τg . (1)
Here, τg = E
{
Y
(1)
i − Y (0)i |M(Xi = x) = g
}
is the treatment effect within the gth partition of
covariate Xi. The approach in (1) is not new. In matching methods, Hsu et al. (2013) and Hsu
et al. (2015) studied effect heterogeneity as variation in treatment effects across G non-overlapping
groups of matched pairs; these groups were formed based on either subject-matter expertise or a
classification and regression tree (CART). Outside of matching, Zhao et al. (2017) argued τ(x)
should be modeled as a linear function of x, not only for interpretability, but also to select the most
important effect modifiers. Also, in the recent 2018 Atlantic Causal Inference Workshop on empir-
ical investigations of effect heterogeneity, one of the questions of interest was how the treatment
effect varied within specific subgroups defined by covariates. Finally, theoretically speaking, if all
Xi are categorical variables and M is defined to be the full interaction among them, (1) represents
a saturated representation of τ(x). If Xi were a mixture of continuous and categorical covariates,
(1) is essentially saying that τ(x) belongs to a function class spanned by G “basis” functions τg
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instead of the usual assumption that τ(x) is Lipschitz continuous (Athey et al., 2019; Ku¨nzel et al.,
2019) or linear (Imai and Ratkovic, 2013; Zhao et al., 2017).
One may argue that once τ(x) is estimated non-parametrically, say by the aforementioned
methods such as the generalized random forest (GRF) of Athey et al. (2019) or X-learner of Ku¨nzel
et al. (2019), the downstream exercise of making τ(x) interpretable via (1) is trivial; for any M ,
averaging any estimator of τ(x) over x where M(x) = g leads to an estimate of τg. Hence, the focus
of heterogeneous treatment effect estimation should be on τ(x), not τg induced by M . But, if the
final goal is to provide a summary of treatment effect heterogeneity via τg, estimating an omnbius
estimand τ(x) for all x as a means to ultimately estimate τg is unnecessarily complicated and may
be statistically harmful. For example, after non-parametrically estimating τ(x), an investigator
would have to (i) plug in a range of x values into τ(x) that were hypothesized to be meaningful,
(ii) compare estimates across the x values, say by plotting τ(x) across x, and (iii) come up with a
scientifically interpretable grouping M based on x while guarding against multiple comparison and
data snooping issues that arise in (i) and (ii). Also, in Section 4.2, we show that when we first use
GRF to estimate τ(x) and subsequently estimate τg, the power to test τg is smaller compared to our
proposed method that directly targets τg. This is in alignment with observations by Rosnow and
Rosenthal (1996), Rosenthal et al. (1999), and Steiger (2004) in regression settings where targeting
a focused quantity like τg often leads to better power than targeting an omnibus quantity like τ(x).
To put it differently, there is a loss in power by using a nonparametric regression estimator to
ultimately estimate a linear functional of the covariates. Additionally, focusing on τ(x) instead of
τg has other consequences,
(a) Constructing an efficient semiparametric estimator of τ(x) typically requires under-smoothing,
say in the case of kernel regression.
(b) For simultaneous inference, an adaptive, uniform 1 − α confidence band of τ(x) where the
expected width of the interval adapts to the complexity of τ(x) is generally impossible; see
Low (1997), Section 2 of Genovese and Wasserman (2008), Section 4 of Cai et al. (2014) and
references therein. While mostly a theoretical critique, it may be relevant when comparing
treatment effects, especially small ones, across different values of x while uniformly controlling
Type I error and maintaining good power.
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(c) An estimator of τ(x) based on black-box or ensemble methods is not transparent about gross
extrapolations of x or violation of the overlap assumption in causal inference (see Section
2.2).
In contrast, by focusing on the end goal of producing a parsimonious representation of treatment
heterogeneity in (1) and directly estimating τg, (i) the statistical analysis is simpler and accessible to
investigators, essentially boiling down to a multiple linear regression problem with dummy variables
indicating subgroup membership as regressors (see Section 3.1), (ii) simultaneous inference becomes
feasible (see Section 3.3), (iii) power to detect effect heterogeneity generally improves, and (iv)
diagnostics for extrapolation and the overlap assumption simply requires counting the number of
treated or control units in each subgroup defined by M . The rest of the paper investigates these
points in depth.
1.2 Defining Meaningful Subgroups via M
A key element of the groupwise framework is defining M that groups individuals based on their
covariates Xi. Theoretically, M needs to be defined so that the equality in (1) holds. Without
any restrictions on M or G, we can partition τ(x) fine enough that (1) always holds and there
would be multiple Ms that can achieve this. However, this would make τg induced by M un-
interpretable, impractical, and statistically inefficient. For example, in Section 3, we show that
excessive stratification via M leads to less efficient estimators of τg. In short, some restrictions on
M are needed to obtain meaningful and efficient estimates of τg.
There are three general approaches to placing restrictions on M , the first being theoretically
motivated and the last two being practically motivated. First, we can restrict the function class of
M , say M is linear in Xi, and study the inferential properties of τg within this class. For example, if
Xi is one-dimensional, we can define M to be in the setM = {M : M(Xi) = 1+I(Xi ≤ λ1)+I(Xi ≤
λ2), λ1, λ2 ∈ R} and λ1, λ2 parametrize M . Second, M can be determined a priori, based on
subject-matter knowledge about effect heterogeneity. For example, Gerber et al. (2017) conducted
a large-scale get-out-the-vote experiment to test the effect of mailing voting report carts on voter
turnout. The authors, based on prior knowledge about electoral participation, hypothesized that
there would be treatment effect heterogeneity across G distinct, politically meaningful subgroups
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defined by state and voter’s history, which were pre-treatment covariates, and M was defined based
on this hypothesis; see the third aim under “Quantities of Interest and Estimation Strategy” in
Gerber et al. (2017) and references therein for additional details. Third, M can be chosen based
on data, say by CART (Hsu et al., 2013), or by setting M to be a balancing score (Rosenbaum
and Rubin, 1983), and the inference of τg is conditional on a chosen M . In all three cases, (1) is
assumed to hold, at least approximately or as an interpretable first-order approximation.
While the first approach is interesting on its own right, this paper explores the latter two
approaches of defining M due to them being closer to what’s done in practice. In particular, in
Section 3.1, we explore the second approach where M is specified a priori and inference is conducted
on τg. Section 3.2 extends this case and explores how to choose M from data by using clustering
and subsequently conduct conditional inference on a chosen M . Also, in both cases where M
is mis-specified and (1) may not hold, in Section 4.3, we outline a simple, intuitive approach to
visually diagnose this assumption based on a residual plot from regression.
1.3 Prior Work
Many cited work in Section 1.1 have alluded to the groupwise approach for analyzing treatment
heterogeneity, but methodologically focused on estimating τ(x) first and then simplifying the esti-
mate of τ(x) via the groupwise framework or a linear approximation of it in the empirical analysis.
Also, most of the inferential work on treatment effect heterogeneity is on constructing a confidence
interval at a specific x, even though a primary motivation for studying effect heterogeneity is to
study and test differences in treatment effects across x.
The most related work to ours is Chernozhukov et al. (2017) which also advocated the groupwise
framework and estimated τg by (i) splitting the data into two pieces, the auxiliary sample and the
main sample, (ii) computing preliminary estimates of τ(x) and E
{
Y
(0)
i |Xi
}
from the auxiliary
sample, (iii) defining the grouping function M based on the estimated τ(x) from the auxiliary
sample, (iv) using the main sample to estimate and conduct inference on τg, and (v) repeating (i)-
(iv) repeatedly and aggregating relevant inferential quantities, say taking the median of p-values
associated with τg from each sample split. The approach is particularly useful for comparing the
largest and smallest treatment effects of τ(x). But, because subgroups change across multiple
sample splits, say in one split, M is defined based on age with three partitions, but on another
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split, M is defined based on age with four partitions, the authors proposed regularity conditions on
the auxiliary sample; see page 12 or the PV condition on page 17 in Chernozhukov et al. (2017).
Also, in their empirical applications, they restricted M to be fixed partitions of τ(x) from the
auxiliary sample, say the quantiles (e.g. 20, 40, . . . , 80%) of τ(x), to mitigate varying definition of
subgroups across multiple splits. Finally, the authors target a non-standard inferential quantity to
aggregate across multiple splits, which leads to slightly conservative inference.
Our paper differs from Chernozhukov et al. (2017) and takes an alternative, arguably scientific,
approach to estimating τg. We assume that M is either defined by (i) the investigator formulating
a set of novel scientific hypothesis based on his/her subject-matter expertise, say from the voting
example in Section 1.2, or (ii) the data itself through clustering individuals with similar Xis. In
doing so, in empirical applications, M is not necessarily limited to fixed intervals, say quantiles.
Also, our statistical target is the usual 1 − α confidence interval of τg. However, our approach is
less “automatic” and “agnostic” about the underlying data than the approach by Chernozhukov
et al. (2017). Under our framework, we propose leveraging existing classical statistical techniques,
specifically least squares linear regression with dummy regressor variables indicating subgroup
membership and sample splitting, to estimate and infer τg; we call our approach sample splitting
least squares (SSLS). Because our approach is essentially linear regression, we can utilize a plethora
of multiple testing schemes in linear regression for simultaneous inference of τg; we highlight one
based on the max statistic as an example. Also, theoretically, our approach to analyzing τg still
enjoys properties such as semiparametric efficiency; the approach by Chernozhukov et al. (2017) is
not semiparametrically efficient in estimating τg.
2 Setup
2.1 Notation
Let there be N individuals indexed by i = 1, . . . , N . For each individual i, we observe (Yi, Ai,Xi)
where Yi ∈ R is the outcome, Ai ∈ {0, 1} is the treatment indicator with 1 indicating treat-
ment and 0 indicating control, and Xi ∈ Rp is the set of pre-treatment covariates. For a subset
A ⊆ {1, . . . , N}, denote its complement as AC = {1, . . . , N} \ A. We denote the 2-norm of a
vector and the spectral norm of a matrix as ‖ · ‖2. Let Lr(P )-norm for a random variable W
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and its function h(W) be denoted as ‖W‖P,r =
{ ∫ ‖w‖r2 dP (w)}1/r and ‖h‖P,r = ‖h(W)‖P,r ={ ∫ ‖h(w)‖r2 dP (w)}1/r, respectively, where P (w) is the distribution of W. For example, for
f̂k(Z,V) in Section 2.4, ‖f̂k‖P,2 is defined as
{ ∫ ‖f̂k(z,v)‖22 P (z,v)}1/2; here, f̂k is considered
a fixed function via the norm notation defined above. For a sequence aN , let XN = OP (aN ) indi-
cate that for any δ > 0, there exists a constant C such that P
(‖XN‖2 > C · aN) < δ for all N and
XN = oP (aN ) means that XN/aN converges to zero in probability.
2.2 Review: Causal Identifying Assumptions
We make the standard causal assumptions for observational data: (A1) conditional unconfound-
edness where Y
(1)
i , Y
(0)
i |= Ai |Xi = x for all x, (A2) overlap where the propensity score e(x) =
P
(
Ai = 1 |Xi = x
)
is away from 0 and 1 for all x, and (A3) consistency or the stable unit treat-
ment value assumption (SUTVA) where if Ai = a, then Yi = Y
(a)
i (Rubin, 1976, 1978; Rosenbaum
and Rubin, 1983; Herna´n and Robins, 2019); for textbook discussions of these assumptions, see
Imbens and Rubin (2015) and Herna´n and Robins (2019). We do not necessarily assume that the
data came from a completely randomized experiment or a stratified randomized experiment where
the treatment was randomized within each subgroup defined by M ; under this case, estimating τg
simplifies to the difference in means of the outcome among treated and control units for each group
g. Instead, we assume a general scenario where the data came from an observational data or where
the original randomization of Ai was not done with respect to the grouping function M .
2.3 Review: Linear Regression and Least Squares
To motivate our estimator for τg, the SSLS estimator, we take a slight detour and start with the
usual linear regression model
Zi = V
ᵀ
i β + i , E
(
i |Vi
)
= 0 (2)
where for each individual i, Zi ∈ R is the outcome, Vi ∈ Rd are d predictors, i is the error term,
and β ∈ Rd is the regression coefficient of interest; the predictor could include a dummy variable for
the intercept. The most popular estimator of β is the least squares estimator β̂LS, which minimizes
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the sum of squared errors
β̂LS = arg min
β
1
N
N∑
i=1
(Zi −Vᵀi β)2 =
(
N∑
i=1
ViV
ᵀ
i
)−1( N∑
i=1
ViZi
)
.
A well-known result regarding β̂LS is its asymptotic Normality and, under additional assumptions,
semiparametric efficiency.
Theorem 2.1 (Properties of β̂LS) Suppose the true model is (2), the matrix E
(
ViV
ᵀ
i
)
is positive
definite with finite components, and E(2i |Vi) is positive and finite for all Vi. As N →∞, β̂LS is
asymptotically Normal
√
N
(
β̂LS − β
)
D→ N
(
0,Σ
)
,
where Σ = E
(
ViV
ᵀ
i
)−1
E
(
2iViV
ᵀ
i
)
E
(
ViV
ᵀ
i
)−1
and Σ is the semiparmetric lower bound for vari-
ance when the error i is homoskedastic.
The proof of Theorem 2.1 is in the supplementary materials.
2.4 Sample Splitting Least Squares (SSLS) Estimator
Now, suppose the statistician suspects that the linear model in equation (2) may not hold, perhaps
after seeing non-linear trends in a residual plot or large deviations in a quantile-quantile plot of
the residuals. A classic remedy is to transform the outcome Zi and/or the regressors Vi, say from
Zi to Ẑi = f̂(Zi,Vi) ∈ R and from Vi to V̂i = ĝ(Vi) ∈ Rp, respectively. We use the hat notation
to denote that they are the statistician’s best guess/estimates to the “true” transformed variables
Z∗i = f
∗(Zi,Vi) and V∗i = g
∗(Vi) where linearity holds, i.e.
Z∗i = V
∗ᵀ
i β + i, E
(
i |V∗i
)
= 0 . (3)
If the estimated transformation functions are close to their true counterparts, the least squares
estimator based on transformed variables Ẑi and V̂i should be close to the true β. The SSLS
estimator of β, denoted as β̂SSLS, is precisely this, except estimating the transformation functions
f̂ and ĝ and computing the transformed outcomes Ẑ and V̂ for the final least squares are done in
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two independent subsamples of the data; see Algorithm 1 for details. The split sample approach
prevents overfitting the transformation functions and reduces post-selection inference issues that
do not account for the variability in choosing/estimating the transformation functions; see Leeb
and Po¨tscher (2006), Berk et al. (2013), Fithian et al. (2014), Taylor and Tibshirani (2015), and
Lee et al. (2016) for additional discussions.
Algorithm 1 Sample Splitting Least Square (SSLS) Estimator β̂SSLS
Require: Original outcome Zi ∈ R and regressors Vi ∈ Rd, i = 1, . . . , N
Randomly split the data into I1, I2 ⊆ {1, . . . , N} where |I1| = |I2| = N/2 and I1 ∩ I2 = ∅.
for k = 1, 2 do
Estimate transformation functions with subsample ICk . Denote them as f̂k and ĝk.
Compute Ẑki = f̂k(Zi,Vi) and V̂ki = ĝk(Vi) for i ∈ Ik.
end for
return The usual least squares estimator using transformed variables
R>: lm(Ẑki ∼ V̂ki) ⇔ β̂SSLS =
 2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki
−1 2∑
k=1
∑
i∈Ik
V̂kiẐki

Algorithm 1 is a linear regression reformulation of sample splitting for adaptive estimation in
Schick (1986) and cross-fitting in Chernozhukov et al. (2018), which is becoming popular in mod-
ern causal inference literature for non-parametrically estimating treatment effects. For estimating
groupwise treatment effects τg, the linear regression formulation of cross-fitting is sufficient to es-
timate and infer τg. Also, while Algorithm 1 considers simple partitions of equal size, one can
also split the sample K times and aggregate the results from each split. That is, instead of a two-
iteration for loop in Algorithm 1, we can have a K-iteration for loop, compute the least squares
estimate at each iteration, and average the least squares estimate; this is the approach taken by
Chernozhukov et al. (2018). Finally, Theorem 2.2 shows that the SSLS estimator β̂SSLS has similar
asymptotic Normal properties as the classical linear regression estimator β̂LS under Assumption
2.1.
Assumption 2.1 Let V∗i , Z
∗
i , and i satisfy (3). We assume that the following conditions hold
with probability 1.
(a) Bounded Moments of i,V
∗
i and Full Rank V
∗
i : E
(‖V∗i ‖42), E(‖V∗i i‖42), and E(2i |V∗i ) are
bounded and the matrix E
(
V∗iV
∗ᵀ
i
)
is full rank.
9
(b) Bounded Moments of ĝk: ‖ĝk‖P,4 are bounded for k = 1, 2.
(c) Consistent Estimation of f∗ and g∗: ‖f̂k − f∗‖P,2 → 0 and ‖ĝk − g∗‖P,2 → 0 as N → ∞ for
k = 1, 2.
(d) Consistent Estimation of Normal Equations:
√
N
∥∥E[ĝk(Vi){f̂k(Zi,Vi)−ĝk(Vi)ᵀβ} ∣∣ ICk ]∥∥2 →
0 and
∥∥ĝk(f̂k − ĝᵀkβ)− g∗(f∗ − g∗ᵀβ)∥∥P,2 → 0 as N →∞ for k = 1, 2.
Theorem 2.2 (Properties of β̂SSLS) Suppose the true model is (3) and Assumption 2.1 hold. As
N →∞, β̂SSLS is asymptotically Normal
√
N
(
β̂SSLS − β
)
D→ N
(
0,Σ
)
, (4)
where Σ = E
(
V∗iV
∗ᵀ
i
)−1
E
(
2iV
∗
iV
∗ᵀ
i
)
E
(
V∗iV
∗ᵀ
i
)−1
and Σ is the semiparametric lower bound for
variance when the error i is homoskedastic. Also, (4) still holds with a plug-in estimate of Σ.
Σ̂ =
 1
N
2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki
−1 1
N
2∑
k=1
∑
i∈Ik
̂2kiV̂kiV̂
ᵀ
ki
 1
N
2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki
−1 ,
̂ki = Ẑki − V̂ᵀkiβ̂SSLS .
Briefly, Assumption 2.1 includes typical assumptions from ordinary least squares, such as
bounded moments of the outcome and regressors (i.e. conditions (a) and (b) in Assumption 2.1).
It also include atypical, but intuitive assumptions, such as consistent estimation of the true trans-
formation functions f∗ and g∗ and the normal equations in least squares (i.e. conditions (c) and
(d) in Assumption 2.1). Note that in condition (d), ICk in the conditional expectation implies the
samples in ICk is considered to be fixed and consequently, f̂k and ĝk given ICk is non-stochastic.
For semiparametric efficiency of β̂SSLS, we use same method as the original least square (i.e. via
Newey (1990)) to prove the claim.
Although sampling splitting least squares was primarily designed for estimating groupwise treat-
ment effects, it can be used broadly in other contexts and can be of independent interest. For
example, suppose we are interested in finding the right transformation variables in a classic linear
regression model and conducting honest inference after finding the transformations. Concretely,
consider a textbook example in Chapter 8 of Weisberg (2005) of predicting Western red cedar tree’s
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height (Zi) from its base diameter (Vi) from i = 1, . . . , N measurements. On page 186, Weisberg
(2005) suggests taking powers of Vi, say V
1.5
i or
√
Vi, until the least squares fit “matches the data”
in a residual plot and proceeds to do statistical inference on the same data. However, the inference
is not honest in that it doesn’t take into consideration the multiple looks at the data during the
transformation process. Algorithm 1 remedies this by randomly partitioning the data into two
equally sized subsets I1 ⊆ {1, . . . , N} and I2 ⊆ {1, . . . , N} and for each partitioned data Ik, use
its complement ICk to estimate the transformation functions for the outcome and the regressors,
denoted as f̂k and ĝk respectively, and use Ik to evaluate the final transformations. For choos-
ing the transformation functions, the statistician could iterate through various transformations for
the outcome and the regressors suggested in Section 8 of Weisberg (2005) and find the best ones
based on the mean squared error, Mallow’s Cp, an information criterion, or a visual inspection of
the residual plot. Also, while the transformation may be different between the two subsamples,
by Assumption 2.1, so long as (i) the transformed height and diameter variables have bounded
moments, (ii) the transformation functions from both subsamples I1 and I2 are close to the true
transformation functions, and (iii) the normal equation to solve the least squares is approximately
close to those constructed from true transformation function, β̂SSLS is asymptotically Normal and
can be used as a basis for honest inference in standard regression problems.
3 Groupwise Treatment Effects
3.1 Known M Case
To apply the SSLS estimator to estimate groupwise treatment effects τg, we first address the case
where M is known and pre-specified by the investigator. Formally, consider the following observed
model for the outcome Yi given the treatment Ai and covariates Xi
Yi = E
{
Y
(0)
i |Xi
}
+Ai
G∑
g=1
τgI
{
M(Xi) = g
}
+ i , E
(
i |Ai,Xi
)
= 0 . (5)
and (Yi, Ai,Xi) are i.i.d. Note that equation (5) implies the structural mean model in (1) un-
der the causal identifying assumptions (A1)-(A3) in Section 2.2. Let I(Xi) =
(
I{M(Xi) =
1}, . . . , I{M(Xi) = G}
)ᵀ
be the vector indicating group membership and τ = (τ1, . . . , τG)
ᵀ be
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the vector of subgroup effects. To transform model (5) into an SSLS-friendly model in (3), we
use the Robinson transformation (Robinson, 1988). Specifically, we define E
(
Yi |Xi
)
which, under
causal identifying assumptions (A1)-(A2), equals to
E
(
Yi |Xi
)
= E
{
Y
(0)
i |Xi
}
+ e(Xi)I(Xi)
ᵀτ
and subtract E
(
Yi |Xi
)
from (5) to obtain an SSLS model in (3)
Yi − E
(
Yi |Xi
)
f∗(Yi,Ai,Xi)
=
{
Ai − e(Xi)
}
I(Xi)
g∗(Ai,Xi)
ᵀ
τ + i , E
(
i |Ai,Xi
)
= 0 (6)
with f∗ and g∗ defined as above. From here, Algorithm 1 can be used to estimate τ . In partic-
ular, estimating the transformation functions f∗ and g∗ boils down to estimating E
(
Yi |Xi
)
and
the propensity score e(Xi), respectively, because those are the only nuisance functions in equa-
tion (6) and we can use their estimates as plug-ins, i.e. f̂k(Yi, Ai,Xi) = Yi − Êk
(
Yi |Xi
)
and
ĝk(Ai,Xi) =
{
Ai − êk(Xi)
}
I(Xi); note that Êk
(
Yi |Xi
)
and êk(Xi) are estimated using data in
ICk , the complement of kth subsample. Also, because estimating both E
(
Yi |Xi
)
and e(Xi) are
supervised learning problems, we can use popular machine learning method to estimate them. For
example, in our data analysis in Section 5, we use boosted trees (Friedman, 2001). Combined
together, the resulting estimator for τ using SSLS can be explicitly written as
τ̂SSLS =
 2∑
k=1
∑
i∈Ik
{
Ai − êk(Xi)
}2
I(Xi)I(Xi)
ᵀ
−1  2∑
k=1
∑
i∈Ik
{
Yi − Êk
(
Yi |Xi
)}{
Ai − êk(Xi)
}
I(Xi)

We can directly apply Theorem 2.2 to show that the estimator of τg is asymptotically Normal under
Assumption 2.1. However, to make Assumption 2.1 interpretable and easy to assess, we rewrite
Assumption 2.1 with respect to the nuisance functions E
(
Yi | Xi
)
and e(Xi) below.
Assumption 3.1 Let (Yi, Ai,Xi) be the random vector which satisfies (5). We assume that the
following conditions hold.
(a) Bounded Moments of Yi, i and Well-Defined Subgroups: E(Y
4
i ) and E(
2
i |Xi) are bounded
and there exists a positive constant c1 so that c1 ≤ P
{
M(Xi) = g
} ≤ 1− c1.
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(b) Bounded Moment of Êk
(
Yi |Xi
)
:
∥∥Êk(Yi |Xi)∥∥P,4 is bounded.
(c) Consistent Estimation of E
(
Yi |Xi
)
and e(Xi):∥∥Êk(Yi |Xi)−E(Yi |Xi)∥∥P,2,√N ∥∥êk(Xi)−e(Xi)∥∥2P,2, and√N ∥∥êk(Xi)−e(Xi)∥∥P,2∥∥Êk(Yi |Xi)−
E
(
Yi |Xi
)∥∥
P,2
converge to 0 as N goes to infinity.
Lemma 3.1 shows that Assumption 3.1 implies Assumption 2.1.
Lemma 3.1 Under model (5), if Assumption 3.1 holds, Assumption 2.1 holds.
The only major difference between the two assumptions is imposing restrictions on the functions
E
(
Yi |Xi
)
and e(Xi) instead of f
∗ and g∗ in equation (6) for interpretability. Specifically, conditions
(a) and (b) in Assumptions 2.1 and 3.1 impose bounded moment conditions. Condition (c) states
that the estimated functions converges quickly to the truth. Moreover, the consistent estimation
of the normal equations in Assumption 2.1 is implied by the scale factor
√
N in condition (c) of
Assumption 3.1.
From Lemma 3.1, the asymptotic Normality of τ̂SSLS is immediate and is stated in Theorem
3.1.
Theorem 3.1 Suppose the the assumptions in Lemma 3.1 hold. Then, the SSLS estimator of τ
from Algorithm 1 is asymptotically Normal with a diagonal covariance Σ = diag(Σ11, . . . ,ΣGG) and
diagonal elements Σgg.
√
N
(
τ̂SSLS − τ
)
D→ N
(
0,Σ
)
, Σgg =
E
[
2i
{
Ai − e(Xi)
}2
I{M(Xi) = g}
][
E
[{
Ai − e(Xi)
}2
I{M(Xi) = g}
]]2
Here, Σ is the semiparametric lower bound for variance under homoskedastic errors. We can also
consistently estimate Σgg by a plug-in estimator
Σ̂gg =
1
N
∑2
k=1
∑
i∈Ik ̂
2
ki
{
Ai − êk(Xi)
}2
I
{
M(Xi) = g
}[
1
N
∑2
k=1
∑
i∈Ik
{
Ai − êk(Xi)
}2
I
{
M(Xi) = g
}]2 ,
̂ki = Yi − Êk
(
Yi |Xi
)− {Ai − êk(Xi)}I(Xi)ᵀτ̂SSLS .
We make one remark about Theorem 3.1 with respect to the relationship between efficiency and
M . Consider a finer grouping function M ′ which further splits each subgroup associated with M .
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Without loss of generality, let us assume the g′th subgroup partitioned by M ′ is a subset of the gth
subgroup partitioned by M . This implies the g′th groupwise treatment effect associated with M ′ is
the same as the gth groupwise treatment effect associated with M . However, since P{M ′(Xi) = g′}
is smaller than P{M(Xi) = g} from the relationship between M and M ′, Theorem 3.1 implies the
asymptotic variance of τ̂g′,SSLS under M
′ is larger than that of τ̂g,SSLS under M . In short, excessively
fine-tuned grouping function M can create less efficient SSLS estimators.
3.2 Unknown M Case
In some cases, the investigator may not have prior hypothesis about the subgroups with differential
treatment effects and would instead prefer a data-driven choice of defining subgroups by estimating
M from data. In this section, we propose one approach that accomplishes this by combining
unsupervised and supervised learning.
To begin, suppose we randomly partition the data into three equal pieces. The first piece
of the data is used to group units who are similar in their covariates Xi via clustering methods
such as K-means (Lloyd, 1957; MacQueen, 1967) or hierarchical clustering (Gower, 1967; Gower
and J. S. Ross, 1969; Sibson, 1973) and obtain an estimated group function M̂ . The choice of
M̂ should be based on a combination of interpretability and power to detect an effect, say by
using a t-test based on the known M case. For example, from Theorem 3.1, to have 80% power
to detect a treatment effect of subgroup g in standardized units z˜ = τg/
√
Σgg, we need at least
n ≥ (z0.8 + z1−α/2)2 z˜−2 samples in group g where zpi is the pi quantile of a standard Normal
distribution. Thus, to detect a standardized effect size of z˜ = 0.1 in group g, we would need
a minimum of 25 samples in each partition generated by M̂ . Once the minimum sample size is
calculated, one can use K-means to cluster units based on a distance metric and define M ; we
can also constrain the clustering algorithm so that within each subgroup, there are treated and
control units. Rakhlin and Caponnetto (2007) and Ben-David et al. (2007) showed that under
mild conditions, estimating clusters based on K-means is stable when G is known; here, stability
means that training K-means clustering on two independent, but identically generated, data sets
will asymptotically lead to the same centers for K-means. This property is important because we
randomly partition the data to define M̂ and we do not want the random partitioning itself to
drastically affect how clusters are defined.
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Let M̂ denote the estimated M . We use the two leftover pieces of the data to run SSLS in
Section 3.1 where we replace M with M̂ . The exact algorithm is stated in Algorithm 2.
Algorithm 2 Sample Splitting Least Square (SSLS) Estimator τ̂D−SSLS With Unknown M
Require: Triple (Yi, Ai,Xi) ∈ R× {0, 1} × Rp, i = 1, . . . , N
Randomly split N samples to IM , I1, I2 ⊆ {1, . . . , N} where |IM | = |I1| = |I2| = N/3.
Cluster N units into G groups by the data-driven clustering function M̂ : Xi → {1, . . . , G} with
IM .
Compute group indication vector Î(Xi) =
(
I{M̂(Xi) = 1}, . . . , I{M̂(Xi) = G}
)ᵀ
for i ∈ I1 ∪ I2.
for k = 1, 2 do
Estimate the conditional expectation E(Y |X) and the propensity score e(X) with subsample
ICk . Denote them as Êk
(
Y |X) and êk(X).
Compute Êk
(
Yi |Xi
)
and êk(Xi) for i ∈ Ik.
end for
return Sample Splitting Least Square Estimator with Estimated Subgroups
τ̂D-SSLS =
[
2∑
k=1
∑
i∈Ik
{
Ai − êk(Xi)
}2
Î(Xi)̂I(Xi)
ᵀ
]−1 [ 2∑
k=1
∑
i∈Ik
{
Yi − Êk
(
Yi |Xi
)}{
Ai − êk(Xi)
}
Î(Xi)
]
To show the asymptotic Normality of the SSLS estimator based on an estimated M̂ , we assume
the following conditions on M̂ .
Assumption 3.2 Let (Yi, Ai,Xi) be the random vector which satisfies (5). Let M̂ be the estimated
function for M . We assume the following about M̂ :
∥∥I{M̂(Xi) 6= M(Xi)}∥∥P,2 and √N ∥∥êk(Xi)−
e(Xi)
∥∥
P,2
∥∥I{M̂(Xi) 6= M(Xi)}∥∥P,2 converges to 0 as N goes to infinity.
Condition in Assumption 3.2 states that whatever the investigator used to estimateM asymptot-
ically discovers the subgroup function M in (1). We remark that the product term in the condition
is more stringent than simple consistency of M̂ . However, this condition can be ignored when the
propensity score can be estimated at a fast convergence rate, say in a randomized experiment.
Under the additional Assumption 3.2, Theorem 3.2 shows that τ̂D−SSLS is asymptotically Nor-
mal.
Theorem 3.2 Suppose Assumption 3.1 and 3.2 hold. Then, the data-driven SSLS estimator of τ
from Algorithm 2 is asymptotically Normal with a diagonal covariance Σ proposed in Theorem 3.1.
√
2N
3
·
(
τ̂D−SSLS − τ
)
D→ N
(
0,Σ
)
.
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The constant 2/3 in front of N is due to the fact that we used 1/3 of the data to estimate M
and we do not use it again. While this does remove 1/3 of the data for estimating τg, splitting the
sample into three subsamples gives independence between IM and I1∪I2 and allow an investigator
to use a wide variety of clustering methods to estimate M .
Finally, if the consistency of M̂ to M in Assumption 3.2 is dubious, we can consider a conditional
inference approach that represents M̂ as a working model for M . Formally, suppose the investigator
believes M̂ itself satisfies the model (7).
Yi = E
{
Y
(0)
i |Xi
}
+Ai
G∑
g=1
θgI
{
M̂(Xi) = g
}
+ ˜i , E
(
˜i |Ai,Xi
)
= 0 (7)
where θg = E
{
Y
(1)
i − Y (0)i | M̂(Xi) = g
}
for g = 1, . . . , G. The parameter θg is a conditional
estimand and can be interpreted as the treatment effect conditional on selecting M̂ as the grouping
function; see Fithian et al. (2014), Taylor and Tibshirani (2015), and Lee et al. (2016) for additional
discussions on conditional/selective inference. It is slightly different than τg in equation (1) in that
if E
(
˜i |Ai,Xi
) 6= 0, then θg is a poor approximation of (1). But, the investigator can check the
validity of the approximated model (7) by using the estimated residuals and seeing whether the
moment condition E
(
˜i |Ai,Xi
)
= 0 is satisfied, similar to diagnosing linearity in linear regression;
see Section 4.3 for an example. Theorem 3.3 shows that θ̂D−SSLS, the estimator of θ =
(
θ1, . . . , θG
)ᵀ
constructed under Algorithm 2, is asymptotically Normal conditional on M̂ .
Theorem 3.3 Suppose model (7) and Assumption 3.1 hold where the c1 ≤ P
{
M(Xi) = g
} ≤ 1−c1
condition is replaced by c1 ≤ P
{
M̂(Xi) = g | M̂
} ≤ 1− c1. Then, conditional on M̂ , θ̂D−SSLS from
Algorithm 2 is asymptotically Normal with a diagonal covariance Σ
M̂
= diag(Σ
11,M̂
, . . . ,Σ
GG,M̂
)
√
2N
3
(
θ̂D−SSLS − θ
) ∣∣∣ M̂ D→ N(0,ΣM̂) , Σgg,M̂ = E
[
2i
{
Ai − e(Xi)
}2
I{M̂(Xi) = g} | M̂
][
E
[{
Ai − e(Xi)
}2
I(M̂(Xi) = g) | M̂
]]2 .
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We can also consistently estimate Σ
gg,M̂
by a plug-in estimator
Σ̂
gg,M̂
=
3
2N
∑2
k=1
∑
i∈Ik ̂
2
ki
{
Ai − êk(Xi)
}2
I{M̂(Xi) = g
}[
3
2N
∑2
k=1
∑
i∈Ik
{
Ai − êk(Xi)
}2
I{M̂(Xi) = g}
]2 ,
̂ki = Yi − Êk
(
Yi |Xi
)− {Ai − êk(Xi)}Î(Xi)ᵀθ̂D−SSLS .
3.3 Testing and Simultaneous Inference with Max Statistics
Once we have an asymptotically Normal estimator of τg, testing is straightforward. Here, we
illustrate three most relevant examples in the groupwise treatment effect context. We remark that
while this section focuses on the known M case, the same methods can be applied to the unknown
M case.
In the first example, suppose the investigator wants to test treatment heterogeneity across all
G groups and find subgroups with the most significant effect, all without inflating the familywise
Type I error rate (FWER); that is, we want the probability of falsely rejecting at least one true
null hypothesis about group g to be at most α. Formally, consider a set of hypotheses
H0g : τg = τ0g vs H1g : τg 6= τ0g , g = 1, · · · , G .
Based on the asymptotic Normality of τ̂SSLS, each H0g can be tested by the usual t-test with the
test statistic
Tg =
√
N
Σ̂gg
(
τ̂g,SSLS − τ0g
)
.
and the null H0g is rejected if |Tg| exceeds the critical value z1−α/2 where z1−α/2 is the 1−α/2 quan-
tile of the standard Normal distribution. Also, by the duality of testing and confidence intervals,
we can use the test statistic Tg to obtain a 1− α confidence interval of τg, which is
τ̂g,SSLS ± z1−α/2
√
Σ̂gg
N
.
However, if we repeatedly test H0g G times across G hypotheses, it will inflate the FWER.
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There are a myriad of ways to control FWER; see Chapter 9 of Lehmann and Romano (2006)
for a textbook overview and Pollard et al. (2005) for an R package implementing some popular
FWER control procedures. In this paper, for simplicity and because each τ̂g,SSLS are asymptotically
independent, we use the Sidak correction or the “maxT” method where a new, stringent critical
value q1−α/2 is computed to test each null H0g instead of the usual z1−α/2 critical value; see
Hothorn et al. (2008) for a nice summary. The new critical value q1−α is the 1 − α/2 quantile
of the maximum of G test statistics |T1|, . . . , |TG|. Since the joint distribution of T1, . . . , TG is
asymptotically standard multivariate Normal, the new critical value q1−α/2 is the maximum of this
Normal distribution, or specifically q1−α/2 = z1−{1−(1−α)1/G}/2; note that the new critical value
q1−α/2 is no less than the original critical value z1−α/2. By rejecting H0g if |Tg| exceeds q1−α/2, the
FWER is less than or equal to α. We can also derive an asymptotic two-sided simultaneous 1− α
confidence interval for τg by replacing the critical value z1−α/2 with q1−α/2
τ̂g,SSLS ± q1−α/2
√
Σ̂gg
N
.
If τ̂SSLS is Normal in finite sample and has known variance Σgg, the above multiple testing procedure
controls FWER exactly at level α and is the least conservative simultaneous, bounded two-sided
1− α confidence interval; see theorem in Section 7.1 of Dunn (1958).
Second, suppose the investigator wants to test the difference in treatment effects between two
subgroups g and g′, g 6= g′
H0 : τg = τg′ vs H1 : τg 6= τg′ .
Because the subgroups are disjoint, the above hypothesis is akin to two-sample t-testing in under-
graduate statistics courses. In particular, we can use the classic two-sample t-test with unequal
variances
Tg,g′ =
√
N
Σ̂gg + Σ̂g′g′
(
τ̂g,SSLS − τ̂g′,SSLS
)
and reject H0 if |Tg,g| exceeds the critical value z1−α/2. To conduct simultaneous pairwise compar-
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isons, we can use the new critical value q1−α/2 above, except we replace G to be the total number
of pairwise comparisons.
Finally, suppose the investigator wants to test a more general hypothesis of the form
H0 : Kτ = m0 (8)
where K is a known, user-specified L × G matrix, L is assumed to be bounded, and m0 is an
L-dimensional vector of null values. Hypothesis (8) is also known as a general linear hypothesis
and can encode a hypothesis contrasting two subgroups, H0 : τg = τg′ , or joint contrasts of multiple
groups. To test (8), we first estimate Kτ using a plug-in estimator of τ , Kτ̂SSLS. The asymptotic
distribution of Kτ̂SSLS under the conditions in Section 3.1 is
Q =
√
ND−1/2
(
Kτ̂SSLS −Kτ
) a.∼ N (0, D−1/2KΣ̂KᵀD−1/2) , D = diag(KΣ̂Kᵀ) (9)
where X
a.∼ Y means the distribution of X can be approximated to that of Y as the number
of samples increases. Then, we can use the classic Hotelling’s t-test to test the general linear
hypothesis; see Chapter 5 of Anderson (2003) for an overview of the Hotelling’s t-test
QᵀR−1Q a.∼ χ2rank(R) , R = D−1/2KΣ̂KᵀD−1/2 .
Here, χ2rank(R) is the Chi-square distribution with rank(R) degrees of freedom and rank(R) is the
rank of matrix R. We would reject the general linear hypothesis if QᵀR−1Q exceeded χ21−α,rank(R),
the 1 − α quantile for the Chi-square distribution with rank(R) degrees of freedom. In words,
rejecting this null hypothesis would state that a particular K-constrained linear contrast is not
consistent with the null in equation (8).
3.4 Implementation and Practical Considerations
We conclude the method’s section by considering four practical implementation details that can
improve the finite-sample performance behavior of our estimator of τg in certain data settings.
First, suppose we have many subgroups of interest, but the number of individuals within each
subgroup is small. If we do a simple random partition as stated in Algorithm 1, we may, by
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random chance, end up training the functions f∗ and g∗ based on only one subgroup or a small
set of subgroups; in short, not all subgroups are represented when estimating f∗ and g∗. To make
sure this is not the case, we can partition the data at the subgroup level, akin to stratified cross-
validation in Kohavi (1995). Specifically for each subgroup, we randomly partition the sample into
two sets, combine the first set across all subgroups to estimate f∗ and g∗ and use the second set
across all subgroups to estimate τg. Theoretically, the estimator generated from this type of sample
splitting has the same asymptotic properties as the original estimator in Algorithm 1.
Second, suppose we have a small sample. In this setting, not only will the asymptotics in
Theorem 3.1 not kick in and we may have finite-sample performance issues, but also the randomness
artificially induced by sample splitting in Algorithm 1 may dominate the randomness inherent
in the sample and lead to unstable estimates of τg. This is a known issue in sample splitting
procedures for heterogeneous treatment effects and, in this case, we advocate the approach laid
out in Chernozhukov et al. (2018) where we repeat Algorithm 1 multiple times and aggregate the
results. We demonstrate one version of this approach in our simulation studies in Section 4 where
we repeat Algorithm 1 25 times to obtain 25 estimates of τ̂g and their corresponding asymptotic
variances, and take the median of the 25 estimates as the final estimate. For the data analysis in
Section 5, we also follow the same steps but repeat it 1, 000 times.
Third, when estimating the functions f∗ and g∗, or specifically E
(
Yi |Xi
)
and e(Xi), we haven’t
explicitly laid out a supervised learning method to use. From a theoretical perspective, so long
as the learning method achieves the convergence rates laid out in condition (c) of Assumption
3.1, the asymptotic property of τ̂SSLS laid out in Theorem 3.1 remains the same. Unfortunately,
the convergence of rates of popular modern supervised learning methods, such as neural nets and
boosted trees, are unknown and difficult to characterize. We partially remedy this in Section 4 by
conducting a limited simulation study to compare how different learning methods estimate τg in a
data generating model that is similar to our data.
Finally, our setup assumes that the individuals within a subgroup are independent from each
other. This is a typical assumption in many methods in heterogeneous treatment effect estimation.
But, in practice, this may not hold where two individuals in a subgroup may be correlated in their
treatment assignment or outcome variables because they share similar covariate values. In Section
4, we study the impact of intra-correlation within each subgroup by conducting a simulation study
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where within each subgroup, there is correlation between two individuals’ treatment assignments
Ai and the outcomes Yi, We study how robust our method is to intra-correlations of this kind.
4 Simulation
4.1 Choice of Machine Learning Method and Intra-Cluster Correlations
We conduct simulation studies to study the performance of our estimator τ̂SSLS. For the first study,
we jointly assess the choice of machine learning algorithms and presence of intra-cluster correlations
within each subgroups, specifically in the outcome Yi and the treatment Ai. These are meant to
assess violations of our theoretical assumptions, mainly condition (c) in Theorem 3.1 that requires
a machine learning method to estimate the nuisance functions at fast rates and our i.i.d. condition
in (5) which requires our units to be independent of each other.
For machine learning algorithms, we restrict our attention to three methods implemented in
the R package caret (Kuhn, 2008) under default parameter settings: a single-layer neural net-
work (method=“nnet”), a boosted tree (method=“gbm”), and a classification and regression tree
(CART) (method=“rpart”). These three methods will be used to estimate the propensity score
e(Xi) and the function E
(
Yi |Xi
)
. We also fit parametric, correctly specified models of e(Xi) and
E
(
Yi |Xi
)
to serve as baselines. For inducing intra-correlations, we use random effects models for
both the outcome and the propensity score described below.
For the data generating model, we drawN = 1, 000 i.i.d. samples of (Yi, Ai,Xi) ∈ R⊗{0, 1}⊗R5.
The covariate vectors Xi = (Xi1, · · · , Xi5) consist of two continuous random variables, Xi1 and Xi2,
each from a standard Normal distribution, and three binary variables, Xi3, Xi4, and Xi5, each from
a Bernouilli distribution with p = 0.5; all five variables are mutually independent of each other.
Based on the covariates Xi, each observation belongs to one of G = 4 subgroups based on one
continuous and one discrete covariate. Specifically, the grouping function M is known and defined
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as
M(Xi) =

1 Xi1 < 0 and Xi5 = 0
2 Xi1 < 0 and Xi5 = 1
3 Xi1 ≥ 0 and Xi5 = 0
4 Xi1 ≥ 0 and Xi5 = 1
.
The treatment Ai is sampled from a logistic model with mean
logistic
(
0.5 + 0.5Xi1 + 0.5Xi2 − 0.5Xi3 −Xi4 +Xi5 + νg
)
, νg ∼ N
(
0, σ2A
)
where logistic(x) = exp(x)/[1 + exp(x)]. The random variable νg is the random effect associated
with group g and is independent of the covariates. The potential outcome models under treatment
assignment a is
Y
(a)
i = 5 + τg · a+X2i1 − 2Xi1Xi2 − 2Xi3 − 2Xi4 + 4Xi5 + ξg + i , i ∼ N
(
0, 1
)
, ξg ∼ N
(
0, σ2Y
)
The heterogeneous treatment effect for group g is reflected by the parameter τg and has the form
τg = g for g = 1, . . . , 4. The random variable ξg is the random effect associated with group g and is
independent of the covariates. The simulation varies the magnitude of the random effects σ2A and
σ2Y from no random effect, σ
2
A = σ
2
Y = 0, to large random effects, σ
2
A = σ
2
Y = 2
2. Overall, the data
generating model was designed to reflect the empirical data we analyze in Section 5 where we have
a mixture of continuous and categorical covariates that define the subgroups of interest and there
may be intra-correlation within a particular subgroup.
We generate 1, 000 instances of the simulated data. For each estimated τg, we measure bias, the
ratio of the empirical standard error to the theoretical asymptotic standard error, and simultaneous
coverage rate of 95% confidence intervals. For bias and standard errors, we report the result from
one subgroup g = 1, but the results are similar across all subgroups; see supplementary materials for
details. For simultaneous coverage, we measure the number of times that four confidence intervals
under the maxT approach simultaneously covered the four true values τ1, . . . , τ4. Table 1 shows
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the results.
We notice three things from the simulation study. First, under the oracle model with no ran-
dom effects, the estimator is approximately unbiased and its empirical standard error is similar to
the theoretical asymptotic standard error, where empirical standard error is obtain as the stan-
dard deviation of simulated 1, 000 estimates of τ and the theoretical asymptotic standard error is
obtained from the plug-in variance estimate introduced in Theorem 3.1. Out of simulated 1, 000
estimates for τ , 944 estimated confidence intervals simultaneously cover τ1, . . . , τ4, which agrees
with our theory. Second, the performance of the estimators depends on the machine learning
method used to estimate the nuisance functions E(Yi |Xi) and e(Xi). The estimator constructed
by CART shows significant bias because it is less flexible than other methods. Boosted trees are
robust to violation of the independent assumption, especially showing small bias even at high levels
of intra-correlation. Third, generally speaking, the intra-correlation of the treatment assignment
negatively affects estimation performance compared to the intra-correlation of the outcomes. This
may be due to condition (c) in Assumption 3.1, where the propensity score e(Xi) requires more
stringent condition than E
(
Yi |Xi
)
. While the simulation study is not comprehensive, based on the
simulation results, we use boosted trees with default tuning parameters to estimate the groupwise
treatment effects going forward.
4.2 Comparison to Other Methods
In this simulation study, we compare our estimator τ̂SSLS to the generalized random forest (GRF)
(Athey et al., 2019) under the same simulation scenario, but without random effects. Since the GRF
estimates the conditional average treatment effect, we use the R function average treatment effect
function in the GRF R package to obtain an estimate of the groupwise treatment effect.
First, we compare bias, standard error, and coverage between GRF and our method from 10, 000
repetitions. We measure bias by reporting the square difference between the estimated and the true
groupwise treatment effect, [
∑4
g=1(τ̂
2
g −τg)2]1/2. For variance, we report the square root of the sum
of the estimated variances of τ̂gs: [
∑4
g=1 V̂ ar(τ̂g)]
1/2. For coverage, we report the proportion that
four confidence intervals simultaneously covered the four true values τ1, . . . , τ4 under the maxT
approach. Figure 1 shows the result across 10, 000 repetitions.
In general, we notice that our SSLS estimator performs better than the GRF estimator. The
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Figure 1: Graphical comparisons between the SSLS() and the GRF() estimates. Left, middle,
and right histograms show bias, estimated asymptotic standard error, and the maxT statistic,
respectively, for each method. The average biases of SSLS and GRF are 0.34 and 0.45, respectively.
The average standard errors of SSLS and GRF are 0.39 and 0.54, respectively. The average coverage
rates of SSLS and GRF are 0.97 and 0.98.
averages bias and the standard error of the SSLS estimates are smaller than that from GRF.
Surprisingly, the simultaneous coverage rate is similar between the two methods. To investigate
the coverage property more closely, we compared the power to test the following hypotheses:
H0 : τ = τ0 vs H1 : τ 6= τ0 , τ0 = (1, 2, 3, 4)ᵀ .
We reject H0 if the absolute value of the maxT statistic is greater than q0.975 to make the test
level 0.05. For the alternative, we randomly pick several τ s so that ‖τ − τ0‖2 = k/25 where k is a
simulation parameter varying from 0 to 50. For each K, we simulate 1, 000 times and report the
number of times the null hypothesis is rejected among 1, 000 simulations. Figure 2 presents the
results as a power curve. We find that the SSLS estimator is uniformly more powerful than the
GRF estimator for all effect sizes and they have nearly similar power when τ is far from τ0. This
suggests that the similarity in coverage rates between SSLS and GRF in Figure 1 is likely due to
the true groupwise effects being far from the null.
4.3 Diagnostics for M
In this simulation study, we propose a simple visual plot to diagnose mis-specification of M , specif-
ically whether equation (5) holds given a particular definition of M . The diagnostic is based on
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Figure 2: Power comparison between the SSLS( ) and GRF( ) estimator. The dotted line(· · · )
indicates the level of the test, α = 0.05. The hypothesis test of interest is H0 : τ = τ0 versus
H1 : τ 6= τ0 where τ0 = (1, 2, 3, 4)ᵀ. τA is the true groupwise treatment effect under the alternative
hypothesis and the x-axis is the Euclidean distance from τA to the null τ0.
regression and serves to validate the analysis on subgroup treatment effects.
For simplicity, we assume a single continuous covariate, but the approach is similar for models
with multivariate covariates. For the data generating model, we draw N = 10, 000 i.i.d. samples
of (Yi, Ai, Xi) ∈ R ⊗ {0, 1} ⊗ R. The covariate Xi is sampled from a uniform distribution on
(0, 1). Based on the covariate Xi, each observation belongs to one of G = 2 subgroups with the
true grouping function defined as M(Xi) = 1 + I(Xi > 0.5). The treatment Ai is sampled from a
Bernoulli distribution with probability p = 0.5. The potential outcome models under the treatment
assignment a is
Y
(a)
i = τg · a+X2i + i , i ∼ N(0, 0.12) .
The heterogeneous treatment effect for group g is reflected by the parameter τg where τg = g for
g = 1, 2. We also define a mis-specific grouping function, denoted asMw = 1+I(Xi > 0.25)+I(Xi >
0.75). Therefore, under Mw, individuals with covariates within the interval (0.25, 0.75) belong to
the same group, even though under the true M , the treatment effects differ within this group.
We first construct the SSLS estimates via boosted trees under the correctly specified M and mis-
specified Mw and obtain the estimates for the residuals ̂i for each grouping function. We then plot
the residuals against the covariate Xi, similar to a residual plot for simple linear regression. If the
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grouping function is correctly specified, ̂is should satisfy the mean zero moment restriction. Figure
3 summarizes the results. When the grouping function is correctly specified, the residuals average
close to zero and visually satisfy the moment restriction. On the contrary, when the grouping
function is mis-specified, the residuals are off-centered around the interval (0.25, 0.75), which is the
mis-specified region under Mw. In fact, the diagnostic plot can help an investigator better define
M by focusing on a better partition of X within the mis-specified (0.25, 0.75) region.
Figure 3: Diagnostic plots for visualizing mis-specification of M . Y-axis is the residual from the
SSLS estimator and the x-axis is the covariate Xi. Top plots are associated with a correctly specified
M and the bottom plots are associated with a mis-specified M (i.e. Mw). Left and right plots
contain the observations under control (A = 0) and treatment (A = 1), respectively. The red solid
curves( ) are smoothing lines with bandwidth h = 0.05 and are drawn to guide visualization.
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5 Data Analysis
5.1 Background and Defining Subgroups
To demonstrate our method in real data, we revisit the study by Gerber et al. (2017), who ran a
large-scale randomized experiment to test the effect of sending voting report cards before the 2014
U.S. midterm elections on voter turnout in 17 states. Specifically, roughly 95% of the n = 1, 969, 899
eligible registered voters for the 2014 election were randomized to receive a voting report card via
mail (i.e. treatment) that contained voter’s historical electoral participation compared to others;
the rest received no information (i.e. control). The outcome of interest Yi was voter turnout in 2014
where 1 indicates that voter i voted and 0 otherwise. The authors also recorded the following pre-
treatment covariates describing each voter: age, past election turnout since 2006 , marital status,
race, sex, and state.
Among researchers in electoral participation, voters are typically grouped by age, usually young,
middle, and old voters, as well as their state of residence (File, 2014). Indeed, Gerber et al. (2017)
also hypothesized effect heterogeneity along these subgroups, where they conjectured treatment
heterogeneity between states due to each state’s unique demographics and ballot measures up for
vote during the 2014 election. For example, in 2014, Florida had a ballot measure to legalize
medical marijuana, an issue that may appeal to younger voters (Florida Department of State,
2019). Louisiana had two ballot measures on healthcare, one protecting Medicaid reimbursements
and another protecting Medical Assistance Trust Fund used primarily by nursing homes, community
pharmacies, and low-income patients to reimburse recipients (Louisiana Department of State, 2019);
these ballot measures may appeal to voters who are retired or have low income. Arkansas had a
ballot measure to legalize the sale of alcohol statewide (Arkansas Secretary of State, 2017), an issue
with potentially broad appeal to all types of voters.
For this paper, we encoded the investigators’ hypothesis by using the covariates state and age.
In particular, for each of the 17 state, we partitioned age into 3 interpretable groups, young voters,
old voters, and middle-age voter where young voters are defined as voters under 25, old voters are
defined as those above 60, and middle-age voters ranged between 26 and 59. We remark that other
partitions of age are possible, depending on the context of the study, and we validate our partitions
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using the diagnostics proposed in Section 4.3. Also, we note that under the groupwise framework,
equation (5) serves as a linear probability model for our binary Yi and the transformation of the
outcome in equation (6) which is the basis for the SSLS estimator serves as a linear regression
model with a continuous outcome; see Chapter 15.2 of Wooldridge (2010) for details. Finally, we
removed Alaska and New Hampshire because many voters in these states had missing age values,
specifically 38.5% of voters in Alaska and 35.9% of voters in New Hampshire had missing values.
In total, we had G = 15× 3 = 45 total subgroups with n = 1, 886, 243 individuals; see Table 2 for
a full list of the subgroups and their characteristics.
5.2 Analysis
Before estimating τg, we informally assessed overlap and extrapolation issues by computing the
proportion of treated voters and the age distribution in each state. For all subgroups, the proportion
of treated was around 95%, which agrees with the original randomization of the experiment. We
also noticed some variation in age across states; Iowa had twice the number of young voters than
old voters (34,202 vs. 16,241), but Florida had twice the number of old voters than young voters
(43,691 vs. 18,976). Kansas was in the extreme where the number of old voters was 22 times the
number of young voters (33,210 vs. 1,485). The smallest subgroup was young voters from Texas,
with 677 voters, and the largest subgroup was middle-age voters from Kentucky, with 181,072
voters. Also, Texas, despite its size, had only 5,284 voters in the study, indicating that our result
may not generalize to all voters in Texas.
Next, we used SSLS to estimate the groupwise treatment effect τg across all 45 groups and
tested the null hypotheses of no effect, i.e. H0g : τg = 0 for all g = 1, . . . , 45. We use boosted
trees implemented in R package caret (Kuhn, 2008) under default parameter settings to estimate
the function E
(
Yi |Xi
)
, but used the design of the experiment to estimate the propensity score.
Also, since our data has 1.88 million individuals, we are generally optimistic that τ̂SSLS enjoys the
asymptotic properties laid out in Section 3.
Table 2 summarizes our results. As hypothesized by Gerber et al. (2017), we saw that there is
significant state-level heterogeneity at level α = 0.05 or α = 0.1, with voter report cards raising
turnout in 8 mostly Southern or Midwestern states (Arkansas, Georgia, Kentucky, Louisiana, Maine,
Michigan, North Carolina, and Wisconsin) by 1∼4% on average. The other 7 states did not have
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significant effects, but their estimated effects were close to the effects from significant subgroups.
We also notice that within each significant state, old voters generally had the largest effects; in
Kentucky, Georgia, and Maine, the treatment increased turnout among old voters by 2.3%, 4.4%,
and 3.7%, respectively. But, in Louisiana, the treatment increased turnout among middle-age
voters by 2.7%. In Michigan, the treatment increased turnout only among young voters by 2.5%.
Finally, none of the results were significant after multiplicity corrections with the critical value
q1−0.05/2 = 3.254. This suggests that while treatment heterogeneity may be present, it is most
likely very small in magnitude and is insignificant after multiple testing corrections. This aligned
with Gerber et al. (2017)’s analysis of state-level heterogeneity, specifically Table 6, where they did
not find large differences in effect estimates across the states.
5.3 Diagnostics
As we discussed in Section 4.3, we used residual plots to diagnose mis-specification of M proposed in
Section 5.1. Specifically, for each state, we plotted the error estimates against the age covariate and
check whether the error estimates satisfy the mean zero restriction across all age values. In Figure
4, we report the residual plots of Kentucky and Arkansas as examples; see supplementary materials
for the residual plots of other states. For Kentucky, the residuals were, on average, zero across all
values of age, visually satisfying the moment restriction, and the inference regarding the subgroups
of Kentucky seemed reasonable. On the other hand, for Arkansas, the residual plot showed a very
small, U-shaped curve, which suggests that age may have been incorrectly partitioned, albeit very
slightly. Therefore, when interpreting results from Arkansas, the investigator should keep in mind
the possibility of the mis-specification and its impact on inference form the SSLS estimator. Finally,
many states showed residual plots similar to Kentucky, suggesting that M was reasonable for this
data. And for states where the residual plots visually violate the mean zero restriction, we may try
to find better subgroup partitions so that the residual estimates satisfy the mean zero restriction.
6 Conclusion
The paper presents a method to estimate groupwise treatment effects τg and to jointly test these
effects. The method combines basic statistical principles, linear regression and sample splitting,
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Figure 4: Diagnostic plots for Kentucky and Arkansas. The x-axis plots the age and the y-axis plots
the residuals. Top and bottom plots are associated with Kentucky and Arkansas, respectively. Left
and right plots contain observations under control (A = 0) and treatment (A = 1), respectively.
The red solid curves( ) are smoothing lines with bandwidth h = 5 and are drawn to guide
visualization.
as an SSLS estimator and can incorporate machine learning methods to flexibly model nuisance
functions like the propensity score or the mean of the outcome given covariates. We also proposed
a visual way to diagnose whether the subgroups were specified correctly based on the residual plot.
Overall, the resulting estimator can be used to do marginal or simultaneous inference of treatment
effects, where the former boils down to a simple t-test and the latter only requires changing the
critical value to the 1 − α/2 quantile of the maximum of G i.i.d. standard Normals. We apply
our method to a recent, get-out-the-vote randomized experiment during the 2014 U.S. midterm
elections where we studied effect heterogeneity across state and age subgroups. We find that our
method detected heterogeneity in these subgroups, but the differences are not significant after a
multiple testing correction.
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Supplementary Materials
Supplementary materials contains four sections. Section A presents two useful lemmas which are
used in the proofs. Section B proves the theorems and lemmas stated in the paper. Section
C includes the additional simulation results of Section 4.1. Section D contains the additional
diagnostic plots of Section 5.3.
A Lemma
We introduce two useful lemmas for the proof.
Lemma A.1 Let U and V be the random vectors. Then,
∥∥E(UVᵀ)∥∥
2
≤ E(‖UVᵀ‖2) ≤√E(‖U‖22)E(‖V‖22) .
Furthermore, suppose U is a bounded random vector, i.e., ‖U‖2 ≤M for some M . Then,
E
(‖UVᵀ‖2) ≤M · E(‖V‖2) .
Also, for r ≥ 1, we have
E
(‖UVᵀ‖r2) ≤√E(‖U‖2r2 )E(‖V‖2r2 ) .
Proof. For the first result, we observe that the matrix spectral norm is convex and induced by the
vector 2-norm. As a result, the Jensen’s inequality, the submultiplicavity of the spectral norm, and
Ho¨lder’s inequality gives the result
∥∥∥∥∫ UVᵀdP∥∥∥∥
2
≤
∫
‖UVᵀ‖2 dP ≤
∫
‖U‖2‖V‖2 dP ≤
√∫
‖U‖22 dP
∫
‖V‖22 dP . (10)
Here, P is the law of (U,V). The second result is trivial by replacing ‖U‖2 with M in the third
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integral of (10). The last result holds via analogous steps:
∫
‖UVᵀ‖r2 dP ≤
∫
‖U‖r2‖V‖r2 dP ≤
√∫
‖U‖2r2 dP
∫
‖V‖2r2 dP .
Lemma A.2 (Chernozhukov et al., 2018) Let aN be a sequence of positive numbers forN = 1, 2, . . ..
If ‖XN‖ = OP (aN ) conditional on YN , then ‖XN‖ = OP (aN ) unconditionally.
Proof. See Lemma 6.1 of Chernozhukov et al. (2018).
B Proof
We drop the subscripts of random variables indexing individual when quantities do not depend on
the individual level for the simpler notation. For example, we use E
(
V
)
instead of E
(
Vii
)
in
Appendix B.1.
B.1 Proof of Theorem 2.1
For the asymptotic Normality result, we rearrange the proof in Wooldridge (2010). The
√
N -scaled
difference between β̂LS and β is
√
N
(
β̂LS − β
)
=
(
1
N
N∑
i=1
ViV
ᵀ
i
)−1(
1√
N
N∑
i=1
Vii
)
. (11)
Note that Vii are i.i.d. with the mean vector E
(
V
)
= 0. Also, the variance matrix is V ar
(
V
)
=
E
{
VVᵀE
(
2 |V)}, which is positive definite with finite entries from Assumption 2.1. As a result,
by the central limit theorem,
1√
N
N∑
i=1
Vii
D→ N
(
0, E
(
2VVᵀ
))
.
Let RN,1 =
1
N
∑N
i=1ViV
ᵀ
i − E
(
VVᵀ
)
, which is oP (1) by the law of large numbers. Since all
singular vales of E
(
VVᵀ
)
are bounded below by a constant from Assumption 2.1, all singular
values of 1N
∑N
i=1ViV
ᵀ
i are also bounded below by a constant with probability 1 − o(1). As a
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result, its inverse matrix is well-defined with probability 1 − o(1). Since {E(VVᵀ) + RN,1}−1 −
E
(
VVᵀ
)−1
= −{E(VVᵀ) + RN,1}−1RN,1E(VVᵀ)−1, we obtain the following result when the
inverse of 1N
∑N
i=1ViV
ᵀ
i exists:∥∥∥∥∥∥
(
1
N
N∑
i=1
ViV
ᵀ
i
)−1
− E(VVᵀ)−1
∥∥∥∥∥∥
2
=
∥∥∥{E(V∗V∗ᵀ)+RN,1}−1 − E(VVᵀ)−1∥∥∥
2
≤
∥∥∥{E(V∗V∗ᵀ)+RN,1}−1∥∥∥
2
∥∥∥RN,1∥∥∥
2
∥∥∥E(VVᵀ)−1∥∥∥
2
= oP (1) .
This implies that
(
1
N
∑N
i=1ViV
ᵀ
i
)−1 P→ E(VVᵀ)−1. Finally, applying Slutskys theorem to (11),
we get the asymptotic Normality result of the theorem.
For semiparametric efficiency, we follow the steps in Newey (1990). Let the true density of
(Zi,Vi) at (z,v) be p0(z,v,β), the conditional density of i at t given Vi = v be f0(t |v), and the
marginal density of Vi at v be q0(v). The true model p0 satisfies
p0(z,v,β) = f0(z − vᵀβ |v)q0(v) .
Let the parametric submodel indexed by θ = (θᵀ1 ,θ
ᵀ
2)
ᵀ ∈ Rd ⊗ Rr be
p(z,v,θ) = f(z − vᵀθ1,θ2 |v) q(v,θ2) ,
and we assume that the true model is recovered at θ∗ = (βᵀ,ηᵀ)ᵀ. Without loss of generality, we
can assume that θ2 and η are r-dimensional parameters. Note that ∂θ1/∂θ = [Id, 0d×r], where Id
is the d× d identity matrix and 0d×r is the d× r zero matrix.
The score function S(Zi,Vi) is
S(Zi,Vi) =
S1(Zi,Vi)
S2(Zi,Vi)
 =
 −Vi · s(i,Vi)
A(i,Vi) +B(Vi)
 ,
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where
i = Zi −Vᵀi β ,
s(i,Vi) =
1
f0(i |Vi) ×
∂f(t,θ2 |Vi)
∂t
∣∣∣∣
t=i,θ2=η
,
A(i,Vi) =
1
f0(i |Vi) ×
∂f(Zi −Vᵀi θ1,θ2 |Vi)
∂θ2
∣∣∣∣
θ=θ∗
=
∂θ2f(i,η |Vi)
f0(i |Vi) ,
B(Vi) =
1
q0(Vi)
× ∂q(Vi,θ2)
∂θ2
∣∣∣∣
θ2=η
=
∂θ2q(Vi,η)
q0(Vi)
.
From the property of the score function, we find that E
{
A(i,Vi) |Vi
}
and E
{
B(Vi)
}
are of
mean zero. Also, from the moment condition E
(
i |Vi
)
= 0, we get additional moment restriction
E
{
i ·A(i,Vi) |Vi
}
= 0 by observing the following equation
E
{
i ·A(i,Vi) |Vi
}
=
∫
t · ∂f(t,θ2 |Vi)
∂θ2
∣∣∣∣
θ2=η
dt =
∂
∂θ2
∫
t · f(t,θ2 |Vi) dt = 0 , ∀Vi . (12)
The second equality holds under the regularity condition imposed on f and this can be obtained
by taking suitable parametric submodel. As a result, the tangent space T is the mean-closure of
the linear combinations of Vi · s(i,Vi), A(i,Vi), and B(Vi) with the mean zero restriction on
quantities E
{
A(i,Vi) |Vi
}
, E
{
B(Vi)
}
, and E
{
i ·A(i,Vi) |Vi
}
.
We now claimψi = E
(
ViV
ᵀ
i
)−1
Vii is the efficient influence function. First, we show E
{
ψiS1(Zi,Vi)
ᵀ} =
Id. Under the suitable regularity conditions, we observe
E
{
i · s(i,Vi) |Vi
}
=
∫
t · s(t,Vi)f0(t |Vi) dt = ∂
∫
f(αt,θ2 |Vi) dt
∂α
∣∣∣∣∣
α=1,θ2=η
= −1 . (13)
As a result, we get
E
[
ψiSθ1(Zi,Vi)
ᵀ] = −E[E[ViVᵀi ]−1Vii · s(i,Vi)Vᵀi ]
= −E[ViVᵀi ]−1E[E[Vii · s(i,Vi) |Vi]Vᵀi ] = Id .
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Second, we show E
[
ψiSθ2(Zi,Vi)
ᵀ] = 0d×r:
E
{
ψiS2(Zi,Vi)
ᵀ} = E[E(ViVᵀi )−1Vii{A(i,Vi) +B(Vi)}ᵀ]
= E
(
ViV
ᵀ
i
)−1
E
[
ViE
{
iA(i,Vi)
ᵀ |Vi
}
+ViE(i |Vi)B(Vi)ᵀ]
= 0d×r .
As a result, we get E[ψiS(Zi,Vi)
ᵀ] = [Id, 0d×r] = ∂θ1/∂θ. Note that ψi ∈ T because
ψi = E
(
ViV
ᵀ
i
)−1
Vii = −E
(
ViV
ᵀ
i
)−1
Vi σ
2s(i,Vi) + E
(
ViV
ᵀ
i
)−1
Vi
{
i + σ
2s(i,Vi)
}
,
and each part corresponds to the first and second basis of T , respectively. Therefore, E(ψiψᵀi ) =
σ2E
(
ViV
ᵀ
i
)−1
is the semiparametric efficiency bound for regular asymptotic linear estimators of
β.
B.2 Proof of Theorem 2.2
The proof follows from Theorem 3.1 and 3.2 of Chernozhukov et al. (2018). For completeness, we
provide a full exposition tailored to our context below.
Step 1 : For the simplicity, we denote
RN,1 :=
1
N
2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki − E
(
V∗V∗ᵀ
)
,
RN,2 :=
1
N
2∑
k=1
∑
i∈Ik
V̂ki
(
Ẑki − V̂ᵀkiβ
)− 1
N
N∑
i=1
V∗i
(
Z∗i −V∗ᵀi β
)
.
In following Step 2 - Step 5, we will show that
Step 2 : ‖RN,1‖2 = oP (1) , (14)
Step 3 :
√
N‖RN,2‖2 = oP (1) , (15)
Step 4 :
1√
N
∥∥∥∥∥
N∑
i=1
V∗i
(
Z∗i −V∗ᵀi β
)∥∥∥∥∥
2
= OP (1) , (16)
Step 5 : ‖Σ̂− Σ‖2 = oP (1) . (17)
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We observe that the singular values of E
(
V∗V∗ᵀ
)
is bounded below by a constant from Assumption
2.1 and the singular values of 1N
∑2
k=1
∑
i∈Ik V̂kiV̂
ᵀ
ki are positive with probability 1 − o(1) in
conjunction with (17). This implies β̂SSLS is well-defined with probability 1−o(1), and in addition,
the
√
N -scaled difference between β̂SSLS − β can be represented as
√
N
(
β̂SSLS − β
)
=
√
N
 1
N
2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki
−1 1N
2∑
k=1
∑
i∈Ik
V̂kiẐki −
 1
N
2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki
β

=
{
E
(
V∗V∗ᵀ
)
+RN,1
}−1 1√N
2∑
k=1
∑
i∈Ik
V̂ki
(
Ẑki − V̂ᵀkiβ
)
=
{
E
(
V∗V∗ᵀ
)
+RN,1
}−1{ 1√
N
N∑
i=1
V∗i
(
Z∗i −V∗ᵀi β
)
+
√
NRN,2
}
. (18)
Note that
{
E
(
V∗V∗ᵀ
)
+ RN,1
}−1 − E(V∗V∗ᵀ)−1 = −{E(V∗V∗ᵀ) + RN,1}−1RN,1E(V∗V∗ᵀ)−1,
and, combining (14) and Assumption 2.1, we get
∥∥∥{E(V∗V∗ᵀ)+RN,1}−1 − E(V∗V∗ᵀ)−1∥∥∥
2
≤
∥∥∥{E(V∗V∗ᵀ)+RN,1}−1∥∥∥
2
∥∥∥RN,1∥∥∥
2
∥∥∥E(V∗V∗ᵀ)−1∥∥∥
2
= oP (1) . (19)
By (15) and (16), the second term in (18) is
∥∥∥∥∥∥ 1√N
2∑
k=1
∑
i∈Ik
V∗i
(
Z∗i −V∗ᵀi β
)
+
√
NRN,2
∥∥∥∥∥∥
2
≤
∥∥∥∥∥∥ 1√N
2∑
k=1
∑
i∈Ik
V∗i
(
Z∗i −V∗ᵀi β
)∥∥∥∥∥∥
2
+
∥∥∥√NRN,2∥∥∥
2
= OP (1) . (20)
Combining (19) and (20) gives
∥∥∥∥∥∥
[{
E
(
V∗V∗ᵀ
)
+RN,1
}−1 − E(V∗V∗ᵀ)−1]
 1√N
2∑
k=1
∑
i∈Ik
V∗i
(
Z∗i −V∗ᵀi β
)
+
√
NRN,2

∥∥∥∥∥∥
2
= oP (1) .
(21)
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Substituting (21) into (18) leads to
√
N
(
β̂SSLS − β
)
= E
(
V∗V∗ᵀ
)−1 1√N
2∑
k=1
∑
i∈Ik
V∗i
(
Z∗i −V∗ᵀi β
)
+
√
NRN,2
+ oP (1)
= E
(
V∗V∗ᵀ
)−1 1√N
2∑
k=1
∑
i∈Ik
V∗i
(
Z∗i −V∗ᵀi β
)+ oP (1) ,
where the second equality used (15) and Assumption 2.1. Therefore, by Lindberg-Feller central
limit theorem and Cramer-Wold theorem, we obtain the asymptotic normality:
√
N
(
β̂SSLS − β
)
D→ N
(
0,Σ
)
,
where Σ = E
(
V∗V∗ᵀ
)−1
E
(
2V∗V∗ᵀ
)
E
(
V∗V∗ᵀ
)−1
. The asymptotic result after replacing Σ with
Σ̂ is trivial from Slutsky’s theorem combined with (17). To finish the proof, we need to show (14)
- (17) in following steps.
Step 2 : We prove (14), which suffices to show that
∥∥∥∥∥∥ 1N/2
∑
i∈Ik
V̂kiV̂
ᵀ
ki − E
(
V∗V∗ᵀ
)∥∥∥∥∥∥
2
= oP (1) (22)
for k = 1, 2. The above value is upper bounded by the sum of two quantities B1 +B2, where
B1 =
∥∥∥∥∥∥ 1N/2
∑
i∈Ik
V̂kiV̂
ᵀ
ki − E
{
ĝk(V)ĝk(V)
ᵀ | ICk
}∥∥∥∥∥∥
2
, B2 =
∥∥∥E{ĝk(V)ĝk(V)ᵀ | ICk }− E(V∗V∗ᵀ)∥∥∥
2
,
where ICk in the conditional expectation implies the samples in ICk is considered to be fixed. There-
fore, ĝk in the conditional expectation is also nonstochastic. Since V̂ki = ĝk(Vi), the conditional
expectation of B21 conditional on the samples in ICk is upper bounded by a constant from Assump-
tion 2.1 and Lemma A.1:
E
(
B21 | ICk
) ≤ 1
N/2
E
(‖ĝk(V)ĝk(V)ᵀ‖22 | ICk ) ≤ 1N/2E(‖ĝk(V)‖42 | ICk ) = ‖ĝk‖
4
P,4
N/2
.
Therefore, from Lemma A.2, this implies B1 = OP (N
−1/2), so oP (1). To bound B2, we first ob-
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serve E
(
V∗V∗ᵀ
)
= E
(
V∗V∗ᵀ | ICk
)
= E
{
g∗(V)g∗(V)ᵀ | ICk
}
, which leads B2 = E
{
ĝk(V)ĝk(V)
ᵀ −
g∗(V)g∗(V)ᵀ | ICk
}
. We can further find that
ĝk(V)ĝk(V)
ᵀ − g∗(V)g∗(V)ᵀ
=
1
2
[{
ĝk(V)− g∗(V)
}{
ĝk(V) + g
∗(V)
}ᵀ
+
{
ĝk(V) + g
∗(V)
}{
ĝk(V)− g∗(V)
}ᵀ]
. (23)
Therefore, by applying Lemma A.1 to (23), B2 is upper bounded by
B2 ≤ ‖ĝk − g∗‖P,2‖ĝk + g∗‖P,2 .
Assumption 2.1 implies that ‖ĝk + g∗‖P,2 is bounded by a constant and ‖ĝk − g∗‖P,2 vanishes as N
increases, so that B2 is oP (1). Combining the results of B1 = oP (1) and B2 = oP (1) gives (22).
Step 3 : We prove (15), which suffices to show that
1√
N/2
∥∥∥∥∥∥
∑
i∈Ik
V̂ki
(
Ẑki − V̂ᵀkiβ
)−∑
i∈Ik
V∗i
(
Z∗i −V∗ᵀi β
)∥∥∥∥∥∥
2
= oP (1) (24)
for k = 1, 2. Above value is upper bounded by the sum of two quantities B3 +B4, where
B3 =
1√
N/2
∥∥∥∥∥∑
i∈Ik
[
V̂ki
(
Ẑki − V̂ᵀkiβ
)− E[ĝk(V){f̂k(Z,V)− ĝk(V)ᵀβ} | ICk ]]
−
∑
i∈Ik
[
V∗i
(
Z∗i −V∗ᵀi β
)− E{V∗(Z∗ −V∗ᵀβ)}] ∥∥∥∥∥
2
,
B4 =
√
N
2
∥∥∥E[ĝk(V){f̂k(Z,V)− ĝk(V)ᵀβ} | ICk ]− E{V∗(Z∗ −V∗ᵀβ)}∥∥∥
2
.
The conditional expectation of B23 conditional on the sample in ICk is upper bounded by a constant
from Assumption 2.1 and Lemma A.1:
E
(
B23 | ICk
) ≤ E [∥∥∥ĝk(V){f̂k(Z,V)− ĝk(V)ᵀβ}−V∗(Z∗ −V∗ᵀβ)∥∥∥2
2
∣∣∣ ICk ]
=
∥∥ĝk(f̂k − ĝᵀkβ)− g∗(f∗ − g∗ᵀβ)∥∥2P,2 = oP (1) .
Therefore, from Lemma A.2, this implies B3 = oP (1). Next, we observe E
{
V∗(Z∗ −V∗ᵀβ)} = 0,
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so B4 = oP (1) is trivial from Assumption 2.1. As a result, (24) is obtained.
Step 4 : We prove (16). Note that from Assumption 2.1, we can find
E

∥∥∥∥∥ 1√N
N∑
i=1
V∗i
(
Z∗i −V∗ᵀi β
)∥∥∥∥∥
2
2
 = E(‖g∗(V) · ‖22) ≤√E(‖g∗(V) · ‖42)
is bounded by a constant, which implies (16).
Step 5 : We prove (17). For simpler notations, we denote
Ĝ =
1
N
2∑
k=1
∑
i∈Ik
V̂kiV̂
ᵀ
ki , Ĥ =
1
N
2∑
k=1
∑
i∈Ik
̂2kiV̂kiV̂
ᵀ
ki ,
so that Σ̂ = Ĝ−1ĤĜ−1. Then, we find the difference between Σ̂ and Σ is
Σ̂− Σ = Ĝ−1ĤĜ−1 − E(V∗V∗ᵀ)−1E(2V∗V∗ᵀ)E(V∗V∗ᵀ)−1
= Ĝ−1
{
Ĥ − E(2V∗V∗ᵀ)}Ĝ−1 + {Ĝ−1 − E(V∗V∗ᵀ)−1}E(2V∗V∗ᵀ){Ĝ−1 + E(V∗V∗ᵀ)−1} .
From (19) and finite ‖E(2V∗V∗ᵀ)‖2 induced by Assumption 2.1, we find the second term is oP (1).
Therefore, to prove (17), it suffices to show that Ĥ − E(2V∗V∗ᵀ) is oP (1) because Ĝ−1 is OP (1)
and it is achieved if each component of Ĥ − E(2V∗V∗ᵀ) is oP (1). That is, for j, ` = 1, · · · , d, we
claim ∣∣∣∣∣∣ 1N/2
∑
i∈Ik
̂2kiV̂ki(j)V̂ki(`) − E
{
2V∗(j)V
∗
(`)
}∣∣∣∣∣∣ = oP (1) , (25)
where the subscript in the parenthesis denotes corresponding entry of the vectors V̂ki and V
∗. Note
that the left hand side of (25) is upper bounded by a sum of quantities B5 +B6, where
B5 =
1
N/2
∣∣∣∣∣∣
∑
i∈Ik
̂2kiV̂ki(j)V̂ki(`) −
∑
i∈Ik
2iV
∗
i(j)V
∗
i(`)
∣∣∣∣∣∣ , B6 = 1N/2
∣∣∣∣∣∣
∑
i∈Ik
2iV
∗
i(j)V
∗
i(`) − E
{
2V∗(j)V
∗
(`)
}∣∣∣∣∣∣ .
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Moreover, the summands in B5 are upper bounded by
̂2kiV̂ki(j)V̂ki(`) − 2iV∗i(j)V∗i(`)
=
{
̂kiV̂ki(j) − iV∗i(j)
}{
̂kiV̂ki(`) − iV∗i(`)
}
+
{
̂kiV̂ki(j) − iV∗i(j)
}
iV
∗
i(`) +
{
̂kiV̂ki(`) − iV∗i(`)
}
iV
∗
i(j)
≤ 2
{
max
j=1,··· ,d
∣∣̂kiV̂ki(j) − iV∗i(j)∣∣}{ max
j=1,··· ,d
∣∣iV∗i(j)∣∣+ max
j=1,··· ,d
∣∣̂kiV̂ki(j) − iV∗i(j)∣∣} .
As a result, by the Cauchy-Schwartz inequality,
B5 ≤ 2
 1N/2 ∑
i∈Ik
max
j
∣∣̂kiV̂ki(j) − iV∗i(j)∣∣2

1/2  1
N/2
∑
i∈Ik
{
max
j
∣∣iV∗i(j)∣∣+ maxj ∣∣̂kiV̂ki(j) − iV∗i(j)∣∣
}21/2
≤ 2
 1N/2 ∑
i∈Ik
max
j
∣∣̂kiV̂ki(j) − iV∗i(j)∣∣2

1/2
×

 1N/2 ∑
i∈Ik
max
j
∣∣iV∗i(j)∣∣2

1/2
+
 1N/2 ∑
i∈Ik
max
j
∣∣̂kiV̂ki(j) − iV∗i(j)∣∣2

1/2
 .
As a result, we obtain
B5 ≤ 2RN,3 + 2R1/2N,3
 1
N/2
∑
i∈Ik
‖V∗i i‖22
1/2 , (26)
where RN,3 =
1
N/2
∑
i∈Ik
∥∥∥V̂ki̂ki −V∗i i∥∥∥2
2
. The summands in RN,3 can be decomposed as follows:
V̂ki̂ki −V∗i i = V̂ki(Ẑki − V̂ᵀkiβ̂SSLS)−V∗i (Z∗i −V∗ᵀi β)
= (V̂kiẐki −V∗iZ∗i )− (V̂kiV̂ᵀki −V∗iV∗ᵀi )β − V̂kiV̂ᵀki(β̂SSLS − β) .
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As a result,
R
1/2
N,3 =
√
2
N
∑
i∈Ik
∥∥∥V̂ki̂ki −V∗i i∥∥∥2
2
1/2
≤
√
2
N
∑
i∈Ik
‖V̂kiV̂ᵀki‖22
1/2 ‖β̂SSLS − β‖2
+
√
2
N
∑
i∈Ik
∥∥∥(V̂kiẐki −V∗iZ∗i )− (V̂kiV̂ ᵀki −V∗iV∗ᵀi )β∥∥∥2
2

1/2
.
Note that the first term in the upper bound is oP (1) from the main theorem result β̂SSLS
P→ β and
Ĝ = OP (1). The second term is also oP (1) from (24) which is already shown in the proof of (15).
As a result, RN,3 is oP (1). In (26), note that
1
N/2
∑
i∈Ik‖V∗i i‖
2
2 is OP (1) because E
[‖V∗‖42] is
bounded from Assumption 2.1, and this leads B5 = oP (1). The convergence of B6 is straightforward
from Chebyshev’s and Ho¨lder’s inequality:
E
(
B26
) ≤ 1
N/2
E
{
4V∗2(j)V
∗2
(`)
} ≤ 1
N/2
√
E
{
4V∗4(j)
}
E
{
4V∗4(`)
} ≤ 1
N/2
E
(‖V∗‖42) .
Since E
(‖V∗‖42) is bounded from Assumption 2.1, B6 is oP (1). Combining the result of vanishing
B5 and B6 shows (25).
The semiparametric efficiency under homoskedastic error with E(2 |V) = σ2 is straightforward
because the asymptotic variance becomes σ2E
(
V∗V∗ᵀ
)−1
which is the semiparametric efficiency
bound (Newey, 1990) achieved in Theorem 2.1.
B.3 Proof of Lemma 3.1
The functions in Lemma 3.1 which take the same role in Assumption 2.1 are
f∗(Yi, Ai,Xi) = Yi − E
(
Yi |Xi
)
, g∗(Ai,Xi) =
{
Ai − e(Xi)
}
I(Xi) ,
f̂k(Yi, Ai,Xi) = Yi − Êk
(
Yi |Xi
)
, ĝk(Ai,Xi) =
{
Ai − êk(Xi)
}
I(Xi) . (27)
We proof the claim of the lemma in following Step 1 - Step 4.
Step 1 : We show the condition (a) and (b) in Assumption 2.1 holds. Since A is trivially
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bounded, we obtain
‖g∗‖P,4 ≤ ‖A‖P,4 + ‖e(X)‖P,4 ≤ 2 , ‖ĝk‖P,4 ≤ ‖A‖P,4 + ‖êk(X)‖P,4 ≤ 2 .
For ‖g∗(A,X) · ‖P,4, we observe:
‖g∗(A,X) · ‖P,4· ≤ ‖A · ‖P,4 + ‖e(X) · ‖P,4 ≤ 2‖‖P,4 ,
As a result, it suffices to show that ‖‖P,4 is bounded. Note that the Jensen’s inequality implies
‖E(Y |X)‖4P,4 = E{E(Y |X)4} = ∫ |E(Y |X = x)|4 dP (x) ≤ ∫ E(|Y |4 |X = x) dP (x) = E(Y 4),
where P (x) is the distribution of Xi. Hence,
‖‖P,4 ≤ ‖Y − E
(
Y |X)‖P,4 + ‖A− e(X)‖P,4‖τ‖2 ≤ 2‖Y ‖P,4 + 2‖τ‖2 ,
which is bounded above because ‖τ‖2 is finite, which is proven in Step 4. These conclude the 4th
moment conditions.
To show the full rank condition of E
(
V∗V∗ᵀ
)
, we observe that E
(
V∗V∗ᵀ
)
is a diagonal matrix
with gth diagonal entry E
[{
A− e(X)}2I{M(X) = g}]. As a result, it suffices to show that every
diagonal entry is bounded between two positive constants. Note that gth diagonal entry is
∫ {
a− e(x)}2I{M(x) = g} dP (a,x) = ∫
{0,1}×Xg
{
a− e(x)}2 dP (a,x) = ∫
Xg
e(x)
{
1− e(x)} dP (x) ,
where Xg = {x |M(x) = g} and P (·) is the distribution of the corresponding random variable(s).
The second equality is straightforward from e(x) = P
(
A = 1 |X = x). Note that the integral is
strictly positive from Assumption 3.1 and further makes E
(
V∗V∗ᵀ
)
full rank. E
(
2 |V∗) is trivially
bounded because the same condition is assumed.
Step 2 : We establish the condition (c) in Assumption 2.1. Note that
‖f̂k(Y,A,X)− f∗(Y,A,X)‖P,2 = ‖E
(
Y |X)− Êk(Y |X)‖P,2 ,
‖ĝk(A,X)− g∗(A,X)‖P,2 =
∥∥{e(X)− êk(X)}I(X)∥∥P,2 ≤ ‖e(X)− êk(X)‖P,2 .
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As a result, ‖f̂k − f∗‖P,2 and ‖ĝk − g∗‖P,2 converges to 0 from Assumption 3.1.
Step 3 : We show that the condition (d) in Assumption 2.1 holds. At f̂k and ĝk, we get
ĝk(A,X)
{
f̂k(Y,A,X)− ĝk(A,X)ᵀτ
}
=
{
A− êk(X)
}
I(X)
[{
Y − Êk
(
Y |X)}− {A− êk(X)}I(X)ᵀτ]
=
{
A− êk(X)
}
I(X)
[{
E
(
Y |X)− Êk(Y |X)}− {e(X)− êk(X)}I(X)ᵀτ + ] .
From the moment condition of E
(
 |A,X) = 0, we find E[{A− êk(X)}I(X) | ICk ] = 0. Therefore,
we obtain
E
[
ĝk(A,X)
{
f̂k(Y,A,X)− ĝk(A,X)ᵀτ
} | ICk ]
= E
[{
e(X)− êk(X)
}{
E
(
Y |X)− Êk(Y |X)}I(X) | ICk ]− E[{e(X)− êk(X)}2I(X)I(X)ᵀτ | ICk ] .
Consequently, we can find the upper bound of
√
N
∥∥∥E[ĝk(A,X){f̂k(Y,A,X)− ĝk(A,X)ᵀτ} ∣∣ ICk ]∥∥∥
2
from Lemma A.1:
√
N
∥∥∥E[ĝk(A,X){f̂k(Y,A,X)− ĝk(A,X)ᵀτ} ∣∣ ICk ]∥∥∥
2
≤
√
N
∥∥êk(X)− e(X)∥∥P,2∥∥Êk(Y |X)− E(Y |X)∥∥P,2 +√N ∥∥e(X)− êk(X)∥∥2P,2‖τ‖2 ,
which converges to 0 as N → ∞ because of Assumption 3.1 and the finite ‖τ‖2 shown in Step
4. This shows that the first condition of Assumption 2.1 (d) holds. For the second condition, we
observe that
ĝk(f̂k − ĝᵀkτ )− g∗(f∗ − g∗ᵀτ )
=
1
2
[
(ĝk − g∗)
{
(f̂k + f
∗)− (ĝk + g∗)ᵀτ
}
+ (ĝk + g
∗)
{
(f̂k − f∗)− (ĝk − g∗)ᵀτ
}]
.
45
Note that the each term is of the form
(ĝk − g∗)
{
(f̂k + f
∗)− (ĝk + g∗)ᵀτ
}
=
{
e(X)− êk(X)
}
I(X)
[{
E
(
Y |X)− Êk(Y |X)}− {e(X)− êk(X)}I(X)ᵀτ + 2] ,
(ĝk + g
∗)
{
(f̂k − f∗)− (ĝk − g∗)ᵀτ
}
=
{
2A− e(X)− êk(X)
}
I(X)
[{
E
(
Y |X)− Êk(Y |X)}− {e(X)− êk(X)}I(X)ᵀτ ] .
Since  is orthogonal to X and Assumption 3.1 holds, for any square integrable function ξ(X), we
have
‖ξ(X)‖2P,2 = E
{‖ξ(X)‖22E(2 |X)} ≤ C‖ξ(X)‖2P,2 (28)
for some positive constant C. Also, since A is binary,
∥∥{e(X)− êk(X)}I(X)∥∥2 and ∥∥{2A− e(X)−
êk(X)
}
I(X)
∥∥
2
are bounded by a constant. As a result, by Lemma A.1 and (28),
∥∥ĝk(f̂k − ĝᵀkτ )− g∗(f∗ − g∗ᵀτ )∥∥P,2
≤ K1
∥∥E(Y |X)− Êk(Y |X)∥∥P,2 + (K2‖τ‖2 +K3)∥∥e(X)− êk(X)∥∥P,2
for some constants K1, K2, and K3, and the quantity converges to zero as N →∞ from the same
reasons above. This shows that the second condition of Assumption 2.1 (d) holds.
Step 4 : We show that ‖τ‖2 is bounded above. From Step 1, we obtain that E
(
V∗V∗ᵀ
)
is
invertible matrix so its singular values are positive. As a result, we find the finite upper bound of
‖τ‖2 with Lemma A.1 in the third inequality:
‖τ‖2 ≤
∥∥E(V∗V∗ᵀ)−1∥∥
2
‖E(V∗Z∗)‖2 ≤ 1σmin∥∥E{g∗(V)f∗(Z,V)}∥∥2 ≤ 1σmin ‖g∗‖P,2‖f∗‖P,2 ,
where σmin is the smallest singular value of E
(
V∗V∗ᵀ
)
.
B.4 Proof of Theorem 3.1
We can find that τ̂SSLS, Σ, and Σ̂ in Theorem 3.1 correspond to β̂SSLS, Σ, and Σ̂, respectively, in
Theorem 2.2 under the functions f∗ and g∗ in (27). Therefore, the asymptotic Normality result of
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τ̂SSLS is directly obtained from Theorem 2.2 in conjunction with Lemma 3.1.
Let the true density of (Yi, Ai,Xi) at (y, a,x) be p0(y, a,x, τ ), the conditional density of i at
t given (Ai,Xi) = (a,x) be f0(t | a,x), and the marginal density of (Ai,Xi) at (a,x) be q0(a,x).
The true model p0 satisfies
p0(y, a,x, τ ) = f0(y − h(x)− aI(x)ᵀτ | a,x)q0(a,x) .
Without loss of generality, let the parametric submodel indexed by θ = (θᵀ1 ,θ
ᵀ
2 ,θ
ᵀ
3)
ᵀ ∈ RG ⊗Rr1 ⊗
Rr2 be
p(y, a,x,θ) = f(y − ξ(x,θ3)− aI(x)ᵀθ1,θ2 | a,x)q(a,x,θ2) ,
and we assume that the true model is recovered at θ∗ = (τ ᵀ,ηᵀ1 ,η
ᵀ
2)
ᵀ. Note that ∂θ1/∂θ =[
IG, 0G×r
]
where r = r1 + r2.
The score function S(Yi, Ai,Xi) is
S(Yi, Ai,Xi) =

S1(Yi, Ai,Xi)
S2(Yi, Ai,Xi)
S3(Yi, Ai,Xi)
 =

−AiI(Xi) · s(i, Ai,Xi)
C1(i, Ai,Xi) + C2(Ai,Xi)
−∂θ3ξ(Xi) · s(i, Ai,Xi)
 ,
where
i = Yi − h(Xi)−AiI(Xi)ᵀτ ,
s(i, Ai,Xi) =
1
f0(i |Ai,Xi) ×
∂f(t,θ2 |Ai,Xi)
∂t
∣∣∣∣
t=i,θ2=η1
,
C1(i, Ai,Xi) =
1
f0(i |Ai,Xi) ×
∂f(Yi − ξ(Xi,θ3)−AiI(Xi)ᵀθ1,θ2 |Ai,Xi)
∂θ2
∣∣∣∣
θ=θ∗
=
∂θ2f(i,η1 |Ai,Xi)
f0(i |Ai,Xi) ,
C2(Ai,Xi) =
1
q0(Ai,Xi)
× ∂q(Ai,Xi,θ2)
∂θ2
∣∣∣∣
θ2=η1
=
∂θ2q(Ai,Xi,η1)
q0(Ai,Xi)
,
∂θ3ξ(Xi) =
∂ξ(Xi,θ3)
∂θ3
∣∣∣∣
θ3=η2
.
From the property of the score function, we find that E
{
C1(i, Ai,Xi) |Ai,Xi
}
, and E
{
C2(Ai,Xi)
}
are of mean zero. Also, from the moment condition E
(
i |Ai,Xi
)
= 0, we get E
{
i·C1(i, Ai,Xi) |Ai,Xi
}
=
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0 for all (Ai,Xi) by following analogous steps to (12) in Appendix B.1. As a result, the tangent
space T is the mean-closure of the linear combinations of AiI(Xi)ᵀ · s(i, Ai,Xi), C1(i, Ai,Xi) +
C2(Ai,XI), and ∂θ3ξ(Xi)·s(i, Ai,Xi) with the mean zero restriction on quantities E
{
C1(i, Ai,Xi) |Ai,Xi
}
,
E
{
C2(Ai,Xi)
}
, and E
{
i · C1(i, Ai,Xi) |Ai,Xi
}
.
We now claim ψi = E
[{
Ai−e(Xi)
}2
I(Xi)I(Xi)
ᵀ]−1{Ai−e(Xi)}I(Xi)i is the efficient influence
function. First, we show E
{
ψiS1(Yi, Ai,Xi)
ᵀ} = IG. From the analogous steps to (13) in Appendix
B.1, we obtain E
{
i · s(i, Ai,Xi) |Ai,Xi
}
= −1. Therefore, with E[{Ai − e(Xi)}2I(Xi)I(Xi)ᵀ] =
E
[{
Ai − e(Xi)
}
AiI(Xi)I(Xi)
ᵀ], we get the desired result:
E
{
ψiS1(Yi, Ai,Xi)
ᵀ}
= −E[{Ai − e(Xi)}2I(Xi)I(Xi)ᵀ]−1E[{Ai − e(Xi)}AiI(Xi)I(Xi)ᵀ · E{i · s(i, Ai,Xi) |Ai,Xi}]
= IG .
Second, we show E
{
ψiS2(Yi, Ai,Xi)
ᵀ} = 0G×r1 and E{ψiS3(Yi, Ai,Xi)ᵀ} = 0G×r2 . We observe
E
{
ψiS2(Yi, Ai,Xi)
ᵀ}
= E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ}−1E[{Ai − e(Xi)}I(Xi)i{C1(i, Ai,Xi) + C2(Ai,Xi)}ᵀ]
= E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ}−1
×
[
E
[{
Ai − e(Xi)
}
I(Xi) · E
{
i · C1(i, Ai,Xi)ᵀ |Ai,Xi
}]
+ E
[{
Ai − e(Xi)
}
I(Xi)C2(Ai,Xi)
ᵀE
(
i |Ai,Xi
)]
= 0G×r1 .
Also, since E
{
Ai − e(Xi) |Xi
}
= 0, we have
E
{
ψiS3(Yi, Ai,Xi)
ᵀ}
= −E[{Ai − e(Xi)}2I(Xi)I(Xi)ᵀ]−1E[{Ai − e(Xi)}I(Xi)i∂θ3ξ(Xi) · s(i, Ai,Xi)]
= −E[{Ai − e(Xi)}2I(Xi)I(Xi)ᵀ]−1E[{Ai − e(Xi)}I(Xi)∂θ3ξ(Xi)E{i · s(i, Ai,Xi) |Ai,Xi}]
= E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ]−1E[I(Xi)∂θ3ξ(Xi)E{Ai − e(Xi) |Xi}]
= 0G×r2 .
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As a result, we get E
{
ψiS(Yi, Ai,Xi)
ᵀ} = [IG, 0G×r] = ∂θ1/∂θ, where IG is the G × G identity
matrix and 0G×r is the G× r zero matrix.
Note that ψi ∈ T because
ψi = E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ]−1{Ai − e(Xi)}I(Xi)i
= −E[{Ai − e(Xi)}2I(Xi)I(Xi)ᵀ]−1AiI(Xi)σ2s(i, Ai,Xi)
+ E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ]−1{Ai − e(Xi)}I(Xi)[i + σ2s(i, Ai,Xi)]
+ E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ]−1e(Xi)I(Xi)σ2s(i, Ai,Xi) ,
and each part corresponds to the first, second, and third basis of T , respectively. Therefore,
E
(
ψiψ
ᵀ
i
)
= σ2E
[{
Ai − e(Xi)
}2
I(Xi)I(Xi)
ᵀ]−1 is the semiparametric efficiency bound for regular
asymptotic linear estimators of τ .
B.5 Proof of Theorem 3.2
The functions in Theorem 3.2 which take the same role in Assumption 2.1 are
f∗(Yi, Ai,Xi) = Yi − E
(
Yi |Xi
)
, g∗(Ai,Xi) =
{
Ai − e(Xi)
}
I(Xi) ,
f̂k(Yi, Ai,Xi) = Y − Êk
(
Yi |Xi
)
, ĝk(Ai,Xi) =
{
Ai − êk(Xi)
}
Î(Xi) . (29)
To make f̂k and ĝk non-stochastic, we replace the conditional expectation E
[ · | ICk ] in Appendix
B.2 with E
[ · | ICk , IM]. Also, the size of I1 and I2 is now N/3 instead of N/2. Considering these
changes, we can find Assumption 2.1 implies Theorem 3.2. Therefore, it suffices to show that the
functions in (29) satisfy Assumption 2.1.
First, the conditions (a) and (b) of Assumption 2.1 can be shown by following Step 1 in
Appendix B.3.
Second, we establish the condition (c) in Assumption 2.1. Since f̂k is the same as in Appendix
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B.3, it suffices to check the result of ĝk. Note that
ĝk(A,X)− g∗(A,X)
=
{
A− êk(X)
}
Î(X)− {A− e(X)}I(X)
= A
{
Î(X)− I(X)}+ 1
2
{
e(X)− êk(X)
}{
I(X) + Î(X)
}
+
1
2
{
e(X) + êk(X)
}{
I(X)− Î(X)} .
As a result, we find
‖ĝk(A,X)− g∗(A,X)‖P,2 ≤ 2‖Î(X)− I(X)‖P,2 + ‖êk(X)− e(X)‖P,2 = oP (1) .
Note that ‖Î(X) − I(X)‖P,2 =
∥∥I{M̂(Xi) 6= M(Xi)}∥∥P,2, so we find ‖ĝk − g∗‖P,2 converges to 0
from Assumption 3.1.
Third, we establish the two results of condition (d) in Assumption 2.1. For the first result, we
observe
ĝk(A,X)
{
f̂k(Y,A,X)− ĝk(A,X)ᵀτ
}
=
{
A− êk(X)
}
Î(X)
[
E
(
Y |X)− Êk(Y |X)+ 2A− e(X)− êk(X)
2
{
I(X)− Î(X)}ᵀτ
− e(X)− êk(X)
2
{
I(X) + Î(X)
}ᵀ
τ + 
]
.
We further obtain
E
[
ĝk(A,X)
{
f̂k(Y,A,X)− ĝk(A,X)ᵀτ
} | ICk , IM]
= E
[{
e(X)− êk(X)
}{
E
(
Y |X)− Êk(Y |X)}Î(X) | ICk , IM]
+
1
2
E
[{
A− êk(X)
}{
2A− e(X)− êk(X)
}
Î(X)
{
I(X)− Î(X)}ᵀτ | ICk , IM]
− 1
2
E
[{
e(X)− êk(X)
}2
Î(X)
{
I(X) + Î(X)
}ᵀ
τ | ICk , IM
]
.
Consequently, we can bound the 2-norm of the conditional expectation from Lemma A.1 and the
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boundedness of A, e(X), êk(X), I(X), and Î(X):
∥∥∥E[ĝk(A,X){f̂k(Y,A,X)− ĝk(A,X)ᵀτ} | ICk , IM]∥∥∥
2
≤ ∥∥êk(X)− e(X)∥∥P,2{∥∥Êk(Y |X)− E(Y |X)∥∥P,2 + 2∥∥I(X)− Î(X)∥∥P,2‖τ‖2
+
∥∥e(X)− êk(X)∥∥P,2‖τ‖2} .
‖τ‖2 is bounded from Step 4 in Appendix B.3. Since the right hand side is oP (N−1/2), we get the
first result of the condition (d) in Assumption 2.1.
For the second result, we observe g∗(A,X)
{
f∗(Y,A,X)− g∗(A,X)ᵀτ} = {A− e(X)}I(X). As
a result,
ĝk(A,X)
{
f̂k(Y,A,X)− ĝk(A,X)ᵀτ
}− g∗(A,X){f∗(Y,A,X)− g∗(A,X)ᵀτ}
=
{
A− êk(X)
}
Î(X)
[
E
(
Y |X)− Êk(Y |X)+ 1
2
{
2A− e(X)− êk(X)
}{
I(X)− Î(X)}ᵀτ
− 1
2
{
e(X)− êk(X)
}{
I(X) + Î(X)
}ᵀ
τ
]
+
1
2
[{
2A− êk(X)− e(X)
}{
Î(X)− I(X)}+ {e(X)− êk(X)}{Î(X) + I(X)}] .
From the boundedness of E(2 |X) and the random variables A, e(X), êk(X), I(X), and Î(X), we
get
∥∥ĝk(f̂k − ĝᵀkτ )− g∗(f∗ − g∗ᵀτ)∥∥P,2
≤ K1
∥∥E(Y |X)− Êk(Y |X)∥∥P,2 +K2∥∥e(X)− êk(X)∥∥P,2 +K3∥∥I(X)− Î(X)∥∥P,2
for some constants K1,K2, and K3. Therefore, we get the second result of the condition (d) in
Assumption 2.1.
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B.6 Proof of Theorem 3.3
The functions in Theorem 3.3 which take the same role in Assumption 2.1 are
f∗(Yi, Ai,Xi) = Yi − E
(
Yi |Xi
)
, g∗(Ai,Xi) =
{
Ai − e(Xi)
}
Î(Xi) ,
f̂k(Yi, Ai,Xi) = Y − Êk
(
Yi |Xi
)
, ĝk(Ai,Xi) =
{
Ai − êk(Xi)
}
Î(Xi) . (30)
The difference between (29) and (30) is in the form of g∗. Nonetheless, M̂ is considered to be fixed,
Î is also considered to be non-stochastic. As a result, conditional on M̂ , (30) can be understood as
(27). Moreover, the analogous steps in Appendix B.3 remain valid after (i) M̂ and Î are considered
to be fixed and (ii) the size of Ik (k = 1, 2) is updated to N/3 from N/2. As a result, we obtain the
similar conditions in Assumption 2.1 after the randomness of M̂ and Î is suppressed by considering
non-stochastic M̂ . Therefore, the same steps in Appendix B.2 are still valid under the fixed M̂ and
the updated size of |Ik| = N/3. As a result, we can get the same result of Theorem 2.2 conditional
on M̂ but with scale factor of
√
2N/3 instead of
√
N .
C Additional Simulation Results of Section 4.1
The simulation results corresponding to τ2, τ3, and τ4 are reported in Table 3, 4, and 5, respectively.
For group g = 2, 3, 4, the bias is the difference between the average of τ̂g and τg = g. Also, for
each group, ESE is the empirical standard error and ASE is the estimated theoretical asymptotic
standard error of τ̂g constructed in Section 3.1. Coverage values are omitted because they are the
same as the coverage values in Table 1 of the main paper.
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σA = 0 σA = 0.5 σA = 1 σA = 1.5 σA = 2
Method σY 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE
0 0.066 0.963 -0.349 1.082 -1.103 1.459 -2.238 2.085 -3.618 3.121
0.5 -0.175 0.925 -0.462 1.102 -1.131 1.520 -2.314 2.123 -3.791 3.438
1 -0.128 0.919 -0.340 1.124 -1.229 1.585 -2.369 2.158 -3.416 5.696
1.5 -0.062 0.853 -0.386 1.067 -1.277 1.584 -2.562 2.280 -3.338 3.715
Oracle
2 -0.065 0.862 -0.492 1.181 -1.292 1.754 -2.219 2.435 -3.565 6.382
0 -0.069 0.923 -0.510 1.230 -1.588 2.118 -2.992 2.839 -4.875 4.400
0.5 -0.087 0.955 -0.798 1.303 -1.666 2.097 -3.141 3.048 -4.950 4.531
1 -0.130 0.859 -0.723 1.381 -1.585 2.367 -3.077 3.058 -5.156 4.637
1.5 -0.024 0.845 -0.649 1.496 -1.895 2.676 -3.322 3.381 -4.556 4.644
Single-layer
Neural Network
2 -0.047 0.828 -0.717 1.670 -1.647 2.653 -3.127 3.755 -5.188 5.364
0 -0.010 0.972 -0.122 0.920 -0.176 0.996 -0.240 1.026 -0.565 1.970
0.5 -0.369 0.969 -0.520 0.927 -0.700 0.971 -0.628 1.000 -0.934 2.337
1 -0.353 0.906 -0.544 0.960 -0.623 1.007 -0.840 1.118 -1.189 2.015
1.5 -0.338 0.970 -0.464 0.948 -0.765 0.978 -0.890 1.100 -1.175 1.989
Boosted Tree
2 -0.326 0.952 -0.445 0.931 -0.693 0.991 -0.747 1.111 -1.409 3.772
0 4.760 0.937 5.221 1.135 5.612 1.189 5.665 1.341 5.798 1.551
0.5 4.657 0.946 5.137 1.123 5.475 1.228 5.479 1.359 5.291 1.770
1 4.862 0.917 5.292 1.117 5.659 1.219 5.606 1.422 5.643 1.497
1.5 4.928 0.928 5.397 1.068 5.549 1.266 5.623 1.418 5.536 1.984
CART
2 4.997 0.944 5.235 1.149 5.392 1.314 5.505 1.447 5.899 1.648
Table 3: Summary of the simulation results for τ2.
σA = 0 σA = 0.5 σA = 1 σA = 1.5 σA = 2
Method σY 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE
0 0.016 1.022 -0.543 1.132 -1.854 1.841 -3.428 2.606 -5.499 3.413
0.5 -0.172 0.974 -0.625 1.086 -2.011 1.822 -3.454 2.546 -5.623 3.432
1 -0.280 0.903 -0.736 1.158 -1.995 1.832 -3.637 2.551 -5.865 3.757
1.5 -0.186 0.869 -0.649 1.126 -1.989 1.809 -3.446 2.487 -5.944 3.557
Oracle
2 -0.138 0.843 -0.627 1.160 -1.890 1.725 -3.600 2.522 -6.013 3.732
0 -0.102 0.960 -0.788 1.220 -2.390 2.312 -4.249 3.124 -5.991 3.588
0.5 -0.159 0.901 -0.963 1.245 -2.557 2.288 -4.283 3.124 -5.662 5.756
1 -0.239 0.874 -0.844 1.467 -2.569 2.523 -4.279 3.375 -5.756 3.969
1.5 -0.235 0.872 -0.902 1.527 -2.533 2.628 -4.196 3.781 -6.328 7.065
Single-layer
Neural Network
2 -0.206 0.799 -1.076 1.647 -2.581 2.703 -4.466 3.822 -3.459 23.567
0 -0.084 0.877 -0.144 0.916 -0.401 0.937 -0.416 0.960 -0.554 1.064
0.5 -0.591 0.926 -0.707 0.927 -1.054 0.926 -1.269 0.979 -1.377 1.072
1 -0.670 0.882 -0.704 0.898 -1.186 1.004 -1.323 1.018 -1.456 1.399
1.5 -0.657 0.878 -0.753 0.926 -1.130 0.958 -1.377 1.120 -1.468 1.440
Boosted Tree
2 -0.683 0.856 -0.739 0.937 -1.180 0.978 -1.319 1.159 -1.541 1.981
0 0.230 0.862 0.272 0.967 0.759 1.081 0.741 1.234 1.019 1.455
0.5 0.063 0.855 0.201 0.994 0.602 1.102 0.513 1.193 0.672 1.388
1 0.248 0.834 0.387 1.031 0.785 1.074 0.429 1.208 0.281 1.423
1.5 0.295 0.893 0.641 0.966 0.821 1.079 0.190 1.271 0.062 1.500
CART
2 0.534 0.879 0.562 1.052 0.481 1.174 -0.011 1.284 0.126 1.462
Table 4: Summary of the simulation results for τ3.
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σA = 0 σA = 0.5 σA = 1 σA = 1.5 σA = 2
Method σY 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE 10×Bias ESE/ASE
0 -0.090 0.995 -0.770 1.198 -2.562 2.070 -4.560 3.067 -6.548 3.561
0.5 -0.194 0.963 -0.991 1.156 -2.534 2.076 -4.636 3.549 -6.786 3.414
1 -0.238 0.910 -0.902 1.154 -2.658 2.051 -4.614 2.986 -6.625 3.555
1.5 -0.163 0.923 -0.950 1.161 -2.754 2.150 -4.770 3.869 -6.514 3.641
Oracle
2 -0.213 0.894 -1.033 1.245 -2.687 2.144 -4.740 3.727 -6.665 3.634
0 -0.105 0.934 -0.893 1.269 -2.525 2.106 -4.412 3.638 -4.638 16.652
0.5 -0.248 0.900 -1.086 1.355 -2.600 2.197 -4.394 4.575 -4.812 15.018
1 -0.337 0.873 -0.983 1.429 -2.583 2.359 -4.519 3.639 -7.534 14.448
1.5 -0.317 0.844 -1.009 1.504 -2.751 2.677 -4.302 5.825 -2.252 40.534
Single-layer
Neural Network
2 -0.219 0.856 -1.154 1.712 -2.583 2.668 -4.078 5.462 -4.570 16.372
0 -0.067 0.933 -0.250 0.937 -0.571 0.958 -0.768 1.030 -0.620 1.740
0.5 -0.733 0.883 -0.962 0.900 -1.387 0.976 -1.565 1.042 -1.679 1.506
1 -0.757 0.933 -0.977 0.968 -1.503 0.996 -1.715 1.108 -2.069 1.405
1.5 -0.814 0.856 -1.038 0.975 -1.401 1.029 -1.841 1.227 -1.815 1.849
Boosted Tree
2 -0.771 0.915 -1.016 0.971 -1.398 1.014 -1.760 1.225 -1.714 2.418
0 2.103 0.840 1.904 0.901 1.073 1.150 0.677 1.900 1.149 2.986
0.5 1.605 0.894 1.578 0.884 0.796 1.174 0.150 1.606 0.515 2.361
1 1.097 1.000 1.220 1.016 0.347 1.199 -0.267 1.450 -0.832 1.994
1.5 0.766 1.108 0.841 1.040 0.203 1.269 -0.541 1.482 -0.567 1.693
CART
2 0.510 1.221 0.708 1.109 -0.185 1.480 -1.301 2.707 -1.937 4.261
Table 5: Summary of the simulation results for τ4.
D Additional Diagnostic Plots of Section 5.3
We present diagnostic plots for analyzed 15 states. In each plot, x-axis plots the age and the
y-axis plots the residuals. Each row corresponds to the state specified in the title of the plot.
Left plots and right plots contain the observations under control (A = 0) and treatment (A = 1),
respectively. The red solid curves( ) are smoothing lines with bandwidth h = 5 and are drawn
to guide visualization.
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Figure 5: Diagnostic plots for Arkansas (top), Arizona (middle), and Colorado (bottom).
55
Figure 6: Diagnostic plots for Florida (top), Georgia (middle), and Iowa (bottom).
56
Figure 7: Diagnostic plots for Kansas (top), Kentucky (middle), and Louisiana (bottom).
57
Figure 8: Diagnostic plots for Maine (top), Michigan (middle), and North Carolina (bottom).
58
Figure 9: Diagnostic plots for South Dakota (top), Texas (middle), and Wisconsin (bottom).
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