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Abstract Limited informative data remains the primary challenge for optimiza-
tion the expensive complex systems. Learning from limited data and finding the
set of variables that optimizes an expected output arise practically in the design
problems. In such situations, the underlying function is complex yet unknown, a
large number of variables are involved though not all of them are important, and
the interactions between the variables are significant. On the other hand, it is
usually expensive to collect more data and the outcome is under uncertainty. Un-
fortunately, despite being real-world challenges, exiting works have not addressed
these jointly.
We propose a new surrogate optimization approach in this article to tackle
these challenges. We design a flexible, non-interpolating, and parsimonious sur-
rogate model using a partitioning technique. The proposed model bends at near-
optimal locations and identifies the peaks and valleys for optimization purposes.
To discover new candidate points an exploration-exploitation Pareto method is
implemented as a sampling strategy. Furthermore, we develop a smart replication
approach based on hypothesis testing to overcome the uncertainties associated
with the black-box outcome. The Smart-Replication approach identifies promising
points to replicate rather than wasting evaluation on less informative data points.
We conduct a comprehensive set of experiments on challenging global optimization
test functions to evaluate the performance of our proposal.
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1 Introduction
Optimization is an art of getting the best solution among the feasible solutions for
challenging problems. Challenging optimization problems appear in many areas
of science, technology, and industry. This includes farms placement problem, self-
tuned driving vehicles, green building design, vehicle design crash simulators, finite
element design, and optimum molecule structure in drug and material discovery.
All these are design problems where we are looking for the best set of design
variables to optimize certain specifications.
These problems are complex systems of inputs and outputs with entirely un-
available information about the underlying behavior. The existence of all of these
applications and their challenges resulted in a body of work called Black-Box Op-
timization (BBO). Simulators can be used to study such black-box systems and
potentially optimize them. Indeed, a large number of variables are involved and
there is substantial interaction between them. This results in a large combinatorial
search space where each setting is a valid solution. The evaluation process though
includes costly experiments due to the complexity of the systems, which can be
either computer simulators such as energy simulation tools or actual experiments
such as crash simulators. Achieving an optimal solution of a high-dimensional ex-
pensive black-box function within a limited number of function evaluations is a
matter of concern.
The black-box optimization problem formulation is similar to conventional op-
timization problem with an objective function Equation 1 and constraints defining
the feasible region Equation 2. In this research we consider the box-constrained,
Equation 3, black-box systems.
min f(x) (1)
s.t.
gi(x) ≤ 0, ∀i = 1 . . .m (2)
a ≤ x ≤ b, ∀x ∈ Rd (3)
where f(x) is the black-box function, and the goal is to obtain a global optimal
solution of f(x) in the feasible input space of D, where D = {x ∈ Rd : a ≤ xj ≤
b, ∀j = 1, · · · , d}.
Since f(x) is often computationally expensive to be embedded directly within
a global optimization method, a more practical approach employs surrogate mod-
els that are computationally less expensive to evaluate. A surrogate model is a
mathematical approximation of the relationship between input and output vari-
ables. Several types of statistical models including Kriging [1], Radial Basis Func-
tions (RBF) [2], Regression Trees [3], Multivariate Adaptive Regression Splines
(MARS) [4], Artificial Neural Networks [5], Support Vector Regression (SVR) [6],
etc. are distinguished as surrogate models. Optimizing the cheap to evaluate surro-
gate models for black-box optimization is one of the existing well-known derivative-
free techniques called surrogate optimization. Surrogate optimization requires care-
ful selection of simulator runs to simultaneously improve the surrogate model and
gain more information on the potential optimum in each iteration.
Historically, surrogate optimization methods assume that there is no uncer-
tainty in the complicated black-box systems and the set of significant decision
variables is known a priori. Both of these assumptions are often violated in real
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Algorithm 1 Surrogate Optimization
1: Sample initial design space I = {xi ∈ Rd | ∀i = 1, · · · , N}
2: Evaluate initial data set I, f(xi), ∀xi ∈ I
3: while Termination criteria not satisfied do
4: Construct a surrogate model on |I| evaluated points, fˆ
5: Optimizer (search for new candidate points based upon fˆ and I), P
6: Evaluate selected candidate points, P , f(xk), ∀xk ∈ P
7: Update the collection of already evaluated data points, I = I ∪ P
8: end while
9: Return the BSMS, x ∈ argminx∈I f(x)
world, [7,8]. This research introduces a new surrogate optimization paradigm to
address two primary concerns: 1) How can we handle unimportant inputs (deci-
sion variables of the black-box function) in surrogate optimization? 2) How can
we handle the uncertainties associated with the black-box functions in surrogate
optimization? To handle this paradigm shift, we develop a new surrogate optimiza-
tion approach, Tree-Knot Multivariate Adaptive Regression Splines (TK-MARS)
as well as a smart replication strategy.
We introduce the surrogate optimization algorithm and the related works in
the literature in § 2 to highlight the gaps that are not properly investigated.
§ 3 describes TK-MARS and the proposed approach for deterministic black-box
functions. In this section we also present the proposed replication approach for
handling the uncertainties associated with the black-box systems. Finally, in § 4 we
discuss the performance of the proposed deterministic and stochastic approaches.
2 Background
In this section, we provide some technical background on surrogate optimization,
interpolating and non-interpolating surrogate models, as well as an exploration-
exploitation sampling to be used in this research. We also describe the Classifica-
tion and Regression Tree (CART) as we see it in our proposed surrogate model as
a partitioning technique.
2.1 Surrogate Optimization
Algorithm 1 is the formal visualization of a generic surrogate optimization algo-
rithm for black-box functions. Ideally, surrogate optimization attempts to find a
global optimum of the surrogate model fˆ and evaluate it with the black-box func-
tion to get the actual objective value f . It adds the newly evaluated point to the
initial data set and iteratively minimizes the fˆ − f gap. The stopping criteria can
be either a maximum number of expensive evaluations of the black-box function
or the expected improvement of the best sampled mean solution (BSMS). BSMS
is the best known solution after i iterations.
2.2 Interpolating vs. Non-interpolating Surrogate Models
Choosing an appropriate surrogate model, also known as metamodel, is extremely
dependent on the performance of distinct methods under different circumstances.
Surrogate models are classified as interpolating (kriging [1], RBF [2], etc.) or non-
interpolating (polynomial regression models [9], multivariate adaptive regression
spline [4], etc.). Interpolating models are the most common techniques applied in
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Fig. 1: Interpolating versus non-Interpolating models for noisy sin function
surrogate optimization literature that cannot handle the uncertainty inherently.
On the other side, non-interpolating models approximate the data smoothly under
uncertainty, [10].Non-interpolating surrogate models do not necessarily traverse
all the data points to capture the exact behavior of the function, unlike inter-
polating surrogate models. In terms of bias-variance trade-off, non-interpolating
surrogate models may have higher bias and lower variance than interpolating sur-
rogates. Therefore, in highly noisy systems, non-interpolating models are preferred
to avoid oscillations of the fitted surface. Stochastic black-box systems are rarely
addressed in surrogate optimization literature as we discussed before. In Figure 1,
we show how an interpolating model, Figure 1(b), and a non-interpolating model,
Figure 1(c), perform for a simple sin function with noise and recognize the true
underlying behavior under uncertainty. As we can see, to capture the single simula-
tion with two or more different outputs, the interpolation method needs to traverse
the points with a large slope. Consequently, interpolation-based surrogate models
result in highly fluctuated approximations for data points include uncertainty.
2.3 Radial Basis Function
Radial Basis Function (RBF) is one of the most common interpolating surrogate
models [2]. Assuming N distinct already evaluated points, x1, x2, · · · , xN ∈ Rd, the
RBF interpolant is of the form, fˆ(x) =
∑n
i=1 λ
iB(||x− xi||) + p(x), x ∈ Rd where
r = ||.|| refers to the L2 norm, and B(x) is a basis function. The most common
types of basis functions are Multiquadric (MQ) B(r) =
√
r2 + ω2, Gaussian (G)
B(r) = e
−r2
ω2 , Cubic (C) B(r) = r3, and Thin Plate Splines (TPS) B(r) = r3. The
shape parameter ω and the number of points affect the accuracy and stability of
RBF (a larger shape parameter makes the function flatter).
2.4 MARS
Multivariate Adaptive Regression Splines, MARS, was introduced by Friedman [4].
MARS is a non-parametric non-interpolating surrogate model. The structure of
MARS model is based on basis functions. The MARS algorithm utilizes splines to
construct a piecewise continuous function to model the dependent variable. The
MARS approximation has the form:
fˆ(x, β) = β0 +
Mmax∑
m=1
βmBm(x), (4)
where x is an d-dimensional vector of input variables, β0 is the intercept coefficient,
Mmax is the maximum number of linearly independent basis functions, βm is the
coefficient for the mth basis function, and Bm(x) is a basis function that is either
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univariate or multivariate interaction terms. The interaction terms are presented
in the form of:
Bm(x) =
Lm∏
l=1
[sml(xj(m,l) − kml)]+, (5)
where Lm is the number of interaction terms in the mth basis function, xv(m,l) is
the jth dependent variable corresponding to the lth truncated linear function in
the mth basis function, and kml is the knot value corresponding to xv(m,l). The
value sml is the direction that the truncated linear basis function can take.
Each data point can be an eligible knot location for MARS. Adding more data
points increases the size of eligible knot locations. MARS interpolates the data
points and loses its flexibility as the number of eligible knots increases. Interpo-
lating a limited data set early when insufficient data is collected leads to a false
assessment of function behavior and multiple local optima. For highly noisy func-
tions, interpolating leads to high local variance in function estimation [11]. This
may cause difficulties for the optimization procedure. Yet, when a large number
of eligible knots are selected, multicollinearity can occur between basis functions
with knots that are close to each other.
Eligible knot selection techniques are developed to solve local variance and
multicollinearity issues. One of the most common techniques selects evenly spaced
knot locations within the range of the input data [12,13,14,15]. Evenly-spaced
knots may not capture true patterns in the data. Friedman [4] proposes the mini-
mum span (MinSpan) approach to minimize the local variability. In the MinSpan
approach, for each independent variable, a local search around its current knot
location is designed to reduce the number of eligible knot locations. Miyata [16]
presents a simulated annealing approach to choose eligible knot locations. Koc [11]
develops a mapping strategy by transforming the original data into a network of
nodes through a nonlinear mapping. The nodes in the mapped network are basi-
cally a reference for choosing the new candidate knots. The mapping hyperparam-
eters have an impact on the accuracy and time efficiency of the model.
MARS is intended to be parsimonious, including a forward selection and back-
ward elimination procedures. In forward selection, MARS adds the basis functions
in pairs for different dimensions, which gives the maximum reduction in the sum
of squares error. The process of adding continues until it reaches the maximum
number of basis functions. By removing the least effective term at each step, the
backward elimination process avoids overfitting. MARS basically has an embed-
ded dimension reduction technique, which is very useful for black-box optimization
where there is no previous understanding of input variables and their impact on
the response. As a consequence, in the final model it maintains the most important
variables. The advantages of MARS over other statistical models, such as linear
regression models lie in its ability to handle curvature in high-dimensional space
and produce easier-to-interpret models.
2.5 CART
CART is a non-parametric decision tree and nonlinear predictive modeling method [3].
It partitions the space into smaller sub-regions, recursively, so that the interac-
tions are manageable. For regression predictive modeling problems, CART chooses
binary splits by minimizing the sum of the squared error, Equation 6, across all
data points that fall within each partition.
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LSE =
1
N
∑
v∈V
Kv∑
k=1
(ykv − y¯v)2, (6)
where y is the response value for each observations and y¯v is the average response
value of the observations in terminal v.
2.6 Exploration-Exploitation Pareto Approach (EEPA)
EEPA [17] is an exploration-exploitation candidate selection approach. It creates
a Pareto frontier on the estimated function value from the surrogate model, as one
dimension, and the distance of the candidate points from the already evaluated
points, as the second dimension. The first dimension exploits the interesting regions
around the optimum function value area, and the second dimension explores the
undiscovered regions. The exploration metric is δ(x) = minx˜∈I ‖x − x˜‖ where
x ∈ R, and the exploitation metric is the fitted function value fˆ(x). The first
metric needs to be maximized, while the second should be minimized. The non-
dominated Pareto set is given by F = {x ∈ R | @x˜ ∈ R, fˆ(x˜) ≤ fˆ(x), δ(x˜) ≥ δ(x)},
where R is a fixed random pool of sample points. There might be candidate points
on the Pareto set that are close to each other. To find the winning candidate points
from the Pareto set maximin exploration technique is applied.
2.7 Literature
Various surrogate models has been used in the black-optimization literature. [18,
19,20,17] employ non-interpolating models such as MARS and polynomial regres-
sion. Krigigng [21,22,23,24,7,25] is one the most traditional surrogate models used
in the literature for black-box optimization. RBF, an interpolating technique, is
the most common surrogate model that has been given attention lately [26,27,28,
29,30,31,32,33]. Considering every variable as a significant factor to the output is
the weakest part of the surrogate optimization literature. Crino [20] demonstrates
that MARS is capable of screening and reducing variables using the parsimonious
nature of MARS.
[20,19,7,31,24] consider uncertainty components in the metamodeling. Krig-
ing and RBF do not inherently handle uncertainty, and some modifications are
required. Huang [24] develops a Kriging-based surrogate optimization approach
and applies it to low-dimensional test problems including a low-level noise. The
cost of fitting Kriging increases by the number of samples as it leads to impractical
higher-dimensional problems. The proposed method for highly fluctuated functions
under higher noise levels requires further investigation. Picheny [34] adds Gaus-
sian noise with a fixed independent variance to the response and performs it on
low-dimensional optimization test problems. The results show the relative poor
modeling performance of Kriging. A large part of the variability that cannot be
explained by the model is due to the observation noise during optimization. Jak-
absson [31] and Picheny [7] apply RBF and Kriging based surrogates that are
performed only on low-dimensional test problems under low levels of uncertainty.
MARS and regression require no revision to handle uncertainty. Costas [19] shows
MARS is preferable in real-world applications due to slope discontinuities and
uncertainties, even though they do not study the effect of the noise.
A few other studies in surrogate optimization concentrate primarily on the
development of an efficient optimizer. The main approach to recommend a new
candidate is to solve an optimization sub-problem that is subject to exploration
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and exploitation constraints on the estimated objective function [18,35,36,37]. Al-
though this method synthesizes sample points, it is computationally costly to solve
an optimization problem and the complexity increases as the dimension increases.
A stochastic sampling approach has been applied in [33,38]. In this strategy, sam-
ple points are generated by perturbing the variables of the best point found so far
with constant perturbation probability. The Pareto-based candidate selection ap-
proach has been recently taken into consideration to select multiple sample points
at a time [17,39,29,25].
2.8 Contributions
In this research, we propose a new non-interpolating surrogate model that is specif-
ically designed for surrogate optimization of black-box functions. We demonstrate
that the modified surrogate model is capable of identifying significant variables
and handling uncertainties. Furthermore, a centroid-based dynamic pool gener-
ation approach is developed to improve the candidate selection procedure. We
propose an alternative approach to identify subregions of interest, which nicely
surround promising points for subsequent function evaluations. We introduce un-
certainty associated with the black-box functions and propose effective strategies
to handle it in the surrogate optimization procedure.
3 Technical Description
In this section, we describe our technical contributions to surrogate optimization.
3.1 TK-MARS
To address the two major issues in black-box optimization, a flexible, non-interpola-
ting and parsimonious surrogate model is required in the context of surrogate op-
timization to identify significant variables and address the uncertainties associated
with black-box function. In this section, we develop a modified version of MARS,
which is capable of identifying significant variables and specifically designed for
black-box optimization.
The idea behind the new eligible knot selection approach is to fit accurately
around potential optimum points to speed up the convergence within fewer number
of evaluations.In addition, MARS is sensitive to the order of the data points. The
regression tree therefore helps bring in the near-optimal data points earlier, which
accelerates the efficiency of MARS for optimization. The proposed approach, which
is called Tree-Knot MARS or briefly TK-MARS, uses a partitioning technique to
capture the function structure in the solution space and identify near-optimal knot
locations in each partition.
Algorithm 2, presents TK-MARS framework. Consider the following high-level
example of TK-MARS. Suppose we have a data set for f(x) = sin(x)+, where  is
a normal noise term with a mean of 0, as in Figure 2(a). Consequently, E[f(x)] =
sin(x). CART splits the existing data points into four partitions, as in Figure 2(b).
Note that CART is capable of identifying the structure of the underlying sin
function. Each partitions are the solid lines, and the horizontal lines show the
estimated average function value in each partition. Next, we identify the centroid
of each partition, and pick the closest points to the centroids as eligible knot
locations. The centroids are the dashed lines as in Figure 2(b). We want to point
out that the centroids are close to peaks and valleys. Focusing on the peaks and
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Fig. 2: TK-MARS approach visualization
valleys where optima lie facilitates the optimization process. Given the new set of
eligible knot locations, the breaking points of TK-MARS are the nearest points to
the peaks (valleys) of the function as in Figure 2(c).
The representatives of each partition are considered as a reference point for
eligible knot locations. CART partitions the data set on the response function
structure. It splits more where the function structure changes to minimize the
least square error. CART does not split where there are no significant changes
in the response. Hence, there are more partitions in highly structured regions.
As a consequence, TK-MARS defines more knots in highly structured regions.
The peaks and valleys of the black-box function are often in the middle of the
space defined by the tree logic at the terminal nodes rather than the edges since
CART splits where the response values significantly change. Hence, the centroids
as calculated by Equation 7, are appropriate locations for the eligible knots
cvj =
1
Kv
Kv∑
k=1
xkj ∀v = 1, · · · , V, j = 1, · · · , d, (7)
where cvj is the centroid of terminal v for dimension j, and x
k
j is the jth dimension
of observations in terminal v.
Knots in MARS are in one-dimensional space. A transformation is therefore
needed from multi-dimensional to one-dimensional space. Equation 8 represents
a transformation function. The eligible knot location for each dimension is the
closest point to the terminal centroid v in the same dimension.
tvj ∈ arg min
k=1,··· ,Kv
|xkj − cvj | ∀j = 1, · · · , d (8)
where tvj is the nearest point to the centroid in terminal node v for dimension j.
tvj returns the smallest index if there are ties.
3.2 Dynamic Pool Generation
We apply EEPA, exploration-exploitation Pareto approach [17] in this research
and modify it to incorporate TK-MARS and a standardized Cosine metric. To
discover the new candidate points, we employ EEPA to add multiple candidate
points at a time and ignore the set of dominated points by pruning regions that
are worse in both exploration and exploitation. Dickson [17] shows that EEPA
outperforms pure exploration and exploitation methods. However, EEPA and the
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Algorithm 2 TK-MARS
1: Construct CART on data set;
I = {(xi1, . . . , xid, yi)|∀i = 1, · · · , N}
2: Find the centroids for each v ∈ V the set of terminal nodes
cvj =
1
Kv
∑Kv
k=1 x
k
j ∀v = 1, · · · , V, j = 1, · · · , d
3: Determine the index of the closest point to centroids in each dimension;
tvj ∈ argmink=1,··· ,Kv |xkj − cvj | ∀v = 1, · · · , V, j = 1, · · · , d
(in the case of having ties randomly select one; smallest index)
4: Fit MARS using eligible knot locations x
tvj
j , ∀v = 1, . . . , V, j = 1, . . . , d.
quality of BSMS found using EEPA depends on the fixed random data set. The
space can not be perfectly covered by generating a fixed set of random points. As
a result, it needs a large pool, which makes the surrogate optimization procedure
inefficient, since more exploration is needed. Further, in the presence of noise,
even a large pool may not be sufficient. As a consequence, the candidate selection
process can be facilitated by a dynamic pool generation that synthesizes some new
sample points as required. Using the information about the function structure in
each iteration helps with the gradual evolution of the pool. Regarding the first
step of TK-MARS, fitting CART on the already evaluated points, we have the set
of centroids V (representing the partitions). The quality of these centroids from
the TK-MARS knot selection procedure is discussed in § 3.1, as a result of the
regression tree logic. Since the centroids of the terminal nodes are close to peaks
and valleys of the underlying black-box function, they can be good candidates to
be added to the fixed random pool generated. Note that the centroids are not
necessarily in the pool, even though they are close to the promising points. In
the new approach at the end of each iteration, the solution space is defined as
R = R ∪C where R is the fixed random pool, and C is the set of centroids of the
terminal nodes, |C| = |V |. Over time, the centroids effectively move in the solution
space. We add more points near BSMS using the tree logic, instead of using a large
fixed random pool representing the whole feasible region. As a result, the candidate
points are effectively near potential optima.
3.3 Standardized Cosine
As we discussed, to identify the non-dominated set of solutions, EEPA defines a
distance metric for exploration and uses estimated objective value for exploitation.
Different distance metrics can be applied in EEPA, such as Euclidean and Cosine
similarity. Cosine similarity calculates the Cosine of the angle between two vectors
by using inner product space cos(X, Xˆ) = 1− X‖X‖ . Xˆ‖Xˆ‖ . Cosine provides informa-
tion about alternative directions. To find the perfect right angle of a direction, the
Cosine measure needs to be zero.
A perpendicular direction of the points to the already evaluated points pro-
vides more information on the unexplored areas. The main challenge is that it
is not possible to calculate the Cosine similarity metric for points but vectors.
We have a set of already evaluated points I and a random pool R from which
the next candidate points are selected. To calculate the Cosine distance of the
potential candidates from the already evaluated points, we need to consider the
points as origin-starting vectors, and then calculate the angle between the vec-
tors. Hypothetically, the origin can be anywhere in the space. However, to find
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Algorithm 3 Standardized Cosine Pseudocode
1: X = {a ≤ xij ≤ b | j = 1, · · · , d , i = 1, · · · , N}
2: Xˆ = {a ≤ xˆij ≤ b | j = 1, · · · , d , i = 1, · · · , |R|}
3: Oj =
b−a
2
∀j = 1, · · · , d
4: xij = x
i
j − oj : ∀j = 1, · · · , d , i = 1, · · · , N
5: xˆij = xˆ
i
j − oj : ∀j = 1, · · · , d , i = 1, · · · , |R|
6: cos(X, Xˆ) = 1− X‖X‖ . Xˆ‖Xˆ‖
7: return cos(X, Xˆ)
the right angle, we consider the center of the feasible domain as the origin. As
a result, a standardization procedure is required to calculate the Cosine metric
as given by Algorithm 3. Algorithm 3, calculates the Cosine angle between the
vectors originated from the center of the space. The standardized Cosine discovers
the candidates that are uniformly scattered in the domain around the middle of
the space, therefore.
3.4 Smart-Replication
In some expensive computer simulations, there is inherent noise associated with
the system. Most of the existing methods cannot handle uncertainty [40,41,18].
We relax the noise-free assumption in this section, hence, the response obtained
from simulation contains uncertainty. f˜(x) = f(x) +  where f˜(x) is the output
of the black-box system that contains uncertainty. This implies the simulation
output is a stochastic function that differs from the true value of the function.
Each time a point is evaluated, a different response comes out. Therefore, for a
single simulation, we have different outputs. The goal is still to minimize the true
objective function Equation 1. We assume that the uncertainty or noise is inde-
pendent identically distributed with mean 0 and variance of σ2, f˜(x) ∼ (f(x), σ2),
following an unknown distribution.
Since the data points include uncertainties associated with the black-box func-
tion, a single evaluation may not be reliable and does not show the true output
value of the black-box function. Consequently, the deterministic approach may not
be adequate to handle the uncertainty effect and, therefore, mislead the optimiza-
tion process. Performing more than one evaluation for the same point provides
more accurate data about the real objective value. An alternative approach is to
replicate data points to reduce the uncertainty. Suppose the number of replication
is r. Let us define r as r =
∑
xj=xi
j≤ i
(xj = xi), ∀i = 1, · · · , |I|. In other words,
r is the number of equal pair of sample points from the set of already evalu-
ated points, I. Let f¯(x) be the sample mean of f˜(x) after r replications. That is,
f˜(xi) = f(xi) + , ∀i = 1, · · · , |I|.
f¯(xi) = f(xi) +
∑
xj=xi
j≤ i
(xj)∑
xj=xi
j≤ i
(xj = xi)
, ∀ i = 1, · · · , |I| (9)
f¯(x) in Equation 9 follows N(f(x), σ
2√
r
) based on the central limit theorem.
(xj) is the uncertainty component of f¯(xj). The second component in Equation 9
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corresponds to the mean of replications’ uncertainties for a sample point. (xj = xi)
is an indicator function that counts the number of replications for a single point.
We propose a distinct replication strategy, which replicates not all of the candi-
date points but only the promising points for optimization. Following this strategy,
in this section, we propose an approach for replication, using a hypothesis testing
based on confidence intervals. This approach replicates only the promising points
closer to the best sampled mean solution, BSMS. Smart-Replication automatically
chooses the number of replications for each selected candidate point following the
hypothesis rule.
Assume that the current BSMS is xo. For each selected candidate point xi,
Smart-Replication considers the following null hypothesis and stops replicating
xi, if it can reject the null hypothesis.
Ho: if f¯(x
o) < f¯(xi), where xi 6= xo, ∀i = 1, · · · , |I|, then f(xo) > f(xi).
H1: if f¯(x
o) < f¯(xi), where xi 6= xo, ∀i = 1, · · · , |I|, then f(xo) < f(xi).
Decision rule: if CIlow(f(x
i)) ≥ CIup(f(xo)), ∀xi ∈ I , Reject Ho.
Conclusion: Even though the objective value of BSMS, f¯(xo), is smaller
than the objective value of xi, f¯(xi), the true objective value of xi, f(xi),
is smaller than the true objective value of xo, f(xo). Hence, we are (1−α)%
confident that more replications are required for xi.
For each point that is evaluated ri times, ri ≥ 2, we calculate the standard
deviation and the confidence interval with a significance level of α: std(xi) =√
1
ri−1
∑ri
k=1(f˜(x
k)− µ)2, where µ = 1ri
∑ri
k=1 f˜(x
k). f˜(xk) is the noisy evalua-
tion.
Now, we calculate the confidence interval, CI(xi) = (µ ∓ tα
2
std(xi)√
ri
),∀i =
1, · · · , |I|. To select the promising points, we prune the candidate points based on
the lower bound of the confidence interval CIlow. If CIlow of a point is less than
the threshold, i.e. threshold = CIup(BSMS), it is selected as a promising point to
be replicated. The promising points are the candidate points that are close to the
current BSMS, i.e., below the threshold, Figure 3. Since the number of function
evaluations is limited, and the experiments are costly, we consider a maximum
number of replications for the promising points rmax .
The smart approach behaves similar to the deterministic, No-Replication, ap-
proach when the uncertainty level is low and similar to the Fixed-Replication
approach when the uncertainty level is high. For a higher noise level, the variance
is larger. It makes the condition of CI ineffective, and, as a result, more replica-
tions are required. However, it can replicate points up to the maximum number
of replications rmax , which needs to be large and determined in advance. Conse-
quently, Smart-Replication is efficient in both ways, i.e. low/high noise. That is
because it recognizes if the system is deterministic or stochastic, and decides about
replications automatically.
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Fig. 3: Smart-Replication Approach Illustration
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Algorithm 4 Smart-Replication Approach
1: Sample initial design space I = {xij ∈ D | ∀i = 1, · · · , d, j = 1, · · · , N}
2: Randomly generate m uniform random points in the box region;
R = {uij | a ≤ uij ≤ b, ∀ j = 1, · · · , d, i = 1, · · · ,M}
3: while Termination criteria is not satisfied do
4: µi = 1
ri
∑ri
k=1 x
k
5: std(xi) =
√
1
ri−1
∑ri
k=1(x
k − µi)2
6: CI(xi) = (µ ∓ tα
2
std(xi)√
ri
), ∀i = 1, · · · ,M
7: while CIlow(f(x
i)) ≥ CIup(f(xo)) & ri ≤ rmax do
8: Evaluate xi, ri = ri + 1
9: Update std(xi), µi, CI(xi),
10: end while
11: Construct CART on initial data set I
12: Find the centroids for terminal nodes
cvj =
1
Kv
∑Kv
k=1 x
k
j , ∀v = 1, · · · , V, j = 1, · · · , d
13: Construct a surrogate model on I (TK-MARS/RBF)
14: Add centroids to the R; R = R ∪ C where C = {cv | ∀v ∈ V }
15: Optimizer (EEPA) on R to determine new candidate set of points P
16: Update initial data set I = I ∪ P
17: Find BSMS, (xo, f(xo))
18: t:=t+1
19: end while
3.5 Performance Metric
Since the function evaluations are expensive, the number of function evaluations
before finding an optimal solution is a good metric for measuring the performance
of an algorithm. However, obtaining a global optimum cannot be guaranteed. A
metric that can quantify the convergence pattern of an algorithm is more plausible
in the context of black-box optimization.
First, we define the area under the curve (AUC) metric in Definition 1.
Definition 1 (Area Under the Curve – AUC) Given the best sampled mean
solution (BSMS) found by an algorithm after each function evaluation. Let f(xoi)
be the true objective value of BSMS, where xoi is the BSMS after i function
evaluations. Let fmin = mini=1,...|I|(f(xoi)) and fmax = maxi=1,...|I|(f(xoi)).
Using the normalized objective value of BSMS:
f(xoi) =
f(xoi)− fmin
fmax − fmin ∀i = 1, · · · , |I|,
the AUC is
AUC =
∑
i=1,··· ,|I|
f(xoi) (10)
AUC comprises both the quality of BSMS, as well as the time that the algorithm
finds it. It works well for the deterministic cases, as the objective value of the BSMS
monotonically decreases over time. However, this may not hold for stochastic black-
box systems, as the curve consists of jumps. In these cases, the stability of BSMS
represents the robustness. Even though the jumps in early iterations are tolerable,
we expect a stable behavior towards the end of the evaluation. Therefore, next,
we propose a metric for stochastic black-box systems that is able to monitor the
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stability and jump locations across the number of function evaluations. A good
algorithm is the one with fewer and shorter jumps, in which after a reasonable
number of function evaluations, the results are reliable. To consider the instability
in the metric, we consider the maximum objective value of BSMS obtained among
all BSMS found forward. Subsequently, we define the maximal true function area
under the curve (MTFAUC) as following:
Definition 2 (Maximal True Function Area Under the Curve – MT-
FAUC) Given the best sampled mean solution (BSMS) found by an algorithm af-
ter each function evaluation. Let f(xoi) be the true objective value of BSMS, where
xoi is the BSMS after i function evaluations. Let fmin = mini=1,...|I|(f(xoi)) and
fmax = maxi=1,...|I|(f(xoi)). Using the normalized objective value of BSMS
f(xoi) =
f(xoi)− fmin
fmax − fmin ∀i = 1, · · · , |I|,
f¯(x) (Equation 9) is the sample mean of the observed objective value after r
replications. Let xoi = argminj=1,··· ,i f¯(x
j) be the BSMS after i number of func-
tion evaluations and f¯(xoi) be its estimated objective value. Consider jˆ(i) as the
maximum objective value of BSMS obtained among all BSMS found forward:
jˆ(i) ∈ argmax
j=i,··· ,|I|
f(xoj) (11)
The MTFAUC is
MTFAUC =
|I|∑
i=1
f(xjˆ(i)) + f(xjˆ(i−1))
2
(12)
MTFAUC comprises the instability, by using jˆ(i) to penalize the jumps. Hence,
MTFAUC deteriorates if the convergence pattern highly fluctuates. A more stable
algorithm towards uncertainty has a lower MTFAUC value.
4 Experimental Results
To evaluate the performance of the proposed approaches we consider the global
optimization test functions with known optimal points that have proven challeng-
ing for black-box optimization algorithms [42,43]. In this research, we first assume
that black-box functions is deterministic and later relax the assumption. Table 1
describes the characteristics of the selected test functions.
Table 1: Test Functions Definition
Function Formulation Range Global Min
Rosenbrock f(x) =
∑d−1
i=1 [100(xi+1 − x2i )2 + (xi − 1)2] [-5,10] f(x∗) = 0
x∗ = (1, · · · , 1)
Rastrigin f(x) = 10d+
∑d
i=1[x
2
i − 10cos(2pixi)] [-5.12,5.12]f(x∗) = 0
x∗ = (0, · · · , 0)
Levy f(x) = sin2(piw1) [-10,10] f(x∗) = 0
+
∑d−1
i=1 (wi − 1)[1 + 10 sin2(piwi = 1)] x∗ = (1, · · · , 1)
+(wd − 1)2[1 + sin2(2piwd)]
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4.1 TK-MARS
First, we evaluate the new knot preprocessing approach, TK, versus the evenly-
spaced eligible knot selection, [4], in the context of surrogate optimization. The
number of eligible knot locations, T , is usually preset to a static value in MARS.
We study the results for T = 10, T = 20 and T = 50. It is more appropriate to have
MARS and TK-MARS dynamically set T based on the number of terminal nodes of
CART,V , to ensure a fair comparison between the two approaches. Yet the eligible
knot location is distinct in each approach. As a consequence, we demonstrate that
TK-MARS eligible knot locations promise near optimal sites.
The results are provided in Figures 4(a)-(d). The initial set of 35 points with
d = 27 independent variables designed with LHD for this experiment. As one can
see, the tree-based knots approach improves the optimization process, significantly.
We are now presenting an extensive analysis of the performance of TK-MARS in a
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Fig. 4: TK-MARS vs. MARS with different number of eligible knot locations
new class of test functions that includes unimportant variables. We believe that the
existing test functions that are designed for global optimization differ from the less-
symmetrical and less-structured real-world applications. In our work the function
evaluation would be based on a fraction of the input variables, fiv , not all of them,
to show that the proposed method can identify the significant variables. Figures 5
correspond to average MTFAUC of 30 different runs for each test functions in four
different fiv. Note that as the fraction of important variables decreases, MTFAUC
increases. It is more difficult for the algorithm to recognize significant variables
when the output is evaluated using fewer variables.
Besides, a component of uncertainty is added to the real objective value for each
function evaluation to represent stochastic black-box systems. In this research,
the experiments are provided with a Gaussian noise, f˜(x) = f(x) + , where
 ∼ N(f(x), np ∗ range(f(xx∈Io))), and np is the noise percentage level.
An Orthogonal Array, [44,45], is considered to design an efficient set of ex-
periments on a subset of combinations of multiple parameters at multiple levels.
Table 2 represents the problem setting and algorithm parameters for an extensive
set of experiments.
We perform an ANOVA on an OA-designed experiments to test the hypothesis
of variations caused by different factors. In ANOVA, the reference population
is the first level of each factor. From the results, Table 3, it can be observed
that statistically significant parameters are the fraction of important factors (fiv)
and the noise level (np). This indicates that the deterministic approach can not
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Fig. 5: TK-MARS vs. RBF across different fiv
handle the noise effect and has an important impact on the algorithm efficiency
(MTFAUC).
4.2 Smart-Replication
Next, we consider the replication approache to mitigate the effect of noise. An
analysis of variance is performed with MTFAUC as the response variable on the set
of parameters shown in Table 2. We consider two fixedrep and smartrep replication
types with two distinct replication numbers 5 and 10. The replication number for
fixedrep is the fixed number of replications for each candidate points, however, for
smartrep it is the maximum number of replications.
Table 2: W/Replication parameters and levels for OA design
Problem Parameters levels
Test function Rosenbrock,
Rastrigin, Levy
Dimension 10, 20, 30
Fraction of import. vars. 0.25, 0.50, 0.75, 1
Noise level (%) 0, 5, 10, 25
Algorithm Parameterslevels
Initial pool size d + 1, 2(d + 1)
DOE method LHD, sobol
EEPA distance Euclidean, Cosine
EEPA # candidates 3, 6
Replication type fixed rep, smart rep
Replication # 5, 10
Model RBF, TK-MARS
Table 3: No-Replication ANOVA table
Estimate Std. Error t value Pr(> |t|)
(Intercept) 0.0213 0.06535 0.326 0.745659
fiv=0.75 0.12197 0.04773 2.556 0.013294 *
fiv=0.50 0.22659 0.04773 4.748 1.43E-05 ***
fiv=0.25 0.30299 0.04773 6.348 3.84E-08 ***
noise level=10% 0.14558 0.04133 3.522 0.000851 ***
noise level=25% 0.23302 0.04133 5.638 5.59E-07 ***
Rastrigin 0.33031 0.04133 7.991 7.10E-11 ***
Levy -0.02759 0.04133 -0.667 0.507163
dimension=20 -0.06038 0.04133 -1.461 0.149573
dimension=30 0.01005 0.04133 0.243 0.808709
poolSize=2(d+1) 0.01179 0.03375 0.35 0.728
DOE=Sobol -0.02552 0.03375 -0.756 0.452732
EEPA distance=Cosine 0.01675 0.03375 0.496 0.62165
EEPA number of candidates=6 0.0452 0.03375 1.339 0.185774
model=TK-MARS -0.01327 0.03375 -0.393 0.695633
Signif. Codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
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Table 4: Replication ANOVA table
Estimate Std. Error t value Pr(> |t|)
(Intercept) 0.250806 0.086891 2.886 0.005626 **
fiv=0.75 0.07965 0.056382 1.413 0.163596
fiv=0.50 0.207822 0.056382 3.686 0.000537 ***
fiv=0.25 0.132775 0.056382 2.355 0.022263 *
model=TK-MARS 0.113446 0.048828 2.323 0.024028 *
noise level=10% 0.004939 0.048828 0.101 0.91982
noise level=25% 0.009702 0.048828 0.199 0.843259
smart rep -0.09262 0.039868 -2.323 0.02404 *
Rastrigin 0.344011 0.048828 7.045 3.81E-09 ***
Levy 0.045359 0.048828 0.929 0.357128
dimension=20 0.073677 0.048828 1.509 0.137262
dimension=30 0.051091 0.048828 1.046 0.300151
Replication=10 0.146338 0.048828 2.997 0.004142 **
poolSize=2(d+1) 0.016954 0.039868 0.425 0.67238
DOE=Sobol -0.00669 0.039868 -0.168 0.867332
EEPA distance=Cosine -0.01711 0.039868 -0.429 0.669465
EEPA number of candidates=6 -0.02138 0.039868 -0.536 0.594059
Signif. Codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1
From Table 4, note that the noise parameter is not significant anymore, which
indicates that replication helps to cancel out the noise effect. TK-MARS is margina-
lly significant. The Smart-Replication strategy is statistically better than Fixed-
Replication, which is consistent with our expectation. Using smart replication
saves function evaluations and and in a noisy scenario decreases the MTFAUC.
Looking at the ANOVA Tables 3 and 4, we drop the unimportant parameters to
explore MTFAUC variation caused by important parameters and fixed them to
the significant level identified by ANOVA. Dimension=30, initial pool size=d+1,
DOE method=LHD, EEPA distance=Euclidean, and EEPA number of candidate
points is fixed to 3. We perform two separate full factorial designs considering the
significant parameters; one for TK-MARS and one for RBF. The fraction of impor-
tant variables is statistically significant in almost all of the analysis. For simplicity
and focusing on noise effect, we continue to study the replication strategies with
the fixed fiv = 0.5, the most significant level.
Figures 6(a)-(c) show the average performance of deterministic, fixed repli-
cation, and smart replication for 30 random pools. The plots indicate that No-
Replication outperforms the Replication approaches when we use TK-MARS. Note
that, Smart-Replication outperforms Fixed-Replication. The MTFAUC is improv-
ing as expected as the level of noise increases. But let us verify the robustness
and the quality of the solution found through each approach. Figure 7, shows the
box-plot of the MTFAUC values for 30 different runs at different noise levels with
different methods. Although from Figure 6(a) we observed that No-Replication
outperforms Replication approaches, looking at Figure 7(c) (fixedrep, 10) and Fig-
ure 7(e) (smartrep, 10), we confirm that the variance of MTFAUC for replication
strategies is more reasonable than norepl , Figure 7(a). As in Figures 7(d) and
(e), in lower levels of noise, Smart-Replication is competitive with No-Replication
approach. This indicates the robustness of the Smart-Replication approach to ran-
domness. Although fixedrep, 10 is robust to different noise levels and there is no
significant difference in the means across the noise levels, the overall average MT-
FAUC is larger in lower noise levels compared to norepl and smartrep. This is
because the Fixed-Replication strategy makes unnecessary functional evaluations.
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Fig. 6: Average MTFAUC with TK-MARS across different noise levels
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Fig. 7: MTFAUC box-plots for Rosenbrock with TK-MARS
From Figure 8, we see the variance of the objective values of BSMS after
1000 function evaluations for 30 different runs at each noise level. As shown in
the Figure, in the no-noise case, smartrep is competitive with norepl and they
have the shortest boxes, comparatively. fixedrep, 10 and smartrep, 10 are robust to
different noise levels since the means are close compared to norepl . In the highest
level of noise, smartrep, 10 has the shortest box, indicating that it is more robust
to randomness and is more reliable for the Rosenbrock function.
Looking into the results on the Rastrigin function, Figure 6(b), we can see
that there is a small difference between the different methods. The reason can be
justified by the highly fluctuating behavior of the Rastrigin function with several
local optima, and as the noise level added to the function increases, the optimum
is harder to obtain. The robustness and quality of the final solution found has been
analyzed through the box-plots for Rastrigin function. fixedrep, 10, which is the
full replication approach, has the shortest box and is the most robust approach
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Fig. 8: Final BSMS box-plots for Rosenbrock with TK-MARS
to randomness, however, it has a higher average MTFAUC across different noise
levels compare to smartrep, 10. The same pattern was observed for the quality of
the final BSMS. smartrep; 10 finds better BSMS at the highest noise level with
relative robustness.
For the Levy function, No-Replication outperforms the replication approaches
in almost every case (Figure 6(c)). Although, we can see that Smart-Replication
is doing well too. smartrep, 10 had a comparatively short box at a higher level of
noise for the average MTFAUC of different runs. No-Replication outperforms in
terms of the quality of final BSMS after 1000 evaluation for the Levy function,
however, the performance of the smartrep, 10 is very competitive. The boxplots
for Rastrigin and Levy can be found in Appendix, § 6. Overall, we observe that
No-Replication is not robust to the noise effect although it has better average
MTFAUC value.
Next, we analyze the average performance of No-replication, Fixed-replication,
and Smart-replication using RBF for 30 random pools across different noise levels.
The plots in Figure 9 confirm that in the deterministic situation, No-Replication,
is the best option. However, as the noise level increases, smartrep, 10 outperforms
norepl . We can see that smartrep, 10 is more competitive when we use the in-
terpolating model, RBF for the Rosenbrock function. Looking into the Rastrigin
function, Figure 9(b), we can see that there is a small difference between different
methods, especially at the highest level of uncertainty. No-replication slightly out-
performs all the other methods, since exploration overcomes the replication in the
case of having a complicated function like Rastrigin. It can be seen that Replica-
tion approaches with 5 replications are slightly competitive with No-Replication
at a very high level of noise.
High-dimensional Black-box Optimization Under Uncertainty 19
0 0.1 0.2
Noise level
0.2
0.4
0.6
0.8
1
M
TF
A
U
C
Rosenbrock
Norepl
FixedRep5
FixedRep10
SmarRep5
SmarRep10
(a)
0 0.1 0.2
Noise level
0.2
0.4
0.6
0.8
1
M
TF
A
U
C
Rastrigin
Norepl
FixedRep5
FixedRep10
SmarRep5
SmarRep10
(b)
0 0.1 0.2
Noise level
0.2
0.4
0.6
0.8
1
M
TF
A
U
C
Levy
Norepl
FixedRep5
FixedRep10
SmarRep5
SmarRep10
(c)
Fig. 9: Average MTFAUC with RBF across different noise levels
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Fig. 10: MTFAUC box-plots for Rosenbrock with RBF
Next, we analyze the robustness of algorithms and the quality of the final
BSMS, using the boxplots. One can verify that smartrep, 10 is the most robust
approach to the uncertainty level and randomness since it has the shortest box
as the noise level increases, Figure 9. fixedrep, 10 is competitive under a higher
level of uncertainty. norepl is the best option in the no-noise case since replication
wastes function evaluations when there is no uncertainty.
From Figures 11, observe that the variance of BSMS after 1000 function evalua-
tions for 30 different runs at each considered noise level. As is observed, smartrep, 10
comparatively outperforms in terms of the BSMS at the end. fixedrep, 10 and
smartrep, 10 are robust to different noise levels in terms of finding the BSMS.
For Rastrigin function we observed that fixedrep, 10 has the highest robustness to-
ward randomness, however, it had larger BSMS, comparatively. norepl finds better
BSMS, on average when the uncertainty level is low, as we expected. In this case,
fixedrep, 5 finds better BSMS at the highest noise level. This confirms that for a
highly fluctuated function like Rastrigin we need more exploration as well as repli-
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Fig. 11: Final BSMS box-plots for Rosenbrock with RBF
cation. For Levy function smartrep, 5 outperforms other methods under the highest
level of uncertainty. fixedrep, 5 is competitive, as well. We verified that smartrep, 5
has the shortest box overall, except for the no-noise case, which No-replication
has the lower MTFAUC on average. In terms of robustness to randomness and the
different level of noise, smartrep, 5 and fixedrep, 10 are competitive. However, the
MTFAUC is lower for smartrep, 5.
5 Conclusion and Future Work
TK-MARS outperforms RBF, the leading surrogate optimization technique in
the literature, with regard to the evaluation described in § 4. TK-MARS shows
excellent improvement in the handling of insignificant inputs over RBF. Smart-
Replication is outperforms No-Replication in terms of robustness to the uncer-
tainty level and the quality of the final optimum solution discovered.
TK-MARS is a regression-based model that does not traverse all the points
and forms a surface that minimizes the error based on the distance between the
real values and the fitted line. As a result, regression-based models help to have
a better approximation for data sets with noisy outcomes. On the other hand
Smart-Replication can adapt itself based on the uncertainty level. Consequently,
its behavior is similar to No-Replication when the uncertainty level is low and is
similar to Fixed-Replication when the uncertainty level is high. Further, Smart-
Replication does not waste evaluations on the unpromising points and replicate
the near-optima points. Overall, Smart-Replication with TK-MARS is the most
robust and reliable approach for high-dimensional black-box optimization undet
uncertainty.
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Fig. 12: MTFAUC box-plots for Rastrigin with TK-MARS
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Fig. 13: Final BSMS box-plots for Rastrigin with TK-MARS
24 Hadis Anahideh et al.
1 2 3 4
Noise level
0
0.5
1
M
TF
A
U
C
Norepl
(a)
1 2 3 4
Noise level
0
0.5
1
M
TF
A
U
C
Fixedrep,5
(b)
1 2 3 4
Noise level
0
0.5
1
M
TF
A
U
C
Fixedrep,10
(c)
1 2 3 4
Noise level
0
0.5
1
M
TF
A
U
C
Smartrep,5
(d)
1 2 3 4
Noise level
0
0.5
1
M
TF
A
U
C
Smartrep,10
(e)
Fig. 14: Final MTFAUC box-plots for Levy with TK-MARS
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Fig. 15: Final BSMS box-plots for Levy with TK-MARS
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Fig. 16: MTFAUC box-plots for Rastrigin with RBF
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Fig. 17: Final BSMS box-plots for Rastrigin with RBF
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Fig. 18: Final MTFAUC box-plots for Levy with RBF
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Fig. 19: Final BSMS box-plots for Levy with RBF
