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Abstract 
Big data refers to processing of enormous amount of unstructured data. The MapReduce and Hadoop are open-
source softwares for bigdata applications.The unstructured data are processed using MapReduce framework and 
Hadoop as an environment, providing distributed file storage for absolute blobs of data. The intermediate data 
generated are left unstored and hindered in MapReduce framework. Dache refers a cache imbibing the data that is  
accessed through a request and reply protocol. In this paper, we propose an effective technique for enhancing the 
performance of Dache by introducing a cache optimization algorithm and a better page replacement technique. 
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1. Introduction 
In distributed computing environment, Hadoop[2] is a framework which is based on java programming that 
process large dataset. It is project sponsored by the Apache Software Foundation. Applications involving thousands 
of terabytes of data can be easily processed with the help of Hadoop. Hadoop Distributed File System is used to 
provide high throughput access to application data.The two pillars of Apache Hadoop[2] are YARN - Yet Another 
Resource Negotiator and HDFS - Hadoop Distributed File System.  
 
YARN- It assigns to storage to applications running on Hadoop. In the beginning Hadoop runs only MapReduce 
applications, whereas YARN makes it is possible for other applications to run on Hadoop. HDFS It is afile system 
which wrappers all the nodes in a cluster[1] for the storage of data and links the file systems on local nodes together 
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to make them into a big file system. Hadoop has a master node and a slave node. The master node includes a Name 
Node, Secondary Name Node and a JobTracker. The slave Node includes a DataNode and aTaskTracker. Name 
Node stores and maintains the metadata for HDFS. Secondary Name Node Performs housekeeping functions for the 
Name Node. JobTracker Manages MapReduce jobs, distributes individual tasks to machines running the Task 
Tracker. DataNode Stores actual HDFS data blocks. TaskTracker is responsible for instantiating and monitoring 
individual Map and Reduce tasks. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig .1 Architecture Of MapReduce 
 The mapper converts all the input data into key value pairs. The reducer receives the results generated by 
the mapper and applies other functions to obtain the results. For example the logfiles are splitted into separate small 
files. These are fed to the mapper.The mappper searches for different webpages that were being used. If a webpage 
is found to be available, then the key value pair for that particular page isgenerated and it is then fed to reducer.The 
webpage is referred as key and value is assigned as 1. The total number of hits for each webpage is obtained as the 
final result.  
 
2.Literature Review 
It describes about many techniques that has been used for improving the efficiency of MapReduce 
framework and gives a brief about its limitations as below 
 
2.1Percolator by Daniel et al.[13] 
 
Proposed Work: The ideal data processing system for the task of maintaining the web search index isoptimized for 
incremental processing; that would allows to maintain a very large repository of documents and update it efficiently 
as each new document were crawled. Percolator works with the timestamp and the notification in the process of dirty 
cell identification 
 
Experimental Evaluation: They have achieved high throughput, using the ACID compliant transactions provided 
by Percolator making it easier for programmers to reason about the state of the repository they implemented 
snapshot isolation semantics. The primary application of Percolator was to prepare the web pages for inclusion in the 
live web search index. The Percolator-based indexing system is known as Caffeine. 
 
Advantages: The percolator-based indexing system helped in latency reduction on a single document with an 
acceptable increase in resource usage compared to the previous indexing system. 
 
Disadvantage: Percolator doesn’t scale linearly over many orders of magnitude on commodity machines. When 
compared to the MapReduce-based system is that the number of RPC’s sent per work-unit is more. 
 
2.2 Data Placement Technique by Zhenhua et al.[14] 
 
Proposed work: The authors have described about the development of a data placement mechanism in the Hadoop 
distributed file system or HDFS to initially distribute a large data set to multiple nodes in accordance to the 
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computing capacity of each node. The allocation policies for the allocation of residual resource to the running task 
in the system are First-Come-Most, Shortest-Time-LeftMost, Longest-Time-LeftMost, Speculative-TaskMost.  
 
Experimental evaluation: The data-placement strategies are where files are partitioned and distributed across 
multiple nodes in a Hadoop cluster without being duplicated. The first algorithm was to initially distribute file 
fragments to heterogeneous nodes in a cluster. The second data-placement algorithm was used to reorganize file 
fragments to solve the data skew problem. They observed that the computing capability of each node was quite 
stable as the sponsor time of these Hadoop applications on each node was linearly proportional to input data size.  
 
Advantages: The new mechanism has distributed fragments of an input file to heterogeneous nodes based on the 
computing capacities which improved the performance of Hadoop heterogeneous clusters. 
 
Disadvantages: Some large-scale clusters exhibit inefficient in resource utilization. Speculativeexecution in Hadoop 
was observed to be inefficient, which wascaused by the excessive runs of useless speculative tasks. 
 
2.3Classification technique in mapreduce models by Krishnakumar. K et al.[7] 
 
 Proposed Work: The main goal of the system was to the underutilization of CPU processes, the growing 
importance of MapReduce performance and for establishment of an efficient data analysis framework for handling 
the large data drift in the workloads from enterprise. They have proposed a classification technique in the 
MapReduce Models for data evolution through the Ensemble classifier in the efficient data analysis framework to 
cater the workloads and processing of it in commodity clusters in the data centres which yields better performance in 
terms of High throughput through efficient selective forwarding technique, efficient in terms of fault handling. 
 
Experimental Setup: The Proposed analysis and the performance using Hadoop were experimented under certain 
hardware and software constraints and requirements. The hardware platform for the experiments was Intel Core 2 
Duo CPU, 2.27 GHz, RAM 2GB, and total storage of 250GB Hard Disk is needed. It was observed that the 
MapReduce tool is much efficient in data optimization and very reliable since it reduced the time of data access or 
loading by more than 50%. Experiments showed the computation performance of the MapReduce prototype tool 
based on the measurement of speedup, scale up and the size up. 
 
Advantages: This system handled the identification of error, and support of dynamic load balancing, it has helped 
server users to attain beloved computing results by competently utilizing system resources in terms of less cost, high 
performance and trade-offs among cost and performance. 
 
Disadvantages: The methodology needed the use of latest tools, procedures and technologies to solve issues of data 
optimization, reliability, scalability and data security, among other issues fault tolerance in cluster computing in 
distributed system. 
 
2.4 MRFusion technique by Rui Kubo et al.[12] 
 
Proposed Work: There are many developers who have used structured query language (SQL) when querying a 
database. Data manipulations that are frequently used with SQL include selecting, projecting, aggregating, and 
joining. PJoin is being used to join data efficiently. Map Multi-Reduce which is an extension of the Map-Reduce 
middleware is being used to efficiently perform aggregations in data manipulations such as SQL. It enables the 
reduction of a wider range of data transferred between the map and reduce functions on the middleware side. 
MRFusion is a technique that can be used to repeat analytical processing of the same data. 
 
Experimental Setup: The mechanism applied for MapReduce ensured that the complexity involved in developing a 
system that can work on numerous servers can be concealed from the developer. That approach are: Scheduling and 
Fault tolerance. When a failure actually occurred, servers restarted the processing using the backups and 
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intermediate processing results. The scheduling and synchronization processing became more complex as the scale 
of the data and servers increased; hence server breakdowns often occur. They introduced the features and suitable 
usage situations for three techniques that developed: PJoin, Map Multi-Reduce, and MRFusion. 
 
Advantages: This focus on cloud computing, and the importance of using big data is now being recognized. It is 
achieving cost advantages such as improving the system’s response time and reducing the number of servers. 
 
Disadvantages: The  techniques has to be improved  for efficient processing that can be used over a wider range, as 
well as various easy-to-use techniques, to help create value-added services that use big data. 
 
2.5 Summary 
 We have studied the various techniques and methods proposed in the articles. The various techniques are 
design of percolator, and various technique to improve the Hadoop such as Hadoop-A which acts as an accelerated 
framework for big data application. They have proposed various methods for the analysis of big data by the Hadoop 
MapReduce Paradigms and analyzing the large data like the log data. They have proposed various methods to 
improve the Memory structure and to improve its working. 
 
3.Proposed Work 
 In the proposed technique, the dache request the source input from which the cache item is obtained and 
various operations are applied over the input such that the cache item is indexed properly in the map phase and the 
intermediate results are generated. In the reduce phase, the generated intermediate results are shuffled and sorted. 
Then it is fed to the worker nodes in the reduce phase. The final results are computed and given to the user. 
      Fig. 2 Architecture of Enhanced Dache 
  
 The dache is enhanced by providing a better page replacement and a cache optimization technique. The 
page replacement technique used here is WSClock algorithm. It effectively replaces the pages by embedding a 
reference bit to each page. Based on the status of the bit it decides whether to evict the page or not. It maintains the 
oldest page which is often used by the user from being removed.It uses circular list to hold all the pages. As the 
pages are added, they go into the ring and the clock hand advances around the ring. The pages are not shifted 
around, instead the clock hand moves around the pages.Each entry contains the time of last use of a page. If any 
page fault occurs, it checks the reference bit of each page by incrementing the clock hand. If the R bit is 1, then it 
indicates that the page is in use. Hence the page is not evicted and the reference bit is cleared and the time of last use 
is updated in its field. If the reference bit is 0, then it checks for the threshold value. If the age of the page is less 
than threshold value, then it indicates that the page is in the working set and the clock hand is advanced. If the age of 
the page is greater than the threshold value, then it has to check whether the page is clean or dirty. If the page is 
found to be clean, then the frame can be reclaimed and a new page can be inserted. When the page is found to be 
dirty, then a schedule for that page is written and the clock hand is advanced and it keeps on looking for the pages. 
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The problem is that larger blocks tend to increase the miss penalty since it will take long time in searching 
their requested content.The Cache optimization technique used here is sub blocking since this concept is suitable 
when data becomes larger .This reduces the miss penalty (number of clocks to process a cache miss). The 
performance improves with the increase in the number of sub-blocksearch of which has a valid bit. Using sub-blocks 
to reduce fetch time the tag is valid for the entire block, but only a sub-block needs to be read on a miss. When we 
request for a sub-block it checks the cache with the value associated with the sub-block that has been requested. 
Don’t have to load full block on a miss. 
 The main components of enhanced dache consist of two phases and a manager as depicted in the 
architecture diagram of enhanced dache[Fig-2] .They are  Map Phase, Reduce Phase and Cache manager. These three 
components are briefly described as follows: 
 
i)Map Phase 
 The given input data is first split into individual data item and it is then fed to the worker nodes in the map 
phase. The worker nodes in this phase produces intermediate data as a result of their execution. These cached data 
are stored in the Distributed File System. The cached data in the DFS can be identified by its original data and the 
operation applied on it. It is basically specified in the form of a tuple, given as {origin, operation}. The original 
name of the file is referred as origin. The operations by which those data can be processed are classification, sorting, 
or counting the number of occurrences and many more. 
 
ii)Reduce Phase 
 It is similar to the map phase since it also requires the original input and the operations applied. The input 
to the reduce phase is a list of key value pairs. Each operation applied has a unique ID which is specified by the 
user. The input given to the reducers is not fully cached. Hence the cached results cannot be treated as the final 
output, since it undergoes a shuffling phase and a mismatch occurs. To overcome this problem, the reduce phase 
should include the original files produced by the map phase. Then these data files are shuffled to produce the input 
files for the reducers. As a result of this new intermediate data files corresponding to the map phase are generated. 
Now the reducers can identify the new correct shuffling input from by shuffling the newly generated result to form 
the final output. 
 
iii)Cache Manager 
 The cache manager is responsible for managing the data items in the cache. The data in the cache can be 
accessed through request and reply. The request is sent to the cache manager for the data in the cache. Upon 
receiving the request, the cache manager looks for the availability of the data in the cache. If it is found to be 
available, then it fetches the data and provides it to requestor. If is not available, then it accepts the new cache data 
after the computation and stores it in the cache for future use.The cache optimization technique which has been used 
here improves the searching process by reducing the seek time. The page replacement technique is used here is a 
better way of picking up the pages in and out of the Dache as required by the requestor. 
 
4. Experimental Setup 
 The server with 8-core CPU is requiredto run the Hadoop.The Hadoop package should contain the Java 
Archive files and scripts to start Hadoop.  Each core runs at 3GHz,16 GB memory and a SATA disk.The 16 
mappers are required for any applications, whereas the number of reducers varies depending on the application.The 
input of the applications is generated randomly, and all are 10 GB in size. It needs to load, store and process a large 
amount of input files. 
 
5. Conclusion 
 In this paper, an enhanced model for DACHE has been proposed to improve the effectiveness in the 
MapReduce environment. As an initial discussion, authors have performed a comprehensive survey on recent and 
best techniques proposed to improve the efficiency of the MapReduce environment.Authors also offered the 
experimental setup which can be used as test bed to evaluate the performance of the proposed system.  
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The complete implementation using the given setup and assessment can be considered as the future work of this 
research.The enhancement of Dache is proposed by a better cache optimization algorithm and a page replacement 
technique which is represented as three modules- map phase, reduce phase and cache manager which greatly 
improves the performance of the MapReduce framework, making the searching process more easy and efficient than 
the existing technique and eliminating the duplicate task that co-exists with the incremental MapReduce jobs. Hence 
the Dache can be utilized more efficiently for MapReduce applications.  
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