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Аннотация
Пусть в вещественном 𝑛-мерном пространстве R𝑛 = {𝑋} задано 𝑚 однородных веще-
ственных форм 𝑓𝑖(𝑋), 𝑖 = 1, . . . ,𝑚, 2 6 𝑚 6 𝑛. Выпуклая оболочка множества значений
𝐺(𝑋) = (|𝑓1(𝑋)|, . . . , |𝑓𝑚(𝑋)|) ∈ R𝑚+ для целочисленных 𝑋 ∈ Z𝑛 во многих случаях являет-
ся выпуклым многогранным множеством, граница которого для ||𝑋|| < const вычисляется
с помощью стандартной программы. Точки 𝑋 ∈ Z𝑛, для которых значения 𝐺(𝑋) лежат
на этой границе, названы граничными. Они являются наилучшими диофантовыми при-
ближениями для корневых множеств указанных форм. Их вычисление даёт глобальное
обобщение цепной дроби. Для 𝑛 = 3 обобщить цепную дробь безуспешно пытались Эйлер,
Якоби, Дирихле, Эрмит, Пуанкаре, Гурвиц, Клейн, Минковский, Брун, Арнольд и многие
другие.
Пусть 𝑝(𝜉) — целый неприводимый в Q многочлен степени 𝑛 и 𝜆 — его корень. Набор
основных единиц кольца Z[𝜆] можно вычислить по граничным точкам некоторой совокуп-
ности линейных и квадратичных форм, построенных по корням многочлена 𝑝(𝜉). До сих
пор эти единицы вычислялись только для 𝑛 = 2 (с помощью обычных цепных дробей)
и 𝑛 = 3 (с помощью алгоритмов Вороного). Каждая единица определяет автоморфизм
граничных точек в R𝑛 и автоморфизм их образов в R𝑚+ . В логарифмической проекции
R𝑚+ на R𝑚−1 можно найти фундаментальную область для группы вторых автоморфизмов,
соответствующих единицам.
С помощью этих конструкций можно находить целочисленные решения диофантовых
уравнений специального вида. Аналогично вычисляются все указанные объекты для дру-
гих колец поля Q(𝜆). Приведены примеры.
Наш подход обобщает цепную дробь, позволяет вычислить наилучшие совместные при-
ближения, основные единицы алгебраических колец поля Q(𝜆) и все решения некоторого
класса диофантовых уравнений для любого 𝑛.
Ключевые слова: обобщение цепной дроби, диофантовы приближения, набор основных
единиц, фундаментальная область, диофантово уравнение.
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FROM DIOPHANTINE APPROXIMATIONS TO
DIOPHANTINE EQUATIONS
A. D. Bruno (Moscow)
Abstract
Let in the real 𝑛-dimensional space R𝑛 = {𝑋} be given 𝑚 real homogeneous forms 𝑓𝑖(𝑋),
𝑖 = 1, . . . ,𝑚, 2 6 𝑚 6 𝑛. The convex hull of the set of points 𝐺(𝑋) = (|𝑓1(𝑋)|, . . . , |𝑓𝑚(𝑋)|)
for integer 𝑋 ∈ Z𝑛 in many cases is a convex polyhedral set. Its boundary for ||𝑋|| < const
can be computed by means of the standard program. The points 𝑋 ∈ Z𝑛 are called boundary
points if 𝐺(𝑋) lay on the boundary. They correspond to the best Diophantine approximations
𝑋 for the given forms. That gives the global generalization of the continued fraction. For 𝑛 = 3
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Euler, Jacobi, Dirichlet, Hermite, Poincare´, Hurwitz, Klein, Minkowski, Brun, Arnold and a lot
of others tried to generalize the continued fraction, but without a succes.
Let 𝑝(𝜉) be an integer real irreducible in Q polynomial of the order 𝑛 and 𝜆 be its root. The
set of fundamental units of the ring Z[𝜆] can be computed using boundary points of some set of
linear and quadratic forms, constructed by means of the roots of the polynomial 𝑝(𝜉). Similary
one can compute a set of fundamental units of other rings of the field Q(𝜆). Up today such sets
of fundamental units were computed only for 𝑛 = 2 (using usual continued fractions) and 𝑛 = 3
(using the Voronoi algorithms).
Our approach generalizes the continued fraction, gives the best rational simultaneous
approximations, fundamental units of algebraic rings of the field Q(𝜆) and all solutions of a
certain class of Diophantine equations for any 𝑛.
Keywords: generalization of continued fraction, Diophantine approximations, set of funda-
mental units, fundamental domain, Diophantine equation.
Bibliography: 16 titles.
1. Цепная дробь
Пусть 𝛼0 и 𝛼1 — натуральные числа. Для нахождения их наибольшего общего делителя
используется алгоритм Евклида последовательного деления с остатком:
𝛼0 = 𝑎0𝛼1 + 𝛼2, 𝛼1 = 𝑎1𝛼2 + 𝛼3, 𝛼2 = 𝑎2𝛼3 + 𝛼4, . . .
где натуральные числа 𝑎0, 𝑎1, 𝑎2, . . . суть неполные частные. Это алгоритм разложения числа
𝛼 = 𝛼0/𝛼1 в правильную цепную дробь [1], и он применим к любым вещественным числам 𝛼.
При этом 𝑎0 = [𝛼], где [𝛼] — целая часть числа 𝛼, 𝑎1 = [1/(𝛼− 𝑎0)], . . . , т. е.
𝛼 = 𝑎0 +
1
𝑎1 +
1
𝑎2 +
. . .
, (1)
и (︂
𝛼𝑘+1
𝛼𝑘+2
)︂
=
(︂
0 1
1 −𝑎𝑘
)︂(︂
𝛼𝑘
𝛼𝑘+1
)︂
, 𝑎𝑘 = [𝛼𝑘/𝛼𝑘+1].
Если разложение (1) оборвать на 𝑎𝑘 и свернуть эту оборванную цепную дробь в рациональ-
ное число 𝑝𝑘/𝑞𝑘, то получается подходящая дробь, которая даёт наилучшее рациональное
приближение к числу 𝛼. При этом(︂
𝑝𝑘 𝑝𝑘−1
𝑞𝑘 𝑞𝑘−1
)︂
=
(︂
𝑝𝑘−1 𝑝𝑘−2
𝑞𝑘−1 𝑞𝑘−2
)︂(︂
𝑎𝑘 1
1 0
)︂
,(︂
𝑎𝑘 1
1 0
)︂−1
=
(︂
0 1
1 −𝑎𝑘
)︂
, det
(︂
𝑝𝑘 𝑝𝑘−1
𝑞𝑘 𝑞𝑘−1
)︂
= ±1,
т.е. векторы (𝛼𝑘, 𝛼𝑘+1) и (𝑝𝑘, 𝑞𝑘) принадлежат сопряжённым плоскостям, и пара векторов
(𝑝𝑘, 𝑞𝑘), (𝑝𝑘−1, 𝑞𝑘−1) может служить базисом в одной из них. Лагранж [1, § 10] доказал, что
для квадратичных иррациональностей 𝛼 разложение в цепную дробь периодично (и обратно),
то есть последовательность неполных частных 𝑎0, 𝑎1, 𝑎2, 𝑎3, . . . , начиная с какого-то номера
состоит из повторяющегося отрезка 𝑎𝑘, 𝑎𝑘+1, . . . , 𝑎𝑘+𝑡.
Итак, разложение числа в цепную дробь: просто; дает наилучшие рациональные прибли-
жения к числу; конечно для рационального числа; периодично для квадратичных иррацио-
нальностей [1, § 10]; устроено как для почти всех чисел [1, гл. III] для кубических иррацио-
нальностей [2]. Кроме того, оно обладает ещё рядом замечательных свойств.
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2. Глобальное обобщение цепной дроби и наилучшие диофантовы
приближения
Обобщить цепную дробь для векторов безуспешно пытались Эйлер, Якоби, Дирихле, Эр-
мит, Пуанкаре, Гурвиц, Клейн, Минковский, Брун, Арнольд и многие другие [3, 4], [5, п. 1.2].
Только пошаговые алгоритмы Вороного [6] безотказны, но сложны.
В [5,7, 8] предложено следующее обобщение цепной дроби.
Пусть в 𝑛-мерном вещественном пространстве R𝑛 с координатами 𝑋 = (𝑥1, . . . , 𝑥𝑛) заданы
𝑚 однородных вещественных форм (т. е. многочленов от переменных) 𝑓1(𝑋), . . . , 𝑓𝑚(𝑋), 2 6
6 𝑚 6 𝑛.
Модули 𝑔𝑖(𝑋) = |𝑓𝑖(𝑋)| форм 𝑓𝑖(𝑋), 𝑖 = 1, . . . ,𝑚, задают отображение 𝐺(𝑋) =
= (𝑔1(𝑋), . . . , 𝑔𝑚(𝑋)) пространства R𝑛 в положительный ортант S
def
= R𝑚+ в 𝑚-мерном про-
странстве R𝑚 с координатами 𝑆 = (𝑠1, . . . , 𝑠𝑚): 𝑠𝑖 = 𝑔𝑖(𝑋) = |𝑓𝑖(𝑋)|, 𝑖 = 1, . . . ,𝑚. При этом
целочисленная решётка Z𝑛 ⊂ R𝑛 отображается в некоторое множество Z ⊂ S. Замыкание
выпуклой оболочки H множества Z∖0 является выпуклым множеством. Все целочисленные
точки 𝑋 ∈ Z𝑛∖0, отображающиеся на границу 𝜕H множества H, назовём граничными.
Задача 1. Найти все граничные точки 𝑋.
Решение задачи 1. В дальнейшем ограничимся случаями, когда выпуклое множество H явля-
ется многогранным, т.е. его граница 𝜕H состоит из вершин, рёбер, граней различных размер-
ностей и не содержит непрерывных «кривых» частей. В этих случаях граница 𝜕H вычисляется
с помощью стандартных программ для вычисления выпуклых многограных оболочек [9, 10].
Это и даёт алгоритмическое обобщение цепной дроби на любую размерность. Примеры см.
в [5].
В частности, это даёт возможность вычислить наилучшие совместные рациональные
приближения 𝑞1/𝑞0, . . . , 𝑞𝑚/𝑞0 к вещественным числам 𝛽1, . . . , 𝛽𝑚, где 𝑞0, 𝑞1, . . . , 𝑞𝑚 ∈ Z и
𝑓𝑖(𝑞0, 𝑞𝑖) = 𝑞0𝛽𝑖 − 𝑞𝑖, 𝑖 = 1, . . . ,𝑚. Здесь 𝑚 = 𝑚 и 𝑛 = 𝑚+ 1.
Пример 1. Пусть 𝑓1 = 𝑥1𝛼 − 𝑥2, 𝑓2 = 𝑥1, где 𝛼 ∈ R, 𝛼 > 0. Здесь 𝑛 = 𝑚 = 2. Каждой
вершине ломаной 𝜕H с 𝑥1 = 𝑝, 𝑥2 = 𝑞 ∈ Z+ соответствует подходящая дробь 𝑞/𝑝 цепной
дроби числа 𝛼. Эта точка (𝑥1, 𝑥2) является граничной. Но, вообще говоря, не каждой под-
ходящей дроби 𝑠/𝑟, 𝑟, 𝑠 ∈ Z+ цепной дроби числа 𝛼 соответствует вершина 𝑥1 = 𝑟, 𝑥2 = 𝑠
ломаной 𝜕H.
Гипотеза. Если все 𝑓1, . . . , 𝑓𝑚 суть линейные и квадратичные формы, то граница 𝜕H не
имеет непрерывных кривых участков, т. е. является многогранной.
Более того, до сих пор неизвестно ни одного набора форм 𝑓1, . . . , 𝑓𝑚, для которого граница
𝜕H не была бы многогранной.
3. Основные единицы кольца Z[𝜆]
Пусть дан целый неприводимый в Q вещественный многочлен
𝑝(𝜉) = 𝜉𝑛 + 𝑏1𝜉
𝑛−1 + . . .+ 𝑏𝑛−1𝜉 + 𝑏𝑛 (2)
с целыми коэффициентами 𝑏𝑖, т. е. он не разлагается в произведение двух нетривиальных
многочленов с коэффициентами из Q. Ему соответствует кольцо Z[𝜆] чисел вида
𝜉(𝑋) = 𝑥1 + 𝑥2𝜆+ . . .+ 𝑥𝑛𝜆
𝑛−1 (3)
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с целыми коэффициентами 𝑥𝑖, где 𝜆 — корень многочлена (2) и 𝑋 = (𝑥1, . . . , 𝑥𝑛) ∈ Z𝑛. Каж-
дому числу (3) соответствует квадратная матрица 𝐷(𝜉) = (𝑑𝑖𝑗):
𝜆𝑖𝜉(𝑋) =
𝑛−1∑︁
𝑗=0
𝑑𝑖𝑗𝜆
𝑗 , 𝑖 = 0, 1, . . . , 𝑛− 1.
Определитель det𝐷(𝜉) называется нормой числа (3) и обозначается𝑁(𝜉). Норма произведения
чисел равна произведению их норм: 𝑁 (𝜉1 · 𝜉2) = 𝑁(𝜉1) ·𝑁(𝜉2). Те числа (3), у которых норма
𝑁(𝜉) = ±1, называются единицами [11, гл. II]. В дальнейшем предполагаем, что среди корней
многочлена 𝑝(𝜉) нет единиц. Существует такой набор единиц Σ = (𝜀1, . . . , 𝜀𝑟), что всякая
единица 𝜀 ∈ Z[𝜆] однозначно представляется в виде
𝜀 = ±𝜀𝑎11 · · · 𝜀𝑎𝑟𝑟 , (4)
где 𝑎𝑖 — целые числа. Эти единицы 𝜀1, . . . , 𝜀𝑟 называются основными.
Задача 2. Для фиксированного многочлена (2) найти набор основных единиц кольца
Z[𝜆].
Решение задачи 2. Пусть неприводимый в Q многочлен (2) имеет 𝑙 вещественных корней 𝜆1,
. . ., 𝜆𝑙 и 𝑘 пар комплексно сопряжённых корней 𝜆𝑙+1, . . ., 𝜆𝑙+𝑘, ?¯?𝑙+1, . . ., ?¯?𝑙+𝑘, 𝑙+2𝑘 = 𝑛. Здесь
𝑙 > 0, 𝑘 > 0. Рассмотрим 𝑚 = 𝑘 + 𝑙 форм
𝑓𝑖(𝑋) = ⟨𝐿𝑖, 𝑋⟩ , 𝑖 = 1, . . . , 𝑙,
𝑓𝑙+𝑗(𝑋) = ⟨𝐾𝑙+𝑗 , 𝑋⟩
⟨︀
?¯?𝑙+𝑗 , 𝑋
⟩︀
, 𝑗 = 1, . . . , 𝑘,
где
𝐿𝑖 =
(︀
1, 𝜆𝑖, 𝜆
2
𝑖 , . . . , 𝜆
𝑛−1
𝑖
)︀
, ⟨𝐿𝑖, 𝑋⟩ = 𝑥1 + 𝜆𝑖𝑥2 + . . .+ 𝜆𝑛−1𝑖 𝑥𝑛,
𝐾𝑙+𝑗 =
(︁
1, 𝜆𝑙+𝑗 , 𝜆
2
𝑙+𝑗 , . . . , 𝜆
𝑛−1
𝑙+𝑗
)︁
, ?¯?𝑙+𝑗 =
(︁
1, ?¯?𝑙+𝑗 , ?¯?
2
𝑙+𝑗 , . . . , ?¯?
𝑛−1
𝑙+𝑗
)︁
.
По теореме Дирихле [11, гл. II, § 4, п. 3] для многочлена (2) число основных единиц 𝑟 = 𝑘+𝑙−1.
Далее предполагаем, что 𝑚 = 𝑘 + 𝑙 > 2. Ибо, если 𝑘 + 𝑙 6 1, то 𝑟 6 0 и по теореме Дирихле
основные единицы отсутствуют.
Теорема 1 ( [11, гл. II, § 1, п. 2]). Для чисел (3) с 𝑋 = (𝑥1, . . . , 𝑥𝑛) ∈ R𝑛
𝑁(𝜉) = 𝑓(𝑋)
def
= 𝑓1(𝑋) . . . 𝑓𝑚(𝑋). (5)
Поэтому для всех единиц вида (3)
𝑓(𝑋) = ±1 и 𝑔(𝑋) def= |𝑓(𝑋)| = 1. (6)
Пусть Zˇ𝑛 — множество точек 𝑋 ∈ Z𝑛 со свойством (6). Рассмотрим для него (т. е. для 𝑋 ∈ Zˇ𝑛)
конструкции раздела 1: множество Zˇ значений
𝐺(𝑋) = (𝑔1(𝑋), . . . , 𝑔𝑚(𝑋)) ⊂ S = R𝑚+ ,
где 𝑔𝑖(𝑋) = |𝑓𝑖(𝑋)|, 𝑖 = 1, . . . ,𝑚, выпуклую оболочку Hˇ множества Zˇ и её границу 𝜕Hˇ.
Граница 𝜕Hˇ имеет размерность 𝑚 − 1 = 𝑟, не имеет кривых участков и состоит из вершин,
рёбер и граней.
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Теорема 2. Все грани границы 𝜕Hˇ являются симплексами, а значение 𝐺0 = (1, 1, . . . , 1)
является её вершиной.
Пусть Δ — некоторая (𝑚 − 1)-мерная грань границы 𝜕Hˇ, содержащая вершину 𝐺0 =
(1, 1, . . . , 1), а 𝑅1, . . . , 𝑅𝑚−1 — её рёбра, содержащие 𝐺0.
Теорема 3. Пусть 𝐺𝑖 — вторая вершина ребра 𝑅𝑖, отличная от вершины 𝐺0, 𝑖 =
1, . . . ,𝑚 − 1. Числа (3), у которых 𝐺(𝑋) = 𝐺𝑖, 𝑖 = 1, . . . ,𝑚 − 1, образуют набор основных
единиц кольца Z[𝜆].
Следовательно, для вычисления основных единиц надо на некотором ограниченном мно-
жестве ||𝑋|| < const, 𝑋 ∈ Zˇ𝑛 вычислить кусок границы 𝜕Hˇ, содержащий (𝑚−1)-мерную грань
Δ.
Каждому числу (3) соответствует матрица
𝑇 (𝜉) = 𝑥1𝐸 + 𝑥2𝐵 + . . .+ 𝑥𝑛𝐵
𝑛−1,
где 𝐸 — единичная, а 𝐵 — это матрица, сопровождающая многочлен (2):
𝐵 =
⎛⎜⎜⎜⎜⎝
0 1 0 · · · 0 0
0 0 1 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 0 · · · 0 1
−𝑏𝑛 −𝑏𝑛−1 −𝑏𝑛−2 · · · −𝑏2 −𝑏1
⎞⎟⎟⎟⎟⎠ .
Если число (3) является единицей, то матрица 𝑇 (𝜉) унимодулярна и линейное преобразо-
вание 𝑋* = 𝑇 (𝜉)𝑋 в R𝑛 является автоморфизмом множества H и индуцирует автоморфизм
𝑠*𝑖 = 𝑔𝑖(𝑋)𝑠𝑖, 𝑖 = 1, . . . ,𝑚, (7)
множества Hˇ в S = R𝑚+ . Следовательно, каждой единице 𝜀 соответствует период 𝑇 (𝜀) обобщён-
ной цепной дроби. Количество независимых периодов равно 𝑚− 1. Это — обобщение теоремы
Лагранжа [1, § 10], доказанной для 𝑛 = 𝑙 = 2, 𝑘 = 0, т. е. 𝑚 = 𝑘 + 𝑙 = 2.
4. Фундаментальная область
В поле Q(𝜆) всякая целая степень 𝑡 > 𝑛 числа 𝜉 из (3) однозначно записывается в виде
многочлена от 𝜆 степени 𝑛− 1, ибо
𝜆𝑛 = − (︀𝑏𝑛 + 𝑏𝑛−1𝜆+ . . .+ 𝑏1𝜆𝑛−1)︀ .
Поэтому отношение двух многочленов от 𝜆 однозначно записывается в виде многочлена от 𝜆
степени 𝑛− 1.
Теорема 4. Пусть 𝑋 = (𝑥1, . . . , 𝑥𝑛), 𝑌 = (𝑦1, . . . , 𝑦𝑛), 𝑍 = (𝑧1, . . . , 𝑧𝑛) ∈ Q𝑛 и 𝜉(𝑋)·𝜉(𝑌 ) =
𝜉(𝑍), тогда 𝑓𝑖(𝑋) · 𝑓𝑖(𝑌 ) = 𝑓𝑖(𝑍), 𝑖 = 1, . . . ,𝑚.
Следствие 1. В условиях теоремы 4 𝑔𝑖(𝑋) · 𝑔𝑖(𝑌 ) = 𝑔𝑖(𝑍), 𝑖 = 1, . . . ,𝑚.
Логарифмическая замена
ℎ𝑖(𝑋) = ln 𝑔𝑖(𝑋), 𝑖 = 1, ...,𝑚, 𝐻
def
= (ℎ1, . . . , ℎ𝑚)
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взаимно однозначно переводит S = R𝑚+ в R𝑚. При этом (𝑚 − 1)-мерная граница 𝜕H много-
гранного множества H переходит в (𝑚−1)-мерную поверхность, которая взаимно однозначно
проектируется на R𝑚−1 = {𝐻 ′}, где 𝐻 ′ def= (ℎ1, . . . , ℎ𝑚−1).
На R𝑚−1 автоморфизм (7) принимает вид
ℎ*𝑖 = ln 𝑔𝑖(𝑋) + ℎ𝑖, 𝑖 = 1, . . . ,𝑚− 1, (8)
т. е. является параллельным переносом. Единицы кольца Z[𝜆] образуют абелеву группу по
умножению. По теореме 4 их логарифмы 𝐻 образуют абелеву группу по сложению. В R𝑚−1
имеется фундаментальная область ℱ относительно сдвигов (8) этой группы. Пусть 𝑚-мерные
векторы 𝐺𝑖, 𝑖 = 1, . . . ,𝑚 − 1, соответствующие основным единицам теоремы 3, имеют вид
𝐺𝑖 = (𝑔1𝑖, . . . , 𝑔𝑚𝑖). Положим
Γ𝑖 = (ln 𝑔1𝑖, . . . , ln 𝑔𝑚−1,𝑖) , 𝑖 = 1, . . . ,𝑚− 1. (9)
Теорема 5. В R𝑚−1 фундаментальная область относительно сдвигов (8), (9) — это
(𝑚− 1)-мерный «куб»
ℱ = {︀𝐻 ′ = 𝜇1Γ1 + . . .+ 𝜇𝑚−1Γ𝑚−1, 0 6 𝜇𝑖 6 1, 𝑖 = 1, . . . ,𝑚− 1}︀ . (10)
При вычислении границы выпуклой оболочки некоторого множества точек трудности воз-
растают вместе с ростом количества точек. Чтобы уменьшить эти трудности можно вычисле-
ния разбить на следующие 6 шагов.
Шаг 1. Сначала в кольце Z[𝜆] находим все единицы с 𝑋 ∈ Z𝑛 из области ||𝑋|| < const,
вычисляя значения 𝑔(𝑋) в этих 𝑋.
Шаг 2. Затем на множестве единиц {?ˇ?} надо вычислить границу 𝜕Hˇ их выпуклой оболочки
Hˇ.
Шаг 3. По теореме 3 из 𝜕Hˇ выделяем набор основных единиц, представленных в S верши-
нами 𝐺1, . . . , 𝐺𝑚−1.
Шаг 4. По теореме 5 находим фундаментальную область (10).
Шаг 5. Теперь выпуклая оболочка значений 𝐺(𝑋) с 𝜉(𝑋) ∈ Z[𝜆] вычисляется только по тем
𝑋, у которых 𝐻 ′(𝑋) попадают в фундаментальную область (10) и её близкую окрест-
ность.
Шаг 6. По этой части границы 𝜕H восстанавливается вся граница 𝜕H с помощью периодов
𝐺𝑖, 𝑖 = 1, . . . ,𝑚− 1, соответствующих основным единицам, или с помощью сдвигов (8).
5. Диофантовы уравнения
Многочлену 𝑝(𝜉) степени 𝑛 из (2) соответствует форма 𝑓(𝑋) из (5) степени 𝑛 от 𝑛 пере-
менных 𝑋 = (𝑥1, . . . , 𝑥𝑛). Её коэффициенты являются многочленами от коэффициентов 𝑏𝑖
многочлена (2). Так, при 𝑛 = 2
𝑓(𝑋) = 𝑥21 − 𝑏1𝑥1𝑥2 + 𝑏2𝑥22,
при 𝑛 = 3
𝑓(𝑋) = 𝑥31 − 𝑏1𝑥21𝑥2 + 𝑏2𝑥1𝑥22 − 𝑏3𝑥32 +
(︀
𝑏21 − 2𝑏2
)︀
𝑥21𝑥3 + (3𝑏3 − 𝑏1𝑏2)𝑥1𝑥2𝑥3−
− 𝑏1𝑏2𝑥22𝑥3 +
(︀
𝑏22 − 2𝑏1𝑏3
)︀
𝑥1𝑥
2
3 − 𝑏2𝑏3𝑥2𝑥23 + 𝑏23𝑥33.
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Для любого 𝑛 при 𝑥3 = . . . = 𝑥𝑛 = 0 имеем
𝑓(𝑋) = 𝑥𝑛1 − 𝑏1𝑥𝑛−11 𝑥2 + 𝑏2𝑥𝑛−21 𝑥22 − . . .
. . .+ (−1)𝑛−1𝑏𝑛−1𝑥1𝑥𝑛−12 + (−1)𝑛𝑏𝑛𝑥𝑛2 .
Задача 3. Для заданного многочлена (2) найти все решения (3) с 𝜉 ∈ Z[𝜆] уравнения
𝑓(𝑋) = 𝛽, (11)
где число 𝛽 рационально, 𝛽 ̸= ±1.
Решение задачи 3.
Теорема 6 ( [11, гл. II, § 5, теорема 1]). Все решения (3) с 𝜉 ∈ Z[𝜆] уравнения (11) имеют
вид
𝜉 = 𝜉0𝑗 𝜀
𝑎1
1 · · · 𝜀𝑎𝑟𝑟 , 𝑗 = 1, . . . , 𝐽, (12)
где 𝜉01 , . . . , 𝜉
0
𝐽 — конечное множество выделенных решений и 𝑎1, . . . , 𝑎𝑟 — любые целые числа.
Если выделенных решений 𝜉0𝑗 нет, то уравнение (11) не имеет решений.
Далее даётся набросок конструктивного доказательства этой теоремы, позволяющий вы-
числять соответствующие постоянные и выделенные решения 𝜉01 , . . . , 𝜉
0
𝐽 .
Согласно предыдущим разделам находим набор основных единиц Σ = (𝜀1, . . . , 𝜀𝑚−1) кольца
Z[𝜆] и по ним строим фундаментальную область ℱ в координатах 𝐻 ′ def= (ℎ1, . . . , ℎ𝑚−1).
Лемма 1. Для всех точек 𝑋 ∈ R𝑛, у которых логарифмические проекции
𝐻 ′ = (ℎ1, . . . , ℎ𝑚−1)
лежат в фундаментальной области ℱ , справедливы оценки
𝜇𝑖 6 𝑔𝑖(𝑋) 6 𝜈𝑖, 𝑖 = 1, . . . ,𝑚− 1, (13)
где 0 < 𝜇𝑖 < 𝜈𝑖 — вещественные числа.
Лемма 2. Для всех точек 𝑋, у которых 𝐻 ′ ∈ ℱ и выполнено равенство 𝑔(𝑋) = |𝛽|,
справедливы оценки
𝜇𝑚 6 𝑔𝑚(𝑋) 6 𝜈𝑚, (14)
где 0 < 𝜇𝑚 < 𝜈𝑚 — вещественные числа.
Нижние оценки в (13) нужны для получения верхней оценки в (14).
Поскольку ⟨𝐾,𝑋⟩ = ⟨ℜ𝐾,𝑋⟩+ 𝑖 ⟨ℑ𝐾,𝑋⟩, то
⟨𝐾,𝑋⟩ ⟨︀?¯?,𝑋⟩︀ = ⟨ℜ𝐾,𝑋⟩2 + ⟨ℑ𝐾,𝑋⟩2 .
Лемма 3. Если
𝛾
def
= det (Λ1, . . . ,Λ𝑙,ℜ𝐾𝑙+1,ℑ𝐾𝑙+1, . . . ,ℜ𝐾𝑙+𝑘,ℑ𝐾𝑙+𝑘) ̸= 0, (15)
то области в R𝑛, где выполнены неравенства (13) и (14), ограничены.
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Поскольку
𝛾 =
1
(−2𝑖)𝑘 det
(︀
Λ1, . . . ,Λ𝑙,𝐾𝑙+1, ?¯?𝑙+1, . . . ,𝐾𝑙+𝑘, ?¯?𝑙+𝑘
)︀
,
и последний определитель отличается от определителя Вандермонда 𝑊 ненулевым множите-
лем, а 𝑊 =
𝑛∏︀
1<𝑖<𝑗
(𝜆𝑖 − 𝜆𝑗), то условие (15) эквивалентно условию, что у многочлена (2) нет
кратных корней. Но это так по условию, что многочлен (2) неприводим в Q.
Неравенства (13), (14) выделяют в R𝑛 всего 2𝑚 ограниченных областей вида
𝜇𝑖 6 κ𝑖𝑓𝑖(𝑋) 6 𝜈𝑖, κ𝑖 = ±1, 𝑖 = 1, . . . ,𝑚.
В каждой из них количество целочисленных точек 𝑋 ∈ Z𝑛 конечно. В каждой из этих точек
можно вычислить 𝑓(𝑋) и отобрать те 𝑋𝑖, в которых выполнено уравнение (11). Наконец,
среди этих точек 𝑋𝑖 оставляем только те 𝑋01 , . . . , 𝑋
0
𝐽 , для которых отношения 𝜉(𝑋
0
𝑖 )/𝜉(𝑋
0
𝑗 )
по 𝑗 ̸= 𝑖 не лежат в Z[𝜆]. Тогда 𝜉0𝑗 = 𝜉(𝑋0𝑗 ), 𝑗 = 1, . . . , 𝐽 , являются выделенными решениями
уравнения (11) и все решения этого уравнения имеют вид (12).
6. Обобщения
6.1. Единицы с положительной нормой
Для единицы 𝜀 норма 𝑁(𝜀) = ±1. Иногда нужны только единицы, у которых норма
положительна. Чтобы при чётном 𝑛 найти базисный набор таких (квазиосновных) единиц̂︀Σ = (𝜀1, . . . , 𝜀𝑚−1), надо в описанной процедуре раздела 3 оставлять только те точки 𝑋 ∈ Zˇ𝑛,
для которых 𝑓(𝑋) = +1, и по ним указанным выше способом выделить мультипликативный
базис. При нечётном 𝑛 всякой единице 𝜀 соответствует единица 𝜀′ с 𝑁(𝜀′) = 1: это либо 𝜀, либо
−𝜀, т. е. в записи (3) 𝑋 заменяется на −𝑋.
6.2. Произвольный порядок
Согласно [11, гл. II,§ 2] полный модуль в поле Q(𝜆), содержащий число 1 и являющийся
кольцом, называется порядком поля Q(𝜆). Очевидно, что кольцо Z[𝜆] является порядком
поля Q(𝜆). Но в этом поле могут быть и другие порядки. Например, если в записи (3) все
𝑥2 — чётные, то получим подкольцо кольца Z[𝜆]. Все результаты разделов 3–5, доказанные
для порядка Z[𝜆], справедливы для любого порядка Ω поля Q(𝜆). Пусть 𝜔1, . . . , 𝜔𝑛 — базис
порядка Ω, т. е. все числа 𝛼 ∈ Ω имеют вид
𝛼 = 𝑦1𝜔1 + 𝑦2𝜔2 + . . .+ 𝑦𝑛𝜔𝑛, 𝑦𝑖 ∈ Z. (16)
При записи этих чисел в виде (3) коэффициенты 𝑥𝑖 могут быть рациональными числами.
Отметим отличия, возникающие для произвольного порядка Ω. Единицы (3) этого порядка
могут иметь рациональные коэффициенты 𝑥𝑖. Существует такой набор единиц 𝜀1, . . . , 𝜀𝑟 ∈ Ω,
что все единицы поля имеют вид (4). Назовём эти единицы основными. Для них справед-
ливы все конструкции и теоремы разделов 3–5. Только матрица периода 𝑇 (𝜀) может иметь
рациональные элементы, но det𝑇 (𝜀) = 𝑁(𝜀) = ±1. Поэтому для отыскания основных единиц
порядка надо вычислять 𝑓(𝑋) на решётке чисел (16), записанных в виде (3) с рациональ-
ными 𝑥𝑖. Дальнейшие вычисления такие же, как для кольца Z[𝜆]. Мультипликативный базис
единиц с положительной нормой образует набор квазиосновных единиц ̂︀Σ = (𝜀1, . . . , 𝜀𝑚−1) с
положительной нормой. Здесь также можно найти фундаментальные области ℱ и ̂︀ℱ , соответ-
ствующие наборам Σ и ̂︀Σ.
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6.3. Максимальный порядок
В поле Q(𝜆) имеется максимальный порядок ̃︀Ω. Его базис ?˜?1, . . . , ?˜?𝑟 называется фундамен-
тальным, о его вычислении см. [11, гл. II, § 2]. Всё сказанное для порядка Z[𝜆] справедливо и
для максимального порядка. В частности, он имеет набор основных единиц Σ = (𝜀1, . . . , 𝜀𝑟),
набор квазиосновных единиц ̂︀Σ = (̂︀𝜀1, . . . , ̂︀𝜀𝑟) с положительными нормами и соответствующие
им фундаментальные области ℱ и ̂︀ℱ .
7. Пример 2
Пусть 𝑝(𝜉) = 𝜉2 − 5. Тогда 𝑛 = 2, а корни многочлена 𝑝(𝜉) суть 𝜆 = ±√5 ≈ ±2.23605.
Поэтому 𝑘 = 0, 𝑙 = 2, 𝑚 = 𝑘+ 𝑙 = 2 и 𝑟 = 𝑚−1 = 1. Основная единица максимального порядка̃︀Ω есть 𝜀 = (1 + 𝜆)/2 ≈ 1.61803, т. е. в записи (3) 𝑥1 = 𝑥2 = 1/2. Поскольку 𝑁(𝑋) = 𝑥21 − 5𝑥22,
то 𝑁(𝜀) = −1 и квазиосновная единица максимального порядка ̃︀Ω есть 𝜀 = 𝜀2 = (3 + 𝜆)/2 ≈
2.61803. Основная единица кольца Z[𝜆] есть 𝜀3 = 2 + 𝜆 ≈ 4.23605 с нормой 𝑁 (︀𝜀3)︀ = −1.
Наконец, квазиосновная единица этого кольца есть 𝜀 = 𝜀6 = 9 + 4𝜆 ≈ 17.94421.
Уравнение (11) здесь имеет вид 𝑥21− 5𝑥22 = 𝛽. Положим 𝛽 = 4 и найдем все целочисленные
решения (𝑥1, 𝑥2) уравнения
𝑥21 − 5𝑥22 = 4, (17)
т. е. 𝜉(𝑥1, 𝑥2) = 𝑥1 + 𝑥2
√
5 ∈ Z [︀√5]︀. Ограничимся решениями 𝑥1, 𝑥2 > 0, остальные решения
получаются изменением знаков. Поэтому наша основная единица — это 𝜀 = 𝜀6 = 9 + 4
√
5 ≈
17.94421 < 18. Фундаментальная область ̂︀ℱ в координатах 𝑥1, 𝑥2 — это
1 6 𝑓1 def= 𝑥1 + 𝑥2
√
5 6 𝜀 < 18. (18)
На кривой (17) над ̂︀ℱ выполнены неравенства 4/𝜀 6 𝑓2 def= 𝑥1 − 𝑥2√5 6 4, т. е.
2
9
6 𝑥1 − 𝑥2
√
5 6 4. (19)
На плоскости (𝑥1, 𝑥2) ∈ R2 неравенства (18), (19) выделяют четырёхугольник, ограниченный
прямыми 𝑓1 = 1, 𝑓1 = 18, 𝑓2 = 2/9, 𝑓2 = 4 и показанный на рис. 2.
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4
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Рис. 2: Область в R2, где содержатся все выделенные решения 𝜉0𝑖 , показана штриховкой.
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Вершины этого четырёхугольника суть
𝑄1 =
(︂
1
2
+
1
9
,
1
2
√
5
− 1
9
√
5
)︂
≈(0.61111, 0.17392),
𝑄2 =
(︂
9 +
1
9
,
9√
5
− 1
9
√
5
)︂
≈(9.11111, 3.97524),
𝑄3 =
(︂
11,
7√
5
)︂
≈(11, 3.13051),
𝑄4 =
(︃
5
2
,−3
√
5
10
)︃
≈(2.5,−0.67082).
Теперь для каждого целого 𝑥2 : 0 6 𝑥2 6 3, переберём все целые 𝑥1 : 1 6 𝑥1 < 11 и
выберем среди таких точек (𝑥1, 𝑥2) решения уравнения (17). Получаем точки (2, 0), (3, 1),
(7, 3). Поскольку отношения
(︀
3 +
√
5
)︀
/2,
(︀
7 + 3
√
5
)︀
/2,
7 + 3
√
5
3 +
√
5
=
3 +
√
5
2
не лежат в Z
[︀√
5
]︀
,
то получим три выделенных решения 𝜉01 = 2, 𝜉
0
2 = 3 +
√
5, 𝜉03 = 7 + 3
√
5. По теореме 6 все
решения с 𝑥1, 𝑥2 > 0 имеют вид
𝜉 = 𝜉0𝑖
(︁
9 + 4
√
5
)︁𝑎
, 𝑖 = 1, 2, 3, 0 6 𝑎 ∈ Z.
8. Пример 3
Пусть 𝑝(𝜉) = 𝜉3 − 7𝜉 − 2, все его корни вещественны:
𝜆1 ≈ −2.489288, 𝜆2 ≈ −0.289168, 𝜆3 ≈ 2.778457.
Здесь 𝑛 = 𝑚 = 𝑙 = 3, 𝑘 = 0, 𝑟 = 𝑚 − 1 = 2. Фундаментальный базис максимального порядка̃︀Ω есть 1, 𝜆, (︀𝜆+ 𝜆2)︀ /2. Вычисления проведём в 6 шагов раздела 4.
Шаг 1. Вычисляя значения 𝑔(𝑌 ) на точках 𝜉 = 𝑦1+𝑦2𝜆+𝑦3
(︀
𝜆+ 𝜆2
)︀
/2 с целыми 𝑦𝑖, находим
единицы 𝜀𝑖 = (𝑦1, 𝑦2, 𝑦3): 𝜀1 = (0, 0, 1), 𝜀2 = (1, 2, 2), 𝜀3 = (−2, 0, 1), 𝜀4 = (−10,−2, 3),
𝜀5 = (5, 2,−2), 𝜀6 = (0, 2,−1).
Шаг 2. Вычисляем выпуклую оболочку соответствующих точек 𝐺0, 𝐺𝑖 = 𝐺(𝑌 ) и получаем
у неё 6 двумерных граней. Их логарифмические проекции на плоскость ℎ1, ℎ2 показаны
на рис. 3. На нём логарифмические проекции рёбер показаны прямыми отрезками, хотя
они являются криволинейными. Заметим, что 𝜀𝑖+3 = 𝜀
−1
𝑖 , 𝑖 = 1, 2, 3.
Шаг 3. Здесь любая пара 𝜀𝑖 и 𝜀𝑗 ̸= 𝜀±1𝑖 (𝑖, 𝑗 = 1, . . . , 6) образует набор фундаментальных
единиц.
Шаг 4. Для пары 𝜀1, 𝜀3 фундаментальная область ℱ — четырёхугольник с вершинами
0, 𝜀1, 𝜀2, 𝜀3.
Шаг 5. Логарифмическая проекция границы выпуклой оболочки значений 𝐺(𝑌 ) по 𝑌 ∈ Z3
с 𝐻 ′(𝑌 ) ∈ ℱ показана на рис. 4.
Тут имеются две новые вершины: 𝛿1 = (0, 1, 1) и 𝛿2 = (1, 1, 1). На них 𝑔(𝑌 ) = 2. Имеется
четырёхугольная грань с вершинами 0, 𝛿1, 𝜀2, 𝛿2.
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h2
h11
1
ε1
ε2
ε3
ε4
ε5
ε6
Рис. 3: Логарифмическая проекция вершин, рёбер и граней многогранника 𝜕 ̃︀H. Показаны
проекции единиц, близкие к нулю. Проекции рёбер выпрямлены.
O
h2
h1−1
−1
ε1
ε2
ε3
δ1
δ2
Рис. 4: Логарифмическая проекция многогранника 𝜕H на фундаментальную область.
Шаг 6. Сдвигая фундаментальную область рис. 4 на целочисленные линейные комбинации
логарифмов известных единиц, получаем схематическую проекцию всего многогранника
𝜕H на плоскость ℎ1, ℎ2, показанную на рис. 5. На рис. 6 показана точная логарифми-
ческая проекция многогранника 𝜕H на плоскость ℎ1, ℎ2; проекции рёбер криволинейны.
Отрезки в ромбах — это ошибки: их не должно быть. Этот рисунок взят из [5], куда он
попал из [12].
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1
O
ε2
ε1
h2
h1
1ε3
δ1
δ2
Рис. 5: Логарифмическая проекция многогранника 𝜕H на часть плоскости ℎ1, ℎ2.
Рис. 6: Аналог рис. 5 с точными проекциями рёбер. Рёбра, разделяющие ромбы на треуголь-
ники, ошибочны.
50 А. Д. БРЮНО
Этот пример взят у Вороного [6, § 59, пример]. Там найдены две пары основных единиц
𝜀2, 𝜀3 и 𝜀2, 𝜀4, но нет аналогов наших рисунков. На самом деле, в этом примере граница 𝜕H
вычисляется сразу как выпуклая оболочка значений 𝐺(𝑌 ) по 𝑌 ∈ Z3, ибо размерность задачи
𝑛 = 3 невелика. Но здесь показано разбиение на шаги, которое может быть полезным при
больших размерностях 𝑛 и 𝑚.
9. Предшественники
Для 𝑛 = 2, 𝑘 = 0, 𝑙 = 2, когда 𝑚 = 2 и 𝑟 = 1, т. е. для вещественных квадратичных полей
способ вычисления основной единицы максимального порядка ̃︀Ω, основанный на разложении в
цепную дробь, описан в книге [11, гл. II, § 7]. В конце этой книги в табл. 1 приведены значения
основных единиц 𝜀 > 1 максимальных порядков полей Q
(︁√
𝑑
)︁
для 2 6 𝑑 6 101, 𝑑 ∈ Z.
Для 𝑛 = 3, 𝑚 = 2 (𝑟 = 1) и 𝑛 = 3, 𝑚 = 3 (𝑟 = 2) основные единицы максимальных
порядков вычислял Вороной [6] с помощью своего пошагового обобщения цепной дроби. В [3,
5, 13] вычислены многоугольники и многогранники 𝜕H.
Для 𝑛 = 4, 𝑘 = 2, 𝑙 = 0, т. е. 𝑚 = 2 (𝑟 = 1), Парусников [14] вычислил единицы мак-
симальных порядков полей Q(𝜆) для 41 многочлена (2) с помощью пошагового алгоритма,
основанного на выпуклом многоугольнике. Но большинство найденных им единиц не являют-
ся основными, а являются лишь их целыми степенями.
Предварительные версии этой статьи — это препринт [15] и статья [16].
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