Recently progress has been made in the development of algorithms for optimizing polynomials. The main idea being stressed is that of reducing the problem to an easier problem involving semidefinite programming [18] . It seems that in many cases the method dramatically outperforms other existing methods. In [7] [8] Lasserre describes an extension of the method to minimizing a polynomial on an arbitrary basic closed semialgebraic set and uses a result due to Putinar [13] to prove that the method produces the exact minimum in the compact case. In the general case it produces a lower bound for the minimum.
Recently progress has been made in the development of algorithms for optimizing polynomials. The main idea being stressed is that of reducing the problem to an easier problem involving semidefinite programming [18] . It seems that in many cases the method dramatically outperforms other existing methods. The idea traces back to work of Shor [16] [17] and is further developed by Parrilo [10] and by Parrilo and Sturmfels [11] and by Lasserre [7] [8] .
In [7] [8] Lasserre describes an extension of the method to minimizing a polynomial on an arbitrary basic closed semialgebraic set and uses a result due to Putinar [13] to prove that the method produces the exact minimum in the compact case. In the general case it produces a lower bound for the minimum.
The ideas involved come from three branches of mathematics: algebraic geometry (positive polynomials), functional analysis (the moment problem) and optimization. This makes the area an attractive one not only from the computational but also from the theoretical point of view.
In Section 1 we define three lower bounds for a polynomial and point out relationships between them. In Section 2 we outline Lasserre's method. In Sections 3 and 4 we describe a refinement of Lasserre's method in the empty interior case and address questions left open in [7] [8] concerning the duality gap. In Section 5 we show that, in the presence of certain stability assumptions, the problem of minimization of a polynomial on a basic closed semialgebraic set reduces naturally to the compact case (so can be handled using Lasserre's method, yielding exact results).
Lower bounds for a polynomial
Denote the polynomial ring R[x 1 , . . . , x n ] by R[x] for short. Fix a finite subset S = {g 1 , . . . , g s } of R [x] . We consider the problem of minimizing a polynomial f on the basic closed semialgebraic set K S := {p ∈ R n : g i (p) ≥ 0, i = 1, . . . , s}.
Denote by M S the quadratic module in R[x] generated by S. By definition, M S is the set of all finite sums of the form
where each σ i a sum of squares in
where
The following result is due to Putinar [13] . Jacobi gives another proof in [4] based on an extension of the Kadison-Dubois Theorem.
Theorem [13]. Suppose K S is compact and r
If K S is compact then K S is completely inside some big ball centered at the origin, with radius r say. In this case, we can add r 2 − x 2 to our set S without changing K S . Thus there is no harm in assuming, to begin with, that
At the same time, the condition that r 2 − x 2 belongs to M S for sufficiently large r is automatically satisfied in many cases. It is automatically satisfied if M S is closed under multiplication [14, Cor. 3] . According to results of Jacobi and Prestel [5] it is automatically satisfied in a variety of other cases as well. For example, it is automatically satisfied if s = |S| ≤ 2 or, more generally, if M S is 'partially closed under multiplication' (see [5, Th. 4.4] ) or if dim(K S ) = 1, provided a ⊆ M S where a denotes the ideal of polynomials vanishing on K S .
Corollary. If K S is compact and r
2 − x 2 ∈ M S for some real number r, then 
Proposition. The following are equivalent:
(1) The moment problem holds for
, there is a positive Borel
The moment problem holds for M S in the compact case discussed above, but also in a large number of non-compact cases [6] [9] [12] [15] . At the same time, the moment problem is known to fail for M S in a great many cases, e.g., in [6, Cor. 3.10] it is shown that it fails whenever K S contains a 2-dimensional cone.
R[x] comes equipped with its unique finest locally convex topology [1] [12] . The closure of the quadratic module M S is equal to
e.g., see [6, Lemma 3.3] .
Since M S is closed, this implies f − λ ∈ M S for all such λ, i.e., f sos ≥ f sos .
Note: If M S is closed and K S = ∅ then 'sup' can be replaced by 'max' in the definition of f sos (provided, of course, that {λ
In the compact case M S is almost never closed, e. (2) Take n = 1, S = {x
Lasserre's method
The computational method described by Lasserre in [7] [8] involves looking at certain finite dimensional analogs of R[x], M S , K S and of f sos and f sos .
For a fixed positive integer d, denote by P d the vector space consisting of all polynomials in R[x] of degree ≤ 2d. P d is finite dimensional with basis consisting of all monomials
It follows from results in [7] [8] that computation of f (d) is a semidefinite programming problem and that computation of f (d) is the dual problem. See [7] [8] for details. Also see Section 4 below. In the case S = ∅ (global optimization) the semidefinite program simplifies; see [7] [10] [11] and Proposition 2.3 below.
Proposition.
(
Proof.
Corollary [7][8]. If K S is compact and r
Proof. Combine Corollary 1.3 with Proposition 2.1.
A major shortcoming of Lasserre's method is the lack of control over the degree, i.e., how large does one have to take d, in general, for f (d) and f (d) to be close to f * ? A major positive feature of Lasserre's method is that even if f (d) and f (d) are not close to f * , they do provide reliable lower bounds for f * . From a practical point of view this can be useful.
Unfortunately, the only cases where bounds on the degree are known are cases where K S is not compact. For example, we have the following:
Note: This applies in particular in the case S = ∅ (global optimization).
Since M S is closed, the rest is clear.
A refinement of Lasserre's method
Denote by int(K S ) the interior of K S in R n in the Euclidean topology. The new results in this section are all in the case int(K S ) = ∅. The case int(K S ) = ∅ is already covered in [7] [8] .
Fix an ideal a in R[x] consisting of polynomials which vanish on K S . Then K S ⊆ V where V ⊆ R n denotes the zero set of a. If int(K S ) = ∅, then necessarily a = {0} and V = R n .
To keep the notation as simple as possible we assume always that a ⊆ M S . If this is not the case to begin with, it can be achieved simply by adding the elements h 1 , −h 1 , . . . , h t , −h t to S where h 1 , . . . , h t is a set of generators for the ideal a, using the identity
Of course, adding
We define new objects
and f (d) (depending on a) which are in some sense more appropriate than
In case a = {0} these coincide with the objects
Parts (1)-(4) of Proposition 2.1 carry over immediately with
For the remainder of the section we assume that a is the ideal of all polynomials vanishing on K S . We also assume that S has been adjusted, if necessary, so that a ⊆ M S .
Theorem.
( 
Clearly 0 ∈ I. For i ∈ I, let 
Coordinatizing in terms of the coefficients, one checks that Φ : The rest of the proof is standard. Suppose 
Proof. For λ ∈ R, there are only two possibilities:
Notes.
(1) In [7] [8] this same result is proved, but only in the case int(K S ) = ∅.
(2) Theorem 3.1 implies that 'sup' can be replaced by 'max' in the definition of
We also note the following strengthening of Proposition 2.1.
Corollary.
(2) Combine (1) and Proposition 2.1.
Computation of f (d) and f (d)
We indicate briefly how f (d) and f (d) can be computed. In case a = {0} this is precisely the computation of f (d) and f (d) described in [7] [8] . We use notation from the proof of 
, i ∈ I positive semidefinite (PSD for short). Thus to compute f d we must maximize λ ∈ R subject to the constraint f − λ = Ψ(A) and each A (i) , i ∈ I is PSD. subject to the constraints: Ψ 1 (A) = p and each
where p is the projection of −f onto R N −1 . This is a semidefinite programming problem [18] .
Consider the dual map Ψ
amounts to minimizing L(f ) subject to the constraints that L(1) = 1 and Ψ * (L) is PSD. Coordinatizing P d * using the dual basis and decomposing
This is the dual problem to (1) [18] .
1
The computation can be implimented on a computer if a Gröbner basis for a is known. In doing this it would seem that there are important advantages in choosing a as large as possible. Not only would one expect the approximations f (d) and f (d) to be better but also the matrix size is reduced, allowing one to attempt previously inaccessible problems.
It is also worth noting the relationship between the map Ψ and the map Φ :
in the proof of Theorem 3.1. Instead of identifying i∈I (
where the middle map is given by (B i ) i∈I → (B 
Stability assumptions
, i = 0, . . . , s, witnesses the fact that λ is a lower bound for f on K S . In practice, because semidefinite programming computations are done using floating point arithmetic, and also because the f and g 1 , . . . , g s may not be known exactly, there is an error term e: 
Notes.
(1) The computation of a lower bound > 0 for max{−g 1v 1 , . . . , −g sv s } on the unit sphere is itself a problem of polynomial optimization on a compact semi-algebraic set: Just take = min{ 1 , . . . , s } where, for each i ∈ {1, . . . , s}, i is a positive lower bound for −g iv i on the unit sphere subject to the constraints g jv j − g iv i ≥ 0 for j = i. There are obvious problems with this if s is too large.
(2) One way to ensure stable compactness is to include r 2 − x 2 in the set S to begin with for some r ∈ R.
Proof of Theorem 5.1. Assume K S is stably compact. For p on the unit sphere (i.e., p = 1) consider the one variable polynomials
. , s and the corresponding intersection of K S with the half line {tp :
Then
Choose sufficiently small so that the set K S is compact. Then the intersection of K S with the half line {tp : t ∈ R, t ≥ 0} is compact so g iv i (p) ≤ 0 for some i, i.e., g iv i (p) ≤ − for some i. This proves that the function max{−g 1v i , . . . , −g sv s } is strictly positive on the unit sphere. Conversely, if max{−g 1v i , . . . , −g sv s } is strictly positive on the unit sphere, then using the fact that f → f (p) is a continuous function of the coefficients, this will remain true for any sufficiently small perturbation of the coefficients of the g i . Thus to complete the proof of (1) it suffices to prove assertion (2). To prove (2), we make use of the standard fact that the real roots of a polynomial t n + a 1 t n−1 + · · · + a n are bounded by max{1, n i=1 |a i |}. Fix p on the unit sphere, fix i such that g iv i (p) ≤ − , and consider the largest non-negative root of g i (tp) (assuming it has a non-negative root). For t ≥ 0, t > this largest root, g i (tp) is strictly negative, so tp is not in K S . We know that max{1, |b iγ |. Thus the points of K S on the half line {tp : t ∈ R, t ≥ 0} are contained in the interval tp : 0 ≤ t ≤ max{1, |γ|<v i |b iγ |/ }}. Letting p vary now on the unit sphere we see that K S is contained in the ball centered at the origin with radius r = max{1, |γ|<v i |b iγ |/ : i = 1, . . . , s}.
(3) In the test examples considered by Parrilo and Sturmfels in [11] , f is stably bounded below on R n . In all these examples exact results are obtained without make the reduction to the compact case described above. This raises the question of when such reduction is actually necessary.
(4) In cases where f is not stably bounded from below on K S , any procedure for approximating f * using floating point computations involving the coefficients is necessarily somewhat suspect.
