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SCHREIER GRAPHS OF SPINAL GROUPS
TATIANA NAGNIBEDA, AITOR PE´REZ
Abstract. We study Schreier dynamical systems associated with
a vast family of groups that hosts many known examples of groups
of intermediate growth. We are interested in the orbital graphs
for the actions of these groups on d−regular rooted trees and on
their boundaries, viewed as topological spaces or as spaces with
measure. They form interesting families of finitely ramified graphs,
and we study their combinatorics, their isomorphism classes and
their geometric properties, such as growth and the number of ends.
1. Introduction
To a finitely generated group G and a finite generating set S one
naturally associates the Cayley graph Cay(G, S). Cayley graphs of in-
finite finitely generated groups have long been employed as powerful
tools in geometric group theory and also studied in their own right as
interesting examples of vertex-transitive graphs. One can think about
Cayley graphs as representing the action of G on itself by left multipli-
cation. More recently, similar graphical representations of other actions
of discrete groups, on a topological space, or on a space with measure,
have gained attention. Given a dynamical system (G,X ) where X is a
topological space and G acts on X by homeomorphisms, or (G,X , µ)
where (X , µ) is a space with measure and G acts by measure-preserving
transformations, and a finite generating set S in G, one considers the
family (Γx)x∈X of Schreier graphs associated with the orbits of the ac-
tion. More precisely, each orbit G · x gives rise to a graph Γx with
vertices the points of the orbit and edges of the form (g · x, sg · x),
with g ∈ G, s ∈ S. By construction, Schreier graphs are directed,
edge-labelled, rooted graphs, but depending on the context it may be
useful to forget about labeling, orientation and, sometimes the root-
ing. They are regular of degree |S|. If the action is (essentially) free,
then (almost) all Schreier graphs (Γx)x∈X are isomorphic to the Cayley
graph, so it is particularly interesting to consider Schreier graphs for
non-free actions. If the action is minimal or ergodic, then the different
orbital graphs Γx are generically locally isomorphic, but don’t have to
be isomorphic in general.
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The family of graphs (Γx)x∈X lies naturally in the space G∗,S of rooted
edge-labeled graphs endowed with the pointed Gromov-Hausdorff
topology. The map Sch : X → G∗,S that maps x to the rooted
graph Γx allows to push the dynamics from the space X to the space
of graphs, and gives rise to the so-called Schreier dynamical system in
the space of rooted graphs. The group acts on its Schreier graphs by
changing the root. A closely related object is the space of subgroups
Sub(G) of the group equipped with Tychonoff topology and with the
action of G by conjugation, together with the map Stab : X → Sub(G)
that maps x to the stabilizer subgroup StabG(x). It is easy to check
that stabilizer subgroups are in one-to-one correspondence with the
rooted directed and labeled Schreier graphs.
An important class of groups posessing non-trivial non-free minimal
ergodic actions are groups of automorphisms of rooted spherically ho-
mogeneous trees. This class of groups came into prominence starting
with the first discovery of groups of intermediate growth: the first ex-
ample found by Grigorchuk [19] is a group of automorphisms of the
rooted binary tree. An action by autormorphisms on a rooted spher-
ically homogeneous tree T that is transitive on the levels of the tree
extends to a minimal action by homeomorphisms on the boundary of
the tree ∂T that is ergodic with respect to the Bernoulli measure. Here
the boundary of the tree is as usual considered to be the space of in-
finite rays in the tree issued from the root. Dynamical properties of
such boundary actions were first investigated in [22] and first examples
of their Schreier graphs were studied in detail in [3].
Since then Schreier graphs have occupied an important place in the
study of self-similar groups and beyond. Schreier dynamical systems
were described for a number of important self-similar examples: the
first Grigorchuk group [35], the Basilica group [11], the Hanoi Towers
group [10], groups generated by bounded automata [8] as well as for
Thompson’s group F acting by homeomorphisms on the interval (0, 1)
[33]. We refer to the survey [21] for more information on different
applications and directions of research on Schreier dynamical systems.
Here we would like to mention only that Schreier graphs of these and
other groups found applications in the study of amenability [28, 27, 32],
random walks and other probabilistic models [2, 12, 13, 29], automata
[7], Laplacian spectra [23, 24, 25, 9], subgroup structure of branch
groups [18], unitary representations [14], IRS [1, 26] and URS [16], and
this list is far from being complete.
In this paper we are interested in the class of spinal groups, in-
troduced in [6] as a generalization of the first Grigorchuk group. It
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consists of countably many uncountable families Md,m of finitely gen-
erated groups of automorphisms of regular rooted trees, where d ≥ 2
denotes the degree of the rooted regular tree on which the groups act,
and m ≥ 1 is an additional integer parameter. Each Md,m is what is
called a self-similar family of groups (see Section 2 below for the precise
definition of the groups). The class of spinal groups contains many ex-
otic examples such as infinite torsion groups or groups of intermediate
growth. The purpose of this paper is to describe the Schreier graphs
Γn, n ≥ 0 of spinal groups with respect to the natural spinal generating
set for the action on the levels of the tree (finite Schreier graphs), and
the Schreier graphs Γξ, ξ ∈ ∂Td for the action on the boundary of the
tree.
The paper is organized as follows. Spinal groups are defined in Sec-
tion 2. In Section 3 we study their Schreier graphs for the action on the
levels of the tree and show that they can be constructed recursively. A
precise description is given in Proposition 3.2. Infinite Schreier graphs
(Γξ)ξ∈∂T are studied in Section 4, see in particular Proposition4.2. In
Section 5 we study the map Sch : ∂T → G∗,S, which assigns to each
ξ ∈ ∂T its rooted Schreier graph (Γξ, ξ). The closure of Sch(∂T ) in
the space of rooted labeled graphs is described in Theorem 5.3. Sec-
tion 6, and more precisely, Theorem 6.1 gives a characterization of
which boundary points have one or two-ended graphs. In Theorem 6.3
we compute the measure of each of these sets, and see that a typical
Schreier graph is two-ended for a spinal group acting on the binary
tree, and one-ended for a spinal group acting on a tree of degree d ≥ 3.
In Section 7 we investigate isomorphism classes of the Schreier graphs.
As labeled graphs, they are never isomorphic. However, as unlabeled
graphs, there are some nontrivial isomorphisms among them. In par-
ticular, Theorem 7.10 shows that, for d ≥ 3, two boundary points have
isomorphic graphs iff they satisfy the compatibility condition given in
Definition 7.4, namely, if they have zeros at the same positions and the
words in between have suffixes (d−1)r with the same r. Moreover, the
isomorphism classes have measure zero (Theorem 7.12). This gives us
the Benjamini-Schramm limit of the sequence of graphs Γn. Finally,
we illustrate our results with some examples in Section 8.
2. Spinal groups
Let d ≥ 2 be an integer and let Td be the d-ary infinite rooted tree.
If we consider the alphabet X = {0, . . . , d − 1}, vertices in Td are in
bijection with the set X∗ of fininte words in X : the root is represented
by the empty word ∅ and, if v represents a vertex, vi represents its i-th
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child, for i ∈ X . For n ≥ 0, Xn denotes the n-th level of Td, whose
vertices are at distance n of the root and hence are represented by words
in X of length n. Any automorphism of Td must fix the root and hence
maps Xn to itself, for every n ≥ 0. Any automorphism g ∈ Aut(Td)
can be described inductively by a permutation τ ∈ Sym(X) it induces
on the vertices of the first level and its projections gi, i = 0, . . . , d− 1,
to the d subtrees attached at the root. Symbolically it can be written
as
g = τ(g0, ..., gd−1).
A group G acting on a rooted tree Td is self-similar if for every g ∈ G
and for every i ∈ X , its projections g|i belong to G.
Consider the automorphism a ∈ Aut(Td) defined by a(v0 . . . vn) =
(v0+1)v1 . . . vn, for any v0 . . . vn ∈ X
∗, where the sum is taken modulo
d. This automorphism a cyclically permutes the subtrees at the root,
so that the corresponding τ = (01 . . . d − 1) and all gi’s are trivial
automorphisms. We set A = 〈a〉 ≤ Aut(Td), and we have A ∼= Z/dZ.
Let now m ≥ 1 and B = (Z/dZ)m, and let ω = (ωn)n ∈ Epi(B,A)
N
be a sequence of epimorphisms from B to A. For every b ∈ B, we
define the automorphism bω as follows
bω(v0 . . . vn) =
{
(d− 1)r0ωr(b)(vr+1)vr+2 . . . vn if v0 . . . vr = (d− 1)r0
v otherwise
.
These automorphisms are often called spinal automorphisms, as they
fix the rightmost ray of the tree (the spine). They act as aj on the
subtree rooted at (d− 1)r0, if ωr(b) = a
j .
If we let Ω = Ωd,m ⊂ Epi(B,A)
N be the set of sequences satisfying
the condition
∀i ≥ 0,
⋂
j≥i
Ker(ωj) = 1,
then, for every ω ∈ Ω, the action of Bω = 〈bω | b ∈ B〉 on Td is faithful.
The set Ω is preserved by the shift σ : Ω → Ω defined by deleting the
first symbol in the sequence.
Notice that all bω ∈ Bω stabilize all vertices of the first level, and
hence decompose as
bω = (ω0(bω), 1, . . . , 1, bσω)
Hence, for any ω ∈ Ω, we can consider the group defined as Gω =
〈A,Bω〉. We will abuse notation and write B = Bω. Such groups were
first considered in [6] under the name of spinal groups. In order to
be precise, the definition in [6] and in the subsequent [4] allows for
more general A’s and B’s, however in the same time always assuming
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an additional condition on the sequence ω, namely
⋃
j≥i
Ker(ωj) = B
for all i ≥ 0. This condition guarantees that the group Gω is torsion.
In this paper, we will use the term spinal groups for the groups Gω
with A = Z/dZ, B = (Z/dZ)m and ω ∈ Ω as defined above, but we
will not assume the additional kernel condition and will consider both
torsion and non-torsion groups. We will denote by Md,m the family of
groups (Gω)ω∈Ωd,m , for all d ≥ 2, m ≥ 1. Each spinal group Gω comes
naturally equipped with the spinal generating set Sω = A ∪Bω \ {1}.
Let us mention some particular examples. For and d ≥ 2 and m = 1
there is only one sequence in Ωd,m, the constant one. For d = 2 the
corresponding spinal group is the infinite dihedral group. For d = 3 it
is the so-called Fabrykowski-Gupta group, one of the early examples of
groups of intermediate growth [15, 5]. The familyM2,2 is the uncount-
able family of groups of intermediate growth constructed by Grigorchuk
in [19]. In particular the first Grigorchuk group corresponds to the peri-
odic sequence (pi01pi10pi11)
∞, where pi01, pi10, pi11 are the three non-trivial
epimorphisms from Z22 to Z2. It was shown in [6] that all torsion spinal
groups are of intermediate growth. It is open for non-torsion ones, ex-
cept for the cases d = 2, m ≥ 2 (Grigorchuk’s proof for d = 2, m = 2
[19] can be generalized for bigger m) and, recently, d = 3 [17].
3. Schreier graphs on Xn
Let G be a group generated by a finite set S. If G acts transitively
on a set Y , its orbital Schreier graph Sch(G, Y, S) is the graph with
vertex set Y and with directed edges (y, sy) for every s ∈ S and y ∈
Y , labeled by s. Equivalently, for any subgroup H ≤ G, we define
its associated Schreier graph Sch(G,H, S) as the graph with vertices
elements of G/H and directed edges (gH, sgH) for every s ∈ S and
gH ∈ G/H , labeled by s. The orbital Schreier graph Sch(G, Y, S) is
isomorphic to Sch(G, StabG(y), S) for every y ∈ Y .
Accordingly, any finitely generated group G ≤ Aut(Td) with a
transivite action on every level Xn gives rise to the graphs Γn =
Sch(G,Xn, S), for n ≥ 0.
Definition 3.1. Let S be a finite set and X = {1, . . . , d}, and let
n ≥ 0. Let Γ be a graph with edge labels in S and vertex labels in Xn,
and let Λ be a finite graph on d vertices, which we call λ1, . . . , λd.
Let also v be a vertex of Γ. We define Γ˜ to be the same graph as Γ
but removing all the loops on the vertex v. If Γ˜1, . . . , Γ˜d are d disjoint
copies of Γ˜, with v1, . . . , vd being the vertices corresponding to v in Γ,
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we define the graph Star(Λ,Γ, v) as
Star(Λ,Γ, v) =
(
Λ ⊔
⊔
i∈X
Γ˜i
)/
{λi = vi | i ∈ X}.
Observe that no edges are identified in the process. All edges keep
their labels. We will refer to Γ˜i as the i-th copy of Γ, slightly abusing
notation. Every vertex in the i-th copy of Γ is labeled by wi, if it
corresponds to the vertex labeled by w in Γ.
This operation Star is a special case of the inflation of graphs used
in [7] and [8], but taking loops and labels into account.
Let now G = Gω, the spinal group defined by d ≥ 2, m ≥ 1 and
ω ∈ Ωd,m, as defined in Section 2. Recall that we consider it with
spinal generating set S = Sω = A ∪ Bω \ {1}, and that we write B for
the spinal elements Bω.
Proposition 3.2. Let Γn be the Schreier graph of a spinal group G on
the n-th level of the tree Td, with respect to the spinal generating set S
. Then,
Γ1 = Star(Θ,Ξ, ∅), Γn = Star(Λωn−2 ,Γn−1, (d− 1)
n−20) ∀n ≥ 2,
where Ξ, Θ and Λpi are the following:
• Ξ is a graph with one vertex, labeled ∅, which has dm− 1 loops,
each labeled with a different, non-trivial element in B.
• Θ is a graph with d vertices, labeled 0, . . . , d − 1. There is an
edge labeled by aj from i to i+ j (mod d), for every i ∈ X and
for every 1 ≤ j ≤ d− 1.
• If pi ∈ Epi(B,A), Λpi is a graph with d vertices, labeled 0, . . . , d−
1. For every b ∈ B, let j be such that pi(b) = aj. Then, for
every vertex i, there is an edge from i to i+ j (mod d). Notice
that this implies adding loops for all b ∈ Ker(pi).
Proof. First, recall from Section 2 that all elements in B stabilize all
vertices of the first level. This means that for every vertex in Γ1, there
are as many loops as elements in B. However, for every 1 ≤ j ≤ d− 1,
aj maps vertex i to i+ j, for every i ∈ X . This proves the construction
of Γ1.
Now assume n ≥ 2, and let Γ′n = Star(Λωn−2,Γn−1, (d− 1)
n−20). By
construction, we have V (Γn) = V (Γ
′
n) = X
n, so we only have to prove
that the edges are the same. Let v = v0 . . . vn−1 ∈ X
n, we will prove
that its set of outgoing edges is the same in both Γn and Γ
′
n. Let us
call w = v0 . . . vn−2 ∈ V (Γn−1), so that v = wvn−1.
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d = 2
m = 2
b
c
d
∅
Ξ
0 1
a
Θ
0 1
b
c
d d
Λpid
0 1
b
d
c c
Λpic
0 1
c
d
b b
Λpib
d = 3
m = 1
b b2
∅
Ξ
0 1
2
a
aa
a2
a2a2
Θ
0 1
2
b
bb
b2
b2b2
Λpib
0 1
2
b2
b2b2
b
bb
Λpi
b2
d = 3
m = 2 ∅
Ξ
0 1
2
a
aa
a2
a2a2
Θ
0 1
2
Λpi
(plus 7 other)
d = 5
m = 1 ∅
Ξ
0 1
2
3
4
Θ
0 1
2
3
4
Λpib
0 1
2
3
4
Λpi
b2
0 1
2
3
4
Λpi
b3
0 1
2
3
4
Λpi
b4
Figure 1. Blocks composing the Schreier graphs for
some values of d and m.
In Γn, it is clear that there is precisely one outgoing edge for every
generator s ∈ S, going to s(v). So, for every s ∈ S, we must prove that
in Γ′n there is exactly one outgoing s-edge from v to s(v). Notice that
s(v) = s(wvn−1) = s(w)vn−1 unless w = (d− 1)
n−20 and s ∈ B.
Suppose first that w 6= (d − 1)n−20. In that case, in Γn−1, w has
an outgoing s-edge towards s(w) by hypothesis. Moreover, by con-
struction, if w 6= (d − 1)n−20, the outgoing s-edge from v cannot go
outside its copy of Γn−1. Therefore, v must have an outgoing s-edge to
s(w)vn−1, and in fact s(w)vn−1 = s(v), again because w 6= (d− 1)
n−20.
Assume now that w = (d − 1)n−20. If s ∈ A, s(w) 6= w, so the
outgoing s-edge is not a loop, and so it is not removed in the construc-
tion of Γ′n, hence there is an outgoing s-edge from v to s(w)vn−1 in
Γ′n. Because s ∈ A changes only the first digit of any vertex, we have
s(v) = s(w)vn−1.
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Finally, suppose w = (d− 1)n−20 and s ∈ B. In this case s(w) = w,
so the edge is a loop and is indeed removed in the construction of Γ′n.
But the vertex v is identified with the vertex labeled by vn−1 in Λωn−2,
which has an outgoing s-edge towards the vertex labeled by vn−1 + j
in Λωn−2 , where ωn−2(s) = a
j . Therefore, in Γ′n, the vertex v has
an outgoing s-edge towards the vertex w(vn−1 + j). As it turns out,
s(v) = s((d − 1)n−20vn−1) = (d − 1)
n−20ωn−2(s)(vn−1) = w(vn−1 + j),
which completes the proof. 
Remark 3.3. With this characterization, notice that diam(Γn) = 2
n−
1.
4. Schreier graphs on XN
The action of a group G on a rooted tree T by automorphisms is nat-
urally extended to the an action by homeomorphisms on the boundary
∂T of the tree. In the case T = Td, the boundary is in bijection with
the set XN of infinite words in the alphabet X . Hence we have infi-
nite Schreier graphs Γξ = Sch(G,G · ξ, S) = Sch(G, StabG(ξ), S), for
ξ ∈ XN. In the case of spinal groups the extended action become, for
any ξ = ξ0ξ1 · · · ∈ X
N, aj(ξ) = (ξ0 + 1)ξ1 . . . , and for every b ∈ B, b(ξ)
is the only word whose n-prefix is b(ξ0 . . . ξn−1) for every n ≥ 0.
Notice that XN is endowed with the shift operator σ : XN → XN,
which removes the first letter of a sequence. We say that two points
ξ, η ∈ XN are cofinal if they differ in finitely many letters, that is,
if there exists some r ≥ 0 such that σr(ξ) = σr(η). Cofinality is an
equivalence relation, and we call the equivalence class of ξ its cofinality
class.
Proposition 4.1. Let G be a spinal group and ξ ∈ XN. Then, G · ξ =
Cof(ξ).
Proof. Because a only changes the first digit of the sequence and any
b ∈ B either fixes the sequence or changes the first digit after a prefix
(d−1)n0, any generator changes at most one digit of the sequence. Let
η ∈ G · ξ, so there is a g ∈ G such that η = gξ. Then, g changes at
most |g|S digits in ξ, which implies that η and ξ are cofinal.
Conversely, we can check that starting from ξ and performing trans-
formations corresponding to the generators (changing the first letter
and changing the first letter after a specific pattern), we can obtain
any point η cofinal with ξ. 
Proposition 4.2. Let G be a spinal group and let ξ ∈ XN. The Γξ has
vertex set V (Γξ) = Cof(ξ) and the following outgoing edges for every
η = η0η1 · · · ∈ Cof(ξ):
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• ∀j ∈ X \ {0}, there is an edge to (η0 + j)η1 . . . labeled by a
j.
• ∀b ∈ B, if η = (d−1)n0ηn+1σ
n+2(η) for some n ≥ 0, then there
is an edge to (d− 1)n0(ηn+1+ j)σ
n+2(η) labeled by b, where j is
such that ωn(b) = a
j. Otherwise there is a loop at η labeled by
b.
Proof. We already know that the orbit of ξ is its cofinality class, and
the edges are easily checked using the definition of the action of A and
B on Td. 
Definition 4.3. Let ξ ∈ XN and η ∈ Cof(ξ). We define the following
subgraphs of Γξ:
• ∆nη = X
nσn(η) = {wσ(η) | w ∈ Xn}, for n ≥ 0, after removing
all loops at (d − 1)n−10σn(η), and also at (d − 1)nσn(η) unless
σn(η) is fixed by B.
• Λnη = (d − 1)
n0Xσn+2(η) = {(d − 1)n0iσn+2(η) | i ∈ X}, for
n ≥ 0.
Notice that η ∈ ∆nη for every n ≥ 0, and ∆
n
η does not depend on
η0 . . . ηn−1. For every n ≥ 0, the subgraphs ∆
n
η cover all vertices of Γξ
and have dn vertices. Moreover, no vertex in ∆nη has outgoing edges to
the rest of Γξ except for (d− 1)
n−10σn(η) and possibly (d − 1)nσn(η),
depending on whether σn(η) is fixed or not by B.
On the other hand, η does not belong to Λnη for any n ≥ 0 if it is
fixed by B, and belongs to exactly one Λnη if it is not. Moreover, Λ
n
η
does not depend on η0 . . . ηn+1, and is composed of d vertices connected
by only B-edges. If we ignore the vertex labels, Λnη is the same graph
as Λωn in Proposition 3.2 and Fig. 1.
Proposition 4.4. Let ξ ∈ XN and η ∈ Cof(ξ). Then, for every n ≥ 1,
the subgraph ∆nη of Γξ is isomorphic to the graph Γ
′
n obtained from Γn
by removing the following loops:
• All loops at the vertex (d− 1)n−10.
• All loops at the vertex (d− 1)n if σn(η) is not fixed by B .
In particular, the graph ∆nη is isomorphic to one of two graphs, only
depending on whether σn(η) is fixed by B or not. The position of η in
this graph depends only on η0 . . . ηn−1.
Proof. Consider the bijection between the vertex sets given by ϕ :
vσn(η) 7→ v. Let v ∈ Xn and s ∈ S, and let us prove that vσn(η)
has an outgoing s-edge to s(v)σn(η) in ∆nη iff v has an outgoing s-edge
to s(v) in Γ′n.
Suppose first that v 6= (d− 1)n−10, (d− 1)n, so no loops are removed
on v in Γ′n, and therefore v has an outgoing s-edge to s(v). For such v,
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we have s(vσn(η)) = s(v)σn(η), and so ϕ(s(vσn(η))) = ϕ(s(v)σn(η)) =
s(v).
Suppose now that v = (d − 1)n−10, (d − 1)n. If s ∈ A, again
s(vσn(η)) = s(v)σn(η), and so ϕ(s(vσn(η))) = ϕ(s(v)σn(η)) = s(v).
Because s(v) 6= v, the edge is not a loop and hence is not removed in
Γ′n.
Assume s ∈ B. If v = (d − 1)n−10 or v = (d − 1)n, vσn(η) has an
outgoing s-edge to s(vs|v(σ
n(η))). This is either a loop or an edge to
a vertex not in ∆nη . If it is a loop, it is removed in both ∆
n
η and Γ
′
n
iff v = (d − 1)n−10 or σn(η) is not fixed by B, and is kept in both
otherwise. If it is an edge to the rest of Γξ, in Γ
′
n it is a loop, which is
removed as σn(η) is not fixed by B. Hence there is no outgoing s-edge
from v or vσn(η) in Γ′n or ∆
n
η . 
We will say that these subgraphs ∆nη isomorphic to Γ
′
n are copies of
Γn in Γξ. They are isomorphic up to some loops in only two vertices.
We can regard Γξ as the disjoint union of copies of ∆
n
η , glued together
through copies of Λrη, r ≥ n− 1.
Remark 4.5. Let ξ ∈ XN, η ∈ Cof(ξ) and n ≥ 0. We denote by Bv(r)
the ball centered at a vertex v of radius r ≥ 0. Combining Proposi-
tion 4.4 and Proposition 3.2, we can check the following properties.
(1)
⋃
v∈Λnη
Bv(2
n+1 − 1) = ∆n+2η .
(2)
⋃
v∈Λnη
Bv(2
k − 1) = Xk(d− 1)n−k0Xσn+2(η), 0 ≤ k ≤ n.
5. Space of Schreier graphs
Recall that if G is a group with a finite generating set S acting on
a topological space X , we can associate to the action the family of the
rooted, directed, labeled orbital Schreier graph (Γx, x)x∈X . This defines
a map Sch from X to the space of rooted, directed, labeled graphs G∗,S:
Sch : X → G∗,S
x 7→ (Γx, x)
Note that we write (Γ, v) for a graph Γ rooted at the vertex v. The
space G∗,S is equipped with the pointed Gromov-Hausdorff topology. A
basis for this topology is formed by the so-called cylinder sets, each of
which contains all graphs with isomorphic r-balls around the root, for
r ≥ 0. If G is a finitely generated group of automorphisms of a rooted
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spherically homogeneous tree T that acts transitively of all levels of the
tree then, for each infinite ray ξ ∈ ∂T , the sequence of finite Schreier
graphs (Γn, ξn) converges to (Γξ, ξ), where xn is the vertex of the ray ξ
on the n-th level of the tree.
Let now G be a spinal group with the spinal generating set S, namely,
G = Gω, ω ∈ Ωd,m with d ≥ 2, m ≥ 1, and S = Sω.
Proposition 5.1. Sch is continuous everywhere except for points in
Cof((d− 1)N).
Proof. Let ξ be a point in the boundary, and let Sch(ξ) be its image.
A neighborhood of Sch(ξ) is a set of rooted graphs such that, for some
r ≥ 0, their balls of radius r are isomorphic to B = Bξ(r). Fix r ≥ 1
and let U be the corresponding neighborhood of Sch(ξ).
Let now R ≥ 0 be such that B ⊂ ∆Rξ and such that (d−1)
RσR(ξ) 6∈ B.
There is always an R guaranteeing the first condition, but to ensure
the second we need ξ 6∈ Cof((d− 1)N).
Now consider the neighborhood ξ0 . . . ξR−1X
N of ξ, and let η be a
point of this neighborhood. We need to show that Sch(η) ∈ U , so that
B′ = Bη(r) is isomorphic to B. Using Proposition 4.4, ∆
R
ξ and ∆
R
η are
isomorphic to two possible graphs Γ′R, which only differ in some loops
at (d − 1)R. Since (d − 1)RσR(ξ) 6∈ B, and hence (d − 1)RσR(η) 6∈ B′
because the root is at the same position, B and B′ must be isomorphic,
and so Sch is continuous everywhere outside Cof((d− 1)N).
For points ξ = w(d − 1)N ∈ Cof((d − 1)N), consider the sequence
(w(d−1)n0N)n, which converges to ξ. Any ball centered at w(d−1)
n0N
big enough will contain (d − 1)|w|+n0N, which is not fixed by B, and
hence outgoing edges which are not loops for some b ∈ B, on that
vertex, while (d−1)N is fixed by B, and so all its outgoing B-edges are
loops. The balls will not be isomorphic, and so Sch is not continuous
on Cof((d− 1)N). 
In order to transport the action of G on X to the space of Schreier
graphs, we thus have to consider Sch(XN \ Cof((d− 1)N)), as it is the
closure of the image of the continuity points of Sch. This will be done
in Theorem 5.3, for which we will need the following Lemma.
Lemma 5.2. Let ξ, η ∈ XN. If Bξ(r) and Bη(r) are isomorphic, then
ξ and η share a prefix of length ⌊log2(r)⌋.
Proof. Let k = ⌊log2(r)⌋, so we have r ≥ 2
k. By Proposition 4.4 we
know that the subgraphs ∆kξ and ∆
k
η are copies of Γk. Because the
diameter of Γk is 2
k − 1 (see Remark 3.3, they must be fully contained
in Bξ(r) and Bη(r), respectively. The isomorphism between the balls
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must then restrict to an isomorphism between ∆kξ and ∆
k
η, which maps
ξ to η. Both are mapped to the same vertex of Γk, which means that
their prefixes of length k coincide. 
Theorem 5.3. Let G = Gω be a spinal group with ω ∈ Ωm,d with
d = 2, m ≥ 2 or d ≥ 3, m ≥ 1. Let Sch : XN → G∗,S be as above. Then
(1) The map Sch is injective. It is continuous everywhere except in
Cof((d− 1)N).
(2) The set Sch(XN) does not have isolated points, if d > 2. When
d = 2, the set of isolated points is Sch(Cof((d− 1)N)).
(3) The set Sch(XN) is the disjoint union of Sch(XN) and countably
many points, which are obtained from finitely many d-ended
graphs by choosing the root arbitrarily. These graphs are Γ˜pi =
Star(Λpi,Γ(d−1)N , (d − 1)
N), for every pi ∈ Epi(B,A) repeating
infinitely often in ω.
Proof. Injectivity of Sch follows from the fact that spinal groups except
d = 2, m = 1 are branch groups [4], and the stabilizers of boundary
points are all different for the action of a branch group on the boundary
of the tree (see Proposition 2.2. in [21]). In Proposition 5.1 we found
the continuity points of Sch.
Let (ξ(n))n be a sequence of continuity points of Sch in X
N such that
(Γξ(n), ξ
(n)) converges to some rooted graph (Γ, ξ). For any r ≥ 0, there
exists some N ≥ 0 such that, for every n ≥ N , the balls Bξ(n)(r) are
all isomorphic. By Lemma 5.2, for every n ≥ N , all ξ(n) share the
same prefix of length ⌊log2(r)⌋. Hence, (ξ
(n))n converges to a point
ξ(∞) ∈ XN.
If ξ(∞) is a continuity point, then by continuity (Γ, ξ) = (Γξ(∞), ξ
(∞)),
so assume the opposite, which means that ξ(∞) ∈ Cof((d − 1)N). By
continuity of the action, we can assume without loss of generality that
ξ(∞) = (d − 1)N. Now two things can happen: either ξ(n) is fixed
by B for all large enough n or not. If that is the case, then (Γ, ξ) =
(Γ(d−1)N , (d−1)
N), so graphs corresponding to points in Cof((d−1)N) are
not isolated. Notice that this cannot happen if d = 2, as all continuity
points are not fixed by B, and so they cannot approximate (d− 1)N.
Suppose now that ξ(n) is not fixed by B for all large enough n. This
means that ξ(n) has a prefix (d− 1)kn0, for all n large enough. Because
the balls Bξ(n)(1) must all be isomorphic, this means that every b ∈ B
must act in the same way for all points, so ωkn must be the same
epimorphism pi ∈ Epi(B,A) for all n large enough. Therefore, the
graph (Γ, ξ) coincides with (Γ˜pi, η), with η being any vertex of Λpi, as
in the statement. 
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Remark 5.4. Notice that the graphs Γ˜pi arising in Theorem 5.3 have
the product Cof((d− 1)N)×X as vertex set and the following edges:
• For every s ∈ S, ξ ∈ Cof((d− 1)N) \ {(d − 1)N} and i ∈ X , an
s-edge from (ξ, i) to (sξ, i).
• For every 1 ≤ j ≤ d−1 and i ∈ X , an aj-edge from ((d−1)N, i)
to (aj(d− 1)N, i).
• For every b ∈ B and i ∈ X , a b-edge from ((d − 1)N, i) to
((d− 1)N, pi(b)i).
If we consider the map (ξ, i) 7→ ξ, it becomes clear that these graphs
are d-coverings of Γ(d−1)N . While the graphs Γξ are Schreier graphs
of subgroups StabG(ξ), for m = 1 the graphs Γ˜pi are Schreier graphs
of StabG(N(ξ)), the pointwise stabilizer of a neighborhood N(ξ) of a
point ξ ∈ Cof((d−1)N). More generally, for m ≥ 1, the Schreier graphs
associated to StabG(N(ξ)) are d
m−1-coverings of the graphs Γ˜pi.
Λpi
ΓqN
ΓqN ΓqN
Figure 2. Graph Γ˜pi for d = 3.
6. Number of ends of Schreier graphs
When studying infinite graphs, an important invariant is the number
of ends.
We say that a graph Γ is k-ended if, for every vertex v, Γ\{v} has not
more than k infinite components, and this k is minimal. The number of
ends is a property of unlabeled, unrooted graphs, and loops or multiple
edges do not play any role. Therefore, the number of ends of a Schreier
graph Γξ of a spinal group depends only on d and ξ ∈ X
N, but not on
m or the sequence ω ∈ Ω. We can therefore count the number of ends
for Schreier graphs of the spinal groups Gd defined, for each d ≥ 2,
by m = 1 and ω the constant sequence. The groups Gd happen to be
automata groups, and we can apply the results on the ends of Schreier
graphs of automata groups from [8].
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Theorem 6.1. Let Gω be a spinal group and ξ ∈ X
N. We partition
XN into E2 = X
∗{0, d− 1}N \ Cof((d− 1)N) and E1 = X
N \E2. Then
Γξ is 2-ended iff ξ ∈ E2 and Γξ is 1-ended iff ξ ∈ E1.
Proof. As mentioned, it suffices to show the claim for the groups Gd,
d ≥ 2. G2 is the infinite dihedral group, for which X
N not in Cof(1N)
has trivial stabilizer, so all the corresponding Schreier graphs are iso-
morphic to the Cayley graph, a two-ended line alternating a and b-
edges. Section 5.2 in [8] shows it for the Fabrykowski-Gupta group G3.
The same proof applies for d > 3, by replacing 2 by d − 1 and 1 by
{1, . . . , d− 2}. 
The set XN is naturally equipped with the Bernoulli measure µ. As
the action of G is ergodic with respect to µ, we can speak about the
typical number of ends.
Lemma 6.2. If E ⊂ XN such that µ(E) = 0, then µ(X∗E) = 0.
Proof. We can decompose X∗E =
⊔
n≥0
⊔
w∈Xn
wE, so
µ(X∗E) =
∑
n≥0
∑
w∈Xn
µ(wE) =
∑
n≥0
∑
w∈Xn
µ(E)
dn
=
∑
n≥0
µ(E) = 0.

Theorem 6.3. If d = 2, then µ(E1) = 0 and µ(E2) = 1. If d ≥ 3,
then µ(E1) = 1 and µ(E2) = 0.
Proof. For d = 2, we have E1 = Cof(1
N) and E2 = X
N \ Cof(1N). We
use Lemma 6.2 with E = {1N} provided that E1 = X
∗E.
For d ≥ 3, we have µ(E2) ≤ µ(X
∗{0, d−1}N). Decomposing after the
first digit, we obtain µ({0, d−1}N) = 2
d
µ({0, d−1}N), so µ({0, d−1}N) =
0. Again by Lemma 6.2, µ(E2) = 0. 
Theorem 6.3 shows a difference between binary spinal groups and the
rest. For spinal groups with d = 2, all Schreier graphs are two-ended
except for one orbit, while for d ≥ 3 the set of boundary points whose
Schreier graph is one-ended has measure one, even though there are
infinitely many orbits with two-ended graphs.
7. Isomorphism classes of unlabeled Scheier graphs
The goal of this section is to determine when two Schreier graphs
Γξ and Γη, for ξ, η ∈ X
N are isomorphic. If we consider (Γξ, ξ) as
rooted, directed, labeled graphs, the answer is immediate: if and only
if ξ = η. For any branch group, Proposition 2.2 in [21] implies that the
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stabilizers of different points of XN are different. Since the graph Γξ
is the Schreier graph of the group with respect to the stabilizer of the
point ξ for the action of Gω on the boundary of tree, (Γξ, ξ) and (Γη, η)
will not be isomorphic as rooted, directed, labeled graphs, unless ξ = η.
The only exception to the previous statement is the infinite dihedral
group, which is the spinal group with d = 2, m = 1 and the only spinal
group which is not branch. As mentioned above, all points of XN not
in Cof(1N) give rise to Schreier graphs isomorphic to the Cayley graph,
so in this case we do have isomorphic rooted, directed, labeled Schreier
graphs. Some arguments we are going to use later do not apply to this
case, so we will exclude this example in the forthcoming statements.
For the rest of the section, we will explore under which conditions
two Schreier graphs can be isomorphic as rooted, undirected, unlabeled
graphs.
Proposition 7.1. Let d = 2, m ≥ 2 and ξ, η ∈ XN. If ξ 6= η,
(Γξ, ξ) and (Γη, η) are isomorphic as rooted, unlabeled graphs iff ξ, η 6∈
Cof(1N).
Proof. For ξ 6∈ Cof(1N), Γξ is a two-ended line. Each vertex has 2
m−1−1
loops, one edge to one neighbor and 2m−1 edges to the other neigh-
bor. The graph does not depend on ξ, so they are all isomorphic. If
ξ, η ∈ Cof(1N), the distance to 1N is different for each of them, so no
isomorphism is possible. 
Let us now desbribe the possible isomorphisms of rooted, undirected,
unlabeled Schreier graphs for spinal groups with d ≥ 3. Let us start
by giving some necessary conditions.
Lemma 7.2. Let ξ, η ∈ XN, and let ϕ : (Γξ, ξ) → (Γη, η) be an iso-
morphism of rooted, undirected, unlabeled graphs. Let also ξ′ ∈ Cof(ξ),
η′ = ϕ(ξ′) and n ≥ 0. Then, ϕ(Λnξ′) = Λ
n
η′ and ϕ(∆
n
ξ′) = ∆
n
η′ .
Proof. We will abuse notation and denote subgraphs and their vertex
sets in the same way. Notice that, even though we consider isomor-
phisms between unlabeled graphs, vertices that are fixed by B must be
mapped to vertices that are fixed by B, otherwise they have a different
number of loops. The second statement is trivial for n = 0, as ξ′ is
mapped to η′ = ϕ(ξ′). Let us show it for n = 1.
We know that ∆1ξ′ = {0σ(ξ
′), . . . , (d− 1)σ(ξ′)}. Since 1σ(ξ′) is fixed
by B, B1σ(ξ′)(1) = ∆
1
ξ′ . Hence
ϕ(∆1ξ′) = ϕ(B1σ(ξ′)(1)) = Bϕ(1σ(ξ′))(1) ⊃ ∆
1
ϕ(1σ(ξ′)) = ∆
1
η′ .
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The last equality comes from the fact that ϕ(1σ(ξ′)) is also fixed by
B, and so can only be joined by an A-edge to η′. The other inclusion
then follows from the cardinality of the sets.
Let us now prove the first statement for all n ≥ 0. Let ξ′′ ∈ Λnξ′ and
η′′ = ϕ(ξ′′), therefore ξ′′ = (d − 1)n0iσn+2(ξ′). Since it is not fixed by
B, η′′ also is not fixed by B, so η′′ ∈ Λkη′ for some k ≥ 0. We decompose
Bξ′′(1) = ∆
1
ξ′′ ⊔
(
Λnξ′ \ {ξ
′′}
)
and similarly Bη′′(1) = ∆
1
η′′ ⊔
(
Λkη′ \ {η
′′}
)
.
The isomorphism ϕ maps one ball onto the other, but by the previous
case, it maps ∆1ξ′′ to ∆
1
η′′ . Hence, it must map Λ
n
ξ′ to Λ
k
η′ . We can
suppose without loss of generality that k ≤ n. To show k = n, let us
suppose k + 1 ≤ n for a contradiction. Using Remark 4.5, notice that∣∣∣∣∣∣
⋃
v∈Λn
ξ′
Bv(2
k+1)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
⋃
v∈Λn
ξ′
Bv(2
k+1 − 1)
∣∣∣∣∣∣+ d(d− 1) =
=
∣∣Xk+1(d− 1)n−k−10Xσn+2(ξ′)∣∣+ d(d− 1) = dk+2 + d(d− 1),
while ∣∣∣∣∣∣∣
⋃
v∈Λk
η′
Bv(2
k+1)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
⋃
v∈Λk
η′
Bv(2
k+1 − 1)
∣∣∣∣∣∣∣+ p(d− 1) =
=
∣∣∆k+2η′ ∣∣+ p(d− 1) = dk+2 + p(d− 1),
with p = 1 or p = 2 depending on whether σ(η′) is or is not fixed by
B, respectively. In any case, one ball must be mapped onto the other,
so p = d ≥ 3, which is a contradiction. Therefore Λnξ′ must be mapped
to Λnη′ .
Finally, for n ≥ 2 and again by Remark 4.5 we have
ϕ(∆nξ′) = ϕ

 ⋃
v∈Λn−2
ξ′
Bv(2
n−1 − 1)

 = ⋃
v∈Λn−2
ξ′
ϕ
(
Bv(2
n−1 − 1)
)
=
=
⋃
v∈Λn−2
ξ′
Bϕ(v)(2
n−1 − 1) =
⋃
v∈Λn−2
η′
Bv(2
n−1 − 1) = ∆nη′ .

The important consequence of this Lemma is that, even if we look
at unlabeled graphs, isomorphisms are not allowed to map A-edges to
B-edges or viceversa. They are not allowed to map copies of Γn to
anything which is not a copy of Γn, which is quite restrictive.
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Lemma 7.3. Let ξ, η ∈ XN, and let ϕ : (Γξ, ξ)→ (Γη, η) be an isomor-
phism of rooted, unlabeled graphs. For every n ≥ 0, ξn = 0⇐⇒ ηn = 0.
Proof. The case n = 0 is a consequence of the first statement in
Lemma 7.2. Let n ≥ 1 and let ξn = 0.
The second statement in the same Lemma implies that ∆nξ =
Xn0σn+1(ξ) is mapped to ∆nη = X
nηnσ
n+1(η). If ηn = d − 1, then
the latter has a vertex in Λkη′ , for some η
′ ∈ Cof(η) and k ≥ n + 1,
while the former does not have any vertex in Λkξ′ for any ξ
′ ∈ Cof(ξ)
and k ≥ n + 1. By Lemma 7.2, this is a contradiction. Suppose
ηn 6= 0, d− 1. Because vertices (d− 1)
n0σn+1(ξ) and (d− 1)nηnσ
n+1(η)
is and is not fixed by B, respectively, by Remark 4.5 we have∣∣∣∣∣∣∣
⋃
v∈Λn−2
ξ
Bv(2
n−1)
∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣
⋃
v∈Λn−2
ξ
Bv(2
n−1 − 1)
∣∣∣∣∣∣∣+ 2(d− 1) =
=
∣∣∆nξ ∣∣+ 2(d− 1) = dn + 2(d− 1),∣∣∣∣∣∣
⋃
v∈Λn−2η
Bv(2
n−1)
∣∣∣∣∣∣ =
∣∣∣∣∣∣
⋃
v∈Λn−2η
Bv(2
n−1 − 1)
∣∣∣∣∣∣+ d− 1 =
=
∣∣∆nξ ∣∣+ d− 1 = dn + d− 1,
which is also a contradiction. Hence ηn = 0. 
Lemma 7.3 states that for two infinite rays to have isomorphic rooted,
undirected, unlabeled Schreier graphs they must have zeros in the
same positions. This excludes any isomorphism between graphs of
points with finitely and infinitely many zeros. Moreover, it allows
us to write the image of ξ = w00w10 . . . , with wk ∈ (X \ {0})
∗ as
ϕ(ξ) = w˜00w˜10 . . . , with |wk| = |w˜k| for every k ≥ 0.
Let n ≥ 0 and 0 ≤ m ≤ n− 1. The sets
Ym = (X \ {0})
n−m−1(X \ {0, d− 1})(d− 1)m, Yn = {(d− 1)
n}
define a partition of the set (X \ {0})n = ⊔nm=0Ym.
Definition 7.4. We call ξ, η ∈ XN compatible (and we denote this by
ξ ∼ η) if they are of the form ξ = w00w10 . . . , η = w˜00w˜10 . . . , with
wk, w˜k ∈ (X\{0})
∗⊔(X\{0})N, |wk| = |w˜k|, and wk ∈ Ymk iff w˜k ∈ Ymk ,
for every k ≥ 0 such that |wk| < ∞. Notice that compatibility is an
equivalence relation on XN.
Proposition 7.5. Let ξ, η ∈ XN, and let ϕ : (Γξ, ξ) → (Γη, η) be an
isomorphism of rooted unlabeled graphs. Then, ξ ∼ η.
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Proof. By Lemma 7.3, we can assume that ξ = w00w10 . . . and η =
w˜00w˜10 . . . with wk, w˜k ∈ (X \ {0})
∗ ⊔ (X \ {0})N and |wk| = |w˜k| for
every k ≥ 0 such that |wk| < ∞. Let us assume, for a contradiction,
that there exists some k ≥ 0 such that, if n = |wk|, wk ∈ Ym and
w˜k ∈ Ym′, with m < m
′. Let also Nr =
∑r−1
s=0(|ws| + 1), so that
σNr(ξ) = wk0wk+10 . . . and σ
Nr(η) = w˜k0w˜k+10 . . . .
Assume first m < m′ = n, then wk = wi(d− 1)
m and w˜k = (d− 1)
n,
for some i ∈ X \ {0, d − 1} and w ∈ (X \ {0})n−m−1. We exclude the
case k = 0 because then ξ and η would respectively be fixed and not
fixed by B, which is absurd. So Nk > 0 and let us define the following
copies of ΓNk , which respectively contain ξ and η:
∆1 = X
Nkwi(d− 1)m0σNk+1(ξ), ∆2 = X
Nk(d− 1)n0σNk+1(η).
By Lemma 7.2, we have ϕ(∆1) = ∆2. The latter contains the vertex
(d − 1)Nk+n0σNn+1(η) which belongs to Λ
Nk+n
η′ , for some η
′ ∈ Cof(η).
However, the former does not contain any vertex which belongs to ΛMξ′
for any ξ′ ∈ Cof(ξ) and M ≥ Nk. Again by Lemma 7.2, this is a
contradiction.
If m < m′ < n, then m < n−1 or equivalently n−m−1 > 0. In this
case, we consider the following copies of ΓNk+n−m−1, again containing
ξ and η, respectively:
∆1 = X
Nk+n−m−1i(d− 1)m0σNk+1(ξ),
∆2 = X
Nk+n−m−1(d− 1)m+10σNk+1(η).
Again Lemma 7.2 implies ϕ(∆1) = ∆2. Similarly to the previous
case, the latter contains the vertex (d−1)Nk+n0σNn+1(η), which belongs
to ΛNk+nη′ for some η
′ ∈ Cof(η). In the former, there is not any vertex
which belongs to ΛMξ′ , for any ξ
′ ∈ Cof(ξ) and M ≥ Nk + n −m − 1.
As n−m− 1 > 0, by Lemma 7.2 this is a contradiction. 
We have shown that compatibility is a necessary condition to find
an isomorphism of rooted, unlabeled graphs. Our next goal will be to
prove the converse. Namely, that for any two compatible points there
exists an isomorphism mapping their graphs to each other. To this
purpose, let use introduce the following notation.
Definition 7.6. Let ξ, η ∈ XN. We define R = Rξ,η = min{s | σ
s(ξ) =
σs(η)}. Notice that R < ∞ iff η ∈ Cof(ξ). Also note that R = 0 iff
η = ξ and that otherwise, by minimality, ηR−1 6= ξR−1.
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Definition 7.7. Let ξ, η ∈ XN. We define τn = τn,ξ,η = (ξn ηn) ∈
Sym(X). Let us also define ϕ = ϕξ,η : (Γξ, ξ)→ (Γη, η) as
ϕ(ξ′) =
{
η if ξ′ = ξ
ξ′0 . . . ξ
′
R−2τR−1(ξ
′
R−1)σ
R(η) if ξ′ 6= ξ, with R = Rξ,ξ′
.
Remark 7.8. Suppose ξ ∼ ξ′, and let η′ = ϕ(ξ′).
(1) Rη,η′ = Rξ,ξ′. It is clear that Rη,η′ ≤ Rξ,ξ′, and if it was strictly
smaller, then, setting n = Rξ,ξ′ − 1, we would have ηn = τn(ξ
′
n),
and so ξn = ξ
′
n, which is a contradiction with the minimality of
Rξ,ξ′.
(2) ψ = ϕη,ξ is the inverse of ϕ = ϕξ,η. Indeed, ψ(ϕ(ξ)) = ξ, and,
for ξ′ 6= ξ,
ψ(ϕ(ξ′)) = ψ
(
ξ′0 . . . ξ
′
R−2τR−1(ξ
′
R−1)σ
R(η)
)
=
= ξ′0 . . . ξ
′
R−2τ
2
R−1(ξ
′
R−1)σ
R(ξ) = ξ′0 . . . ξ
′
R−2ξ
′
R−1σ
R(ξ) = ξ′.
Hence, ϕ is a bijection between the vertex sets of Γξ and Γη.
Proposition 7.9. Let ξ, η ∈ XN such that ξ ∼ η. Then ϕξ,η : (Γξ, ξ)→
(Γη, η) is an isomorphism of rooted, unlabeled graphs.
Proof. Let ϕ = ϕξ,η. We already proved in Remark 7.8 that ϕ is a bi-
jection between the sets of vertices, so we only have to prove that edges
are preserved. Every A or B-edge belongs to ∆1ξ′ or Λ
n
ξ′, respectively,
for some ξ′ ∈ Cof(ξ) and n ≥ 0. Let then ξ′ ∈ Cof(ξ), n ≥ 0, set
η′ = ϕ(ξ′) and let us prove ϕ(∆1ξ′) = ∆
1
η′ and ϕ(Λ
n
ξ′) = Λ
n
η′ .
For the first claim, let us consider two cases. If ξ ∈ ∆1ξ′, then we
have
ϕ(∆1ξ′) = ϕ(∆
1
ξ) = ϕ ({ξ} ⊔ {jσ(ξ) | j 6= ξ0}) =
= {η} ⊔ {τ0(j)σ(η) | j 6= ξ0} = {η} ⊔ {jσ(η) | j 6= η0} = ∆
1
η.
Since Rξ,ξ′ ≤ 1, by Remark 7.8 Rη,η′ ≤ 1, so ∆
1
η = ∆
1
η′ .
Assume now ξ 6∈ ∆1ξ′ , so R = Rξ,ξ′ ≥ 2. Also, Rξ,v = R for all
v ∈ ∆1ξ′ . Then
ϕ(∆1ξ′) = ϕ({jξ
′
1 . . . ξ
′
R−1σ
R(ξ) | j ∈ X}) =
= {jξ′1 . . . ξ
′
R−2τR−1(ξ
′
R−1)σ
R(η) | j ∈ X} = ∆1η′ .
To prove the second claim, set R = minv∈Λn
ξ′
Rξ,v. In this case, R
cannot be n+ 2, since vn+1 takes all values in X when v runs through
Λnξ′. We will consider four different cases, depending on the value of R.
Suppose first R = 0. In this case, ξ ∈ Λnξ′. Moreover, Rξ,v = n + 2
for all v ∈ Λnξ′ except for v = ξ. Therefore,
ϕ(Λnξ′) = ϕ({ξ} ⊔ {(d− 1)
n0jσn+2(ξ) | j 6= ξn+1}) =
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= {η} ⊔ {(d− 1)n0τn+1(j)σ
n+2(η) | j 6= ξn+1} =
= {η} ⊔ {(d− 1)n0jσn+2(η) | j 6= ηn+1} =
= {(d− 1)n0jσn+2(η) | j ∈ X} = Λnη .
And Λnη = Λ
n
η′ , because Rη,η′ = Rξ,ξ′ ≤ n+ 2, so σ
n+2(η) = σn+2(η′).
Suppose now 1 ≤ R ≤ n. For the vertex v = (d−1)n0ξn+1σ
n+2(ξ′) ∈
Λnξ′ we must have Rξ,v = R ≤ n. This implies ξ = ξ0 . . . ξR−1(d −
1)n−R0ξn+1σ
n+2(ξ) and σn+2(ξ) = σn+2(ξ′). Additionally, since ξ ∼ η,
we can write η = η0 . . . ηR−1(d − 1)
n−R0ηn+1σ
n+2(η). For every w ∈
Λnξ′, w 6= v, we have Rξ,w = n+ 2. Then,
ϕ(Λnξ′) = ϕ
(
{v} ⊔ {(d− 1)n0jσn+2(ξ) | j 6= ξn+1}
)
=
= {(d− 1)R−1τR−1(d− 1)(d− 1)
n−R0ηn+1σ
n+2(η)}⊔
⊔{(d− 1)n0τn+1(j)σ
n+2(η) | j 6= ξn+1} =
= {(d− 1)n0ηn+1σ
n+2(η)} ⊔ {(d− 1)n0jσn+2(ξ) | j 6= ηn+1} = Λ
n
η .
where we used τR−1(d − 1) = d − 1 because ξ ∼ η. In addition, again
Rη,η′ = Rξ,ξ′ ≤ n + 2, so Λ
n
η = Λ
n
η′ .
The third case is R = n+1. The vertex v = (d−1)n0ξn+1σ
n+2(ξ′) ∈
Λnξ′ satisfies Rξ,v = R = n + 1. This implies σ
n+2(ξ) = σn+2(ξ′). For
any other w ∈ Λnξ′, we must have Rξ,w = n+ 2. Therefore,
ϕ(Λnξ′) = ϕ({v} ⊔ {(d− 1)
n0jσn+2(ξ) | j 6= ξn+1}) =
= {(d−1)nτn(0)ηn+1σ
n+2(η)}⊔{(d−1)n0τn+1(j)σ
n+2(η) | j 6= ξn+1} =
= {(d− 1)n0ηn+1σ
n+2(η)} ⊔ {(d− 1)n0jσn+2(η) | j 6= ηn+1} = Λ
n
η ,
where we used τn(0) = 0 after Lemma 7.3 and provided that ξ ∼ η.
Once more, Rη,η′ = Rξ,ξ′ ≤ n + 2, so Λ
n
η = Λ
n
η′ .
Finally, assume R ≥ n+3. We can write Λnξ′ = {(d−1)
n0jσn+2(ξ′) |
j ∈ X} = {(d− 1)n0jξ′n+2 . . . ξ
′
R−1σ
R(ξ′) | j ∈ X}. In this case, Rξ,v =
R for every v ∈ Λnξ′, and also Rξ,ξ′ = R, which implies σ
R(ξ) = σR(ξ′).
Then,
ϕ(Λnξ′) = ϕ({(d− 1)
n0jξ′n+2 . . . ξ
′
R−1σ
R(ξ) | j ∈ X}) =
= {(d− 1)n0jξ′n+2 . . . ξ
′
R−2τR−1(ξ
′
R−1)σ
R(η) | j ∈ X} =
= Λnξ′0...ξ′R−2τR−1(ξ′R−1)σR(η)
,
and notice that η′ = ξ′0 . . . ξ
′
R−2τR−1(ξ
′
R−1)σ
R(η), so
Λnξ′0...ξ′R−2τR−1(ξ′R−1)σR(η)
= Λnη′ .

Theorem 7.10. Let ξ, η ∈ XN. Then, (Γξ, ξ) and (Γη, η) are isomor-
phic as rooted, undirected, unlabeled graphs iff ξ ∼ η.
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Proof. One implication is Proposition 7.5 and the other is Proposi-
tion 7.9. 
We can now adapt Theorem 7.10 to unrooted graphs.
Corollary 7.11. Let ξ, η ∈ XN. Then, Γξ and Γη are isomorphic as
unrooted, undirected, unlabeled graphs iff there exists η′ ∈ Cof(η) such
that ξ ∼ η′.
Proof. Let ϕ : Γξ → Γη be an isomorphism of unrooted graphs. Then
η′ = ϕ(ξ) ∈ Cof(η), and ϕ˜ : (Γξ, ξ) → (Γη, η
′) is an isomorphism of
rooted graphs. By Theorem 7.10, ξ ∼ η′.
On the other hand, if there exists η′ ∈ Cof(η) such that ξ ∼ η′, again
by Theorem 7.10 (Γξ, ξ) and (Γη, η
′) are isomorphic as rooted graphs,
and so as unrooted graphs as well. 
Theorem 7.12. All rooted, unlabeled isomorphism classes have mea-
sure zero in XN.
Proof. Let ξ ∈ XN, and let C = Comp(ξ) ⊂ XN be its compatibility
class. We will show µ(C) = 0.
Suppose first that ξ has finitely many zeros. In that case, there exists
N ≥ 0, w ∈ XN and ξ′ ∈ (X \ {0})N such that ξ = wξ′. Moreover,
C ⊂ XN(X \ {0})N, so
µ(C) ≤ µ(XN(X \ {0})N) = µ((X \ {0})N) = 0.
Assume that ξ has infinitely many zeros, so there is an infinite se-
quence of words (wk)k, wk ∈ (X \ {0})
∗ such that ξ = w00w10 . . . .
Let nk = |wk| and Ck = Comp(wk0wk+10 . . . ). By Lemma 7.3, any
compatible point must have the same zeros at the same positions, so
we have
µ(C) ≤ µ(Xn00C1) =
1
d
µ(C1).
If we iterate this inequality, we have that, for any k ≥ 0,
µ(C) ≤
1
dk
µ(Ck).
In particular, for any ε > 0, by choosing k so that 1
dk
≤ ε, µ(C) ≤
1
dk
µ(Ck) ≤ ε. Hence, µ(C) = 0. 
Corollary 7.13. All unrooted, unlabeled isomorphism classes have
measure zero in XN.
Proof. Let ξ ∈ XN, and let Comp(ξ) ⊂ XN be its compatibility class.
Let also D = ∪g∈GComp(gξ) be it so-called eventual compatibility
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class. After Corollary 7.11, Γξ is isomorphic to Γη iff η ∈ D. Be-
cause the action preserves the measure µ and µ(Comp(ξ)) = 0 after
Theorem 7.12, we have
µ(D) ≤
∑
g∈G
µ(Comp(gξ)) =
∑
g∈G
µ(Comp(ξ)) = 0.

8. Examples
8.1. Grigorchuk groups Gω. Spinal groups were introduced as a gen-
eralization for Grigorchuk groups. As mentioned in Section 2, these
correspond to d = 2 and m = 2. From our description we easily re-
cover the construction of the Schreier graphs for Grigorchuk groups
given in [3] for the first Griogrhuk group and in [30] for all the groups
Gω with d = 2, m = 2. The graphs Ξ, Θ and Λωn are defined in Fig. 1,
and there is an example of Γn in Fig. 3.
c
b
d
a b
c
d d
a b
d
c c
a b
c
d d
a
c
b
d
110 010 000 100 101 001 011 111
Figure 3. Γ3 for Grigorchuk’s group.
8.2. The Fabrykowski-Gupta group. The Fabrykowski-Gupta
group is the simplest nontrivial example with d ≥ 3. It is the spinal
groupGω defined by d = 3,m = 1 (so A = {1, a, a
2} and B = {1, b, b2})
and the constant sequence ω where all the epimorphisms equal that
mapping b to a. The graphs Ξ, Θ and Λ = Λpib are given in Fig. 1,
and there is an example of a Γn in Fig. 4, which corresponds to the
decription given in [3].
We provide two examples of infinite Schreier graphs, of the the points
2N and 0N. The former is a one-ended graph, and the latter is two-
ended. In Fig. 5 and 6, vertex labels only display a prefix, so dots must
be replaced with the appropriate shift of ξ. Any edge labeled by Γn is
actually a subgraph ∆nξ′ , which is a copy of Γn.
SCHREIER GRAPHS OF SPINAL GROUPS 23
b
bb
b2
b2b2
201
b
bb
b2
b2b2
021a
a a
b
b2121
bb2
221
011
a
a
a
b
b2
111
b
b2211
001
a a
a
bb2
101
200
b
b
b
b2
b2
b2
020
a
a
a
b
b2
120
b
b2220
010
a a
a
bb2
110
b
b2
210
000
a
a a
b
b2100
202
bb
b
b2b2
b2
022
a a
a
bb2
122
b
b2
222
012
a
a a
b
b2112
bb2
212
002
a
a
a
b
b2
102
Figure 4. Γ3 for the Fabrykowski-Gupta group.
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Γ1
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221...
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200... 220...
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Γ3
2200...
Figure 5. Sketch of the Schreier graph for ξ = 2N.
8.3. Grigorchuk p-groups. This family was an attempt to general-
ize the definition of Grigorchuk 2-groups to bigger primes p in [20].
We can realize this family as spinal groups by setting d = p and
m = 2, so that B = 〈b, c〉, and taking a sequence of epimorphisms
in {pi0, . . . , pid−1, pi} ⊂ Epi(B,A), where pii(b) = a, pii(c) = a
i and
pi(b) = 1, pi(c) = a. Gω is the spinal group defined by this sequence,
provided that it satisfies the kernel condition.
8.4. Sˇunic´ groups. Following [34], choose a prime p, m ≥ 1 and a
polynomial f ∈ (Z/pZ[x]) of degree m, and set A = Z/pZ and B =
(Z/pZ)m. Then define a group Gp,f acting on the tree Tp. Equivalently,
one can instead of f choose p, m, α ∈ Epi(B,A) and ρ ∈ Aut(B) to
define the group. The group Gp,f is in fact the spinal group defined by
d = p, m and ω = ω0ω1 . . . given by ωi = αρ
i, for all i ≥ 0, whenever
the action is faithful. In this case, the sequence is always periodic. All
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Γ1
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Figure 6. Sketch of the Schreier graph for ξ = 0N.
the examples mentioned above in this Section are in the class of Sˇunic´
groups.
Figure 7. Γ2 for the group defined by p = 5, m = 1 and
a constant sequence of epimorphisms. Colored edges are
labeled by powers of b, while black ones are labeled by
powers of a.
Proposition 8.1. Let Gω be a spinal group. Then, Gω is self-similar
iff Gω belongs to Sˇunic´’s family. Equivalently, iff for every n ≥ 0,
ωn = ω0ρ
n, for some ρ ∈ Aut(B).
Proof. It is clear from the definition that any group in Sˇunic´’s family
is self-similar. If Gω is a self-similar spinal group, then for every b ∈ B
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there must exist some b′ ∈ B such that b′ = b|d−1, so ωn+1(b) = ωn(b
′)
for every n ≥ 0. If there was b′′ for which this is also true, then
b′(b′′)−1 would be in Ker(ωn) for every n ≥ 0, which would violate the
kernel condition. So b′ is unique, and we can define an endomorphism
ρ : B → B as ρ(b) = b′. If 1 6= b ∈ Ker(ρ), then ωn(b) = 1 for
every n ≥ 1, which again would violate the kernel condition, so ρ is
an automorphism. If we define α to be ω0, we are in the setting of a
group in Sˇunic´’s family, with the kernel condition making the action
faithful. 
8.5. Iterated monodromy groups. According to [31], an automor-
phism group of a rooted tree T is an iterated monodromy group of a
post-critically finite backward iteration of polynomials if and only if it
is generated by a dendroid set of automorphisms of T.
We will omit the details, but it can be proven that any spinal group
Gω for which at most m different Ker(ωi) occur, for all i ≥ 0, admits
a dendroid generating set. This means that there are many iterated
monodromy groups in the spinal family, self-similar or not. A particular
case of iterated monodromy groups of a sequence of polynomials is
when that sequence is constant equal to f , and so we call the iterated
monodromy group IMG(f). In our setting, this happens only when
m = 1. Further details can be found in [31].
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