. Each one of these methods derequirement for disorder; a disorder predictor entirely tects different aspects of disorder resulting in several based on this definition will thus be promiscuous. operational definitions of protein disorder (see Tompa, 2002 , for a review).
• Hot loops constitute a refined subset of the above, There have been several previous attempts to predict namely those loops with a high degree of mobility as disorder. Perhaps the earliest are methods finding redetermined from C ␣ temperature factors (B factors). gions of low complexity. Although many such regions It follows that highly dynamic loops should be considare structurally disordered, the correlation is far from ered protein disorder. Several attempts have been perfect as regions of low-sequence complexity are not made to try to use B factors for disorder prediction always disordered (and vice versa) (Dunker et al., 2002 For each of the three definitions of disorder described form a well defined globular tertiary structure.
above, a data set was constructed and partitioned into Prediction of protein tertiary structure could be an five cross validation sets. We trained an ensemble of alternative route to disorder prediction, though such five artificial neural networks on each the three data methods are computationally intensive and error prone.
sets. Figure 1 shows the expected performance for Moreover, such methods are usually designed to predict these three predictors on novel sequences as estimated the structure of globular domains, meaning that their by cross validation. As can be seen, we are able to behavior on other sequences can be unpredictable.
predict a large fraction of the missing coordinate resiHere we present DisEMBL, a method based on artifidues with a very low error rate. cial neural networks trained for predicting several definiThe coils networks predict regions without regular tions of disorder. It predicts and displays the probability secondary structure: it is a two-state secondary strucof disordered segments within a protein sequence. Disture prediction method. This neural network ensemble is EMBL furthermore provide a pipeline interface for bulk capable of identifying approximately half of the negative predictions, essential for large scale structural genomics. examples, while discarding essentially no positive examples (see Figure 1) . Therefore, this predictor is perResults and Discussion haps better thought of as a filter to remove false positive predictions made by the other networks.
Our Definitions of Disorder
Separate networks were trained for predicting which As no single definition of disorder exists, we will describe in detail what we define as disordered regions. We deof the loops have high B factors ("hot loops"). The perfor- The correlation between hot loops and coils is trivial mances of these ensembles as follows. Choosing a cutsince the data set used for training the hot loop predictor off of 80% sensitivity for each ensemble corresponds is a sub set of the one used for the coils network. The to a sensitivity of 64% (80%*80%) for the composite predictions of missing coordinates and coils are only predictor. At these cutoffs the rate of false positives are weakly related (CC ϭ 0.231), while the hot loops predic-6.9% and 19%, respectively, corresponding to 1.3% tions show a stronger correlation to the Remark465 netthen combined. It follows that hot loops are very predictworks (CC ϭ 0.455). able. In contrast, the missing coordinates predictor has Since we initially assumed that missing coordinates a higher (16%) rate of false positives at the same sensidirectly reflects protein disorder the correlation with the tivity. A possible explanation for this is that remark465 hot loops predictions support this alternative definition can be assigned to a residue for several reasons, disorof disorder, it also shows that the definitions are compleder being only one of these.
mentary not redundant. We compared DisEMBL to PONDR; refer to Figure 2.
The relationship between the different predictors can The comparison to PONDR was severely hampered by also be seen in Figure 3 . The figure shows the per residue the fact that access to raw PONDR predictions is recounts in the different data sets. In general, hydrophobic stricted. Therefore, we can currently only compare to residues are promoting order according to all three defithe performance points stated on the official website nitions of disorder. Disorder promoting residues include of PONDRs developers. Since the VL-XT predictor is proline, lysine, serine, threonine, and methionine. For smoothing its predictions by a running average of nine lysine it can be seen that even though this residue is residues, we also applied this smoothing to our predicnot observed much in coils it is found primarily in hot tions. Relative to these points our predictor performs loops, the opposite is the case for proline. Methionine marginally better in predicting the same type of disorder. suffers a bias in the Remark465 dataset for at least two We only use smoothing in this comparison as the perforreasons: (1) often the N-terminal methionine is cleaved mance gain is a consequence of the design of this particoff, and (2) some structures are solved using selenoular data set. Smoothing does not improve performance methionine derivatives for phasing, which can lead to on our own data sets. deletion of the residue in the PDB entry. The same bias is seen in (Dunker et al., 2001, Figure 10 ).
Complementarity of Predictors
In order to investigate the relationships between the differ-
Comparing Predictions and Experiments
As mentioned NMR and CD data can provide insight on ent disorder definitions, we determined how correlated our predictors are. This was done by calculating the linear protein disorder. Since such data were not used during ., 1999) . Unfortunately, NMR data are rather scarce and only cover a subset of structure space, which is why we have not used such data for training predictors. However, it is interesting to notice that our predictions of disordered regions seem to agree with disorder determined by NMR. An example of this is Figure 4 , which shows predictions of hot loops mapped on the NMR structure of human translation factor eIF1A.
Missing signals in the far UV of CD spectra indicate the absence of regular secondary structure. A fundamental problem in using CD data for assigning disorder is that the lack of regular secondary structure does not imply that the protein is disordered, merely that it is a "loopy protein." Another disadvantage of CD data is that they do not provide information on which residues are disordered. The same limitations apply to hydrodynamic measurements. We have therefore not used CD or hydrodynamic data in the training of our predictors. (Table 1) . In all of these cases, we predict either all or assigned disordered regions score higher than the globular domain, in particular the N-terminal one (Battiste et al., 2000) . large parts of the protein to be disordered. In the case Having identified the potential disordered regions, the user should now have a good basis for setting up expresis less accurate than DisEMBL in coils prediction; however, it was designed as a visual inspection tool for sion vectors and/or comparing the data with obtained structural data. It is currently impossible to say which finding both domain boundaries, repeats and unstructured regions. Furthermore, the GlobPlot algorithm is of the definitions of disorder is most appropriate for design of protein expression vectors. We thus strongly very simple and intuitive, which might appeal to some users.
encourage feedback on successes and failures in using DisEMBL for expression and structural analysis of proThe web interface is fairly straightforward to use. The user can paste a sequence or enter the SWISS-PROT/ teins. The web server only allows predictions on one se-SWALL accession (e.g., P08630) or entry code (e.g., PRIO_HUMAN). The DisEMBL server fetches the sequence quence at a time. If bulk predictions are needed, we supply DisEMBL as a pipeline software package. The and description of the polypeptide from an ExPASy server using Biopython.org software. The probability of pipeline consists of the same three neural networks implemented as one ANSI C code module, which reads disorder is shown graphically, as illustrated in Figure 5 the training data set) was used while a prior probability of 20% was A second data set was constructed for discriminating between used in the case of hot loop prediction. As the resulting calibration ordered and disordered loops. Loops were identified in a similar curves were essentially linear, they were approximated by a least manner as in coil data set, only the Continuous DSSP (Andersen squares linear fit (CC Ͼ0.99). 
