











2540 ถึงเดือนพฤศจิกายน 2558 ซึ่งตัวแบบที่ถูกพัฒนาขึ้นถูกเปรียบเทียบประสิทธิภาพความแมนยํากับตัวแบบ
อารีมาแบบมีฤดูกาลและตัวแบบการพยากรณแบบรวมที่ถูกนําเสนอในงานวิจัยวาประสิทธิภาพดีในการพยากรณ
ราคาขาวโพดเลี้ยงสัตวรายเดือนของประเทศไทย โดยใชเกณฑการประเมินประสิทธิภาพของตัวแบบตางๆ 3 เกณฑ 
คือ คาเฉล่ียของความคลาดเคลื่อนสัมบูรณ คารากที่สองของคาเฉล่ียความคลาดเคลื่อนกําลังสอง คาเฉล่ียของ
เปอรเซ็นตของความคลาดเคลื่อนสัมบูรณ จากผลการวิจัยพบวา ตัวแบบโครงขายประสาทเทียมแบบปอนไป




วางแผนการผลิตอาหารสัตวไดอยางมีประสิทธิภาพ     
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ABSTRACT  
In this research, a feed-forward neural network model is developed in order to forecast a 
future price of maize in Thailand. The time series data of Thailand’s maize price is a monthly time 
series dataset from January 1997 to November 2015. Subsequently, the developed model is 
compared to both seasonal ARIMA model and combined forecasting model that is proposed in a 
research paper with the superior performance in forecasting the future price of maize in Thailand 
based on three accuracy measures. The accuracy measures are mean absolute error, root mean 
squared error, and mean absolute percentage error. The empirical results revealed that the feed-
forward neural network model is formulated from two previous observations, which outperforms both 
seasonal ARIMA model and the combined forecasting model based on three measures of forecast 
accuracy. Consequently, the feed-forward neural network model is able to be a useful model to 
forecast Thailand’s monthly price of maize and to provide meaningful information to support critical 
decision making in effective production planning of animal feed.   
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บทนํา  
ภาคการเกษตรของประเทศไทยเปนสวนหนึ่งที่มีบทบาทสําคัญตอเศรษฐกิจของประเทศตั้งแตอดีต
จนถึงปจจุบัน ซึ่งสามารถสรางรายไดเขาสูประเทศหลายลานลานบาทตอปหรือมีมูลคาคิดเปนรอยละ 8.337 ของ
ผลิตภัณฑมวลรวมในประเทศ [1] ในป 2559 นอกจากนี้ ภาคการเกษตรยังมีความผูกพันกับวิถีชีวิตของเกษตรกร
ไทยมาอยางยาวนาน สงผลใหประเทศไทยสามารถผลิตและสงออกสินคาทางการเกษตรในฐานะผูสงออกรายใหญ
ของตลาดการคาสินคาทางการเกษตรระหวางประเทศในปจจุบัน ผลิตภัณฑจากไกเปนหนึ่งในสินคาทางการเกษตรที่





ราคาขาวโพดเลี้ยงสัตวในแตละเดือนมีลักษณะที่ไมแนนอน [4] และยากที่จะทํานายดวยวิธีการอยางงาย สงผลให
เกษตรกรผูผลิตอาหารไกประสบปญหาการวางแผนการผลิตเพื่อใหสามารถลดตนทุนการผลิตที่ตํ่าที่สุด สําหรับการ
บริหารจัดการและวางแผนการผลิตใหเกิดประสิทธภิาพ การคาดการณราคาขาวโพดเลี้ยงสัตวที่จะมีการเปล่ียนแปลง
ในอนาคต จึงเปนสารสนเทศที่สําคัญสําหรับการวางแผนการผลิตที่มีประสิทธิภาพ  
จากลักษณะการเปล่ียนแปลงของราคาขาวโพดเลี้ยงสัตวรายเดือนที่ไมแนนอน ตัวแบบอนุกรมเวลา
เปนหนึ่งในเครื่องมือที่ไดรับการยอมรับวาเปนเครื่องมือที่มีประสิทธิภาพในการพยากรณคาที่ตองการในอนาคต [5-










พยากรณคาความสัมพันธที่เปนเชิงเสนตรง [9-12] จึงถูกใชในการพยากรณราคาสินคาตางๆ ถึงแมวา ตัวแบบอารี
มาจะมีประสิทธิภาพดีในการพยากรณราคาสินคาตางๆ แตยังคงมีขอจํากัดอยูบางประการ [13] เชน ตัวแบบอารีมา
ถูกสรางจากสมมติฐานของความสัมพันธแบบเชิงเสนตรง จึงไมยืดหยุนในการใชงานและไมเหมาะสมกับขอมูลที่มี
ความสัมพันธไมเปนเชิงเสนตรง เปนตน เพื่อใหเกิดความยืดหยุนในการใชงานและมีความถูกตองในการพยากรณ
มากข้ึน จึงมีความสนใจพัฒนาตัวแบบการเรียนรูของเครื่อง (Machine learning) อยางกวางขวาง เพื่อใหการใชงาน




(Space) ใหม ซึ่งมีคุณลักษณะที่สอดคลองกับลักษณะขอมูลไมเปนเชิงเสนตรง 3) ตัวแบบการเรียนรูของเครื่อง
สามารถปรับเปล่ียนตัวแบบในการใชงานและระดับความถูกตองตามที่ตองการ จากจุดเดนที่กลาวมาขางตนของตัว
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แบบการเรียนรูของเครื่อง สงผลใหตัวแบบการเรียนรูของเครื่องไดรับความสนใจและถูกนํามาใชในการพยากรณใน
งานวิจัยตางๆ 
ตัวแบบโครงขายประสาทเทียม (Artificial Neural Network) เปนหนึ่งในตัวแบบการเรียนรูของ
เครื่องแบบมีผูสอน (Supervised learning) ที่ถูกพัฒนาจากการลอกเลียนแบบโครงขายประสาทของสิ่งมีชีวิตเพื่อ
การจําแนกและทํานาย ซึ่งไดรับความนิยมอยางกวางขวางและถูกประยุกตใชในงานวิจัยตางๆ [14-16] ในชวงหลาย
สิบปที่ผานมา  
งานวิจัยนี้ ตัวแบบโครงขายประสามเทียมแบบปอนไปขางหนา (Feed-Forward Neural Network) 
ซึ่งมีโครงสรางของชั้นซอนตัว (hidden layer) แบบช้ันเดียวและใชวิธีการหาคาที่เหมาะสมที่สุดของคาพารามิเตอร
ตางๆ ดวยวิธี Broyden-Fletcher-Goldfarb-Shanno (BFGS) เพื่อใหคากําลังสองนอยที่สุด (Least squares) ใน
การหาตัวแบบที่เหมาะสมที่สุด ถูกประยุกตเพื่อพยากรณราคาขาวโพดเลี้ยงสัตวต้ังแตเดือนมกราคม 2540 ถึง
เดือนพฤศจิกายน 2558 นอกจากนี้ ตัวแบบโครงขายประสาทเทียมที่ถูกพัฒนายังถูกเปรียบเทียบประสิทธิภาพการ
พยากรณกับตัวแบบอารีมา และตัวแบบการพยากรณรวมระหวางวิธีบอกซ-เจนกินสและวิธีการปรับใหเรียบดวยเสน
โคงเลขชี้กําลังที่มีแนวโนมแบบแดม [17] ซึ่งถูกแทนดวย “Combined model” เพื่อความกระชับในการอางอิง 
โดยอาศัยเกณฑการวัดความแมนยําของ    ตัวแบบพยากรณ 3 เกณฑ ไดแก คาเฉลี่ยของความคลาดเคลื่อน
สัมบูรณ (Mean Absolute Error) คารากที่สองของคาเฉล่ียความคลาดเคลื่อนกําลังสอง (Root Mean Squared 
Error) และคาเฉล่ียของเปอรเซ็นตของความคลาดเคลื่อนสัมบูรณ (Mean Absolute Percentage Error) เพื่อ
พิจารณาตัวแบบพยากรณที่เหมาะสมสําหรับคาดการณราคาขาวโพดเลี้ยงสัตวในอนาคต ซึ่งเปนสารสนเทศที่สําคัญ
สนับสนุนการตัดสินใจและบริหารจัดการการผลิตอาหารสัตวได ตัวแบบพยากรณตางๆ ในงานวิจัยนี้ ถูกพัฒนาจาก





ขอมูลราคาขาวโพดเลี้ยงสัตวรายเดือนของประเทศไทย [4] ต้ังแตเดือนมกราคม 2540 ถึงเดือน
พฤศจิกายน 2558 จากขอมูลเว็บไซตของสํานักงานเศรษฐกิจการเกษตร จํานวน 227 คาสังเกต โดยขอมูลทั้งหมด
ถูกนําเสนอในรูปที่ 1   
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รูปท่ี 1  ราคาขาวโพดเลี้ยงสัตวรายเดือน ต้ังแตเดือนมกราคม 2540 ถึงเดือนพฤศจิกายน 2558 
 
โดยขอมูลทั้ง 227 คาสังเกต จะถูกแบงออกเปนสองสวน คือ ชุดขอมูลสําหรับการสรางตัวแบบซึ่ง
ประกอบไปดวยขอมูลลําดับที่ 1 ถึง 216 และชุดขอมูลสําหรับการทดสอบตัวแบบซึ่งเปนขอมูลที่เหลืออยูในลําดับ
ที่ 217 ถึง 227 โดยชุดขอมูลทดสอบจะถูกปดไวและไมเกี่ยวของกับการสรางตัวแบบจนกระทั่งคาชุดขอมูลนั้นถูก
เฉลย เพื่อทดสอบประสิทธิภาพการพยากรณ เริ่มตน ขอมูลสําหรับการสรางตัวแบบที่ประกอบไปดวยคาในลําดับที่ 
1 ถึง 216 จะถูกใชเพื่อสรางตัวแบบพยากรณในการทํานายคาที่ 217 ซึ่งถูกปดไวในชุดขอมูลทดสอบ เมื่อคาที่ 
217 ถูกเฉลยและมีการคํานวณคาความคลาดเคลื่อนตางๆ ของการพยากรณของแตละตัวแบบแลว คาดังกลาวจะ
ถูกนํามารวมเขากับขอมูลสําหรับการสรางตัวแบบเดิมเพื่อเปนชุดขอมูลสําหรับการสรางตัวแบบใหมและพยากรณคา





โดยมีสมการทางคณิตศาสตรของตัวแบบอารีมาแบบมีฤดูกาล ดังที่ถูกแสดงในสมการที่ 1  
      
( ) ( ) ( ) ( ) tsQqtdDSPsP BBYBB εθμφ Θ+=∇∇Φ                                   (1) 
เมื่อ  ty และ tε คือ คาจริงและคาความคลาดเคลื่อน ณ เวลาที่ t ตามลําดับ  
      B และμ คือ ตัวแปลงคาอนุกรมเวลายอนกลับ (backward shift operator) และคาเฉล่ีย ตามลําดับ 
      d และ D คือ ลําดับของผลตางและผลตางฤดูกาล ตามลําดับ  
      p และ q คือ ลําดับของอารีมา 
      S คือ จํานวนฤดูกาล 
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โดยรูปแบบอารีมาแบบมีฤดูกาลทั่วไป คือ SARIMA(p, d, q)(P,D,Q)S ซึ่งมีข้ันตอนในการสรางตัว





สหสัมพันธในตัวเอง (autocorrelation function, ACF) และคาฟงกชันสหสัมพันธในตัวเองบางสวน (partial 
autocorrelation function, PACF) เพื่อเปนจุดเริ่มตนในการกําหนดลําดับของตัวแบบอารีมา แตถาลักษณะของคา
ฟงกชันสหสัมพันธในตัวเองและคาฟงกชันสหสัมพันธในตัวเองบางสวนเขาใกลคาศูนยอยางรวดเร็วทั้งสองคา การ
ระบุลําดับจะมีความซับซอน จึงตองอาศัยเกณฑการพิจารณาอื่น เชน เกณฑอะไคอินฟอรเมชันไครทีเรีย (Akaike 
Information Criterion, AIC) เปนตน เพื่อกําหนดลําดับของตัวแบบอารีมา 
2. ข้ันตอนการประมาณคาพารามิเตอรของตัวแบบอารีมา ซึ่งข้ันตอนนี้จะทําการประมาณ
คาพารามิเตอรจากหลักการเลือกคาพารามิเตอรที่ใหคาความคลาดเคลื่อนนอยที่สุด  
3. ข้ันตอนการทดสอบตัวแบบ ซึ่งในขั้นตอนนี้ ตัวแบบอารีมาที่ไดจะถูกทดสอบตามขอกําหนดตางๆ 
หากตัวแบบที่ไดยังไมเหมาะสมจะตองดําเนินการขอ 2 ถึง 3 ใหม 
ในการพิจารณาตัวแบบที่เหมาะสมของงานวิจัยนี้ใชเกณฑอะไคอินฟอรเมชันไครทีเรียแบบมีขนาด
ตัวอยางแบบจํากัด (AICc) ซึ่งตัวแบบที่ใหคาเกณฑอะไคอินฟอรเมชันไครทีเรียแบบมีขนาดตัวอยางแบบจํากัดที่ตํ่า
ที่สุด คือ    ตัวแบบที่เหมาะสมที่สุดในการพยากรณ โดยในการวิจัยนี้ตัวแบบอารีมาแบบมีฤดูกาลไดถูกเขียนข้ึน
จากโปรแกรมภาษา R (R programing) ซึ่งไลบารี “forecast” ของโปรแกรม R [18] ไดถูกพัฒนาเพื่อชวยในการ
พยากรณดวยการหาตัวแบบที่เหมาะสมแบบอัตโนมัติ ซึ่งไดถูกอางอิงและประยุกตใชงานในงานวิจัยที่ไดถูกเผยแพร
ในวารสารที่เปนที่ยอมรับตางๆ [19-21] โดยโปรแกรม R จะทําการหาตัวแบบที่เปนไปไดทั้งหมดภายใตขอบเขต




วารสารวิทยาศาสตร มศว ปที่ 34 ฉบับที่ 1 (2561)                                                            97 
 
รูปท่ี 2  การหาตัวแบบอารีมาที่เหมาะสมท่ีสุดโดยการใชเกณฑอะไคอินฟอรเมชันไครทีเรียแบบมีขนาดตัวอยาง
แบบจํากัดที่นอยที่สุด 
  
จากรูปที่ 2 ตัวแบบอารีมาในรูปแบบตางๆ ถูกคํานวณคาอะไคอินฟอรเมชันไครทีเรียแบบมีขนาด
ตัวอยางแบบจํากัด ซึ่งจะพบวาตัวแบบอารีมาแบบมีฤดูกาล SARIMA(0,1,1)(2,0,2)12 มีคาอะไคอินฟอรเมชันไคร
ทีเรียแบบมีขนาดตัวอยางแบบจํากัดที่นอยที่สุด จึงเปนตัวแบบที่มีความเหมาะสมที่สุดในการใชพยากรณ เมื่อไดตัว
แบบท่ีเหมาะสมที่สุดสําหรับชุดขอมูลลําดับที่ 1 ถึง 216 สําหรับการสรางตัวแบบอารีมาแบบมีฤดูกาลแลว ตัวแบบ
ที่ไดจะถูกใชในการพยากรณไปขางหนา 1 คา ดังรูปที่ 3  
 
 
รูปท่ี 3  ผลการพยากรณคาที่ 217 ของราคาขาวโพดเลี้ยงสัตวรายเดือนของประเทศไทย 
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จากรูปที่ 3 คาของการพยากรณของราคาขาวโพดเลี้ยงสัตว ซึ่งไดจากตัวแบบอารีมาแบบมีฤดูกาล 
SARIMA(0,1,1)(2,0,2)12 คือ 8.045 บาท/กิโลกรัม โดยผลพยากรณคาที่ 217 หรือคาพยากรณของราคา
ขาวโพดเลี้ยงสัตวของเดือนมกราคม พ.ศ. 2558   
3. ตัวแบบโครงขายประสาทเทียม 
ตัวแบบโครงขายประสาทเทียมเปนตัวแบบการเรียนรูของเครื่องประเภทหนึ่ง ซึ่งเปนตัวแบบการเรียนรู
แบบมีผูสอน (supervised learning) ที่ไดถูกพัฒนาจากการลอกเลียนโครงขายประสาทของสิ่งมีชีวิตดวยตัวแบบ
ทางคณิตศาสตร เพื่อเรียนรูและจดจําขอมูลสําหรับการสอนตางๆ ในการสรางความสัมพันธสําหรับการจําแนกกลุม
หรือการทํานาย จึงมีการประยุกตตัวแบบโครงขายประสาทเทียมในงานวิจัยหลายลักษณะ เชน การจําแนกกลุมหรือ
การพยากรณ เปนตน สมการทางคณิตศาสตรของตัวแบบโครงขายประสาทเทียมแบบปอนไปขางหนาสามารถ






















1001 ββ         (2) 
เมื่อ m และ D คือ จํานวนของขอมูลปอนเขา (Input data) และจํานวนโหนด (node) ในช้ันซอนตัว และ jw0 , 
ijw  และ tx  คือ คาเอนเอียง (bias) ของโหนดที่ j ในช้ันของชั้นซอนตัว, คาถวงน้ําหนัก (weight) ของขอมูล
ปอนเขาที่ i ไปยังโหนดที่ j และคาขอมูลปอนเขาที่ลําดับ t  ตามลําดับ นอกจากนี้ 0β และ jβ  คือ คาเอนเอียง 
(bias) ของคาเปาหมาย ในชั้นของชั้นคําตอบ (Output layer), คาถวงน้ําหนัก (weight) ของขอมูลปอนเขาในช้ัน
ซอนตัวของโหนดที่ j ตามลําดับ นอกจากนี้ ( )•g  และ ( )•h  คือ ฟงกชันไมเปนเชิงเสนตรงของแตละโหนดในชั้น
ซอนตัวดวยฟงกชันซิกมอยด (Sigmoid function) และฟงกชันเชิงเสนตรงของความสัมพันธระหวางแตละโหนด
และคาเปาหมาย (Target data) ตามลําดับ  โดยข้ันตอนการดําเนินงานของโครงขายประสาทเทียมแบบปอนไป
ขางหนาสามารถอธิบายไดดังนี้ 
1. คาถวงน้ําหนักตางๆ ของโครงขายประสาทเทียมแบบปอนไปขางหนาถูกกําหนดขึ้นดวยวิธีการสุม 
2. ปอนคาของขอมูลปอนเขาขนาด m คา เขาสูโครงขายประสาทเทียมในข้ันตอนของกระบวนการ
เรียนรูตามสมการที่ (2) ดวยการคูณกับคาถวงน้ําหนัก ijw  และบวกกับคาเอนเอียง jw0  เพื่อคํานวณคาแตละ
โหนดในชั้นซอนตัว 
3. คํานวณคาเปาหมาย 1+tx จากสมการที่ (2) โดยใชแตละโหนดในชั้นซอนตัวคูณคาถวงน้ําหนัก jβ  
และบวกกับคาเอนเอียง 0β   
4. คํานวณคาผลรวมกําลังสองของคาความคลาดเคลื่อน จากคาจริงเทียบกับคาเปาหมาย 
5. ปรับคาถวงน้ําหนักดวยวิธี Broyden-Fletcher-Goldfarb-Shanno (BFGS) เพื่อหาคาถวงน้ําหนัก
ที่ใหคาผลรวมกําลังสองของคาความคลาดเคลื่อนที่ลดนอยลง 
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ในการจัดเตรียมขอมูลอนุกรมเวลาเพื่อใชสําหรับการสรางตัวแบบพยากรณของโครงขายประสาทเทียม
นั้น ขอมูลจะถูกจัดเรียงใหม  m คอลัมน โดยใชขอมูลยอนหลังต้ังแตคอลัมนที่ 1 ถึงคอลัมนที่ m - 1 เปนขอมูล
ปอนเขาและคอลัมนที่ m ซึ่งเปนคอลัมนสุดทายเปนขอมูลเปาหมาย เพื่อการเรียนรูของโครงขายประสาทเทียมใน
การสรางตัวแบบพยากรณคาที่ m ดังแสดงในรูปที่ 4 
 
 
รูปท่ี 4   การจัดรูปแบบขอมูลสําหรับการพยากรณดวยโครงขายประสาทเทียม 
 
โดยข้ันตอนการพยากรณราคาขาวโพดเลี้ยงสัตวรายเดือนของประเทศไทยดวยตัวแบบโครงขาย
ประสาทเทียมแบบปอนไปขางหนา โดยใชไลบารี “nnet” ของโปรแกรม R [22] ซึ่งมีการอางอิงและถูกใชงานใน
งานวิจัยที่ไดถูกเผยแพรในวารสารที่เปนที่ยอมรับตางๆ [23-25]  มีข้ันตอนการดําเนินการ ดังนี้ 
1. นําขอมูลอนุกรมเวลาของราคาขาวโพดเลี้ยงสัตวรายเดือนของประเทศไทยลําดับที่ 1 ถึง 216 มา
จัดเรียงใหมใหอยูในรูปเมตริกซที่มีจํานวนคอลัมน m คอลัมน ดังรูปที่ 4 ซึ่งมีคา m ต้ังแต 2 ถึง 10 คอลัมน เชน 
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รูปท่ี 5  การจัดรูปแบบขอมูลสําหรับการพยากรณดวยตัวแบบโครงขายประสาทเทียมของราคาขาวโพดเลี้ยงสัตว
รายเดือนของประเทศไทยตั้งแตคาที่ 1 ถึง 216 
 
2. นําขอมูลที่ไดจากขอที่ 1 มาใชสําหรับการสอนตัวแบบโครงขายประสาทเทียมแบบปอนไปขางหนา 





คาพารามิเตอรตางๆ ดวยวิธี Broyden-Fletcher-Goldfarb-Shanno (BFGS) เพื่อใหคากําลังสองนอยที่สุด เพื่อใช
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รูปท่ี 7 การหาตัวแบบโครงขายประสาทเทียมแบบปอนไปขางหนาที่เหมาะสมที่สุดสําหรับการพยากรณ 
  
ในรูปที่ 7 ตัวแบบโครงขายประสาทเทียมถูกกําหนดใหทําการเรียนรูจํานวน 100 รอบ ซึ่งแตละรอบ
จะใหเรียนรูและปรับคากําลังสองนอยที่สุดใหมีคานอยลงเรื่อยๆ จนกระทั่งรอบการเรียนรูรอบท่ี 100 มีคากําลังสอง
นอยที่สุดเทากับ 32.556808 โดยสามารถอธิบายการคํานวณคากําลังสองนอยที่สุดจากผลรวมของคาสวนเหลือ 
(Residuals) ยกกําลังสอง ดังรูปที่ 8 นอกจากนี้ คาถวงน้ําหนักตางๆ ของโครงขายประสาทเทียมสามารถอธิบายดัง
รูปที่ 9 
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3. เมื่อไดตัวแบบที่เหมาะสมสําหรับการพยากรณ ซึ่งเกิดจากการสอนใหตัวแบบโครงขายประสาท
เทียมแบบปอนไปขางหนาเรียนรูและสรางฟงกชันการทํานายจากชุดขอมูลที่ 1 ถึง 216 แลวนั้น ขอมูลลําดับที่ 215 
และ 216 ซึ่งเปนขอมูลราคาขาวโพดเลี้ยงสัตวในเดือนพฤศจิกายนและธันวาคม พ.ศ. 2557 โดยมีคาเทากับ 7.61 
และ 8.07 ตามลําดับ จะถูกปอนเขาสูตัวแบบโครงขายประสาทเทียมแบบปอนไปขางหนาดังกลาว เพื่อพยากรณ




รูปท่ี 10  การพยากรณราคาขาวโพดเลี้ยงสัตวรายเดือนของประเทศไทยสําหรับคาที่ 217 
 
4. การประเมินประสิทธิภาพของตัวแบบพยากรณ   
เพื่อประเมินประสิทธิภาพการพยากรณของตัวแบบตางๆ เกณฑประเมินความถูกตองของการ
พยากรณตางๆ จึงถูกใชเพื่อวัดประสิทธิภาพ โดยเกณฑที่ใชในการประเมินประสิทธิภาพของตัวแบบพยากรณใน
งานวิจัยนี้มี 3 เกณฑ ดังนี้ 
1. คาเฉล่ียของความคลาดเคลื่อนสัมบูรณ  
  ( )temeanMAE =                 (3) 
2. คารากที่สองของคาเฉล่ียความคลาดเคลื่อนกําลังสอง  
 ( )2meanRMSE te=            (4) 
3. คาเฉล่ียของเปอรเซ็นตของความคลาดเคลื่อนสัมบูรณ  
 ( )tpmeanMAPE =                            (5)      
เมื่อ te   คือ ความคลาดเคลื่อนของการพยากรณ ณ เวลา t 
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ตารางที่ 1  ผลการเปรียบเทียบประสิทธิภาพของการพยากรณระหวางตัวแบบ Combined model, ARIMA และ 
ANN 
ชวงเวลา ราคาขาวโพดเลีย้งสัตว การพยากรณราคาขาวโพดเลี้ยงสัตว Combined model* ARIMA ANN 
ม.ค.-58 8.59 8.12 8.04 8.23 
ก.พ.-58 8.75 8.26 8.70 8.64 
มี.ค.-58 8.18 8.43 8.83 8.74 
เม.ย.-58 8.11 8.37 8.37 8.08 
พ.ค.-58 8.33 8.31 8.00 8.18 
มิ.ย.-58 8.33 8.33 8.23 8.42 
ก.ค.-58 8.00 8.35 8.39 8.48 
ส.ค.-58 8.15 8.25 7.75 8.02 
ก.ย.-58 7.59 8.23 7.90 8.26 
ต.ค.-58 7.41 8.02 7.57 7.43 
พ.ย.-58 7.33 7.81 7.60 7.39 
MAE 0.3336 0.3155 0.2418 
RMSE 0.3976 0.3594 0.3285 
MAPE 4.22% 3.91% 3.01% 
หมายเหตุ คา Combined model* คือ คาที่ไดจากงานวิจัยการพยากรณราคาขาวโพดเลี้ยงสัตวรายเดือนของ
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