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Abstract
In this paper we discuss the trade-off between accuracy and
efficiency in distributed machine learning (ML) systems and
analyze its resulting policy considerations. This trade-off is
in fact quite common in multiple disciplines, including law
and medicine, and it applies to a wide variety of subfields
within computer science. Accuracy and efficiency trade-offs
have unique implications in ML algorithms because, being
probabilistic in nature, such algorithms generally exhibit er-
ror tolerance. After describing how the trade-off takes shape
in real-world distributed computing systems, we show the
interplay between such systems and ML algorithms, explain-
ing in detail how accuracy and efficiency interact particularly
in distributed ML systems. We close by making specific calls
to action for approaching regulatory policy for the emerging
technology of real-time distributed ML systems.
1 Introduction
Engineering is defined by trade-offs—by competing goals
that need to be negotiated in order to meet system design
requirements. One of the central trade-offs in engineering,
particularly in the field of computer science, is between ac-
curacy and efficiency. More specifically, there is an inherent
tension between how correct computations are and how long
it takes to compute them.1
While this trade-off represents a general problem, it plays
out in various ways across different subfields of computing.
For example, in computer hardware, circuits can use approxi-
mation techniques to relax constraints on accuracy—on how
they perform bitwise computations—in order to speed up
performance. In image processing, varying numbers of pixels
can be used to represent a given image; using fewer pixels
1Framing the accuracy-efficiency trade-off as a cardinal trade-off in comput-
ing importantly differs from how Ohm and Frankle [66] discuss efficiency.
Their work calls efficiency the "cardinal virtue" of computing in order to
discuss what they view as exceptional cases of inserting inefficiency into
computer systems—what they term "desirable inefficiency." Instead, view-
ing the accuracy-efficiency trade-off as central enables us to not refer to
"inefficient" computing models as exceptional and strikes us as a more pre-
cise and generalizable statement of the issues at stake. Therefore, rather
than casting particularly inefficient computing models (e.g., cryptography)
as exceptional—as Ohm and Frankle do—we can conceive of them as im-
plementing the trade-off at one end of the accuracy-efficiency spectrum
(privileging accuracy).
causes a loss in accuracy of the image being represented, but
also furthers space-efficiency by requiring less memory to
store the image. These kinds of examples are abundant in
computing. In fact, the trade-off is so ubiquitous and well-
known to computer scientists that it has even given rise to its
own subfield, approximate computing, which resides within
the programming languages (PL) discipline [59, 60]. This
subfield has shown that it is useful to analyze the accuracy-
efficiency trade-off in the context of how error tolerant an
application is—that is, how different domains resolve the
question of how much inaccuracy can be permitted, while
retaining guarantees about quality and safety[75].
While commonly acknowledged in some areas of Com-
puter Science—perhaps to the point of mundanity—the policy
implications of this trade-off remain relatively unexamined.
We therefore focus this paper on analyzing its regulatory
implications in the context of a particularly urgent tech-
nological domain—distributed machine learning. We argue
that the accuracy-efficiency trade-off exposes a high-level
abstraction that policymakers should use to provide regu-
latory interventions. That is, rather than operating at one
of two extremes—either solely having policymakers rely on
technical experts to make high-stakes policy decisions or
inundating policymakers with underlying low-level tech-
nical details—we advocate for something in between: ML
systems researchers should focus on providing guarantees
concerning correctness and performance, and should build
associated tools to help policymakers reason about these
guarantees. These tools should effectively expose the degree
of uncertainty in distributed ML systems, thus facilitating
lawmakers’ ability to reason about and regulate the resulting
risk of their deployment in high-stakes domains, such as
autonomous cars and unmanned military drones.
To make this case, we organize the remainder of this paper
as follows. In Section 2, we outline the general trade-off be-
tween accuracy and efficiency. We discuss how this trade-off
is salient in disciplines other than computing (Section 2.1)
and then pay particular attention to the various ways it can
be used to analyze different subfields of CS (Section 2.2). We
then provide grounding for understanding how accuracy
and efficiency are in tension with each other in distributed
ML systems (Section 4). To understand the specifics of the
trade-off in that setting, we first outline separately how it
1
ar
X
iv
:2
00
7.
02
20
3v
1 
 [c
s.C
Y]
  4
 Ju
l 2
02
0
Cooper, et. al.
unfolds in ML algorithms (Section 3) and distributed com-
puting systems (Section 4.1), and then bring this discussion
together to clarify emergent tensions in the subset of ML
systems that serve high-stakes, real-time applications (Sec-
tion 4.2). Based on the overarching themes we extract in
our discussion, we then close with specific calls to action
regarding these systems, both in ML systems research and
in policy (Section 5).
2 The Price of Accuracy
Gathering increasingly accurate information is a computa-
tionally expensive task that is in tension with acting effi-
ciently. In Section 2.1 we discuss how this tension plays out
in various domains outside of computing, each with their
own normative concerns. We then turn our attention in Sec-
tion 2.2 to the various accuracy-efficiency trade-offs that are
inherent throughout CS. Studying this trade-off in comput-
ing generally falls under the area of approximate computing,
a subfield of the Programming Languages discipline. We use
this discussion to ground our treatment in later sections of
how such trade-offs play out uniquely in the context of ma-
chine learning (Section 3) and distributed machine learning
systems (Section 4).
2.1 The Ubiquity of Accuracy-Efficiency Trade-Offs
The trade-off at the heart of this paper is not unique to com-
puting. It can be observed in a diverse range of disciplines,
including economics, law, and medicine. We begin with a
brief discussion of this trade-off in economics, cognitive psy-
chology, law, and medicine.
In decision theory, the time-value of information is an
important concept for making choices. There is a cost to
gathering increasingly accurate information. Waiting to act
based on information is itself an action—one that can have
potentially more negative consequences than acting earlier
on imperfect information. Kahneman and Tversky elaborate
on this idea in their well-known cognitive psychology re-
search concerning reasoning about uncertainty [48]. They
argue that humans use various heuristics to make decisions
more efficiently, often acting on biases they have due to in-
complete information. There is a tension between taking
the time to gather more information and making a more
informed decision—between the speed of making a decision
and the quality of information used to make it.
Sunstein connects this idea directly to the potential haz-
ards of using heuristics in legal decision-making [80]. Never-
theless, he observes that heuristics are common—and necessary—
in the law to obtain a suitable balance between efficient
resolution and the "best" (i.e., most accurate) adjudicative
outcomes.
A number of rules in US civil and criminal procedure
(e.g., speedy trial requirements, local rules imposing filing
deadlines, statutes of limitations) impose time constraints
for the sake of efficient case resolution; these values must
be balanced against needs for thorough fact-finding and
argumentation. Due process implicates both values. Some
areas of law explicitly consider how to balance between them.
For example, the standard for preliminary injunctive relief
in the United States explicitly considers whether irreparable
injury will occur because of the passage of time, if relief is
not granted before the (often lengthy) full resolution of a
case.
There is a similar tension in relation to regulation with the
Precautionary Principle. In short, this principle places the
burden of proof on actors, such as chemical plants, that create
potential risk; it requires that such actors provide sufficient
evidence that they are not producing risks of significant
harm. As with speedy trials, there is a trade-off between
the time it takes to gather evidence—to highlight the risk
landscape—and capturing that landscape effectively. There
are legal rationales on both sides of the spectrumwith regard
to how this trade-off should be implemented. For example,
critics of the Precautionary Principle could be said to favor
efficiency. They find the principle to be too stringent with
regard to the burden it places on accuracy; it is "literally
paralyzing" in its attempts to regulate risk [81]. On the other
side, some lawyers believe that the Precautionary Principle
provides a valuable way to reason about preventing harm
by shifting the burden of proof of safety to potential risk
creators. They are supportive of the fact that the principle
requires actors to justify the risks they create: it is worth the
time cost to gather information, such that it is possible to
better manage risk in the context of scientific uncertainty
[74].2
As a final example from non-computing domains, we
consider how this trade-off is relevant in the medical field.
Currently, there is an urgent example in the context of the
COVID-19 pandemic and antibody tests. The World Health
Organization (WHO) has recently argued that, prior to cer-
tifying COVID-19 antibodies for treatment, it is necessary
to guarantee the accuracy of immunity-certification. Several
medical professionals have challenged this mandate from
WHO, highlighting the time-sensitive nature of taking action
in pandemic: "Demanding incontrovertible evidence may be
appropriate in the rarefied world of scholarly scientific in-
quiry. But in the context of a raging pandemic, we simply do
not have the luxury of holding decisions in abeyance until
all the relevant evidence can be assembled. Failing to take ac-
tion is itself an action that carries profound costs and health
consequences" [89]. More generally, the authors claim that it
2In addition to these examples from the law, the accuracy-efficiency trade-off
is salient in other aspects of governance. In particular, it plays an important
role in intelligence gathering. There is an inherent tension between gather-
ing more accurate intelligence about an opponent or enemy and acting on
that intelligence before it becomes stale and loses its usefulness. This is the
so-called "fog of war" notion, which attempts to capture the relationship
between how the uncertainty of information changes over time [86].
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is the norm for healthcare practitioners to act on incomplete
information—to balance potential inaccuracies in available
data with the urgency to treat serious conditions. To see this,
consider an example in which a patient has a small growth
on their lungs, and it is uncertain whether the growth is
benign or malignant. A doctor may then be faced with the
following choice: they can either perform a biopsy—a very
invasive procedure—now, with the possibility that such an
early stage test could yield inconclusive results; or, they can
wait and see if it grows, and then biopsy it at a later stage
where there can be more certain results regarding potential
malignancy. The doctor is faced with a trade-off between
potentially inaccurate information in the short-term and a
higher certainty of accuracy (with the potential danger of
not having acted quickly enough) in the longer term.
These examples all concern reasoning under uncertainty,
and they tease at the relationship between uncertainty and
externalities of risk. Before we discuss this relationship more
formally in the context of machine learning systems (Section
4), we demonstrate how the accuracy-efficiency trade-off is
widely relevant across various domains in computing.
2.2 Trading off Accuracy and Efficiency in
Computing
This tension is particularly relevant to computing, where it
can be cast generally as a trade-off between accuracy and
efficiency. This trade-off is a spectrum, not a binary decision,
and it affects almost all areas of computing (See Figure 1).
To capture the intuition, let us consider a familiar example—
image compression to generate JPEG images. Raw images
tend to be very high resolution, meaning that they contain
many pixels per inch. In order to capture each pixel, such
images tend to require a lot of storage space. However, it is
often not necessary to use so many pixels for a high-quality
image. To the human eye, a compressed version of the raw
image often suffices; removing some pixels or averaging and
combining the values of neighboring pixels often is not de-
tectable. Moreover, compressing a raw image to a JPEG can
lead to taking up less computer storage space and, for exam-
ple, faster image processing when doing photo editing since
there are fewer pixels to consider. In other words, reducing
the accuracy of the image can lead to greater computational
efficiencies when manipulating it.
The notion of this trade-off between accuracy and effi-
ciency forms the basis of the field of approximate computing.
The main idea of this field, which is situated within the Pro-
gramming Languages discipline, is that a computer system
can achieve certain performance benefits if it exerts less
computational effort to compute perfectly accurate answers.
In other words, it is possible to relax accuracy in order to
yield efficiency improvements[59, 60, 75]. As with JPEGs,
relaxing the accuracy does not necessarily have negative
Accuracy Efficiency
Image processing 
JPEG image file
Image processing 
Raw image file
Hardware architecture
32-bit numbers
Distributed computing
Tight synchronization 
Hardware architecture
16-bit numbers
Hardware architecture
4-bit numbers
Distributed computing
Loose synchronization
Scientific computing
Closed-form calculations
Scientific computing
Sampling
Figure 1. Examples of implementing the accuracy-efficiency
trade-off in approximate computing: Image compression
(Section 2.2), bit precision representing numbers (Sections
2.2 & 3.2), distributed systems (Section 4.1), and sampling
(Section 3.4)
.
consequences; rather, it is possible that the decreased accu-
racy has no observable impact for a particular application.
In other words, some applications are tolerant of inaccuracy;
they are error resilient.
While the term "approximate computing" is a fairly recent
innovation, these ideas are as old as computers. One of the
oldest examples comes from how computer hardware repre-
sents numerical values—particularly floating-point numbers,
which, as opposed to integers, can have arbitrary precision;
they require (potentially infinite) decimal places to express.
However, computers require discretization to store numbers
in binary encoding; floating-point numbers are expressed
in a finite number of bits, limiting their precision and how
accurately they can reflect the values of the numbers they
represent [33, 60].
Moreover, in addition to calling out the existence of this
trade-off, approximate computing techniques can also pro-
videways of formally characterizing it. In turn, this character-
ization can enable computer scientists to leverage the "right"
trade-off in different application domains. For example, for-
mal reasoning around the trade-off can yield application-
specific quality metrics. Quality can be thought of how a
program conceives of "good enough" results. Often, this idea
of "good enough" cannot be guaranteed with complete cer-
tainty, but can be verified with high probability. This allows
for edge cases, which might fall below the specified quality
threshold. It therefore captures how much an approxima-
tion is allowed to deviate from the precise version’s results.
Computer scientists can design programs with this in mind,
requiring a certain degree of program quality within a certain
(high) probability [75].3
3A popular example of this comes from Amazon’s cloud computing services
(AWS). Their cloud storage service provides "11 9’s" of reliability with regard
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2.2.1 High-Stakes Application Domains. Quality met-
rics are particularly salient in high-impact application areas.
Consider an autonomous surgical robot or autonomous car.
Both application domains require both accuracy and effi-
ciency in order to be safe and reliable, but cannot guarantee
maximizing both properties at the same time due to the inher-
ent trade-off between them. Instead, each application domain
needs to have a sense of how much error it can tolerate in
order to meet certain speed demands.
The same can be said for police use of facial recognition
software. For example, as described in Dietterich [27], a
study in South Wales found a false positive rate of 91.3%
in a facial recognition application that tries to match faces
with outstanding arrest warrants at public events. While
this application is not necessarily efficiency-sensitive—a hu-
man could intervene to verify the accuracy of the results
prior to acting—this would not necessarily be the case if
such technology were integrated into police body cameras
for the purpose of making in-the-moment (and potentially
life-or-death) decisions. In situations of potential danger, ef-
ficiency is crucial; for example, it is necessary to speedily
identify a person-of-interest. Accuracy in this case is equally
important; in heightened stress environments, mistaking
someone for a person-of-interest has repeatedly proven cata-
strophic, particularly in the US. Because of these competing
technological goals, it is not clear exactly how approximate
computing could be safe in this context, as the high stakes
involved do not lend to error resilience. Separately, in other
high-impact legal contexts, the trade-off can potentially be
reasoned about safely. Consider automated risk assessment
tools [19, 79]. Accuracy in assessing risk is critical, but is not
necessarily time-sensitive. Operating on the scale of minutes,
hours, or even days might suffice, particularly if such time
spans entail increases in accuracy.4
Lastly, several influential papers on artificial intelligence
(AI) from the 1980s and 1990s also demonstrate the poten-
tially high impact of appropriately dealing with accuracy-
efficiency trade-offs [12, 45]. In particular, in a classic paper
Horvitz poses the question of how autonomous agents can
effectively perform computations under tight computational
resource constraints [45]. He discusses how approximations
or heuristics can lead to more efficient resource utilization—
at the cost of potentially less-correct computation. In partic-
ular, he frames this as a "time-precision tradeoff", in order to
indicate how there is an inherent tension between the util-
ity of a correct computation and how fast that computation
to storing data objects, meaning that 99.999999999% of the time saving such
objects to the cloud occurs successfully [1].
4While this observation may be true in terms of the trade-off between accu-
racy and efficiency, we do not intend for this to be taken as an endorsement
for using risk assessment tools in criminal law domains. We instead apply
this example narrowly to explicate accuracy-efficiency considerations, with-
out commenting on the normative implications of what accuracy means in
this context.
is completed, in the context of evaluating reasoning under
uncertainty for autonomous agents.
3 Accuracy-Efficiency Considerations in
Machine Learning Algorithms
Having introduced the trade-off between time and precision
in more classical AI in Section 2.2.15, we now examine the
implications of this trade-off in more recent work in ma-
chine learning (ML). Due to its probabilistic nature, there are
additional, particular considerations for ML’s relationship
to accuracy and efficiency. Trained ML models perform in-
ference that is not always correct, often tolerating a certain
degree of inaccuracy. Being resilient to errors is necessary
for producing robust models.
This notion of error resilience (or inaccuracy tolerance)
varies for different types of ML algorithms. Regardless of
particular differences, there is a general tension between cor-
rectness and performance. The correctness of a ML algorithm
can be understood aswhether or not the algorithm converged
to the distribution we set out to learn, i.e., Did we learn the
right model? Its performance indicates whether convergence
to the distribution—whether correct or incorrect—happened
in a timely manner, i.e., How fast did we learn the model? As
with other approximate computing problems, ML can relax
its demands on accuracy in order to achieve increases in
efficiency. In fact, this relaxation is a requirement in many
learning domains.Without it, performing inference computa-
tions can be so inefficient that they become computationally
intractable. We describe five such cases below.
3.1 Data Subsampling
Performance directly relates to the size of the problems on
which we perform learning. Intuitively, if a learning algo-
rithm is slow on small problems—that is, tasks with small
datasets—then that algorithm will be slow, if not computa-
tionally intractable, on much larger ones. More concretely,
this relationship between runtime and problem size often
exists due to coupling between the computation done by the
learning procedure’s optimization algorithm and the prob-
lem’s dataset size. For example, when computing the gradient
needed to determine which direction the learning algorithm
should step for its next iteration, it is often necessary to sum
over every data point in the dataset. As we show in Figure
Y, for larger datasets, this summation becomes increasingly
costly.
A very common approach for improving efficiency is to
use a subsample or minibatch of the dataset, rather than the
whole dataset, when performing calculations. In the case of
computing gradients, instead of using a "full batch" (i.e., the
whole dataset) we use a randomly sampled subset of the data
5To clarify the relationship between "precision" and "accuracy", we note
that it is possible to view the degree of precision as a lever that controls how
much accuracy it is possible to achieve when performing a computation.
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points, which entails spending less time on computation. In
terms of overall accuracy of the model we’re learning, using a
minibatch often can have little impact. A particular iteration
of the algorithm will have less accuracy when computing
the gradient; but, when run for lots of iterations, the final
result can still be statistically correct. In expectation, we
can learn the same distribution as if we had been using the
whole dataset in each iteration; we can often theoretically
guarantee robustness [13, 49].
Moreover, this trade-off is not all-or-nothing; instead, it
is a spectrum. It is possible to vary the minibatch size the
algorithm uses. Larger minibatches—especially those that
approach the size of the full dataset—require more time but
are also more accurate per iteration. Conversely, smaller
batch sizes make each iteration faster and more scalable
to larger datasets, but in doing so sacrifice accuracy per
iteration.
3.2 Low-Precision Computation
Another common approach involves using low-precision rep-
resentations of the numerical values on which the computer
performs computations. Thismethod, sometimes called quan-
tization, is similar to the idea of floating-point precision—
how much accuracy the computer can capture based on how
many bits it uses to represent numbers—that we discussed
in Section 2.2. Computing with more precise floating-point
numbers is more computationally expensive; it tends to take
more time (i.e. sacrifices efficiency) but can capture a more
accurate range of results.
Muchwork inmachine learning explores using low-precision
numbers to achieve faster results. This work relaxes require-
ments on the accuracy of the trained model in order to
achieve these speed-ups [4, 23, 25, 36, 37, 39]. As with the
minibatching example in Section 3.1, this sacrifice in accu-
racy does not necessarily require sacrificing overall correct-
ness if in expectation the algorithm can still theoretically
guarantee learning the right distribution. There is also a
spectrum at play here; similar to varying the minibatch size
to tune the trade-off between accuracy and efficiency, it is
possible to vary the number of bits of precision. More bits
yield higher accuracy and slowdowns, while fewer bits re-
quire less time per computation and thus potentially sacrifice
some correctness. Depending on a particular application’s
tolerance to error, this sacrifice in accuracy can be worth the
speed-ups it creates [71].
3.3 Resource-Constrained Machine Learning
The prior examples discuss the cost of running computations.
Specifically, they discuss how differently-sized batches of
data (Section 3.1) and how differing degrees of numerical
precision (Section 3.2) directly impact how long it takes
a computer to execute a computation. Even though these
examples concern a computer’s behavior, we have glossed
over any hardware considerations that might be relevant
to that behavior. We do not consider the specifications of
the computer that is running the algorithm. Surely this is
important, as different computers have different computing
capabilities due to varying hardware; a NASA supercomputer
has more computational resources than a personal laptop.
In fact, this has become increasingly relevant in recent
years, which have seen an increase in the variety of com-
putational devices available and a corresponding increase
in the variety of computations we wish to run on them. For
example, Internet of Things (IoT) devices and sensors, such
as Google Home or Amazon Echo, perform inference. They
serve up answers to spoken language questions; however,
they also have limited on-board capabilities to perform com-
putations locally. These limitations take several forms. For
example, such devices might not have a lot of power to pro-
cess data quickly or might lack storage capacity for large
amounts of data.
Often, these devices can communicate with more sophis-
ticated computers over the Internet, offloading computation
or storage to those computers. However, this communication
exposes another trade-off between accuracy and efficiency;
it takes time to send the data to a remote computer, perform
some computation, and then return a response to the device
[11]. That computation may be more accurate, but achiev-
ing that accuracy comes with a cost in speed. Conversely,
doing the computation locally on the device would be faster;
however, due to the device’s more limited computational
resources, it will not necessarily be very accurate.
Prior work considers learning and storing computer vi-
sion models such that they can be embedded on a mobile
device like a smartphone.6 For such resource-constrained
devices, different applications have different needs in terms
of how to trade-off between how accurately and how quickly
a computation is performed. Some prior work has explored
these application-specific needs, providing an interface for
flexibly implementing different points along the accuracy-
efficiency trade-off spectrum. For example, MobileNets con-
tains manually-tunable parameters that allow the model
developer to strike the right balance for particular learning
problems [46]. Depending on the application domain, the
developer can tune a larger model that uses more resources
(i.e., a model that is slower but more accurate) or one that is
smaller and uses fewer resources (i.e., a model that is faster
but less accurate).
3.4 Markov chain Monte Carlo Sampling
We now delve into a slightly more sophisticated example. We
consider a branch of ML that has recently proven particularly
useful in the probabilistic modeling of data for Bayesian
6Aside from being faster, there are several reasons why such local computa-
tion and storage might be desirable for a mobile application, as opposed to
communicating with and offloading these requirements to more powerful
remote computers. Notably, local computation can ensure privacy, as the
learned model and collected data never leave the mobile device.
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inference: Markov chain Monte Carlo (MCMC) sampling. To
understand MCMC, it’s first important to have an intuition
regarding how sampling works. We will explain sampling
by way of a simple, familiar example: flipping a coin.
When flipping a normal coin, it can either result in "heads"
or "tails," with a 50% chance for yielding each. Let us consider
that it is possible for a coin to be biased—that the coin is
weighted in such a way that, when flipped, it yields heads
60% of the time. In order to figure out how biased the coin
is—the probability it yields heads—we flip the coin repeatedly
to generate samples of the coin’s behavior and record the
results. That is, we flip the coin for multiple trials, and each
trial we update the estimated probability that the coin yields
a heads result. We can view this updating probability as the
information we are learning—we are generating a model
of the coin’s behavior, which we store as the probability
of flipping heads. When we begin flipping the coin, there
are not many generated samples. As a result, as shown in
Figure 2 our estimation of the probability of heads might
change around a lot; it can update fairly erratically. Over
time, as we generate more samples, the probability estimate
becomes more stable. We converge to a probability that does
not change very much, giving us a fairly good estimate of
the coin’s bias.
0 100 200 300 400 500
Number of coin flip samples
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Learning a Coin's Bias via Sampling
Figure 2. Generating samples of a coin flip to determining
a coin’s bias (in this case, 60% heads).
MCMC can be thought of as a more complicated instan-
tiation of a sampling method like this. Instead of learning
the probability of a biased coin, we are trying to learn the
parameters of a desired probability distribution. To do this,
we construct a Markov chain, from which we iteratively
produce samples. Similar to updating the estimated bias of
the coin after each sampling iteration, in each iteration of
MCMC we update our estimation of the distribution parame-
ters. Eventually, the values of the parameters become stable;
we converge to an equilibrium in which the samples we
continue to draw reflect the desired distribution [15].
While this technique is very powerful for accurately per-
forming Bayesian inference, it comes with significant perfor-
mance drawbacks. In particular, when the learning problem’s
dataset is large, the performance of an MCMC algorithm is
often limited by the size of the dataset. Just as in Section
3.1, efficiency and scalability become limited due to compu-
tations that require summing over every data point in the
dataset. Additionally, just as before, we can lessen these lim-
itations by introducing subsampling—by using a randomly
selected minibatch of data instead of the whole dataset. How-
ever, as we have seen with the accuracy-efficiency trade-off,
there is no free lunch; the speed-ups from minibatching
can introduce inaccuracy. More specifically, we can lose the
guarantee of converging to the correct desired distribution,
which can yield potentially disastrous inference results [93].
Instead of yielding exact results, the randomness from using
minibatches can introduce bias that entails inexact results.
Prior work makes the case that inexactness can be worth
its performance gains—that it is better to be faster even if
there is a risk of losing accuracy, since it can enable scal-
ing up MCMC to big data inference problems. As a result,
there is a rich scholarly literature concerning inexact mini-
batch MCMCmethods [18, 50, 76]. However, in practice, data
science practitioners often do not use inexact methods; for
reliability, they find that it is better to be slow and correct
than fast and wrong. Recent work therefore attempts to con-
struct newminibatchMCMCmethods that retain exactness—
methods that have theoretical guarantees regarding accuracy
while also incorporating certain tricks and statistical insights
that enable preserving some of the speed-ups minibatching
provides [22, 58, 92–94]. In other words, these exact meth-
ods lean toward the accuracy side of the accuracy-efficiency
trade-off; they guarantee converging to the correct, desired
distribution, but to do so they sacrifice speed in relation to
their inexact counterparts, particularly on some types of
learning tasks.
3.5 Asynchronous ML
As a fifth and final case of how the accuracy-efficiency trade-
off plays out for machine learning algorithms, we will briefly
examine machine learning in asynchronous settings. The
examples we have discussed so far are synchronous: there is
one computer process7 that does all of the computation, one
step at a time. In contrast, it is possible to run computations
asynchronously, in which different computer processes or
threads8 perform computations side-by-side. This facilitates
7A computer can run multiple processes at once. Each process is an instance
of a running program—this is why one can run both an Internet browser and
a text editor at the same time. In other words, processes allow for parallel
tasks to run on one computer [6].
8A thread is a further mechanism for parallelization on a computer, which
operates at the level of a process. That is, a process can have multiple threads
running at the same time. For example, this is what allows a text editor
(which is running in a process) to simultaneously enable displaying both
6
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dividing computationally intensive tasks into parts, such
that different portions can happen in parallel and then can
be combined to compute the final result.
In other words, the parallelization from asynchrony can
lead to speed-ups in ML since, for example, multiple parts
of the same overarching learning problem can be computed
at once. However, depending on how the parallel results are
combined, it can also lead to decreases in accuracy. That is, if
different processes end up working on the overlapping parts
of the overarching computation, the process that finishes its
computation second can overwrite the value computed by
the one that finished first, causing inaccuracies in the results
[5, 25, 55, 65]. This can be avoided by forcing the different
processes to coordinate their updates, such that they do not
overwrite each other. However, such coordination takes time;
it enables more accuracy, but decreases efficiency. In some
cases, this overwriting is worth the speed-ups it enables; it
is still possible to compute good quality learning estimates
[24, 72].9
So far, our discussion does not take into consideration how
the accuracy-efficiency trade-off behaves for ML in real-
world, deployed systems—systems that often consist of multi-
ple computers that communicate and work together to solve
large, complex problems. Such systems often communicate
asynchronously: instead of one computer doing multiple
sub-computations at the same time (Section 3.5), there are
multiple computers operating in parallel on the same prob-
lem. In the next section, we discuss how such real-world, dis-
tributed systems have their own concerns with regard to this
accuracy and efficiency (Section 4.1), and extend the conver-
sation to consider the unique problems faced by distributed
systems that perform machine learning tasks (Section 4.2).
4 Making Sense of Additional Trade-Offs
in Real-World ML Systems
Our overarching aim is to understand the particular ten-
sions between accuracy and efficiency for distributed ma-
chine learning systems, and how these tensions differ from
those we discussed regarding machine learning algorithms
in Section 3. To make these distinctions clear, it is first neces-
sary to understand what a distributed system is. We therefore
clarify some key ideas from distributed computing in Section
4.1.10 From this basis, we can then layer on more complex-
ity in Section 4.2. We weave in our understanding of the
accuracy-efficiency trade-off for ML algorithms from Section
typing in and syntax-error highlighting real-time. Each of these functions
happens in its own thread of computation.
9Asynchrony is complementary to other examples in this section. For ex-
ample, it can be used in combination with minibatching, low-precision, and
in MCMC to implement other types of accuracy-efficiency trade-offs.
10We touch on this topic only briefly, since our main focus is the behavior of
such systems in the context ofmachine learning For more detailed treatment,
see Cooper [20] and Cooper and Levy [21].
3 and observe how the different tensions interact with each
other. Considered together, we demonstrate how machine
learning and distributed systems trade-offs present especially
challenging problems for real-time, high-impact systems like
autonomous vehicles. These real-time domains inform our
policy discussion in Section 5.
4.1 Accuracy and Efficiency in Distributed Systems
We first provide a simple definition of a distributed system.
In contrast with a single, solitary computer, a distributed
system is a network of computers that communicate with
each other. Via this communication, the computers can work
together to solve problems. Each computer in the network
has its own data and performs its own computations, and it
shares data and computation results with other computers
in the network when necessary. For example, if a computer
needs data from another computer in order to execute a
computation, it can request the data from that computer.
Because the computers are in distributed locations and
need to communicate, there are important considerations
with regard to how efficiently information can be shared
between them. That is, when a computer contacts another in
the system to request its data, it takes time to complete the re-
quest and receive the data—in direct opposition to efficiency.
There are also issues of accuracy between computers in the
system. Each computer has its own data—its own snapshot
of what it knows to be the state of the overarching system.
However, that information is not complete; it is just a subset
and can possibly contradict the information that other com-
puters in the system have. Simply put, the computers can be
inconsistent with each other.
In other words, in distributed systems we can frame the
trade-off between accuracy and efficiency as a tension be-
tween consistency and latency—the speed with which the
system updates. There is a trade-off between all of the com-
puters in the system having the same understanding of the
data in the system and the time it takes to propagate that
understanding throughout the system [2, 14]. Due to this
trade-off, in distributed systems that update their data fre-
quently it is actually quite difficult to quickly build a con-
sistent, holistic understanding across different computers
in the network. This is because in a sense consistency is a
moving target; each computer processes information locally
faster than it can share it with the entire network. Given
that it takes time to communicate, it is hard for computers
to stay completely up to date with each other.
Nevertheless, for the sake of efficiency, individual comput-
ers in the system often need to make decisions in the pres-
ence of inconsistency. Otherwise, because of the tension be-
tween consistency and latency, waiting for complete consis-
tency across computers before a computer could make local
changes would bring the entire system to a standstill. Instead,
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particular distributed system implementations need to an-
swer the question of how much inconsistency and slowness
they can each tolerate, which is often application-dependent.
To understand this spectrum, we will consider a few ex-
amples of distributed systems that implement the trade-off
differently [26, 41]. First, consider a social media website,
which has computers hosting its data distributed all over the
world. A user visiting the site from a personal device tends
to access the geographically closest computer server hosting
the site; different users across the world therefore access
different computer servers. Such a system favors efficiency
(i.e., low latency) over the different computer servers being
consistent with each other. It is more important to return
the website to each user quickly than it is to make sure that
every user is accessing the website with exactly the same
data. This is why on some social media sites it is possible to
see out-of-order comments on a feed; the site is making a
best effort to resolve its current state, which entails aggregat-
ing information from across the system. It attempts to build
a consistent picture, but limits how much time it spends
doing so—sacrificing consistency—so that it can remain fast
[26, 57, 85]. The system implements this choice via its com-
munication strategy. Rather than contacting every computer
in the system to construct a coordinated,consistent picture
(which would take a lot of time) a particular computer only
communicates with a subset. It trades off the accuracy it
would get from communicating with every computer for the
efficiency of communicating with fewer computers [40, 52].
In contrast to an efficiency-favoring social media site,
blockchain technology is a distributed system for storing
a transaction ledger that favors consistency at the cost of
being slow[62]. In short, it is a distributed system where
each computer has its own copy of the entire ledger. When
a computer wants to add a transaction to the system, it has
to broadcast that information to every computer in the net-
work. All of the computers need to agree on the validity of
a transaction before it can be included As a result, more or
less, the system proceeds in lockstep, only when there is
coordinated agreement.11.
These different implementation choices reflect different
design goals. The cloud was designed for e-commerce ap-
plications, in which supplying (potentially inaccurate) re-
sponses quickly to the user is critical for user engagement
[9, 16]. For blockchain systems, consistency is paramount;
it is crucial that all of the computers agree with each other
about the state of the ledger, because it is this agreement
that facilitates its reliability as a transaction record.
While these two examples seem to imply that there is an
all-or-nothing choice in the trade-off between consistency
and latency in distributed systems, this is not the case. Like
11This is a tremendous oversimplification for brevity, since the point of
introducing this example is to explain trade-offs between accuracy and
efficiency. A more detailed treatment appears in Narayanan et al. [63].
accuracy and efficiency more generally in approximate com-
puting (Section 2.2), the trade-off between consistency and
latency is in fact a spectrum [2, 90]. It is possible to quantify
consistency and to measure and monitor its maintenance
throughout a distributed system [57, 77]. Developers can
reason about the degree of inconsistency their particular sys-
tem can tolerate safely, and can detect and tune the system’s
implementation accordingly to also stay within a certain
time budget to retain efficiency [10, 29, 35, 70, 82, 91].
4.2 Bringing it All Together: Trade-Offs in
Distributed Machine Learning Systems
Given this background on how accuracy and efficiency are
in tension with each other in distributed systems in general
(Section 4.1) and our earlier discussion of accuracy-efficiency
trade-offs in ML (Section 3), we can now specifically consider
real-time (i.e., latency-critical) distributed ML systems. As an
example, consider a distributed system of autonomous vehi-
cles. Numerous vehicles are potentially networked together
and with other devices, such as smart traffic lights. Moreover,
while each vehicle moves throughout the environment with
its own local notion of the state of the environment, infor-
mation that other vehicles possess could also prove useful.
For example, if an accident is up ahead, a vehicle closer to
the crash can communicate that information to the vehicles
behind it, which in turn can apply pressure to their brakes
and potentially prevent a pile-up.
In such real-time transportation domains, accuracy and
efficiency12 are both critical. Some ML inference applications
may be error tolerant, but in high-stakes cases this may not
always be the case; it is unclear how much inaccuracy will
be tolerable while still providing safety.13 The way such sys-
tems will need to treat efficiency is similar. They will need to
make decisions quickly and, much like the non-computing
examples in Section 2.1, there is an inherent trade-off be-
tween waiting to make a completely informed decision and
making a decision fast enough for it to be useful [2, 14]. What
is different here is the degree of efficiency needed—in some
cases, inference decisions will be necessary at subsecond
speeds.
In short, it is not entirely clear what the right design goal is
for real-time systems like autonomous vehicles and how the
trade-off should be implemented for them[27]. In fact, given
the dynamic nature of the environment, the particular trade-
off implementation may depend on context. For example,
some environments will be more efficiency-critical: it would
be catastrophic for a car to take an extra half-second to
determine if there is a pedestrian directly in front of it. In
12For consistency with the main framing of the trade-off between accuracy
and efficiency in this paper, we will use this language, instead of consistency
and latency, going forward. However, as noted in Section 4.1, consistency
and latency can be viewed as cases of accuracy and latency, respectively.
13For more on the normative values at play in such situations, please refer
to Cooper and Levy [21].
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other cases, such as dynamic urban contexts with hundreds
of cars, making sure the cars have an accurate sense of the
environment may be more important than allowing the cars
to operate quickly.
These particular needs for emerging technology like real-
time distributed ML systems are different from what both
existing distributed systems implement and ML systems im-
plement.With regard to the former, the kinds of coordination
and consistency issues that ML systems can permit while
maintaining correctness, such as numerical error and data
staleness, are different in nature than what traditional dis-
tributed database systems can tolerate [9, 26, 91]. With re-
gard to the latter, as we saw in Section 3, it is possible for
ML algorithms to operate on data that are not completely
accurate and still yield correct results. We can extend the
inaccuracies we considered from things like subsampling to
include data staleness inherent in asynchronous distributed
settings. Allowing for such staleness comes with the benefit
of increasing efficiency, as the system would not need to
wait to synchronize—to completely resolve staleness issues
before proceeding with its computation. Similar to the single
computer case, since ML models approximate representa-
tions of the world, their output can still be correct when
operating on numerically imprecise or stale data, but do not
necessarily guarantee correctness [5, 30, 36, 55, 65, 73, 95].
However, prior work has examined this phenomenon at a
high level by looking at the correctness and the performance
of end-to-endML systems, rather than directly evaluating the
underlying accuracy-efficiency trade-off. This work focuses
on empirical results for tuning the staleness of the underlying
data storage layer. Tuning has generally either beenmanual—
curated to the particular problem domain—or absent, leaving
the user to pick from a few predefined settings that enforce
high accuracy, ignore accuracy altogether for efficiency, or
attempt some middle-ground, "in-between" approach [3, 44,
51, 54, 68]. Attempts at more flexible trade-offs have entailed
very domain- or algorithm- specific solutions [56, 67, 87].
While it is possible to implement any of these different
points in the trade-off, current large-scale systems for dis-
tributed learning and inference tend to opt for efficiency.
They focus on minimizing communication between comput-
ers in the system in order to be efficient enough to scale to
larger problems. Some of these systems can achieve orders
of magnitude in performance improvements by dropping up-
dates without simultaneously destroying correctness [65, 83];
however, it is not clear these approaches will work for real-
time distributed ML systems that are safety-critical, such as
autonomous vehicles. It will not always be feasible for these
systems to lose updates. Existing approaches to mitigate such
losses in ML systems involve increasing communication be-
tween computers in the system. However, this then impacts
the other side of the accuracy-efficiency trade-off, leading
to inefficiencies from bottlenecks in coordination between
computers.14
5 A Call to Action: Enabling the
Regulation of the Accuracy-Efficiency
Trade-Off
We have taken considerable space to clarify a variety of
accuracy-efficiency trade-offs—from how they generally im-
pact the field of computing to how they describe the range
of possible behaviors for distributed machine learning sys-
tems. The existence of this type of trade-off is well-known
to subsets of the Computer Science technical community.
Nevertheless, we have claimed it is necessary to explain in
the framing presented here in order to expose the trade-off
to regulators and policymakers.
More specifically, it is necessary and urgent to expose
the accuracy-efficiency trade-off because it is a potential
lever for regulation. As we have documented in Sections
2.2-4.2, this trade-off is not binary; it is a spectrum and can
be treated like a tunable dial set appropriately to the context.
Our hope is that exposing this dial will provide a certain
degree of technical transparency to lawmakers, such that
high-stakes systems do not get deployed without sufficient
public oversight [20, 21]. Contemporary policy debates about
high-stakes, time-sensitive machine learning applications—
in domains like policing, warfare, and public health— often
involve concerns about what degree of accuracy we ought
to demand from such systems. These concerns often arise
in the course of attempting to minimize disparate outcomes
across groups (e.g., differential accuracy rates for face recog-
nition along dimensions of race and gender [17]). But debates
about the harms of inaccuracy are incomplete if they fail
to acknowledge and reckon with the technical trade-off be-
tween accuracy and efficiency. Accuracy may necessarily be
limited when speed is essential, and as we have seen, the
speed of decision-making can implicate important public
values as well [21]. Informed policy debate about machine
learning must pay attention to the limits imposed by this
trade-off.
Beyond exposing this trade-off, we also propose a twofold
call to action. The first portion of this call is for computer
scientists. While our work here exposes the trade-off be-
tween accuracy and efficiency and how to engage with it—
to build systems that can prioritize application-dependent
balances between the two— it also indicates gaps in existing
approaches in real-time ML systems (Section 4.2.. These gaps
imply that existing systems will likely not suffice for high-
stakes, emerging applications such as autonomous vehicles.
In particular, in Section 4.2 we explain the importance of
14This problem is similar to what exists in weakly consistent storage sys-
tems, which have side-stepped this issue by using semantic information to
coordinate "only when necessary" [8, 28, 34, 42, 88].
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needing to make the accuracy-efficiency trade-off transpar-
ent in a system’s implementation; a system’s ability to be
assessed with regard to this trade-off should be considered
as important as every other technical feature. A potential
future research direction could mathematically formalize
the semantics of the trade-off in ML systems. This could
enable building tools to optimally tune the trade-off between
consistency and latency for different classes of distributed
ML algorithms, balancing their individual accuracy and effi-
ciency needs.
Such tools would also provide policymakers with insight
into how certain implementation decisions impact overall
system behavior. This is crucial because, as we have shown
throughout this paper, low-level technical decisions are not
trivial; they should not be dismissed as "just implementation
details" left up to the whims of engineers without public
oversight. To be clear, we are not claiming that policymak-
ers need to understand the full extent of low-level technical
details to provide this oversight. Rather, we are suggesting
that surfacing the higher-level trade-offs that lower-level
decisions entail clarifies valid sites for potential policy inter-
vention [21, 47, 61]. One can then think of such trade-offs as
the right layer of abstraction with which policymakers can
engage. More specifically, such higher-level decision points
bring about the kinds tussles between normative values that
are directly in policymakers’ wheelhouse [21, 31, 32]. The
case of the accuracy-efficiency trade-off, for example, can be
used to clarify how lower-level engineering decisions relate
to notions of safety and quality [75].
It is this reasoning that informs the second part of our call
to action: policymakers should view the accuracy-efficiency
trade-off as a regulable decision point where they can mean-
ingfully intervene. They can use these trade-offs to assess the
expected behavior or real-time ML systems. As a result, we
can fairly pose to policymakers questions like the following:
When is there sufficiently high-quality information for tech-
nical systems to make potentially high-impact decisions?
When is it safe for a system to spend more time performing
computing inference outcomes, particularly when more effi-
cient heuristics do not sufficiently remove uncertainty from
automated decision-making?
In other words, by giving policymakers the tools to reason
about these higher-level trade-offs, we are able to take a
step toward closing what Jasanoff terms the "responsibility
gap". That is, they will have a more sufficient understand-
ing of technology and will be better equipped to gauge the
range of possibilities for its governance. This way, when
technological failures occur, rather than viewing them sim-
ply as "unintended consequences," policymakers can more
actively participate in the evaluation of how uncertainty in
probabilistic, automated decision systems contributes to the
construction of risk [43, 47].
6 Conclusion
This call to action highlights the relationship between uncer-
tainty and risk in these systems. By providing amechanism to
reason about the accuracy-efficiency trade-off, computer sci-
entists expose a particular kind of decisional uncertainty that
depends on time [12, 45]. Clarifying this uncertainty does not,
however, identify specific risks that these automated deci-
sions bring about. Given the uncertainties involved, it is up to
regulators to frame potential risks. Correlating specific risks
is a matter of identifying the normative, domain-specific val-
ues at play [47]. While computer scientists can reason about
how much error is tolerable due to the accuracy-efficiency
trade-off (Section 2.2).
Based on this assessment, policymakers and regulators
need to determine howmuch of the resulting risk is tolerable.
In select cases, in which it is possible to deem the amount of
predetermined risk to be intolerable, policymakers could dis-
allow particular technical systems from widespread deploy-
ment [27, 69, 74]. However, in most cases, it may not be pos-
sible to preemptively fully analyze the risk landscape [78, 81].
Instead, this is where exposing the trade-off between accu-
racy and efficiency can lead to accountability after-the-fact
[7, 38, 53]. In other words, when deployed in the wild for
long enough, due to their complexity real-time, high-stake
ML systems are likely to incur harm [64, 69, 84]. Given that
this is in a sense unavoidable, it is important to build tools
like those we call for in Section 5. This way, it will be possible
to determine if a system has deviated further than expected
from its normal behavior [75]—cases in which policymak-
ers and regulators can hold the appropriate stakeholders to
account.
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