The proper functioning of any living cell relies on complex networks of gene regulation. These regulatory interactions are not static but respond to changes in the environment and evolve during the life cycle of an organism. A challenging objective in computational systems biology is to infer these time-varying gene regulatory networks from typically short time series of transcriptional profiles. While homogeneous models, like conventional dynamic Bayesian networks, lack the flexibility to succeed in this task, fully flexible models suffer from inflated inference uncertainty due to the limited amount of available data. In the present paper we explore a semi-flexible model based on a piecewise homogeneous dynamic Bayesian network regularized by gene-specific inter-segment information sharing. We explore different choices of prior distribution and information coupling and evaluate their performance on synthetic data. We apply our method to gene expression time series obtained during the life cycle of Drosophila melanogaster, and compare the predicted segmentation with other state-of-the-art techniques. We conclude our evaluation with an apEditor: James Cussens.
plication to synthetic biology, where the objective is to predict an in vivo regulatory network of five genes in Saccharomyces cerevisiae subjected to a changing environment.
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Introduction
One of the challenging problems in the field of systems biology is the inference of gene regulatory networks from high-throughput transcriptomic profiles, as obtained e.g. with microarrays or next generation sequencing. While protein interactions can be measured directly with various high-throughput assays (e.g. yeast-2-hybrid or phage display), gene regulatory interactions involve several intermediate steps related to the formation, activation and complex formation of transcription factors (e.g. via phosphorylation or dimerization). These processes are not observable at the transcriptional level. For that reason the inference of interactions has to be based on indirect noisy measurements of mRNA concentrations (a proxy for gene activity), rendering the problem of regulatory network reconstruction more difficult than for proteins. Various statistical techniques aim to perform network inference on this data, and the reconstructed regulation networks can reveal how the genes and the proteins they code for interact. However, many of the regulatory interactions in the cell vary in time. During the development and growth of an organism, some genes and pathways are more active during the early stages, but show practically no activity during the later stages, or vice-versa. Drosophila melanogaster, for instance, goes through several developmental stages, from embryo to larva to pupa to adult. Genes involved in wing muscle development would naturally fulfill different roles during the embryonal phase, when no wings are present, than they do in the adult fly, when the wings have fully developed. Another instance in which the gene regulatory network varies in time is in reaction to an environmental trigger, such as the type of growth substrate. Such a trigger can enhance or prevent the interactions of certain genes, which in turn can have repercussions for the whole gene network.
We are therefore presented with the problem of inferring a regulatory network from a series of discrete measurements or observations in time, where the structure of the network is subject to potential change. Moreover, we may not always know at which stage structural changes are likely to occur, as the underlying processes may be time-delayed or dependent on unobservable external factors. To extend conventional reverse engineering methods, which only aim to infer a single immutable regulatory network, our work builds on recent research in combining dynamic Bayesian networks (DBNs) with multiple changepoint processes Hartemink 2009, 2010; Husmeier 2009, 2011; Lèbre 2007; Lèbre et al. 2010; Kolar et al. 2009 ). Below, we will briefly review the state of the art and the shortcomings of existing methods that we aim to address.
The standard assumption underlying DBNs is that time-series have been generated from a homogeneous Markov process. This assumption is too restrictive, as discussed above, and can potentially lead to erroneous conclusions. While there have been various efforts to relax the homogeneity assumption for undirected graphical models (Talih and Hengartner 2005; Xuan and Murphy 2007) , relaxing this restriction in DBNs is a more recent research topic Hartemink 2009, 2010; Husmeier 2009, 2011; Ahmed and Xing 2009; Lèbre 2007; Lèbre et al. 2010; Kolar et al. 2009 ). At present, none of the proposed methods is without its limitations, leaving room for further methodological innovation. The method proposed in Ahmed and Xing (2009) and Kolar et al. (2009) is non-Bayesian. This requires certain regularization parameters to be optimized "externally", by applying information criteria (like AIC or BIC), cross-validation or bootstrapping. The first approach is suboptimal, the latter approaches are computationally expensive. 1 In the present paper we therefore follow the Bayesian paradigm, as in Hartemink (2009, 2010) , Husmeier (2009, 2011) , Lèbre (2007) and Lèbre et al. (2010) . These approaches also have their limitations. The method proposed in Husmeier (2009, 2011 ) assumes a fixed network structure and only allows the interaction parameters to vary with time. This assumption is too rigid when looking at processes where changes in the overall regulatory network structure are expected, e.g. in morphogenesis or embryogenesis. The method proposed in Hartemink (2009, 2010) requires a discretization of the data, which incurs an inevitable information loss. These limitations are addressed in Lèbre (2007) and Lèbre et al. (2010) , where the authors propose a method for continuous data that allows network structures associated with different nodes to change with time in different ways. However, this high flexibility causes potential problems when applied to time series with a low number of measurements, as typically available from systems biology, leading to overfitting or inflated inference uncertainty.
The objective of the present paper is to propose a novel model that addresses the methodological shortcomings of the three Bayesian methods mentioned above, and to demonstrate its viability by application to gene expression time series from Drosophila melanogaster and Saccharomyces cerevisiae. Unlike Hartemink (2009, 2010) , our model is continuous and therefore avoids the information loss inherent in a discretization of the data. We further improve on the model in Hartemink (2009, 2010) by allowing for different penalties for changing edges and non-edges in the network, and by allowing different nodes in the networks to have different penalty terms. Unlike Husmeier (2009, 2011) , our model allows the network structure to change among segments, leading to greater model flexibility. As an improvement on Lèbre (2007) and Lèbre et al. (2010) , our model introduces information sharing among time series segments, which provides an essential regularization effect. We have applied the model to reconstruct two regulatory networks: a network of genes involved in wing muscle development during the life cycle of Drosophila melanogaster (Arbeitman et al. 2002) , and an engineered network from synthetic biology, consisting of five genes in Saccharomyces cerevisiae (Cantone et al. 2009 ).
The present paper follows on from two earlier conference papers of ours Husmeier et al. 2010 ). In Dondelinger et al. (2010) , we compared two different information coupling paradigms: global information coupling and sequential information coupling. Global information coupling is appropriate when there is no natural sequential order of the time series segments, such as for segments derived from different experimental conditions. Sequential information sharing, which we investigated in more detail in Husmeier et al. (2010) and in the present paper, is appropriate for modelling a temporal developmental process, such as those related to morphogenesis, where changes to the network structure happen sequentially.
The present paper extends Dondelinger et al. (2010) and Husmeier et al. (2010) in several respects. Firstly, restricted by a strict page limit, our earlier papers were rather terse. The present paper provides a more comprehensive exposition of the methodology, which is self-contained. Secondly, we have explored different versions of information coupling (hard versus soft) and functional forms of the prior (exponential versus binomial). In Husmeier et al. (2010) , not all combinations of strength versus functional form were investigated, and we have completed these combinations in our present work. Thirdly, we have improved the MCMC scheme. In our earlier work, a standard Metropolis-Hastings-Green (RJMCMC) sampler was employed. In the present work we have identified several scenarios where this sampler is bound to fail, and we propose a new type of MCMC proposal move. We show that these new moves avoid the convergence problems encountered with the original sampler, leading to a substantial improvement in mixing. Fourthly, the Bayesian hierarchical models that we propose depend on various hyperparameters. As opposed to our earlier work, we have investigated the influence of the higher level hyperparameters. To this end, we have first carried out a set of simulation studies for the proposed model. To substantiate our findings, we have then additionally carried out semi-analytical investigations for a simplified scenario, in which the computation of the marginal likelihood is tractable (see Sect. 5.2). Fifthly, we have rerun all our earlier simulations to understand the effect of model choice, unconfounded by MCMC mixing problems, and we have improved the interpretation of the results for the real-world problems.
We note that while we were extending our earlier work of Husmeier et al. (2010) , a somewhat related paper has been published: Wang et al. (2011) . While methodologically similar, there is an important difference in the application and inference, though. The objective of Wang et al. (2011) is online parameter estimation via particle filtering, with applications e.g. in tracking. This is a different scenario from most systems biology applications, where an interaction structure is typically learnt off-line after completion of a series of high-throughput experiments. Unlike Wang et al. (2011) , our work thus follows other applications of DBNs in systems biology Hartemink 2009, 2010; Husmeier 2009, 2011; Lèbre 2007; Lèbre et al. 2010; Kolar et al. 2009 ) and aims to infer the model structure by marginalizing out the parameters in closed form. To paraphrase this: while inference in Wang et al. (2011) is based on a filter, inference in our work is based on a smoother.
Our paper is organized as follows. Section 2 reviews the non-homogeneous DBN on which our work is based. Section 3 describes the methodological innovation of Bayesian regularization via information coupling. Section 4 describes the implementation of our method and the setup of the simulation studies. Section 5 discusses results obtained on synthetic data, with an investigation of the influence of the hyperparameters. Section 6 describes and interprets two real-world applications, related to morphogenesis in Drosophila melanogaster and synthetic biology in Saccharomyces cerevisiae. The paper concludes in Sect. 7 with a general discussion and summary.
Background: non-homogeneous DBNs
This section summarizes the auto regressive time-varying DBN proposed in Lèbre (2007) and Lèbre et al. (2010) . A similar model was proposed in Punskaya et al. (2002) . The idea is to combine the Bayesian regression model of Andrieu and Doucet (1999) with multiple changepoint processes and pursue Bayesian inference with reversible jump Markov chain Monte Carlo (RJMCMC) (Green 1995) . We call this method TVDBN (Time-Varying Dynamic Bayesian Network).
The model is based on the first-order Markov assumption. This assumption is not critical, though, and a generalization to higher orders, as pursued in Punskaya et al. (2002) , is straightforward. The value that a node in the graph takes on at time t is determined by the values that the node's parents (i.e. potential regulators, see below) take on at the previous time point, t − 1. More specifically, the conditional probability of the observation associated with a node at a given time point is a conditional Gaussian distribution, where the conditional mean is a linear weighted sum of the parent values at the previous time point, and the interaction parameters and parent sets depend on the time series segment. The latter dependence adds extra flexibility to the model and thereby relaxes the homogeneity assumption. The interaction parameters, the variance parameters, the number of potential parents, the location of changepoints demarcating the time series segments, and the number of changepoints are given (conjugate) prior distributions in a hierarchical Bayesian model. For inference, all these quantities are sampled from the posterior distribution with RJMCMC. Note that a complete specification of all node-parent configurations determines the structure of a regulatory network: each node receives incoming directed edges from each node in its parent set. In what follows, we will refer to nodes as genes and to the network as a gene regulatory network. The method is not restricted to molecular systems biology, though.
Graph
Let p be the number of observed genes, and let x = (x i (t)) 1≤i≤p,1≤t≤N be the expression values measured at N time points. G h represents a directed graph, i.e. the network defined by a set of directed edges among the p genes. G h i is the subnetwork associated with target gene i, determined by the set of its parents, i.e. the nodes with a directed edge feeding into gene i; these are the potential regulators of the target gene. The meaning of the superscript h is explained in the next section.
Multiple changepoint process
The set of regulatory relationships among the genes, defined by G h , may vary across time, which we model with a multiple changepoint process. 
Regression model
For each gene i, the random variable X i (t) refers to the expression of gene i at time t . Within any segment h, the expression of gene i depends on the p gene expression values measured at the previous time point through a regression model defined by (a) a set of s 
where the noise ε h i (t) is assumed to be Gaussian with mean 0 and variance (σ
Prior
The k i + 1 segments are delimited by k i changepoints, where k i is distributed a priori as a truncated Poisson random variable with mean λ and maximum k = N − 2:
where k = (k 1 , . . . , k p ). Conditional on k i changepoints, the changepoint position vector
) takes non-overlapping integer values, which we take to be uniformly distributed a priori. There are (N − 2) possible positions for the k i changepoints, thus vector ξ i has prior density:
For each gene i, for each segment h, the number s 
The overall prior on the network structures is given by marginalization:
Conditional on the parent set G 
where |.| denotes the determinant of a matrix, the symbol † denotes matrix transposition, Andrieu and Doucet (1999) and is motivated in Zellner (1986 Lèbre et al. (2010) , we set the hyper-hyperparameters for shape, υ 0 = 0.5, and scale, γ 0 = 0.05, to fixed values that give a vague distribution. The terms λ and Λ can be interpreted as the expected number of changepoints and parents, respectively, and δ 2 is the expected signal-to-noise ratio. These hyperparameters are drawn from vague conjugate hyperpriors, which are in the (inverse) gamma distribution family:
and
2.5 Posterior
where length(x h i ) is the length of the time series segment h. From Bayes' theorem, the posterior is given by the following equation, where all prior distributions have been defined above:
An attractive feature of the chosen model is that the integration over the parameters a and σ 2 in the posterior distribution of Eq. (11) is analytically tractable:
For each gene i, the joint distribution for
2 , is integrated over the parameters a i (normal distribution) and σ 2 i (inverse gamma distribution). Solving this integral (for details see Lèbre et al. 2010) , the following expression is obtained:
where C λ , C Λ are the normalization constants required by the truncation of the Poisson distribution (2) and (4) and where
where the matrices P 
The number of changepoints k and their location, ξ , the network structure G and the hyperparameters λ, Λ and δ 2 can be sampled from the posterior distribution P (k, ξ , G, λ, Λ, δ 2 |x) with a reversible jump MCMC (Green 1995) scheme detailed in the next subsection. 
The changepoint birth and death moves represent changes from, respectively, k i to k i + 1 segments and k i to k i − 1 segments. In order to preserve the restriction on the number of changepoints, some probabilities are set to 0: d 0 = u 0 = 0 and b k = 0. Otherwise, following Green (1995) , these probabilities are chosen as follows,
where P (k i |λ) is the prior distribution for the number of changepoints defined in Eq. (2) and the constant c is chosen to be smaller than 1/4 so that network structure updates and changepoint position shifts are proposed more frequently than births and deaths of changepoints. This improves mixing and convergence with respect to changepoint positions and network structures within the different segments. Shifting of a changepoint is proposed with
, and updating of the network structure within each segment is proposed with probability
Following Green (1995) , the RJMCMC acceptance probability of a changepoint birth is equal to min{1, R} where the acceptance ratio R reads as follows:
The product of the likelihood and the prior ratio is the posterior ratio which is derived from Eq. (12). The computation of the proposal ratio and the Jacobian depends on the choice for the various moves designed to sample the time-varying network distribution. We briefly describe below the chosen moves and their associated acceptance ratio. A complete description of the computation of the acceptance ratio for each move can be found in Lèbre et al. (2010) . Let ξ i be the current changepoint vector containing k i changepoints. The Jacobian is equal to 1 and the prior ratio is computed from the probability of choosing a new changepoint position and a new network structure for the new segment. Then the birth of the proposed changepoint is accepted with probability A(ξ
For details see Lèbre et al. (2010) . Here ξ + i refers to the proposed changepoint vector after adding the new changepoint ξ to the current vector ξ i and for all h in {1,
, and all other quantities are defined in Sect. 2.5. For a changepoint death move, an existing changepoint in the current configuration is selected uniformly at random. The two segments adjacent to this changepoint are proposed to be merged into one segment, which will conserve the network structure of one of the two segments (selected with equal probability). Let us denote by ξ − i the proposed changepoint vector after removing the selected changepoint from the current vector ξ i . The acceptance ratio of the changepoint death move is equal to the inverse of the changepoint birth acceptance ratio R(ξ i |ξ − i ) for proposing a change from ξ − i to ξ i , given in Eq. (19). Therefore the acceptance probability of a changepoint death move is,
Proposed shifts in changepoint positions are accepted using a standard MetropolisHastings step (Hastings 1970 as defined in Eq. (15), and all other quantities are as defined in Sect. 2.5. See Lèbre et al. (2010) for the derivation of this equation.
Finally, network structure updates within segments invoke a second RJMCMC scheme, which was adapted from the model selection approach of Andrieu and Doucet (1999) . When such a move is chosen, for each segment successively, we consider either the birth or death of an edge. For an edge birth move, a new edge is selected uniformly at random from the set of possible edges. For an edge death move, an edge to be removed is selected uniformly at random from the set of existing edges. The edge birth and death moves represent changes from s (4) and (5), the edge birth prior ratio becomes
and the proposal ratio becomes
is the proposal probability of parent setG h i given parent set G h i , which is defined as follows:
is the proposal probability of an edge birth move, and
| is the proposal probability of an edge death move. The Jacobian equals 1. Then using Eq. (14) for the likelihood ratio, the Metropolis-Hastings acceptance ratio for an edge move becomes
Note that the prior ratio and the proposal ratio cancel out, and hence the edge move acceptance ratio is equal to the likelihood ratio, that is,
Finally, the probability of accepting an edge move is,
The sampling scheme for updating the hyperparameters δ 2 , λ and Λ is described in Lèbre (2007) and Lèbre et al. (2010) . Together the four moves B, D, S and N allow the generation of samples from probability distributions defined on unions of spaces of different dimensions for both the number of changepoints k i and the number of parents s h i within each segment h for gene i.
Model improvement: information coupling between segments
Allowing the network structure to change between segments leads to a highly flexible model. However, this approach faces a conceptual and a practical problem. The practical problem is potential model over-flexibility. If subsequent changepoints are close together, network structures have to be inferred from short time series segments. This will almost inevitably lead to overfitting (in a maximum likelihood context) or inflated inference uncertainty (in a Bayesian context). The conceptual problem is the underlying assumption that structures associated with different segments are a priori independent. While this may be true in some circumstances (e.g. if a drug treatment leads to a drastic, rather than gradual, change), in most cases this assumption is not realistic. For instance, for the evolution of a gene regulatory network during embryogenesis, we would assume that the network evolves gradually and that networks associated with adjacent time intervals are a priori similar.
To address these problems, we propose four methods of information sharing among time series segments, as illustrated in Figs. 1 and 2. The first method is based on hard information coupling between the nodes, using the exponential distribution proposed in Werhli and Husmeier (2008) . The second scheme uses the same exponential distribution, but replaces the hard by a soft information coupling scheme. The third and fourth scheme are also based on hard and soft information coupling, respectively, but use a binomial distribution with a conjugate beta prior. 
Hard versus soft information coupling of nodes
As noted above, we propose to share information about the network structure among the different time series segments that result from the changepoint process. The strength of these couplings is governed by the hyperparameters associated with the information sharing prior. We represent these hyperparameters collectively by Θ. However, another level of coupling is possible, coupling genes (nodes in the network) rather than time series segments.
Recall from Sect. 2 that each node in the network is associated with a random variable X i (t) that represents the gene expression level of gene i at time t . Under the regression model in Eq. (1), the regulators for gene i are independent of the structure of the rest of the network. Once we bring in information sharing, however, there is a set of hyperparameters that could conceivably be shared among different nodes; namely Θ. We address this by proposing two different ways of sharing Θ: Hard coupling, where the information sharing prior has the same hyperparameters Θ for all nodes (with hyperprior having level-2 hyperparameters Ψ ); and soft coupling, where the information sharing prior has node-specific hyperparameters Θ i , with common level-2 hyperparameters Ψ . In both cases we have a prior on Ψ with level-3 hyperparameters Ω. See Figs. 1 and 2 for an illustration of hard versus soft information coupling of nodes.
In the following sub-sections, we will describe the different information sharing schemes in more detail.
Hard information coupling based on an exponential prior
Denote by K i := k i + 1 the total number of partitions in the time series associated with node i, and recall that each time series segment x h i is associated with a separate subnetwork
We modify the prior from Eq. (6) by imposing a prior distribution
, β) on the structures, and the joint probability distribution factorizes according to a Markovian dependence:
Similar to Werhli and Husmeier (2008) we define
for h ≥ 2, where β is a hyperparameter that defines the strength of the coupling between G h i and G
h−1 i
, and |.| denotes the Hamming distance. (30) is a normalizing constant, also known as the partition function:
| where G is the set of all valid subnetwork structures. If we ignore any fan-in restriction that might have been imposed a priori (via s in Eq. (4)), then the expression for the partition function can be simplified:
, where e h ij is a binary variable indicating the presence or absence of a directed edge from node j to node i in time series segment h, and
Note that this expression no longer depends
, and hence
Inserting this expression into (30) gives:
It is straightforward to integrate the proposed model into the RJMCMC scheme of Lèbre (2007) and Lèbre et al. (2010) , which we have summarized in Sect. 2.6. When proposing a new network structure G h i →G h i for segment h, the prior probability ratio in Eq. (23) has to be replaced by
, leading to the acceptance probability (14) and the proposal ratio
is defined in Eqs. (24) and (25). An additional MCMC step is introduced for sampling the hyperparameter β from the posterior distribution. For a proposal move β →β with symmetric proposal probability Q(β|β) = Q(β|β) we get the following acceptance probability:
where in our study the hyperprior P (β) was chosen as the uniform distribution on the interval [0, 20].
Soft information coupling based on an exponential prior
We modify the model defined in (29) by making the hyperparameter β, which defines the prior coupling strength between structures associated with adjacent segments, nodedependent: β → β i , and
with
where by analogy with the previous section,
To introduce soft information coupling between the subnetworks, we choose a hierarchical structure for the prior distribution on the hyperparameters β i . At the first level, the hyperparameters are given a common gamma prior:
with shape parameter κ > 0 and scale parameter ρ > 0. Recall that the gamma distribution has mean μ = κρ and variance σ 2 = κρ 2 . We elect to set the scale parameter ρ = 0.1 fixed. The shape parameter κ is given a vague exponential prior:
with λ κ = 10 to reflect our prior ignorance. This choice of prior has the following motivation. The coupling strength between the substructures is defined by the coefficient of variation
with smaller coefficients corresponding to stronger coupling strengths, and a zero coefficient (κ → ∞) reducing to the hard coupling scheme discussed in the previous section. By inferring the shape parameter κ from the data, starting from a vague yet proper prior distribution, we determine if the coupling strength should be strong or weak.
It is straightforward to adapt the RJMCMC scheme of the previous section. When proposing a new network structure G h i →G h i for segment h, the prior probability ratio in Eq. (23) has to be replaced by the ratio
, leading to the equivalent of the acceptance probability in Eq. (28):
Note that P (
2 ) which is defined in Eq. (14) and the proposal ratio
defined in Eqs. (24) and (25). When proposing new hyperparametersβ i from a symmetric proposal distribution Q(β i |β i ) = Q(β i |β i ) we get the following acceptance probability:
An additional sampling step is needed for the shape parameter κ of the level-2 hyperprior. Drawing a new shape parameterκ from a symmetric proposal distribution Q(κ|κ), the acceptance probability is given by
3.4 Hard information coupling based on a binomial prior An alternative way of information sharing among segments and nodes is by using a binomial prior:
where we have defined the following sufficient statistics: and G h i . Since the hyperparameters are shared, the joint distribution can be expressed as: [h, i] , and the right-hand side follows from Eq. (42). The conjugate prior for the hyperparameters a, b is a beta distribution,
which using Bayes' rule leads to the (beta) posterior distribution:
This allows the hyperparameters to be integrated out in closed form:
The level-2 hyperparameters α, α, γ , γ , which can be interpreted as fictitious prior observations due to the conjugacy of the prior, are given a discrete uniform hyperprior over {1, 2, . . . , 100}. The MCMC scheme of Sect. 2.6 has to be modified as follows. When The prior probability ratio becomes
, leading to the acceptance probability 2 ) which is defined in Eq. (14) and the proposal ratio
defined in Eqs. (24) A new proposal move for the level-2 hyperparameters is added to the existing RJMCMC scheme of Sect. 2.6. New values for the level-2 hyperparameters α are proposed from a uniform distribution over the support of P (α). For a move α →α, the acceptance probability is:
and similarly for α, γ and γ .
Soft information coupling based on a binomial prior
We can relax the information sharing scheme from a hard to a soft coupling by introducing node-specific hyperparameters a i , b i that are softly coupled via a common level-2 hyper- Fig. 2 : 
As in Sect. 3.4, we extend the RJMCMC scheme from Sect. 2.6 so that when proposing a new network structure, G h i →G h i , the prior probability ratio in Eq. (23) has to be replaced by:
defined in Eqs. (24) and (25). In addition, we have to add a new level-2 hyperparameter update move: when proposing a level-2 hyperparameter α →α, where the prior and proposal probabilities are the same as in Sect. 3.4, the acceptance probability becomes:
Improved MCMC scheme
The various information sharing priors that we have introduced in the previous Sects 3. 2, 3.3, 3.4, 3.5 share the characteristic that they encourage the networks of all segments to be similar to each other. 2 When applying the MCMC scheme from Lèbre et al. (2010) , summarized in Sect. 2.6, adapted to our prior as discussed above, this can lead to the following curious effect. On simulated data where the network structure is the same for all segments we found that the network reconstruction accuracy deteriorated when we increased the coupling strength between the structures. The results will be presented below, in Sect. 5 and Fig. 4 . These findings appear counter-intuitive, given that increasing the coupling strength brings the prior more in line with the truth (the perfect prior would have infinitely strong coupling). However, it is easily seen that increasing the coupling strength adversely affects the mixing of the Markov chains. Consider a set of identical network structures which, at an initial stage of the MCMC simulations, are all poor at explaining the data. We now visit a segment and propose a modification of the network structure associated with it. This modification introduces a mismatch between the structures and is, hence, discouraged by the prior. For strong coupling this discouragement might outweigh the gain in the likelihood that would result from a better structure. The structures thus remain identical, which in turn will tend to increase the coupling strength. The MCMC simulation thus gets trapped in a suboptimal state of the configuration space (local optimum).
To deal with this problem, we have implemented an alternative MCMC scheme where changes are applied to multiple segments. The new moves will propose changes to the network structure in more than one segment, and we will hence refer to them as multi-segment moves. Note that the moves for proposing new changepoint configurations are unaffected by these modifications. The multi-segment moves are presented as target-node specific (i.e. they presuppose a choice of target node i). However, they can be generalized for inference over the whole network by simply picking a target node at random. Given a node, the proposal move consists of two steps: (1) Pick one of p possible parents for the target node i. (2) For each segment h of the K i segments, flip the edge status (changing an edge to a non-edge or vice-versa) between the parent node and the target node with probability q. In our simulations, we set q = 1 2 so that flipping the edge status and conserving it are equally likely outcomes. It is straightforward to adapt this parameter during the burn-in phase. This means that the probability of proposing a new set of structuresG i given the set of network structures G i using the multi-segment move is:
where G i = {G h i } 1≤h≤K i as before. We now derive the acceptance ratio for multi-segment moves. We define R prior (G i |G i ) to be the ratio of the prior probabilities of the original set G i and the proposed setG i .
Let R likelihood (G
be the likelihood ratio of the original and proposed network structures for segment h and target node i, where the likelihood P ( (14) of Sect. 2.6. Note that the changes introduced by multi-segment moves are equivalent to a sequence of add and remove edge moves applied to individual segments, so that this ratio remains unchanged. Then the acceptance ratio for multi-segment moves can be expressed as:
where R prior (G i |G i ) =
P (G i ) P (G i )
. The form of P (G i ) depends on our choice of prior. If segments are independent, then P (G i ) = 
where Q(G i |G i ) is defined in Eq. (53). Since the proposal probability Q(G i |G i ) is independent of the set of network structures G i , the multi-segment moves are symmetric, and we obtain that R proposal (G i |G i ) = 1. We have explored an alternative proposal scheme consisting of two moves: (1) a move proposing network structures where an edge has been set identical in all segments, and (2) the move described above, which corresponds to a random perturbation of an edge. However, we found that including the first kind of proposal move adversely affected mixing and convergence in simulations where the true network structure presented differences among segments. These network structures are less likely to be proposed when both moves are included. Details can be found in Dondelinger (2012) .
Implementation and simulations
We have implemented our model in R, based on code from Lèbre (2007) and Lèbre et al. (2010) . The network structure, the changepoints and the hyperparameters are sampled from the posterior distribution using RJMCMC as described in Sects. 2.6 and 3.6. We ran the MCMC chains until we were satisfied that convergence was reached. Then we sampled 1000 network and changepoint configurations in intervals of 200 RJMCMC steps. By marginalization and under the assumption of convergence, this represents a sample from the posterior distribution in Eq. (12). By further marginalization, we get the posterior probabilities of all gene regulatory interactions, which defines a ranking of the interactions in terms of posterior confidence. We use the potential scale reduction factor (PSRF) (Gelman and Rubin 1992) , computed from the within-chain and between-chain variances of marginal edge posterior probabilities, as a convergence diagnostic. The usual threshold for sufficient convergence lies at PSRF ≤ 1.1. In our simulations, we extended the burn-in phase until a value of PSRF ≤ 1.05 was reached.
For the study on simulated data, and the synthetic biology data, the true interaction network is known. Therefore, varying the threshold on this ranking allows us to construct the Receiver Operating Characteristic (ROC) curve (plotting the sensitivity or recall 3 against the complementary specificity 4 ) and the precision-recall (PR) curve (plotting the precision 5 against the recall), and to assess the network reconstruction accuracy in terms of the areas under these graphs (AUROC and AUPRC, respectively); see Davis and Goadrich (2006) . These two measures are widely used in the systems biology literature to quantify the overall network reconstruction accuracy (Prill et al. 2010) , with larger values indicating a better prediction performance overall.
Evaluation on simulated data

Comparative evaluation of network reconstruction and hyperparameter inference
The purpose of the simulation study is two-fold. Firstly, we want to carry out a comparative evaluation of the proposed Bayesian regularization schemes for a controlled scenario in which the true network structure is known. Secondly, we want to assess the Bayesian inference scheme and test the viability of the proposed MCMC samplers. To focus on the task of network reconstruction, we keep the changepoints fixed at their true values. The inference of the changepoints will be investigated later, on the real gene expression time series (see Fig. 12 ).
The simulation set-up we chose was as follows. We randomly generated 10 networks with 10 nodes each. A Poisson distribution with mean λ parents = 3 was used to determine the number of parents for each node. We simulated changes in the network structure by producing 4 different network segments, where a Poisson distribution with mean λ changes ∈ {0.25, 0.5, 1} was used to determine the number of changes per node. The changes were then applied uniformly at random to edges and non-edges in the previous segment. For each segment h, we generated a time series of length 15 using a linear regression model:
where x(t) is the 10×1 vector of observations at time t and W h = {w h ij } is the 10×10 matrix of segment-specific regression weights for each edge. We chose the regression weights such that w h ij = 0 if there is no edge between node i and node j in the network structure for segment h, and w h ij ∼ N(0, 1) otherwise. We added Gaussian observation noise i ∼ N(0, 1) independently for each observation of node i.
First, we consider the scenario of homogeneous time series in which the regulatory network structure does not change (although the regression coefficients associated with each edge may change between segments). This is the situation in which the proposed Bayesian regularization scheme should achieve the strongest boost in the network reconstruction accuracy. We indeed found this conjecture confirmed in our simulations, as demonstrated in Fig. 3 (0 % changes) . We would also assume that high values of the hyperparameter β should lead to the best network reconstruction accuracy, as this corresponds to the tightest tying between adjacent structures. However, repeating the MCMC simulations initially did not confirm this conjecture; see Figs. 4(c) and 4(d). As discussed in Sect. 3.6, the observed mismatch was a consequence of poor mixing and convergence for large hyperparameter values, which is endemic to the naive extension of the MCMC sampler from Lèbre et al. (2010) . Repeating the simulations with the novel MCMC scheme proposed in Sect. 3.6 leads to the graphs of Figs. 4(a) and 4(b) . Here, the network reconstruction accuracy no longer deteriorates with increasing hyperparameters, indicating that the mixing and convergence problems have been averted.
Another question we investigated is whether the sampled values of the hyperparameters concur with those that optimize the network reconstruction accuracy. While the hyperparameter β of the exponential prior does indeed tend to higher values, the situation is different for the hyperparameters a and b of the binomial prior. The top panels in Fig. 5 show the network reconstruction accuracy in terms of AUROC and AUPRC scores for several fixed values of the hyperparameters a and b. As expected, the peak performance is reached for the highest values, as no mismatch between the structures implies that tight coupling is consistent with the data. The centre panels of Fig. 5 show the posterior distribution of the hyperparameters that was obtained with the conventional MCMC proposal scheme adapted from Lèbre et al. (2010) and described in Sect. 2.6. There is an obvious mismatch between the highposterior probability region and the region of hyperparameters that optimize the network reconstruction. This provides more evidence that the sampler adapted for segment coupling from Lèbre et al. (2010) suffers from mixing and convergence problems. The bottom panels of Fig. 5 show the marginal posterior distributions of the hyperparameters inferred in the The boxplots show the difference of the AUROC and AUPRC reconstruction scores to TVDBN-0; larger differences indicate better performance with information sharing. All simulations were repeated for 10 independent data sets with 4 network segments each. Structure changes were applied to the segments sequentially, changing between 0-10 % of the edges with each new segment. A paired t-test shows that for 0 % changes, the difference to TVDBN-0 was significant for all methods (p < 0.05). For >0 % changes, the difference to TVDBN-0 was significant (p < 0.05) except for the difference in AUPRC scores for TVDBN-Exp-hard for 5 % changes (p = 0.08) and TVDBN-Exp-hard and TVDBN-Exp-soft for 10 % changes (p = {0.07, 0.18}). In all plots, the horizontal bar of the boxplot shows the median, the box margins show the 25th and 75th percentiles, the whiskers indicate data within 2 times the interquartile range, and circles are outliers. See Table 1 for hyperparameter settings MCMC simulations with the novel multi-segment proposal move introduced in Sect. 3.6. It is seen that, unlike the centre panels in Fig. 5 , and as a consequence of the different proposal scheme, the high posterior probability region now concurs with the region of maximum network reconstruction accuracy. This agreement suggests that the novel MCMC sampler leads to a significant improvement in mixing and convergence, in corroboration of our conjecture in Sect. 3.6. Next, we turn our attention to varying network structures. We varied the percentage of edges that change from segment to segment between 2.5 % to 10 %.
6 A significant improvement in the network reconstruction accuracy can be achieved over the unregularized method, as shown in the bottom panels of Fig. 3 . However, the magnitude of the improvement in the scores decreases as the number of changes between adjacent segments increases. This is plausible: as we introduce more structural changes between adjacent networks, we would expect to gain less benefit from information sharing. We note that the degradation in performance seems to be stronger for the exponential prior than for the binomial prior.
We investigated whether the inferred hyperparameters coincide with the optimal reconstruction performance for the case where 10 % of the edges in the network change between adjacent segments. There are two effects to be traded off. Hyperparameter values that are too low will not bring about any improvement over the uncoupled unregularized scenario. Hyperparameter values that are too high will not allow the network structure to change with time. We would therefore expect to find some optimal finite range of hyperparameter values, 0 < β < ∞ and 0 < a, b < 1. This has in fact been borne out in our simulations. Figure 6 shows the network reconstruction accuracy in terms of AUROC and AUPRC scores for different values of the hyperparameters a, b. The best network reconstruction accuracy is obtained when b, which governs consistency among non-interactions, is high (≥0.9), while a, which controls agreement among interactions, is reduced to a range around its uninformative setting a ≈ 0.5. The bottom panel of Fig. 6 shows that the inferred posterior distribution is consistent with these ranges, and that the Bayesian inference scheme thus optimizes the network reconstruction accuracy. A slightly different picture emerges for the exponential prior, though. Figures 7(a)-7(b) show the AUROC and AUPRC scores for different values of β, indicating a clear peak in the network reconstruction accuracy for finite 0 < β < ∞. This peak does not coincide with the high posterior probability range of β, as shown in Fig. 7(c) . Only when increasing the data set size by a factor of 4 does the Bayesian inference scheme succeed in optimizing the network reconstruction accuracy in the sense that the high posterior probability region now coincides with the range of the highest AUROC/AUPRC scores. The obvious question to ask is whether this trend is another artifact of poor MCMC convergence/mixing. To this end we have devised a simplified model for which the posterior distribution can be computed in closed form. Our analysis, which we present in Sect. 5.2, re- produces the results from this simulation study, suggesting that the suboptimal performance of the Bayesian inference scheme is intrinsic to the chosen form of the prior. Returning to the binomial prior, we finally investigated the influence of the level-2 hyperparameters α, α, γ , and γ . Recall that owing to the conjugacy of the prior, these values can be interpreted as fictitious prior observation counts. Our initial idea was to keep the mismatch hyperparameters fixed at α = γ = 1, while putting a vague uniform distribution over The level-2 hyperparameters were given a uniform prior over the discrete set {1, 2, . . . , 100} the set {1, 2, . . . , 100} as a prior on the match hyperparameters α and γ . The rationale behind this choice is that the regularization scheme is intended to encourage similarity rather than dissimilarity between adjacent network structures. However, repeating the MCMC simulations for different values of the level-2 hyperparameters revealed that the setting α = γ = 1 is too restrictive and that the network reconstruction accuracy can be improved by relaxing this constraint (see Fig. 8 ).
The findings of our simulation study can be summarized as follows. A naive extension of the MCMC sampler of Lèbre et al. (2010) , as described in Sect. 3.6, leads to a poor network reconstruction accuracy for high values of the hyperparameters; this problem can be resolved with the novel proposal scheme introduced in Sect. 3.6. With this new proposal (c) shows box plot representations of the inferred posterior distribution of β, for different sample sizes, using the MCMC scheme from Sect. 3.6. The horizontal bar shows the median, the box margins show the 25th and 75th percentiles, the whiskers indicate data within 2 times the interquartile range, and circles are outliers. The simulations were repeated on 10 independent data instantiations of time series length n = 60 Fig. 8 Results for the binomial prior with hard coupling on the simulated data with mismatch among the structures: dependence of the reconstruction accuracy on the higher-level hyperparameters. Panel (a) shows the AUROC scores for different values of the level-2 hyperparameters α and γ . Panel (b) shows a corresponding plot for the AUPRC scores. The results indicate that setting α = γ = 1 is over-restrictive and that the reconstruction accuracy improves as a consequence of employing a non-informative prior scheme, information sharing with the binomial prior leads to a significant improvement in the network reconstruction accuracy in all cases, while information sharing with the exponential prior leads to a significant improvement when the true network structures are sufficiently similar. A detailed analysis of hyperparameter inference shows that the Bayesian inference scheme is consistent for the binomial prior in the sense that the high posterior probability region of the hyperparameters concurs with the one that optimizes the network reconstruction accuracy. For the exponential prior, this consistency is only given when the data set size is sufficiently large; otherwise a more restrictive hyperprior (i.e. prior on β) is needed. On the other hand, a restrictive setting for the level-2 hyperparameters of the bino- Fig. 9 Illustration of a hypothetical network scenario, where edges fall into several categories. Edges in sets L, LB, L * and LB * are true edges, which means they are included in the network corresponding to the current time series segment. Edges in sets L and LB are 'true positives' in that they contribute a score A > 1 to the likelihood. Edges in sets L * and LB * are 'false negatives', which contribute the neutral score of 1 to the likelihood. The edges in sets F * and B * are 'false positives', which contribute a score A * > A > 1 to the likelihood. The edges in sets LB, LB * , B * and B are consistent with the prior network, all those in the complementary sets are not found in the prior network. Edges in set F are neither included in the network associated with the current segment, nor can they be found in the prior network. They also don't contribute any score to the log likelihood (i.e. they contribute a neutral score of 1 to the likelihood). An overview can be found in Table 2 mial prior is counter-productive, and better network reconstruction scores are obtained with a non-informative hyperprior.
Closed-form inference for the exponential prior
The results in Fig. 7 indicated that for the exponential prior, the Bayesian inference scheme might fail to find the hyperparameters that optimize the network reconstruction accuracy. Our conjecture is that this is not a consequence of poor mixing and convergence of the MCMC sampler, but intrinsic to the Bayesian inference scheme per se. As a demonstration, we reproduce the observation from Fig. 7 with a simpler model for which a closed-form expression of the posterior distribution of the hyperparameter can be derived. We consider the scenario depicted in Fig. 9 , where edges of a hypothetical network can be divided into different categories, depending on whether or not they are true, supported by the data, or included in the prior network. An overview of the notation is presented in Table 2 . With the simplifying assumption of posterior independence of the edges, the likelihood is given by
where n S counts the number of elements in set S for network G, and the symbols denoting the sets have been defined in Table 2 . Assuming a uniform prior on β, the posterior distribution of the hyperparameter becomes: 2 Likelihood and prior scores for the edges contained in the sets defined in Fig. 9 . The product of the prior and the likelihood defines the rank of the edge; the truth indicator is shown in the second column where G 0 represents our prior knowledge. Inserting (57) into (58) we get, with Eq. (31) for Z(β) and under the assumption of a uniform prior on β:
A plot of (59) is shown in Fig. 10 . The optimal network reconstruction in terms of AU-ROC and AUPRC scores is achieved for a finite value of β ≈ 1. The effect of the data set size is emulated by varying the settings of the parameters entering the likelihood. For small values of A and A * , corresponding to small data sets, the posterior probability increases monotonically in β, and the Bayesian inference scheme intrinsically fails to find the range of hyperparameters that optimizes the network reconstruction accuracy. When we increase the data set size, this mismatch disappears, and the two regions concur. These findings are consistent with those presented in Fig. 7 and suggest that the observed mismatch is a genuine inference feature rather than an MCMC artifact.
To further analyse this effect, we have investigated the values of A and A * for which the posterior distribution shows a peak for a finite value of β. Analytically, this corresponds to finding values for A and A * such that the equation
dP (β|x) dβ
= 0 has a solution. Unfortunately, it is non-trivial to determine the existence of a solution analytically; we have therefore resorted to numerically calculating What does this analysis entail for the general applicability of the exponential prior? It is clear that when the data set size is too small, then the marginal posterior distribution of β will be biased towards high values. The exact definition of "too small" will crucially depend on the nature of the dataset. Given that we have shown in Sect. 5.1 that the binomial prior avoids this weakness and outperforms the exponential prior in terms of network reconstruction accuracy, we would recommend that this form of information sharing prior be used in preference of the exponential prior.
6 Real-world applications
Morphogenesis in Drosophila melanogaster
During its life-cycle, Drosophila melanogaster undergoes four major stages of morphogenesis: embryo, larva, pupa and adult. Arbeitman et al. (2002) obtained a gene expression time series covering all four stages. We have applied our methods to a subset of this gene expression time series consisting of eleven genes involved in wing muscle development. First, we investigated whether the changepoints inferred by our methods correspond to the known transitions between stages. Figure 12 (a) shows the posterior probabilities of inferred changepoints for any gene using TVDBN-0 (unregularized by information sharing, see Table 1), while show the posterior probabilities for the information sharing methods. We compared this performance to the method proposed in Ahmed and Xing (2009) , using the authors' software package TESLA (Fig. 12(b) ). In addition, Robinson and Hartemink (2009) used a discrete non-homogeneous DBN to analyse the same data set, and a plot corresponding to Fig. 12(b) can be found in their paper.
An analysis of the results suggests that our non-homogeneous DBN methods are generally more successful than TESLA. We recover changepoints for all three transitions (embryo → larva, larva → pupa, and pupa → adult). As shown in Fig. 12(b) , the last transition, pupa → adult, is less clearly detected with TESLA, and it is completely absent in Robinson and Hartemink (2009) . Furthermore, TESLA and our method both detect additional changepoints during the embryo stage, which are missing in Robinson and Hartemink (2009) . It is not implausible that additional transitions at the gene regulatory network level should occur within one morphogenic phase. One would expect that a complex gene regulatory network is unlikely to transition into a new phase all at once, and some pathways might have to undergo activational changes earlier in preparation for the morphogenic transition. However, a failure to detect a known transition represents a shortcoming of a method, and so we can say that in this aspect, our model appears to outperform the two alternative approaches.
In addition to the changepoints, we have inferred network structures for the morphogenic stages of embryo, larva, pupa and adult (see Fig. 13 ). An objective assessment of the reconstruction accuracy is not feasible due to the limited existing biological knowledge and the absence of a gold standard. However, our reconstructed networks show many similarities with the networks discovered by Hartemink (2009), Guo et al. (2007) and Zhao et al. (2006) . For instance, we recover the interaction between two genes, eve and twi. This interaction is also reported in Guo et al. (2007) and Zhao et al. (2006) , while Robinson and Hartemink (2009) seem to have missed it. We also recover a cluster of interactions among the genes myo61f, msp300, mhc, prm, mlc1 and up during all morphogenic phases. This result is not implausible, as all genes (except up) belong to the myosin family. However, unlike Robinson and Hartemink (2009) , we find that actn also participates as a regulator in this cluster. There is some indication of this in Zhao et al. (2006) , where actn is found to regulate prm. We have further validated our reconstructed networks using genetic and protein interactions recorded in the FLIGHT database (Sims et al. 2006) . We found that a number of the inferred interactions over all segments correspond to interactions that have been reported in the literature. Some of these result from indirect interactions, where the intermediate gene is missing in the data. Table 3 gives an overview of the identified interactions with references to the biological literature. 
Synthetic biology in Saccharomyces cerevisiae
Synthetic biology is a rapidly developing and highly topical discipline that aims to combine the biological sciences and engineering (Andrianantoandro et al. 2006) . One of its aims is to design new gene regulatory networks in living cells. We make use of these endeavours by using gene expression time series obtained in vivo from cells with a known gene regulatory network structure to objectively assess the network reconstruction accuracy. Our work is based on Cantone et al. (2009) , where the authors constructed a synthetic regulatory network with 5 genes in Saccharomyces cerevisiae (yeast). Then they measured gene expression time series with RT-PCR for 16 and 21 time points under two experimental conditions, related to the carbon source: galactose ("switch on"), and glucose ("switch off"). The authors applied two established state-of-the-art methods from computational systems biology to reconstruct the known underlying network from these time series. One is based on ODEs: ordinary differential equations (TSNI), the other is based on conventional DBNs (Banjo); see Cantone et al. (2009) for details. Both methods are optimization-based and only output a single network. By comparison with the known network, the authors calculated the Table 3 Reconstructed interactions in the Drosophila melanogaster wing muscle development network that have been validated using the FLIGHT database (Sims et al. 2006) Fig. 14 True and reconstructed networks for a synthetic biology gene regulatory network in Saccharomyces cerevisiae (yeast). Top row: True network as described in Cantone et al. (2009) . 2nd row: Networks reconstructed using TSNI, a method based on ordinary differential equations (ODEs). 3rd row: Networks reconstructed using Banjo, a conventional DBN. Bottom row: Networks reconstructed using TVDBN-Bino-hard, applying a threshold of 0.75 on the marginal posterior probabilities of gene interactions to obtain an absence/presence value for each edge. All reconstructed networks were reconstructed from two gene expression time series obtained with RT-PCR in two experimental conditions, reflecting the switch in the carbon source from galactose ("switch on") to glucose ("switch off"). The dashed lines in the true network indicate protein-protein regulation. The dotted lines in the reconstructed networks indicate false positive gene interactions. The networks found by Banjo and TSNI are reproduced from Cantone et al. (2009) Fig. 15 Reconstruction of a gene regulatory network designed with synthetic biology in Saccharomyces cerevisiae. The network was reconstructed from two gene expression time series obtained with RT-PCR in two experimental conditions, reflecting the switch in the carbon source from galactose ("switch on") to glucose ("switch off"). The reconstruction accuracy of the methods proposed in Sect. 3 and Table 1 , where the legend is explained, is shown in terms of precision (vertical axis)-recall (horizontal axis) curves. Results were averaged over 10 independent MCMC simulations. For comparison, fixed precision/recall scores are shown for two state-of-the-art methods, as reported in Cantone et al. (2009) : Banjo, a conventional DBN, and TSNI, a method based on ordinary differential equations (ODEs) the "switch on" data. Cantone et al. (2009) showed that in general, the reconstruction accuracy on the "switch off" data is poorer than on the "switch on" data. This lends credence to our results, suggesting that the proposed Bayesian regularization and information sharing schemes substantially improve the gene network reconstruction accuracy on the poorer time series segment, at the cost of a slightly degraded performance on the stronger one. Overall, the effect of information sharing is a performance improvement, as shown by the average areas under the PR curves, averaged over both phases ("switch on and off"): TVDBN-0 = 0.68, TVDBN-Exp-hard = 0.74, TVDBN-Exp-soft = 0.74, TVDBN-Bino-hard = 0.76, TVDBN-Bino-soft = 0.75.
We complete our investigation of the yeast network by providing an analysis of the network reconstruction performance (in terms of average area under the PR curve) as the hyperparameters vary. This is analogous to the evaluation we performed in Sect. 5.1 on simulated data. The results are shown in Fig. 16 . As expected, higher values of the hyperparameter β, which correspond to stronger coupling, result in a better performance (Fig. 16(a) ). Figure 16(b) shows the effect of different values for κ in Eq. (37). There is no discernible trend, which suggests that the strength of the coupling scheme does not matter much for this application, and that when moving closer to the hard coupling scheme (higher κ while keeping the mean μ of the gamma distribution fixed), the network reconstruction performance does not change significantly. The results obtained with the binomial prior demonstrate that, for this application, encouraging agreement related to the presence of interactions is more important than agreement related to the absence of interactions (Fig. 16(c) ). Figure 16 (d) confirms that our sampled hyperparameters a and b are in the correct range for optimal network reconstruction.
Discussion
In the present paper we have addressed some of the challenges encountered in systems biology when attempting to reconstruct gene regulatory networks from gene expression time series. We have looked at the case where the network structure may change over time due to developmental or environmental causes. To deal with this situation, we have developed a non-homogeneous DBN, which has various advantages over existing schemes: it does not require the data to be discretized (as opposed to Hartemink 2009, 2010) ; it allows the network structure to change with time (as opposed to Husmeier 2009, 2011) ; it includes four different regularization schemes based on inter-time segment information sharing (as opposed to Lèbre 2007; Lèbre et al. 2010) ; and it allows all hyperparameters to be inferred from the data via a consistent Bayesian inference scheme (as opposed to Ahmed and Xing 2009) .
We note that the model of Hartemink (2009, 2010) is conceptually similar to our exponential information sharing prior with hard coupling described in Sect. 3.2. By including three alternative information sharing schemes, we have extended the model of Hartemink (2009, 2010) in two further respects:
(1) We allow for different penalties between edges and non-edges. The method in Hartemink (2009, 2010) simply penalizes the number of different edges, i.e. the Hamming distance, between two adjacent structures. This corresponds to the approach taken for the exponential prior in Sects. 3.2 and 3.3. The inclusion of an extra edge leads to the same penalty as the deletion of an existing edge. This might not always be appropriate. Removing a rate-limiting reaction step of a critical signalling pathway is a more substantial change than including some redundant bypass pathway. Our two models based on the binomial prior (Sects. 3.4 and 3.5) allow for that by introducing different prior penalties for the deviation between edges and for the deviation between non-edges. In Sect. 5.1 we have experimentally shown that an information sharing approach based on different penalties for edges and non-edges can outperform the simpler approach when the number of changes among segments is small, but non-zero. (2) We allow for different nodes of the network to have different penalty terms. The model in Hartemink (2009, 2010 ) has a single hyperparameter for penalizing differences between structures: λ s . This might not be appropriate if different subnetworks are conserved to a different degree. For instance, we would assume that molecular network substructures related to generic functionality, e.g. to maintain an essential baseline metabolism, are conserved to a greater extent than more peripheral pathways. By introducing node-dependent hyperparameters, the priors described in Sects. 3.3 and 3.5 generalize the approach in Hartemink (2009, 2010) by allowing different parts of the network to be conserved during the temporal process to a different extent.
A further difference to Hartemink (2009, 2010) merits some additional discussion. In our model, the changepoints are node-dependent. This gives us extra model flexibility, which is biologically motivated: on infection of an organism by a pathogen, genes involved in defence pathways are likely to be up-regulated, while others are not. Hence, it is plausible that different genes respond to changes in the environment differently, and this is directly incorporated in our model. In Robinson and Hartemink (2010) , node-specific changepoints can be obtained indirectly: the calculation of the sufficient statistics for computing the marginal likelihood depends on the intervals during which each parent set is active. The marginal likelihood is recomputed for epochs, where an epoch is the union of consecutive time intervals during which a node-dependent substructure does not change. Since these unions of sets can be different for different nodes, the model does allow different changepoint sets to be associated with different nodes. However, there is a considerable price to pay for that: a changepoint in Robinson and Hartemink (2010) is intrinsically associated with a structure change, whereas in our model, a changepoint can be related to either a structure or a parameter change, or both. This gives us extra model flexibility, which is important for systems biology: when adapting to environmental change, several molecular interactions in signalling pathways may be up-or down-regulated, rather than switched on or off altogether.
An evaluation on simulated data has demonstrated that the proposed Bayesian regularization and information sharing schemes lead to an improved performance over Lèbre (2007) and Lèbre et al. (2010) . We have carried out a comparative evaluation of four different information coupling schemes: a binomial versus an exponential prior, and hard versus soft information coupling. This comparison has revealed that the binomial prior allows for more consistent inference of the right level of information sharing, while the exponential prior tends to enforce overly-strong information sharing. The difference between hard and soft information coupling seems negligible in the scenarios we investigated. A detailed investigation of the hyperparameter inference has allowed us to improve the MCMC sampler for better convergence, and to explore the limitations of the exponential information sharing prior.
The application of our method to gene expression time series taken during the life cycle of Drosophila melanogaster has revealed better agreement with known morphogenic transitions than the methods of Hartemink (2009, 2010) and Ahmed and Xing (2009) , and we have been able to identify several gene and protein interactions that are known from the literature. In an application to data from a topical study in synthetic biology (Cantone et al. 2009 ), our methods have outperformed two established network reconstruction methods from computational systems biology, and information sharing has allowed us to reconstruct the true underlying gene network with higher overall precision and recall than would have been possible without it.
We have investigated the performance of our methods on datasets which arise from gene regulatory networks with temporal changes in the structure of the network. There are several special cases of this situation which merit further discussion. The simplest case occurs when the changes of the underlying process are limited to parameter changes, and the true structure of the network remains constant. We have shown in Sect. 5.1 that our methods can deal with this situation effectively thanks to information sharing among segments. A more complicated case could involve a reoccurring event that causes certain gene interactions to switch on or off, leading to repeated network structures. For example, in a circadian clock system such as Locke et al. (2006) , Pokhilko et al. (2010) , the absence of sunlight might deactivate the interaction between two genes in the network, causing its structure to change from A to B.
10 If gene expression levels are measured both during the day and at night for three days, then we will observe a sequence like ABABAB. While our methods can in principle represent repeated segments, the multiple changepoint process was not designed with this in mind. A better model for repeated segments might be a Hidden Markov Model (HMM), where each hidden state corresponds to a network structure, and transitions between states correspond to changes in the structure, in the same vein as applied to changing tree structures in phylogeny (Husmeier and McGuire 2003) . The disadvantage of using HMMs is that they impose a geometric distribution on the segment lengths, and in that respect our changepoint process is more flexible. To have the same flexibility with HMMs, model extensions along the lines of hierarchical HMMs or HMMs with weighting times could be pursued, as known from speech processing, but this would come at significantly increased computational costs. Hence, this approach only appears to make sense if there is strong prior indication that repetitions occur.
An interesting topic for future work is to investigate other functional forms of the information sharing mechanism. In our work, we have investigated four different models, based on an exponential versus binomial distribution, with or without gene-specific hyperparameters. It has recently come to our attention that Wang et al. (2011) have experimented with a different approach, which effectively combines our exponential prior with an additional factor that encourages network sparsity. Sparsity in our model is encouraged by the truncated Poisson prior of Eq. (4), as explained in the paragraph under Eq. (30). It would be interesting to explore the effect of the additional factor used in Eq. (7) of Wang et al. (2011) in the context of gene network reconstruction.
Reconstructing gene regulatory networks from transcriptional profiles remains a challenging problem, which a flurry of ongoing methodological developments in the computational systems biology community are trying to address. We believe that our paper adds a valuable contribution to this field, by presenting a consistent and flexible Bayesian model for the case where the network structures change over time.
