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Linearization around unstable travelling waves in excitable systems can be used to approximate
strength-extent curves in the problem of initiation of excitation waves for a family of spatially con-
fined perturbations to the rest state. This theory relies on the knowledge of the unstable travelling
wave solution as well as the leading left and right eigenfunctions of its linearization. We investigate
the asymptotics of these ingredients, and utility of the resulting approximations of the strength-
extent curves, in the slow-fast limit in two-component excitable systems of FitzHugh-Nagumo type,
and test those on four illustrative models. Of these, two are with degenerate dependence of the
fast kinetic on the slow variable, a feature which is motivated by a particular model found in the
literature. In both cases, the unstable travelling wave solution converges to a stationary “critical
nucleus” of the corresponding one-component fast subsystem. We observe that in the full system,
the asymptotics of the left and right eigenspaces are distinct. In particular, the slow component of
the left eigenfunction corresponding to the translational symmetry does not become negligible in
the asymptotic limit. This has a significant detrimental effect on the critical curve predictions. The
theory as formulated previously uses an heuristic to address a difficulty related to the translational
invariance. We describe two alternatives to that heuristic, which do not use the misbehaving eigen-
function component. These new heuristics show much better predictive properties, including in the
asymptotic limit, in all four examples.
I. INTRODUCTION
Excitable systems represent a distinct modeling legacy
in the context of biological systems, especially regarding
cardiac and neuronal cells. These models utilize the exis-
tence of a typically state-dependent threshold to distin-
guish between relaxation and transiently amplified dy-
namics. In classic FitzHugh-Nagumo type models this
threshold is explicitly the unstable branch of the fast
variable nullcline, volumes have been dedicated to in-
vestigations around the response of excitable models to
driving.
In the nomenclature of previous efforts [1], we focus
the formalism of a “stimulation by voltage”, which cor-
responds to an initial value problem for reaction diffusion
models of the form,
∂tu = D∂
2
xu + Γf(u), (1)
where u = [u1, u2], D = diag (1, 0), Γ = diag(1, γ).
When ∂xu¯ = 0 and f(u¯) = 0 uniquely, then u¯ is the
asymptotically stable rest-state. The time-scale separa-
tion of the dynamics of u1 and u2 is controlled by γ,
the ratio of relevant kinetic timescales. The limit γ → 0
designates the fast subsystem and the transition from
moving solutions (γ > 0, c 6= 0) to stationary solutions
(γ = 0, c = 0) of (1). In this work we concern ourselves
primarily with the transient dynamics in the vicinity of
the traveling wave solutions of these slow-fast systems.
Traveling wave solutions of (1) satisfy a nonlinear
eigenvalue problem posed on the real line x ∈ R,
0 = D∂2xu˜ + c˜∂xu˜ + f(u˜), (2)
for the wave solution u˜ and the associated wave speed c˜ 6=
0. Additionally, we require that the wave approach the
rest state asymptotically, u˜(x → ±∞) → u¯ so that the
solution is localized in space, and a homoclinic connection
to and from the rest state in the co-moving frame. The
simplest solutions to (2) are two single-pulse waves: a
faster, stable wave uˇ, and the slower, unstable wave uˆ,
with |cˆ| < |cˇ|. When speaking about general solutions
of (2), we shall refer to generic waves u˜ and associated
generic speeds c˜.
The linear stability of these waves is determined by the
eigenspectrum (σi,vi) of the operator L, the linearization
about (2),
L = D∂2x + c˜∂x + f ′(u˜), (3)
which is guaranteed to have a marginal eigenfunction,
Lv = 0v, where v = ∂xu˜. Further, for the unstable
asymptotic wave solution uˆ, the operator L must have
one unstable mode, Re(σ) > 0, whose shape describes the
fastest-growing mode in the co-moving frame. Similarly,
the inner-product over the domain,
〈w | Lv〉 =
∞∫
−∞
w†Lv dx,
defines the set of adjoint eigenfunctions wj with eigen-
values σj satisfying the biorthogonality condition (σj −
σi) 〈wj | vi〉 = (σj − σi)δij . Equivalently, we may con-
sider the right eigenfunctions of the adjoint linear oper-
ator, L†,
L†(u)w = D>∂2xw − c˜∂xw + [f ′(u˜)]>w,
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2where (·)> stands for transposed and (·)† for Hermitian
conjugate.
The transient dynamics in the vicinity of the unstable
solution uˆ is important phenomenologically for under-
standing the initiation of e.g., electrical waves in heart
tissue. Ref. [1] used the properties of the unstable wave
to predict the minimal perturbations to the rest state
which lead to the generation of new excitation waves, us-
ing a particular notion of ‘smallness’ for the constructed
perturbations which relies on assumptions about the be-
havior of the solution uˆ and its linearization in the limit
γ → 0. In this work, we investigate the limitations of
those assumptions, and test alternative methods for con-
structing those minimal perturbations. We find that in
several cases, the applicability of the existing theory to
traveling wave solutions of simple slow-fast models pre-
dicts at the very least sub-optimal or occasionally un-
realistically large minimal perturbations. We have in
mind three specific examples of the models: the classical
FitzHugh-Nagumo model in the original formulation [2]
(FHN), the two-variable Karma 1994 model [3] (Karma)
and two-variable reduction of the Fenton-Karma model
due to Mitchell and Schaeffer [4] (MS). To our surprise
we found that Karma model is different from the other
two in its asymptotics in γ, which has proved to be due
to a specific form of dependence of the fast kinetics f1
on the slow variable u2, namely via u2
M , with M > 1,
whereas in the resting state u¯2 = 0. To illustrate further
the specifics of such dependence, we have also considered
a variation of the FitzHugh-Nagumo model which also
has this feature, that is, f1 depends on u2
3; we shall call
it “FHN with cubic recovery”, or FHNCR for short.
The outline of this paper is as follows. First we re-
view the basics of sub- and super-threshold response for
classic excitable models of FitzHugh-Nagumo type, the
complication from embedding them in spatially extended
media, and how to distinguish sub- and super-threshold
excitations in space. Second, we review the essential in-
gredients of the linear theory of critical excitation, in the
context of the asymptotics in the slow-fast time scale sep-
aration between the activator and inhibitor subsystems.
We show that the approach applied to slow-fast systems
relies on misleading assumptions about the asymptotic
structure of the leading left and right eigenspaces and
particularly the form of the adjoint eigenfunctions. We
detail the computation of the slow wave solutions, their
eigenspectra, and the solution of transient trajectories by
direct numerical simulation. Third, we propose heuristics
based on minimization principles which do not rely on the
slow mode corresponding to translational symmetry, and
which outperform the previously suggested skew-product
motivated heuristic. Finally we reinforce this conclusion
with numerical examples using several slow-fast systems,
and use these results to infer properties of the leading
eigenspace and the effect of degenerate nonlinearities on
observing other nearby saddle solutions.
II. THEORY
Given an initial condition u(0, x) = u¯ + h¯(x;xs, Us)
parameterized by the properties (xs, Us) of the pertur-
bation to the rest state for which configurations will the
initial conditions eventually recruit the entire domain –
excite the medium – and for which configurations will
it return directly to the rest state. In the language of
coherent structures, this corresponds to identifying the
boundary of the basin of attraction isolating the stable
wave solution from the uniform rest state, and project-
ing this infinite-dimensional manifold down to the shape-
modifying parameter space of (xs, Us). Throughout this
work we shall use a parameterized perturbation to the
rest state,
h¯(x;xs, Us) = UsX¯(x;xs),
X¯(x;xs) = e1X¯ (x;xs),
X¯ (x;xs) = H(xs/2− x)H(x+ xs/2),
(4)
where e1 =
[
1, 0
]>
and H(x) is the Heaviside
distribution, so that
∥∥h¯(x;xs, Us)∥∥∞ ≡ Us and∥∥h¯(x;xs, Us)∥∥1 ≡ xsUs.
A. Linear theory of critical excitations
Here we present a brief motivation for the linear theory
of critical excitations, and recount the assumptions of the
method. Given the initial state u(0, x) = uˆ(x) + hˆ(x),
where hˆ(x) is understood to be perturbatively small,
then the dynamics of the state subject to (1) can be
understood through the linearization about uˆ(ξ), with
ξ = x − cˆt − s the co-moving frame coordinate. Ex-
pressing the linearized dynamics in terms of the spectral
expansion,
L =
∞∑
k=1
|vk〉σk〈wk |,
u˜(t, ξ) = uˆ(ξ) +
∞∑
k=1
ak(t)vk(ξ),
and recalling that Re(σ1) > 0, then we can consider the
requirement that the sole unstable mode is not excited
due to the perturbation,
0 = a1(t) = exp(σ1t)
〈
w1
∣∣∣ hˆ(ξ)〉 , (5)
where we identify the modal amplitudes of the lineariza-
tion, ai(0) =
〈
wi
∣∣∣ hˆ(ξ)〉. At time t = 0, we express the
initial perturbation hˆ to the critical solution uˆ in terms
of a perturbation h¯ to the rest state u¯ so that ξ+ s = x,
hˆ(ξ + s;xs, Us) = h¯(ξ + s;xs, Us) + u¯− uˆ(ξ),
3where the invariance of the rest state with respect to
translational symmetry manifests as a freedom in the ori-
gin of the rest-state perturbation, the shift parameter s.
The freedom in choosing this origin must be dealt with
and the simplest functional method relies on computing
the root of a scalar function, whose form is heuristically
determined based on assumptions about the asymptotic
structure of the eigenfunctions. The combined system is,
N0 = Us
〈
K0(ξ)
∣∣ X¯(ξ + s;xs)〉 ,
N` = Us
〈
K`(ξ)
∣∣ X¯(ξ + s;xs)〉 , (6)
to be solved for Us and s as a self-consistent system, for
each chosen xs, with functional K` constructed heuristi-
cally for ` = 1, 2, 3, in the next section.
B. Shift selection
Here we describe three heuristic arguments which lead
to different forms of K`, resulting in three different values
of the shift s, and ultimately three different predictions
for the critical amplitude, Us, per chosen extent of the
perturbation xs.
The first heuristic seeks to minimize the amplitude
Us chosen across all the possible choices of the shift, s.
Defining X¯(ξ;xs) according to (4), so that X¯(ξ;xs) is
normalized in the L∞-norm, rearranging (6) for the am-
plitude of the perturbation,
Us = 〈w1(ξ) | uˆ(ξ)− u¯〉
/ 〈
w1(ξ)
∣∣ X¯(ξ + s;xs)〉 , (7)
leads to the maximization of the denominator (as the nu-
merator is independent of s), and the resulting condition,
∂s
〈
w1(ξ)
∣∣ X¯(ξ + s;xs)〉 = 0,
with ∂2s
〈
w1(ξ)
∣∣ X¯(ξ + s;xs)〉 < 0. Computing the
derivative of this function with respect to s can be sim-
plified using the definition of the inner product, which
yields 〈
w1
′(ξ)
∣∣ X¯(ξ + s;xs)〉 = 0,
so that we must find only the roots of a simple scalar
equation, which when combined with (6) creates an ap-
propriate solvability condition for Us.
The second heuristic assumes that the limiting feature
of the linear theory is the magnitude of the perturbation
to the critical wave, hˆ(ξ + s;xs, Us), and a minimization
of the perturbation norm in the L2 sense, with respect to
the shift, ensures the dynamics are appropriately linear
and chooses the appropriate origin s. Expressing the
perturbation to the wave in terms of the perturbation
to the rest state and minimizing with respect to s,
0 = ∂s
∞∫
−∞
(
hˆ(ξ + s;xs, Us)
)2
dx
subject to ∂2s 〈. . . 〉 > 0, ultimately leads to the condition
0 =
〈
v2(ξ)
∣∣ h¯(ξ + s;xs, Us) + u¯− uˆ(ξ)〉 .
This reaffirms the importance of the Goldstone mode,
and as with heuristic 1, the condition is combined with
(6) to create an appropriate solvability condition for Us.
The third heuristic requires that a2(0) = 0,
a2(0) =
〈
w2(ξ)
∣∣ h¯(ξ + s;xs, Us) + u¯− uˆ(ξ)〉 ,
following the same formulation as (5), and is equivalent
to the form used in Ref. [1]. As with heuristic 2, the con-
dition is then combined with (6) to create an appropriate
solvability condition for Us.
The values of Kl(ξ) and Nl are summarized,
K0(ξ) = w1(ξ), N0 = 〈w1(ξ) | uˆ(ξ)− u¯〉 ,
K1(ξ) = w1
′(ξ), N1 = 0,
K2(ξ) = v2(ξ), N2 = 〈v2(ξ) | uˆ(ξ)− u¯〉 ,
K3(ξ) = w2(ξ), N3 = 〈w2(ξ) | uˆ(ξ)− u¯〉 .
Returning to (6), the solvability condition for Us is given
by 〈
Φ`(ξ)
∣∣ X¯(ξ + s)〉 = 0 (8)
where
Φ`(ξ) = N0K`(ξ)−N`K0(ξ), (9)
which determines the value of the shift s for a given choice
of `. We shall refer to the functions Φ` as “shift selec-
tors”. The determination of s defines the solution of
(6) for Us. Note that according to (8), scaling Φ` by a
nonzero constant factor, or even a factor that is a func-
tion which is finite and nonzero everywhere, does not
change the answer. In the subsequent we shall silently
use this property to simplify the expressions where con-
venient.
Here we list the explicit forms of the shift selectors
dropping dependence on ξ,
〈Φ1 | = 〈w1 | uˆ− u¯〉 〈w1′ | ∝ 〈w1′ |,
〈Φ2 | = 〈w1 | uˆ− u¯〉 〈v2 | − 〈v2 | uˆ− u¯〉 〈w1 |,
〈Φ3 | = 〈w1 | uˆ− u¯〉 〈w2 | − 〈w2 | uˆ− u¯〉 〈w1 |.
(10)
In the following we will use each heuristic-based shift
selectors to predict the critical excitation curve for several
slow-fast models.
Note that since v2 = ∂xuˆ, the components required for
computing these shift selectors, in addition to the critical
pulse solution uˆ, are w1 and w2. Also, the stucture of
(10) means that v2 and w1,2 are required up to a nonzero
constant scaling factor.
C. Asymptotic structure for the generic case
The construction of the shift selectors Φ` requires
knowledge of the eigenfunctions, specifically v2, w1 and
4w2, and in view of importance of the small parameter γ
in many applications of the FHN system, here we look at
the the limit of small , defined as 2 = γ. When  = 0,
we have u2(x, t) ≡ u¯2, the “voltage component” of the
critical solution is the stationary “critical nucleus”, with
cˆ = 0 and uˆ1(ξ) = φ(ξ), such that
φ′′ + f1(φ, u¯2) = 0,
and the unstable mode χ(ξ) of the corresponding one-
component linearized problem defined by
χ′′ + f11(φ(ξ), u¯2)χ = σ1χ, σ1 > 0.
Note for the future that both φ(ξ) and χ(ξ) can be chosen
as even functions. A naive expectation would be that for
 → 0, we should have lim cˆ = 0, lim uˆ(ξ) = [φ(ξ), u¯2]>,
lim v1(ξ) = lim w1(ξ) =
[
χ(ξ), 0
]>
, and lim v2(ξ) =
lim w2(ξ) =
[
φ′(ξ), 0
]>
. These in fact were the underly-
ing assumptions in [1]. In this section, we will investigate
the small- regime perturbatively to test these assump-
tions.
We look for the nonlinear wave solution as an expan-
sion in ,
uˆ(ξ, ) =
[
u
(0)
1 (ξ)
u¯2
]
+ 
[
u
(1)
1 (ξ)
u
(1)
2 (ξ)
]
+O(2) ,
with the wave speed cˆ = 0 + cˆ(1) + O(2), and ξ =
x− cˆt. Substituting into the traveling wave equation (2)
and expanding in , we have in O(0),
u
(0)
1
′′ + f1(u
(0)
1 , u¯2) = 0, (11)
u2 = u¯2, (12)
so we have u
(0)
1 = φ and the naive assumption is true. In
O(1),
u
(1)
1
′′ + cˆ(1)u(0)1
′ + f11(ξ)u
(1)
1 + f12(ξ)u
(1)
2 = 0, (13)
cˆ(1)u
(1)
2
′ + f2(u
(0)
1 , u¯2) = 0, (14)
where fij(ξ) ≡ ∂fi/∂uj evaluated at u = uˆ(ξ, 0) =(
u
(0)
1 (ξ), u¯2
)>
. The O(1) corrections cˆ(1), u(1)1 , u(1)2
can be obtained from here in quadratures, provided that
f12 6≡ 0. We will not need the explicit expressions here,
and return to these details when considering the degen-
erate case, characterized by f12 ≡ 0.
The linearization in the comoving frame (3) is similarly
expanded, L = L0 + L1 +O
(
2
)
, with
L0 =
[
∂ξ
2 + f11(ξ) f12(ξ)
0 0
]
,
L1 =
[
cˆ(1)∂ξ + f111u
(1)
1 + f112u
(1)
2 f121u
(1)
1 + f122u
(1)
2
0 cˆ(1)∂ξ
]
,
where fijk = fijk(ξ) = ∂
2fi/∂uj∂uk evaluated at u =
uˆ(ξ, 0) =
(
u
(0)
1 (ξ), u¯2
)>
, with the adjoint L† defined by
the inner product 〈w | Lv〉 = 〈L†w ∣∣ v〉. The eigenfunc-
tions of the operators L,L† are also expanded for small ,
vi = v
(0)
i +v
(1)
i +O
(
2
)
and wj = w
(0)
j +w
(1)
j +O
(
2
)
.
The eigenfunctions satisfy L0vi − σivi = O
(
1
)
and
L0†wj − σjwj = O
(
1
)
. In the leading order, this gives
by components
v
(0)
i,1
′′ + f11(ξ)v
(0)
i,1 = σ
(0)
i v
(0)
i,1 + f12(ξ)v
(0)
i,2 ,
0 = σ
(0)
i v
(0)
i,2 ,
w
(0)
i,1
′′ + f11(ξ)w
(0)
i,1 = σ
(0)
i w
(0)
i,1 ,
f12(ξ)w
(0)
i,1 = σ
(0)
i w
(0)
i,2 ,
where vi =
[
v
(0)
i,1 , v
(0)
i,2
]>
, and wi =
[
w
(0)
i,1 , w
(0)
i,2
]>
.
For i = 1, σ
(0)
1 = σ
(0)
1 > 0, we have
v
(0)
1,1
′′ + f11(ξ)v
(0)
1,1 = σ
(0)
1 v
(0)
1,1,
v
(0)
1,2 = 0,
w
(0)
1,1 = v
(0)
1,1,
w
(0)
1,2 = f12(ξ)w
(0)
1,1/σ
(0)
1 .
So we have v
(0)
1,1 = w
(0)
1,1 = χ is the ignition mode of the
critical nucleus solution ( = 0); v
(0)
1,2 = 0; and generically
w
(0)
1,2 6= 0, hence the naive assumption holds for v1 but
not w1. Note that we can similarly argue that v
(0)
i,2 = 0
for all i whenever σ
(0)
i 6= 0.
For i = 2, σi = 0, the leading order equations are de-
generate and insufficient for finding the eigenfunctions.
The right eigenfunction is known from symmetry consid-
eration, in particular
v
(0)
2,1 = u
(0)
1
′,
v
(0)
2,2 = 0,
v
(1)
2,1 = u
(1)
1
′,
v
(1)
2,2 = u
(1)
2
′,
whereas the leading order for the left eigenfunction gives
w
(0)
2,1 = 0,
w
(0)
2,2 = w
(0)
2,2(ξ),
where the last (trivial) equation for w
(0)
2,2 is understood
to mean that any function satisfies the asymptotic eigen-
problem at this stage, so long as f12(ξ) 6= 0. So again
the naive assumption holds for v2 but not w2.
For the sake of comparing the asymptotics with the
numerics, we would like to know the asymptotic order
5of v1,2. The first-order correction v
(1)
1 , using standard
perturbation theory, is obtained as a linear combination
of v
(0)
j for all j 6= 1. We have seen that inasmuch as
σ
(0)
i 6= 0 for all i 6= 2, we have v(0)i,2 = 0, and besides,
v
(0)
2,2 = 0 from symmetry considerations, hence we con-
clude that v
(1)
1,2 = 0.
Finally, the O(1) order for w2 gives
w
(1)
2,1
′′ + f11w
(1)
2,1 = 0,
f12w
(1)
2,1 = cˆ
(1)w
(0)
2,2
′.
Assuming w
(0)
2,2(−∞) = 0, we find, up to a normalization
constant,
w
(1)
2,1(ξ) = φ
′(ξ),
w
(0)
2,2(ξ) =
1
cˆ(1)
∫ ξ
−∞
f12(ξ
′)φ′(ξ′) dξ′.
To summarize, the expected scaling of the key ingre-
dients of the theory in the limit of → 0 is:
cˆ = O() ,
u1 − u¯1 = O(1) , u2 − u¯2 = O() ,
v1,1 = O(1) , v1,2 = o() ,
v2,1 = O(1) , v2,2 = O() ,
w1,1 = O(1) , w1,2 = O(1) ,
w2,1 = O() , w2,2 = O(1) .
The behaviour of these ingredients for the FitzHugh-
Nagumo system obtained numerically is illustrated below
in fig. 2, where we have used the empirically established
scaling v1,2 = O
(
2
)
.
Taking into the account the structure of the initial per-
turbation given by (4), of practical importance are the
“voltage” components of the shift selectors, Φ`,1 Using
the definitions (10), we find
Φ1,1(ξ) = χ
′(ξ) +O() ,
Φ2,1(ξ) = φ
′(ξ) +O() ,
and
Φ3,1(ξ) = Aχ(ξ) +Bφ
′(ξ) +O() ,
where A and B are some constants; for reference,
A = − 1
cˆ(1)
∫∫
ξ′≤ξ
f12(ξ
′)φ′(ξ′)u(1)2 (ξ) dξ
′ dξ,
B =
∞∫
−∞
χ(ξ) (φ(ξ)− u¯1) dξ.
Observe that since φ(ξ) and χ(ξ) are even functions, we
have that Φ1,1(ξ) and Φ2,1(ξ) are odd in the limit → 0,
which guarantees the availability of the choice s = 0 for
these selectors, as would be expected. At the same time,
since A and B are typically both nonzero, lim→0 Φ3,1(ξ)
is not odd, and the choice s = 0 is not available in this
case. Though the limit 0 6= lim→0 s exists for Φ3,1(ξ).
D. Asymptotic structure for the degenerate case
In the case of the Karma model and also for the cu-
bic recovery variant of the FitzHugh-Nagumo model, the
standard asymptotics described above do not work. More
precisely, it fails for any model in which f12(u1, u2) ≡ 0.
To see why, let us consider in more detail the O(1) cor-
rections cˆ(1), u
(1)
2 , and u
(1)
1 . From (14) and the asymp-
totic boundary condition u2(ξ → +∞) → 0 it follows
that
u2(ξ) = − 1
cˆ(1)
Vˆ1(ξ), (15)
where Vˆ1(ξ) =
∫∞
ξ
f2(u
(0)
1 (ξ
′), u¯2) dξ′. This gives the
leading order O(1) of the slow component of the critical
pulse. The value of cˆ(1) can be obtained if we multiply
(13) by u
(0)
1 and integrate,
cˆ(1) =
− ∫ +∞−∞ f12(u(0)1 , u¯2)Vˆ1u(0)1 dξ∫ +∞
−∞
(
u
(0)
1
)2
dξ

1/2
, (16)
by exploiting (11) and the boundary conditions
u
(0)
1
′(±∞) = u(1)1 ′(±∞) = f1(u(0)1 (±∞)) = 0.
In the degenerate case, f12(u1, u2) ≡ 0, and according
to (16) we have cˆ(1) = 0, and consequently no answer for
u
(1)
2
′
which has cˆ(1) in the denominator in (15). Therefore
the asymptotics are to be determined separately, taking
into account the specific dependence of f1 on u2. We con-
sider the dependence of the form f1(u1, u2) = ϕ(u1, ω),
where ω(u2) = u2
q and q > 0, so the the problem for the
critical pulse is
u1
′′ + cˆu1′ + ϕ (u1, u2q) = 0, (17)
cˆu2
′ + γf2(u1, u2) = 0, (18)
and postulate u1 = u
(0)
1 + γ
ν1u
(1)
1 , u2 = u2
(0) + γν2u
(1)
2 ,
and cˆ = γνc cˆ(1) to leading order. Substitution into
the traveling wave equations yields the expected equa-
tion (11) for the critical nucleus solution, while the sec-
ond equation relates two terms which must match to lead-
ing order in γ,
γνc+ν2 cˆ(1)u
(1)
2 + γf2(u
(0)
1 , u¯2) = 0,
from which we conclude that νc + ν2 = 1.
6Considering the next-to-leading order in γ from (17)
we have
γν1u1
(1)′′ + γνc cˆ
(1)
1 u1
(0)′+
γν1ϕ1(u
(0)
1 , u¯2)u
(1)
1 + γ
qν2ϕ2(u
(0)
1 , u¯2)u
(1)
2
q
+ h.o.t. = 0,
for which the balance to leading order in γ is achieved
for ν1 = νc = qν2. Combined with the previous results
for ν2 and νc, this gives
ν1 = νc =
q
q + 1
, ν2 =
1
q + 1
. (19)
Introducing  = γ1/(q+1), we summarise that the nonlin-
ear solution scales as
u1 = u
(0)
1 + 
qu
(1)
1 + h.o.t,
u2 = u¯2 + u
(1)
2 + h.o.t,
cˆ = q cˆ(1) + h.o.t.
While we recover ν1 = ν2 = νc = 1/2 in the classical case
(q = 1), we have more exotic scaling for different values
of q.
We now determine the scaling of the solutions of the
linearised problems, focussing on q > 1. The leading
terms of the linearization operator in the comoving frame
are
L ≈
[
1 0
0 0
]
∂ξ
2 + q cˆ(1)
[
1 0
0 1
]
∂ξ +
[
f11 quˆ2
q−1ϕω
q+1f21 
q+1f22
]
,
and of its adjoint
L† ≈
[
1 0
0 0
]
∂ξ
2− q cˆ(1)
[
1 0
0 1
]
∂ξ +
[
f11 
q+1f21
quˆ2
q−1ϕω q+1f22
]
,
where the derivatives of the kinetic terms, including ϕω ≡
∂ϕ/∂ω, are understood to be evaluated at the critical
solution.
For the leading order for the first eigenpair we have
σ1 = σ
(0)
1 + h.o.t., σ
(0)
1 = O(1) ,
v1 =
[
v1,1
v1,2
]
= v
(0)
1 + h.o.t.,
v1,1 = v
(0)
1,1 + h.o.t., v
(0)
1,1 = O(1) ,
the latter being down to our arbitrary choice of normal-
ization. In the leading order, the equation for the first
component decouples from the second equation,
v
(0)
1,1
′′ + f11v
(0)
1,1 = σ
(0)
1 v
(0)
1,1 +O(q) +O
(
q−1v(0)1,2
)
.
Hence, assuming v
(0)
1,2 = O(), we expect that
v1,1 = v
(0)
1,1 +O(q) , σ1 = σ(0)1 +O(q) .
The second component is then to be obtained from the
second equation, with the first component and the eigen-
value considered as given:
q cˆ(1)v1,2
′ + q+1f21v
(0)
1,1 + 
q+1f22v
(0)
1,2 = σ1v1,2.
Note that the v1,2-dependent terms on the left-hand
side are asymptotically smaller than the right-hand side,
hence the balance is achieved via
σ1v1,2 = 
q+1f21v
(0)
1,1 + h.o.t.,
so that the leading order contribution of v1,2 is
v1,2 = O
(
q+1
)
,
making self-constent our earlier assumption that v1,2
does not exceed O(). Curiously, we observe that the
leading term in v1,2 = O
(
q+1
)
is smaller than the first-
order correction in v1,1, which is O(q).
The second eigenpair is different in that we know σ2 =
0 exactly and v2 = u
′ due to translational symmetry.
Otherwise we proceed as before,
v2 =
[
v2,1
v2,2
]
= v
(0)
2 + h.o.t.,
v2,1 = v
(0)
2,1 + h.o.t., v
(0)
2,1 = O(1) ,
and the equation for the first component gives
v
(0)
2,1
′′ + f11v
(0)
2,1 = O(q)
so we expect
v2,1 = v
(0)
2,1 +O(q) ,
in accordance with the leading asymptotic expansion of
u1. Then the second equation gives
q cˆ(1)v2,2
′ + q+1f21v
(0)
2,1 + 
q+1f22v2,2 = h.o.t.
Comparison of the first and second term here shows that
v2,2 is of a higher asymptotic order than v2,1. We there-
fore can neglect the third term in comparison with the
second, which leads to
v2,2 = − 
cˆ(1)
∫
f21v
(0)
2,1 dξ + h.o.t.,
such that v2,2 = O(), echoing the asymptotic expansion
of u2.
For the first left eigenfunction, we have
w1,1
′′ + f11w1,1 = σ1w1,1 + h.o.t.
qq−1u(1)2
q−1ϕωw1,1 = σ1w1,2 + h.o.t.
Hence we can take w
(0)
1,1 = v
(0)
1,1 = O(1), and then
w1,2 = σ1
−1qq−1u(1)2
q−1ϕωw1,1 = O
(
q−1
)
.
Finally, for the second left eigenfunction, we have
w2,1
′′ + f11w2,1 = 0 + h.o.t.
− q cˆ(1)w2,2′ + qq−1u(1)2 q−1ϕωw2,1 = 0 + h.o.t.,
7and therefore
w
(0)
2,1 = v
(0)
2,1 = O(1)
w2,2 = 
−1(q/cˆ(1))
∫
u
(1)
2
q−1ϕωw2,1 dξ + h.o.t. = O
(
−1
)
.
To summarise, the eigenfunction components scale as
v1,1 = O(1) , v1,2 = O
(
q+1
)
,
v2,1 = O(1) , v2,2 = O() ,
w1,1 = O(1) , w1,2 = O
(
q−1
)
,
w2,1 = O(1) , w2,2 = O
(
−1
)
.
Note that the generic case asymptotics are recovered by
setting q = 1 and correspondingly  = γ1/2, including
the scaling of v1,2 which in the generic case was not es-
tablished conclusively.
III. METHODS
Throughout the remainder of this paper we shall deal
with two-variable systems of partial differential equations
of the form given in (1), distinguished by the details of the
functional form of f . The essential ingredients of the lin-
ear theory for predicting the critical excitation strength-
extent relationship remain the same across these models,
however, and our methods for computing these are like-
wise similar. We begin by writing the system of partial
differential equations in the frame moving with speed c
yields a system of three ordinary differential equations,
u1
′ = u3,
u2
′ = c−1γf2(u1, u2),
u3
′ = (−cu3 + f1(u1, u2, u1′) + J),
(20)
whose unique equilibrium is given by [u¯, 0]. Continuing
the rest state for increasing current forcing J connects
to a Hopf bifurcation, from which a family of periodic
orbits emanate. Continuing this family of periodic or-
bits to large periods with c 6= 0 followed by decreas-
ing current forcing yields an unforced periodic orbit of
the autonomous system, (20), equivalently a traveling
wave solution of (1) with periodic boundary conditions
on a domain x ∈ [0, L). To compute asymptotic travel-
ing wave solutions of (1) we continue the unforced pe-
riodic orbit in the (L, c)-plane. The asymptotic solu-
tions correspond to large domain sizes, for which c be-
comes constant: limL→+∞ c′(L) = 0. In this asymptotic
regime, limL→+∞ c(L) is multi-valued, and the lowest of
the speeds, c = cˆ, designates the critical solution, (uˆ, cˆ).
In the large-L limit the periodic solution approximates
the homoclinic originating from the rest state, and as
a practical matter this limit is numerically inaccessible,
particularly for small γ. In this context, we will approx-
imate the homoclinic solution with projection boundary
conditions [5], which permits aperiodic solutions by en-
forcing orthogonality to the stable/unstable eigenspaces
of the rest state at the boundaries of the domain.
The periodic critical solution is computed on an adap-
tive collocation grid using Auto [6], at large γ and in-
terpolated onto a Chebyshev grid of size M × DA rep-
resenting M Chebyshev modes and a dealiasing factor
DA ≥ 1. A nonlinear boundary value problem is con-
structed which corresponds to equations (20) and pro-
jection boundary conditions. The projection boundary
conditions require the eigenvectors of the Jacobian eval-
uated at the rest state. The Jacobian of the ODE system
is given by
J =
 0 0 1−γf2,1/cˆ −γf2,2/cˆ 0
−f1,1 −f1,2 −cˆ
 (21)
with unstable and stable subspaces spanned by the
right eigenvectors satisfying
[
Eu, Es
]
diag (Λu,Λs) =
J [Eu, Es]. We require that the unstable pulse trav-
els to the right (cˆ > 0) and thus that the perturbation
from the rest state on the right hand side be orthogonal
to the stable subspace (guaranteeing excitation dynam-
ics), while the perturbation from the rest state on the left
hand side be orthogonal to the unstable subspace (guar-
anteeing a relaxation to the rest state). The projectors
of Eu and Es are the corresponding left eigenvectors of
J , so that [Pu, Ps]> = [Eu, Es]−1, and the boundary
conditions are
Pu
> [uˆ(0)− u¯, u1′(0)] = 0,
Ps
> [uˆ(L)− u¯, u1′(L)] = 0,
where Pu gives one condition at the left boundary (x =
0) and Ps gives two conditions at the right boundary
(x = L). The boundary value problem is solved using
the Newton solver in the open-source Dedalus frame-
work [7] until the update is smaller than the tolerance of
TOL = 5× 10−13 in L∞-norm.
The linearization utilizes the boundary value problem
solution within the forcing terms, and is likewise dis-
cretized using M ×DA grid points M Chebyshev modes
and a dealiasing factor of DA ≥ 1. The projection bound-
ary conditions for the linearization follow the same logic
as presented for the nonlinear boundary value problem.
The eigenproblem is solved by calling the sparse eigen-
solver package Arpack through scipy.linalg.eigs,
with up to 4096 iterations retaining 64 Lanczos basis vec-
tors to resolve the leading eigenmodes (significantly fewer
than M). Note that the adjoint linearization equations
and adjoint boundary conditions are distinct from the
forward linearization equations and boundary conditions;
in particular, while the forward linearization maintains
one boundary condition at the left boundary and two
conditions at the right boundary, the adjoint lineariza-
tion problem applies two conditions at the left boundary
and one condition at the right boundary. The Jacobian
8for the forward eigenproblem is the same as the nonlinear
problem Jacobian, (21), and thus uses the same bound-
ary conditions applied to the first-order form of vi. The
Jacobian for the adjoint eigenproblem is given by
J † =
 0 0 1f1,2/cˆ γf2,2/cˆ 0
−f1,1 −γf2,1 cˆ
 ,
such that J † [Eu†, Es†] = [Eu†, Es†] diag (Λu,Λs), and[
Pu
†, Ps†
]>
=
[
Eu
†, Es†
]−1
, and the corresponding
boundary conditions are
Pu
†> [w(0), w′1(0)] = 0,
Ps
†> [w(L), w′1(L)] = 0.
Since the forward and adjoint linearized eigenprob-
lems are formulated independently, the eigenvalues (σj)
resulting from the calculation of the left eigenfunctions
(wj) and the eigenvalues (σi) resulting from the calcu-
lation of the right eigenfunctions (vi) are compared and
matched pairwise, and the left and right sets of eigenfunc-
tions are used to verify the biorthogonality conditions,
(σj − σi) 〈wj | vi〉 = 0.
The prediction of the critical curve is conveniently done
using the Fourier transform, so the solutions are sampled
on a uniform grid of sufficiently large size N , for the non-
linear as well as the linear problems. It begins by forming
the shift selector Φ`, explicitly computing the inner prod-
ucts and appropriate sums using the normalized eigen-
functions, such that 〈wj | vi〉 = δij . To determine the
shift value for a prescribed perturbation shape, X¯(x), two
cross-correlation integrals are computed. First, the per-
turbation is cross-correlated with Φ`(x) using the prod-
uct of the Fourier transforms,
µ`(s) =
∞∫
−∞
Φ`(ξ)
>X¯(ξ + s) dξ =
√
2piF−1
[
Φˆ`
†(q) ˆ¯X(q)
]
where Φˆ`(ξ)(q) = F [Φ`(ξ)], ˆ¯X(q) = F
[
X¯(ξ)
]
, and the
Fourier transform and its inverse are defined as
fˆ(q) = F [f(ξ)] = 1√
2pi
∞∫
−∞
f(ξ) e−iqξ dξ,
f(ξ) = F−1
[
fˆ(q)
]
=
1√
2pi
∞∫
−∞
fˆ(q) eiqξ dq.
The roots of µ` are computed by checking for sequen-
tial differences in the sign of the elements of µ`, and re-
fined using a Newton method applied to a locally adapted
spline interpolant of µ`. The linear prediction for the
critical strength as a function of the shift (7) is also com-
puted using cross-correlation via Fourier transform,
Us(s) = 〈w1(ξ) | uˆ(ξ)− u¯〉 /D(s),
where
D(s) =
√
2piF−1
[
wˆ1
†(q) ˆ¯X(q)
]
,
and selecting the global minimum of |Us(s)| > 0 for re-
finement by applying a scalar Newton method to a func-
tion which computes µ`(s) = 0 to sub-grid accuracy by a
cubic interpolant. The root of µ`(s) determines the posi-
tion of the perturbation at time t = 0, X¯(ξ + s) = X¯(x),
where ξ = x− cˆt− s.
The linear theory prediction is compared to direct nu-
merical simulations (DNS), using initial conditions cor-
responding to the perturbation shape, u(0, x) = u¯ +
UsX¯(x). The problem is solved on the domain x ∈ [0, l]
where the domain size is no larger than half the asymp-
totic domain size l ≤ L/2, and over a time interval t ∈
[0, T ] where T is comparable to cˇ/l where cˇ is the speed
of the fastest isolated asymptotic wave. The problem is
discretized in space using a Chebyshev spectral method
using M modes, and time-stepped using a third-order
implicit-explicit method (RK443 [8]), as implemented in
the numerical package Dedalus [7]. The boundary con-
ditions are chosen as ∂xu1(t, 0) = ∂xu1(t, l) = 0, and
enforced using the Chebyshev-tau method [9].
For an initial condition parameterized by Us, a wave
may ignite and recruit the entirety of the tissue (Us >
Usc), or it may immediately decay and approach the rest
state (Us < Usc). To numerically distinguish between
these events it is necessary to track the state as it evolves
over time, and in particular for the tracking to unambigu-
ously characterize these outcomes. To this end we define
a distance function,
ψ(t) ≡
∞∫
−∞
∣∣e1>(u(t, x)− u¯)∣∣ dx
−
∞∫
−∞
∣∣e1>(u(0, x)− u¯)∣∣ dx,
which compares the amplitude of the initial condition
in the voltage channel to the amplitude of the state in
the voltage channel at all later times. Considering only
the final value ψ(T ) gives an effective scalar function,
f : R → R, and for sufficiently smooth flows f is con-
tinuous. For initial conditions set to the critical wave
solution, u(0, x) = uˆ(x), it is clear that ψ(t) = 0, as
it is indeed for all initial conditions which are equilibria
of the underlying partial differential equations (1). For
generic initial conditions parameterized by Us, and con-
sidering an interval Us ∈ [Us, Us] where f(Us) < 0 and
f(Us) > 0, we can compute the roots of f using a it-
erative bisection procedure. Additionally parameterizing
the perturbation to the rest state by the width, xs, then
for each sampled width xs the range of Us is determined,
and the bisecting procedure is applied to determine the
pair (xs, Usc) which defines the critical perturbation.
9IV. RESULTS
Throughout this section we compare DNS results to
the predictions computed using the linear theory, and pay
particular attention to the variation in the critical am-
plitude predictions for different choices of shift-selecting
heuristics, as well as the adequacy of the predictions as
we approach the singular limit of these slow-fast systems
parametrically. We also compare the critical amplitude
to the unstable root of the kinetics, f1(u1, u¯2) = 0, which
is the asymptotic threshold for the double limit γ → 0,
xs →∞ for the class of perturbation shapes used in this
work. We perform these comparisons for a small but rep-
resentative set of nonlinear excitation models with two
variables, with temporal and structural differences but
falling under the slow-fast paradigm.
A. FitzHugh-Nagumo
FitzHugh-Nagumo is a prototypical model of excita-
tion following the asymptotic reduction of the Hodgkin-
Huxley model equations for the giant squid axon [2]. The
FitzHugh-Nagumo kinetics for f are given below,
f1 = u1(1− u1)(u1 − β)− u2, (22)
f2 = αu1 − u2,
with fixed α = 0.37, β = 0.131655. The speed ratio
varied in the interval 10−10 ≤ γ ≤ 10−2. The precise
choice of β is such that it equals to its critical value βc =
γc+2
√
αγc, which corresponds to the transition between
stable node and stable focus in the local kinetics, for
γ = γc = 10
−2.
The first step is to compute the unstable wave solution,
uˆ(x), and then its linear eigenspectrum. We repeat these
calculations for varied γ, from critical γ = γc down to
very small value to test the singular limit. Note that the
singular limit of traveling waves in the classical FitzHugh-
Nagumo system is well-studied [10–13].
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FIG. 1. Propagating waves in the FHN model (22). (a) Phase
plane of the point system with the null-clines and trajectories
corresponding to the stable and unstable pulses, for γ = 10−3.
(b) Speed of the critical (slow) pulse as function of γ, together
with the theoretical asymptotic.
The scaling results of the previous section apply di-
rectly to this model, and thus serve as a method of veri-
fying the numerical results under variations in the modal
expansion length M , domain length L, and the appli-
cation of projection boundary conditions, across several
decades in γ. In particular, we find the expected asymp-
totic scaling of the wave components and pulse speed
with γ for L ≥ 50 and M ≥ 32, with exponentially small
corrections to the leading eigenvalues for M ≥ 256 when
L ≥ 100. For sufficiently small γ, the solution of the
marginal eigenvalue σ2 = 0 is eventually corrupted by the
proximity of the essential spectrum of the wave to this
eigenvalue, and the eigenfunctions v2 and w2 may not be
computed using these methods; while M and L depen-
dent, we have found this to occur for γ < 10−10, placing
a limit on the reliability of the numerical approach taken
in this work. Figure 1 demonstrates the correct scaling
of the pulse speed cˆ with γ, with good agreement with
the γ1/2 behavior for small γ.
Figure 2 summarizes the scaling of the components of
the linear theory across six decades of γ, additionally
showing the fast component of the constructed Φ`. Note
that since the perturbation is along the fast component,
only the fast components of the shift selector, Φ`,1, are
relevant. Despite the correct observed scaling of the crit-
ical pulse uˆ and leading eigenfunctions v1, v2, w1, w2,
the construction of Φ` indicates a subtlety in the selec-
tion of an optimal frame for the prediction of critical per-
turbations. While Φ1 and Φ2 converge to antisymmetric
functions centered about the maximum of uˆ1, Φ3 instead
converges to an asymmetric function whose central root
remains offset from ξ = ξ0 in the limit γ → 0. Consider-
ing the components of Φ3 as defined in (10), we recognize
that the contribution proportional to w1 does not mono-
tonically vanish as γ → 0, as originally expected in the
formulation of the linear theory [14] which assumed iden-
tity of the γ → 0 limit with the γ = 0 “critical pulse”
case.
The deviation in the central root of Φ3 has implications
for the selection of optimal reference frames and the crit-
ical perturbation amplitudes associated with them. Fig-
ure 3 shows the critical strengths over three decades of
the parameterized width xs, both predicted using Φ` and
computed using direct numerical simulation. The figure
also shows the selection of the optimal frame shift s for
each of the predictions, in particular the systematic offset
of s3 as xs → 0, which coincides with the central root of
Φ3. This systematic offset in the selection of the optimal
frame becomes more severe as γ → 0, indicating that the
prediction due to Φ3 does not converge (this is not evi-
dent from the figure as presented but confirmed by careful
observation of raw data). We conclude that as far as Φ3
is concerned, the slow-fast system with γ → 0 and the
single-variable fast system dynamics of u1 in isolation are
qualitatively different, i.e., this is a singular limit. Fur-
ther, it indicates that predictions made at large γ are in
fact more accurate than those made for smaller γ, which
is reflected in the figure. Notably, for all observed values
of γ, Φ3 fails to recover the large (xs →∞) perturbation
limit. A superficial interpretation of this small paradox
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is that in the γ → 0 limit, all the events that decide the
fate of a particular perturbation happen at the time scale
O(1), so the slow variable remains almost at its resting
value, whereas the heuristic behind Φ3 is based on the
matching of the initial condition against the critical pulse
in full, i.e. taking into account both components. In the
critical pulse, the slow variable is different from the rest-
ing value; although this difference is small, the sensitivity
of the pulse position to the perturbation in the slow com-
ponent, measured by w2,2, is on the contrary large in this
limit, hence the overall contribution of the slow compo-
nent does not vanish in the limit γ → 0.
A small, but nonetheless important note is that the
predictive power of the linear theory is sensitive to the
monotonicity and the root structure of Φ` for some per-
turbation widths, to the extent that the dependence of
predicted s and Us on xs is discontinuous. Such discon-
tinuity occurs, for example, when a branch of µ`(s) = 0,
while continuing in xs, terminates in a fold. In the vicin-
ity of the fold value of xs, the solution (s, Us) on one
side of the fold may differ significantly from the solution
determined on the other side of the fold.
This appears in the linear theory prediction utilizing
Φ3, i.e. fig. 3, for γ = 10
−2. For xs & 25 the linear
theory makes no reasonable predictions for Us, and for
5 . xs . 25 the prediction for Us diverges from the
asymptotic value correctly predicted by Φ1 and Φ2. The
mechanical reason for this deviation is that the correla-
tion integral defining µ` corresponds to a box filter or
smoothing operation, and for sufficiently large xs this
smoothing is destructive. This smoothing destroys the
delicate root structure seen in Φ3 for γ = 10
−2; so that
while for xs → 0 the correlation integral forms a trans-
lation operation (preserving the number of roots), when
the box filter width xs is comparable to the distance be-
tween successive roots of a function, the result of the cor-
relation integral may have fewer roots, and specifically,
it may only have roots which produce anomalously large
predictions for Us.
B. Mitchell-Schaeffer
The Mitchell-Schaeffer [4] model is a popular semi-
conceptual model of cardiac cells, combining the sim-
plicity of only two components with the relatively re-
alistic description of action potential shape and restitu-
tion properties. Historically, it has been derived via an
asymptotic reduction (adiabatic elimination of the fastest
processes) of the more detailed Fenton-Karma model of
atrial excitation, but still incorporates multiple decay
timescales for the system. We re-write the kinetics of
the model in the form
f1 = (1− u1)u12u2 − u1τi/τu, (23)
f2 = ((1− θ(u1))(1− u2)(τc/τo)− θ(u1)u2) ,
where θ(u1) = Hk(u1 − ug) = {1 + tanh [k(u1 − ug)]} /2
is a smoothed Heaviside distribution centered at u1 = ug
with width k−1, and the timescales ratio in terms of the
original parameters is γ = (τi/τc) in this rescaling. The
standard parameter values are τi = 0.3 ms, τo = 120 ms,
τu = 6 ms, τc = 150 ms, ug = 0.03 and k = 100. In the
following examples, the parameter ratios τi/τu = 0.05
and τc/τo = 1.25 are kept at standard values, while γ
is treated as a free parameter. That is, for the purpose
of the asymptotic theory, all of τi/τu, ug and k
−1 are
treated as finite even though they are “small” in layman’s
terms. The time t is dimensionless as presented, likewise
we absorb the original diffusion coefficient in the non-
dimensional spatial scale, x.
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FIG. 4. Propagating waves in the Mitchell-Schaeffer
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null-clines and trajectories corresponding to the stable and
unstable pulses, for γ = 10−3. (b) Speed of the critical (slow)
pulse as function of γ, together with the theoretical asymp-
totic.
The scaling of the critical pulse and associated lead-
ing eigenfunctions in the Mitchell-Shaeffer model follow
the expected scaling, see fig. 4 and fig. 5, similar to the
FitzHugh-Nagumo model, while reproducing more realis-
tic action potentials and gate switching dynamics. How-
ever, while the localization of the critical pulse in the
fast variable (u1) is not dissimilar to the critical pulse in
FitzHugh-Nagumo, the relative scale of the components
of the leading eigenfunctions are reversed. Namely, we
note that in relative terms, the second components of v1
and v2 are two orders of magnitude larger than would
be expected based on their asymptotic order in γ alone.
This is related to the above mentioned non-asymptotic
small parameters in the model, specifically, sharp switch-
ing of the f2 across u1 = ug.
The shape of Φ1 and Φ2 are standard – both are ap-
proximately antisymmetric about the peak of the wave,
see the bottom row in fig. 5. However, the contribution
in the term proportional to w1 in Φ3 is again significant,
so we should expect a similar offset root and likewise
inaccurate predictions for this shift selector.
The predicted critical excitation amplitudes Usc track
the DNS results over three orders of magnitude for the
extent of the perturbation, for the value computed using
shift selectors Φ1 and Φ2. As expected, the predictions
using the shifts determined by Φ3 are much less accurate:
they are systematically larger than the DNS results by
nearly an order of magnitude. Note that this error in
Usc is caused by a deviation of s by only a fraction of the
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critical pulse width off the predictions of the other two
shift selectors.
Comparison of the predicted results for large γ indi-
cates that it is the proximity of the central root of Φ`
to the position of the peak of the unstable pulse which
determines the effectiveness of the prediction, c.f., fig. 5.
However, careful examination of fig. 6 indicates that be-
tween γ = 10−4 and γ = 10−2 the primacy of the different
shift selectors changes; that is, at γ = 10−4, we see that
Φ2 is the most accurate shift selector, while at γ = 10
−2
it is Φ1 though no shift selector generates satisfactorily
accurate predictions.
Taking note of fig. 6 for γ = 10−2, we observe that
Φ3 predicts critical excitation strengths which fail for
xs > 11, i.e., for some sufficiently wide perturbations
the branch of µ3(s) = 0 ends in a fold, just as with
the FHN model results. This mechanism thus appears
to be a generic feature of qualitatively similar inputs
to the infrastructure of the linear theory. It remains
to determine the conditions under which Φ3,1 changes
shape sufficiently that the convolution with the pertur-
bation in the formation of µ3 destroys the optimal root.
In principle, we may consider a toy model of the de-
pendence Φ3,1(s; γ), in the form ϕ(s; a) = aw1,1(s) +√
1− a2w2,1(s), whereby ϕ(s; 1) has no roots, while
ϕ(s; 0) has a single root which persists under convolu-
tion with the perturbation ˆ¯X with a fixed, large, width
xs. At some intermediate value of a = ac, the number of
roots in the convolution changes, which may be distinct
from the value of a = ac at which the number of roots
within a central region of the domain of ϕ( · ; a) changes.
The disparity between ac and a
c suggests an analogous
liminal region in which the time-scale separation γ yields
Φ3,1 with an appropriate root, but no corresponding root
in µ3.
Indeed, fig. 6 suggests that for a given xs, we may
select a frame which precisely reflects the DNS results,
that is, the actual position of the critical nucleus ob-
served as a long transient when the perturbation magni-
tude is at its closest to the critical value. We say that
this makes a postdictive optimal frame through the de-
termination of sDNS, effectively. The relevant value of
γ = 10−2 presents a situation in which all three pre-
dictive curves are distinct and each badly represents the
DNS results. Iterating through perturbation extents we
find that sDNS > s2 > s1 > s3 over three decades of
xs. In the limit of xs → 0, lim sDNS ≈ +3.47, while
lim s1 ≈ −5.94, lim s2 ≈ 0.00, and lim s3 ≈ −26.4. This
exercise informs about the neighborhood of the predic-
tive measures, however extending this observation to a
general principle, i.e. generating a ΦDNS, is far from
obvious.
C. Modified “cubic recovery” FitzHugh-Nagumo
Here we consider a modification of the FitzHugh-
Nagumo model (22) which is motivated by the nonlinear
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Phase plane of the point system with the null-clines and tra-
jectories corresponding to the stable front and the unstable
pulse, for γ = 10−3. (b) Speed of the critical (slow) pulse as
function of γ, together with the theoretical asymptotic.
dependence of f1 on u2 in the Karma model considered
in the next subsection. Our modified FHN model is
f1 = u1(1− u1)(u1 − β)− u2q, (24)
f2 = αu1 − u2.
Obviously, (22) corresponds to the case q = 1. In this
subsection, we shall look at q = 3 instead. We refer to
this model as “FHN with cubic recovery” or FHNCR for
short. We keep β = 0.131655 as in (22), but take α = 1.2
in order to keep the kinetics excitable, i.e. have only one
equilibrium, see fig. 7(a).
Due to the degenerate dependence of f1 on u2, this
model has different asymptotic properties, discussed in
Subsection II D. As expected from the results of that
subsection, the pulse speed scales as γ3/4, giving rela-
tively fast convergence of the pulse to a static nucleus
state, see fig. 7(b). Meanwhile, u2 ∼ γ1/4, see fig. 8 (top
row) — a much slower convergence than standard FHN
(q = 1). Recall the pulse solution uˆ asymptotically con-
verges to the critical nucleus solution u = [φ, 0] as γ → 0.
Similarly, slower convergence is observed for components
v2,1, w2,1, and the component w1,1 asymptotically van-
ishes unlike its counterpart in FHN model. This is all
in agreement with the predictions from Subsection II D.
We are of course mostly interested in how this difference
affects the accuracy of the lineary theory predictions for
the critical curves.
The FHNCR model results should be read in dialogue
with the FHN (q = 1) model results. As a point of con-
crete comparison, consider γ = 10−8 and xs  10 in the
FHN model, fig. 3, where the frame selector Φ3 predicts
an amplitude which is approximately twice as large as
the DNS result. Compare to the same configuration for
the FHNCR model results for γ = 10−7 and γ = 10−9,
fig. 9, which predicts a critical amplitude which is an or-
der of magnitude larger than the DNS result, and five
times larger than the linear model prediction. While the
frame shifts selected by the Φ3 condition prove signifi-
cantly worse for FHNCR than for linear FHN, the frames
selected by Φ1 and Φ2 are perfectly adequate predictors
for the critical amplitude for both models. That is, the
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FIG. 8. Scaled ingredients of the linearized theory for the FHNCR model (24) with varying γ as specified above the columns.
Notations are the same as in fig. 2.
predictive power of the linear theory is not affected by
the relative scaling of the components so long as a frame
selecting heuristic is chosen carefully.
Further, numerical experiments with the FHNCR (not
shown) suggest that, as q increases further, we should
expect the predictive power of Φ1 and Φ2 to outstrip
that of Φ3 more generally. Some slow-fast models of
cardiac excitation, in particular, form a highly nonlinear
(and indeed, parametric) dependence of f1 on u2. We
consider one such model in the next subsection.
D. Karma
The Karma-1994 [3] model is a qualitative model of
cardiac excitation, designed to reproduce chosen restitu-
tion curves. The Karma model kinetics are given by the
following functions,
f1 = ((u
∗ − u2M )(1− tanh(u1 − ud))u12/2− u1),
f2 = βHk(u1 − ua)− u2, (25)
where we will consider the parameter set u∗ = 1.5415,
M = 4, ud = 3.0, β = 1.389, ua = 0.5, τ1 = 2.5 ms,
τ2 = 250 ms, and in terms of the original notations of [3]
we define γ ≡ τ1/τ2 as the ratio of timescales, so that
t is dimensionless. The original diffusion coefficient of
the model is dimensional, we absorb this quantity in the
non-dimensionalization of the spatial scale, x.
Figure 10(a) sketches a phase portrait of the kinetics
and fig. 10(b) shows the scaling of the speed of the unsta-
ble pulse solution for the Karma model. The pulse speed
scales as γ4/5, which matches the predictions of Subsec-
tion II D; we of course have q = M here.
Figure 11 summarizes the unstable pulse solution and
leading eigenfunctions. As for the other models discussed
above, the amplitude of u2 decreases as γ → 0; however,
for Karma the convergence is significantly slower than
the FHN or MS convergence rates. The convergence of
the slow components of the leading left eigenfunctions is
likewise complicated by the quartic dependence on u2. In
particular, the convergence rate for w1,2 and for w2,2 are
markedly different, suggesting that for some intermedi-
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ate value of γ the dominant contribution to Φ3,1 switches
from the term proportional to w2,1 to the term propor-
tional to w2,2, and that predictions made on one side of
the scale of γ will contradict predictions made on the
other, or asymptotically. A simple calculation suggests
that this occurs for very large γ, when the asymptotic
argument no longer holds.
While it is generically true that the structure of the
leading eigenfunctions of the unstable pulse changes as
γ → 0, for the generic models considered previously the
localization of the eigenfunction components are conver-
gent for sufficiently small γ. For the FHNCR and Karma
models, the leading right eigenfunctions (v1, v2) and the
leading left eigenfunction (w1) are well-behaved in the
limit of small γ. Both the leading right eigenfunctions
(v1, v2) are localized to the same region as the pulse, i.e.,
the leading right eigenfunctions inherit their localization
from the nonlinear solution. Likewise, w1 is localized like
v1 and the first components of these eigenfunctions coin-
cide in the limit of small γ. However, as γ → 0, the slow
component of w2, w2,2, behaves qualitatively differently.
While for the generic models, w2,2 converges to a local-
ized function which decays quickly outside of the central
region of the unstable pulse, for the degenerate models
it does not. As γ → 0, w2,2 delocalizes asymmetrically,
such that |w2,2(ξ)| > 0 ahead of the excited region of u1,
while |w2,2(ξ)| → 0 behind the peak.
The Karma model results represent a stress-test for
the asymptotic scaling, both in terms of the stiffness
of the kinetics and the parametric nonlinear dependence
of f1 on u2. The former specifically marks the asymp-
totic structure of the pulse as an approximately piece-
wise linear curve, and the small-γ structure of the lead-
ing right eigenfunctions as wildly deviant from the other,
smoother, models described in this work. The latter
presents an opportunity to test the efficacy of the asymp-
totic analysis for severe nonlinearity.
In addition to the quartic nonlinearity (M = 4) results
presented here, we also computed the asymptotic scal-
ing of the linear theory ingredients for M = 2, M = 8,
M = 16, and M = 32. In each instance of the parameter-
ized model, the scaling of each component follows the pre-
dicted asymptotics described in Subsection II D. As with
the comparison of the cubic and linear FHN model crit-
ical curve predictions, as the nonlinearity M increases,
the less accurate Φ3 becomes, while Φ1 and Φ2 maintain
their predictive power across several decades of xs and γ.
V. DISCUSSION
a. The mathematical problem addressed here is that
of conditions required for initiation of a propagating ex-
citation wave by an instant perturbation from the resting
state by a stimulus of a certain spatial extent. The gist
of our approach, previously exposed in [1, 14–18], is in
linearization of the PDE system around a critical solu-
tion. A delicate issue is translational invariance of the
problem which generates a one-parametric family of crit-
ical solutions, and poses a problem of identification of
the member of that family that corresponds to a given
initial perturbation. In the previous works, this issue
was addressed by an heuristic suggesting that the initial
condition of the linearized problem should not contain
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the shift mode. In this framework, the essential ingre-
dients of the linearized theory, apart from the critical
solution itself, are the right and left eigenfunctions of
the linearization, corresponding to the first two eigenval-
ues, the first positive eigenvalue responsible for the insta-
bility of the critical solution, and the second being the
zero eigenvalue corresponding to the translational sym-
metry. In particular, the left eigenfunction correspond-
ing to the zero eigenvalue serves as the projector onto the
shift mode.
In this paper, the focus is on four selected two-
component systems with slow-fast time scale separation,
like in FitzHugh-Nagumo model (FHN), including FHN
model itself. In this class of models, the critical solution
is a slow unstable propagating pulse. The results pre-
sented here were originally thought of as no more than
further tests of applicability of the above mentioned ap-
proach in a particular class of models. This aim has
been broadly achieved, however certain unexpected as-
pects have been revealed, which may serve as valuable
lessons both for the specific problem but also at large for
the theory of slow-fast systems.
b. The expectation was to verify an asymptotic the-
ory [14] based on the would-be obvious assumption that
in the asymptotic limit, the events in the fast subsystem
dominate, and therefore the predictions of the linearized
theory should converge to those for the one-component
system, in which the slow variable is frozen at the resting
state value. Specifically, it was expected that the critical
pulse solution converge to the stationary unstable non-
uniform “critical nucleus” solution of the fast subsystem,
and the eigenfunctions correspondingly converge to those
of the critical nucleus as far as the fast components are
concerned, and the slow components be negligible in the
asymptotic limit.
c. Lesson one: this expectation has proved wrong.
Although the critical pulse solution does indeed converge
as expected, and the fast components of the eigenfunc-
tions indeed converge as expected, but the slow compo-
nent paradoxically does not become negligible. Specifi-
cally, the slow component of the second left eigenfunc-
tions, which is the projector to the translational mode
and is therefore material for the heuristic used for crit-
ical pulse selection, grows large in the slow-fast asymp-
totic limit. This eigenfunction corresponds to sensitivity
of the speed of the propagating pulse to perturbations
of the slow component ahead of it, and increases and
spreads out in sync with slow-down of that component.
As a result, the overall contribution of the slow compo-
nent in the overlap integral, coming from the left and
right eigenfunction, does not vanish in the asymptotic
limit, and although the predictions based on ignoring the
slow components work reasonably well, as it appeared in
the analysis done in [14], the non-vanishing contribution
from the slow component creates a systematic error in
identifying the critical pulse, which considerably spoils
prediction and in some cases renders the theory inappi-
cable in principle.
d. Lesson two: there are other heuristics which do
withstand the asymptotic limit. Heuristics are required
in our approach because of its leading idea to use lin-
earization in the situation where the solution in question
is in fact not small. The old heuristic, which has been in
use since [16], was to make the linearization “more ap-
plicable”, by making sure that its initial condition is “as
small as possible” in the sense that in the critical situ-
ation, i.e. at the margin between successful and unsuc-
cessful initiation, not only the first generalized Fourier
component vanishes, which is a condition of criticality,
but the second component vanishes, too, which is always
achievable by an appropriate translation of the critial so-
lution with respect to the initiation stimulus. There are
of course may other senses in which the initial condition
can be made “as small as possible”, offering alternative
heuristics. In here we have explored two of them, one that
minimizes the initial condition of the linearized problem
in L2 norm, and the other that minimizes the predicted
threshold given by the criticality condition. Both new
heuristics do not depend on the second left eigenfunc-
tion, and both have shown expectable convergence in the
asymptotic limit, i.e. to the critical nucleus results, and
good predictive ability, i.e. correspondence with the di-
rect numerical simulations.
e. Lesson three: asymptotics may not give good pre-
dictions even when the small parameter is large. This of
course can happen if the small parameter in question, i.e.
the ratio of time scales of the fast and slow component,
is not the only small parameter in the problem, but there
are others, such as other time scale ratios, or sharpness of
transitions in the reaction kinetics, as we have seen in the
examples of Mitchell-Schaeffer and Karma-1994 models.
In such cases, the range of applicability of the asymp-
totics depends on those other parameters, and may be
well away from realistic parameter ranges.
f. Lesson four: not all asymptotics are the same.
The natural genericity assumptions about the depen-
dence of the kinetics terms on the dynamic variables
may fail, leading to completely different asymptotics in
the slow-fast limits. A priori this possibility might seem
remote, but the fact that we have stumbled on such a
failure “by accident” in a popular, even if simplified, car-
diac excitation model [3] suggests that this possibility
should be kept in mind. The slow rate of convergence
in the fast/slow time scale separation parameter, partic-
ularly together with other small parameters present in
the model, may render the fast/slow asymptotics irrel-
evant, in the sense that the behaviour of the solution
at the original parameter value may be rather far from
the asymptotic one, even though the original parameter
value appear rather small.
g. Further directions. Straightforward extension of
this study would be to slow-fast systems with more than
one fast and/or more than one slow component with
similar, Tikhonov type occurrence of the small param-
eter. A more intriguing possibility is about asymptotics
in case of non-Tikhonov slow-fast models, of the kind
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discussed in [19–21]. The difference from systems with
the Tikhonov structure is that the asymptotic limit of
the critical solution is not a stationary “nucleus”, but
a moving front. Applicability of the linearized theory
has been tested on a conceptual model of such critical
front in [1, 16]. However, convergence of the ingredients
of the linearized theory and of corresponding predictions
for the critical curves has not been explored so far to
our knowledge. Given the lessons from the FitzHugh-
Nagumo type systems discussed above, one should not
take such convergence for granted. This direction is par-
ticularly important since non-Tikhonov asymptotics have
been argued to better represent the properties of realis-
tic ionic models of cardiac excitation, than FitzHugh-
Nagumo type systems, particularly at the margins of
propagation.
Implications of the observations presented here are also
relevant for exotic solutions of one dimensional excitable
models. We have noted that the convergence of the slow
component of w2 is different for the generic and degen-
erate models, not only in the scaling of the solution near
the asymptotic, but the asymptotic shape itself for small
γ. To reiterate, w2,2 is asymmetrically extended for x
ahead of the pulse peak, while decays to zero quickly
behind the pulse peak. This feature of w2 in conjunc-
tion with the localization of w1 suggests that the slow
dynamics (the physically relevant dynamics) of the un-
stable pulse are nearly insensitive to perturbations po-
sitioned post-peak, but very sensitive to being slowed
by perturbations almost arbitrarily ahead of the pulse
peak. This may play an important role in the develop-
ment of “back-initiation”, or the observability of a “one-
dimensional spiral” solution generally [22]. The exten-
sion of w2,2 should lead to acceleration of newly created
pulse formations ignited by back-initation and increase
the potential for local collapse to the resting state. As
we know such an unstable solution exists in FHN-type
models, one would expect that the increased sensitivity
of an extended w2,2 may suppress the formation of these
dynamics, suggesting that degenerate models may have
more complex saddle structures.
One natural extension of the existing program is to the
“critical quenching problem”, that is, of cessation of sta-
ble wave propagation in an excitable medium by addition
of minimally invasive perturbations. The application to
quenching is an inversion of the application to ignition,
though the central ingredients can be the same and rely
on the same linearization about the unstable pulse state.
Crucially, as quenching considers an equivariant state in
the form of the stable wave, as compared to the invariant
quiescent state, the problem involves the consideration of
an additional parameter which fixes the additional trans-
lational symmetry. This problem will be addressed in a
forthcoming paper.
ACKNOWLEDGMENTS
The authors thank Prof. Peter Ashwin for productive
discussions throughout the creation of this manuscript.
This research was supported in part the EPSRC Grant
No. EP/N014391/1 (UK), and National Science Foun-
dation Grant No. NSF PHY-1748958, NIH Grant No.
R25GM067110, and the Gordon and Betty Moore Foun-
dation Grant No. 2919.01 (USA).
[1] B. Bezekci, I. Idris, R. D. Simitev, and V. N. Biktashev.
Semi-analytical approach to criteria for ignition of exci-
tation waves. Phys. Rev. E, 92(4):042917, 2015.
[2] R. FitzHugh. Impulses and physiological states in theo-
retical models of nerve membrane. Biophysical Journal,
1(6):445–466, 1961.
[3] A. Karma. Electrical alternans and spiral wave breakup
in cardiac tissue. Chaos, 4(3):461–472, 1994.
[4] C. C. Mitchell and D. G. Schaeffer. A two-current model
for the dynamics of cardiac membrane. Bull. Math. Biol.,
65(5):767–793, 2003.
[5] W.-J. Beyn. The numerical computation of connect-
ing orbits in dynamical systems. IMA J. Num. Anal.,
10(3):379–405, 1990.
[6] E. Doedel and J. P. Kernevez. AUTO, software for con-
tinuation and bifurcation problems in ordinary differen-
tial equations, 1986.
[7] K. J. Burns, G. M. Vasil, J. S. Oishi, D. Lecoanet,
and B. P. Brown. Dedalus: A flexible frame-
work for numerical simulations with spectral methods.
http://arxiv.org/abs/1905.10388, 2019.
[8] U. M. Ascher, S. J. Ruuth, and R. J. Spiteri. Implicit-
explicit Runge-Kutta methods for time-dependent par-
tial differential equations. Applied Numerical Mathemat-
ics, 25(2–3):151–167, 1997.
[9] E. L. Ortiz. The tau method. SIAM Journal on Numer-
ical Analysis, 6(3):480–492, 1969.
[10] J. Guckenheimer and C. Kuehn. Homoclinic orbits of the
FitzHugh-Nagumo equation: The singular limit. Discrete
and Continuous Dynamical Systems - Series S, 2(4):851–
872, 2009.
[11] G. Flores. Stability analysis for the slow travelling pulse
of the FitzHughNagumo system. SIAM Journal on Math-
ematical Analysis, 22(2):392–399, 1991.
[12] J. J. Tyson and J. P. Keener. Singular perturbation
theory of traveling waves in excitable media (a review).
Physica D, 32(3):327–361, 1988.
[13] R. G. Casten, H. Cohen, and P. A. Lagerstrom. Perturba-
tion analysis of an approximation to the Hodgkin-Huxley
theory. Quarterly of Applied Mathematics, 32(4):365–
402, 1975.
[14] B. Bezekci and V. N. Biktashev. Fast-slow asymptotic
for semi-analytical ignition criteria in FitzHugh-Nagumo
system. Chaos, 27:093916, 2017.
[15] I. Idris and V. N. Biktashev. Analytical approach to initi-
ation of propagating fronts. Phys. Rev. Lett., 101:244101,
2008.
[16] V. N. Biktashev and I. Idris. Initiation of excitation
19
waves: An analytical approach. Computers in Cardi-
ology, 35:311–314, 2008.
[17] B. Bezekci. Analytical and Numerical Approaches to Ini-
tiation of Excitation Waves. PhD thesis, Exeter Univer-
sity, 2016.
[18] B. Bezekci and V. N. Biktashev. Strength-duration re-
lationship in an excitable medium. Communications in
Nonlinear Science and Numerical Simulation, 80:104954,
2020.
[19] V. N. Biktashev and R. Suckley. Non-Tikhonov asymp-
totic properties of cardiac excitability. Phys. Rev. Lett.,
93(16):168103, 2004.
[20] V. N. Biktashev, R. Suckley, Y. E. Elkin, and R. D.
Simitev. Asymptotic analysis and analytical solutions
of a model of cardiac excitation. Bull. Math. Biol.,
70(2):517–554, 2008.
[21] R. D. Simitev and V. N. Biktashev. Asymptotics of con-
duction velocity restitution in models of electrical excita-
tion in the heart. Bull. Math. Biol., 73(1):72–115, 2011.
[22] E. N. Cytrynbaum and T. J. Lewis. A global bifurcation
and the appearance of a one-dimensional spiral wave in
excitable media. SIAM Journal on Applied Dynamical
Systems, 8(1):348–370, 2009.
