Abstract. We give a simple proof of the uniqueness of solutions of the Ricci flow on complete noncompact manifolds with bounded curvatures using the De Turck approach. As a consequence we obtain a correct proof of the existence of solution of the Ricci harmonic flow on complete noncomplete manifolds with bounded curvatures.
Recently there is a lot of study on the Ricci flow on manifolds by R. Hamilton [H1-3] and others. Existence of solution (M, g(t) ), 0 ≤ t ≤ T , of the Ricci flow equation
on compact manifold M where R ij (t) is the Ricci curvature of g(t) and g ij (x, 0) = g ij (x) is a smooth metric on M is proved by R. Hamilton in [H1] . R. Hamilton [H1] also proved that when g ij (x) is a metric of strictly positive Ricci curvature, then the evolving metric will converge modulo scaling to a metric of constant positive curvature.
Since the proof of existence of solution of the Ricci flow in [H1] is very hard, later D.M. DeTurck [D] deviced another method to prove existence and uniqueness of solution of Ricci flow on compact manifolds. Let M be a n-dimensional manifold with (M, g ij (t)), 0 ≤ t ≤ T , being a solution of the Ricci flow (0.1) and let (N, h αβ ) be a fixed n-dimensional manifold. He introduced the associated Ricci harmonic flow F = (F α ) : (M, g(t) ) → (N, h) given by ∂F ∂t = ∆ g(t),h F (0.2) where ∆ g(t),h F α = ∆ g(t) F α + g ij (x, t) Γ in the local co-ordinates x = (x 1 , . . . , x n ) of the domain manifold (M, g ij (t)) and the local co-ordinates (y α ) of the target manifold (N, h αβ ) with
and Γ α β,γ being the Christoffel symbols of (N, h αβ ). When the solution F (·, t) of (0.2) is a diffeomorphism, this harmonic map flow induces a push forward metriĉ g(t) = (F ) * (g(t)) = (F (·, t) −1 ) * (g(t)) (0.4) on the target manifold N which satisfies the Ricci-DeTurck flow [H3] ,
for some time varying vector field V on the target manifold N whereR αβ is the Ricci curvature associated with the metricĝ(t). Since (0.5) is strictly parabolic [H3] , it is easiler to solve (0.5) than (0.1) which is weakly parabolic [H1] . The existence and uniqueness of solutions of Ricci flow on compact manifolds are then reduced to the study of existence and other properties of the harmonic map flow (0.2) and the Ricci-DeTurck flow (0.5). We refer the reader to the paper [H3] of R. Hamilton on a sketch of this approach on compact manifolds. Naturally one would expect this approach should also work for non-compact complete Riemmanian manifolds. In [S1] W.X. Shi used this technique to prove the existence of solution of (0.1) on complete non-compact Riemannian manifolds. In [LT] P. Lu and G. Tian used the De Turck trick to prove the uniqueness of the standard solution of Ricci flow on R n , n ≥ 3, which is radially symmetric about the origin. Recently S.Y. Hsu [Hs] extended the result of [LT] and proved the uniqueness of the solution of the radially symmetric solution of the Ricci harmonic flow (0.2) assoicated with the standard solution of Ricci flow.
In [CZ] B.L. Chen and X.P. Zhu attempted to prove the uniqueness of solutions of the Ricci flow on complete non-compact manifolds by using the De Turck trick. However their proof is not correct because the crucial lemma Lemma 2.2 of [CZ] is not correct. In Lemma 2.2 of [CZ] they claimed that they can construct a sequence of functions {φ a } a≥1 which behaves like the distance function and have bounded covariant derivatives of all orders. They do this by smoothing the distance function with the Riemannian convolution operator of R.E. and P.57 of [GW2] ). More precisely ([GW1] , [GW2] ) let ψ : R → R be a nonnegative C ∞ function with support in [−1, 1] which is constant in a neighborhood of 0 and v∈R n ψ(|v|) = 1.
Then for any n-dimensional complete non-compact Riemannian manifold (M, g) and continuous function f : M → R, the Riemannian convolution operator for f is defined as
where dΩ p is the measure on T p M obtained from the Riemannian metric on M and
As observed by R.E. ) for the smoothness of f ε at p ∈ M , 2ε has to be less than the injectivity radius inj(p) of M at p. This is because one has to use the representation (0.6) for f ε in order to pass all the derivatives of f ε onto the smooth function ψ(|exp
Let p 0 ∈ M be a fixed point of M and suppose that M also has bounded curvature. Since the injectivity radius inj(p) may decreases to 0 as dist(p 0 , p) → ∞ [CGT] , [CLY] , by (0.7) |∇ k f ε |(p) is not uniformly bounded on M in general for any k ∈ Z + . Thus the sequence of functions {φ a } a≥1 constructed in [CZ] can behave like
and tends to infinity as dist(p 0 , p) → ∞. Hence Lemma 2.2 of [CZ] is not correct. A simple example of sequence of manifolds with bounded curvature and injectivity radii tending to zero is as follows. Consider the manifolds M = S 1 × R with the product metric g δ = (δ · h) ×dx, δ > 0, where h is the standard metric on the unit circle S 1 (i.e. the metric induced on S 1 by wrapping R onto S 1 ) and dx is the Euclidean metric on the real line R. Then the manifold (M, g δ ) is flat with curvature Rm(g δ ) ≡ 0 on M but the injectivity radius i δ (p), p ∈ M , of (M, g δ ) is constant on M and is equal to the conjugate radius conj δ (p) at p for any p ∈ M . Moreover we have conj δ (p) = i δ (p) = πδ → 0 as δ → 0 for any p ∈ M .
Similarly according to the results and examples in [CG] there are many examples of sequences of manifolds with uniformly bounded curvature but with the corresponding injectivity radii converging uniformly to zero. One can also read the survey article [G] by J.D.E. Grant on the injectivity radius estimate, the paper by J. Cheeger, M. Gromov and M. Taylor [CGT] , and (i) of Remark 1.7 of [AM] for various lower bound estimates on a manifold under various curvature conditions. Hence Lemma 2.2 of [CZ] cannot be correct. 3
Observe that the proof of [CZ] uses the uniform boundedness property of the higher order covariant derivatives of the approximate distance function of Lemma 2.2 of [CZ] in an essential way. In this paper instead of Lemma 2.2 of [CZ] I will use Corollary 1.5 of this paper in the Deturck program to solve the uniqueness problem. Because of the absence of the uniform boundedness property of third and higher order derivatives of the approximate distance function in Corollary 1.5, many theorems in this paper require new proofs different from that of [CZ] .
In the book [SY] by R. Schoen and S.T. Yau a weaker result similar to Corollary 1.5 is proved in Theorem 4.2 of Chapter 1 using P.D.E. methods. However my proof of Corollary 1.5 is more elementary and requires only knowledge of the distance function on the manifold.
Note that the manifold under consideration is non-compact and Lemma 3.5 of [H2] is applicable to the proof of the inequality on the last two lines of P.144 of [CZ] only when M is compact or the extremum of the norm of the covariant derivatives of the solution of Ricci harmonic map (0.2) can be attained in a compact set of M independent of time. Hence the proof of the uniform estimates over M for the norms of the covariant derivatives of solutions of the harmonic map and the uniform lower bound estimate for the existence time of the solutions of the approximate problems in Theorem 2.6 of [CZ] on P.144-145 of [CZ] is also not correct. Thus the proof of the existence of the Ricci harmonic map in Theorem 2.1 of [CZ] is not correct.
The proof of Proposition 3.1 of [CZ] has gaps and the proof of Proposition 3.3 of [CZ] which is crucial to the proof of uniqueness of solutions of Ricci flow is also not correct since the deduction of the last two inequalities on P.151 for the proof of Proposition 3.3 of [CZ] assumed that one can interchange differentiation and taking limit as ε → 0 which is also not true in general.
In this paper we will give a correct proof of the uniqueness of solutions of the Ricci flow on complete noncompact manifolds with bounded curvatures. We will use the De Turck approach to prove this result. We will prove the existence of solution of the Ricci harmonic flow on complete noncompact manifolds with bounded curvatures.
The plan of the paper is as follows. In section 1 we will prove various estimates for the Hessian of the distance functions in both (M, g) and the target manifold (N, h). We will construct C 2 functions on M with uniformly bounded first and second order covariant derivatives which approximate the distance function of (M, g (0)). In section 2 we will construct solutions of (0.2) in bounded cylindrical domains with Dirichlet boundary condition and in M × (0, T 1 ) for some constant T 1 > 0. We will prove the uniform estimates on the norm of the covariant derivatives of the solutions of the Ricci harmonic flow. In section 3 we will prove the uniqueness of the solutions of Ricci flow on complete noncompact manifolds with bounded curvatures.
We will let (M, g(t)), 0 ≤ t ≤ T , be a solution of the Ricci flow on a n-dimensional complete non-compact manifold and (N, h αβ ) = (M, g(0)) for the rest of the paper. We will assume that there exists a constant k 0 > 0 such that
where Rm is the Riemannian curvature of g(t) and | · | is the norm with respect to the 4 metric g(t). Note that by the results of W.X. Shi [S1] for any m ∈ Z + there exists a constant c m > 0 such that
For any p, q ∈ M , we let ρ(p, q) be the distance between p and q with respect to g(0).
be the parabolic boundary of Ω × (0, T 1 ). For any open set O ⊂ M , we let Vol g(t) (O) be the volume of O with respect to the metric g(t). For any r > 0, let V −k 0 (r) be the volume of a geodesic ball of radius r in a space form of curvature −k 0 . For any point x ∈ M we let Cut(x) be the set of all cut points of x with respect to the metrics g(0).
Let ∇, ∇ 0 , ∇,∇ be the covariant derivatives with respect the the metric
Christoffel symbols, curvature tensors and Ricci tensors with respect to the metric g(t) and h respectively. Let ∆ t be the Laplace operator with respect to the metric g(t).
We let f : (M, g (0)) → (N, h) be a given diffeomorphism satisfying
for the rest of the paper. When there is no ambiguity we will drop the subscript and write |∇f |, |∇ 2 f |, for |∇f | g(0),h and |∇ 2 f | g (0),h . By the discussion in [J] (cf. [H3] ) we can write the derivative ∇F as
and consider ∇F as a section of the bundle
) and the connection ∇ on (N, h). More precisely for any (cf. [J] , [H3] , [CZ] )
For the interchange of two covariant derivatives on T * M ⊗p ⊗ F −1 T N we have (cf. P.258 of [H1] and P.133 of [CZ] )
We will equip T * M ⊗p ⊗ F −1 T N with the norm g ⊗p ⊗ h induced from g and h. We write |u| g(t),h for the norm of u ∈ T * M ⊗p ⊗ F −1 T N . When there is no ambiguity we will drop the subscript and write |u| instead of |u| g(t),h . By abuse of notation we will also denote the operator
by ∆ t . Similarly (cf. P.133 of [CZ] ) the time derivative ∂/∂t can be extended naturally to a covariant time derivative
given by (0.12), we define
In this section we will use a modification of the method of W.X. Shi [S2] to construct C 2 functions on M with uniformly bounded first and second order covariant derivatives which approximate the distance function of (M, g (0)). We will obtain a sequence of regularization { a h} for the metric h each of which has a uniform lower bound on the injectivity radius on N . We first prove some estimates for the Hessian of the distance functions on M .
Lemma 1.1. Let y 1 , y 2 ∈ M with y 2 ∈ Cut (y 1 ) and
Let γ be the unique minimal geodesic in (M, g (0)) from y 1 to y 2 . Then for any unit vector X ∈ T y 2 M perpendicular to ∂/∂γ,
where ρ = ρ(y 1 , y 2 ). Hence for any unit vector
Proof. Let N 1 be a space form of curvature k 0 . Let ρ N 1 (z) be the distance function on N 1 with respect to some fixed point z 1 ∈ N 1 . Suppose z 2 is a point on N 1 such that ρ(y 1 , y 2 ) = ρ N 1 (z 2 ). Let ρ = ρ(y 1 , y 2 ) and let γ 1 be the minimal geodesics in N 1 from z 1 to z 2 . Let ξ ∈ T z 2 N 1 be a unit vector which satisfies < ξ, ∂/∂γ 1 >= 0. We extend ξ to a vector field X 1 perpendicular to ∂/∂γ 1 along γ 1 by parallel translation. Let
Then by (1.1) and an argument similar to that of [SY] , Y (s) = f (s)X 1 (s) is the Jacobi field with Y (ρ 0 ) = ξ and
Hence by (0.8), (1.4), and the Hessian comparsion theorem [SY] , for any unit vector X ∈ T y 2 M satisfying < X, ∂/∂γ >= 0, we have
and (1.2) follows. By direct computation, for any X ∈ T y 2 M satisfying < X, ∂/∂γ >= 0,
Hess g(0) (ρ 2 /2)(∂/∂γ, ∂/∂γ) = 1.
(1.6) For any X ∈ T y 2 M ,
for some constant λ and X 1 ∈ T y 2 M perpendicular to ∂/∂γ. Then by (1.5) and (1.6), ∀X ∈ T y 2 M ,
and
and (1.3) follows. 
(1.7) Lemma 1.3. Let x 0 , x ∈ B k with x ∈ Cut (x 0 ) and let ρ(x) = ρ(x 0 , x) satisfy (1.1). Then exists a constant C 1 > 0 such that
Proof. Note that
We choose a normal coordinate system {∂/∂x i } with respect to the metric g ij (t) at x. Then by (0.1), (0.8), (0.9), Lemma 1.2, and an argument similar to the proof of (2.16) and (2.17) of [CZ] ,
(1.10)
By the Hessian comparison theorem [SY] , P.309-310 of [S2] , and Lemma 1.2 (cf. P.136 of [CZ] ),
By Lemma 1.1 (1.3) holds. Hence
(1.12) By (1.9), (1.10), (1.11) and (1.12) we get (1.8) and the lemma follows.
(1.13) Lemma 1.4. ρ ∈ C 2 (M ) and there exists a constant C 1 > such that
As Cut(y) has measure zero, by (1.15) and the Lebesgue dominated convergence theorem,
. By (1.13), (1.15), (1.16) and the volume comparison theorem [SY] , [Ch] , there exist constants C 1 > 0 and C
(1.17) 9 for any y ∈ M . By the Hessian comparison theorem [SY] , Lemma 1.1 (cf. P.309-311 of [S2] ), and (1.14),
holds for any z ∈ M \ Cut (y). We now choose a normal co-ordinate system {∂/∂y α } at y. Then by (1.15), (1.18), and (1.19),
holds for any z ∈ M \ Cut(y) where η ′′ = η ′′ (ρ(y, z)/k 1 ) and χ B h (y,k 1 ) is the characteristic function of the set B h (y, k 1 ). Hence by (1.16), (1.21), and the Lebesgue dominated 10
where ρ = ρ(y, z). By (1.13), (1.17), (1.20), (1.21), (1.22), and the volume comparison theorem,
for some cosntants C Since ρ a (y) = ρ(y) for any ρ(y) ≥ a, by (1.13),
(1.26)
by Lemma 1.4 we have the following result.
Corollary 1.5. ρ a ∈ C 2 (M ) for any a ≥ 1 and there exists a constant C 2 > 0 such that
For any a ≥ 1, let
Note that by the results of [CGT] and [CLY] , there exists a constant δ 0 > 0 depending on k 0 and the injectivity radius of (N, h) at p 0 such that
where inj h (y) is the injectivity radius of y in (N, h). Now by (1.13) and (1.26),
where k 1 = π/4 √ k 0 . By (1.27), (1.28), and an argument similar to the proof on P.125 of [CZ] , for any a ≥ max(1, 3π/4 √ k 0 ),
(1.29)
We will now let 
Proof. Let a ≥ max(1, 3π/4 √ k 0 ). By direct computation (cf. (2.9) of [CZ] and (13) 
Hence by Corollary 1.5 and (1.30),
for some constants C > 0, C ′ 3 > 0, and the lemma follows. By a similar argument as the proof of Lemma 1.6 we have the following result. Corollary 1.7. There exists a constant C 4 > 0 such that
Section 2
In this section we will construct solutions
in bounded cylindrical domains with Dirichlet boundary condition where
13
We will construct solution for the approximate problem
. We will prove that the solutions of (2.2) has a subsequence that converges to a solution of (0.2) as a → ∞. We will now assume that a ≥ max(1, 3π/4
for the rest of the paper. Note that as before the Levi-Civita connections 
By (0.10), (0.11), (2.5) and Corollary 1.5, there exists a constant C > 0 such that
By Lemma 1.6, Lemma 1.1 for (N, a h), and an argument similar to the proof of Lemma 2.8 of [CZ] we have Lemma 2.1. For any a ≥ max(1, 3π/4 √ k 0 ), there exist constants 0 < T 2 ≤ T and C 5 > 0 depending on n, a, and k 0 such that for any k > 0, 0 < T 1 ≤ T , and solution 14
k where T ′ 2 = min(T 2 , T 1 ). By Lemma 1.6, Lemma 1.7, (2.3), (2.6), an argument similar to the proof of Theorem 7.1 of Chapter VII of [LSU] (cf. P.245-246 of [S1] ) and an argument similar to the proof of Lemma 2.9 of [CZ] but with Lemma 2.1 replacing Lemma 2.8 in the proof there we have Lemma 2.2. Let a ≥ max(1, 3π/4 √ k 0 ) and let T 2 be as given in Lemma 2.1. Then there exist constants 0 < T 3 ≤ T 2 depending on n, a, k 0 , and f such that for any k > 0 there exists a solution
Remark. Note that by Corollary 1.5 and an argument similar to the proof of Theorem 7.1 of Chapter VII of [LSU] for any solution a F k of (2.7) in Q 
We next observe that by Lemma 1.6 and Lemma 2.3,
k and any a ≥ max(1, 3π/4 √ k 0 ) where C 3 > 0 is the constant given by Lemma 1.6. Then by (2.3), (2.9), Lemma 2.1 and an argument similar to the proof of Lemma 2.11 of [CZ] but with (2.9) replacing (2.30) in the proof there we have 15
Lemma 2.4. Let T 3 be as in Lemma 2.2. Let k 0 > 0 be given by (0.8). Then there exist constants 0 < δ 1 < 1, C 6 > 0, and 0 < T 4 ≤ T 3 depending on n, a, k 0 , and K 1 such that for any solution a F k of (2.7) given by Lemma 2.2 and any Ba g(0) (x 0 , δ 1 ) ⊂ B k we have
Theorem 2.5. Let a ≥ max(1, 3π/4 √ k 0 ) and let T 4 , C 6 , be given by Lemma 2.4. Then there exists a solution
(2.11)
Proof. By Lemma 2.2 for any k ∈ Z + there exists a solution
k . By Lemma 2.4 (2.10) holds. Hence for any k
is uniformly bounded on any compact subset of
Then by Corollary 1.5 and an argument similar to the proof of Theorem 7.1 of Chapter VII of [LSU] (cf.
By the Ascoli Theorem and a diagonalization argument the sequence
has a convergent subsequence which we may assume without loss of generality to be the sequence itself such that
) is a solution of (2.2) in M × (0, T 4 ) which satisfies (2.11). By Corollary 1.5 and an argument similar to the proof of Theorem 7.1 of Chapter VII of [LSU] a F ∈ C 3,1+ 1 2 (B k × (0, T 3 ]) and the theorem follows.
where C 3 is given by Lemma 1.6. Then for any a ≥ max(1, 3π/4
(2.13)
Proof. Let a ≥ max(1, 3π/4 √ k 0 ). Let T 4 and C 6 be as in Lemma 2.4. By Theorem 2.5 there exists a solution
where φ(x) = φ(ρ(x)/R 1 ) with ρ(x) = ρ(p 0 , x). By the results in Chapter 1 of [SY] 
, [W1] , [W2] ). Hence u(·, t) ∈ C ∞ (M \ Cut(p 0 )) for any 0 < t ≤ T 4 . We first suppose that x is not a cut point of p 0 . Then by (2.9),
Let c 2 > 0 be as given by Lemma 1.2. Then by (1.7),
By (0.13) and (2.15),
where
By (2.4),
By an argument similar to the proof of Lemma 1.3,
for some constant C 9 > 0 independent of a. By Lemma 1.2 and Corollary 1.5,
for some constant C 10 > 0. By (2.14), (2.15), (2.16), (2.17), (2.18) and (2.19),
in M × (0, T 4 ) for some constant C 11 > 0. By (2.11) and (2.20),
q(x, t).
which contradict (2.22). Hence x 0 ∈ Cut(p 0 ). Let γ be a minimal geodesic in (M, g (0)) joining p 0 and x 0 . Let 0 < ε < min(ρ(p 0 , x 0 ), R 1 /5).
We choose a point x ε along the geodesic γ such that ρ(p 0 , x ε ) = ε. Then x 0 is not a cut point of x ε . Hence there exist a constant δ > 0 such that
and q ε (x, t) = e −C 3 C 2 6 t u ε (x, t) − (2C 11 C 2 6 /R 1 )t. By (2.21) and a similar argument as before q ε satisfies (2.22) in B(x 0 , δ) × (0, T 4 ]. Since
we have
Hence q ε attains its maximum in B h (x 0 , δ)×(0, T 4 ] at (x 0 , t 0 ). Thus q ε also satisfies (2.23). This contradicts (2.22) for q ε . Hence no such interior maximum point (x 0 , t 0 ) exists and
(2.24)
, by an argument similar to the proof of (2.24) but with (2.13) replacing (2.11) in the proof,
By Theorem 2.5 there exists a solution
for some constant C 6 > 0. We extend a F to a solution of (2.1) in M ×(0, By (2.25) and an argument similar to the proof of (2.24),
This contradicts the maximality of T Theorem 2.7. Let f : (M, g (0)) → (N, h) be a given diffeomorphism satisfying (0.10) and (0.11) and let T 1 be given by (2.12). Then there exists a smooth solution F (·, t) : (M, g(t)) → (N, h) to the following Ricci harmonic flow:
and sup
for some constants C m > 0 depending on k 0 , K 1 and K 2 .
Proof. Thus F is a solution of (2.27) in M × (0, T 1 ). By (2.13) F satisfies (2.28). By a bootrap argument and an argument similar to the proof of Theorem 7.1 of Chapter VII of [LSU] and that of P.245-246 of [S1] F ∈ C ∞ (M × (0, T 1 )). By (2.28) and an argument similar to the proof of Lemma 2.12 of [CZ] but with φ a ≡ 0 and (2.28) replacing Lemma 2.11 in the proof there we get (2.29) and the theorem follows.
Note that by (0.8) and Section 6 of [H3] ,
Theorem 2.8. Let f : (M, g (0)) → (N, h) be a given diffeomorphism satisfying (0.10) and (0.11) and let T 1 = min(log 2/(2k 0 K 2 1 ), T ). Then (2.27) has a smooth solution F (·, t) : (M, g(t)) → (N, h) in M × (0, T 1 ) which satisfies (2.28) and (2.29). Hence by Theorem 2.8 we have the following result.
Theorem 2.9. Let T 1 = min(log 2/(2k 0 n), T ).
Then there exists a smooth solution F (·, t) : (M, g(t)) → (N, h) to the following Ricci harmonic flow:
which satisfies (2.28) and (2.29) with K 1 = √ n for some constants C m > 0 depending on k 0 .
Section 3
In this section we will prove the uniqueness of solutions of Ricci flow on complete noncompact manifolds with bounded curvature.
Lemma 3.1. (cf. Proposition 3.1 of [CZ] ) Let F and T 1 be as given by Theorem 2.9. Let h = g(0) and let h(t) = F * (h) = (F (·, t)) * (h) be the pull back metric of h on M by F . Then there exist a constant C 1 > 0 and a constant 0 < T 2 ≤ T 1 depending only on k 0 such that 1
for some constants C k where ∇ is the Levi-Civita connection on M with respect to h.
Proof. (3.2) and the first inequality on the the left hand side of (3.1) is proved in Proposition 3.1 of [CZ] . However the proof of the second inequality on the right hand side of (3.1) in [CZ] is questionable. For the sake of completeness we will give a correct proof here. By direct computation,
3)
