One of the most applicable versions of the Vehicle Routing Problem (VRP) which has been widely studied in logistic services is Capacitated Vehicle Routing Problem (CVRP). There are many algorithms to solve the CVRP to minimize total travelled distance. Some of the most recent and efficient metaheuristic algorithms are capable of generating solutions within 0.5% to 1% gap from the optimum for instance problems adopted from the literature considering hundreds or thousands of demand points. In this contribution, a novel hybrid algorithm is proposed based on Gravitational Emulation Local Search (GELS) and Genetic Algorithm (GA). This algorithm alleviates the weaknesses of the GELS algorithm. The performance of the proposed algorithm, which is called GELSGA, is compared with other meta-heuristics. The obtained results show that the proposed algorithm can compete vigorously with them. In addition, the proposed algorithm could obtain solutions close to the Best Known Solutions (BKS) for many instance problems.
I. INTRODUCTION
Transportation enjoys a special status in the production and services sectors of economic systems and is a major contributor to the gross domestic product of all countries. Therefore, the questions of improving routes, eliminating unnecessary travel, and constructing optimal routes have attracted interest. Vehicle Routing Problem (VRP) has an important role in reducing total transportation cost of distribution logistics and is deemed to be as one of the most significant combinatorial optimization problems. Transportation and distribution are frequently modeled as VRP. VRP involves finding a set of optimal routes for each vehicle for delivering services to customers from a central depot with the minimum cost [1] , [2] . VRP is one of the most widely reviewed issues in logistic systems [3] , which has been first presented by The associate editor coordinating the review of this manuscript and approving it for publication was Lei Shu . Dantzig and Ramser [10] as a generalization of the Traveling Salesman Problem (TSP) introduced by Flood [5] . On the other hand, there is a requirement for all vehicles that they can traverse nodes just once and then return to the depot (destination node). Many clustering approaches have been studied for TSP to solve complicated problem instances and reduce computational time [6] . In fact, clustering approaches have many different applications besides routing problems [7] , such as medical diagnosis [8] , and social network analysis [9] . All of these methods apply different learning algorithms for grouping similar data. In a comprehensive review of different versions for VRP, the Capacitated Vehicle Routing Problem (CVRP) occupies an important position. This problem is defined in the following [10] . Input data includes n + 1 nodes, a unique depot, and n customers; a (n + 1) × (n + 1) matrix d = d ij denotes the distances between nodes i and j; an n-dimensional demand vector q = [q i ] that explains the volume of products needs to be delivered to the customers by observing the limitation of the capacity of vehicles up to Q. A feasible solution consists of a set of tours that begins from a depot and ends at the depot. In this solution, each vehicle constructs a single tour and all customers are served just once such that the total demand of the served customers is not greater than the capacity of the respective vehicle. The objective of the problem is to find a feasible solution with a minimum total distance traveled. Some authors consider the number of routes as a constant value K (almost always defined as a minimum number of possible routes K min ). CVRP has a significant application in developing different exact and heuristic solution methods for VRP. It provides an empirical test substrate for presenting novel ideas as the most basic version. Its relative simplicity allows for clear descriptions and implementation without considering unnecessary contexts. As an example, the heuristic method introduced for CVRP by Clarke and Wright [4] has been developed for VRP with Time Windows (VRPTW) [11] and the other different versions [12] . Optimization methods and algorithms are divided into two categories: exact algorithms and approximate algorithms [13] . Optimization methods are intelligent algorithms used for finding the optimal solution. These algorithms provide strategies to escape from local optimum and can be applied to a wide range of problems. There are various optimization algorithms which have been used to solve different problems in recent years. Some of these algorithms are as follows: Genetic Algorithm (GA) [14] , Ant Colony Optimization (ACO) [15] , Bee Colony (BC) [16] , Particle Swarm Optimization (PSO) [17] , Tabu Search (TS) [18] , Simulated Annealing (SA) [19] and so on. These algorithms can be applied to different routing problems [20] . Recently a new optimization algorithm named Gravitational Emulation Local Search Algorithm (GELS) was developed by Barry Webster in 2004 which was inspired by Newton's law for optimization [21] . GELS is defined based on the randomization concepts considering two different parameters of velocity and force which use random numbers of local search algorithms to avoid local optimums. The main idea of GELS is adopted from the principle of gravitational force that causes objects to attract each other so that a heavier object has more gravitational force for applying on other objects and attracting lightweight objects [21] . So far GELS algorithm has been used in various problems such as Grids Computing [22] - [26] , Job Shop [27] , Open Shop [28] , [29] , Flexible Manufacturing System [30] , Cloud Computing [31] , VRP and TSP [32] - [34] , and could achieve relatively good solutions for these problems. Since GA is strong at global search in problem space but is weak in terms of stability and local search, we decided to propose a new algorithm by combining the global search capability of GA and local search capability of GELS algorithm. The proposed algorithm could obtain better solutions than those of compared algorithms. The remainder of the paper is categorized as follows. Section II presents the literature review. Section III introduces the proposed algorithms i.e. GELS and GA. Section IV explains the numerical results. Finally, Section V provides the conclusion.
II. LITERATURE REVIEW
Researchers have introduced various heuristic-and metaheuristic-based techniques to solve the CVRP in recent years, a few of which are reviewed below. In 2004, Mazzeo and Loiseau expanded an ACO introduced by Maniezzo, Dorigo, and Colorni to solve the CVRP based on meta-heuristic techniques, and showed their proposed algorithm could compete with other meta-heuristic methods [35] . Mester and Braysy proposed an active guided evolution strategy in 2005 to solve the large-scale CVRP. They conducted computational tests on a set of 76 test problems and found their proposed method was highly competitive and gave the best solutions for 70 of the tested problems [36] . Lin et al. [37] presented a hybrid meta-heuristic algorithm to solve the CVRP. They employed a Hybrid Simulated Annealing (HSA) and Local Search Algorithm (LSA) to solve the CVRP that combined the advantages of Simulated Annealing or SA and local search and reported results they found for 14 classic instances and 20 large sized instances. According to simulation results, the proposed algorithm found 8 better solutions for the 14 classic samples and proved it could compete with other available algorithms in solving the CVRP. In 2010, Chen et al. [38] introduced an iterative reduced Variable Neighborhood Search (VNS) algorithm based on multi operators optimization for solving the CVRP. They designed a perturbation strategy with a cross-exchange operator in order to provide the possibility of escape from local minima and tested the performance of the algorithm for 34 standard CVRP benchmarks. Results indicated the proposed algorithm worked well and could compete with other heuristic methods. In [39] , an HSA and ACO were proposed, which combined the advantages of both algorithms in order to solve the CVRP. Results showed that the proposed algorithm could find the solution for the CVRP. A GA was employed for solving the CVRP [40] and computational results indicated that the GA could find the optimal routes for each vehicle by considering the capacity and total travel time constraints. Stanojević et al. [41] proposed enhanced savings calculation and its application for solving the CVRP and presented a novel methodology for combining routes and solutions to develop a formula for calculating these savings. They used an advanced combination for developing a new expanded savings algorithm as a heuristic one that recalculated savings in each iteration. Computational results showed that, the expanded savings algorithm yielded better solutions in comparison with the original savings algorithm. Duhamel et al. [42] introduced a multiple starts evolutionary LSA for solving the twodimensional loading CVRP. They suggested an extension of the CVRP in which customer demands consisted of twodimensional weighted items. Their goal was to design a set of routes to minimize transportation costs using a fleet of homogeneous vehicles based on a depot node. The twodimensional orthogonal packing limitations of the items had to be considered for each vehicle. Numerical tests indicated the proposed approach was superior to previous methods. Tlili et al. [43] introduced a hybrid meta-heuristic algorithm VOLUME 7, 2019 for the CVRP with distance restrictions by extracting suitable vehicle routes with the purpose of minimizing the distance traveled by each vehicle. They formulated the proposed problem as a mixed-integer linear programming (MILP) model and proposed a swarm-based hybrid meta-heuristic method that combined a variable neighborhood search algorithm with a PSO algorithm. Results on standard samples indicated the proposed algorithm could compete with the state of the art methods. Cardoso et al. [44] introduced a real-time random solution for the CVRP with time windows. They suggested an advanced optimization system combined with the present Enterprise Resource Planning (ERP) without bringing forth any significant disruptions in the current distribution process of a company. The proposed system contains a route optimization module, a module for communicating within and outside the system, a non-communication database for providing local information warehouse regarding the optimization method, and a map dependent subsystem. Jin et al. [45] a cooperative parallel meta-heuristic algorithm is proposed for the CVRP which consists of several Parallel Tabu Search (PTS) algorithms cooperating by nonsimultaneously exchanging best solutions through an existed solutions pool. Then, these solutions are clustered based on their resemblances. Finally, the information of the solution clusters search history is used to help the diversification of the PTS algorithms. Vidal et al. [46] developed a componentbased heuristic algorithm for the multi-attribute VRP which depends on different approaches. Their extensive computational experiments demonstrate the remarkable performance of the proposed method. Recent CVRP showed that many of them use evolution algorithms to solve the CVRP problems without considering their inherent characteristics. Some of them have used the combination of an evolutionary algorithm and a heuristic one. However, none of these studies have paid attention to the inherent characteristics of evolutionary algorithms. In this paper, we tried to utilize the strengths of the evolution algorithms and combination of two algorithms in order to provide a method that best suited for the search in solution space of CVRP problem. Due to the high capability of GA in exploration phase and high capability of GELS algorithm in exploitation phase we use the combination of these two algorithms for tuning a strong algorithm.
III. THE PROPOSED ALGORITHM
In this section, a new efficient algorithm called GELSGA (GELS + GA) is developed to solve the CVRP. The main motive for providing this method is to present a new hybrid approach to solve the CVRP problem. Two main goals are followed for combining GA and GELS algorithm. The first goal is to provide a strong solution for CVRP problem. Comparing the results of the proposed method with previous ones based on the standard benchmarks shows how close we are to this end. The second goal is to provide a method as a complement of creative and heuristic functions. For example, this method can inspire clustering based methods for solving the problem. Because of the mutation operator, GA has a high ability for searching in the problem space. That is, by increasing mutation rate, exploration phase can be done properly. On the other hand, by shifting the GA toward the mutation, we may be away from the exploitation phase. For this reason, we have used GELS algorithm which has great power in local optimization, to complete the GA. In fact, the combination of these two algorithms will generate a variety of solutions from all search space and these solutions will be optimized locally by GELS algorithm. The combination of these two algorithms is described below. GELSGA is a hybrid of two algorithms GA and GELS and tries to find the best solution for the CVRP. Figure 1 depicts the general trend of the proposed algorithm. How to hybridize these two algorithms is shown in this figure.
As shown in Figure 1 , the process of problem solving begins with GA. In each generation, mutation and crossover operators are first performed and then a number of chromosomes are selected for the next generation. At this moment, the GELS algorithm starts. Selected chromosomes enter into the GELS algorithm one by one as CU and local optimization is performed on them. Optimized chromosomes are reinstated into GA and this trend continues. The pseudo-code of the proposed GELSGA is presented in Algorithm 1. The abbreviation CU indicates ''Current Solution'' and CA indicates candidate solution. Current Solution is one of the important parameters on GELS. In the following subsection, the details of the GELSGA algorithm and the precise function of GA and GELS in the proposed algorithm are described. 
A. CHROMOSOME REPRESENTATION
In the proposed algorithm, each chromosome represents a solution to the CVRP. A one-dimensional array is applied to represent the chromosomes. If the number of customers is equal to n and if the number of vehicles is equal to k, then n + k − 1 is considered to be the length of the array. To generate a solution, first, we put zero in some random cells of the array and then put a permutation of [1 . . . n] in the remaining cells of the array. Each number indicates one of n customers. Figure 2 shows a chromosome sample in the proposed algorithm.
In the chromosome shown in Figure 2 , serving the customers {3, 5, 7, 1} is done by vehicle No. 1, serving the customers {2, 10, 6} is done by vehicle No. 2 and serving the customers {4, 9, 8} is done by vehicle No. 3. In fact, zero numbers in the chromosome separate the constructed routes of the different vehicles.
B. FITNESS FUNCTION
The fitness value of each chromosome is determined by calculating the total traveled distance by vehicles and considering the vehicle's capacity. Depending on the type of chromosome representation, the customers of each vehicle are scrolled from left to right, and sum of their distances are calculated. A penalty function is used for capacity violation of a vehicle. If customers' total demand assigned to a vehicle exceeds this capacity, then a penalty is added to the total cost of that vehicle. Hence, the total cost of all vehicles is considered as the fitness of the chromosome. Equation 1 expresses the fitness function of a chromosome. Index t is used to denote the vehicles. The maximum number of the used vehicles to serve all the customers is equal to V .
In Equation 1, the term (x j+1 − x j ) 2 + (y j+1 − y j ) 2 is used to calculate the distance between customers j and j + 1 and penalty(x(t)) is the penalty function. Customer j is in the location (x j , y j ). Finally, after calculating the fitness of each customer, the sum of finesses of all customers is considered as the overall fitness of the chromosome. To calculate the value of penalty(x(t)), Equation 2 is used. In this Equation, devoted t indicates the amount of load allocated to the vehicle t th and is maxCapacity t is the maximum capacity of vehicle t th . Therefore, devoted t − maxCapacity t indicates the overload of vehicle. To calculate the penalty, devoted t − maxCapacity t is calculated for all vehicles and then summed up.
C. CROSSOVER OPERATION Two types of crossover are designed for the proposed algorithm. In the first one, each child inherits the order of serving to customers from a chromosome and the number of customers for each vehicle from another chromosome. Figure 3 shows an example of this operator. The genes of a chromosome are shown in black and the genes of another chromosome are shown in underlined numbers.
In crossover type 2, each child inherits part of the scheduling from parent one and another part from parent two. In this case, there are two problems. Firstly, the number of zeroes may be less or more than k − 1 (k: number of vehicles). Then, some numbers appear twice in the child's chromosomes. To fix the first problem, we set the number of zeros by deleting or adding to exactly k − 1 zero in chromosome. To fix the second problem, we remove the repeated number and replace it with the deleted number. Algorithm 2 shows the pseudo-code of this type of crossover. Figure 4 shows the crossover type 2. As seen, only one child is generated. The genes of a chromosome are shown in underlined numbers and genes of other chromosome are shown in black. It is assumed that randposition = 4. There are three steps to generate a child. In the first step, four genes from the first chromosome and eight genes from the second chromosome are concatenated together. In the second step, one of zeroes shown in italic is removed. In the third step, the deleted numbers of 10, 6, and 8 are returned to the chromosome, and replaced with the numbers 3, 9 and the deleted zero. replace repeated by C j (1 . . . randposition) − joint in child (randposition + 1 . . . (n + k − 1)) 12 end 13 return child 
D. MUTATION OPERATION
The proposed algorithm uses two types of mutations. The first type of mutation affects the entire solution. In this mutation, two random points are selected from the chromosome and their contents are exchanged. This way, we can exchange the customers of two vehicles and also change the customers of a vehicle. Figure 5 shows an example of this type of mutation. Underlined genes are mutated.
In mutation type 1, only the order of serving of a vehicle is changed and the structure of scheduling is not changed. In this mutation, a non-zero gene is selected as a pivot and all customers of a vehicle are mutated based on this pivot. Figure 6 shows an example of this type of mutation. In this example, the gene contains six as a selected pivot shown in underlined numbers. Mutated genes are shown in italic.
E. MATRICES OF RADIUS, VELOCITY AND MASS IN GELS
The GELS algorithm is implemented using three matrices for radius, velocity and mass. Radius matrix is set once, and remains constant until the end of the algorithm. But the velocity and mass matrices are updated in each iteration of GELS. This section describes the details of each matrix and how they are updated.
The first matrix in GELS algorithm is the radius matrix. In CVRP, the radius is equal to the distance between customers. If n is the number of customers in CVRP, then radius matrix is defined as distance (n×n) , in which entry distance(i, j) indicates the n distance between two customers i and j. Obviously, the main diameter of the matrix is zero. Velocity matrix indicates the speed of each customer towards another customer. This matrix is defined as velocity (n×n) , in which entry velocity (i, j) indicates the current speed of customer i toward customer j. At the beginning, a default value is considered as the velocity. In each iteration of GELS algorithm, the velocity matrix is updated. The default velocity of all entries of the matrix is set to 100. Mass matrix is defined as mass (n×n) . Using distance (i, j) and velocity (i, j) we can calculate the mass (i, j). In the proposed algorithm, the arrival time from customer i to customer j is considered as mass (i, j). Equation 3 is used to calculate the entries of the matrix mass (n×n) .
(3) Figure 7 shows three matrices distance (n×n) , velocity (n×n) and mass (n×n) for n = 3 and three customers a, b, c. Entries of distance matrix are filled randomly. Velocity matrix contains the default value 100 for all entries (except the main diameter) and the mass matrix is filled according to Equation 3.
F. PRODUCING CA FROM CU
In the proposed algorithm, each selected chromosome in GA enters into GELS for optimization. Therefore, each chromosome is considered as a CU (Current Solution). GELS algorithm creates a number of CA (Candidate Solution) to optimize the chromosome. If CA is better, it is accepted as CU for the next iteration. After accepting CA, the velocity matrix is updated using Equations 4 and 5.
In the Equations 4 and 5, F is the amount of force, G is gravitational constant set to 6.672 [58] . fitness (CU ) is the fitness of CU , fitness (CA) is the fitness of CA and i and j are customers on which gravitational force is applied. velocity m (i, j) is current value of velocity and velocity m+1 (i, j) is new value of velocity where m is counter of GELS execution. After updating velocity m+1 (i, j), mass (i, j) is updated using Equation 3. For applying gravitational force on points i and j of chromosome CU , we arrange all genes (non-zero ones) after j according to mass and in ascending order. According to Figure 7 , assume that CU = [b, 0, c, a] and (i, j) = (CU (1), CU (3) ). By arranging mass from gene c to the end of the chromosome, we have CA = [b, 0, c, a]. Now if assume that fitness (CU ) = 100 and fitness (CA) = 60, then we must accept CA as CU .  Entries velocity (b, a) and mass (b, a) are updated according to Equations 4, 5 and 3. The states of these three matrices after updating are shown in Figure 8 . Updated entries are shown in underlined numbers.
Gravitational force is applied to all non-zero genes of the chromosome. So GELS algorithm is run n times for each chromosome (n is the number of customers). Algorithm 3 shows the pseudo-code of producing CA and updating matrices. velocity (i, j) = velocity (i, j) + F 9 mass () = (distance (i, j) /velocity (i, j)) · 60 10 end 11 return CU 12 end
IV. COMPUTATIONAL RESULTS
The computational results are presented including wellknown sets of test data and the algorithmic configurations in this section. Also, the obtained results using proposed GELSGA method are compared with the results of the state-of-the-art solution methods as well as the best known solutions (BKS) existed in the literature. The proposed algorithm is coded using Matlab programming language and is run on Intel(R) Core(TM) i7 CPU 950 @ 3.07GHz (24596 Mflops), and a conversion factor is applied to make the algorithm compatible with other existed algorithms in different result tables of this section according to Dongarra benchmarks [47] . 
A. THE TEST DATA SETS
Three sets of standard benchmarks including 14 test problems from Christofides et al. [48] and 12 test problems from Taillard [49] and 20 test problem from Golden et al. [50] have been considered in order to verify the optimality of the proposed algorithm. In Christofides et al. [48] , instances 1, 2, 3, 4, 5, 11, and 12 have only capacity constraints. Instances 6, 7, 8, 9, 10, 13, and 14 have, besides the capacity constraint, maximum route length limits and non-zero service times (service time is added to their limitation when they serve the customer). In instances 1 to 10, customers have been distributed randomly, but they have been clustered in instances 11 to 14. Twenty instance problems of Golden et al. [50] have been defined with 200 to 483 customers. Route length limits are defined for the first 8 problems. Each problem has a geometrical structure, such as concentric circles including 8 instances, squares including 4 instances, rhombuses including 4 instances, and six-point stars including 4 instances. For each benchmark, two tables are provided. One paper shows the average and best solutions of different problems and the other one shows the processing time needed to generate these solutions. Most methods chosen for comparison with the proposed method have used evolutionary algorithms to solve this problem. One of the features of evolutionary algorithms is that it can produce better solutions by running longer. Therefore, the comparison of the two evolutionary based methods in terms on processing time is not reasonable. In order to have a correct comparison, we should investigate processing time table according to the solution  table. For example, if two different methods have produced the same solution based on their own parameters, then the method with less time to produce this solution is best one. In the Tables 1, 2 , 4, and 6, the bold cells represent the best results obtained using different methods. If the best results were obtained using two or more algorithms then as a ''best one algorithm'' we can select the algorithm with the lowest computational time. Tables 1 and 2 show the computational results. Compared to other algorithms, the proposed algorithm could find 13 better solutions as illustrated in Table 1 and 14 better solutions as illustrated in Table 2 . In the illustrative tables, two columns are presented for the proposed algorithm. The first column indicates the average quality for the solution (averaged over 10 experiments), and the second column indicates the best result obtained from the 10 experiments. CPU time of the proposed algorithm and the other compared algorithms is shown in Table 3 for solving Christofides benchmarks. All the CPU times are represented in seconds.
C. RESULTS OF TAILLARD [49] BENCHMARKS
The obtained results for 12 instances of Taillard [49] are shown in Table 4 . Each test problem is solving 10-fold using given algorithm. The average values and the best results are computed. The ''BKS'' column in Table 4 present a current best solution known in literature, but of course we are not sure whether this solution is optimal one. Therefore the better solution than ''BKS'' can be found. The computational times of Taillard benchmark instances are also presented in Table 5 in seconds.
D. RESULTS OF GOLDEN et al. [50] BENCHMARKS
The obtained results for 20 instances of Golden et al. [50] are shown in Table 6 . The first two columns denote the number of customers n and the number of vehicles k, respectively. Q and L denote capacity of vehicles and maximum tour length, respectively. Each instance is run 10 times under the experimental scenario. Average values and best results with standard deviation are computed. As it was mentioned in previous sections, the stopping criterion has been determined based on different methods. The ''BKS'' column in Table 6 present a current best solution known in literature, but of course we are not sure whether this solution is optimal one. Therefore the better solution than ''BKS'' can be found. According to the obtained results, the proposed algorithm is Table 7 . 9-13 illustrate the solutions obtained for some instances of CVRP. As it can be seen, the proposed algorithm (GELSGA) could solve the problems well and compete with best-known algorithms.
V. CONCLUSION
In this paper, a new hybrid algorithm named GELSGA is proposed to solve the CVRP. We modified some parameters of the basic GELS algorithm to improve the performance of the proposed algorithm. The modifications included building neighborhoods, various mutation operators, and population optimization on the best and worst solutions in each iteration. These modifications made the algorithm more efficient in escaping local optimum points and obtaining good solutions. Experimental results show that the proposed algorithm is very efficient for solving the CVRP and could achieve better solutions, however, it requires more running time because of its combination with LSA. It seems that that these combinations with other meta-heuristic methods such as TS or PSO and employing strong LSA such as the dual improving search algorithm may yield better solutions. Moreover, the proposed algorithm can be applied to other combinatorial optimization problems such as Vehicle Routing Problem with Time Windows (VRPTW) and Capacitated Clustering Problem. Work on these ideas and their applications will be dealt in future research.
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