In modern production and assembly processes, conventional PLCbased architectures are state-of-the-art for control engineering and applications. These kinds of architectures cause high costs for engineering and maintenance, and specially the adaptation of applications or even hardware changes are problematic. The paper presents a new modular control architecture, designed to meet the requirements of future production systems. Control hardware and control software are modularised in the same manner as is given by the mechanical and functional structure. Even more, also the structure of the Human-Machine Interface (HMI) follows this target. The main benefits are given by hierarchical design of different views of the control software (logic, HMI, diagnostics) with the same structure as the physical devices, capable of providing easy engineering, maintenance and re-configuration of the production system. The concept has been verified by the use of a real-world material-handling example.
Introduction
Today's emerging global markets and fast-changing consumer demands are a great challenge for manufacturing companies. They have had to shift their manufacturing entities from mass production to mass customisation in order to fulfil customer demands. To master such challenges and keep pace with the market, new production technologies are necessary. In a recent industrial peer study conducted in Europe, such technologies have been evaluated and ranked (Favre-Bulle and Zeichen, 2006) . Industrial experts have identified the technology of re-configurable adaptive production systems as one of the key technologies for the next generation of automation systems.
A similar finding has already been discovered by the visionary study of the Iacocca Institute in 1991 with their Agile Manufacturing concept (Iacocca Institute, 1991) . They demanded an overall support for the re-configuration of manufacturing plants. This should allow a fast and flexible reaction to market changes. The concept envisages not only a dynamic re-configuration of control applications and the logic of the process but also a physical re-configuration of production resources. A simple approach such as changing only parameters of software components will not be sufficient, because this leads to extensive maintaining of control programs. It should be kept in mind that downtimes of the plant are costly (e.g. continuous processes with long ramp-up times) and therefore should be avoided (Zoitl et al., 2004) , some scenarios like changing the production to a new product are not possible without dynamic re-configuration.
Adaptive production systems with their constant changes regarding products, production amount and production structure make new demands on the control technology. State-of-the-art control technology is not capable of fulfilling these requirements. One reason for this is that the control engineer cannot handle the increasing complexity of the whole automation solution any longer. A second point is the rigid monolithic architecture of program and variable structures of currently used Programmable Logic Controller (PLC) systems, which does not allow the implementation of certain new functions such as dynamic re-configuration. Sünder et al. (2006a) give an overview of the structural problems of these PLC-systems. To overcome these problems new control architectures are necessary.
Distributed control, in which each production resource or production resource part gets its own control device, is a new approach for controlling adaptive production systems. This control device fulfils the control task necessary for this resource and communicates via networks with other control devices to fulfil the overall goal -the functionality of the plant. The main advantage of controlling adaptive production systems with this approach is that changes and reactions to disturbances are bound locally to the control device that is affected. This helps to reduce the complexity of adaptive production systems. By enhancing it with dynamic re-configuration, the main requirements for adaptive production systems can be fulfilled (Zoitl et al., 2004) .
This new control paradigm also introduces new challenges. One is that programs are now scattered across the control devices. Therefore, to understand what is going on in one device, other devices also have to be considered. Additionally, the communication between the controller nodes is an additional point as it has to be configured and maintained. Therefore, a structured approach for programming distributed control systems is necessary. Such an approach should assist the control engineer in programming and understanding the control programs and preserve him/her from the new burdens introduced through distribution. In this work we present a new structured component-oriented hierarchical modelling approach for distributed control systems. This allows assembly of the control functionality based on lower-level components and 'glue'-functionality representing the interaction logic between the components. The control engineer receives a methodology to handle the complexity of these systems in a very simple manner.
The remainder of this paper is as follows. First, we present a description of the problem that arises from state-of-the-art PLC-systems in combination with manufacturing plants. Based on this, we give an introduction to our work during the past few years, which is summarised in this paper. The main part of our concept is split up into three parts: the mechanical structure of basic components, the internal architecture for logic and diagnostic of both basic and composite components and the representation of this architecture for Human-Machine Interfaces (HMIs). This concept will be demonstrated by use of a sorting machine within the Odo Struger Laboratory at the Automation and Control Institute, Vienna University of Technology. Further, we give an overview of the current research on this topic. Finally, we summarise our approach and describe future perspectives.
Problem statement
The physical structure of production plants can be seen in a strongly object-or component-oriented way. Different physical parts provide their mechanical function and are themselves part of larger elements providing a higher-level functionality. Abstracting this, a composition structure as shown in the left part of Figure 1 can be drawn. A machine consists of machine parts that are composed from devices. Machines are also part of cells or plants. The composition structure of the physical parts is not only the physical composition structure but also the functional composition structure. As a result of this composition structure, mechanical engineers started to define standardised functions and interfaces (e.g. clamps, pipe connectors). The main advantage is that one physical part once designed can be reused in many different applications. This allows the sale of more parts of the same kind. Furthermore, a machine, plant or work cell need not be designed from scratch designing each part it consists of. This reduces the amount of time needed for building new physical elements and also reduces failures, as the basic parts are already well tested. Overall, it can be said that this modular composition approach greatly improved the efficiency of the mechanical engineering.
In contrast to the physical structure, the structure of the control system is inconsistent with the functional structure of the system. Structures of the disciplines control hardware, control software and communication are based rather on technical reasons than on functional assignment. The control hardware basically consists of a processing unit (typically these are PLCs) that executes the control program as well as (internal or external) the input and output units to address the sensors and actuators of the system. As the input and output units carry no control functionality, the different functional elements are controlled by one central entity, the PLC. So the different sub-systems have to share the PLC with each other. This disregards the functional system borders. Also the arrangement of the input/output units neglects the functional assignment of the sensors and actuators. Typically, all actuators of the larger functional elements (e.g. machine parts) are connected to the same output unit, no matter if they belong to the same subelement. It is even common practice to connect sensors or actuators of neighbouring subsystems (e.g. a second machine part) to the same input unit or output unit, respectively.
Figure 1
Comparison between the physical structure of an automated production plant and its monolithic control structure
The control software is often poorly structured, because programming tools of PLC-based systems hardly encourage structural programming. Variables of different parts of the loading station and even of neighbouring systems might be addressed within the same sub-routine. Figure 1 indicates that parts of the software in the PLC are controlling the different functional elements. Also the communication system applies a structure independent of other disciplines: Different bus systems are applied due to different technical requests like mechanical robustness, real-time-capabilities or transmission rates.
Attributes of the conventional system architecture
Summarising the current control system approach, we can identify the following features and attributes:
Engineering efficiency. Different disciplines (hardware control, software control, visualisation, etc.) have to work together for the engineering of the overall system. As these disciplines do not work on a common system structure, engineering efficiency is low. The sub-divisions aim at local optima instead of applying a holistic engineering process that strives for a global goal including all disciplines. The discipline-specific engineering causes redundant creation of information and leads to data inconsistencies. Reusability is restricted because every new combination of a sensor or actuator with a control hardware or software requires a new solution.
Flexibility. Re-configuration is expensive; any modification requires individual adaptation in every discipline. Changes, especially in the control software (even if they are very small) cause a lot of effort.
Exploitation. Conventional architectures entail an inefficient use of control and communication resources. The scalability of the control hardware is limited.
Robustness. It is a basic drawback of a centrally organised architecture that the failure of the central device PLC causes a shutdown of the whole system.
Maintainability. The maintainability, especially of the software, is inadequate due to a missing clear structuring.
Concept formulation -building basic automation components
During the past few years, the authors have been investigating the above-mentioned problem. Therefore, several publications are available concerning different aspects of building a control system based on the mechanical and functional structure of a production plant. Dutzler (2003) introduces a hierarchical modelling approach based on autonomous devices. The overall functionality arises by aggregation and composition of these autonomous devices. Furthermore, a survey of available technologies for the realisation of this concept is given as well as a first prototypic feasibility demonstration. Sünder, Zoitl and Favre-Bulle (2005) describe a methodology for applying autonomous devices to a distributed automation system in an intuitive manner -by the use of their functionality and services. This provides the basis for a hierarchical control architecture consisting of a simplified and unified architecture of devices, presented in Sünder et al. (2006b) . This work finally presents the overall picture of our approach of a modular distributed control architecture concerning the control architecture as well as the HMI, getting rid of the monolithic architecture in both cases. The basic building blocks of a production plant are simple devices such as linear axes, sensor units and similar operative entities. Figure 1 gives an impression of these basic blocks within the physical structure (left half of the figure). To enable a control architecture according to this physical/functional structure, we propose that these basic building blocks need to be able to act autonomously and operate control logic by themselves. Figure 2 gives an example of such an advanced basic building block -we will use the term basic Automation Component (AC) within our approach -in the form of an 'intelligent' pneumatic cylinder. The basic ACs consist of a composition of even more simpler components, e.g. the pneumatic cylinder includes some inductive sensors, a pneumatic valve and a linear cylinder. In case of an AC, additional components are necessary:
Controller. As the AC has to operate control logic according to its functionality, some kind of microcontroller has to be added to the device. Furthermore, some kind of run-time environment is necessary to achieve a freely programmable device.
Communication interface.
Another important item is the communication. ACs have to be able to cooperate with other ACs, as the overall functionality of the production plant is created by interaction and composition of ACs.
This structure is very close to the architecture of classical field bus devices. The main difference of ACs in comparison to field bus devices appears in their behaviour. A field bus device may have some kind of static functionality, just receiving commands from a higher-level control unit (e.g. a PLC). The field device only reacts to these commands. An AC is able to autonomously carry out control tasks and communicate with other ACs to cooperatively provide the overall system functionality. This means the AC has an active part within the production plant and will act according to its control logic.
Figure 2 Pneumatic cylinder as basic automation component
To clarify the terminology, we will use the definition of (Vyatkin, 2003) Embedded control device. A computing device with interfaces to the sensors and actors as well as to the network. Therefore, the two elements excluded above concern to this element. As already mentioned, some kind of basic software (operating system, run-time environment, communication stack) is also part of the embedded control device.
Software components. A set of data and control logic implementing various automation functions. These elements provide the autonomy and cooperation of the AC. Vyatkin (2003) uses the term Automation Object (AO) for the components including these three parts. As we will describe in Section 7, the state-of-the-art often uses the word AO for a more general description of components. This includes even more views of a component, for instance, mechanical data, electrical wiring or pneumatic wiring.
Therefore, we will use AC instead of AO. Such an AC may be either a basic component (as described for instance in Figure 2 ) or a composition of several ACs (a so-called composite AC -the physical structure presented in Figure 1 already suggests this definition).
The element software component needs to be described in more detail. This is the central element for building a modular control software architecture. We provide a general software architecture for ACs that includes the following elements (Figure 3 ):
Logic. Carries out the basic control functionality of the AC by combination of device states, inputs and outputs.
Diagnostics. Carries out diagnostic tasks. This includes diagnostics of the logic, diagnostics of the process, plausibility checks of data provided by the process and the network interface and lifetime diagnostics of the device.
Human-Machine Interface (HMI).
Allows user-interaction with the AC. The HMI itself consists of two parts, the representation of the AC within a visualisation device (see Section 5) and the internal HMI that provides a defined interface for the external part. This interface itself is included within the next element, the universal component interface.
Universal Component Interface (UCI).
The UCI is the single interface of the AC towards the communication network. The UCI represents the AC based on its functionality (in case of the pneumatic cylinder, this would be move-out, move-in). It manages the access of any other component (AC or external HMI) and especially the influences based on the concurrent appearance of requests. The functionality of the AC itself is handled by the logic and diagnostics part. The UCI delegates the requests to these components and synchronises their responses.
A major advantage of this sub-division is that it supports encapsulation and therefore allows efficient separation of concerns. The structure is rigid as all aspects of the AC can be included within these topics. For instance, data logging is part of the HMI, alarming is part of the diagnostics. The architecture of ACs that consist itself of other ACs will be the same as for basic ACs. The next section provides a detailed analysis of this circumstance. 
Hierarchical control architecture
When looking for a functional or mechanical view on production facilities, one will notice that here a strong compositional approach can be found for building the facilities. Plants are structured in machine groups, which themselves contain several machines. The machine itself is also built from mechanical assemblies, and these are built from devices such as a cylinder or a motor (see also Figure 1 ). The main advantage is that the component on each level can be reused in many applications (plants, machines, etc.) because it is independent from its usage. The second point is that sub-components can easily be replaced as long as the new ones meet the mechanical and functional specification.
By mapping this mechanical structure also to the structure of the control architecture, the programming of large automation systems can be greatly simplified. The architectural model presented here represents each mechanical functional unit in the above described AC. Each of the ACs contains the logic and the diagnostics for the functionality it provides. This means that a lower-level AC such as a pneumatic cylinder provides the functionality to move in and out. On a higher level (e.g. a sorting machine), the AC provides the functionality of grasping a part from the conveyor belt.
Higher-level ACs that are composed from such ACs aggregate the functionality of their contained ACs. They use the UCI of the ACs one level below, add their functionality and provide their own UCI for the ACs that will use it. The added functionality is again divided into logic and diagnostics. The logic determines the overall functionality and coordinates the aggregated ACs. The diagnostics handles the information relating to the whole AC, which is not known by the lower-level ACs. An external HMI can access information of each AC through the UCI.
Thus, on each level of the control software hierarchy the ACs are built up in the same way. This helps the control engineer to understand the control program. The second advantage regarding the understanding of the control program is that, for a certain function of the plant, only one level has to be considered. In Figure 4 , this hierarchical control software model is depicted. It contains a machine (M) composed of several machine parts (MPs) that are composed of devices (D). Each of these elements is an AC. To utilise the full advantages of this approach, several rules have to be adhered to:
Single access point. ACs may interact only by means of the UCI. This implies that another AC serving the same UCI can replace an AC and the user of the AC can be left untouched. There may be established AC profiles for typical components in the similar way to the existing device profiles for field busses. This especially will make re-placement of similar ACs easier.
Strict hierarchy. An AC will not know who is using its UCI and cannot make assumptions on the provider of an UCI. An AC is aware of the UCI and the functionality of the ACs one level below. But this is all the information it can use to provide its own functionality. Therefore, it is not allowed to use an UCI that is located in an AC lower than one level below itself.
Decoupling of ACs.
ACs located on the same logical level in the plant may not directly interact and may not interact through their UCI. If this functionality is needed, then it points to a design error because such a direct interaction is clearly a coordinating function between the two ACs and, as already stated, this is the task of an upper-level AC.
By fulfilling these rules, the ACs of the whole system are de-coupled and have a defined interaction. These are two main requirements for re-configurable control architectures.
Figure 4 Composition of systems by aggregation of automation components

Assigning control software components to control devices
The control modelling approach based on ACs and hierarchical software structures presented here does not emphasise the usage for distributed control systems. From a general point of view, it is even possible to structure the control software of central control systems in the same way. This is a major advantage of this approach as it abstracts the complexity of the distributed control system away. The user can focus on the functionality of the overall application and does not have to tangle with the different control devices and the communication between them.
If we assume a distributed control systems, the hierarchical structure of the control software has to be mapped to the flat structure of the control devices where it will be executed. The control devices will come along with the components on the lowest level, as these are the components that directly interact with the hardware of the plant. These control devices therefore need the facilities for adding additional control software.
An important point to emphasise here is that, in contrast to the hierarchical structure of the control application, the control devices are laid out in a flat communication structure. From a general point of view, this may sound odd as the overall communication could be easier if it was hierarchically structured. But the reason for this flat control device structure is that higher-level software components mapped to different devices will reside physically distributed over the whole plant and need to communicate with their lower-level components. If a hierarchical communication is introduced, additional communication methods for forwarding the messages across the hierarchy levels (up and down) are needed. One may state that such hierarchy borders would occur by physical borders of machines, machine parts or devices, but still a communication between these parts is necessary and not always an own controller handling the border of the component will make sense. Therefore, in this first approach a flat communication structure is considered.
Integration of graphical human-machine interfaces
From the distributed control system view, graphical HMIs such as graphical terminals are simply additional devices in the control system structure. The main difference is that they can collect data from all the ACs that they are showing and transfer user input to the ACs changing their state (e.g. hand/auto mode). State-of-the-art HMIs are designed completely separately from the control software. They are connected afterwards to the control system by manually configuring the communication between HMI programs and the control programs. This results in a lot of error-prone configuration work, and the two programs typically diverge from each other. Therefore, the reuse of both components in other plants or machines and so on is not possible or at least very difficult to handle.
In order to simplify HMI design and enforce the reuse, not only of control software components but also of HMI components, we include the HMI in our architecture. Each of the ACs receives an associated HMI component. This HMI component knows everything that is necessary to represent the AC graphically and interacts with the AC. In order to define also the internal structure for the HMI components, the general structure of HMIs has to be investigated. In general, HMIs are built in a similar hierarchical structure as the functional structure shown in the left part of Figure 1 . The main view will show an overview of the plant summarising all information needed to operate the machines and plants. If details of machines, machine parts or device are needed, the operator navigates through the views invoking new screens showing the details (e.g. as shown in Figure 7 ). Based on this we define the structure of an AC's HMI component to consist of the following three parts. Overview provides a graphical representation showing a summary with the most important data of the AC. The overview will be drawn in the Detailed View of the upper-level HMI component this component is used.
Detailed View provides a detailed graphical representation of the AC. In this view all data of the AC is shown. For higher-level ACs, the detailed view consists of the overview of the underlying ACs and additional data from the AC itself.
The overall HMI is now built up in the same hierarchical way as the control structure. The main difference is that the whole hierarchy of one HMI will be mapped to one graphical HMI device. With this structure, graphical HMIs seamlessly integrate into control software. The main burden of configuring the communication between these two parts is removed. 
Example: sorting station
The hierarchical control modelling architecture described in this paper has been implemented using a sorting machine in the Odo Struger Laboratory at Vienna University of Technology (see Figure 6 ). The sorting machine is part of a test bed, different stations are connected using a pallet transfer system. Pallets with clamps are transported to the sorting machine, which is capable of distinguishing whether the metal side or the plastic side of the clamp is on top by use of an inductive sensor. Figure 6 also depicts the hierarchical structure (physical structure, functional structure, control software structure and HMI structure) of the sorting station. This machine consists of two loading stations, an inductive sensor and an RFID (Radio Frequency Identification) sensor as well as a conveyor belt. The loading stations are capable of putting clamps from the pallet into a container. Therefore, they consist of a stopper and a handling unit. The handling unit consists of two pneumatic axes and a vacuum gripper.
Figure 6
The sorting machine: principle structure, photo and hierarchy
We have realised the presented methodology in all details by use of the application example. All basic ACs (except the Conveyor Belt) are realised by use of their own, independent controller part. IEC 61499 (IEC, 2005) has been chosen as the most appropriate modelling framework for this architecture. Dutzler (2003) provides a survey of state-of-the-art technologies that could be used for such a realisation. IEC 61499 function blocks provide the best fitting reference model. An appropriate run-time environment has been implemented at the institute (Zoitl, 2002) , so basic ACs have been realised by using small embedded controllers. The whole control logic for one basic AC was located within an IEC 61499 resource, which provides independent execution of the included function block network. The external HMI has been provided within the Java- The work presented in this paper relates to two different topics of state-of-the-art technology. One topic relates to the structured modelling of production systems, especially by the use of a control software architecture that is closely coupled to the mechanical and functional structure. The second topic concerns the different views that are needed within a production system; these are the mechanical view, the control software view, the electrical wiring view, the visualisation view and so on. By the combination of these two topics, each component within the production plant includes the different views. An appropriate tool enables one to consider the production plant from different viewpoints, providing a common data base for all these views. Our approach provides an architecture for control software, diagnostics as well as HMI that is directly coupled to the physical and functional structure of the production plant. These three views are covered; additional views may be added in a similar way. Up to now we have not investigated this direction. The rest of this section provides an overview of the approaches that provide solutions for one or even both research topics described earlier. The list does not claim completeness, as this field of research has been very active in the recent years.
The Föderal initiative (2004) uses common tools for the different disciplines necessary within the engineering of a production plant, e.g. control software or electrical wiring. The tool supports the design phase of the production plant and enables assembling of different components, concerning all views of these components. Afterwards, an appropriate input file is generated for the tools used in the different disciplines. Storr, Lewek and Lutz (1997) describe an approach based on the object-oriented technology, which is well known in the field of computer science. They define functional units that include the control software for a module as well as further aspects such as a state graph or a wiring diagram. By using the models of the Unified Modelling Language (UML), a hierarchical system architecture can be assembled from module libraries. Lutz (1999) describes the different aspects of software aggregation within this model. Ferrarini, Veber and Lorentz (2003) provide a method based on the hierarchical decomposition of the system behaviour. The overall system is considered as an object, with the expected behaviour as its main method. This method makes use of the functionality (again methods) of sub-modules. The implementation is based on physical components that are capable of operating their control functions by themselves. Therefore, a distributed automation system is the basis for this approach. Each physical component includes a manager that accepts requests from other components. The aggregation of the components based on the functional structure of the overall system is considered with respect to different approaches. The arrangement of several components defines a new component with some common functionality. Depending on the method of aggregation, different hierarchical architectures occur. A detailed description of the implementation based on the standard IEC 61499 is given in and Ferrarini, Veber and Fogliazza (2005) . Thramboulidis (2005) considers the system development for manufacturing systems from a more general viewpoint. He claims an architecture that promotes model integration not only for the implementation of space artefacts but also in the artefacts of the early analysis and design phases of the development process. The key concept in this architecture is the mechatronic component, which is composed of the mechanical part, an electrical part and a software part. These parts collaborate through appropriate links to achieve the system's objectives and build components of the mechatronic system. The proposed architecture consists of four layers. The mechatronic layer is on the top of this architecture and is projected into the lower layers concerning the application, the resource and the mechanical process. The four layers are intersected vertically with the development phases.
engi , Ljungkrantz and Åkesson (2006) present a framework for component-based distributed control software, with primary application for distributed control systems. They introduce ACs as software components for the implementation of control software applications. The architecture for an AC is described by sub-components. There may be as many sub-components as necessary; an example is given using four sub-components with different roles: model (basic functions of a unit), controller (functions for some automated behaviour of the model), interfaces (interaction with the AC) and services (human-AC interaction). ACs may encapsulate other ACs; therefore, a hierarchic architecture arises. The components at higher hierarchical levels are connected by their back-end to the front-end of ACs at lower hierarchical levels.
Another important aspect is taken into consideration by Vyatkin, Karras, and Pfeiffer (2005) . They focus especially on a validatable architecture for industrial automation systems. The basic architecture consists of the components capable of executing their own control logic. These components are composed of more complex components.
Conclusion
The gap between the physical/functional structure and the control software structure of today's automation system is a main hinderance for re-configurable adaptive production systems. The approach presented in this paper provides a structured programming methodology for distributed control systems based on ACs. Through defining a common structure for the control program of all type of ACs and strong hierarchical composition rules, the engineering of distributed control systems can be greatly simplified. By extending the approach from the control program point of view of automation systems, also to the diagnostics of ACs as well as the HMI point of view, a first step towards automation objects has been achieved. Compared with the current state of practice in control engineering, our approach shows the following characteristics:
Engineering efficiency. The existence of ACs provides tremendous advantages in the engineering of automation systems. The first-time device vendors may develop devices that include all disciplines. By applying these pre-defined devices, the engineering process of a new automation system can significantly be shortened. The ACs support a holistic engineering process, where the system becomes simultaneously configured in all disciplines. System fractures such as redundant creation of information and data inconsistencies can be avoided. Furthermore, commissioning of sub-systems may be done separately as the devices are autonomous. A prerequisite for the described engineering advantages is a universally valid engineering tool, which may be applied for all devices. This requires a high level of compatibility.
Flexibility. The features of component-oriented software allow fast adaptations. Control hardware and communication infrastructure are automatically adjusted if adaptations (re-organisations or extensions) of the physical devices are carried out. In contrast to conventional systems, where devices are bound to their supervisory control system, devices are autonomous and their logical structure allows simple reconfiguration, changing the functionality of the plant results mainly in changing the coordination logic at higher levels. This does not affect the levels below or above. ACs can be easily replaced by other ACs without disturbing ACs below or above.
Exploitation. The modular system supports scalability, as the individual devices may easily be added to or removed from the system. The event-driven character of distributed systems allow for an efficient use of the communication infrastructure.
Robustness. In a distributed system, a failure of one device has only local consequences. An autonomous device can even provide reduced (local) functionality if the network connection is lost. In contrast to conventional systems, the control hardware is integrated into the sensors and actors. Therefore, the physical strain of the electronic is increased, which has to be considered in the construction of the ACs.
Maintainability. The applied encapsulation of components and the clear definition of interfaces support the exchange of components. As the components also include software, additional functionality for a convenient exchange of components has to be provided. The hierarchical component approach helps to find the places to change. It supports the control engineer in understanding the structure of the control program. Changes are shielded between the components. This results in a limited area of change impact.
