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Abstract
Matrix functions have become a central topic in linear algebra, and many
problems of their numerical approximation appear often in scientific com-
puting. This thesis concerns with matrix functions times a vector with a
special attention in the matrix logarithm case. In many applications the ori-
ginal matrix may be large, sparse or structured. In this case evaluating the
matrix function times a vector by first computing the full matrix function
is usually unfeasible, so that it has sense to approximate the solution saving
storage and computational time. Looking into the literature in numerical lin-
ear algebra, the standard approach for computing the matrix function times
a vectors directly is based on a polynomial Krylov subspace approach that
only requires matrix–vector products of the original matrix. This project
deals with rational Krylov subspace which have been used recently in this
context though it was originally presented for eigenvalue problem in the 90s.
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Introduction
Motivation
Functions of matrices have been studied for as long as matrix algebra it-
self. Despite of their origins in pure mathematics, matrix functions have
become a subject of study in applied mathematics, with involved knowledge
in numerical analysis, approximation theory, matrix functions and develop-
ment of algorithms [11, 17]. Thus it needs a wide range of theory, methods
and techniques so as to understand and implement effectively the numerical
algorithms that approximate theoretical results.
This project is focused on the logarithm case, explained in Chapter 2,
using many of the different techniques discussed in Chapters 1 and 3. These
techniques are also available for a general function with slightly modifications.
This last Chapter 3 has the most recent approaches in order to approximate
the matrix function times a vector without constructing the full matrix. In
particular, it is available to used when the matrix has some sparsity pattern
and hence to save memory. Although these methods are explained for a gen-
eral function, in the numerical experiments an scalar function must be fixed.
We decided to consider the logarithm because it has some connections with
the exponential function, which has been deeply studied. The logarithm of
a matrix appears in various field of mathematics, applied science and engin-
eering, such as [3, 18]. In contrast with other matrix functions, such as the
exponential, the definition of the matrix logarithms reveals some significant
difficulties. Indeed, given an square matrix A, the problem consists in find-
ing a square matrix X such that eX = A. Any solution of this problem is
denoted by X = log(A) and it is called logarithm of A. It is known that there
is a matrix X if, and only if, A is invertible. However, it can have infinitely
many solutions. By way of contrast, if A has no eigenvalues on the closed
real axis, among its infinitely many logarithms, there is a unique logarithm
which is called the principal logarithm of A. It has all its real eigenvalues with
a strictly positive value. Here we are interested in the principal logarithm
of an invertible square matrix because of its intrinsic theoretical an numer-
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ical difficulties as well as it has not been developed a lot in the literature.
The computation of the principal matrix logarithm stills an exciting area in
the fields of scientific computing and mathematical science. Nevertheless, as
we already said, the main purpose here is to provide new techniques that
has been recently developed to compute the matrix function times a vector
without constructing the whole matrix function itself. This new approach
is a challenge from the point of view of numerical linear algebra and we are
going to explain it in the last Chapter 3. These techniques applied to the
logarithm case require of an extra constraint which is that any field value of
the matrix A must not be strictly negative.
Organisation
The project concerns with numerical methods and a little bite of the associ-
ated issues of accuracy, stability and computational cost. It is organised in
three Chapters. The first one exposes a formal definition of matrix function
and it summarises the main important properties. In this first chapter, it
is also explained general techniques to compute the matrix function for an
arbitrary scalar function that satisfies quite general assumptions of smooth-
ness.
The second chapter is focused on the matrix logarithm computation. It
explains the different methods that are in the literature of matrix logarithm.
Such a computation is needed in the last Chapter to compute the logarithm
matrix of a small matrix. In the all chapter is assumed that the matrix is
invertible and has no negative real eigenvalues.
Finally, the last chapter and the most important one concerns with the
matrix function times a vector. It explains how this vector can be approx-
imated by different methods. It is based on the iterative solvers of a linear
system that are widely used such as CG, GMRes, BiCGStab, . . . [30]. In
particular, it uses Krylov subspaces in order to approximate the vector with
a matrix of small size. The matrix function is computed in this small mat-
rix and then it is recovered by an left-orthonormal matrix that represents
this vector subspace. This approach has become an active research from the
beginning of this century. However, the most recent results come from one
or two years ago because of the rational Krylov subspaces. Essentially, it
approximates the vector by a rational polynomial function instead of a poly-
nomial one. In this last chapter we present numerical results that include
implementation of the previous chapters too. Many intermediate tests have
been executed but only the more relevant ones have been showed in this last
section because of sake of clarity.
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Chapter 1
Matrix functions
Let A be an n-by-n matrix and let f be an scalar function. We are interested
in computing f(A) in such a way that algebraic properties are preserved.
That mathematical object that we want to compute, i.e. the f(A), must be
a matrix too. In particular, few fast observations must be done:
• Element-wise operations on matrices do not preserve algebraic proper-
ties. For instance, A · A element-wise is not the same that A2.
• Functions on matrices producing an scalar result, such as the trace or
the determinant are not the goal of this project.
Before giving a formal definition of f(A), we must conscious that f has to
satisfy some constraints. Despite of these constraints, the most common
scalar functions (exp, sin, cos, . . . ) are going to verify them.
Given the matrix A whose coefficients are in a field (by default R or C), it has
a finite number of eigenpairs (λi,vi). Let us denote λ1, . . . , λs the distinct
eigenvalues of A and let ni be the order of the largest Jordan block in which
the eigenvalue λi appears (a.k.a. index of λi).
Let us give some examples of the notion of index of an eigenvalue. Let
A1 =
(
1 1
0 1
)
, A2 =
1 0 00 1 1
0 0 1
 and A3 =
1 0 00 1 0
0 0 1
 .
These three matrices have eigenvalue 1 but its index is 2 for the matrices A1
and A2 and 1 for A3.
Definition 1.1. A scalar function f is said to be defined on the spectrum of
an n-by-n matrix A if, and only if,
f (j)(λi), 0 ≤ j < ni, 1 ≤ i ≤ s
are defined.
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From now on, we are going to assume that any scalar function f is defined
on the spectrum of the matrix A and it is the same function f in the whole
computation unless explicitly stated otherwise. Under the assumption that
the matrix f is defined on the spectrum of the matrix A we can consider the
next table as (theoretical) known data
λ f (0) f (1) f (2) · · ·
λ1 f(λ1) f ′(λ1) f ′′(λ1) · · · f (n1)(λ1)
... ... ... ... · · · ...
λs f(λs) f ′(λs) f ′′(λs) · · · f (ns)(λs)
(1.1)
where λ1, . . . , λs are the distinct eigenvalues of A and ni the index associated
to the eigenvalue λi. The total number of known values is
m =
s∑
i=1
ni
and it verifies that m ≤ n.
Any standard course in numerical methods states that whatever a table of
values, with their respective derivatives as in (1.1), is given, there exists a
unique polynomial p of degree less than m that interpolates such a table
and it can be computed numerically [10]. This polynomial is called Hermite
interpolant and it allows us to consider a formal definition of the matrix
function.
Definition 1.2 ([16]). Let A be an n-by-n matrix with index ni associated
to λi where 1 ≤ i ≤ s and let f be an scalar function defined on A. Then
f(A) = p(A)
where p is the unique polynomial of degree less than ∑si=1 ni that verifies
p(j)(λi) = f (j)(λi), 0 ≤ j < ni, 1 ≤ i ≤ s.
Notice that f(A) is completely determined by the values of f on the
spectrum of the matrix A because the Hermite interpolant depends on A
through the values of f on the spectrum of A. So it is not the case that
f(A) ≡ q(A) for some fixed polynomial q independent of A.
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Example 1.3. Let A = ( 1 1−2 −1 ) with eigenvalues ±i and f(z) = sin(z). So
the table is
λ sin(λ)
±i ±a with a =
e− e−1
2i .
The polynomial that interpolates this table is
p(t) = a+ a
i
(t− i) = a
i
t = e− e
−1
2 t
and then sin(A) = p(A) = e−e−12 A.
As a consequence of the Definiton 1.2, one can state the following result:
Proposition 1.4. Let A be an n-by-n matrix and f be an scalar function
defined on the spectrum of A. Then
f(A) = 0 if, and only if, f(λ) = 0 for all λ eigenvalue of A.
Proof. Two implications must be proved:
⇒) If p(A) = f(A) = 0, then the minimal polynomial of A divides p. So p
is zero on the eigenvalues of A. Because the minimal polynomial can
be expressed as
s∏
i=1
(t− λi)ni
being λ1, . . . , λs the distinct eigenvalues of A and ni the largest Jordan
block in which the eigenvalue λi appears.
⇐) If f(λi) = 0 for all i, the jth derivative at λi is 0 too. Hence the
Hermite interpolant is identically 0 and f(A) = 0.
The main reason to consider the definition of a matrix function is that
it leads to the properties that one expects. Let us collect some of these
properties in the following Theorem 1.5.
Theorem 1.5. Let A be an n-by-n matrix and f be an scalar function defined
on the spectrum of A. Then
1. f(A)A = Af(A).
2. f(A>) = f(A)>.
3. f(XAX−1) = Xf(A)X−1 for all non-singular n-by-n matrix X.
4. f(λ) is an eigenvalue of f(A) whatever eigenvalue λ of A.
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5. f(A)X = Xf(A) whenever AX = XA.
6. If A = (Aij) is block triangular, F = f(A) is block triangular with the
same block structure as A and Fii = f(Aii).
7. f(Im ⊗ A) = Im ⊗ f(A) and f(A ⊗ Im) = f(A) ⊗ Im where A ⊗ B :=
(aijB).
Proof. Let p(t) be the polynomial such that f(A) = p(A). Then
1. f(A)A = p(A)A = Ap(A) = Af(A).
2. Since A and A> have the same eigenvalues,
f(A)> = p(A)> = p(A>) = f(A>).
3. Since A and XAA−1 have the same eigenvalues,
Xf(A)X−1 = Xp(A)X−1 = p(XAX−1) = f(XAX−1).
4. f(A)X = p(A)X = Xp(A) = Xf(A) since AX = XA.
5. f(A) = p(A) is clearly block triangular and its ith diagonal is p(Aii).
Because of the fact that p interpolates f on the spectrum of A it inter-
polates f on the spectrum of Aii and thus p(Aii) = f(Aii).
6. Since Im ⊗ A = diag(A, . . . , A) is block triangular, then f(Im ⊗ A) =
Im ⊗ f(A). Finally, there is a permutation matrix P such that for all
n-by-n matrices A and B, A⊗B = P (B ⊗ A)P>, and so
f(A⊗ Im) = f(P (Im ⊗ A)P>)
= Pf(Im ⊗ A)P> = P (Im ⊗ f(A))P>
= f(A)⊗ Im.
A really useful result which proof is skipped [25, Thm. 6.2.27] tells us
that to check the veracity of a matrix identity is enough to check it for
diagonalisable matrices.
Theorem 1.6. Let D be an open subset of R or C and let f be an n−1 times
continuously differentiable mapping on D. Then the following are equivalent:
1. f(A) = 0 for all n-by-n matrix A with spectrum in D.
2. f(A) = 0 for all diagonalisable n-by-n matrix A with spectrum in D.
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The Example 1 shows an example that even if the spectrum of a real
matrix does not contain any real number the value by f may be a real matrix
too. It is natural to wonder whether a general statement can be proved.
Proposition 1.7. Let A be a real n-by-n matrix and f be an scalar function
defined on the spectrum of A verifying
1. f(λ¯) = f(λ) for all eigenvalue λ.
2. f(λ) is real for all real eigenvalue λ.
Then f(A) is a real matrix.
Proof. Thanks to the real Schur decomposition (Theorem 1.12) of A, it is
enough to consider the case of a complex conjugate eigenvalues, λ 6= λ¯. In
such a case the coefficients of the polynomial that interpolates the table
λ f
λ f(λ)
λ¯ f(λ¯)
is given by the solution of the linear system(
1 λ
1 λ¯
)(
x
y
)
=
(
f(λ)
f(λ¯)
)
.
This system can be premultiplying by 12 (
1 1
−i i ) that yields the real system(
1 Reλ
0 Im λ
)(
x
y
)
=
(
Re f(λ)
Im f(λ)
)
because f(λ¯) = f(λ). Therefore the interpolant is going to be a real polyno-
mial so f(A) will be real too.
The following results state that if an scalar function f(z) is algebraic
combination of easier functions, one can substitute z by the matrix A and
compute each of the values in these simple functions. Therefore expressions
like sin(exp(A)) + A cos(log(A)) are valid.
Proposition 1.8. Let f and g be scalar functions defined on the spectrum
of an n-by-n matrix A. Then
1. h(z) = f(z) + g(z) implies h(A) = f(A) + g(A).
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2. h(z) = f(z)g(z) implies h(A) = f(A)g(A).
Proof. Let p and q be the polynomials such that f(A) = p(A) and g(A) =
q(A). Then
1. It is clear that f(A)+g(A) = p(A)+q(A) = (p+q)(A). The polynomial
r = p+ q interpolates h on the spectrum of A, so h(A) = r(A).
2. The function h(z) = f(z)g(z) has the same values on the spectrum of
A that r(t) = p(t)q(t). Indeed, by the Leibniz’s rule
h(j)(λ) = (fg)(j)(λ) =
∑
α+β=j
f (α)(λ)g(β)(λ)
=
∑
α+β=j
p(α)(λ)q(β)(λ) = (pq)(j)(λ) = r(j)(λ).
Proposition 1.9. Let P (t1, . . . , tr) be a polynomial in the indeterminates
t1, . . . , tr and let f1, . . . , fr be scalar functions defined on the spectrum of
an n-by-n matrix A. If f(z) = Q(f1(z), . . . , fr(z)) takes zero values on the
spectrum of A, then f(A) = Q(f1(A), . . . , fr(A)) = 0.
Proof. Let p1, . . . , pr be the polynomials that interpolate f1, . . . , fr on the
spectrum of A. Then pi(A) = fi(A) for all i = 1, . . . , r and the polynomial
p(t) = Q(p1(t), . . . , pr(t)) also takes the same values on the spectrum of A.
By Proposition 1.4, f(A) = p(A) = 0.
Proposition 1.10. Let f and g be scalar functions defined on the spectrum
of an n-by-n matrix A and of an n-by-n matrix f(A) respectively. Then
h = g ◦ f is defined on the spectrum of A and h(A) = g(f(A)).
Proof. By the chain rule,
h(λ) = g(f(λ))
h′(λ) = g′(f(λ))f ′(λ)
...
h(j)(λ) = g(j)(f(λ))f ′(λ)j−1 + · · ·+ g′(f(λ))f (j)(λ).
Each of the derivatives exist since f is defined on the spectrum of A and
g is defined on the spectrum of f(A). If p is the polynomial such that
f(A) = p(A) and q is the one such that g(f(A)) = q(A). Then h(z) and
p(f(z)) coincide on the spectrum of A because p(j)(f(λ)) = g(j)(f(λ)). By
the Proposition 1.9 to P (f(z), h(z)) = h(z) − p(f(z)), we conclude that
h(A) = g(f(A)).
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1.1 Applications
Many applications of functions of matrices appears in real problems. Some-
times they are useful in a theoretical point of view but simpler numerical
computations can be avoid an explicit computation of the matrix function.
Perhaps the most clear example is the case of f(z) = z−1. In that case,
f(A) = A−1 and it may appear in solving a linear system but it is well-
known that, from a numerical point of view, it is not justified to compute
explicitly A−1 in general. Although many applications can be considered, we
are going to explain a little bite just a few of them.
1.1.1 Linear differential equations
A classic ordinary differential equation is the linear one such as
dX
dt
= AX +XB (1.2)
where A,B and X(t) are n-by-n matrices. A matrix linear differential equa-
tion appears many times when one compute variational equations of a differ-
ential equation [6] and when one solves numerically a time-dependent par-
tial differential equation [28]. Given an matrix linear differential equation
like (1.2) and fixed an initial condition, let us say X(0) = X, then it has
solution
X(t) = eAtCeBt.
Many other examples related with ordinary differential equation can be con-
sidered. However, the usual interest of a differential equation is to solve an
Initial Value Problem, i.e. a differential equation with a given initial con-
dition. In such a case, a large number of methods for integrating general
problems like that have been developed with a really good results in terms of
accuracy and computational time. In fact, there are some integrators, called
exponential integrators, which date back to the 1960s that involves the use of
the exponential matrix but it is quite computational expensive in comparison
with other alternatives like Taylor integrator and Runge-Kutta methods and
their variants.
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1.1.2 Floquet Theory
Let dx
dt
= g(t,x) be an Ordinary Differential Equation of class C1 periodic
with respect to t of period T and assume that it has a periodic orbit of
period T . That means a function x(t) that verifies the ODE through an
initial condition x(t0) = x0 and moreover
x(t+ T ) = x(t).
Let us differentiate the equation with respect to the initial condition x0, i.e.
d
dt
∂x
∂x0
= ∂
∂x0
dx
dt
= ∂
∂x0
g(t,x) = Dxg(t,x)
∂x
∂x0
where Dxg(t,x) the partial derivative with respect to the x. This expression
can be rewritten as a linear ODE
dX
dt
(t) = A(t)X(t) (1.3)
where A is a continuous and T -periodic matrix, i.e. A(t) = Dxg(t,x). Let
φ(t) be a fundamental matrix, that is, a matrix such that φ(t0) is non-singular
for some t0 and it verifies
dφ
dt
(t) = A(t)φ(t).
The Floquet theory says that under these conditions there exists a matrix
function P (t) what is of class C1 and T -periodic such that for some matrix
B holds
φ(t) = P (t)eBt, for all t ∈ R.
In other words, there is a change of coordinates of the initial linear differential
equation (1.3) that gives us
dY
dt
(t) = BY (t)
where now the matrix B does not depend on time. Let us prove it step by
step:
1. φ(t) fundamental matrix implies φ(t+ T ) fundamental matrix. Indeed
dφ(t+ T )
dt
= A(t+ T )φ(t+ T ) = A(t)φ(t+ T )
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2. There is matrix C such that φ(t + T ) = φ(t)C. Indeed, let us prove
that φ(t)−1φ(t+ T ) is constant.
d
dt
(
φ(t)−1φ(t+ T )
)
= −φ−1(t)dφ
dt
(t)φ−1(t)φ(t+ T ) + φ−1(t)dφ
dt
(t+ T )
= −φ−1(t)A(t)φ(t+ T ) + φ−1(t)A(t)φ(t+ T )
= 0.
3. Write C = eBT and take P (t) = φ(t)C−1 = φ(t)e−BT .
4. Consider the change of coordinates X = P (t)Y .
Hence the matrix B is obtained by computing the matrix logarithm of C.
1.1.3 Markov models
These models are used in a quite variety of different subjects and the matrix
exponential and logarithm play an important role in those models. Indeed,
let P (t) be an n-by-n matrix whose entries (i, j) are equal to the probability
that an individual starting in state i at a time 0 is going to be in state j at
time t. The matrix P is assumed to be stochastic (i.e. the row sums of P are
all 1). Associated to the matrix P (t), a.k.a. transition probability matrix, is
the called transition intensity matrix Q what is an n-by-n matrix related to
P by
P (t) = eQt
and satisfying that the non-diagonal entries are non-negative and the column
sum are 0. Notice that while P (t) depends on time t, the matrix transition
intensity matrix does not. Further, one can prove that eQt is a non-negative
stochastic matrix for all t ≥ 0.
As a special case, one can consider a discrete-time Markov process with trans-
ition probability matrix P independent of time. One can wonder whether
there is a matrix Q such that eQ = P . In other words, if logP exists. In
such a case, Q is called a generator and P is said to be embeddable.
Although it is not known a necessary and sufficient condition for the existence
of a generator for an arbitrary value of n, in the case that P has distinct, real
and non-negative eigenvalues the only real logarithm is the only candidate
generator and it is the principal logarithm of P .
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1.2 General methods to compute a matrix
function
This section is focused on explaining the ideas of general techniques for com-
puting (or just approximating) matrix functions. These general techniques
must be specified for the concrete problem that one would like to solve. How-
ever, they provide a good theoretical point of view to deal with such concrete
problems. In this section, as in the whole chapter, we are going to assume
an scalar function f and a square matrix A. Thus, the goal is to provide
methods for computing f(A).
The particular case when f is a polynomial is not the main interest of this
project although numerical instability sometimes appears (depending on A
and f). As a summary of this case, the most useful method are the Horner’s
method [20], the explicit power method, the factored form method, the
Paterson–Stockmeyer method [23] and the parallel evaluation method [20].
The following subsections explain different approaches to compute f(A) densely.
Essentially we have two techniques
1. Taylor series.
2. Rational approximation.
3. Schur–Parlett’s recurrence.
The first one assume that the scalar function f is smooth enough in a neigh-
bourhood of each of the eigenvalues of A. Then it approximates f by its
Taylor series expansion. The drawback of this approach is the slow conver-
gence if the matrix A has no a clustered spectrum.
The second one is based on an approximation of f by a quotient of polynomi-
als. We explain two types of approximation; Pade´ and Rational Chebyshev.
Pade´ is a suitable option when the spectrum of the matrix is close the con-
vergence region, usually close to the origin. On the other hand, the rational
Chebyshev may be inaccurate even in the case that the approximation was
really accurate in an scalar context, its matrix version may suffer leak of ac-
curacy because, as we will explain, the condition number of the eigenvectors
has an influence in its accuracy.
Finally, the last technique seems to be a good option when the spectrum
of the matrix has no closed eigenvalues because it may be required to solve
Sylvester equations.
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1.2.1 Taylor series
It is well-known that a smooth enough scalar function f can locally be ap-
proximated by its Taylor series expansion which is a particular case of a
power of series. The next result, whose proof will be skipped [16, Thm. 4.7],
states the (theoretical) conditions so as to the Taylor expansion can be used
to compute f(A).
Theorem 1.11. Let f be a smooth enough function with Taylor series ex-
pansion at z = α
f(z) =
∑
k≥0
ak(z − α)k, ak = f
(k)(α)
k!
whose radius of convergence is r. If A is an n-by-n matrix, then f(A) is
defined and is given by
f(A) =
∑
k≥0
ak(A− αI)k
if, and only if, each of the distinct eigenvalues λ1, . . . , λs with respective in-
dexes n1, . . . , ns of A satisfies one of the following conditions
1. |λi − α| < α.
2. |λi − α| = α and the series for f (ni−1)(z) is convergent at the point
z = λi for i = 1, . . . , s.
Let us consider a particular case where the Taylor series technique behaves
good. Let f be an scalar function defined on the spectrum of an n-by-n upper
triangular matrix T whose eigenvalues are “close” in modulus. The goal is
to evaluate f(T ) efficiently and accurately. Let us write
T = µI +M, µ = trace(T )/n
which defines M as T shifted by the mean of its eigenvalues. Assume that f
has a Taylor expansion around z = µ
f(z + µ) =
∑
k≥0
f (k)(µ)
k! z
k
where z is in an open disk containing the spectrum of T − µI. By The-
orem 1.11,
f(T ) =
∑
k≥0
f (k)(µ)
k! M
k.
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Under the assumption that the eigenvalues of T are sufficiently close, the
powers of M are expected to decay quickly after the (n − 1)st. It means
that a suitable truncation of the power series of f(T ) ought to yield good
accuracy.
1.2.2 Rational approximation
A rational function is a quotient of two polynomials like
rm,n(t) =
pm(t)
qn(t)
= amt
m + · · ·+ a1t+ a0
bntn + · · ·+ b1t+ b0 , am, bn 6= 0. (1.4)
As a matter convention, one chooses bn = 1. In that case, the set of coeffi-
cients is usually stored in the order
(a0, a1, . . . , am, b0, . . . , bn−1).
Notice that in the case of matrix function of rm,n defined on the spectrum of
a square matrix A, we have the equality
rm,n(A) = qn(A)−1pm(A) = pm(A)qn(A)−1.
Therefore the approximation f ≈ rm,n is translated into f(A) ≈ rm,n(A).
However, a really important drawback is that even if rm,n is a extremely
good approximation of f on the spectrum of the matrix A, rm,n(A) may not
be a good approximation. Indeed, consider the particular case that A is
diagonalisable with A = XDX−1, then f(A)− rm,n(A)
f(A)− rm,n(A) = X(f(D)− rm,n(D))X−1
that implies
‖f(A)− rm,n(A)‖ ≤ κ(X)‖f(D)− rm,n(D)‖
being κ(X) = ‖X‖‖X−1‖ the condition number of the matrix X whose
columns are the eigenvectors associated to the eigenvalues of the diagonal of
the matrix D.
The expression (1.4) of rm,n is not the only one available. The main two
other alternatives are the continued fraction representation and the partial
fraction representation. The former expresses rm,m(t) as
c0 +
d1t
c1 +
d2t
c2 + · · ·+
d2m−1t
c2m−1 +
d2mt
c2m
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for some scalars c’s and d’s. On the other hand, the latter representation of
rm,m(t) looks like
m∑
j=1
αjt
1 + βjt
for some scalars αj and βj.
Pade´ approximation
A Pade´ approximant to a smooth enough function f(z) is a rational function
rm,n(t) whose power series expansion agrees with the one of f(z) to the
highest possible order. Explicitly, rm,n(0) = f(0) and
r(j)m,n(0) = f (j)(0), j = 1, . . . ,m+ n.
Notice that in general the rational function rm,n(t) is going to be a local
good approximation of f(z) in a neighbourhood of z = 0. In the particular
case m = n (a.k.a. diagonal rational approximation), the coefficients of the
rational approximant are obtained by solving the system of equations
n∑
k=1
cn−k+ibk = −cn+i, 0 ≤ i ≤ n,
n∑
k=0
ci−kbk = ak, 0 ≤ i ≤ n,
c0 = a0
where cj = f (j)(0)/j! are the coefficients of the Taylor expansion of f at 0.
The first n equations with bk as unknowns are, in general, a non-symmetric
Toeplitz linear system.
Rational Chebyshev approximation
For some functions and some intervals, the optimal rational function approx-
imation is able to achieve substantially higher accuracy than the optimal
polynomial approximation with the same number of coefficients. But this
must be weighted against the fact that finding a rational function approxim-
ation is not as straightforward as finding a polynomial approximation, which
could be done elegantly via Chebyshev polynomials.
Let rm,n be the desired rational function as (1.4) that have a numerator of
degree m and a denominator of degree n. We need to find the m + n + 1
quantities, i.e. the coefficients of the polynomials. Let us denote by
e(t) = rm,n(t)− f(t), e ≡ max
a≤t≤b
|e(t)|
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the deviation of rm,n(t) from f(z) and e denote its maximum absolute value.
The ideal minimax solution would be that choice of coefficients that minim-
ises e. Clearly this solution exists since e is a real number bounded by zero.
The first observation is that e(t) must have m+ n+ 2 extrema. Indeed, one
can force the residual e(ti) to be equal to any desired value yi by solving the
linear system of equations for the unknowns a’s and b’s
amt
m
i + · · ·+ a1ti + a0 = (f(ti)− yi)(tni + · · ·+ b1ti + b0), 0 ≤ i ≤ m+ n
which can be solved by exact methods such as LU decomposition. In fact, if
the ti’s are chosen to be the extrema of the minimax solution, the equations
satisfied will be
amt
m
i + · · ·+ a1ti + a0 = (f(ti)± e)(tni + · · ·+ b1ti + b0), 0 ≤ i ≤ m+ n.
In this latter case the e is and additional unknown, so that the number of
both equations and unknown is m + n + 2. Summing up, given only the
locations of the extrema of the minimax rational function, we can solve for
its coefficients and maximum deviation. This is just the idea behind the
Remes algorithms [31] which is not the aim of the project to give a detailed
algorithm.
1.2.3 Quasi-triangular matrices
A quasi-triangular matrix is a block upper triangular matrix with either 1-
by-1 or 2-by-2 diagonal blocks. The next Theorem [13, §7.4] states that any
real matrix is orthogonally similar to an upper quasi-triangular matrix.
Theorem 1.12. Let A be an n-by-n real matrix. Then there exists an or-
thogonal n-by-n matrix such that
Q>AQ = R :=

R11 R12 · · · R1m
0 R22 · · · R2m
... ... ...
0 0 · · · Rmm

where each Rii is either a 1-by-1 matrix or a 2-by-2 matrix having complex
conjugate eigenvalues.
In the case that complex arithmetic is allowed, one proves that there is
an n-by-n unitary matrix Q such that Q∗AQ is a (complex) upper triangular
matrix. The Schur decomposition can be computed with perfect backward
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stability by the QR algorithm, a standard tool in numerical linear algebra.
In particular, the Schur decomposition allows us to consider the relation
f(A) = Qf(R)Q>. (1.5)
Therefore the problem of computing f(A) has been reduced to the compu-
tation of f(R) which is an upper block triangular matrix.
Schur–Parlett’s algorithm
Let f be an scalar function defined on the spectrum of an n-by-n upper block
triangular matrix T . The goal of this Section is to explain how F = f(T ) can
be computed. By Theorem 1.5, F is block triangular with the same structure
of T . Let us denote the blocks of the matrices T and F as
T =

T11 T12 · · · T1m
0 T22 · · · T2m
... ... ...
0 0 · · · Tmm
 and F =

F11 F12 · · · F1m
0 F22 · · · F2m
... ... ...
0 0 · · · Fmm
 .
In particular, Fii = f(Tii) for all 1 ≤ i ≤ m. Moreover, by Theorem 1.5,
FT = TF that leads to the relation
j∑
k=i
TikFkj =
j∑
k=i
FikTkj, i < j
which is equivalent to
TiiFij − FijTjj = FiiTij − TijFjj +
j−1∑
k=i+1
(FikTkj − TikFkj), i < j. (1.6)
We have arrived to a recurrence what requires to solve a Sylvester equation
for the unknown block Fij. The Algorithm 1.1 shows the a pseudo-code of
this procedure. Notice that in order to compute Fii the same expression (1.6)
for the case of 1-by-1 blocks tells us how it can be compute it.
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Algorithm 1.1: Parlett’s block recurrence
Input: f scalar function defined on the spectrum of an n-by-n block
upper triangular matrix T = (Tij).
Output: f(T ) = F = (Fij) an n-by-n block upper triangular matrix.
for i = 1(1)n do Fii = f(Tii)
for j = 2(1)n do
for i = j − 1(−1)1 do
Solve for Fij the Sylvester equation
TiiFij − FijTjj = FiiTij − TijFjj +
j−1∑
k=i+1
(FikTkj − TikFkj)
However, Algorithm 1.1 has an important pitfall which will be revealed it
studying how a Sylvester equation is solved.
Solving a Sylvester equation
A linear matrix equation
AX −XB = C (1.7)
where A is an m-by-m matrix, B an n-by-n matrix and C an m-by-n matrix
which are given and the m-by-n matrix X is to be determined is called a
Sylvester equation.
The equation (1.7) is merely a linear system of equations of size mn as in
[15] is explained. Indeed, it can be rewritten as
(In ⊗ A−B> ⊗ Im) vec(X) = vec(C) (1.8)
where A⊗B := (aijB) is an m-by-n matrix and vec(·) represents the vector-
isation operator which stacks the columns of a matrix into a one long vector.
The eigenvalues of the matrix of the linear system δij are given in terms of
the eigenvalues of A and B which are respectively denoted by λi and µj
δij = λi − µj, 1 ≤ i ≤ m, 1 ≤ j ≤ n.
Therefore the Sylvester equation is non-singular if, and only if, the matrices
A and B have no eigenvalues in common.
Going back to the Sylvester equation in the expression (1.6) the solution
is guaranteed whenever Tii and Tjj for i < j have no common eigenvalues.
In particular, the diagonal of the matrix T gives us the eigenvalues of the
original matrix A because they are similar ones via the unitary matrix Q.
If there are equal eigenvalues the Algorithm 1.1 could breakdown. However,
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equal eigenvalues can be joined in a same block matrix Tii so as to if f(Tii)
is computed more efficiently, the Algorithm 1.1 can be applied. Even in this
case, the eigenvalues of the different blocks Tii and Tjj should be as much
different as possible in order to have a good enough accuracy.
After this comments, there is an even more remark that it is useful in
some cases. The linear system (1.8) for solving the Sylvester equation (1.7)
is of size mn. One way to solve it is to apply Gaussian elimination with
partial pivoting but the complexity is prohibitive Θ(m3n3) flops for a general
case. A more efficient method, which requires Θ(m3 + n3) flops, is obtained
thanks to the Schur decomposition of the matrices A and B. Let us consider
the real Schur decompositions
A = URU> and B = V SV >
where U and V are orthogonal matrices and R and S are quasi-triangular.
These decompositions transforms the original Sylvester equation (1.7) to
RZ − ZS = D, Z = U>XV and D = U>CV
which is equivalent to solve a linear system Pz = d where
P = In ⊗R− S> ⊗ Im, z = vec(Z) and d = vec(D).
This linear system is quasi-triangular and it can be solved faster than the
non-modified (1.8). Notice that, in fact, the factorisation of the matrices A
and B are already computed when one applies the approach (1.5).
1.2.4 Preprocessing
Two main techniques are available to improve the accuracy of an f(A) al-
gorithm; translation and balancing. Both techniques aim to reduce the norm
matrix to apply method such as Taylor or Pade´ which are accurate near the
origin. The translation technique consists in compute f(A − µI) instead of
f(A) and by properties of the matrix function f obtain the value for f(A).
Norm-minimising real shifts are well-known for three particular norms and
it is summarised in the next result whose proof is skipped [16, § 4.10]:
Theorem 1.13. Let A be an n-by-n matrix. Then
1. minµ∈R‖A− µI‖F is attained for µ = trace(A)/n.
2. If aii ∈ R for all i, then
min
µ∈R
‖A− µI‖∞ = 12
(
max
i
(ri + aii) + max
i
(ri − aii)
)
, ri =
∑
j 6=i
|aij|
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and the optimal µ is
µ = 12
(
max
i
(ri + aii)−max
i
(ri − aii)
)
.
3. minµ∈R‖A− µI‖1 = minµ∈R‖A∗ − µI‖∞.
Balancing is a heuristic that attempts to equalise the norms of the ith row
and ith column for all i by a diagonal similarity transformation. In the case
of the 2-norm is equivalent to minimising ‖D−1AD‖F over all nonsingular
diagonal matrix D [22]. Nowadays routines in lapack and matlab compute
B = D−1AD where D is a permuted diagonal so that the 1-norms of the ith
row and ith column of B are of similar magnitude for all i. These routines
need O(n2) and they can be performed without roundoff.
It is clear that balancing can be combined with translation. The balancing
transformation is independent of the diagonal element of the matrix and since
trace(A) = trace(D−1AD), the translation in the Fro¨benius norm yields the
same shift before balancing as after. Thus there is no difference in which
order these two operations are done.
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Chapter 2
Numerical computation of
logarithm matrix function
In the previous Chapter, we saw some general methods for computing the
matrix function. However, even for “easy” matrix they may provide really
bad results in terms of accuracy and the reason is the distribution of the
eigenvalues and eigenvectors of the matrix and the scalar function. Now we
want to consider the (principal) logarithm matrix function approximation.
A logarithm of an n-by-n matrix A is any matrix X such that eX = A.
As in the case of complex numbers, any non-zero value has infinitely many
logarithms so any non-singular A has infinitely many logarithm matrix. In
order to fix our problem we are going to consider as logarithm the principal
one. It is the logarithm defined in the strip C = {z ∈ C : − pi < Im(z) < pi}.
When the eigenvalues of the matrix A are not on R− the principal logarithm
matrix always exists and it is the unique whose spectrum lies in the strip C.
In particular, by Proposition 1.7, the principal logarithm of a real matrix is
a real matrix.
Due to the multivalued nature of the logarithm is not generally true the
relation that log(eA) = A but elogA = A is always true. Let us recall the
relation in the complex case that describes the relationship between log(ez)
and z
log(ez) = z − 2piiU(z), U(z) =
⌈
Im(z)− pi
2pi
⌉
∈ Z.
In particular, in the case of the principal logarithm of a real matrix we have
that log(eA) = A and always elogA = A.
Proposition 2.1. Let A be an n-by-n matrix with no eigenvalues on R− and
−1 ≤ α ≤ 1. Then
log(Aα) = α log(A).
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Proof. By Theorem 1.6 is enough to prove it for the scalar case. By definition
aα = eα logα, so
log aα = α log a− 2piiU(α log a).
But under the assumption that a /∈ R− and α ∈ [−1, 1], we deduce that
U(α log a) = 0 because
−1 ≤ −α + 12 <
α Im(log a)− pi
2pi <
α− 1
2 ≤ 0.
Proposition 2.2. Let A be an n-by-n matrix with no eigenvalues on R−1 and
let Xˆ be an approximation of the logarithm of A. Then the relative backward
error of Xˆ is
‖eXˆ − A‖
‖A‖ .
Proof. By definition the relative backward error of Xˆ is the smallest value
of ‖E‖/‖A‖ such that Xˆ = log(A+E). The matrix E = eXˆ −A is the only
one satisfying the latter equation.
Proposition 2.3. Let A be an n-by-n matrix with no eigenvalues on R−1.
Then
log(A) = log(A/‖A‖) + log(‖A‖I).
Proof. The matrices A/‖A‖ and ‖A‖I commutes therefore
elog(A/‖A‖)+log(‖A‖I) = elog(A/‖A‖)elog(‖A‖I) = A.
Thus log(A/‖A‖) + log(‖A‖I) is some logarithm of A. The imaginary part
of an eigenvalue of this matrix is
Im(log(λ/‖A‖) + log(‖A‖)) = arg(λ) ∈ (−pi, pi).
So it is the principal logarithm of A.
2.1 Series expansions
In 1668 Mercator deduced a series expansion for log(1 + t) that nowadays
can be reached by the following argument. It is well-known the uniform
convergence of the series
1
1− r =
+∞∑
k=0
rk, |r| < 1.
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After integrating between 0 and t,
log(1− t) = −
+∞∑
k=1
tk
k
, |t| < 1.
The same year, Gregory deduced that writing
s = 1− t1 + t ⇔ t =
1− s
1 + s
we have
log(t) = −2
+∞∑
k=0
1
2k + 1
(
1− s
1 + s
)2k+1
.
whenever Re(t) > 0. These two approximations are transformed into matrix
functions
log(I − A) = A− A
2
2 +
A3
3 −
A4
4 + · · · , ρ(A) < 1 (2.1)
and
log(A) = −2
+∞∑
k=0
1
2k + 1
(
(I − A)(I + A)−1
)2k+1
, min
i
Re(λi) > 0
(2.2)
being λi are the eigenvalues of A. In both series expansions the convergence
can be slow if the matrix A is not close to the identity matrix I.
2.2 Pade´ approximation
The diagonal Pade´ approximations rm to the Taylor series of log(1 + t) can
be expressed as a truncated continued fraction expansion
rm(t) =
c1t
1 +
c2t
1 + · · ·+ c2m−2t
1 +
c2m−1t
1 + c2mt
where
c1 = 1, c2j =
j
2(2j − 1) , c2j+1 =
j
2(2j + 1) , j = 1, . . . , bm/2c.
Another equivalent representation is due to the Richter’s Theorem
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Theorem 2.4 (Richter). Let A be an n-by-n matrix with no eigenvalues on
R−. Then
log(I + A) =
∫ 1
0
A(I + sA)−1 ds.
Proof. By Theorem 1.6, it suffices to prove the result for diagonalisable
matrices A. That means to check
log(1 + t) =
∫ 1
0
t(1 + st)−1 ds
with t ∈ C lying off R− which is immediate because
∫ 1
0
t(1 + st)−1 ds =
∫ 1
0
d
ds
log(1 + st) ds.
It allows us to consider a Gauss-Legendre quadrature with αj are the
weights and βj the nodes of the m-point rule (see §2.2.1) on [0, 1].
log(I + A) ≈ rm(A) =
m∑
j=1
αjA(I + βjA)−1. (2.3)
Its cost is m solutions of multiple right-hand side linear systems and its
numerical stability is governed by the condition of the linear systems that
are involved. In some way, it is related with the value
φm := max
j
κ(I + βjA) ≤ max
j
1 + |βj|‖A‖
1− |βj|‖A‖ .
Since 0 < βj < 1, φm is guaranteed to be of order 1 provided that ‖A‖ is not
too close to 1.
The operands in the sum (2.3) can be done in parallel but it may only have
sense in the case that the matrix A is really large and, of course, close to the
identity matrix.
The next results state that the error in matrix Pade´ approximation is bounded
by the error in the scalar Pade´ approximation at the norm of the matrix.
Theorem 2.5 (Kenney and Laub). For ‖X‖ < 1 and any subordinate matrix
norm,
‖rm(X)− log(I +X)‖ ≤ |rm(−‖X‖)− log(1− ‖X‖)|.
Furthermore it is exact for non-positive scalar X.
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2.2.1 Gaussian quadrature
Let f be a mapping and assume that the goal is to approximate
∫ b
a
f(s) ds.
Such an integral is going to be approximate with some weights αj and some
nodes βj (a.k.a. abscissae)
∫ b
a
f(s) ds ≈
m∑
j=1
αjf(βj).
Of course both αj and βj depend on m. It is well-known that for smooth
integrands (after factoring out the appropriate weight function), Gaussian
quadrature converges exponentially fast as m increases because the order of
the method, not just the density of points, increases with m.
The Theory behind Gaussian quadratures goes back to Gauss in 1814 but
the systematic treatment, what we are going to explain, using orthogonal
polynomials is due to Christoffel in 1877. The Gaussian quadrature rules
involves two distinct phases:
1. Generation of orthogonal polynomials p1(t), . . . , pm(t).
2. Determination of the zeros of pm(t) and the computation of the asso-
ciated weights.
The orthogonal polynomials are going to be the Gauss-Legendre which are
defined by
p−1(t) = 0,
p0(t) = 1,
(j + 1)pj+1(t) = (2j + 1)tpj(t)− jpj−1(t), j ≥ 0.
They are mutually orthogonal with respect to the inner product defined by
(f, g) =
∫ 1
−1
f(s)g(s) ds.
The weights are defined by
βj =
2
(1− α2j )p′m(αj)2
.
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Algorithm 2.1: Gauss–Legendre quadrature formula
Input: Integer m.
Output: α1, . . . , αm abscissae and β1, . . . , βm weights of the
Gauss–Legendre m-point quadrature formula on [0, 1].
n← (m+ 1)/2
for i = 1(1)n do
z ← cos
(
pi i+0.75
n+0.5
)
// Initial Newton’s seed
repeat // Newton’s method
p1 ← 1
p2 ← 0
for j = 1(1)m do // Gauss-Legendre polynomial
p3 ← p2
p2 ← p1
p1 ← ((2(j − 1) + 1)zp2 − (j − 1)p3)/j
p2 ← m(z − p1 − p2)/(z2 − 1) // Derivative of p1
z1 ← z
z ← z1 − p1/p2
until |z − z1| < 10−14
αi ← (1− z)/2
αm−i ← (1 + z)/2
βi ← 1/
(
(1− z2)p22
)
βm−i ← βi
2.3 Rational Chebyshev approximation
Let us see the essence that allows us to obtain a rational approximation to
the logarithm scalar function what converges in the entire complex plane slit
along the non-positive real axis, uniformly in certain closed regions in the
slit plane. Clearly the Initial Value Problem of the Ordinary Differential
Equation
tx′(t)− 1 = 0
x(1) = 0
has solution x(t) = log(t). If z is a complex number, s(1, z) denotes the
closed line segment joining 1 and z. Let us consider a positive real number
y 6= 1. We want to find a (real) polynomial p? of degree at most m that
minimises
‖tp′(t)− 1‖ = max
t∈s(1,y)
|tp′(t)− 1| (2.4)
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among all (real) polynomials of degree at most m satisfying p(1) = 0. The
goal is to determine p?. Let p(t) = amtm + · · · + a0 be a real polynomial
verifying p(1) = 0 and
tp′(t)− 1 =: pi(t) := bmtm + · · ·+ b0.
Then it is clear that
b0 = −1,
a0 = −
m∑
j=1
aj,
aj =
bj
j
, 1 ≤ j ≤ m.
Thus
min
p
‖tp′(t)− 1‖
s. t. p(1) = 0
⇐⇒
min
pi
‖pi‖
s. t. pi(0) = −1
⇐⇒
max
pi
|pi(0)|
s. t. ‖pi‖ = 1
The last equivalence can be proved as follows:
⇐) If pi0 maximises |pi(0)| subject to ‖pi‖ = 1, then pi? = −pi0/pi0(0) min-
imises ‖pi‖ subject to pi(0) = −1. So ‖pi?‖ = 1/|pi0(0)|.
⇒) If now pi(0) = −1, then pi1 = pi/‖pi‖ has norm 1. Thus
|pi1(0)| = |pi(0)|/‖pi‖ = 1/‖pi‖ ≤ |pi0(0)| = 1/‖pi?‖.
It leads ‖pi?‖ ≤ ‖pi‖.
By [24] the Chebyshev polynomial for s(1, y) denoted by
Tm,y(t) = Tm
(
2t− (1 + y)
1− y
)
is the polynomial verifying ‖Tm,y‖ = 1 and |pi(0)| < |Tm,y(0)| for all poly-
nomial of degree at most m such that ‖pi‖ = 1 and pi 6= ±Tm,y. Where the
polynomial Tm(t) = cmtm + · · ·+ c0 is the Chebyshev polynomial defined by
the three-recurrence
T0(t) = 1
T1(t) = t
Tm+1(t) = 2tTm(t)− Tm−1(t), m ≥ 1.
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Equivalently Tm(t) = cos(m arccos(t)). The polynomial Tm,y is pi0 thus
−Tm,y(t)/Tm,y(0) minimises ‖tp′(t) − 1‖ subject to p(1) = 0. We can now
obtain explicitly the coefficients a0, . . . , am using the Newton’s binomial in(
2t− (1 + y)
1− y
)j
= (1− y)−j
j∑
i=0
(
j
i
)
(−1)i(1 + y)i(2t)j−i
leads to
aj =
(−1)j+12j
jTm(λ)(1 + y)j
m∑
i=j
(−1)i
(
i
j
)
λici, λ =
1 + y
1− y , 1 ≤ i ≤ m
and
a0 = −(a1 + · · ·+ am).
Hence, a0, . . . , am are rational functions of y so is
rm(y) = am(y)ym + · · ·+ a0(y).
It can be rewritten using z complex number does not satisfy z ≤ 0 instead
of y by
rm(z) =
m∑
j=1
(−1)j 2j(1−zj)
j
m∑
i=j
(−1)i
(
i
j
)
(1− z)i−j(1− z)m−ici
m∑
j=0
(−1)j(1 + z)j(1− z)m−jcj
which reveals that the numerator and denominator of rm(z) are polynomials
of degree at most m. We have proved the following result
Proposition 2.6. Let z be a complex number that does not satisfy z ≤ 0.
Then the m uniform rational approximation of the principal logarithm log(z)
rm(z) =
Nn(z)
Dn(z)
is given by
Nm(z) =
m∑
j=1
(−1)j 2
j(1− zj)
j
m∑
i=j
(−1)i
(
i
j
)
(1− z)i−j(1− z)m−ici,
Dm(z) =
m∑
j=0
(−1)j(1 + z)j(1− z)m−jcj
being Tm(z) = cmzm + · · ·+ c0 the mth Chebyshev polynomial.
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Although the Proposition 2.6 gives an expression of a uniform (see [19])
rational approximation of the principal logarithm, its expression is not com-
putational quite efficient. For this reason, let us prove two recurrence rela-
tionship whose computation will be easier.
Proposition 2.7. The rational polynomial of the Proposition 2.6 verifies the
following recurrences
D0(z) = 1
D1(z) = 1 + z
Dm(z) = 2(1 + z)Dm−1(z)− (1− z)2Dm−2(z), m ≥ 2
and
N0(z) = 0
N1(z) = −2(1− z)
Nm(z) = 2(1 + z)Nm−1(z)− (1− z)2Nm−2(z)− 2(1− z)mφm, m ≥ 2
where
φm =
0 m even− 2
m(m−2) m odd.
Proof. By the definition of Dm(z), it is clear that
Dm(z) = (1− z)mTm(λ), λ = 1 + z1− z . (2.5)
By the three-term recurrence relationship for the Chebyshev polynomials,
Dm(z) = (1− z)m
(
2λTm−1(λ)− Tm−2(λ)
)
= 2(1 + z)Dm−1(z)− (1− z)2Dm−2(z).
We know that rm(z) verifies rm(1) = 0 and tr′m(t) − 1 = −Tm,z(t)/Tm,z(0).
Thus ∫ z
1
r′m(t) dt =
∫ z
1
dt
t
−
∫ z
1
Tm,z(t)
tTm(λ)
dt
which leads to
rm(z)− log z = 1
Tm(λ)
∫ 1
−1
Tm(t)
t− λ dt
using (2.5),
Nm(z) = −(1− z)m
∫ 1
−1
Tm(t)− Tm(λ)
t− λ dt.
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Again by the three-term recurrence relationship for the Chebyshev polyno-
mials,
Nm(z) = 2(1 + z)Nm−1(z)− (1− z)2Nm−2(z)− 2(1− z)m
∫ 1
−1
Tm−1(t) dt.
The proof is finished because
−
∫ 1
−1
Tm(t) dt =
∫ 0
−pi
cos(mz) sin(z) dz =
0 m = 1 or even2
1−m2 m odd.
The expression (2.5) tells us that rm(z) has poles only at the zeros of
Tm(λ) which are the poins of the negative real axis
zj =
ξj + 1
ξj − 1 , ξj = cos
(
pi
2j − 1
2m
)
, 1 ≤ j ≤ m. (2.6)
Let us show some examples using the recurrences of Proposition 2.7.
r1(z) = 2
z − 1
z + 1
r2(z) = 4
(z − 1)(z + 1)
z2 + 6z + 1
...
r5(z) =
86z5 + 1650z4 + 2300z3 − 2300z2 − 1650z − 86
15z5 + 675z4 + 3150z3 + 3150z2 + 675z + 15
...
As their poles zj are well-known, we can find the residues sj and direct term
of the partial fraction expansion of the rational polynomial rm(z), that is,
rm(z) =
m∑
j=0
sj
z − zj + k(z)
being k(z) a polynomial. Therefore the rational Chebyshev approximation
of the logarithm of an n-by-n matrix A with no eigenvalues on R− will be
approximated by the values of rm(A).
2.4 Inverse scaling and squaring method
The Pade´ approximation for computing the logarithm matrix is a good
method when the matrix is close to the identity, what is not a usual situation.
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In order to enforce it, one can use the Proposition 2.1 what, in particular,
says that for a matrix A with no eigenvalues on R−
log(A) = 2k log(A1/2k).
The integer k is to be chosen so that log(A1/2k) is easy to approximate.
Since A1/2k → I as k → ∞, we will use a Pade´ approximant of log(I + X)
for computing log(A1/2k). The method is called inverse scaling and squaring
method and it is one of the best method for computing the matrix logarithm
even though a value of k sufficiently large for the matrix may be too large
for some particular submatrices and could lead to damaging substractive
cancellation.
Let us assume that an initial Schur decomposition has been carried out.
Then the problem becomes that of computing the logarithm of an n-by-n
(quasi-)triangular matrix T . The number of square roots to take and the
degree of Pade´ approximant to use must be fixed with the aim of finding a
trade-off between minimal cost and maximal accuracy. The Pade´ evaluation
of rm(T ) can be done by the partial fraction expansion in mn3/3 flops, the
required m is determined from Theorem 2.5 in such a way that the θi := ‖X‖
in Algorithm 2.2 guarantees
‖rm(X)− log(I +X)‖ ≤ 2−53 ≈ 1.1 · 10−16.
In order to know the effect of taking a square root of T on the required value
m, we use the fact
(I − A1/2k+1)(I + A1/2k+1) = I − A1/2k , as k →∞.
As an approximation we establish
‖I − A1/2k+1‖ ≈ 12‖I − A
1/2k‖
what says that once A1/2k has norm close to 1 a further square root ought to
approximately halve the distance to the identity matrix. On the other hand,
the square root of a (quasi-)triangular matrix can be computed in n3/3 flops
thanks to the Algorithm 1.1. In a quasi-triangular case, the next result tells
us how to compute the 2-by-2 block of a matrix with conjugated complex
eigenvalues:
Proposition 2.8. If A = ( a bc a ) with bc < 0 and eigenvalues ρe±θi, then
√
A = αI + β√−bc
(
0 b
c 0
)
where α = √ρ cos θ2 and β =
√
ρ sin θ2 .
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Proof. The eigenvalues of A are a± i√−bc which means that
a = ρ cos θ and
√−bc = ρ sin θ.
It holds that
√
A
2 = (α2 − β2)I + 2 αβ√−bc ( 0 bc 0 ) and so
α2 − β2 = ρ
(
cos2 θ2 − sin
2 θ
2
)
= ρ cos θ,
αβ = ρ cos θ2 sin
θ
2 =
1
2ρ sin θ.
The next Algorithm 2.2 summarises a sequential algorithm so as to com-
pute the logarithm of a matrix. Notice that, in general, it is required to store
the full matrix.
Algorithm 2.2: Inverse scaling and squaring method for computing
the logarithm matrix, [16, § 11.5]
Input: An n-by-n matrix A with no eigenvalues on R−.
Output: The principal logarithm matrix F = log(A).
θ3 ← 1.6206284795015669e−002
θ4 ← 5.3873532631381268e−002
θ5 ← 1.1352802267628663e−001
θ6 ← 1.8662860613541296e−001
θ7 ← 2.6429608311114350e−001
A← QTQ∗ // Schur decomposition, O(n3)
k ← 0, p← 0
while true do
τ ← ‖T − I‖1
if τ ≤ θ7 then
p← p+ 1
m← min{i : τ ≤ θi}
j ← min{i : τ/2 ≤ θi}
if m− j ≤ 1 or p = 2 then break
T ← √T // by Algorithm 1.1, O(n3)
k ← k + 1
U ← rm(T − I) // by partial fraction expansion, O(mn3)
F ← 2kQUQ∗ // O(n3)
In the case that the Schur–Parlette’s algorithm 1.1 would want to be applied
to the matrix logarithm, a similar result for a 2-by-2 block matrix with
conjugated complex eigenvalues can be stated:
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Proposition 2.9. If A = ( a bc a ) with bc < 0 and eigenvalues ρe±θi, then
log(A) = αI + β√−bc
(
0 b
c 0
)
where α = log(ρ) and β = θ.
Proof. The eigenvalues of A are a ± i√−bc and its logarithm log(ρ) ± iθ.
The evaluation of the Newton interpolant polynomial is
log(A) = (log(ρ) + iθ)I + θ√−bc(A− aI)− iθI = αI +
β√−bc(A− aI).
However, to use directly the Schur–Parlette’s algorithm 1.1 to compute
the logarithm matrix seems to be numerically unstable for several tests that
we performed.
On the other hand, notice that modulus of a complex number must be com-
puted in Propositions 2.8 and 2.9. It is well-known that a direct computation
of the modulus of a+ ib will overflow in intermediate results if either a or b
is as large as the square root of the largest representable number. The right
way to do the calculation is
|a+ ib| =
|a|
√
1 + (b/a)2 |a| ≥ |b|,
|b|
√
1 + (a/b)2 |a| < |b|.
In fact, it holds that α ± iβ =
√
a±√−bc in Proposition 2.8. Complex
square root is even more complicated since we must both guard intermediate
results and also enforce a chosen branch cut. So to take the square root of
the complex number a+ ib, we first compute
u =

0 a = b = 0,√
|a|
√
1+
√
1+(b/a)2
2 |a| ≥ |b|,√
|b|
√
|a/b|+
√
1+(a/b)2
2 |a| < |b|
and then
√
a+ ib =

0 u = 0,
u+ i b2u u 6= 0, a ≥ 0,
|b|
2u + iu u 6= 0, a < 0, b ≥ 0,
|b|
2u − iu u 6= 0, a < 0, b < 0.
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Chapter 3
Numerical approximation of
matrix logarithm times a vector
A common task in scientific computing is not necessarily the computation
of the whole matrix f(A) but rather the action of f(A) on a vector. If A
is sparse, then f(A) may be much denser than A and for large dimensions
it may be too expensive to compute or store, while computing and storing
f(A)b may be feasible. In this Chapter we are concerned with the situation
where the matrix A is large and either sparse or structured such that matrix–
vector products with A can be carried out inexpensively whereas first forming
f(A) and then multiplying with a vector b cannot. Here Krylov subspace
approximations of f(A)b have become popular but it is even more new and
active topic of research the rational Krylov subspace whose state of the art is
advancing rapidly. First of all it is needed to be conscious that the polynomial
used for defining f(A) may be greater than necessary so as to produce f(A)b.
Theorem 3.1. Let f be an scalar function defined on the spectrum of an
n-by-n matrix A and let b be an n-dimensional vector. Then
f(A)b = q(A)b
where q is the unique Hermite interpolating polynomial of degree less than
the minimal polynomial of A with respect to b (i.e. the minimal one ψA,b
verifying ψA,b(A)b = 0) that satisfies the interpolation conditions
q(j)(λi) = f (j)(λi), 0 ≤ j < `i, 1 ≤ i ≤ s
where λ1, . . . , λs are the distinct eigenvalues of the matrix A and `i ≤ ni with
ni the largest Jordan block in which the eigenvalue λi appears.
Proof. Let p be the polynomial interpolating f(A), Definition 1.2. Then r =
p− q verifies r(j)(λi) = 0. By Proposition 1.4, q(A)b = p(A)b = f(A)b.
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It is obvious that the polynomial q in the previous Theorem 3.1 depends
on both A and b, and q(A)c = f(A)c is not guaranteed whether c 6= b.
3.1 Arnoldi decomposition
The mth Krylov subspace of an n-by-n matrix and a nonzero n-dimensional
vector b is defined by
Km(A, b) = span{b, Ab, . . . , Am−1b}.
It can also be written as
Km(A, b) = span{q(A)b : q polynomial of degree ≤ m− 1}.
The Theorem 3.1 says that f(A)b ∈ Kd(A, b) where d is the degree of the
minimal polynomial of A with respect to b. Hence the size of a Krylov
subspace necessary to capture f(A)b depends on both A and b. On the
other hand, it is clear that Km(A, b) ⊂ Km+1(A, b) so one can characterise d
as the smallest M such that KM(A, b) = KM+1(A, b).
The Arnoldi process for an n-by-n matrix A attempts to compute a basis of
Km(A, b) given by the columns of an n-by-m matrix Vm. This process also
computes an m-by-m upper Hessenberg matrix Hm such that
Hm = V ∗mAVm. (3.1)
Writing Vm =
(
v1 · · · vm
)
and equating mth column in the equality
AVm = Vm+1Hm+1,m with Hm =
(
Im 0
)
Hm+1,m and Vm+1 =
(
Vm vm+1
)
gives
Avj =
j+1∑
i=1
hijvi, 1 ≤ j < m ≤ n. (3.2)
This may be rewritten as
hj+1,jvj+1 = Avj −
j∑
i=1
hijvi =: rk.
If Vm is left-unitary, i.e. V ∗mVm = In, we deduce that
hij = v∗iAvj, 1 ≤ i ≤ j.
Provided that rj 6= 0, we have vj+1 = rj/hj+1,j with hj+1,j = ‖rj‖2.
By induction on (3.2) it follows that
span{v1, . . . ,vj} = span{v1, Av1, . . . , Aj−1v1} = Kj(A,v1)
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which means that the Vm forms an orthonormal basis for the Krylov subspace
Km(A,v1). Furthermore the Arnoldi process produces the factorisation
AVm = VmHm + hm+1,mvm+1e∗m = Vm+1Hm+1,m
where em is the mth n-dimensional canonical vector.
Note that Hm = V ∗mAVm says that Hm is the orthogonal projection of A onto
Km(A,v1). In general, A 6= VmHmV ∗m because Vm is only left-unitary and
VmV
∗
m 6= Im whether m 6= n.
In addition, the Arnoldi process must produce rd = 0 where d represents the
smallest integer such that Kd(A,v1) = Kd+1(A,v1) that is the degree of the
minimal polynomial of A with respect to v1. The Arnoldi decomposition is
summarised in the Algorithm 3.1. The matrix A does not need to be known
or stored explicitly because matrix–vector products are the only operations
that are needed. Thus A can be given in any implicit form that allows the
action of A on a vector.
Algorithm 3.1: Arnoldi decomposition via modified Gram–
Schmidt [27, § 6.3.1]
Input: An n-by-n matrix A, an n-dimensional vector b and
1 ≤ j ≤ m < n.
Output: AVj = Vj+1Hj+1,j with Vj+1 =
(
vk
)
an n-by-(j + 1) matrix
and Hj+1,j =
(
hk
0
)
an (j + 1)-by-j matrix.
if j = 1 then v1 ← b/‖b‖ // inner product
vj+1 ← Avj // matrix-vector product
hj ← V ∗j vj+1 // inner product
vj+1 ← vj+1 − Vjhj // orthogonalisation
hj+1,j ← ‖vj+1‖ // inner product
if hj+1,j = 0 then return // breakdown
vj+1 ← vj+1/hj+1,j // unit vector
The implementation of Algorithm 3.1 is quite compact but it may suffer loss
of orthogonality of the Arnoldi vectors in finite precision arithmetic. It can
be cured by reorthogonalisation or can alternatively be avoided completely
by using an implementation of the Arnoldi process based on Householder
transformations. Since the latter one is a little bite more tedious than the
former one let us summarise the reorthogonalisation technique for computing
the Arnoldi decomposition in Algorithm 3.2.
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Algorithm 3.2: Full reorthogonalised Arnoldi decomposition via mod-
ified Gram–Schmidt
Input: An n-by-n matrix A, an n-dimensional vector b and
1 ≤ j ≤ m < n.
Output: AVj = Vj+1Hj+1,j with Vj+1 =
(
vk
)
an n-by-(j + 1) matrix
and Hj+1,j =
(
hk
0
)
an (j + 1)-by-j matrix.
if j = 1 then v1 ← b/‖b‖ // inner product
vj+1 ← Avj // matrix-vector product
τ1 ← ‖vj+1‖ // inner product
hj ← V ∗j vj+1 // inner product
vj+1 ← vj+1 − Vjhj // orthogonalisation
τ2 ← ‖vj+1‖ // inner product
if τ2 ≤ ρτ1 then /* e.g. ρ = 0.717 */
hj+1 ← V ∗j vj+1 // inner product
vj+1 ← vj+1 − Vjhj+1
hj ← hj + hj+1
hj+1,j ← ‖vj+1‖ // inner product
if hj+1,j = 0 then return // breakdown
vj+1 ← vj+1/hj+1,j // unit vector
3.1.1 Lanczos approximation
In the case that the matrix A is Hermitian most of the inner products of
the Algorithm 3.1 are zero and so need not to be computed. The Arnoldi
process of an Hermitian matrix can be reduced to the so-called Lanczos
process, which involves a three-term recurrence. It yields real, symmetric
and tridiagonal matrix Hm = tridiag(βm−1,αm,βm−1) with αm and βm−1
real vectors of dimensions m and m− 1 respectively. That means
Hm+1,m = tridiag(βm,αm,βm−1) =

α1 β1
β1 α2 β2
. . . . . . . . .
βm−2 αm−1 βm−1
βm−1 αm
βm

.
The Algorithm 3.3 summarises the Lanczos process from an algorithmic point
of view. Notice that as in the Arnoldi process, the matrix A can be given in
any implicit form that allows an efficient evaluation of matrix–vector product.
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Algorithm 3.3: Lanczos decomposition via three-term recurrence [27]
Input: An n-by-n matrix A, an n-dimensional vector b and
1 ≤ j ≤ m < n.
Output: AVj = Vj+1Hj+1,j with Vj+1 =
(
vk
)
an n-by-(j + 1) matrix
and Hj+1,j = tridiag(βj,αj,βj−1) an (j + 1)-by-j matrix.
if j = 1 then v1 ← b/‖b‖ // inner product
vj+1 ← Avj // matrix-vector product
if j > 1 then vj+1 ← vj+1 − βj−1vj−1
αj ← v∗j+1vj // inner product
vj+1 ← vj+1 − αjvj // orthogonalisation
βj ← ‖vj+1‖ // inner product
if βj = 0 then return // breakdown
vj+1 ← vj+1/βj // unit vector
The Lanczos method is prone to numerical instability in finite precision arith-
metic so reorthogonalisation should be taken to ensure the validity of the
results. Many alternatives has been presented, Algorithm 3.4 shows a partial
reorthogonalised Lanczos process.
Algorithm 3.4: Partial reorthogonalised Lanczos decomposition via
three-term recurrence
Input: An n-by-n matrix A, an n-dimensional vector b and
1 ≤ j ≤ m < n.
Output: AVj = Vj+1Hj+1,j with Vj+1 =
(
vk
)
an n-by-(j + 1) matrix
and Hj+1,j = tridiag(βj,αj,βj−1) an (j + 1)-by-j matrix.
if j = 1 then v1 ← b/‖b‖ // inner product
vj+1 ← Avj // matrix-vector product
τ1 ← ‖vj+1‖ // inner product
if j > 1 then vj+1 ← vj+1 − βj−1vj−1
αj ← v∗j+1vj // inner product
vj+1 ← vj+1 − αjvj // orthogonalisation
τ2 ← ‖vj+1‖ // inner product
if τ2 ≤ ρτ1 then /* e.g. ρ = 0.717 */
τ1 ← v∗j+1vj // inner product
vj+1 ← vj+1 − τ1vj
αj ← αj + τ1
βj ← ‖vj+1‖ // inner product
if βj = 0 then return // breakdown
vj+1 ← vj+1/βj // unit vector
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The non-Hermitian Lanczos algorithm is another procedure for generating a
decomposition of the form AVm = Vm+1Hm+1,m. In that case the columns of
Vm still form a basis of Km(A,v1) albeit one that is, in general, not ortho-
gonal, and the upper Hessenberg matrix Hm =
(
Im 0
)
Hm+1,m is tridiagonal
or block tridiagonal.
3.2 Arnoldi approximation of matrix function
times a vector
Let f be an scalar function defined on the spectrum of an n-by-n matrix
A and let b be an n-dimensional vector. To approximate the vector f =
f(A)b with the Arnoldi process on the Krylov subspace Km(A, b/‖b‖), that
is, AVm = Vm+1Hm+1,m, we consider the approximation
fm = Vmf(Hm)V ∗mb = ‖b‖Vmf(Hm)e1
for some suitable integer m.
The approximation is clearly exact when m = n because in this case Vn is
unitary thus, by Theorem 1.5,
f(A)b = f(VnHnV ∗n )b = Vnf(Hn)V ∗n b = fn.
In fact, the vector fm is exact when m = d with d the smallest integer such
that Kd(A,v1) = Kd+1(A,v1). In this case, AVd = VdHd. Let U be an n-by-
(n− d) matrix such that V =
(
Vd U
)
is unitary, that is, the solution of the
matrix equations
V ∗d U = 0,
U∗Vd = 0,
U∗U = In−d,
VdV
∗
d + UU∗ = In.
Then
V ∗AV =
(
V ∗d AVd V
∗
d AU
U∗AVd U∗AU
)
=
(
Hd V
∗
d AU
0 U∗AU
)
.
Hence, again by Theorem 1.5,
f(A)b = V f
(
Hd 0
0 U∗AU
)
V ∗b
= V
(
f(Hd) ?
0 f(U∗AU)
)
‖b‖
(
e1
0
)
= ‖b‖Vdf(Hd)e1 = f d.
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The next skipped result is quite important, at least, from a theoretical point
of view. It identifies the approximation vector fm as being obtained from
a polynomial that interpolates f on the spectrum of Hm rather than the
spectrum of A and, as a consequence, for some non-entire scalar function
functions numerical difficulties may be arisen. Indeed, for m < d it is possible
that f(Hm) is not defined even though f(A) is. It follows, from (3.1), that
the field of values of Hm, which is defined as
F(Hm) := {x∗Hmx : ‖x‖ = 1},
is contained in the field of values of A. Therefore a sufficient condition for
f(Hm) to be defined is that f and its first n derivatives are defined at each
point within the field of values of A.
Theorem 3.2 (Saad [16]). Let Vm and Hm be the result of m steps of the
Arnoldi process on an n-by-n matrix A and an n-dimensional vector b. Then
‖b‖Vmf(Hm)e1 = q(A)b
where q is the unique polynomial of degree at most m − 1 that interpolates
the function f on the spectrum of Hm.
3.2.1 Restarted Krylov approximation
As m increases so does the cost of storing the matrices of the Arnoldi de-
composition as well as the computation of f(Hm). It is standard practise in
the context of iterative solvers of linear systems and eigenvalues problems to
restart the Arnoldi process after a fixed number of steps r. The new Arnoldi
process should incorporate information gleaned from the computations up to
that step. Thus reducing storage and computational requirements was the
motivation behind any restarting algorithm.
Let us show the essence of restarting technique. Let f be an scalar func-
tion defined on the field values of an n-by-n matrix A and let b be an n-
dimensional vector. Assume r Arnoldi decompositions with the first initial
vector v(1)1 = b/‖b‖,
AV (i)m = V
(i)
m+1H
(i)
m+1,m = V (i)m H(i)m + h
(i)
m+1,mv
(i)
m+1e
∗
m, 1 ≤ i ≤ r,
in which the columns of the n-by-m matrices V (i)m are orthonormal basis of
Km(A,v(i)1 ), the m-by-m matrices H(i)m are upper Hessenberg and
v
(i)
m+1 = v
(i+1)
1 , 1 ≤ i < r.
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The columns of the n-by-(rm) matrix
V (r) =
(
V (1)m · · · V (r)m
)
form a blockwise orthonormal basis of Krm(A,v(1)1 ). We can combine the r
decompositions as
AV (r) = V (r)H(r) + h(r)m+1,m

0
...
0
v
(r)
m+1
 e∗rm (3.3)
where now
H(r) =

H(1)m
E(2) H(2)m
. . . . . .
E(r) H(r)m
 , E(i) = h(i−1)m+1,me1e∗m, 1 < i ≤ r.
Because of the blockwise orthonormality of the matrix V (r) some authors [1]
and [9] refer (3.3) as an Arnoldi-like decomposition. Setting
F (r) = f(H(r)) =

F11
F21 F22
... ... . . .
Fr1 Fr2 · · · Frr
 , Fii = f(H(i)m ), 1 ≤ i ≤ r,
the approximation after r restart cycles is given by
f (r) = ‖b‖V (r)f(H(r))e1 = ‖b‖
r∑
i=1
V (i)m Fi1e1 = ‖b‖(f (r−1) + V (r)m Fr1e1).
This scheme is summarised in Algorithm 3.5. It allows discarding the basis
vectors of previous cicles but it has the shortcoming that it requires the
evaluation of f for a matrix size rm.
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Algorithm 3.5: Restarted Arnoldi process to approximate matrix func-
tion times a vector
Input: An scalar function f defined on the field values on an n-by-n
matrix A and an n-dimensional vector b with ‖b‖ = 1.
Output: Approximation of f = f(A)b.
AVm = VmHm + h(1)m+1,mv
(1)
m+1e
∗
m of Km(A, b) // by Algorithm 3.2
H(1) ← Hm
f ← Vmf(H(1))e1
for r = 2, . . . do
AVm = VmHm + h(r)m+1,mv
(r)
m+1e
∗
m of Km(A,v(r−1)m+1 )
H(r) ←
(
H(r−1) 0
h
(r−1)
m+1,me1e
∗
m Hm
)
f ← f + Vmf(H(r))e1
An alternative approach for computing f(H(r)) each iteration in such a way
that it promises less computational work per iteration is to use a recursive
scheme similar to the Parlette recurrence. By Theorem 1.5, the next equality
holds
F (r)H(r) = H(r)F (r), F (r) = f(H(r)).
Comparing blockwise in this identity, we deduce that for i < j,
FjiH
(i)
m −H(j)m Fji = EjFj−1,i − Fj,i+1Ei+1.
Since the diagonal blocks are obtained by Fii = f(H(i)m ), this relation allows us
to compute the last block row of F (r) recursively by solving several Sylvester
equations
XH(r−j)m −H(r)m X = ErFr−1,r−j − Fr,r−j+1Ek−j+1, 1 ≤ j < r (3.4)
obtaining X = Fr,r−j.
Let us illustrate how they can be computed and what memory is needed.
For instance in Figure 3.1, to compute F31 we must first compute F32 by F33
and F22. Then F31 is computed by the F32 that has just been computed and
F21 computed in the previous iteration. There is an extra point that can be
taken into account. We have that
E := e1e∗m =

0 · · · 0 1
0 · · · 0 0
... . . . ... ...
0 · · · 0 0

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F11
F21
F31
F41
F22
F32
F42 F43 F44
F33
Figure 3.1: Dependency example to compute (3.4) up to 4 restart
Hence if A =
(
aij
)
is an n-by-n matrix, then
AE =

0 · · · 0 a11
... . . . ... ...
0 · · · 0 an1
 and EA =

an1 · · · ann
0 · · · 0
... . . . ...
0 · · · 0
 .
It means that it does not need to store the full matrices Fij, only the first
column and last row of each of them in each level. The Figure 3.2 illustrates
the essence of the algorithm. From the first matrix F11 the last row and the
first column are saved although only the column is needed to approximate
f (1). At the first restart, F22 is computed and with its first column and
the last row of F11 we compute F21 and its first column and last row are
saved, then with the first column we approximate f (2). The process follows
these steps until f (r+1) − f (r) is small enough. On the other hand, we have
the advantage that the Sylvester equations (3.4) are easy to solve since its
coefficients H(r−j)m and H(r)m are upper Hessenberg [12]. However, we still have
to storeH(j)m , 1 ≤ j ≤ r and also h(j)m+1,m. But the most important drawback is
that the Sylvester equation (3.4) tends to be severely ill-conditioned because
H(r−j)m and H(r)m represent projections of the same matrix A and thus their
spectra are really closed. Therefore this methods is likely to be numerically
unstable and only for very few matrix A and vector b will work reasonable
well.
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11 11
22 11 22
21 21 22
33 21 22 33
32 21 32 33
31 31 32 33
44 31 32 33 44
43 31 32 43 44
42 31 42 43 44
41 41 42 43 44
Figure 3.2: Algorithm scheme to compute (3.4), it shows the rows and
columns to be saved and updated of the first cycles of the restarted Krylov
approximation
Restarted based on a rational approximation
Some functions f accepts a rational approximation such as a partial fraction
form with polynomial p, coefficients αi and poles ξi which we assume to be
simple. Explicitly,
f(z) ≈ rs(z) = p(z) +
s∑
i=1
αi
z − ξi .
If the poles ξi are not contained in the field of values of the matrix A, then
rs(H(r))e1 = p(H(r))e1 +
s∑
i=1
αi(H(r) − ξiI)−1e1.
The systems (H(r) − ξiI)−1e1 consists in solving the linear systems of
equations
(H(r) − ξiI)x(r) = e1, 1 ≤ i ≤ s.
Because of the block lower triangular form of H(r) and the pattern of the
right hand sided e1, it allows us to consider a recursion
(H(1)m − ξiI)x(r)1 = e1,
(H(j)m − ξiI)x(r)j = E(j)x(r)j−1, 2 ≤ j ≤ r.
(3.5)
where x(r) has been split according to H(r),
x(r) =

x
(r)
1
...
x(r)r
 .
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The matrix of the linear systems in (3.5) are upper-Hessenberg. Furthermore,
we only require the last block of rs(H(r))e1 which is obtained as
(
0 · · · 0 Im
)
rs(H(r))e1 = x0r +
s∑
i=1
αix
(r)
i
where x0r denotes the last block of x0 = p(H(r))e1.
Algorithm 3.6: Restarted Arnoldi process to approximate matrix func-
tion times a vector via rational approximation of the scalar function
Input: An scalar function f defined on the field values on an n-by-n
matrix A and an n-dimensional vector b with ‖b‖ = 1.
Coefficients and poles (αi, ξi)si=1 of a partial fraction
approximation of f assuming polynomial part as zero
Output: Approximation of f = f(A)b.
AVm = VmHm + h(1)m+1,mv
(1)
m+1e
∗
m of Km(A, b) // by Algorithm 3.2
for i = 1(1)s do xi ← (Hm − ξiI)−1(αie1)
x← s∑
i=1
xi
f ← Vmx
for r = 2, . . . do
AVm = VmHm + h(r)m+1,mv
(r)
m+1e
∗
m of Km(A,v(r−1)m+1 )
for i = 1(1)s do
xi ← h(r−1)m+1,me∗mxie1
xi ← (Hm − ξiI)−1xi
x← s∑
i=1
xi
f ← f + Vmx
Important remarks are required to implement Algorithm 3.6. First it is the
assumption that the polynomial part p of the rational approximation of f
is zero. In practise, the degree of p is slow, e.g. 0, 1 or 2. In the particular
case of Logarithm § 2.3 the polynomial p is just a constant. In this case
the vector x in Algorithm 3.6 must be initialised with that constant value in
each iteration.
The second remark is that for a general f the poles ξi and coefficients αi may
be complex numbers but in the logarithm case exposed in § 2.3 these values
are real. Thus if the original matrix A is also a real one, the Algorithm 3.6 can
be implemented in real arithmetic via the partial fraction of the logarithm
exposed § 2.3 by the Proposition 2.7.
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3.3 Rational Arnoldi decomposition
Let A be an n-by-n matrix and let b be an n-dimensional vector. Given an
integer m < n, we saw the polynomial Krylov subspace of order m + 1 is
defined as
Km+1(A, b) = {b, Ab, . . . , Amb}.
There exists an integer M ≤ n, what is called invariance index for (A, b),
such that
K1(A, b) ⊂ K2(A, b) ⊂ · · · ⊂ KM−1(A, b) ⊂ KM(A, b) = KM+1(A, b).
From now on we will consider the integers 0 ≤ j ≤ m < M ≤ n. Given a
nonzero polynomial qm of degree at most m whose roots are disjoint from
the spectrum of A and 0. The rational Krylov subspace is defined as
Qm+1(A, b, qm) = qm(A)−1Km+1(A, b).
Its dimension is the dimension of the polynomial Krylov subspace associ-
ated, i.e. m + 1. It is a linear vector space of rational functions rm(A)b =
(pm/qm)(A)b all sharing the same denominator qm.
The roots of qm are called poles of the rational Krylov space and they are
usual denoted by ξ1, . . . , ξm. These roots are in the extended complex plane
C = C ∪ {∞} and clearly
qm(t) =
m∏
i=1
(1− t/ξi).
As in the polynomial case, the rational Krylov spaces are nested and of
strictly increasing dimension until some invariant index M ≤ n is reached
Q1(A, b, q0) ⊂ Q2(A, b, q1) ⊂ · · · ⊂ QM(A, b, qM−1) = QM+1(A, b, qM).
Note that polynomial Krylov spaces are included in rational Krylov ones
setting ξi =∞ for all i.
The rational Krylov spaces exhibit an interesting feature, under certain
conditions, several basis can be computed in parallel. Let us illustrate this
taking, for instance, ξ1, . . . , ξm distinct poles. Then
Qm+1(A, b, qm) = span{b, (A/ξ1 − I)−1b, . . . , (A/ξm − I)−1b}
can be computed simultaneously from b, that is, solving the linear systems
(A/ξi−I)xi = b. This parallelisation is really coarse-grain and it is expected
to scale well. Unfortunately, this naive parallelisation approach may quickly
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lead to numerical instabilities. Skoogh [29] compared two distributed memory
parallel variants.
Firstly, it is required to understand well the sequential case what is de-
tailed in [4]. To do so, we now briefly describe the Ruhe’s ideas to compute
a rational Arnoldi decomposition. He proposed rational Krylov spaces for
solving large sparse eigenvalue problems [26] in the 1980s.
Definition 3.3. The Rational Arnoldi Decomposition of an n-by-n matrix
A, an n-dimensional vector b and poles ξ1, . . . , ξm is a relation of the form
AVm+1Km+1,m = Vm+1Hm+1,m (3.6)
with Km =
(
Im 0
)
Km+1,m and Hm =
(
Im 0
)
Hm+1,m two m-by-m upper-
Hessenberg matrices verifying:
|hj+1,j|+ |kj+1,j| 6= 0 1 ≤ j ≤ m
and the quotients ξj = hj+1,j/kj+1,j, called poles of the decomposition, are
not eigenvalues of A. The columns of the n-by-(m + 1) matrix Vm+1 is an
orthonormal basis of the rational Krylov subspace Qm+1(A, b/‖b‖, qm) where
the nonzero polynomial of degree at most m has as formal roots the poles ξi,
that is,
qm(t) =
m∏
i=1
(1− t/ξi) =
m∏
i=1
(hi+1,i − ki+1,it).
In order to deduce a procedure to compute Vm+1 =
(
v1 · · · vm+1
)
and the matrix pair (Km+1,m, Hm+1,m) the first iteration is clearly to set
v1 = b/‖b‖ which is a basis vector of Q1(A,v1, q0). In subsequent iterations,
a vector vj+1 is obtained by orthonormalising the solution xj of
(I − A/ξj)xj = Avj
against the previously computed orthonormal vectors v1, . . . ,vj. It yields
the linear combination
xj =
j+1∑
i=1
hijvi
with a nonzero normalisation coefficient hj+1,j. At this point, the vectors
v1, . . . ,vj+1 form an orthonormal basis of Qj+1(A,v1, qj). The two above
expressions lead to
A
(
vj +
j+1∑
i=1
hijξ
−1
j vi
)
=
j+1∑
i=1
hijvi.
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Collecting these equations for 1 ≤ j ≤ m in matrix form, we deduce
AVm(Im +HmDm) + Ahm+1,mξ−1m vm+1e∗m = VmHm + hm+1,mvm+1e∗m (3.7)
where Dm = diag(ξ−11 , . . . , ξ−1m ) and em denotes the mth canonical vector.
Finally, setting
Hm+1,m =
(
Hm
hm+1,me
∗
m
)
and Km+1,m =
(
Im +HmDm
hm+1,mξ
−1
m e
∗
m
)
,
the expression (3.7) can be formulated more succinctly as (3.6).
Up to here, we would be able to write an Algorithm similar to 3.1. How-
ever, the rational implicit Q Theorem [4, Thm. 3.2] states that a rational
Arnoldi decomposition is uniquely determined by the matrix A, the vector
b and the ordering of the poles ξi. In fact, if Vm+1, (Km+1,m, Hm+1,m) is a
rational Arnoldi decomposition for the subspace Qm+1(A, b/‖b‖, qm), then
AVm+1(Km+1,mRm) = Vm+1(Hm+1,mRm),
with Rm an m-by-m upper-triangular and nonsingular matrix, is also a ra-
tional Arnoldi decomposition for the same subspace Qm+1(A, b/‖b‖, qm).
This allows us to introduce poles in each iteration so as to have a control
of the numerical behaviour of the decomposition. Algorithm 3.7 reports the
main steps of this algorithm based on [26, 4] although the trickiest part is in
Algorithm 3.8.
Algorithm 3.7: Sequential Rational Arnoldi Decomposition
Input: An n-by-n matrix A, an n-dimensional vector b, ξi := µi/νi
poles with 1 ≤ i ≤ j ≤ m < M ≤ n.
Output: Rational Arnoldi Decomposition AVj+1Kj+1,j = Vj+1Hj+1,j
for Qj+1(A, b/‖b‖, qj).
if j = 1 then v1 ← b/‖b‖
Choose (ηj/ρj, tj) in C× Cj // Algorithm 3.8
Solve (νjA− µjI)wj+1 = (ρjA− ηjI)Vjtj
cj ← V ∗j wj+1
cj+1,j ← ‖wj+1 − Vjcj‖
vj+1 ← (wj+1 − Vjcj)/cj+1,j orthonormal to Vj
kj ← νjcj − ρjtj and hj ← µjcj − ηjtj
kj+1,j ← νjcj+1,j and hj+1,j ← µjcj+1,j
The Algorithm 3.7 at the jth iteration tells us that(
Vj vj+1
)( cj
cj+1,j
)
= Vjcj + cj+1,jvj+1 = wj+1.
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Therefore the fact that (νjA− µjI)wj+1 = (ρjA− ηjI)Vjtj implies
AVj+1
[
νj
(
cj
cj+1,j
)
− ρj
(
tj
0
)]
= Vj+1
[
µj
(
cj
cj+1,j
)
− ηj
(
tj
0
)]
,
which justifies the values kj and hj in Algorithm 3.7.
A rational Krylov space is defined by the matrix A, the starting vector b
and by the poles ξi = µi/νi, 1 ≤ i ≤ j. The Algorithm 3.7 assumes that these
quantities are given as well as the current rational Arnoldi decomposition
AVjHj,j−1 = VjHj,j−1. The pole ξj = µj/νj and the internal parameters
(ρj/ηj, tj) allows us to obtain the next decomposition.
Definition 3.4. The pair (ρm/ηm, tm 6= 0) in C×Cm is called a continuation
pair of order m. It is admissible for the pole ξm = µm/νm and the rational
Arnoldi decomposition 3.6 if, and only if,
(νmA− µmI)−1(ρmA− ηmI)Vmtm /∈ R(Vm).
Moreover, it is called optimal when
(νmA− µmI)−1(ρmA− ηmI)Vmtm ⊥ R(Vm).
Where R(Vm) denotes the range of the matrix Vm.
The next Proposition 3.5 gives a expression of optimal continuation pairs.
However, it requires the last column of the matrices Hm+1,m and Km+1,m,
which is not available, whether vm+1 has not been computed first that is not
allowed according to the Algorithm 3.7.
Proposition 3.5 ([5, Prop. 2.7]). Let AVm+1Km+1,m = Vm+1Hm+1,m be a
rational Arnoldi decomposition and let (η/ρ,x) be an eigenpair of (Hm, Km),
that is,
(ρHm − ηKm)x = 0.
The continuation pair
(ηm/ρm, tm) = (η/ρ, γ−1(νmHm − µmKm)x)
with γ = xm(ρmhm+1,m − ηmkm+1,m) is optimal. Moreover any optimal con-
tinuation pair is, up to nonzero scaling of tm, of this form.
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Algorithm 3.8: Computing a near-optimal continuation pair [5]
Input: Current Rational Arnoldi Decomposition
AVjKj,j−1 = VjHj,j−1 and pole ξj = µj/νj.
Output: A near-optimal continuation pair (ηj/ρj, tj) in C× Cj.
Choose auxiliary admissible continuation pair (η̂j/ρ̂j, t̂j)
Solve inexpensively (νjA− µjI)ŵj+1 = (ρ̂jA− η̂jI)Vj t̂j
ĉj ← V ∗j ŵj+1
ĉj+1,j ← ‖ŵj+1 − Vj ĉj‖
v̂j+1 ← (ŵj+1 − Vj ĉj)/ĉj+1,j orthonormal to Vj
k̂j ← νj ĉj − ρ̂j t̂j and ĥj ← µj ĉj − η̂j t̂j
k̂j+1,j ← νj ĉj+1,j and ĥj+1,j ← µj ĉj+1,j
K̂j ←
(
Kj,j−1 k̂j
0∗ k̂j+1,j
)
and Ĥj ←
(
Hj,j−1 ĥj
0∗ ĥj+1,j
)
Solve eigenproblem ρjĤjx̂ = ηjK̂jx̂
γ̂j ← x̂j(ρjĥj+1,j − ηj k̂j+1,j)
tj ← γ̂−1j (νjĤj − µjK̂j)x̂
The choice of an auxiliary admissible continuation pair, let us say (ηj/ρj, tj),
in Algorithm 3.8 is a little bite heuristic and looking into the literature one
can find authors [26] that, without justification, choose tj = ej or tj = qj
being qj a nonzero left null vector of νjHj,j−1 − µjKj,j−1. In fact, we can
prove that if tj /∈ R(νjHj,j−1−µjKj,j−1), then (ηj/ρj, tj) is admissible for an
arbitrary ηj/ρj. Because of the fact that AVjKj,j−1 = VjHj,j−1, we deduce
the identity
(ρjA− ηjI)Vj(νjHj,j−1−µjKj,j−1) = (νjA−µjI)Vj(ρjHj,j−1− ηjKj,j−1),
If now tj = (νjHj,j−1 − µjKj,j−1)sj−1 for some sj−1, then
(νjA− µjI)−1(ρjA− ηjI)Vjtj = Vj(νjHj,j−1 − µjKj,j−1)sj−1 ∈ R(Vj)
and tj is then admissible.
Other authors in [21] suggest to use continuation pairs (ηj/ρj, tj) such that
(ηj/ρj, Vjtj) approximates an eigenpair of the original matrix A.
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3.4 Rational Arnoldi approximation of mat-
rix function times a vector
Given an n-by-n matrix A, an starting vector b and poles ξ1, . . . , ξm in C via
Algorithm 3.7 a rational Arnoldi decomposition
AVm+1Km+1,m = Vm+1Hm+1,m
can be computed. Under the assumption that the last pole ξm is infinite, the
second summand on the left-hand side of (3.7) vanishes and the decomposi-
tion is reduced to
AVmKm = Vm+1Hm+1,m, Km =
(
Im 0
)
Km+1,m.
If f is an scalar function defined on the field values of A, the rational
Arnoldi approximation for f(A)b from the mth rational Krylov subspace
Qm(A, b/‖b‖, qm−1) is defined as
fm = Vmf(Am)V ∗mb, Am = V ∗mAVm.
It does not need to compute explicitly Am in terms of V ∗mAVm because
V ∗mAVmKm = V ∗mVm+1Hm+1,m =
(
Im 0
)
Hm+1,m = Hm.
Hence Am = HmK−1m .
The polynomial Krylov approximation is exact for polynomial functions,
similarly we can show that the rational Krylov approximation is exact for
rational functions as the next result has been proved in [14] and we reproduce
it here.
Proposition 3.6. Let Vm be an m-by-m orthonormal basis of the rational
Krylov subspace Qm(A, b/‖b‖, qm−1). For any polynomial pm of degree at
most m the rational function rm = pm/qm−1 verifies
VmV
∗
mrm(A)b = Vmrm(Am)V ∗mb, Am = V ∗mAVm
whenever rm is defined on the spectrum of A and Am.
Proof. Setting q = qm−1(A)−1b, we want to see that
b = qm−1(A)q = Vmqm−1(Am)V ∗mq
which tells us that V ∗mq = qm−1(Am)−1V ∗mb. It is enough to prove the next
equality
VmV
∗
mA
jq = VmAjmV ∗mq 0 ≤ j ≤ m.
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Let us do it by induction on j. The equality is clearly true for j = 0. Let
us assume that it is true for j < m. By definition of Qm(A, b/‖b‖, qm−1), it
holds that VmV ∗mAjq = Ajq. Thus, by induction hypothesis,
VmV
∗
mA
j+1q = VmV ∗mAVmV ∗mAjq = VmV ∗mAVmAjmV ∗mq = VmAj+1m V ∗mq.
Now,
VmV
∗
mrm(A)b = VmV ∗mpm(A)q
= Vmpm(Am)V ∗mq
= Vmpm(Am)qm−1(Am)−1V ∗mb
= Vmrm(Am)V ∗mb.
The Proposition 3.6 tells us, in particular, that if pm−1 is a polynomial
of degree at most m, then rm = pm−1/qm−1 is exact, that is, r(m)m = rm(A)b.
Moreover, it allows us to prove the following Theorem and, in particular, the
Theorem 3.2.
Theorem 3.7. Let f be a scalar function defined on the field values of an
n-by-n matrix A, let b be an n-dimensional vector and let ξ1, . . . , ξm−1 be
poles of the polynomial qm−1 which are not in the field values of A. Assume
that ξm =∞ and the rational Arnoldi decomposition
AVmKm = Vm+1Hm+1,m, Vm =
(
Im 0
)
Vm+1
of Qm(A, b, qm−1) is given. If Am = V ∗mAVm and the matrices f(Am) and
qm−1(Am)−1 are defined, then
fm = Vmf(Am)V ∗mb
interpolates f at the rational Ritz values of Am.
Proof. Consider the scalar function g(z) = f(z)qm−1(z). By definition, there
is a polynomial pm−1 of degree at mos m − 1 such that g(Am) = pm−1(Am)
where pm−1 interpolates g at the eigenvalues of Am. This is equivalent to
fact that rm = pm−1/qm−1 interpolates f at the eigenvalues of Am. By
Proposition 3.6, the approximation of rm(Am)b is exact for such functions
which means that fm = rm(Am)b interpolates f at the rational Ritz values
of Am.
This last Theorem says that in order to use the rational Arnoldi decom-
position technique to compute the matrix function times a vector is required
that the function is defined at the field values A. In the case of the principal
logarithm means that each of these elements living in this field values are
not in the strip of negative real values.
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3.5 Numerical experiments
In this section we report some numerical examples from different matrices
case with a different range of size. The algorithm have been implemented in
C++ using LAPACK and BLAS for dense linear algebra operation [2] and
SuiteSparse [7] for sparse-matrix dense-vector multiplication.
In all our experiments we have an square matrix A of dimension n and a
vector b. We are interested in providing a suitable approximation of f =
log(A)b. We are going denote fdirect the approximation of f when the matrix
log(A) has computed and then it has been evaluated at the vector b. On the
other hand, when f has been approximated by an Arnoldi approximation
of order m, it has been denoted by fm. Therefore the error estimators
considered in our experiments are
εa = ‖fm − fdirect‖, ε′a = ‖fm − fm−1‖, (absolute error), (3.8)
εr =
‖fm − fdirect‖
‖fdirect‖
, ε′r =
‖fm − fm−1‖
‖fm‖
, (relative error). (3.9)
The values εa and εr are not always computable in terms of a reasonable
CPU time but ε′a and ε′r may be.
3.5.1 Random case
Let us start taking an artificial example which is built from an n-by-n matrix
Â =
(
âij
)
such that âij follows an standard normal distribution. Now define
the matrix A =
(
aij
)
as
aij =

∑
i 6=j
|âij| i = j,
âij i 6= j.
(3.10)
If b = (b1, . . . , bn) is so that bi also follows an standard normal distribution
for all i, then we will approximate the value
log
(
A
‖A‖
)
b
‖b‖ .
We want to compute the principal logarithm of this matrix time a normal
random and unit vector b. To do so, we consider three different methods; the
Arnoldi method, the uniform Chebyshev rational method and the rational
Arnoldi method whose poles are the ones of the uniform Chebyshev rational
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approximation (2.6) in § 2.3 and the last pole is the infinity. Due to small
matrix size, we compute logarithm of the whole matrix by Algorithm 2.2
and fdirect denotes the evaluation at b. In order to distinguish if the com-
putations of the approximated values fm are being doing appropriately we
consider the expressions (3.9) and (3.8).
Figure 3.5 shows that in some how ε′a and ε′r may be used to approximate εa
and εr respectively. The Figure 3.3 shows how the rational Arnoldi method
is more accurate although more CPU time is required. On the other hand,
Arnoldi method and uniform Chebyshev rational method have a similar ac-
curacy while the latter seems to be more fast.
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Figure 3.3: Principal logarithm of the matrix A/‖A‖, defined in (3.10), times
a normal random and unit vector using Arnoldi approximation, uniform ra-
tional approximation and rational Arnoldi approximation with order m and
poles (2.6). The first two figures illustrate the values (3.8) and (3.9) for dif-
ferent values of n respectively while the last figure shows the CPU time with
respect to m
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3.5.2 Matrix collection
As harder and real examples, let us take them from ‘The University of Florida
Sparse Matrix Collection’ [8] a large set of sparse matrices that arise in real
applications. It is widely used by the numerical linear algebra community
for the development and performance evaluation of matrix algorithms. In
order to have a first impression of the numerical approximation of log(A)b,
let us take, for instance, the matrix HB/bcsstk01 whose size is 48 and fdirect
needs around 2 min of CPU time. The Figure 3.8 shows the computation
using rational Arnoldi approximation and the Figure 3.4 has been computed
by Arnoldi approximation. Although the latter is faster, the former is more
accurate.
 1x10-12
 1x10-10
 1x10-8
 1x10-6
 0.0001
 0.01
 1
 100
 0  5  10  15  20  25  30  35  40  45  50
ab
so
lu
te
 e
rr
or
s
m
εaεa'
 1x10-14
 1x10-12
 1x10-10
 1x10-8
 1x10-6
 0.0001
 0.01
 1
 0  5  10  15  20  25  30  35  40  45  50
re
la
tiv
e 
er
ro
rs
m
εrεr'
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0  5  10  15  20  25  30  35  40  45  50
CP
U 
tim
e 
[s
ec
]
m
Figure 3.4: Principal logarithm of the matrix HB/bcsstk01 times a normal
random and unit vector using Arnoldi approximation with order m. The
first two figures illustrate the values (3.8) and (3.9) respectively while the
last figure shows the CPU time with respect to m
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Figure 3.5: Principal logarithm of the matrix HB/bcsstk01 times a normal
random and unit vector using rational Arnoldi approximation with order m
and poles (2.6). The first two figures illustrate the values (3.8) and (3.9)
respectively while the last figure shows the CPU time with respect to m
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On the other hand, Figure 3.6 shows the case of the matrix HB/bcsstk16
whose size is 4884. In this case, the evaluation vector b has also been chosen
following a normal distribution in each coordinate and then it has been done
unitary. The poles has also been the ones defined in the rational Chebyshev
approximation of the principal logarithm § 2.3. In this case, it seems that the
error is stagnated around 10−7 and the direct approximation needs around 8
minutes of CPU time.
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Figure 3.6: Principal logarithm of the 4884-by-4884 matrix HB/bcsstk16
times a normal random and unit vector using Arnoldi approximation and ra-
tional Arnoldi approximation with order m and poles (2.6). The first column
of figures show the error values (3.8) and (3.9) in logarithmic scale while
second column represents the CPU time that has been required for each
value of m
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We can also try to consider harder cases such as the matrix TKK/cbuckle
which has a size of 13681 and the direct approximation needs 110 minutes.
The result is summarised in the Figure 3.7 whose performance as one expects
in terms of error and CPU time, that is, at each increased value of m the
estimated error is decreased while the CPU time is increased.
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Figure 3.7: Principal logarithm of the matrix TKK/cbuckle, of size 13681,
times a normal random and unit vector using Arnoldi approximation and ra-
tional Arnoldi approximation with order m and poles (2.6). The left column
plots show the error values ε′a and ε′r in logarithmic scale while second plot
represents the CPU time that has been required for each value of m
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Finally, the hardest matrix executed has been AMD/G3 circuit. It has
size 1585478 the direct approximation is unfeasible in terms of memory and
computational effort. The Figure 3.8 shows that it requires a really large
CPU time because of the bottleneck in the rational Arnoldi decomposition.
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Figure 3.8: Principal logarithm of the matrix AMD/G3 circuit, of size
1585478, times a normal random and unit vector using Arnoldi approxima-
tion and rational Arnoldi approximation with order m and poles (2.6). The
left plot shows the error values ε′a and ε′r in logarithmic scale while second
plot represents the CPU time that has been required for each value of m
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Conclusions
The research carried out in this thesis have achieved the main goals that
were pointed at the beginning of the project though some modifications have
suffered. The project deals with the most recent and active research in mat-
rix functions. At the beginning, we spent a lot of time looking into the state
of the art of matrix functions while intermediate implementations were codi-
fied as well as new concepts were learnt during this whole process. Once we
understood the different definitions of matrix functions, their properties and
the general techniques that allows us to approximate the matrix functions,
we realised that the main gap and also the newest results in this area was the
matrix function times a vector. I had the honour of working with Dr. Ken
Hayami in this last part.
From the first part we decided to choose the principal logarithm as matrix
function although the techniques used for computing the matrix logarithm
times a vector are general and they can be applied to any matrix function un-
der slightly modifications from a theoretical point of view. These techniques
concern with Krylov subspace and the associated Arnoldi decompositions.
Firstly we focused on the polynomial case because it is the most natural and
the first one that we can find in the literature, specially if one has studied
iterative solvers for linear systems. After that, we moved to the rational case
which includes the polynomial case. This rational Arnoldi approximation has
turned to be a really good method in terms of accuracy although the CPU
time might be improved. Iterative solvers for linear systems and eigenvalue
problems have been studied from very beginning in numerical linear algebra
and many techniques have been analysed deeply, they can be a baseline and
an inspiration to new techniques. The first point to be consider may be the
solution of the linear systems like (A−αI)x = b where the parameter α and
vector b may be changed in consecutive sequence of linear systems. They can
be solved at the same time using the Kyrlov property of invariability under
scaling and translations. The second point is concerned with precondition-
ers in the different linear systems that are needed to construct the rational
Arnoldi approximation.
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