Abstract -Embedded electronic devices and sensors are playing a major role in bridging the gap between the physical world and the virtual world. Billions of devices such as smartphones, smart watches, wearables, medical implants, and wireless sensor nodes are considered building blocks in making the Internet of Things a reality. Such devices often carry sensitive or proprietary data and are used in critical applications, such as the use of wireless sensor nodes to remotely capture atmospheric greenhouse gas emissions data. Additionally, some of the devices used to collect data are being deployed in remote areas where accessibility is not easy and transmission of data for processing is not available due to the lack of network connectivity. Additionally, the use of wireless sensor nodes has been proven to making data collection faster, less labor intensive, and more cost effective. In this paper, we present an efficient method to remotely collect data from three sensors in a wireless sensor node. The intended purpose of this project is to remotely monitor a tributary to the South Fork of the Shenandoah River. The system makes use of an unmanned aerial vehicle to collect data from a remote stream site. We detail the methodology in which a customized unmanned aerial vehicle flies within range of connectivity of a wireless sensor node, establishing a communication channel to upload and store the data for pending analysis. The methodology utilized is shown through an environmental case study which illustrates the advantages of implementing a wireless sensor node which includes accessing a remote location, continuous data collection, and reduction of labor and costs associated with field data collection methodologies. We show that our node is efficient in terms on its power and energy consumption.
INTRODUCTION
Wireless Sensor Nodes (WSNs) have become instrumental to the increasingly pervasive Internet of Things (IoT). Applications of WSNs are evident in military, environmental, health care, and civil sectors. A WSN is a network of spatially distributed autonomous sensors that are used to monitor specific parameters and transfer the collected data to a main server. A WSN typically consists of two main parts, a sensing system and storage system. The sensing system typically consists of numerous sensor nodes which communicate amongst each other via radio signal to collect data. The storage system is used to perform limited processing on the data and locally store the data gathered from the sensors before forwarding it to a user. The user may manually retrieve data from a WSN or in the case of this study, remotely access data with the use of Unmanned Aerial Vehicles (UAVs) [1] .
UAVs, more commonly referred to as drones, are powered aircraft that are operated either remotely or via a preprogrammed flight plan. UAVs offer a cheaper alternative to acquiring high resolution remote-sensing data with increased operational flexibility [2] . Applications for UAVs include weather monitoring, forest fire detection, traffic control, emergency search and rescue, and water quality monitoring [3] . Water quality data collection can often be expensive, time consuming, and potentially risky to the researcher if the body of water is in a difficult to reach location. For these reasons, UAVs can be utilized, in conjunction with WSNs, to enhance data collection methods and to augment existing data regarding fresh water quality.
Comprehensive data regarding the quality of rivers and streams within the United States is lacking due to time and monetary restraints. Such lapses prohibit efficient and effective monitoring, restoration, and conservation efforts throughout the United States. In this paper, we present the design and construction of a WSN intended to monitor water quality of a local stream. We further detail the application of a UAV within the WSN to remotely access data.
The remainder of this manuscript is organized as follows. In the "Background and Previous Work" section, we will detail several other studies which answer similar research questions, using different methods and approaches. Next, in the "Methods and Materials section", we will give a detailed overview of how communication throughout this WSN was established, including the materials used to accomplish this goal. Furthermore, in the "Results" section the important takeaways from this study will be explained, before moving into the "Conclusion and Future Work" section which will define the potential applications and the future work that could benefit the already completed work.
BACKGROUND AND PREVIOUS WORK
Sensor networks, in conjunction with UAVs, are often implemented in research settings to expedite the process of data collection and to increase the breadth of data that may be collected over a geographical area.
In [4] Trasviña-Moreno et al. constructed a sensor network to monitor a marine-coastal environment, data which was collected with a UAV. Sensor devices placed upon buoys collected data on environmental metrics, such as water temperature. A control node placed upon a ground-station was used to log the data. The communication between the sensor nodes and the UAV was performed using LoRa technology. In our setup, we use WiFi communication as all the nodes are equipped with WiFi capability, and to prevent transmission delays.
WSNs and UAVs have also been used to monitor greenhouse gases. Malaver et al. developed and explored the integration of a WSN with an UAV to monitor greenhouse atmospheric gas concentrations [5] . Data collected during experimentation was transmitted in real time to a central node for analysis and 3D mapping of the gases of concern. The WSN constructed in the experiment conducted by the authors consisted of sensor nodes with microprocessors that had networking capabilities. The first field test conducted by the authors involved two nodes used to monitor carbon dioxide (CO2) at ground level and the UAV flying above the nodes to collect the data. Another test integrated a base node, one CO2 ground node, a weather station, and a UAV. The base nodes were able to successfully connect to the UAV [5] .
One advantage that the system described in this project had over the one completed by Malaver et al. is that it is easy to deploy. The system described by the authors involved many different subsystems that require a larger scale integration of numerous different parts. The system described in this paper is a simplified environmental monitoring solution that also allows for continuous data collection. Additionally, the authors monitored atmospheric data and therefore placed less concern on waterproofing the system as we do in this project.
Whitehead et. al examined applications of UAVs in mapping, feature detection, and monitoring wildlife [6] . High resolution cameras were mounted onto UAVs and flown above areas of interest while collecting numerous photos. Software was then used by the authors to stitch all of the photos together to obtain high resolution aerial imagery. This allowed the authors to draw conclusions regarding depth and river velocity, the location of plant-based pathogens, and the whereabouts of major concentrations of salmon within a stream.
One advantage that this project has over the one explained by the authors in [6] is the integration with a ground-based node. The authors mainly focused on applications of UAVs in their research. This project involved ground based sensing as well as applications for a UAV. Due to the additional sensing component involved in this project, there are more applications to which it can be extended.
MATERIALS AND METHODS

I. Overview
Three sensors monitoring water temperature, pH, and conductivity were connected to an Arduino Uno microcontroller. The Arduino Uno was wired to a Raspberry Pi 0 (RPI 0), acting as a sub-node. Analog data collected from the sensors undergoes analog-to-digital conversion (ADC) from the Arduino Uno to the RPI 0 where it is temporarily stored. The RPI 0 wirelessly transmits the gathered data to a Raspberry Pi 3 (RPI 3) or head node acting as a wireless access point on the UAV. Once data is transmitted and stored on the RPI 3, the UAV safely carries it back to ground storage. The end user is then able to wirelessly send the gathered information to a computer to parse and analyze the data. Figure I illustrates the data flow diagram from the initial sensor node to the end user.
FIGURE I DATA FLOW FROM INITIAL BACK-END SENSORS TO THE FRONT-END USER
II. Inside the Node
To assemble the WSN, many components were integrated within the node itself in addition to the parts required to establish the front-end of the system that enabled wireless communication. Within the node, there were three Atlas Scientific sensors: water temperature, pH, and conductivity [7] . We chose Atlas Scientific sensors because they are waterproof and can be fully submerged in water. Figure II shows a labelled image of the ground-based sensor-node.
FIGURE II GROUND-BASED SENSOR NODE, INCLUDING THE ARDUINO UNO, RPI 0, PRINTED CIRCUIT BOARD, AND SENSORS WIRED TO THE PRINTED CIRCUIT BOARD
The RPI 0 label points to the RPI 0 device, temporarily storing data points from the sensors. The Arduino Uno label points to the Arduino Uno that controlled the rate of data collection for the three sensors. The PCB label points to a prototyping breadboard which was used to solder the sensor circuits. The Sensor Circuits label references the connected circuit controlled the transmission, receiving, and power of the three sensors. In order from right to left, the circuits are associated with the temperature, pH, and conductivity sensors. The Drilled Hole label indicates the hole created in the side of the Pelican box where the sensors were fed through to collect data points. The sensors were waterproof up to the coax attachments, and all other components contained in the ground-based node needed to be sheltered against potential weather.
The sensor circuits (which provide power and connectivity to each of the three sensors) were soldered onto the PCB and connected to the Arduino Uno as seen in Figure  III . To supply the sensors with power, all three sensors were connected in series from their respective VCC and GND ports. A connection was made from the series VCC and GND on the breadboard to the 5V and GND pins on the Arduino Uno respectively. The sensors transfer data serially through the receiver (RX) and transmitter (TX) pins. The RX and TX pins from all three sensors where also connected in series and then connected to the analog ports A5 and A4 respectively.
FIGURE III WIRING OF THE THREE SENSORS TO THE PRINTED CIRCUIT BOARD
The Arduino Uno controlled the rate at which the sensors collected data points and was connected via a serial cable to the RPI 0. To protect all these components from weather events such as rain and snow, they were stored within a waterproof Pelican box. A ⅝ inch drill bit was used to drill a hole in the side of the Pelican Case. The three sensors and a MicroUSB to USB cable were fed through the hole and through a matching ⅝ inch rubber gasket. The gasket was secured around the hole with silicone.
Any additional gaps in the hole were also secured with silicone to ensure the box remained waterproof. Adding a layer of epoxy around the hole is recommended to increase stability of wires and enhance water resistance. Outside the box, an iBeek solar battery pack with two outputs was used to power the node. Output two on the battery pack had a 5.0 V and 2.1 A max, which was connected to the RPI 0 to provide power to the whole system. The weatherproof battery was left outside the box to expose the solar cells to sunlight enabling it to recharge and continue to provide power to the node without the need to replace or manually recharge it.
The front-end part of the system included the UAV as well as the mounted RPI 3. The UAV used was a DJI F450 Flamewheel. This UAV required assemblage as opposed to an off-the-shelf UAV, ready for flight out of the box. The assembled DJI F450 Flamewheel is shown in Figure IV .
III. UAV and Head Node
This UAV was selected for this project due to the fact that it was lightweight and customizable. For the purposes of this project, an RPI 3 needed to be mounted onto the UAV, a feature that would not have been possible if an off-the-shelf UAV had been used. A Pixhawk was interfaced with the DJI F450 to act as the brain controlling the UAV. The Pixhawk is a user-friendly autopilot controller allowing for more advanced processes. For example, the Pixhawk keeps track of telemetry logs while the UAV is in flight. It also allows for the integration of flight plans, enabling the UAV to fly autonomously [8] . The Pixhawk enabled us to interface with Mission Planner, an open-source "ground control" software for the Pixhawk. A GPS module was also wired to the Pixhawk, providing the option to plan flights with waypoints in lieu of manually flying the UAV. The RPI 3 was successfully zip-tied to the bottom of the UAV, completing the WSN.
FIGURE IV AERIAL IMAGE OF THE DJI F450 FLAMEWHEEL
IV. Software
Communication in the WSN was established in the order of front-end elements to the back-end sensors. Both RPI 3 and RPI 0 are running Raspbian Stretch, kernel version 4.14 [9] . Remote login (SSH) capabilities were enabled on both devices and the passwords were changed from the default to ensure security of information. To ensure there was a network that the Wireless Local Area Network (WLAN) interface of the RPI 0 could connect to in order to wirelessly transmit the data, the RPI 3 was configured as an access point.
Wireless communication between the RPI 0 and RPI 3 was then established using socket coding. The RPI 0 acted as the client which sends the information and the RPI 3 acted as the server which receives the information. A snippet of the loop in the client script on the RPI 0 is shown in Figure V . The client first looks for available connections inside the loop. The code checks to see if an IP address is associated with the WLAN0 interface, indicating that RPI 0 is connected to a network. The script then checks the IP address to ensure it was connected to the same network as the server. If both conditions are met, the client will connect to the server via its IP address and the port it is accepting connections through. The client then sends the data to the server, closes the connection, and exits the loop. If the client is not on the same network as the server, it indicates that through a print statement, sleeps for 120 seconds and then attempts to connect again. If there is no IP address associated with the WLAN0 interface, the client code will again timeout for 120 seconds before attempting to reconnect. A snippet of the code in the server script on the RPI 3 is shown in Figure VI . On that side, the server enters an infinite loop waiting for connections from a client. Once it receives a connection, it accepts that connection and logs the IP address of the connected client. The server then receives the data sent by the client and writes it to a text file on the RPI 3. After writing the data to a text file, the server will send a message back to the RPI 0 and closes the connection. The Python Script on the RPI 0 that enabled it to act as a client was set to run on boot-up. As soon as the RPI 3 was in range of the RPI 0, the RPI 0 automatically sent the stored information to the RPI 3 without having to intervene and manually execute code, enabling the network and flow of data to operate autonomously.
Another Python script was written to control the communication between the Arduino and the RPI 0. Once data was sent via the serial communication between the Arduino and the RPI 0, the RPI 0 parsed it and added it to two different text files: a temporary text file and a permanent text file. The temporary text file stores all of the data until it was sent to the RPI 3. Once it was sent to the RPI 3, the temporary text file was re-created to store the next set of data in the interim. The permanent text file keeps a permanent record of all the data points as a backup in the case there was an error during the transmission of the data in the temporary text file to the RPI 3. The Python script which controlled the communication between the RPI 0 and Arduino Uno was also set to run on boot up of the RPI 0 by adding syntax to execute Python scripts in the "rc.local" file. The final step to complete communication throughout the WSN was writing the Arduino Uno code that controlled the three connected Atlas sensors. The Inter-Integrated Circuit (I 2 C) Protocol was used to control the communication between the Arduino and the sensors. The I 2 C protocol allowed for ease of communication between up to 127 slave devices and a master in a single circuit. In this WSN, the slaves were the temperature, conductivity, and pH sensors, and the master was the Arduino Uno. The I 2 C protocol maintains communication between numerous slaves via a single serial connection because it uses a unique address system and a shared bus, which is responsible for transferring data in a computing system. Each of the sensors had its own address which the master calls before the slave took a reading and transmitted the data [10]. The Sample I 2 C code provided by Atlas Scientific to control the temperature sensor was used [11] . We modified the code so that we get a reading from the sensor once every hour without human intervention. We also modified the code to take readings from all three sensors connected to the Arduino one after the other within the span of the set measuring time.
After communication was established within the node, it was tested to ensure data would successfully send to the RPI 3 and append to a text file on the device. To test this, the RPI 3 was remotely logged into using SSH. The Python code enabling operation of the RPI 3 as a server was initiated. A message was printed on the terminal once the data was received on the RPI 3.
RESULTS
The assembly of the WSN enabled the transmission of water quality data from the ground-based sensor node to the RPI 3 mounted upon the UAV. Figure VII shows the wirelessly transmitted water quality data displayed upon on the RPI 3. Rate of data acquisition varied between thirty seconds and one hour depending upon the time delay set within the Arduino Uno code. Table I contains information on the total amount of voltage, current, and power the ground-based node drew.
FIGURE VII
DATA WIRELESSLY RECEIVED FROM THE NODE ON THE RPI 3 The ground-based node was also compared to other small handheld devices based off the same parameters. A TI-84 Plus C Silver Edition calculator, iPhone XS smartphone, and iPad Third Generation tablet were used for this comparison. Figure  VIII represents a graph of how the node compared in terms of voltage, current, and power to these devices. The voltage drawn by all devices in comparison was 5V which is a standard for most battery-powered handheld devices. The current drawn by the node was significantly less than that of the iPhone and the iPad by a factor of a little over 3.5. When compared with the calculator, the node drew more current by a factor of 1.5. As the current drawn by the node was relatively low, the power demand placed on the battery was not as significant as other small, handheld devices. The iBeek solar battery charger pack used to power the node has a 12,000 mAh capacity battery. Assuming the battery received no additional charge from the sun, based off the readings received from the node, the battery was able to power the entire system for 42.86 hours (12,000 mAh / 280 mA). To put that into perspective, if the iPhone and iPad were to be continuously powered by the same solar battery pack that was used to power the node each would only be powered for 12.12 hours and 12.37 hours, respectively.
FIGURE VIII COMPARISON OF NODE POWER CONSUMPTION TO OTHER HANDHELD DEVICES
Communication range between the ground-based node and the RPI 3 mounted upon the UAV was approximately 100 meters before communication strength appreciably decreased. This measurement was taken with clear line of site and no interference. While specific testing was not completed to determine how objects impacted range of communication between the RPI 0 and RPI 3, we noted that interfering objects, such as people crossing the path of communication, lead to packet loss. This decreased the range of connectivity when pinging the RPI 3 device from the RPI 0.
CONCLUSION/FUTURE WORK
UAV enabled WSNs hold promising applications for monitoring environmental parameters in bodies of water. This project serves as a proof of concept of a functional system incorporating a UAV within a WSN. The ground-based node successfully collected data autonomously, and transmitted data through a WSN to a node attached to a UAV. Rate of data acquisition is contingent upon the delay set within the Arduino Uno code. Power required to operate the groundbased node varies depending upon the sensors utilized within the system. We verified the three sensors within the groundbased node did not exceed the capacity of electronic equipment such as the Arduino Uno and PCB prior to wiring. During testing, data rates were set at varying intervals, ranging from thirty-second intervals to hour-long intervals. As the storage space upon the RPI 0 is limited, data acquisition depends upon the regularity of site visits. Initial testing of the range of connectivity demonstrates that connectivity between the ground-based node and the UAVbased node is limited to approximately 100 meters. This limited range may present difficulties depending upon the location of the researcher relative to the ground-based node within the field. The data was stored within the UAV-based node and can be accessed to conduct further analyses of environmental data. Relative to other research conducted involving WSN-UAV hybrid systems, the system described within this article presents a mobile, inexpensive, and efficient method to collect environmental data, including but not limited to water quality data.
Due to a variety of preventive factors, there are thousands of miles of unmonitored waterways across the United States. This system serves as a tool to minimize this data shortage. As access to many streams is limited, using a UAV to wirelessly retrieve data from a WSN can significantly increase the amount of available data about previously uncharted areas. Increasing the scale of the WSN can decrease the amount of time and manpower required for hand sampling. Ultimately, the use of WSN could significantly increase the amount of data on streams available throughout the United States.
Future work for this project could include a variety of enhancements to the UAV. This can include mounting a camera on the UAV to take aerial imagery of the locations where the environmental monitoring is being conducted. This imagery would allow for a more holistic analysis of the test sites, as well as giving the user a bird's eye view while the UAV is in flight. Another step that could be taken to advance the project would be to add security protocols during data transfer between the RPI 0 and RPI 3. While the data gathered during this project was not extremely sensitive, should this setup be applied to collect data in a more public environment, proactive measures should be taken to reduce potential security breaches and loss of data. Currently, the data is stored and sent as plain text, so one way to make the data more secure would be to encrypt the stored data using a lightweight secret-key cipher to reduce power and energy consumption [12] . Additionally, Public Key Cryptography (PKC) could be used to secure the collected data. This would allow for data to be encrypted with the intended receiver's public key (or a key that can be obtained and used by anyone for encryption), but the encrypted message can only be decrypted by that receiver's private key (or key that is only known to the recipient). Using PKC infrastructure allows for new nodes to be easily introduced to the secure system. The PKC algorithm used should be carefully chosen to preserve the nodes' battery life [13] - [14] . While only one node with three sensors was utilized in this project, future work could involve researching and testing applications of more than one node in close proximity. Adding another node in close proximity to the first node would come with increased complications such as both nodes trying to communicate with the RPI 3 when it is within communication rage. Testing would have to be done to determine how far apart the nodes would have to be so that both of them do not attempt to send data to the RPI 3 at the same time.
