Considering difference equations in discrete space instead of differential equations in Euclidean space, we investigate a probabilistic formula for the solution of the Dirichlet problem for biharmonic functions. This formula involves the expectation of a weighted sum of the pay-offs at the successive times at which the Markov chain is in the complement of the domain. To make the infinite sum converge, we use Borel's summability method, This is interpreted probabilist.ically by imbedding the Markov chain into a continuous time. discrete space Markov process,
gated (see e.g. Dynkin, 1965) . A probabilistic formula for the function f which is biharmonic in a given domain and which is specified by the values of I and !J.f on the boundary was discovered by Has'minski (1960) and independently by Helms (1967) (see also Athreya and Kurtz, 1973) . A more difficult problem is to specify a biharmonic function I in terms of the values of I and its normal derivative on the boundary; that is, Dirichlet boundary conditions. Considering difference operators in discrete spaces instead of differential operators in Euclidean spaces, we investigate a probabilistic formula for the solution of the Dirichlet problem for biharmonic functions.
For the sake of comparison we begin by discussing the Dirichlet problem for harmonic functions. Let Xn, n = 0, 1, . , " be a Markov chain on a discrete state space E and let T be the first time that X" leaves a set r in E. Denote by A the generator of X,,; i.e., AI(x) The proof is made rigorous by justifying the use of Fubini'g theorem. For this it is sufficient to assume that f is bounded and PxT < 00. 0
We see from the first step of the proof that formula (1.1) is really a summation by parts formula.
Suppose now that PxT < 00 for all x E r and that f is a solution of the Dirichlet problem for harmonic functions:
where ar /y $. r:p(x, y) > ° for some x E rI (that is, all points in the complement of r which are within one step of r) and It' is a given bounded function defined on ar. By formula (1.1), wE! see that (1.4) This proves uniqueness for the Dirichlet problem. Existence is proved by verifying that the function defined by the right hand side of (1.4) satisfies (1.2) and (1.3). We then have THEOREM 2. Suppose that PxT < 00 for every x E r and that It' is a bounded function on ar. Then there exists one and only one function f which satisfies (1.2), (1.3) and this function is given by (1.4).
Now consider the Dirichlet problem for biharmonic functions:
(1.5) (1.6)
where a 2 r = ar u a(r u ar); i.e., all points in the complement of r which are within two steps of r. In the discrete case, specifying values on the thickened boundary a 2 r plays the role of specifying values and the normal derivative on the boundary. From the above discussion, we see that we need a formula like where (1.8) (1.9) (if we replace A2 by A and put Un = 1T=n, Vn = 1n<n formula (1.7) becomes formula (1.1». Then, as before, if f is a solution of the Dirichlet problem (1.5), (1.6), we see from (1.7) that (1.10) This would prove uniqueness. Existence would be proved by verifying that the right hand side defines a solution.
Proceeding formally, we find in Section 2 explicit expressions for Un and Vn in terms of the successive times Tj in which Xn is in the complement of r:
(1.11)
After some simplification it turns out that formulas (1.7) and (1.10) can be written as
where (1.14)
and A is the generator ofthe time changed process Xj = X T ", j 2= o. (The process
Xj is the trace of Xn on re.) This means that Ah(
It turns out that the right hand sides of formulas (1.12) and (1.13) are generally not absolutely convergent. In fact, in Section 2, we give an example involving 1-dimensional simple random walk which shows that formula (1.13) is absolutely convergent for every choice of the function !P if and only if the domain r consists of one point! Roughly the same holds true for simple random walk in higher dimensions.
In the case of a symmetric Markov chain (i.e., the operator A is "in divergence form"), these difficulties can be circumvented by using Borel's summability method (see e.g. Hardy (1949) page 80). This has a simple probabilistic interpretation. Indeed, let TJt, t 2= 0, be a Poisson process which is independent of the Markov chain Xn • We show in Theorems 3 and 4 that, subject to a few mild assumptions (see conditions 3.A, B), formulas (1.12) and (1.13) can be salvaged by replacing the sum on all j 2= 0 by a sum from j = 0 to j = TJt and then passing to the limit as t tends to infinity (on the outside of the expectation). Now that the Dirichlet problem for the square of the discrete Laplacian can be completely studied using simple random walk we can hope that, by refining the space and making a passage to the limit, the Dirichlet problem for the Laplacian squared (in Euclidean space) may be studied using Brownian motion.
By using exponential holding times, we can stretch Xj into a continuous time process ¥t such that Xj is the imbedded Markov chain. That is, X;" = ¥Uj where the (Jj are the successive jump times of Yt • Formula (1.13) can now be written as
This formula may turn out to be useful for finding a formula for the Euclidean case. The problem of finding probabilistic solutions of the Dirichlet problem for biharmonic functions actually arose out of the author's attempts to investigate the potential theory of certain two-parameter Markov random fields. In Section 6, we explain in what sense these fields are Markov and we explain the analogous boundary value problems. In this general setting, however, almost nothing has been proved.
Formal solution.
We start by investigating formula (1.7). Assume for now that all sums and integrals converge absolutely so that we may apply Fubini's theorem. Also, assume that Vn is measurable with respect to the (J-algebra ffn generated by X m , m::5 n, (we will verify these assumptions later). As in the proof of Theorem 1, we interchange sum and integral, apply the Markov property, and interchange back to get
From (2.1) we see that for (1.7) to formally hold it is sufficient that (2.3)
If we impose the requirement that (2.4)
(which is a priori weaker than (1.8), (1.9)) then it is easy to see that the system (2.2), (2.3), (2.4) has one and only one solution and that this solution satisfies our measurability requirement: Vn E ffn.
where Tj and Mj are defined by (1.11) and (1.14), respectively. From (1.11) we see that Tj ;::= j and so the infinite sums in (2.5) and (2.6) actually terminate after j = n.
PROOF. It is obvious that the functions Un and Vn defined by (2.5) and (2.6) satisfy (2.4). To check that (2.3) is satisfied let us put Wn = Vn -Vn-l-From the definitions of Un and Vn we see that (2.7) and so
(this is the basic identity satisfied by Mj which makes everything work) and so we can rewrite (2.5) as
Substituting (2.9) into (2.8) with n -1 in place of n we get (2.3). 0 LEMMA 2. The functions Un defined by (2.5) satisfy (1.8).
PROOF. Suppose that Xo E 1', Xn f!!. l' U a 2 r and n = Tj. Then by the definition of a 2 r, j is greater than 1 and Tj-l -Tj-2 = 1. Hence Mj -1 = 0 and so
It is easy to see that formulas (1.12) and (1.13) are just rearrangements of formulas (1.7) and (1.10), respectively, with Un and Vn defined by (2.5) and (2.6).
We now give an example which shows that the expectation on the right hand side of formula (1.12) does not exist (see also the remark at the end of Section 3). Let Xn be simple random walk on the integers 72 (i.e., Af(x) = 1/2f(x + 1)
Note that ar = 10, a} and a 2 r = 1-1,0, a, a +1}. It is easy to check that Af(x) = l/(a + 1) for x E l' U ar and so Of course PoIT1 = 11 = li2. Since the function g(x) = PxTo is the unique solution of
it is easy to see that
Conditioning on the first step, we see that
Hence the geometric series in (2.10) converges if and only if a = 2 which means that r contains only one point. In the same way,
which also diverges except when r consists of one point.
Note, however, that if we write Lj~o r j = 1/(1 -r) we see that the right hand side of (1.12) is formally equal to
2 l+r a+l 3. Symmetric Markov chains and the Q operator. Let m be a strictly positive measure on the discrete state space E; that is,
Corresponding to every symmetric transition function p(x, y), there is a symmetric Markov chain X = (Xn, ffn, ()n, Px) defined on a probability space (n, ff). The connection between X and p(x, y) is expressed by the formula
Let us remind the reader here that ()n is the shift operator; that is, ()n maps n into n in such a way that (3.1)
The one step shift operator (Jl will be denoted simply by (J. The action of the shift operator on a random variable Z(w) is defined by the formula,
(JnZ(w) = Z((Jnw).
The fact that X is Markov means that for every stopping time T,
for all ~-measurable Px-integrable ra:qdom variaQles Yand all Px-integrable random variables Z for which PxZ is a bqunded function of x. The one step transition operator P acts on bounded functions according to the formula
Pf(x) = Pxf(X1).
The gererator A is defined by the formula
Af(x) = (P -I)f(x),
where I is the identity operator. If f(x) = PxZ, the Markov property implies that (3,3)
For any set r in E, the boundary ar was defined in Section 1 as the set of all points y not in r for whichp(x, y) > 0 for some x in r. For the rest of this paper we consider a fixed set r which satisfies the following two properties:
3A. r u a r is finite. 3B. PxT6 < 00 for every x E r.
It follows from the Markov property and condition 3B that each Tk is finite a.s. Px for every x.
The shift operator acts on the stopping tiwes Tj a,ccording to the following simple formulas .
(3.5) 
where PI' is the one step transition operator for the process obtained from Xn by killing it at the first exit time from r:
Prf
(x) = Ly h(x)p(x, Y)h(y)f(y)m(y).
Condition 3B is sufficient to guarantee that the operator can be defined on all of L2 (E, m) . It is easy to check that Gi· = L~=l nP~-\ and so
Since P and GI• are self-adjoint on L2(E, m), it follows that Q is self-adjoint on V (ar, m) and
As a consequence of the proposition, we can diagonalize the operator Q:
where A is the (necessarily finite) spectrum of Q and ITA is the projection operator onto the eigenspace corresponding to the eigenvalue A. Since Q is nonnegative, 
Formula (3.9) and conditions 3A and 3B show that the right hand side makes sense.
Applying the Markov property and rearranging terms, we get
Substituting this into (4.2) and collapsing the resultant telescoping sum, we see that
By (3.9),
and so by (3.13), we have (4.4) Substituting (4.4) into (4.3) we see that
Since the eigenvalues are nonnegative, each term in the sum over A vanishes as t goes to infinity. 0
The Dirichlet problem.
In the introduction we discussed the Dirichlet problem for biharmonic functions, i.e. functions which satisfy A 2f = ° in r.
However, it is not much more difficult to study solutions of the equation A 2f = 1/;
where 1/; is some function defined on r . We say that a function f is a solution of the (non-homogeneous) Dirichlet problem for A2 if PROOF. Uniqueness follows immediately from Theorem 3. Put
We will show tl:tat, as t tends to infinity, the functions gt and ht converge pointwise and that the limit functions, call then g and h, satisfy
7) g = 'P on r e , h = 0 on re.
First we consider gt. Substituting (3.9) and (3.13) into (5.4), we sum the resulting geometric sum and then the exponential sum to get
where P is the operator which acts on functions defined on ar by the formula
Since each eigenvalue A is nonnegative, the limit as t tends to infinity exists for each x and (5.9)
Since, for Xo Ere, TO = 0, it is clear from (5.9) that g satisfies (5.7). To show that g satisfies (5.6), put where z = ~j=o (-1)jMj-1(Tj -Tj-l)'P(XT). By (3.5), we see that, for Xo E r andj;:
On the other hand, for Xo $. r andj === 0, ()Mj = Nj +1 • Consequently,
Combining (5.10) and (5.11) we have
For Xo E rand j === 0, it follows from (3.5) that ()Nj = Nj and so By (3.3) , we see that
It follows from (3.9) and the Markov property that
Using the spectral representation (3.13), we get
It follows from condition 3A that A 2 is a finite difference operator. Hence A 2g(X) = limt-->(x,A2gb) which, according to (5.12), vanishes.
We now turn our attention to the function h. Using the fact that P x L;;):6 ml/;(Xm) = pGf·l/;(x), x Ere, it follows from the Markov property that Hence the limit as t tends to infinity exists and we have To show that h satisfies (5.6), put
Again, using (3.5) and (3.8), we have
Hence, for Xo E r,
By (3.3), we see that
Arguing as we did for the function g, we see that the contribution from the second term above goes to zero and so we have
That h = 0 on r c follows from the fact that, for Xo Ere, TO = 0 and Mj = 0 for j> 0.0 6. Random fields and boundary value problems. In this section we discuss two-parameter random fields and the boundary value problems associated with them. As mentioned in the introduction, very few results have be~n obtained in this setting and it seems like an interesting area for future investigation.
We say that a random field Xn , n = (nl, n2) E ~2, with state space E is Markov if there exist linear operators Al and A2 such that Proceeding as usual, we interchange sum and expectation, apply the Markov property (6.1), and interchange back. We then see that formula (6.2) formally holds if (6.4) where we have put (6.5) V -1.-1 = 1.
The system (6.3), (6.4), (6.5) has one and only one solution and this solution satisfies V n E ffn.
Suppose that f satisfies (6.6) (6.7) This would prove uniqueness for the problem (6.6), (6.7) and existence would be established by verifying that (6.8) defines a solution. Of course, as before, we need to make sense of formulas (6.2) and (6.8) (absolute convergence is probably too much to ask). This most likely cannot be done in such a general setting so we now consider some special cases.
1. Let E be the product of two state spaces E = EI X E2 and let Xn = (X~" X~2) be a pair of independent Markov chains observed at different times.
Then for domains r of the form r = IX:lh(xl) + 1/!2(X2) < 01
it is possible to give verifiable sufficient conditions for formula (6.2) to hold. This is the discrete time version of the problem studied in Vanderbei (1983) .
2. Let Xn = X n,+n2 where Xn is a Markov chain. Then Al and A2 coincide with the generator A of Xn and formula (6.2) reduces to formula (1.7) with where lm = In E W2:nl + n2 = mi. Replacing the condition that Xn E r (and Xn $. r) in (6.3) by the condition that n belongs to a fixed set Be W2 (and the condition that n $. B) we get a nonrandom difference equation which can be solved by computer. Having tried many sets B it seems that sets which are unions of the lm are bad in the sense that I Un I and I Vn I grow fast. However, no precise statement to this effect has been proved. Since In:Xn E rj is a union of the lm (over a random set of indices m), we conjecture that for the next random field formula (6.2) may hold under weaker assumptions. 
Let Xn

