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E. Lokharu∗ E. Wahlén∗
Abstract
We consider steady three-dimensional gravity-capillary water waves with vorticity propa-
gating on water of finite depth. We prove a variational principle for doubly periodic waves
with relative velocities given by Beltrami vector fields, under general assumptions on the wave
profile.
1 Introduction
This paper is concerned with three-dimensional steady water waves driven by gravity and sur-
face tension. Almost all previous investigations of such waves have worked under the assumption
of irrotational flow. In this paper, on the other hand, we allow for non-zero vorticity. This
could be important for modelling three-dimensional interactions of waves with non-uniform
currents. While our study is limited to Beltrami fields, even this particular case is a step for-
ward compared to the previous state of knowledge. The fluid domain Ω ⊂ IR3 is assumed to
be an open, simply connected set, bounded from below by a rigid flat bottom ∂Ωb = {z = −d}
and from above by a free surface ∂Ωt, separating the fluid from the air. Let u : Ω→ IR3 be the
(relative) velocity field and p : Ω → IR the pressure. In a moving frame of reference, the fluid
motion is governed by the steady Euler equations
(u · ∇)u = −∇p− ge3 in Ω, (1.1a)
∇ · u = 0 in Ω, (1.1b)
with kinematic boundary condition on the top and bottom boundaries
u · n = 0 on ∂Ω,
and dynamic boundary condition on the free surface
p = −2σKM on ∂Ωt.
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Here e3 = (0, 0, 1) and KM is the mean curvature of the free surface defined by 2KM = −∇·n
where n is the unit outward normal, while σ > 0 is the surface tension coefficient.
In the classical situation the free surface is given by the graph of a function, which excludes
overhanging wave profiles. In this paper we consider a more general geometry as e.g in [1, 6, 10],
by defining the fluid domain as
Ω = F (D), D = IR2 × (−d, 0)
for some d > 0 and a map F : IR3 → IR3 satisfying the following conditions:
(F1) F : IR3 → IR3 is a diffeomorphism with bounded partial derivatives and detDF > 0;
(F2) F (X,Y,−d) = (X,Y,−d) for all X,Y ∈ IR.
Thus, the free surface is given by
∂Ωt = {F (X,Y, 0) : (X,Y ) ∈ IR2},
while the flat bottom is
∂Ωb = {(X,Y,−d) : (X,Y ) ∈ IR2}.
In what follows we will use the notation
S(X,Y ) = F (X,Y, 0)
for the surface parametrization. Our assumptions allow overhang but exclude self-intersection
and they imply that ∂Ωt lies above ∂Ωb
The set of all F ∈ C3,γloc (IR3; IR3) satisfying (F1) and (F2) will be denoted by M . Here
Ck,γ(U), with k ∈ N0 = {0, 1, 2, . . .} and γ ∈ (0, 1), denotes the class of k times continuously
differentiable functions whose partial derivatives of order less than or equal to k are bounded and
uniformly γ-Hölder continuous. The notation Ck,γloc (U) will be used for the space of functions
satisfying this condition in a neighbourhood of each point in U . Throughout the rest of the
paper, we will continuously extend functions in Ck,γ(U) to the boundary of U without explicit
mention.
We will consider doubly-periodic waves as follows. Let
Λ = {λ = lλ1 + jλ2 : l, j ∈ Z},
be a two-dimensional latticegenerated by two linearly independent vectors λ1,λ2 ∈ IR2, and
let
B = {a1λ1 + a2λ2 : a1, a2 ∈ [0, 1]}
be a two-dimensional periodic cell in the lattice. We will assume that F (x) − x is periodic
with respect to the lattice, so that
F (X ′ + λ, Z) = F (X ′, Z) + (λ, 0), S(X ′ + λ) = S(X ′) + (λ, 0)
for all λ ∈ Λ and X ′ = (X,Y ) ∈ IR2, and we denote by Mper the set of all F ∈ M satisfying
this property. We will consider periodic solutions, meaning that
u(x′ + λ, z) = u(x′, z), p(x′ + λ, z) = p(x′, z)
2
for all λ ∈ Λ.
In the irrotational case, when ∇×u = 0 everywhere in Ω, there are several existence results
for different types of three-dimensional waves, including doubly-periodic waves, fully localized
solitary waves and waves with a solitary-wave profile in one horizontal direction and periodic
or quasi-periodic profile in another (see e.g. [7, 8, 13, 20, 21, 22, 25, 26, 31] and references
therein).
On the the other hand, the existence of genuinely three-dimensional water waves with
vorticity is completely open, except for a non-existence result for water waves with constant
vorticity [34]. Even in the absence of a free surface, the literature concerning steady rotational
flows with vorticity is pretty scarce. There are only a handful of general existence results for
steady flows with vorticity in fixed domains [2, 9, 32]. However, the special case when the
velocity and vorticity fields are collinear, that is,
∇× u = αu in Ω,
for some scalar function α, has received more attention. Such vector fields are known as
Beltrami vector fields or force-free fields and are well-known in solar and plasma physics (see
e.g. [18, 30]). Any divergence-free Beltrami field generates a solution to the Euler equation
(1.1a) with pressure given by
p = C − |u|
2
2
− gz.
In general, condition (1.1b) is satisfied if α is constant along the streamlines of u. In this
paper we will however concentrate on the case when α is constant throughout the whole fluid.
Such fields are often called strong Beltrami fields or linear force-free fields. The theory for
strong Beltrami fields is much more developed than for Beltrami fields with variable α (see
e.g. the discussions in [27] and [4]) and in fact an obstruction to finding fields with variable
α was recently discovered in [17]. In the following, we shall simply take Beltrami fields to
mean strong Beltrami fields. Beltrami fields are intimately connected with chaotic motion, the
famous ABC flow [3] being a classical example. In [15] it was shown that any locally finite link
can be obtained as a collection of streamlines of some Beltrami field and in [16] a similar result
was shown for vortex tubes. Note that linear dependence of u and ∇ × u is in some sense
necessary for chaotic behaviour by a theorem of Arnold [3].
For a Beltrami field the governing equations are
∇ · u = 0 in Ω, (1.2a)
∇× u = αu in Ω, (1.2b)
u · n = 0 on ∂Ω, (1.2c)
1
2
|u|2 + gz − 2σKM = const on ∂Ωt. (1.2d)
The aim of the present paper is to find a variational formulation (Theorem 3.1) for this problem
in the periodic case. Classical and modern variational formulations [12, 29, 33] have proved
useful in a variety of existence and stability theories for periodic and solitary travelling wa-
ter waves. This includes two- and three-dimensional waves in the irrotational setting (see the
3
references mentioned above) as well as two-dimensional waves with vorticity [6, 10, 23, 24].
It is therefore natural to expect that a variational principle for three-dimensional waves over
Beltrami flows could be useful. In the absence of a free boundary, there is a classical variational
formulation by Woltjer [35] which was further developed by Laurence & Avellaneda [28] (see
also the related formulation by Chandrasekhar & Woltjer [11]). It states that Beltrami fields
are critical points of the energy subject to the constraint of fixed helicity. The presence of the
free boundary requires some nontrivial modifications of this formulation, as does the different
geometric setting. The first step is to construct vector potentials satisfying certain boundary
conditions (Theorem 2.1). The variational principle (Theorem 3.1) is then formulated in terms
of such potentials. In our presentation we have striven for a balance between rigor and simplic-
ity. The variational formulation is presented in a mathematically rigorous fashion in terms of
certain function spaces, but we have tried not to overemphasize technical details. The choice of
variational formulation in Theorem 3.1 is certainly not unique. We give some comments about
this after the proof of the theorem, which could be useful for a variational existence theory. In
addition, it would also have been possible to use other function spaces, such as Sobolev spaces.
2 Vector potentials
A vector potential of u is a vector field A such that
∇×A = u.
Such a potential is not unique since we can add to it the gradient of any smooth function φ. In
order to derive a variational principle for Beltrami flows, we need to examine the structure of
vector potentials for periodic vector fields satisfying u ·n = 0 on ∂Ω. For k ∈ N0 and γ ∈ (0, 1)
we put
Xk(Ω) = Ck,γper(Ω; IR
3),
XkN (Ω) = {v ∈ Xk(Ω) : v × n = 0 on ∂Ω},
XkT (Ω) = {v ∈ Xk(Ω) : v · n = 0 on ∂Ω}.
The subscript per stands for periodicity with respect to the lattice Λ. We will also need the
divergence-free analogues of the above spaces, defined by
Y k(Ω) = {v ∈ Xk(Ω) : ∇ · v = 0 in Ω}
and
Y kN = Y
k(Ω) ∩XkN (Ω),
Y kT = Y
k(Ω) ∩XkT (Ω).
When u ∈ Y kT has zero fluxes, there is a unique vector potential from Y k+1N , k ≥ 2. This is no
longer true for non-zero fluxes. However, one can prove the following statement.
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Theorem 2.1. For any vector field u ∈ Y 1T (Ω) there exists a vector potential A ∈ Y 2(Ω) such
that
A× n = 0 on ∂Ωt, (2.1)
A× n = (m1,m2, 0) on ∂Ωb, (2.2)
for some constants m1,m2 ∈ IR determined by u. On the other hand, if A ∈ Y 2(Ω) satisfies
(2.1) and (2.2), then ∇×A ∈ Y 1T (Ω).
Let us explain the connection between the constants m1,m2 and the fluxes a1, a2 cor-
responding to the vertical sides Σ1,Σ2 of a basic periodic cell of the fluid domain that are
parallel to the lattice vectors λ1 and λ2 respectively. Using Stokes theorem, we find that
aj =
∫
Σj
∇×A · dS =
∮
∂Σj
A · dL = (m2,−m1) · λj , j = 1, 2.
Here the vertical components of the contour integral cancel due to the periodicity and the top
part is zero because of (2.1).
The proof of the theorem relies on the following regularity result for the Biot-Savart integral
BSΩ(u) :=
1
4pi
∫
Ω
u(y)× x− y|x− y|3 dV.
Lemma 2.2. Let Ω be a bounded domain with C3,γ-smooth boundary and let u ∈ C1,γ(Ω).
Then BSΩ(u) ∈ C2,γ(Ω) and
‖BSΩ(u)‖C2,γ(Ω) ≤ C‖u‖C1,γ(Ω),
where the constant C = C(Ω, γ) depends only on the domain Ω and γ.
Proof. Note that it is enough to consider the scalar operators
Bm(u)(x) =
1
4pi
∫
Ω
u(y)
xm − ym
|x− y|3 dV,
which are the partial derivatives of the Newtonian potential
I(u)(x) =
1
4pi
∫
Ω
u(y)
1
|x− y| dV ;
see e.g. [19, Lemma 4.1]. It is well known that I : C1,γ(Ω)→ C3,γ(Ω), which implies that
Bm : C
1,γ(Ω)→ C2,γ(Ω).
This finishes the proof of the lemma.
Proof of Theorem 2.1. Let us define
Λlj = {(a1 + l)λ1 + (a2 + j)λ2 : a1, a2 ∈ (0, 1)}, Dlj = Λlj × (−d, 0)
and
Ωlj = F (Dlj), l, j ∈ Z,
5
which splits the domain Ω into simple periodic cells. Furthermore, let us consider a C3,γ-
domain Ω˜ ⊃ Ω00 such that Ω˜ ⊂ ∪|l|,|j|≤1Ωlj . Thus, Ω˜ intersects only eight neighbouring cells.
Now let φlj ∈ C∞ be a partition of unity on Ω such that (i) φlj = 1 on Ωlj ; (ii) φlj = 0 on
Ω \ Ω˜lj , where Ω˜lj = Ω˜ + (lλ1 + jλ2, 0); (iii) φlj(x) = φ00(x− lλ1 − jλ2), l, j ∈ Z. Then, for a
given vector field u ∈ X1T (Ω), we let
Blj(x) = BSΩ˜lj (φlju)(x) =
1
4pi
∫
Ω˜lj
φlj(y)u(y)× x− y|x− y|3 dV,
which is the Biot-Savart integral of φlju. The latter integral converges for all x ∈ IR3 and
Blj ∈ C2,γ(Ω˜lj), as can be seen using Lemma 2.2.
Because the vector fields Blj are not periodic in general, we define
B(x) = p.v.
∑
lj
Blj(x) :=
1
2
∑
l,j∈Z
[Blj(x) +B(−l)(−j)(x)]. (2.3)
Now because
|Blj(x) +B(−l)(−j)(x)| ≤ C(x) 1
1 + |l|3 + |j|3 , j, l ∈ Z,
for some bounded function C(x), the series in (2.3) converges uniformly and so B is well defined
and continuous everywhere. Furthermore, since
|DkBlj(x)| ≤ C(x) 1
1 + |l|2+k + |j|2+k
for all k ∈ N and x ∈ Ω \ Ω˜lj , we obtain that B is periodic, B ∈ C2,γ(Ω; IR3) and ∇×B = u.
Let us prove that there exists a function g ∈ C3,γloc (IR3) such that B−∇g satisfies the boundary
conditions. We let
B
t = B|∂Ωt − (B|∂Ωt · n)n
be the tangential part of the field B on the top boundary. Consider the tangent vectors SX
and SY and define a two-dimensional vector field B∗ = (B∗1 , B∗2 ) ∈ C2,γper(IR2; IR2) by
B∗1 (X,Y ) = B
t(S(X,Y )) · SX(X,Y ) = B(S(X,Y )) · SX(X,Y ),
B∗2 (X,Y ) = B
t(S(X,Y )) · SY (X,Y ) = B(S(X,Y )) · SY (X,Y ).
We claim that the field B∗ is conservative, that is there exists a function f ∈ C3,γloc (IR2) (not
necessarily periodic) such that B∗ = ∇f . Indeed, this follows from the relation
n · ∇ ×B = 1|SX × SY | ((B
∗
2 )X − (B∗1 )Y )
(see [5, §97]) and the fact that u · n = 0 on ∂Ω. Because B∗ is periodic, we necessarily have
B∗ = ∇f0 + (a1, a2),
where f0 ∈ C3,γ(IR2) is periodic and a1, a2 are constants.
A similar argument is valid for the bottom boundary. In this case the tangential vectors
are
w˜1 = (1, 0, 0), w˜2 = (0, 1, 0)
6
and the corresponding two-dimensional field is given by
B˜∗j (x, y) = B(x, y,−d) · w˜j(x, y), j = 1, 2.
Just as before, we obtain
B˜∗ = ∇f˜0 + (a˜1, a˜2)
for some periodic function f˜0 and constants a˜1, a˜2.
In order to eliminate the tangential periodic part of B on the boundary, we solve the
Dirichlet problem
∆φ = 0 in Ω,
φ = f0 ◦ F−1 on ∂Ωt,
φ = f˜0 on ∂Ωb.
Because both functions f0 and f˜0 are periodic, there is a unique periodic solution φ ∈ C3,γ(Ω).
We also define Φ(x) = F−1(x) and let Φper(x) = Φ(x) − x be its periodic part. Letting
φj ∈ C3,γ(Ω), j = 1, 2, be the unique solution of the Dirichlet problem
∆φj = 0 in Ω,
φj = Φper,j on ∂Ωt,
φj = Φper,j on ∂Ωb,
we find that ∇(φ1 + x) · SX = ∇Φ1 · SX = 1 on ∂Ωt. Similarly, ∇(φ2 + y) · SY = 1, while
∇(φ1 + x) · SY = ∇(φ2 + y) · SX = 0 on ∂Ωt, and ∇(φ1 + x) · w˜1 = ∇(φ2 + y) · w˜2 = 1,
∇(φ1 + x) · w˜2 = ∇(φ2 + y) · w˜1 = 0 on ∂Ωb (note that Φper,j = 0 on ∂Ωb for j = 1, 2). Now
we put
A = B−∇(φ+ a1(φ1 + x) + a2(φ2 + y)).
A direct calculation shows that
[A− (A · n)n] · SX = [A− (A · n)n] · SY = 0
on ∂Ωt, so that
A|∂Ωt × n = 0.
On the other hand, we get
A− (A · n)n = (a˜1 − a1, a˜2 − a2, 0)
on ∂Ωb. Thus,
A|∂Ωb × n = (a2 − a˜2, a1 − a˜1, 0).
This finishes the proof of the theorem.
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3 Variational principle
In this section we will formulate and prove a variational principle for Beltrami vector fields with
a free surface. The principle is formulated in terms of the vector potential A introduced in
the previous section and the C3,γ domain Ω. A key difficulty is that the surface of the domain
is not fixed and is a part of the variation. The admissible domains will be parametrized by
maps F ∈ Mper. One of the issues is that the vector potential A depends on Ω through its
domain of definition. This can be solved by extending A to the whole of IR3. However, A
and Ω are still coupled through the boundary condition imposed on the free surface. Thus,
the proper way to think about the domain of the involved functionals is as a submanifold
of C2,γ(IR3; IR3) × C3,γloc (IR3; IR3). Rather than making this approach completely rigorous, we
shall simply consider critical points along admissible families of curves. After presenting the
the theorem and its proof, we will discuss some alternative perspectives on the variational
formulation which might be useful for further studies.
Let Ω00 = F (D00) be a single cell of the periodic domain defined in Section 2 for which the
top boundary is given by
∂Ωt00 = {S(X ′) : X ′ = (X,Y ) ∈ Λ00}.
Let us consider the functionals
E(A,Ω) =
∫
Ω00
[|∇ ×A|2 − 2gz] dV − σ ∫
∂Ωt00
dS,
K(A,Ω) =
∫
Ω00
[A · (∇×A)] dV
and
M(A,Ω) =
∫
Ω00
1 dV,
where A ∈ C2,γ(IR3; IR3) satisfies
A× n = 0 on ∂Ωt, (3.1)
A× n = (m1,m2, 0) on ∂Ωb (3.2)
for some fixed constants m1,m2 ∈ IR. We look for critical points of the functional
J = E− αK− µM
where α and µ are fixed constants. This is, at least formally, equivalent to considering critical
points of E subject to the constraints of fixed K and M. When taking variations of the func-
tionals, we consider a family of domains Ω(t) = F (t)(D), t ∈ (−δ, δ), where F (t) ∈ Mper is
family of domain parametrizations which is continuously differentiable in t in the C3,γloc topology.
Note that we have written Ω rather than F in the arguments of the functionals E, K and M
to emphasize that they only depend on Ω = F (D) and not on the specific parametrization.
However, when taking derivatives later, we will write δF to indicate the direction in which
we differentiate. We also consider a continuous family of vector fields A(t) ∈ C2,γper(IR3; IR3),
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t ∈ (−δ, δ), such that t 7→ A(t) is differentiable when considered as a map from (−δ, δ) into
C1,γper(IR
3; IR3). The reason for only assuming differentiability with respect to the C1,γ topology
and not the C2,γ topology is that we use compositions to construct suitable curves and that
this leads to a loss of derivatives. The vector fields A(t) are assumed to satisfy conditions (3.1)
and (3.2). Such curves will be called admissible as will the corresponding variations
δF =
d
dt
F (t)
∣∣∣
t=0
, δA =
d
dt
A(t)
∣∣∣
t=0
.
It follows from the admissibility conditions that
δF (X,Y,−d) = 0,
and
δF (X ′ + λ, Z) = δF (X ′, Z), λ ∈ Λ,
while
δA× n+ (DA δF ◦ F−1)× n+A× SX × δSY + δSX × SY|SX × SY | ◦ F
−1 = 0 (3.3)
along the top boundary ∂Ωt and
δA× n = 0 (3.4)
on the bottom ∂Ωb, where F = F (0), A = A(0) etc. Note that (3.3) gives a relation between
δA and δF , so that the variations are not independent.
Our main theorem is the following variational principle.
Theorem 3.1. (A,Ω) is a critical point of the functional J if and only if A is a vector potential
of a steady Beltrami flow u = ∇×A in Ω satisfying the boundary conditions (1.2c) and (1.2d)
provided the variations are taken among admissible curves.
For the proof we will need the following technical lemma.
Lemma 3.2. Let F ∈ Mper and A ∈ C2,γ(IR3), satisfying (3.1) and (3.2), be given. The set
{δF |Z=0 · n ◦ S : (δA, δF ) is admissible} is dense in C2,γper(IR2).
Proof. Let δ̂η ∈ C2,γper(IR2) be given and extend it to a function δ̂η ∈ C2,γper(IR3) with δ̂η = 0 for
|Z| ≥ d/2. The function
δF = δ̂η
FX × F Y
|FX × F Y |
then clearly satisfies
δF |Z=0 · n ◦ S = δ̂η.
However, δF is only in C2,γ . Convolving δF with a smooth mollifier which is X ′-periodic and
has compact support in Z, we obtain a function δF ε ∈ C∞per(IR3; IR3) with compact support
in Z and ‖δF ε|Z=0 · n ◦ S − δ̂η‖C2,γ < ε. We set F (t) = F + tδF ε and notice that F (t) is a
diffeomorphism from IR3 to itself for sufficiently small t.
Next, for a given vector field Aˆ = (Aˆ(1), Aˆ(2), Aˆ(3)) ∈ C2,γper(IR3; IR3) and F ∈ Mper, we
define a vector field TF Aˆ ∈ C2,γper(IR3; IR3) by
TF Aˆ(x) = Aˆ
(1)(X)FX(X) + Aˆ
(2)(X)F Y (X) + Aˆ
(3)(X)FX(X)× F Y (X),
9
where X = F−1(x). The map
TF : C
2,γ
per(IR
3; IR3)→ C2,γper(IR3; IR3)
is a linear homeomorphism of Banach spaces. Furthermore, Aˆ satisfies the boundary conditions
(Aˆ1, Aˆ2) = (0, 0) on Z = 0, (3.5)
(Aˆ1, Aˆ2) = (m1,m2, 0) on Z = −d (3.6)
if and only if TF Aˆ satisfies (3.1) and (3.2). Clearly, TF ∈ C∞(C2,γper(IR3; IR3);C2,γper(IR3; IR3)),
while
(Aˆ,F ) 7→ TF Aˆ
belongs to C1(C2,γper(IR3; IR3)×Mper;C1,γper(IR3; IR3)). Setting
A(t) = TF (t)T
−1
F A,
we find that (A(t),F (t)) is an admissible curve.
Proof of Theorem 3.1. A critical point is subject to the Euler-Lagrange equation
δJ(A,Ω)[δA, δF ] = (δE− αδK− µδM)(A,Ω)[δA, δF ] = 0, (3.7)
where α, µ ∈ IR are Lagrange multipliers. This equation is valid for all admissible (δA, δF ) =
(A′(0),F ′(0)). First we will show that (3.7) implies (1.2b) for u := ∇ ×A. Then using this
fact we will derive the boundary equation (1.2d).
Let us calculate all the variations in (3.7). A direct calculation gives
δE = 2
∫
Ω00
(∇×A) · (∇× δA) dV +
∫
∂Ωt00
(|∇ ×A|2 − 2gz)δη dS + σ
∫
∂Ωt00
2KMδη dS,
where δη = δ˜S ·n and we have used the notation δ˜S = δS ◦F−1 for convenience. This notation
will also be used for other functions below. An application of the divergence theorem to the
first integral leads to∫
Ω00
(∇×A) · (∇× δA) dV =
∫
Ω00
[∇× (∇×A)] · δAdV +
∫
∂Ω00
δA× (∇×A) · dS.
The boundary integral above equals∫
∂Ω00
[δA× (∇×A)] · n dS =
∫
∂Ωb00
[δA× n] · (∇×A) dS −
∫
∂Ωt00
[δA× n] · (∇×A) dS.
The boundary integral over ∂Ωb is zero in view of (3.4). Similarly, we find
δK =
∫
Ω00
[δA · (∇×A) +A · (∇× δA)] dV +
∫
∂Ωt00
[A · (∇×A)]δη dS
= 2
∫
Ω00
(∇×A) · δA dV +
∫
∂Ωt00
[A · (∇×A)]δη dS,
(3.8)
where the boundary terms arising through integration by parts vanish due to (3.1) and (3.4).
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Note that any pair (δA, 0), with δA ∈ X2N (Ω) is admissible since we can choose F (t) ≡ F
and A(t) = A+ tδA. Evaluating δJ for such variations we get
δJ(A,Ω)[δA, 0] = 2
∫
Ω00
[∇× (∇×A)− α∇×A] · δAdV = 0. (3.9)
This gives (1.2b) for u = ∇×A. Furthermore, (3.1) and (3.2) imply (1.2c). Note that (1.2a)
is valid for u automatically. Thus, it is left to verify the boundary relation (1.2d).
Taking into account (1.2c) and (3.1) we find that surface integral in (3.8) vanishes. Thus,
we have
δJ = −2
∫
∂Ωt00
[δA× n] · (∇×A) dS
+
∫
∂Ωt00
(|∇ ×A|2 − 2gz + σ2KM − µ) δη dS
= 2I + J.
Let us calculate I. For this purpose we use (3.3) to write
I =
∫
∂Ωt00
(DA δ˜S)× n · (∇×A) dS
+
∫
∂Ωt00
A× S˜X × δ˜SY + δ˜SX × S˜Y
|S˜X × S˜Y |
· (∇×A) dS
= I1 + I2.
The integrals I1 and I2 can be rewritten as
I1 = −
∫
∂Ωt00
(
(DA δ˜S)× (∇×A)
)
· n dS,
I2 = −
∫
∂Ωt00
(A× (∇×A)) · j dS,
where
j =
S˜X × δ˜SY + δ˜SX × S˜Y
|S˜X × S˜Y |
.
Note that the normal component of j does not contribute to I2; therefore only the tangential
component j|| is of interest. Let us show that
j|| = −∇||δη + (δ˜S · nX)a+ (δ˜S · nY )b, (3.10)
where
∇||δη := ∇δη − n · ∇δηn = δηXa+ δηY b
is the surface gradient of δη, and
a =
S˜Y × n
|S˜X × S˜Y |
, b =
n× S˜X
|S˜X × S˜Y |
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are the dual vectors of S˜X , S˜Y in the tangent plane to ∂Ωt00. Here the notation δηX (δηY )
should be interpreted as a directional derivative in the direction S˜X (S˜Y ). Using the identities
SX · (SX × n) = SY · (n× SY ) = 0,
SY · (SX × n) = SX · (n× SY ) = −|SX × SY |,
we can compute
S˜X · j = −δ˜SX · n,
S˜Y · j = −δ˜SY · n.
On the other hand, differentiating the identity δη = δ˜S · n, we find that
δηX = δ˜SX · n+ δ˜S · nX ,
δηY = δ˜SY · n+ δ˜S · nY .
Combining these identities with the relation
j|| = (j · S˜X)a+ (j · S˜Y )b
we obtain (3.10). Now because the vector field A× (∇×A) is tangent to the surface, we can
integrate by parts (see [5] for details about surface gradient and surface divergence operators),
obtaining ∫
∂Ωt00
(A× (∇×A)) · ∇||δη dS = −
∫
∂Ωt00
∇|| · [A× (∇×A)]δη dS
= −
∫
∂Ωt00
∇ · [A× (∇×A)]δη dS
+
∫
∂Ωt00
∂[A× (∇×A)]
∂n
· n δη dS.
Using the identity
∇ · (A×B) = (∇×A) ·B −A · (∇×B)
combined with (1.2b), (1.2c) and (3.1), we obtain∫
∂Ωt00
∇ · [A× (∇×A)]δη dS =
∫
∂Ωt00
|∇ ×A|2 δη dS,
while ∫
∂Ωt00
∂[A× (∇×A)]
∂n
· n δη dS =
∫
∂Ωt00
[
∂A
∂n
× (∇×A)
]
· n δη dS
+
∫
∂Ωt00
[
A× ∂(∇×A)
∂n
]
· n δη dS.
The second integral here is zero because of (3.1). It follows that
I2 =−
∫
∂Ωt00
|∇ ×A|2 δη dS +
∫
∂Ωt00
[
∂A
∂n
× (∇×A)
]
· n δη dS
−
∫
∂Ωt00
(A× (∇×A)) · ((δ˜S · nX)a+ (δ˜S · nY )b) dS.
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We have
I1 =−
∫
∂Ωt00
(
∂A
∂n
× (∇×A)
)
· n δη dS
−
∫
∂Ωt00
(
(DA δ˜S||)× (∇×A)
)
· n dS
where δ˜S|| = δ˜S − δηn is the tangential part of δ˜S. Differentiating (3.1) in a tangential
direction v, we obtain
(DAv)× n = −A× (Dnv).
We can therefore rewrite I1 yet again as
I1 =−
∫
∂Ωt00
(
∂A
∂n
× (∇×A)
)
· n δη dS
+
∫
∂Ωt00
(A× (∇×A)) · (Dn δ˜S||) dS.
Noting thatA×(∇×A) is tangent to ∂Ωt00, we can rewrite the last integral using the tangential
part of Dn δ˜S||. By the symmetry of the shape operator, we find that
Dn δ˜S|| · S˜X = δ˜S|| ·Dn S˜X = δ˜S · nX
and similarly
Dn δ˜S|| · S˜Y = δ˜S · nY .
Hence,
I1 =−
∫
∂Ωt00
(
∂A
∂n
× (∇×A)
)
· n δη dS
+
∫
∂Ωt00
(A× (∇×A)) · ((δ˜S · nX)a+ (δ˜S · nY )b) dS.
Finally, combining the calculations for I1 and I2, we conclude that
δJ(A,Ω00)[δA, δη] = −
∫
∂Ωt00
[|∇ ×A|2 + 2gz − 2σKM + µ] δη dS = 0.
Since we can take δη to be an arbitrary smooth periodic function by Lemma 3.2, we recover
the boundary condition (1.2d).
Conversely, if A is a vector potential of a steady Beltrami flow in Ω satisfying (1.2c) and
(1.2d) one finds by the above formulas that (A,Ω) is a critical point of J. This finishes the
proof of the theorem.
Remark 3.3. In the theorem we neither assume nor obtain that the vector potential A is
divergence-free. However, this can easily be arranged by subtracting from A the gradient of a
function ϕ satisfying the Poisson equation ∆ϕ = ∇ ·A with homogeneous Dirichlet condition
on ∂Ω. One may also impose the condition that A is divergence-free directly in the variational
formulation. Indeed, after arriving at (3.9) one finds that ∇ × (∇ × A) − α∇ × A is the
gradient of some function ϕ ∈ C2,α(Ω) with ϕ = 0 on ∂Ω. But then ∆ϕ = 0, so ϕ vanishes.
Alternatively, one can add a term
∫
Ω00
|∇ ·A|2 dV to the energy functional without changing
the class of admissible vector fields.
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We have stated the variational principle in terms of diffeomorphisms F from IR3 to itself
and vector fields A on IR3 in order to simplify the presentation. Alternatively, we could have
stated it in terms of diffeomorphisms F : D → Ω and vector fields Aˆ on D, with A = TF Aˆ, in
the notation of Lemma 3.2. In other words, we replace (F1) by the condition
(F1’) F : D → F (D) is a diffeomorphism with bounded partial derivatives and detDF > 0 on
D.
Since Aˆ is defined on the fixed domain D there is then no need to extend the vector field
outside of Ω (or D). The variational formulation can then be given in terms of the functional
J˜(Aˆ,F ) = J(TF Aˆ,F (D))
where (Aˆ,F ) belongs to an affine subspace of C2,γper(D; IR3)×C3,γloc (D; IR3) defined by (F2), the
periodicity condition on F and the boundary conditions (3.5) and (3.6). Thus, critical points
can simply be interpreted using the Gâteaux (or Fréchet) derivative. The formulas for the
derivatives of the functionals are more complicated when expressed in terms of Aˆ and δAˆ.
However, after a change of variables one may express them as in the proof of Theorem 3.1
without extending the vector fields outside the domain if δA is defined by
δA = TF δAˆ+DF TF [δF ]Aˆ,
where the last term is interpreted formally as if F were a diffeomorphism on IR3 and Aˆ defined
on IR3. This framework also gives a simple way of interpreting critical points of J as critical
points of E under the constraints that K and M are fixed (α and µ being the corresponding
Lagrange multipliers) by a straightforward appeal to the implicit function theorem. A third
approach is to first consider variations of A for a fixed Ω and then consider variations of Ω
where A = AΩ is a partial critical point; see e.g. [10, 14]. Finally, let us mention that in all
of these approaches, one should really consider equivalence classes of parametrizations F . We
ignore this point here to simplify the presentation, but it is in principle straightforward to take
it into account; see e.g [14, Chapter 3].
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