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NARROW AND ℓ2-STRICTLY SINGULAR OPERATORS
FROM Lp
V. MYKHAYLYUK, M. POPOV, B. RANDRIANANTOANINA,
AND G. SCHECHTMAN
Dedicated to the memory of Joram Lindenstrauss
Abstract. In the first part of the paper we prove that for 2 < p, r <∞
every operator T : Lp → ℓr is narrow. This completes the list of sequence
and function Lebesgue spaces X with the property that every operator
T : Lp → X is narrow.
Next, using similar methods we prove that every ℓ2-strictly singular
operator from Lp, 1 < p < ∞, to any Banach space with an uncon-
ditional basis, is narrow, which partially answers a question of Plichko
and Popov posed in 1990.
A theorem of H. P. Rosenthal asserts that if an operator T on L1[0, 1]
satisfies the assumption that for each measurable set A ⊆ [0, 1] the
restriction T
∣
∣
L1(A)
is not an isomorphic embedding, then T is narrow.
(Here L1(A) = {x ∈ L1 : suppx ⊆ A}.) Inspired by this result, in the
last part of the paper, we find a sufficient condition, of a different flavor
than being ℓ2-strictly singular, for operators on Lp[0, 1], 1 < p < 2, to
be narrow. We define a notion of a “gentle” growth of a function and
we prove that for 1 < p < 2 every operator T on Lp which, for every
A ⊆ [0, 1], sends a function of “gentle” growth supported on A to a
function of arbitrarily small norm is narrow.
1. Introduction
In this paper we study narrow operators on the real spaces Lp, for 1 ≤
p < ∞ (by Lp we mean the Lp[0, 1] with the Lebesgue measure µ). Let X
be a Banach space. We say that a linear operator T : Lp → X is narrow if
for every ε > 0 and every measurable set A ⊆ [0, 1] there exists x ∈ Lp with
x2 = 1A,
∫
[0,1]
x dµ = 0, so that ‖Tx‖ < ε. By Σ we denote the σ-algebra of
Lebesgue measurable subsets of [0, 1], and set Σ+ = {A ∈ Σ : µ(A) > 0}.
As is easy to see, every compact operator T : Lp → X is narrow. However
in general the class of narrow operators is much larger than that of compact
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operators. All spaces X that admit a non-compact operator from Lp to X
also admit a narrow non-compact operator from Lp toX [15, Corollary 4.19].
In Section 3 we start to study the question for what Banach spaces X,
every operator T : Lp → X is narrow and settle it for X being a (function
or sequence) Lebesgue space. It is known that every operator T : Lp → Lr
is narrow when 1 ≤ p < 2 and p < r [8]. This is not true for any other
values of p and r, as Example 1.1 below shows.
Note that, when 1 ≤ r < 2 and p is arbitrary (1 ≤ p < ∞) then by
Khintchine’s inequality and the fact that every operator from ℓ2 to ℓr is
compact, every operator T : Lp → ℓr is narrow, see [13, p. 63]. This also
holds when 1 ≤ p < 2 and p < r, as a consequence of the above mentioned
result that every operator T : Lp → Lr is narrow.
In Section 3 we settle the remaining cases of p and r and deduce
Theorem A. If 1 ≤ p < ∞ and 1 ≤ r 6= 2 < ∞ or 1 ≤ p < 2 and r = 2
then every operator T : Lp → ℓr is narrow.
For 2 < p ≤ r < ∞, the operator Sp,r that sends the normalized Haar
system in Lp to the unit vector basis of ℓr is bounded. The proof that this
operator is narrow is the main ingredient of the proof of Theorem A.
Recall that for Banach spaces X, Y , and Z, an operator T : X → Y is said
to be Z-strictly singular if it is not an isomorphism when restricted to any
isomorphic copy of Z in X. In 1990 Plichko and Popov [13] asked whether
every ℓ2-strictly singular operator T : Lp → X is necessarily narrow. In
Section 4, generalizing Theorem A, we answer this question positively for
Banach spaces X with an unconditional basis.
Theorem B. For every p with 1 < p <∞, and every Banach space X with
an unconditional basis, every ℓ2-strictly singular operator T : Lp → X is
narrow.
The proof of Theorem B is quite a simple modification of that of Theorem
A. We preferred however to give the two proofs separately for the benefit
of the reader who is interested only in the more concrete cases of Lebesgue
spaces.
The motivation for the last part of the paper, Section 6, is the study
of the relationship between narrow operators and Enflo operators on Lp,
that is operators so that there exists a subspace X ⊆ Lp isomorphic to
Lp such that T restricted to X is an into isomorphism. Note that there are
narrow operators T on Lp which are Enflo [13, p. 55]. Indeed the conditional
expectation from Lp([0, 1]
2) onto the subspace of all functions depending on
the first variable only is such an operator. A natural question that arises
here and that has been studied by several authors is whether non-narrow
operators on Lp are always Enflo.
This is evidently true for p = 2, but false for p > 2 due to the following
example:
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Example 1.1. Let p > 2 and T = S ◦ J where J : Lp → L2 is the inclusion
embedding and S : L2 → Lp is an isomorphic embedding. Then T is not
narrow and not Enflo. (Also, for all p > r ≥ 1, the inclusion J : Lp → Lr
is not narrow.)
For p = 1, the answer is affirmative, which follows from the results of
Enflo and Starbird [5]. The following remarkable result of Rosenthal (the
equivalence of (c) and (d) in Theorem 1.5 of [18]) gives much more: necessary
and sufficient conditions on an operator T ∈ L(L1) to be narrow.
Theorem 1.2 (H. Rosenthal). An operator T : L1 → L1 is narrow if and
only if, for each measurable set A ⊆ [0, 1] the restriction T ∣∣
L1(A)
is not an
isomorphic embedding.
What happens for 1 < p < 2? This is related to the following theorem of
Johnson, Maurey, Schechtman and Tzafriri [6]:
Theorem 1.3. Let 1 < p < ∞ and T : Lp → Lp be an into isomorphism.
Then there exists a subspace Y ⊆ Lp isomorphic to Lp and so that TY is
isomorphic to Lp and complemented in Lp.
In fact Theorem 1.3 is valid for a much wider class of spaces than Lp.
However in the special case of Lp for 1 < p < 2 the proof gives more: It
is enough to assume that T is non-narrow to get the same conclusion (this
is mentioned without proof in [2, Theorem 4.12, item 2, p. 54]). Recently
Dosev, Johnson and Schechtman [4] proved the following strengthening of
Theorem 1.3 and the above mentioned variant of it.
Theorem 1.4. For each 1 < p < 2 there is a constant Kp such that if
T ∈ L(Lp) is a non-narrow operator (and in particular, if it is an isomor-
phism) then there is a Kp-complemented subspace X of Lp which is Kp-
isomorphic to Lp and such that T
∣∣
X
is a Kp−isomorphism and T (X) is Kp
complemented in Lp.
Here we are mostly interested in the following corollary of Theorem 1.4.
Theorem 1.5. Assume 1 < p < 2. Then every non-Enflo operator on Lp
is narrow.
It is an interesting problem whether Theorem 1.5 can be strengthened to
an analogue of Theorem 1.2 for 1 < p ≤ 2.
Problem 1.6. Suppose 1 < p ≤ 2, and an operator T : Lp → Lp is such
that for every measurable set A ⊆ [0, 1] the restriction T ∣∣
Lp(A)
is not an
isomorphic embedding. Does it follow that T is narrow?
In general this problem remains open, but in Section 6 we obtain a partial
answer under a suitable restriction. Namely, we consider operators T so
that for every ε > 0 and every measurable set A ⊆ [0, 1] there exists a
function x ∈ Lp with suppx ⊆ A and certain prescribed estimates for the
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distribution of x, so that ‖Tx‖ < ε‖x‖. These prescribed estimates are much
less restrictive than the requirement that x2 is the characteristic function of
A, but they are not as general as the condition in Problem 1.6. To make
this precise we introduce the following definitions.
Definition 1.7. For any x ∈ L0 and M > 0 we define the M -truncation
xM of x by setting
xM (t) =
{
x(t), if
∣∣x(t)∣∣ ≤M,
M · sign (x(t)), if ∣∣x(t)∣∣ > M.
Definition 1.8. Let 1 < p ≤ 2. A decreasing function ϕ : (0,+∞) → [0, 1]
is said to be p-gentle if
lim
M→+∞
M2−p
(
ϕ(M)
)p
= 0.
Definition 1.9. Let 1 < p ≤ 2, and let X be a Banach space. We say that
an operator T ∈ L(Lp,X) is gentle-narrow if there exists a p-gentle function
ϕ : (0,+∞) → [0, 1] such that for every ε > 0, every M > 0 and every
A ∈ Σ there exists x ∈ Lp(A) such that the following conditions hold
(i) ‖x‖ = µ(A)1/p;
(ii) ‖x− xM‖ ≤ ϕ(M)µ(A)1/p;
(iii) ‖Tx‖ ≤ ε.
Observe that every narrow operator is gentle-narrow with
ϕ(M) =
{
1−M, if 0 ≤M < 1,
0, if M ≥ 1.
Indeed, for every sign x on A one has that ‖x− xM‖ = ϕ(M)µ(A)1/p for
each M ≥ 0 where ϕ is the above defined function.
Another condition yielding that an operator T ∈ L(Lp,X) is gentle nar-
row is the following one: for each A ∈ Σ and each ε > 0 there exists a mean
zero gaussian random variable x ∈ Lp(A) with the distribution
dx
def
= µ
{
x < a
}
=
µ(A)√
2πσ2
∫ a
−∞
e−
t2
2σ2 dt
and such that ‖Tx‖ < ε. One can show that in this case T is gentle-narrow
with ϕ(M) = Ce−
M2
2σ2 , where C is a constant independent of M .
The main theorem of Section 6 gives an affirmative answer to a weak
version of Problem 1.6. Namely, we prove the following result.
Theorem C. Let 1 < p ≤ 2. Then every gentle-narrow operator T : Lp →
Lp is narrow.
We finish the introduction with some remarks on the novelty of the ap-
proach here. The main results are all of the form that, given an operator
with domain Lp which sends functions of a certain kind to vectors of small
norm, there exist also signs; i.e., functions taking only the values ±1 and
sometimes also 0, which are sent by T to vectors of relatively small norm.
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Naturally, the proofs are concentrated on building special signs out of given
functions. There are two methods that we use here to construct such signs
and they may be the main contribution of this paper. One, in the proofs of
theorems A and B, is probabilistic in nature and uses the martingale struc-
ture of the partial sums of the Haar system, stoping times and the central
limit theorem (although the notion of martingales and stoping times is not
specifically mentioned in the actual proofs). A similar idea originated in
[9] and was also used in [7]. The other, in the proof of Theorem C, has
geometrical nature and uses fine estimates on Lp norms of functions of the
form 1 + y with y of mean zero and bounded in absolute value by 1 and
other inequalities for the Lp norm.
2. Preliminary results
By a sign we mean an element x ∈ L∞ which takes values in the set
{−1, 0, 1}, and a sign on a set A ∈ Σ is any sign x with suppx = A. We
say that a sign x is of mean zero provided that
∫
[0,1]
x dµ = 0 holds.
An operator T ∈ L(Lp,X) is said to be narrow if for each A ∈ Σ and each
ε > 0 there is a mean zero sign x on A such that ‖Tx‖ < ε. Equivalently, we
can remove the condition on the sign x to be of mean zero in this definition
[13, p. 54]. The first systematic study of narrow operators was done in
[13] (1990), however some results on them were known earlier. For more
information on narrow operators we refer the reader to a recent survey [14].
We also consider a weaker notion.
Definition 2.1. An operator T ∈ L(Lp,X) is called somewhat narrow if
for each A ∈ Σ and each ε > 0 there exists a set B ∈ Σ, B ⊆ A and a sign
x on B such that ‖Tx‖ < ε‖x‖.
Obviously, each narrow operator is somewhat narrow. The inclusion em-
bedding J : Lp → Lr with 1 ≤ r < p < ∞ is an example of a somewhat
narrow operator which is not narrow. However, for operators in L(Lp) for
1 ≤ p ≤ 2 and more generally for operators in L(Lp,X), with X of type p
and 1 ≤ p ≤ 2 these two notions are equivalent.
Recall that X is said to be of type p if there is a constant K such that
for any unconditionally convergent series
∞∑
n=1
xn in X
(
Eθ
∥∥∥ ∞∑
n=1
θnxn
∥∥∥p)1/p ≤ K ( ∞∑
n=1
‖xn‖p
)1/p
where the expectation is taken over all sequences of signs θ = {θn}∞n=1,
θn = ±1. The fact that Lp, 1 ≤ p ≤ 2 is of type p (with constant K = 1)
goes back probably to Orlicz and is easy to prove (see (6.20)).
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Theorem 2.2. Let 1 ≤ p ≤ 2 and let X be of type p. Then every some-
what narrow operator T ∈ L(Lp,X) is narrow. In particular any somewhat
narrow operator T ∈ L(Lp) is narrow.
Theorem 2.2 is not true for p > 2 as Example 1.1 shows.
Proof of Theorem 2.2. Let K be the constant from the definition of the type
p property of X. Fix any A ∈ Σ+ and ε > 0. To prove that T is narrow it
is enough to prove that ‖Tx‖ ≤ εµ(A)1/p for some sign x on A.
Assume, for contradiction, that for each sign x on A one has that
‖Tx‖ > εµ(A)1/p.
We will construct a transfinite sequence (Aα)α<ω1 of uncountable length ω1
of disjoint sets Aα ∈ Σ+, Aα ⊂ A, which will give us the desired contradic-
tion.
By the definition of a somewhat narrow operator, there exist a set A0 ∈
Σ+, A0 ⊆ A and a sign x0 on A0 such that
‖Tx0‖ ≤ εK−1µ(A0)1/p.
Observe that by our assumption, x0 cannot be a sign on A, therefore,
µ(A \ A0) > 0.
Suppose that for a given ordinal 0 < β < ω1 we have constructed a
transfinite sequence of disjoint sets (Aα)α<β ⊆ Σ+, Aα ⊂ A and a transfinite
sequence (xα)α<β of signs xα on Aα such that
‖Txα‖ ≤ εK−1µ(Aα)1/p.
We set B =
⋃
α<β Aα. Our goal is to prove that µ(A \ B) > 0. Since
(xα)α<β is a disjoint sequence in Lp(µ) with |xα| ≤ 1 a.e., one has that the
series
∑
α<β xα unconditionally convergent, and so is the series
∑
α<β Txα.
By the definition of type p there are sign numbers θα = ±1, α < β so that
∥∥∥∑
α<β
θαTxα
∥∥∥ ≤ K(∑
α<β
∥∥Txα∥∥p)1/p ≤ (∑
α<β
εpµ
(
Aα
))1/p
= εµ(B)1/p.
(2.1)
Observe that x =
∑
α<β θαxα is a sign on B and, by (2.1), ‖Tx‖ ≤
εµ(B)1/p. By our assumption, x cannot be a sign on A and hence µ(A \
B) > 0. Using the definition of a somewhat narrow operator, there exists
Aβ ∈ Σ+, Aβ ⊆ A and a sign xβ on Aβ such that
‖Txβ‖ ≤ εK−1µ(Aβ)1/p.
Thus, the recursive construction is done. 
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3. A proof that every operator T ∈ L(Lp, ℓr) is narrow for
2 < p, r <∞
Throughout this section we use the following notation.
• (hn)∞n=1 – the L∞-normalized Haar system;
• (hn) and (h∗n) – the Lp- and Lq-normalized Haar functions respec-
tively, where 1/p + 1/q = 1.
Proposition 3.1. Suppose 1 ≤ p < ∞, X is a Banach space with a basis
(xn), T ∈ L(Lp,X) satisfies ‖Tx‖ ≥ 2δ for each mean zero sign x ∈ Lp
on [0, 1] and some δ > 0. Then for each ε > 0 there exist an operator
S ∈ L(Lp,X), a normalized block basis (un) of (xn) and real numbers (an)
such that
(1) Shn = anun for each n ∈ N with a1 = 0;
(2) ‖Sx‖ ≥ δ, for each mean zero sign x ∈ Lp on [0, 1];
(3) there exists a linear isometry V of Lp into Lp, which sends signs to
signs, so that ‖Sx‖ ≤ ‖TV x‖+ ε for every x ∈ Lp with ‖x‖ = 1;
(4) there are finite codimensional subspaces Xn of Lp such that ‖Sx‖ ≤
‖TV x‖+ 1/n for every x ∈ Xn with ‖x‖ = 1;
If, moreover, ‖Tx‖ ≥ 2δ‖x‖ for every sign x, then |an| ≥ δ for each n ≥ 2.
Proof. Let (Pn)
∞
n=1 be the basis projections in X with respect to the basis
(xn) and P0 = 0. First we construct an operator S˜ which has all the desired
properties of S, with the small difference that S˜ is defined on the closed linear
span H of a sequence which is isometrically equivalent to the Haar system
and the required properties hold with Lp replaced with H. For this purpose,
we construct a sequence of integers 0 = s1 < s2 < . . ., a tree (Am,k)
∞
m=0
2m
k=1
of measurable sets Am,k ⊆ [0, 1] and an operator S˜ ∈ L
(
Lp(Σ1),X
)
, where
Σ1 is the sub-σ-algebra of Σ generated by the Am,k’s with the following
properties:
(P1) A0,1 = [0, 1];
(P2) Am,k = Am+1,2k−1 ⊔Am+1,2k, µ
(
Am,k
)
= 2−m for all m,k;
(P3) ‖S˜x‖ ≥ δ for each mean zero sign x ∈ Lp(Σ1) on [0, 1];
(P4) if h′1 = 1 and h
′
2m+k = 2
m/p
(
1Am+1,2k−1−1Am+1,2k
)
for all m,k, then
we have S˜h′1 = 0 and S˜h
′
n = (Psn − Psn−1)Th′n for n = 2, 3, . . .;
(P5) for all n ∥∥∥Th′n − (Psn − Psn−1)Th′n∥∥∥ ≤ ε2n .
We will use the following convention: once the sets Am+1,2k−1 and Am+1,2k
are defined for given m,k, we consider h′2m+k to be defined by the equality
from (P4). To construct a family with the above properties, we set A1,1 =
[0, 1/2) and A1,2 = [1/2, 1]. Then choose s2 > 1 so that
(C2)
∥∥Th′2 − (Ps2 − Ps1)Th′2∥∥ = ∥∥Th′2 − Ps2Th′2∥∥ ≤ ε4 .
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Since the operator Ps2T is finite rank and hence narrow, there exists a
mean zero sign x1,1 on the set A1,1 such that
∥∥Ps2Tx1,1∥∥ ≤ ε16 · 21/p . Then
set A2,1 = x
−1
1,1(1) =
{
t ∈ [0, 1] : x1,1(t) = 1
}
, A2,2 = x
−1
1,1(1) and observe
that h′3 = 2
1/px1,1 and
∥∥Ps2Th′3∥∥ ≤ ε/16. Now we choose s3 > s2 so that∥∥Th′3 − Ps3Th′3∥∥ ≤ ε/16. Then we have
(C3)
∥∥Th′3 − (Ps3 − Ps2)Th′3∥∥ ≤ ε8 .
Since Ps3T is narrow, there exists a mean zero sign x1,2 on A1,2 such that∥∥Ps3Tx1,2∥∥ ≤ ε32 · 21/p . Put A2,3 = x−11,2(1) and A2,4 = x−11,2(−1). Observe
that h′4 = 2
1/px1,2 and
∥∥Ps3Th′4∥∥ ≤ ε/32. Choose s4 > s3 so that ∥∥Th′4 −
Ps4Th
′
4
∥∥ ≤ ε/32. Then
(C4)
∥∥Th′4 − (Ps4 − Ps3)Th′4∥∥ ≤ ε16 .
Further we analogously find a mean zero sign x2,1 on A2,1 such that∥∥Ps4Tx2,1∥∥ ≤ ε64 · 22/p . Then putting A3,1 = x−12,1(1), A3,2 = x2,1(−1), we
obtain h′5 = 2
2/px2,1 and
∥∥Ps4Th′5∥∥ ≤ ε/64. Now choose s5 > s4 so that∥∥Th′5 − Ps5Th′5∥∥ ≤ ε/64, and obtain
(C5)
∥∥Th′5 − (Ps5 − Ps4)Th′5∥∥ ≤ ε32 .
Continuing the procedure, we construct a sequence of integers 0 = s1 <
s2 < . . ., a tree (Am,k)
∞
m=0
2m
k=1 of measurable sets An,k ⊆ [0, 1] which satisfies
conditions (P1) and (P2), for which we have
(Cn)
∥∥∥Th′n − (Psn − Psn−1)Th′n∥∥∥ ≤ ε2n .
Note that property (P4) defines the operator S˜ on the system (h′n). We
show that S˜ could extended by linearity and continuity on Lp(Σ1). Let
x =
∑N
n=1 βnh
′
n ∈ Lp(Σ1) with ‖x‖ = 1. Note that |βn| ≤ 2, because the
Haar system is a monotone basis in Lp. Then by (Cn), we obtain∥∥S˜x∥∥ = ∥∥∥ N∑
n=2
βn(Psn − Psn−1)Th′n
∥∥∥(3.1)
≤
∥∥∥ N∑
n=2
βnTh
′
n
∥∥∥+ ∥∥∥ N∑
n=2
βn
(
Th′n − (Psn − Psn−1)Th′n
)∥∥∥
≤ ‖Tx‖+max
n≥2
|βn|
N∑
n=2
∥∥Th′n − (Psn − Psn−1)Th′n∥∥
≤ ‖Tx‖+ 2
N∑
n=2
ε
2n
< ‖Tx‖+ ε
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This also proves that S˜ is well defined and bounded. Moreover, a similar
computation to (3.1) shows that, for some sequence εL → 0 as L→∞, each
x ∈ Lp(Σ1) of norm one and of the form x =
∑N
n=L βnh
′
n one has
(3.2)
∥∥S˜x∥∥ ≤ ‖Tx‖+ εL.
It remains to verify that S˜ satisfies (P3). Let x =
∑∞
n=1 βnh
′
n ∈ Lp(Σ1)
be a mean zero sign on [0, 1]. Using the inequality
|βn| =
∣∣∣∫
[0,1]
h′∗n x dµ
∣∣∣ ≤ ∫
[0,1]
|h′∗n | dµ = ‖h′∗n ‖1 ≤ ‖h′∗n ‖q = 1,
we obtain∥∥S˜x∥∥ = ∥∥∥ ∞∑
n=2
βn(Psn − Psn−1)Th′n
∥∥∥
≥
∥∥∥ ∞∑
n=2
βnTh
′
n
∥∥∥− ∥∥∥ ∞∑
n=2
βn
(
Th′n − (Psn − Psn−1)Th′n
)∥∥∥
≥ ‖Tx‖ −
∞∑
n=2
∥∥Th′n − (Psn − Psn−1)Th′n∥∥
≥ 2δ −
∞∑
n=2
ε
2n
= 2δ − ε ≥ δ
if ε ≤ δ. Thus, the desired properties of S˜ are proved.
Now we are ready to define S, (an) and (un). Let V : Lp → Lp(Σ1) be the
linear isometry extending the equality V hn = h
′
n for all possible values of
indices (V exists because of (P1) and (P2)). Set S = S˜ ◦ V . Then, by (3.1),
‖Sx‖ ≤ ‖TV x‖+ε for all x of norm one varifying (3). Also, (4) follows from
(3.2). Set an = ‖S˜h′n‖ for all n ∈ N, and un = ‖S˜h′n‖−1S˜h′n if S˜h′n 6= 0, and
un = ‖ysn‖−1yn if S˜h′n = 0. By (P3) and (P4), S satisfies (1) and (2) (one
has a1 = 0 because Sh
′
1 = Sh1 = S˜V h1 = S˜V h
′
1 = 0).
If, moreover, ‖Tx‖ ≥ 2δ‖x‖ for every sign x, then ‖Th′n‖ ≥ 2δ for all
n ≥ 2, and by (Cn) we have
|an| = ‖S˜hn‖ =
∥∥(Psn − Psn−1)Th′n∥∥
≥ ‖Th′n‖ − ‖Th′n − (Psn − Psn−1)Th′n‖ ≥ 2δ −
δ
2n−1
≥ δ.

Now we are ready to prove Theorem A. Recall that the only previously
unknown case is 2 < p, r <∞. Before starting the formal proof we would like
to explain the idea. If T ∈ L(Lp, ℓr) is not narrow then, for some δ > 0 there
is an operator S ∈ L(Lp, ℓr) satisfying (1)-(3) of Proposition 3.1. Denote by
rm =
∑2m
k=1 h2m+k, m = 0, 1 . . . , the Rademacher functions. Note that they
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are sent by S to vectors with disjoint supports in ℓr. For a fixed (large) C
and (even much larger) N put
f =
C√
N
2N+1∑
n=2
hn =
C√
N
N∑
m=0
rm
and notice that since r > 2, ‖Sf‖ ≤ ‖S‖CN1/r−1/2 is arbitrarily small (if
N is large enough). Also, f is approximately C times a Gaussian variable
and so has norm bounded by a constant (depending on p only) times C. If
f were a sign we would be done, reaching a contradiction, but of course it
is not. To remedy this, for each ω ∈ [0, 1], we start adding the summands
forming f(ω), namely C√
N
hn(ω), one by one stopping whenever we leave the
interval [−1, 1]. If C is large enough, we do leave this interval for the vast
majority of the ω-s. Whenever we leave the interval, since we just stopped
the summation, we get that the absolute value of the stopped sum is 1, to
within an error of C/
√
N . We thus got a function which is almost a sign and
which, by the unconditionality of the ℓr basis, is sent to a function of norm
smaller than ‖Sf‖ which was arbitrarily small, reaching a contradiction to
(2) of Proposition 3.1.
Proof of Theorem A for 2 < p, r <∞. Suppose that an operator T ∈ L(Lp, ℓr)
is not narrow. Without loss of generality we may assume that ‖Tx‖r ≥ 2δ
for each mean zero sign x ∈ Lp on [0, 1] and some δ > 0. By Proposition
3.1 for X = ℓr and xn = en, the unit vector basis of ℓr (and ε ≤ ‖T‖, say),
there exists an operator S ∈ L(Lp, ℓr) with ‖S‖ ≤ 2‖T‖, which satisfies
conditions (1)-(3) of Proposition 3.1 ((4) will not be used here). Since every
normalized block basis of (en) is isometrically equivalent to (en) itself (see
[10, Proposition 2.a.1]), we may and do assume that un = en.
Let C > 0 and N ∈ N. We denote Ikm = supph2m+k =
[
k−1
2m ,
k
2m
)
. We will
define several objects depending on N and C, and in order not to complicate
the notation, we omit the indices N and C. We start with the function
f =
C√
N
2N+1∑
n=2
hn.
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Since S has a special form, we obtain that
‖Sf‖r =
∥∥∥ C√
N
2N+1∑
n=2
Shn
∥∥∥
r
=
∥∥∥ C√
N
N∑
m=0
S
( 2m∑
k=1
h2m+k
)∥∥∥
r
=
C√
N
( N∑
m=0
∥∥S( 2m∑
k=1
h2m+k
)∥∥r
r
)1/r
≤ C√
N
‖S‖
( N∑
m=0
∥∥ 2m∑
k=1
h2m+k
∥∥r
p
)1/r
≤ 2C‖T‖(N + 1)1/rN−1/2.
(3.3)
Since r > 2, for N large enough, ‖Sf‖r is as small as we want.
Our goal is to select a subset J ⊆ {2, . . . , 2N+1} so that the element
g = C√
N
∑
n∈J hn is very close to a sign. This will prove that S fails (2) of
Proposition 3.1, since by the special form of S, ‖Sg‖r ≤ ‖Sf‖r which was
very small.
To achieve this goal we use a technique similar to a stopping time for a
martingale. A similar method was first used in [9].
Set
A =
{
ω ∈ [0, 1] : max
1≤j≤2N+1
∣∣∣ C√
N
j∑
i=1
hi(ω)
∣∣∣ > 1},
and
τ(ω) =
{
min
{
j ≤ 2N+1 :
∣∣∣ C√
N
∑j
i=1 hi(ω)
∣∣∣ > 1}, if ω ∈ A,
2N + k, if ω 6∈ A and ω ∈ IkN .
Observe that if τ(ω) = 2m+k then ω ∈ Ikm. Indeed, this is clear if ω 6∈ A.
If ω ∈ A, then ∣∣∣ C√
N
2m+k−1∑
i=1
hi(ω)
∣∣∣ ≤ 1,
so h2m+k(ω) 6= 0 and thus ω ∈ Ikm.
Further, if there exists ω ∈ Ikm with τ(ω) ≥ 2m + k then for every ξ ∈ Ikm
we have τ(ξ) ≥ 2m+k. Indeed, since ω ∈ Ikm, for every i < 2m+k and every
ξ ∈ Ikm we have hi(ω) = hi(ξ). Thus,∣∣∣ C√
N
2m+k−1∑
i=1
hi(ξ)
∣∣∣ = ∣∣∣ C√
N
2m+k−1∑
i=1
hi(ω)
∣∣∣ ≤ 1.
Thus, τ(ξ) ≥ 2m + k.
Define a set J :
J =
{
j = 2m + k ≤ 2N+1 : ∃ω ∈ Ikm with τ(ω) ≥ j
}
=
{
j = 2m + k ≤ 2N+1 : ∀ξ ∈ Ikm τ(ξ) ≥ j
}
.
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Let g : [0, 1] → R be defined as:
g(ω) =
C√
N
∑
j≤τ(ω)
hj(ω).
Since h2m+k(ω) = 0 for every ω /∈ Ikm, we have
g(ω) =
C√
N
∑
{j=2m+k≤τ(ω) and ω∈Ikm}
hj(ω) =
C√
N
∑
j∈J
hj(ω).
Thus, by the form of S and (3.3),
‖Sg‖r =
∥∥∥ C√
N
∑
j∈J
Shj
∥∥∥
r
≤ ‖Sf‖r ≤ 2C‖T‖(N + 1)1/rN−1/2.
(3.4)
By the definitions of τ(ω) and g(ω), for every ω ∈ A one has
1 < |g(ω)| < 1 + C√
N
,
and for every ω ∈ [0, 1] \A, g(ω) 6= 0, if N is odd, being a non zero multiple
of a sum of an odd number of ±1.
Define
g˜(ω) = sgn(g(ω)).
We have
‖g − g˜‖p ≤
∥∥∥ C√
N
1A + 1[0,1]\A
∥∥∥
p
.
Note that, by the Central Limit Theorem, for large N we have
µ([0, 1] \ A) = µ
{
ω :
∣∣∣ 1√
N
N∑
m=1
2m∑
k=1
h2m+k(ω)
∣∣∣ ≤ 1
C
}
≈ 1√
2π
∫ 1
C
− 1
C
e−
ω2
2 dω <
1
2C
.
Thus, for large N , ∥∥1[0,1]\A∥∥p ≤ ( 12C )1/p.
Hence
‖g − g˜‖p ≤ C√
N
+
( 1
2C
)1/p
.
Thus, by (3.4),
‖Sg˜‖r ≤ ‖Sg‖r + ‖S‖‖g − g˜‖p
≤ 2C‖T‖(N + 1)1/rN−1/2 + 2‖T‖
( C√
N
+
( 1
2C
)1/p)
.
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Since r > 2, for every δ > 0, there exists C > 0 and N odd and large enough
so that
‖Sg˜‖r < δ.
It remains to observe that g˜ is a mean zero sign on [0, 1]. Indeed, the
support of g˜ is equal to [0, 1], sinceN is odd. Observe that for every ω ∈ [0, 1]
and every 2m + k ≤ 2N+1,
h2m+k(ω) = −h2m+(2m−k)+1(1− ω).
Thus, g(ω) = −g(1− ω) for every ω ∈ [0, 1], and
µ
({
ω ∈ [0, 1] : g(ω) > 0}) = µ({ω ∈ [0, 1] : g(ω) < 0}).
Thus, g˜ is a mean zero sign on [0, 1], and (2) of Proposition 3.1 fails. 
4. ℓ2-strictly singular operators - Proof of Theorem B
As we indicated in the introduction, the idea of the proof of Theorem B
is very similar to that of the proof of Theorem A. Suppose that T : Lp → X
is ℓ2-strictly singular and not narrow. As in the proof of Theorem A, we use
Proposition 3.1 to conclude that there exists an operator S of the particularly
simple form which cannot be narrow, quantified using a specific δ > 0. The
ℓ2-strict singularity of T and condition (4) of Proposition 3.1 guarantee that
S is ℓ2-strictly singular as well. This implies that there exists a function f
of the form
f =
N∑
m=1
bmrm =
N∑
m=1
2m∑
k=1
bmh2m+k,
where (rn) is the Rademacher system, so that ‖Sx‖X is arbitrarily small.
Similarly as in the proof of Theorem A, we construct a subset J ⊆ {2, . . . 2N+1}
so that the function g =
∑
2m+k∈J bmh2m+k is very close to a sign and
‖Sg‖X ≤ ‖Sf‖X < δ, which gives us the desired contradiction.
Proof of Theorem B. Let 1 < p <∞ and let X be a Banach space with an
unconditional basis {xn}∞n=1. Without loss of generality we assume that the
suppression unconditionality constant of the basis is 1; i.e., ‖∑i∈σ′ aixi‖ ≤
‖∑i∈σ aixi‖ for all σ′ ⊂ σ and all coefficients {ai}i∈σ. Let T : Lp → X be
an ℓ2-strictly singular operator and suppose the operator T is not narrow.
As in the proof of Theorem A we may assume without loss of generality
that ‖Tx‖X ≥ 2δ for each mean zero sign x ∈ Lp on [0, 1] and some δ > 0.
Therefore, there exist operators S ∈ L(Lp,X) and V ∈ L(Lp) which satisfy
conditions (1)-(4) of Proposition 3.1 (for ε = ‖T‖, say).
Since T is ℓ2-strictly singular, TV is ℓ2-strictly singular as well and it then
easily follows from (4) of Proposition 3.1 that S is also ℓ2-strictly singular.
It follows that for every ε > 0, C > 0 there exists
f =
N∑
m=1
bmrm,
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so that
(4.1) ‖f‖p = 1, ‖Sf‖X < δ
2C
and max
n≤N
|bn| ≤ ε.
Indeed, fix an M ∈ N to be determined momentarily, pick disjoint σk ⊂ N
each of size M , k = 1, 2, . . . , and put fk = M
−1/2∑
n∈σk rn. Note that
the sequence {fk} is equivalent to an orthonormal basis so the subspace H
spanned by the fk-s is isomorphic to a Hilbert space and so an f satisfying
the first two requirements in (4.1) can be chosen as f =
∑K
k=1 akfk. Since
‖f‖ = 1, the ak are uniformly bounded (by a constant depending only on
p) and if M is large enough then the coefficients of f with respect to the
Rademacher system, ak/
√
M are smaller than ε.
As in the proof of Theorem A we set
A =
{
ω ∈ [0, 1] : max
1≤2m+k≤2N+1
∣∣∣C 2m+k∑
2n+i=2
bnh2n+i(ω)
∣∣∣ > 1},
τ(ω) =
min
{
2m + k ≤ 2N+1 :
∣∣∣C 2m+k∑
2n+i=2
bnh2n+i(ω)
∣∣∣ > 1}, if ω ∈ A,
2N + k, if ω 6∈ A and ω ∈ IkN ,
J =
{
j = 2m + k ≤ 2N+1 : ∃ω ∈ Ikm with τ(ω) ≥ j
}
and
g(ω) = C
∑
2m+k≤τ(ω)
bmh2m+k(ω) = C
∑
2m+k∈J
bmh2m+k(ω).
Thus, by the fact that S sends the Haar functions to functions with disjoint
support with respect to the basis {xi}, by the 1-unconditionality of this basis
and by (4.1),
‖Sg‖X ≤ C‖Sf‖X < δ
2
.
Note that as ε ↓ 0, by the Central Limit Theorem with the Lindeberg
condition (see e.g. [1, Theorem 27.2]), f converges to a Gaussian random
variable so, if ε is small enough (independently of C),
µ([0, 1] \A) ≤ µ
{
ω :
∣∣ N∑
n=1
2n∑
i=1
bnh2n+i(ω)
∣∣ ≤ 1
C
}
≈ 1√
2π
∫ 1
C
− 1
C
e−
ω2
2 dω ≤ 1
2C
.
Let [0, 1] \ A = A1 ⊔A2, where µ(A1) = µ(A2), and define
g˜(ω) =

sgn(g(ω)) if ω ∈ A
1 if ω ∈ A1
−1 if ω ∈ A2.
Then g˜ is a mean zero sign on [0, 1] and for every ω ∈ A,
1 < |g(ω)| < 1 + Cε.
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Thus
‖g − g˜‖p ≤ Cε+
(
1 +
1
C
)( 1
2C
)1/p
,
and
‖S(g˜)‖X ≤ ‖S(g)‖X + ‖S‖‖g − g˜‖p
≤ δ
2
+ 2‖T‖
(
Cε+
(
1 +
1
C
)( 1
2C
)1/p)
.
Hence there exist C > 0 and ε so that
‖Sg˜‖X < δ,
which contradicts our assumption about S and hence T . 
5. Banach spaces X so that every operator T ∈ L(Lp,X) is
narrow.
In this section we discuss the following question:
For what Banach spaces X, is every operator T ∈ L(Lp,X) narrow?
Following [8], we denote the class of such spaces by Mp. As was shown
in [8], the following spaces belong to these classes:
(1) c0 ∈ Mp for any 1 ≤ p <∞;
(2) Lr ∈ Mp if 1 ≤ p < 2 and p < r.
Moreover, the result in (2) is sharp: Lr /∈ Mp if p ≥ 2, or 1 ≤ p < 2 and
p ≥ r, as Example 1.1 shows.
An easy argument (see [13, p. 63]) implies that
(3) ℓr ∈ Mp for any 1 ≤ p <∞ and 1 ≤ r < 2.
Indeed, assume that T ∈ L(Lp, ℓr) and A ∈ Σ. Consider a Rademacher
system (rn) on Lp(A). Since [rn] is isomorphic to ℓ2, by Pitt’s theorem, the
restriction T |[rn] is compact, and hence, limn→∞ ‖Trn‖ = 0.
Theorem A asserts that
(4) ℓr ∈ Mp for p, r ∈ (2,∞).
Note thet the above results (1), (3) for 1 < p < ∞, and (4) also follow
from Theorem B. Indeed, Theorem B implies that
(5) if X has an unconditional basis and does not contain an isomorphic
copy of ℓ2, then X ∈Mp for p ∈ (1,∞).
The inclusion embedding operator Jp,2 from Lp to L2 for p ≥ 2 is non-
narrow by definition, and so is its composition S ◦Jp,2 with an isomorphism
S : L2 → ℓ2. Thus, we have
(6) ℓ2 /∈ Mp for p ≥ 2.
However, in spite of the existence of non-narrow operators from Lp to ℓ2
if p > 2, all these operators must be small in the following sense.
Definition 5.1. We say that an operator T ∈ L(Lp,X) is a sign embedding
if ‖Tx‖ ≥ δ‖x‖ for some δ > 0 and every sign x ∈ Lp.
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Note that in some papers (see [16], [17]) H. P. Rosenthal studied the
notion of a sign embedding defined on L1, but in his definition an additional
assumption of injectivity of T was required. Formally, this is not the same,
and there is an operator on L1 that is bounded from below at signs and is
not injective (and even has a kernel isomorphic to L1), see [12]. But if an
operator on L1 is bounded from below at signs as in Definition 5.1, then
there exists A ∈ Σ+ such that the restriction T
∣∣
L1(A)
is injective, and hence
is a sign embedding in the sense of Rosenthal (cf. [12]).
Proposition 5.2. Let 2 < p < ∞. Then there does not exist an operator
T ∈ L(Lp, ℓ2) which is a sign embedding.
Proof. Suppose on the contrary, that T ∈ L(Lp, ℓ2) and ‖Tx‖ ≥ 2δ‖x‖ for
some δ > 0 and each sign x ∈ Lp. Then by Proposition 3.1, there exists an
operator S : Lp → l2 which satisfies conditions (1) and (2) from Proposition
3.1. Moreover, |an,k| ≥ δ for each n = 0, 1, ... and k = 1, . . . , 2n.
Let xn =
2n∑
k=1
2−n/phn,k. Note that xn is a mean zero sign on [0, 1]. Then
Sxn =
2n∑
k=1
2
−n
p an,ken,k. Now we have
‖Sxn‖ ≥ 2−
n
p δ2
n
2 = δ2n(
1
2
− 1
p
).
Thus lim
n→∞ ‖Sxn‖ =∞, which contradicts the boundedness of S. 
We summarize the above results.
Remark 5.3.
• For every 1 ≤ p <∞ every operator T ∈ L(Lp, c0) is narrow.
• If 1 ≤ p < 2 and p < r then every operator T ∈ L(Lp, Lr) is narrow,
and this statement is not true for any other values of p and r.
• For p, r ∈ [1, 2) ∪ (2,+∞), every operator T ∈ L(Lp, ℓr) is narrow.
• For 1 < p < ∞ and X a Banch space with an unconditional basis
which does not contain an isomorphic copy of ℓ2, every operator
T : Lp → X is narrow.
• For 2 < p < ∞ there exists a non-narrow operator in L(Lp, ℓ2).
However, there is no sign-embedding in L(Lp, ℓ2).
6. Gentle-narrow operators
In this section we establish a weak sufficient condition for an operator
T ∈ L(Lp) to be narrow. More precisely, we prove Theorem C. For the
proof, we need a few lemmas. First of them asserts that, in the definition
of a gentle-narrow operator, in addition to properties (i)-(iii) we can claim
one more property.
Lemma 6.1. Suppose 1 < p ≤ 2, X is a Banach space and T ∈ L(Lp,X) is
a gentle-narrow operator with a gentle function ϕ : [0,+∞) → [0, 1]. Then
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for every ε > 0, every M > 0 and every A ∈ Σ there exists x ∈ Lp(A) such
that the following conditions hold
(i) ‖x‖ = µ(A)1/p;
(ii) ‖x− xM‖ ≤ ϕ(M)µ(A)1/p;
(iii) ‖Tx‖ ≤ ε;
(iv)
∫
[0,1]
x dµ = 0.
Proof of Lemma 6.1. Without loss of generality we assume that ‖T‖ = 1.
Fix ε > 0, M > 0 and A ∈ Σ. Choose n ∈ N so that (µ(A)/n)1/p < ε/4
and decompose A = A1 ⊔ . . . ⊔ An with Ak ∈ Σ and µ(Ak) = µ(A)/n
for every k = 1, . . . , n. Using the definition of a gentle-narrow operator,
for each k = 1, . . . , n we choose xk ∈ Lp(Ak) so that ‖xk‖p = µ(A)/n,∥∥xk − xMk ∥∥ ≤ ϕ(M)µ(A)1/p, and ‖Txk‖ < ε/(2n).
Without loss of generality, we may and do assume that
δ =
∣∣∣∫
[0,1]
xn dµ
∣∣∣ ≥ ∣∣∣∫
[0,1]
xk dµ
∣∣∣
for k = 1, . . . , n− 1 (otherwise we rearrange A1, . . . , An). Observe that
‖xk‖ =
(µ(A)
n
)1/p
<
ε
4
.
We choose inductively sign numbers θ1 = 1 and θ2, . . . , θn−1 ∈ {−1, 1} so
that for each k = 1, . . . , n− 1 we have∣∣∣∫
[0,1]
k∑
i=1
θixi dµ
∣∣∣ ≤ δ.
Pick a sign r on An so that
(6.1)
∫
[0,1]
rxn dµ = −
∫
[0,1]
n−1∑
i=1
θixi dµ
(This is possible, because∣∣∣∫
[0,1]
n−1∑
i=1
θixi dµ
∣∣∣ ≤ δ = ∣∣∣∫
[0,1]
xn dµ
∣∣∣ ).
We set x =
∑n−1
i=1 θkxk + rxn and show that x satisfies the desired prop-
erties.
(i) ‖x‖p =
n∑
k=1
‖xk‖p = n · µ(A)
n
= µ(A).
(ii) ‖x− xM‖p =
n∑
k=1
‖xk − xMk ‖p ≤ n ·
(
ϕ(M)
)p · µ(A)
n
=
(
ϕ(M)
)p
µ(A).
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(iii) Since ‖Txk‖ < ε/(2n), for k ≤ n, ‖T‖ = 1 and by the definition of x
we get
‖Tx‖ ≤
n−1∑
k=1
‖Txk‖+ ‖Trxn‖ ≤
n∑
k=1
‖Txk‖+ ‖xn − rxn‖ < ε
2
+ ‖2xn‖ < ε.
Property (iv) for x follows from (6.1). 
Lemma 6.2. Assume 1 < p ≤ 2, a > 0 and |b| ≤ a. Then
(6.2) (a+ b)p − p ap−1b ≥ ap + p (p− 1)
23−p
· b
2
a2−p
.
Proof of Lemma 6.2. Dividing the inequality by ap and denoting t = b/a,
we pass to an equivalent inequality
f(t)
def
= (1 + t)p − p t− 1− p (p− 1)
23−p
t2 ≥ 0
for each t ∈ [−1, 1], which we have to prove. Observe that
f ′(t) = p (1 + t)p−1 − p− p (p− 1)
22−p
t and f ′′(t) =
p (p− 1)
(1 + t)2−p
− p (p− 1)
22−p
.
Since f ′′(t) > 0 for every t ∈ (−1, 1) and f ′(0) = 0, we have that t0 = 0
is the point of a global minimum of f(t) on [−1, 1]. Since f(0) = 0, the
inequality (6.2) follows. 
Lemma 6.3. Assume 1 < p ≤ 2, A ∈ Σ, a 6= 0, y ∈ L∞(A), |y(t)| ≤ |a| for
each t ∈ A, and
∫
[0,1]
y dµ = 0. Then
∥∥a1A + y∥∥pp ≥ |a|pµ(A) + p (p − 1)23−p · ‖y‖22|a|2−p .
Proof of Lemma 6.3. Evidently, it is enough to consider the case when a > 0
which one can prove by integrating inequality (6.2) written for b = y(t). 
Lemma 6.4. Let 1 < p ≤ 2, let T ∈ L(Lp) be a gentle-narrow operator with
a gentle function ϕ : [0,+∞) → [0, 1] and ‖T‖ = 1. Then for all M > 0,
δ > 0, B ∈ Σ+, η ∈ (0, 1/2), and y ∈ Lp with η ≤ |y(t)| ≤ 1 − η for all
t ∈ B, there exists h ∈ BL∞(B) such that:
(1) ‖Th‖ < 2µ(B)1/pϕ(M)
M
;
(2) ‖y ± ηh‖p > ‖y‖p + p (p − 1)
23−p
· η
2
(1− η)2−p · µ(B) ·
(
1− ϕ(M))2
M2
− δ.
Proof of Lemma 6.4. We fix M , δ, B, η and y as in the assumptions of the
Lemma. Since we need to prove strict inequalities, we may and do assume
without loss of generality that y is a simple function on B
(6.3) y · 1B =
m∑
k=1
bk1Bk , B = B1 ⊔ · · · ⊔Bm, η ≤ |bk| ≤ 1− η.
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For each k = 1, . . . ,m we choose xk ∈ Lp(Bk) so that
(i) ‖xk‖p = µ(Bk);
(ii) ‖xk − xMk ‖ ≤ ϕ(M)µ(Bk)1/p;
(iii) ‖Txk‖ ≤ ϕ(M)µ(B)
1/p
m
;
(iv)
∫
[0,1]
xk dµ = 0.
We set x =
m∑
k=1
xk and h = M
−1xM , and show that h has the desired
properties.
(1). Observe that (iii) implies that
(6.4) ‖Tx‖ ≤
m∑
k=1
‖Txk‖ < mϕ(M)µ(B)
1/p
m
= ϕ(M)µ(B)1/p,
and (ii) yields
(6.5) ‖x− xM‖p =
m∑
k=1
‖xk − xMk ‖p ≤
m∑
k=1
(
ϕ(M)
)p
µ(Bk) =
(
ϕ(M)
)p
µ(B).
Combining (6.4) and (6.5), we get
‖Th‖ = ‖T (x
M )‖
M
≤ ‖Tx‖
M
+
‖x− xM‖
M
< 2µ(B)1/p
ϕ(M)
M
.
(2). Using the well known inequality for norms in Lp and L2 (see [3,
p. 73]), (i) and (6.5) we obtain
‖xM‖2 ≥ ‖xM‖p µ(B)1/2−1/p ≥
(‖x‖ − ‖x− xM‖)µ(B)1/2−1/p
≥ µ(B)1/p(1− ϕ(M))µ(B)1/2−1/p = (1− ϕ(M))µ(B)1/2,
and hence,
(6.6) ‖xM‖22 ≥
(
1− ϕ(M))2 µ(B).
Thus,
‖y ± ηh‖p = ∥∥y · 1[0,1]\B∥∥p + m∑
k=1
∥∥bk · 1Bk ± ηM−1xMk ∥∥
by Lemma 6.3
≥ ∥∥y · 1[0,1]\B∥∥p + m∑
k=1
|bk|pµ(Bk) + p (p− 1)
23−p
· η
2
M2
m∑
k=1
‖xMk ‖22
|bk|2−p
(using (6.6), |bk| ≤ 1− η and the equality
m∑
k=1
‖xMk ‖22 = ‖xM‖22)
≥ ‖y‖p + p (p− 1)
23−p
· η
2
(1− η)2−p · µ(B) ·
(
1− ϕ(M))2
M2
.
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Note that the reason for including δ in (2) is to make possible the reduction
to simple functions in the proof. 
Proof of Theorem C. Let T ∈ L(Lp) be a gentle-narrow operator with a p-
gentle function ϕ : [0,+∞) → [0, 1]. By Theorem 2.2, to prove that T is
narrow, it is enough to prove that it is somewhat narrow. Without loss of
generality, we may and do assume that ‖T‖ = 1. Fix any A ∈ Σ+ and
ε > 0, and prove that there exists a sign x ∈ Lp(A) such that ‖Tx‖ < ε‖x‖.
Consider the set
Kε =
{
y ∈ BL∞(A) : ‖Ty‖ ≤ ε‖y‖
}
.
By arbitrariness of ε, it is enough to prove the following statement:
(6.7)
(∀ε1 > 0)(∃ a sign x ∈ Lp(A))(∃y ∈ Kε) : ‖x− y‖ < ε1‖y‖.
Indeed, if (6.7) is true for each ε and ε1, we choose a sign x ∈ Lp(A) and
y ∈ Kε/2 such that ‖x− y‖ < ε1‖y‖ where
(6.8) ε1 =
ε
2ε+ 2
.
Since ε1 < 1, the inequality ‖y‖ ≤ ‖x‖+ ‖x− y‖ < ‖x‖+ ε1‖y‖ implies
‖y‖ < 1
1− ε1 ‖x‖,
and hence,
‖Tx‖ ≤ ‖Ty‖+ ‖x− y‖ < ε
2
‖y‖+ ε1‖y‖
=
(ε
2
+ ε1
)
‖y‖ < 1
1− ε1
(ε
2
+ ε1
)
‖y‖by (6.8)= ε‖x‖.
To prove (6.7), suppose for contradiction that (6.7) is false. Thus there
exists ε1 > 0 so that
(6.9)
(∀ sign x ∈ Lp(A))(∀y ∈ Kε) : ‖x− y‖ ≥ ε1‖y‖.
Denote λ = sup{‖y‖ : y ∈ Kε}. Notice that since T is gentle-narrow,
λ > 0. Set
(6.10) η =
ε1λ
41/pµ(A)1/p
and observe that
(6.11) η <
ε1µ(A)
1/p
41/pµ(A)1/p
<
1
2
.
Using that ϕ is p-gentle, we choose M > 0 and δ1 > 0 so that
(6.12)
(
1− ϕ(M))2 ≥ 1/2
and
(6.13) M2−p
(
ϕ(M)
)p ≤ εp p (p − 1)
16
(
η
1− η
)2−p
− δ1 M
2εp(1− 2pηp)
ηp22p−2εp1λp
.
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Pick ε2 > 0 and then δ2 > 0 so that
(6.14) (λ− ε2)p + p (p− 1)
26−2pM2
·
(
η
1− η
)2−p
· ε
p
1λ
p
1− 2pηp − δ2 > λ
p
(by (6.11) the second summand in the left-hand side of the inequality is
positive). Setting δ = min{δ1, δ2}, by (6.13) and (6.14) we obtain
(6.15) M2−p
(
ϕ(M)
)p ≤ εp p (p − 1)
16
(
η
1− η
)2−p
− δ M
2εp(1− 2pηp)
ηp22p−2εp1λp
.
and
(6.16) (λ− ε2)p + p (p− 1)
26−2pM2
·
(
η
1− η
)2−p
· ε
p
1λ
p
1− 2pηp − δ > λ
p.
We choose y ∈ Kε with
(6.17) ‖y‖ > max
{ λ
21/p
, λ− ε2
}
.
Define a sign x in Lp(A) by
x(t) =
{
0, if |y(t)| ≤ 1/2,
sign (y), if |y(t)| > 1/2
and put
B =
{
t ∈ A : η ≤ |y(t)| ≤ 1− η}.
Since y ∈ Kε, it follows from (6.9) that:
εp1‖y‖p ≤ ‖x− y‖p =
∫
B
|x− y|pdµ +
∫
A\B
|x− y|pdµ
≤ µ(B)
2p
+
(
µ(A)− µ(B))ηp.
Hence, using (6.17) and (6.10), we deduce that
µ(B)
( 1
2p
− ηp
)
≥ εp1‖y‖p − µ(A)ηp ≥ εp1
λp
2
− ε
p
1λ
p
4
= εp1
λp
4
,
that is,
(6.18) µ(B) ≥ 2
p−2εp1λ
p
1− 2pηp .
In particular, by (6.11) we have that µ(B) > 0. Observe that (6.15) and
(6.18) imply
M−p
(
ϕ(M)
)p ≤ εp p (p− 1)
16M2
(
η
1− η
)2−p
− ε
pδ(1 − 2pηp)
ηp22p−2εp1λp
≤ εp p (p− 1)
16M2
(
η
1− η
)2−p
− ε
pδ
ηp2pµ(B)
.(6.19)
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By Lemma 6.4, we pick h ∈ BL∞(B) so that (1) and (2) hold. Now comes
the first time that we use the fact that the range space is Lp, 1 < p ≤ 2.
Recall that for all u, v ∈ Lp,
(6.20) Ave±‖u± v‖p ≤ ‖u‖p + ‖v‖p.
Indeed, by the convexity of the function t2/p,∫
Ave±|u± v|p ≤
∫
(Ave±|u± v|2)p/2 =
∫
(u2 + v2)p/2 ≤
∫
|u|p + |v|p.
So we can choose a sign number θ ∈ {−1, 1} so that
‖Ty + θηTh‖p ≤ ‖Ty‖p + ηp‖Th‖p
and set z = y + θηh. Then by (1) and the choice of y ∈ Kε,
‖Tz‖p ≤ ‖Ty‖p + ηp‖Th‖p ≤ εp‖y‖p + ηp2pµ(B)M−p(ϕ(M))p
(6.19)
≤ εp‖y‖p + ηp2pµ(B)εp p (p− 1)
16M2
(
η
1− η
)2−p
− εpδ.
(6.21)
On the one hand, by condition (2) and (6.12), we have
(6.22) ‖z‖p ≥ ‖y‖p + p (p − 1)
24−pM2
· η
2
(1− η)2−p · µ(B)− δ.
Then (6.21) together with (6.22) give
‖Tz‖p
‖z‖p ≤ ε
p,
and that yields z ∈ Kε (note that z ∈ BL∞(A) by definitions of z and B).
On the other hand, we can continue the estimate (6.22) taking into account
the choice of y, (6.17) and (6.16), as follows
‖z‖p > (λ− ε2)p + p (p− 1)
24−pM2
· η
2
(1− η)2−p · µ(B)− δ
by(6.18)
≥ (λ− ε2)p + p (p− 1)
24−pM2
· η
2
(1− η)2−p ·
2p−2εp1λ
p
1− 2pηp − δ
by(6.16)
> λp.
This contradicts the choice of λ. 
We remark that Example 1.1 demonstrates that there is no analogue of
Theorem C which is true for p > 2.
Acknowledgements. We thank Bill Johnson for valuable comments.
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