The currently favored method for estimating radii and other parameters of transiting-planet host stars is to match theoretical models to observations of the stellar mean density ρ * , the effective temperature T eff , and the composition parameter [Z]. This explicitly model-dependent approach is based on readily-available observations, and results in small formal errors. Its performance will be central to the reliability of results from ground-based transit surveys such as TrES, HAT, and SuperWASP, as well as to the spaceborne missions MOST, CoRoT, and Kepler. Here I use two calibration samples of stars (eclipsing binaries and stars for which asteroseismic analyses are available) having well-determined masses and radii to estimate the accuracy and systematic errors inherent in the ρ * method. When matching to the Yonsei-Yale stellar evolution models, I find the most important systematic error results from selection bias favoring rapidly-rotating (hence probably magnetically active) stars among the eclipsing binary sample. If unaccounted for, this bias leads to a mass-dependent underestimate of stellar radii by as much as 4% for stars of 0.4 M ⊙ , decreasing to zero for masses above about 1.4 M ⊙ . Relative errors in estimated stellar masses are 3 times larger than those in radii. The asteroseismic sample suggests (albeit with significant uncertainty) that systematic errors are small for slowly-rotating, inactive stars. Systematic errors arising from failings of the Yonsei-Yale models of inactive stars probably exist, but are difficult to assess because of the small number of well-characterized comparison stars having low mass and slow rotation. Poor information about [Z] is an important source of random error, and may be a minor source of systematic error as well. With suitable corrections for rotation, it is likely that systematic errors in the ρ * method can be comparable to or smaller than the random errors, yielding radii that are accurate to about 2% for most stars.
Motivation
The radii of transiting extrasolar planets are measured in units of the radius of the host star. Thus, to understand the key properties of such planets, as well as for a sense of their astrophysical context, the masses, radii, and compositions of the host stars are of great interest. With the advent of efficient searches for transiting planets such as TrES, HAT, and SuperWASP (Alonso et al. 2004; Bakos et al. 2002 Bakos et al. , 2004 Pollacco et al. 2006) , and especially spaceborne analogs MOST, CoRoT, and Kepler (Walker et al. 2003; Baglin et al. 2007; Koch et al. 2004) , the need for accurate stellar parameter estimates has become acute. Recently, Sozzetti et al. (2007) , Bakos et al. (2007) , , Charbonneau et al. (2007) , Torres et al. (2008) and others have built on work by Mandel & Agol (2002) to develop the currently-favored approach to stellar parameter estimation, which for the purposes of this paper I will term "the ρ * method". This paper aims to understand the precision and accuracy that one may expect from this method, and, by comparing against other ways of measuring stellar parameters, to identify the sources and likely magnitudes of systematic errors that may affect the method's results.
The ρ * method uses the transit light curve to estimate the 3 parameters R p /R * , R * /a, and the transit impact parameter b, which measures the minimum projected distance between the centers of the star and planet in units of the stellar radius. Here R p is the planetary radius, R * is the stellar radius, and a is the orbital semimajor axis. The fitting procedure used to make these estimates relies on a model of the stellar atmosphere to characterize the stellar limb darkening. From R * /a, the planet's orbital period P (which ordinarily is known with extremely high accuracy), and Kepler's third law, one may compute the stellar mean density ρ * with an accuracy that is limited by the photometric precision of the light curve measurement (Seager & Mallén-Ornelas 2003) . This calculation depends only on geometry and on Newtonian gravitation, so it is independent of modeling assumptions. Next, by comparing observed highresolution spectra of the parent star with model stellar atmospheres, in typical cases one can estimate T eff with precision of about 1%, and [Z] , the logarithmic metal abundance relative to solar, with quoted errors of about 0.05 dex (e.g. Valenti & Fischer (2005) ). Finally, one searches a grid of stellar evolution models for the best match, in a χ 2 sense, between computed and observed values of ρ * , T eff , and [Z] . The search for optimum model parameters {mass, age, composition} is usually conducted using Markov chain Monte Carlo (MCMC) methods. These also yield estimates of the formal distribution of error in (and if desired, the covariance between) the various model parameters, and indeed any other global property of the stellar model (R * , ρ * , log(g), T eff , etc.).
An important virtue of the ρ * method is that it typically yields significantly smaller formal errors than do older techniques -uncertainties of 2% or less in R * are commonly achieved. This is possible because the observables {ρ * , T eff , [Z]} are individually fairly well-determined, and because each of them corresponds fairly closely to one of the model parameters {M * , A * , [Z]} describing the stellar mass, age, and metallicity. Thus, during a star's main-sequence lifetime, T eff depends mostly on M * , ρ * depends mostly on A * , and (no surprise here) [Z] depends mostly on [Z] . On the other hand, the method is manifestly model-dependent. To give correct results, the technique depends upon having evolution models that accurately reproduce the mass-luminosity-radius-composition relations followed by real stars. Moreover, the method depends upon stellar atmospheres models both to account for limb darkening and to allow interpretation of the stellar spectrum in terms of T eff , log(g), and [Z] . There are good reasons to believe that stellar evolution and atmosphere models in fact represent real stars fairly well, but one nevertheless desires direct tests of the ρ * method. Fortunately the recent update (Torres et al. 2009 ) of Andersen's (1991) classic review paper on fundamental parameters of stars in eclipsing binary (EB) systems collects a large sample of stars with well-determined masses and radii. There is also an almost independent but far less numerous group of stars for which asteroseismology (often combined with other measurements) provides similarly precise data. Both of these samples of stars are well enough characterized to permit tests of the behavior of the ρ * method.
Torres et al. (2009) (henceforth TAG) contains the results of analyses of 94 EB systems plus α Cen A and B, comprising 190 individual stars for which masses and radii are thought to be known with accuracies of better than 3%. The masses and radii thus determined are almost independent of complex theory, the only exception being the weak dependence of inferred radii on assumptions about the stellar limb darkening. Also given by TAG are estimates of T eff and, for 21 of the systems, [Z] . For most of these systems T eff and [Z] were determined from photometry, using methods that are not consistent across the sample. The spectroscopically-derived estimates of these parameters that are common in the exoplanet context are difficult to obtain for EBs, because of the blending, broadening, and relative Doppler shifts that characterize double-line spectra.
From the above information it is straightforward to synthesize the input data (ρ * , T eff , and if only by assumption, [Z] ) that would be measured if a transiting planet were to orbit any of the stars. One may then apply the ρ * method to each EB component, and compare the masses and radii that emerge from the model-fitting process to those that were actually measured.
The stars with asteroseismic data consist almost entirely of ones with roughly solar mass, and largely of post-main-sequence objects having greater than solar luminosity. The observational demands for asteroseismology are severe, so in most cases the only reliable observable is the socalled "large frequency separation" ∆ν, which itself depends mostly upon ρ * (Hansen et al. 2004) . In order to obtain a well-constrained result, the measured oscillation frequencies are often augmented with other kinds of data, such as interferometric estimates of radii, or dynamical mass estimates in the case of binary systems. Finally, detailed interpretation of this information always involves comparisons between stellar evolution and oscillation models and the observations. Thus, the asteroseismically-determined stellar parameters are likely no more accurate and are certainly as model-dependent as those obtained from the ρ * method. They usually depend on different model implementations, however, so at worst they tell us something about consistency among extant models of stellar evolution. This in turn provides some insight into the poorly-understood possibilities for systematic error in the asteroseismic analysis.
I implemented the ρ * method, using the YonseiYale evolution tracks (Yi et al. 2001; Kim et al. 2002; Yi et al. 2003; Demarque et al. 2004) as the needed stellar evolution models, and I then applied it to the TAG tabulation of EBs and to 15 stars with asteroseismic measurements. In the rest of this paper, I present the computational methods I used and the results I obtained. Section 2 briefly describes methodology and algorithms. Section 3 gives the results of the comparison, illustrated in various ways. I find that the ρ * method applied to EB components generates errors in both mass and radius that are small but significant, and that depend systematically on the basic stellar parameters. Finally, in Section 4 I investigate the origin of these systematic errors.
Parameter Estimation Methodology
Estimating stellar parameters first requires the observations that are to be fitted, and their uncertainties. I took the observables to be ρ * , T eff , and [Z] . I derived uncertainties for the latter two quantities in the obvious way, from the stated uncertainties in the photometric data. The uncertainty in ρ * required a different treatment, however. My chief purpose is to assess the systematic errors committed by the ρ * method because of failings in modeling stellar structure. For this purpose it makes sense to treat the EB and asteroseismic masses and radii as error-free, and then assign an uncertainty to ρ * that is small enough that its effect on the derived parameters is unimportant. Thus, I took the uncertainty in ρ * to be about 4.5%, which is typical of what might be expected from a very good ground-based observation based on several transits, or a rather poor spaceborne one.
The central feature of the ρ * method is the stellar evolution model. I used the Yonsei-Yale (henceforth YY) evolution tracks downloaded from their "Evolutionary Tracks" site.
1 These models span masses in the range 0.4 M ⊙ to 5 M ⊙ , and metallicity between 0.001 and 0.08 ([Z] between -1.230 and +0.673, assuming a solar metallicity of 0.017). They also employ an initial helium abundance Y = 0.23 + 2Z, and a constant mixing length of 1.7432 times the pressure scale height. The temporal evolution of each model is tabulated on a nonuniform grid of stellar age A * , with the same number of steps for each stellar mass, and a given step number corresponding to the same evolutionary state (meaning core helium abundance or core mass) for every stellar mass. This grid based on evolutionary state is convenient for interpolation between different stellar masses, since one need not do a search in the age dimension to locate models of different masses that have otherwise similar properties. The YY model grid includes models for which the abundances of high-alpha elements (O, Ne, Mg, etc.) are enhanced relative to the solar composition. In this study I have not investigated the influence of this degree of freedom, however.
To apply the YY model grid, I first used the interpolation routines supplied with the models to resample them onto a uniform grid in log M * and [Z]; for the computations described here I used 150 mass steps between 0.4 M ⊙ and 5 M ⊙ , and 25 steps in [Z] between -1.230 and 0.673. I did not resample the tables in the age dimension. From the resampled grids giving M * , R * , and the luminosity L * , I then precomputed similar tables giving other quantities of interest, such as ρ * and T eff . Finally, to obtain parameters at arbitrary values of {A * , M * , [Z]}, I interpolated into these resampled grids, using cubic interpolation in the agemass plane and linear interpolation in [Z] .
The MCMC algorithm has been described by Tegmark et al. (2004) , and in the context of transiting planets, by e.g. and Charbonneau et al. (2007) . I perform the Markov chain random walk in the space of indices into the 3-dimensional grid of stellar evolution models. I use a Metropolis-Hastings algorithm with Gibbs sampling and random permutations of the order in which the indices for age, mass, and [Z] are varied. The probability distribution for accepting a step that decreases the merit function was Gaussian, with standard deviations along the 3 axes chosen so that steps along each axis succeed about 25% of the time. In addition to estimates of the mean values and standard deviations of the model parameters, the software produced many diagnostics. These included marginal probability distributions for every parameter of interest, scatter plots, and various convergence measures, so that misbehavior of the MCMC algorithm or ambiguities in the models could be identified. I found the most useful convergence test was visual inspection of the parameter chains, the corresponding chain of χ 2 values, and various 2-dimensional scatter plots of these quantities. In doubtful cases I reran the MCMC process using chains that were lengthened by factors of 2 and 4; these longer runs always yielded chains that were consistent with each other, and that gave convincingly smooth and well-sampled sample distributions in parameter space.
The merit function itself was intended to represent the posterior probability attached to each set of stellar model parameters, taking into account the observations. From a Bayesian perspective, the logarithm of this probability is the sum of −χ 2 /2, representing the probability that the model is consistent with the observations, and the logarithm of a prior probability, representing the distribution of model probabilities in the absence of any observational data. Each of the parameters {A * , M * , [Z]} has a prior probability associated with it, but these are justified in different ways for the various parameters.
An implication of the time grid chosen for the models was that the interval (in years) corresponding to a single time step was highly variable, both for a single choice of mass and composition, and from one such choice to another. The variations in this probability are artifacts of the model implementation and can be quite large, so it seemed important to account for them. Therefore I took the prior probability for each model at each age to be proportional to the duration of the corresponding time step, normalized by the maximum age of the star represented by the model. Results of the MCMC process seldom depended strongly on whether I imposed the age-dependent prior probability. Exceptions to this rule occurred for stars having similar radii and temperatures at two distinct ages, one before and one after arrival on the main sequence. In these cases the age prior probability tended to discriminate against the pre-mainsequence phase, because it is very short-lived. One could also impose prior probabilities based on the statistical distribution of stars (by mass and by composition) in the solar neighborhood. I elected not to do this, since the detailed choices of priors in these cases are somewhat arbitrary, and in any case the observed values of mass and [Z] are so tightly constrained that reasonable prior probabilities have little effect on the calculation's results.
Although the MCMC procedure gave a robust estimate of mean values and corresponding dispersions, it was an inefficient way to determine the exact position of the merit function optimum. But this information was valuable for estimating sensitivities (eg to assumed biases in T eff or [Z]), which must be calculated by measuring the change in optimum values for small changes in the observations. For this reason I also computed the parameters giving the optimum merit function using an "amoeba" search, which when started near the best parameters found by MCMC, converged to the local optimum with negligible error in a few tens of iterations. In what follows, unless otherwise stated, I use the amoeba-search values for estimated parameters, with uncertainties computed from the MCMC results.
The probability distributions generated by the MCMC method were usually close to multivariate Gaussian, reflecting the assumed distribution of errors in the input data. But in a substantial minority of cases, the stellar models permitted multiple solutions that fit the data almost equally well. In such cases I encountered the usual problems associated with complicated merit-function behavior, among them that mean values of parameters found by MCMC did not agree with the optimum values found by the amoeba search, and the amoeba process itself was likely to yield different results depending upon its starting values. These problems add scatter to the results (particularly when computing sensitivities of stellar parameters to changing input data), but these uncertainties are not large enough to affect the conclusions.
Application to Eclipsing Binaries
The list of stars supplied by TAG contained 95 binaries, or 190 stars for which masses, radii, and uncertainty estimates were provided. Of these, 34 had M * ≥ 5M ⊙ or M ≤ 0.4M ⊙ , which are the limits of the mass range covered by the YY models. This left 156 stars that could be analyzed by the ρ * procedure. Only 32 of these had individual estimates of [F e/H], which I simply equated to [Z] . For a few stars, the estimated [Z] values were derived not from direct observation of the star in question, but from the star's presumed parent population (star cluster or galaxy). For stars without explicit measurements of metallicity, I assigned [Z] = 0.0, with an RMS uncertainty of 0.2 dex. These parameters fairly accurately characterize the distribution of EBs having observational estimates of [Z] , though the mean metallicity of stars in the solar neighborhood is smaller than this by about 0.17 dex (Nordström et al. 2004) . Effective temperatures for the TAG stars came almost entirely from photometry; for stars cooler than 8000 K the estimated uncertainties in T eff were typically between 50 K to 250 K, though for some hotter stars the uncertainties were as large as 800 K. Data for the 156 stars used in this analysis are given in Table 1 .
For each star, I applied the MCMC procedure with the search over stellar models constrained by the star's mean density (computed from the TAG mass and radius), T eff , and [Z] . The uncertainties I assumed in these quantities are described above. The MCMC/amoeba procedure then yielded new estimates of the stellar mass, radius, luminosity, age, mean density, T eff , and [Z] , where the procedure necessarily returned values of the last 3 quantities that were much less than 1 standard deviation from those that were provided as input. The values of M * , R * , and A * derived by this method are listed in the last 3 columns (labeled "fit") of Table 1 , and in the corresponding columns of Table 2 .
To compare input and output masses and radii, for each star I computed the normalized discrep- Figure 1 shows δR * plotted against the stellar masses estimated by TAG. Since the fits included a strong constraint on the stellar mean density, (as calculated from the provided values of M * and R * ) I obtained the nearly perfect equality δM * = 3δR * . One of the quantities δM * or δR * is therefore redundant, and can easily be computed from the other. In what follows, I will frame the discussion in terms of the discrepancy in radius δR * .
From the Figure, it is evident that the ρ * method of estimating stellar radii works fairly well. Aside from a few outliers, the RMS deviation of δR * is 2.6%, while that of δM * (not plotted) is 3 times as large at 7.8%. The discrepancies are, however, predominantly negative, and they vary systematically with stellar mass. The sense of this trend is that the masses and radii derived using the ρ * method are generally too small, and in percentage terms, the more so for smaller stars. I have plotted discrepancies as a function of the stellar mass because this parameter is independent of stellar age. But since almost all of the stars on this plot are on the main-sequence or only slightly evolved, changing the independent variable to stellar radius or T eff would show essentially the same picture. These parameters are so tightly correlated along this part of the main sequence that without further information, one can hardly say which of them (or what combination of them) is most central to the observed effect.
Fitting δR * to a linear function of log M * yields δR * = (−0.0175±0.0023) + (0.0561±0.0076) log M * (1) This fit shows unambiguously that δR * is negative and has a trend with mass. The coefficients are nonzero with high statistical significance -more than 6σ for each, with the fits removing about onethird of the variance in the data set, and shrinking the χ 2 statistic by 40. Of course, one can also fit more complicated functions to the data. For instance, a piecewise linear function that has zero slope for M * ≥ 1.4M ⊙ fits the data marginally (but not compellingly) worse than does a single linear function; this is shown as dashed lines in the Figure. It is described by δR * = (0.0980 ± 0.020) log(M * /1.4), M * < 1.4 (2) δR * = (−0.0021 ± .098), M * ≥ 1.4 I excluded 6 outlying stars from the leastsquares fits in Fig. 1 . These are the two binaries V1174 Ori and OGLE 051019, as well as the primary components of SZ Cen and TZ For. All of these stars except perhaps SZ Cen are unusual as regards their evolutionary state or metallicity. Their individual peculiarities are described in section 4.4 below.
So far I have discussed only the masses and radii of stars in the TAG sample. Considering the best-fitting age values gives further evidence that the evolution models are failing for at least some stars. Stars with masses larger than 1 M ⊙ have, almost without exception, inferred ages that are less (usually much less) than that of the Milky Way. On the other hand, stars below solar mass have, with very few exceptions, inferred ages considerably greater than the Sun's, and most often greater than a Hubble time. The record-holder in this regard is V1174 Ori B, with an apparent age that is greater than 100 GY, but many other low-mass stars display impossible ages.
The likely reason for these excessive age estimates is that the low-mass stars in the TAG sample have mean densities that are so low that stars with the observed values of T eff and [Z] attain them only after they are significantly evolved. Given the extended main-sequence lifetimes of these stars, such evolution can take a very long time. A related possibility is that, for low-mass stars, the measured effective temperatures are systematically too low. If this were the case, then the ZAMS model for a cool star would, in addition to being too cool, be smaller and more dense than it should be. Getting such a model to the observed ρ * would then require greater age than it should, and perhaps greater than possible. In either case, one can be sure that model-fitting solutions that require unphysical ages indicate something wrong with the models.
Discussion
Systematic differences between YY models and the samples of stars described in the previous section are concerning, even if they are rather small. But the way in which the differences are interpreted (and perhaps corrected) depends on how they arise. Three general sources of systematic error seem possible. First, the masses and radii estimated by the ρ * method may be incorrect because of systematic errors in the input data. Second, the chosen samples of stars may be systematically different from the galactic mean, or at least from those stars that one expects to encounter in planet searches. Last, the evolution models may simply be erroneous in some respects. Any or all of these possibilities may be true to some extent. I consider each of them below.
Systematic Errors in Input Data
Biased input data may of course lead to biased estimates of stellar mass and radius. In particular, values of T eff and [Z] derived from comparisons between observed spectra and stellar atmospheres models may not correspond exactly to T eff and [Z] as used in the stellar evolution models. Moreover, such inaccurate correspondence might plausibly depend on T eff itself, which in principle could generate the observed lack of agreement. (ρ * might be in error also, but as applied to the TAG sample of EBs and to the seismically-constrained stars it is correct by definition, and as applied to transiting planets it depends only on such wellestablished physics that its reliability seems assured.)
Systematically inaccurate reddening estimates might also influence the masses and radii, by generating systematic errors in the observed T eff values. This effect would however be strongest for the hottest and most luminous stars in the sample, since such stars tend to be the most reddened. There is no evidence in Fig. 1 for an effect of this sort, so I have not pursued this possibility.
To assess whether biased T eff or [Z] values might account for the observed discrepancy, I estimated the sensitivities ∂ log R * /∂ log T eff and ∂ log R * /∂[Z] by perturbing the input values for the TAG sample. Figure 2 shows these sensitivities as a function of log M * , computed using perturbations of 0.007 in log T eff and 0.1 dex in [Z]. Not all of the binaries yielded valid differences, because of jumps between multiple solutions as described in section 2. For the majority of stars, however, the results indicate that the sensitivities are only weakly mass-dependent. A robust straight-line fit to the sensitivities yields ∂ log R * /∂ log T eff = 0.48 − 0.12 log M * (3)
Both of these sensitivities are well defined for log M * ≥ 0.15, and less so for smaller masses. Even at 1 solar mass, however, it seems safe to estimate that to cause the observed -1.7% discrepancy in δR * would require systematic errors of about 200 K at T eff = 5800 K, or more than 0.15 dex in [Z] . Systematic errors of this size are essentially impossible for T eff , and implausible for [Z] . Thus, while one cannot altogether discount systematic errors in these observed parameters as contributing to the discrepancy between TAG parameters and those from the ρ * analysis, it seems unlikely that they make an important contribution.
Bias in the TAG Sample
Perhaps the most striking point to be made from Fig. 1 is that the Sun, to which the YY models are calibrated, is not closely representative of the stars of its general type in this sample. Compared to its neighbors in Fig. 1 , it is assigned a larger mass and radius than is typical, by about 5% and 1.6%, respectively. These discrepancies clearly do not arise from errors in the Sun's properties. There seem to be three possibilities: the EB stars that fall near the Sun in mass and radius are subject to systematic errors of a few percent in their mass and radius measurements, or they are subject to selection bias of similar magnitude, or there is genuine star-to-star variability in the stellar mass-radius-luminosity relationship. Again, none of these possibilities excludes the others; all may be acting to some degree.
To address these issues it is helpful to display the data in a way that separates the observational data (EB masses and radii) from issues of evolution modeling and data fitting. Figure 3 shows ρ * plotted against log T eff for the TAG sample of stars, and for the Sun. The axes are oriented as in a color-temperature diagram, with temperature increasing to the left, and ρ −1 * (a proxy for luminosity) increasing upwards. Overlaid are (solid lines) YY evolution tracks for a sampling of stellar masses, and (dashed lines) loci corresponding to the zero-age main sequence (ZAMS), mainsequence middle age (with about 71% helium in the core, corresponding to the Sun's evolutionary state), and the age of turnoff from the main sequence. Even more than in Fig. 1 , the Sun lies at or near one boundary of the region populated by stars: it has ρ * as large or larger than all other stars with similar T eff . Evolution in stars of roughly solar mass carries them upward on this diagram, to lower ρ * and higher luminosity. So, barring a statistical fluke, it seems either that all of the low-mass stars in the TAG sample are at least as evolved as the Sun, or that evolution models that accurately describes the Sun do not describe the average properties of the TAG sample.
Two obvious sources of bias in the TAG sample are Malmquist bias, which will favor detection of more luminous binaries, and a geometrical bias towards stars with larger radii, since (assuming random orbital inclinations) these are more likely to present themselves as EBs. These effects are however inadequate to account for the strength or the morphology of the observed bias. According to the YY evolution tracks, the present-day Sun is about 36% more luminous and 12% larger in radius than it was on the ZAMS. Its detectability as the larger member of an EB should be proportional to the volume within which it is brighter than some limiting apparent magnitude, multiplied by the ratio of solid angles within which the rotation axis must lie in order for eclipses to occur. The first factor is at most proportional to L 3/2 * , while for well-detached EBs such as found in the TAG sample, the second factor is proportional to R * . Sun-like stars in the second half of their main-sequence lifetime thus should be overrepresented among the TAG stars by a factor of at most about 1.8, relative to younger stars of similar mass. It is surprising to find the latter group totally absent. Moreover, the factors favoring detection of somewhat evolved stars should be similar for stars of all masses, whereas the trend seen in Fig. 3 is quite different. For stars with masses greater than 1.4 M ⊙ , the ZAMS is coincident with the observed maximum-ρ * boundary, and for more massive stars there are roughly equal numbers in the first and last halves of their mainsequence lifetimes. But for masses below 0.8 M ⊙ , no stars are found anywhere within the YY main sequence (although the significance of this observation is shaky because of the small number of TAG stars in this mass range). On balance, it seems unlikely that Malmquist and geometrical selection bias by themselves provide an adequate explanation for the paucity of high-ρ * Sun-like stars in the TAG sample.
Since most of the TAG stars lack metallicity determinations, another possible bias is that the true [Z] values for these stars differs systematically from the assumed Gaussian distribution with [Z] = 0.0 ± 0.2. To test this idea I performed fits to the observed δR vs. log M * dependence, using only the 32 stars with measured metallicities. For both the linear and piecewise linear fits, the coefficients of the mass-dependent part of the variation agreed with those in Eqs. (1-2) within 1σ, and for both fits these coefficients differed from zero by about 2.5σ. Thus, the subset of stars with measured metallicities gives results that are consistent with those from the full sample, but with worse precision.
To duce the large ages attributed to many low-mass stars, because increasing metallicity tends to decrease stellar mean density at constant T eff and age. A final curiosity is that the very lowest-mass stars (smaller than about 0.6 M ⊙ ) show radius changes with [Z] that are smaller than (and sometimes opposite in sign to) those of their more massive brethren. Evidently it is dangerous to draw conclusions base on these stars, presumably because there are many changes in important physical processes as one nears the boundary between K and M stars.
A bias that is more likely to be important relates to the stars' angular momenta and magnetic activity. Torres et al. (2006), López-Morales (2007) , and Morales et al. (2008) have noted that some rapidly-rotating, magnetically-active EB component stars have temperatures that are lower and radii that are larger than expected for their masses or luminosities. Conspicuous examples of such stars include V1061 Cyg (Torres et al. 2006) , and CV Boo (Torres et al. 2009 ). Both models (Chabrier et al. 2007; Clausen et al. 2009 ) and general structural considerations suggest that magnetic processes in stellar outer convection zones are responsible for inflating stars in this way. Moreover, as pointed out by TAG and others, EB systems are strongly selected for small, short-period orbits. As a result, their components usually are tidally locked, and rotate rapidly compared to all but the youngest field stars. Thus, one expects the TAG sample to be biased in the sense that its members have larger radii and smaller T eff than would a similar sample of single stars. The paucity of high-density of stars seen in Fig.  3 is consistent with this expectation. The lack of dense stars is most evident for sub-solar masses (for which stars have deep convection zones), and weak or absent for stars above 1.4 M ⊙ , for which surface convection zones almost vanish.
Asteroseismic Sample
The 15 stars with properties listed in Table 2 have measurements of their pulsation frequencies that constrain their large frequency separations ∆ν, and hence the values of ρ * (e.g., Hansen et al. (2004) ). When combined with other astronomical data (the details vary from star to star), this information allows accurate estimates of R * and M * . In most cases, the stellar oscillations have been ob-served in the radial velocity signal; for this to be feasible, the stars must have small values of the rotational line broadening v sin i. Hence, these stars should not suffer from the rotation/activity bias ascribed to the TAG sample. Two stars, α Cen A and B, appear in both the TAG and the asteroseismic lists. Fig. 4 shows the result of applying the ρ * method to the asteroseismic sample of stars and plotting mass and radius discrepancies as in Fig.  1 . Expressed in the same terms as Eqns (1) and (2), a fit to these data yields δR * = (0.0013±0.0068) − (0.002±0.046) log M * (5) and
Evidently the YY models fits the asteroseismology sample within the errors. Moreover, the zero points of the linear fits to the TAG and asteroseismology samples disagree by 2.5 σ, so there is moderately strong evidence that the two distributions are indeed drawn from different populations. The fits also yield discrepant slopes for the two samples, but the asteroseismology sample slope is so poorly constrained that the difference between slopes is only about 1 σ. Figure 5 shows the ρ * vs T eff plot for the asteroseismic sample. One star, ζ Hyi, is a true giant with log ρ * = −2.6, and hence falls outside the plotted range of the figure. There are 4 stars out of 15 in the asteroseismology group that have equal or greater density and equal or younger evolutionary age than the Sun. This is consistent with the hypothesis that low-mass EB component stars have systematically lower density than do slowlyrotating field stars of the same T eff . As yet, however, the number of stars with asteroseismic mass and radius measurements is too small to justify a firm conclusion in this regard. Moreover, as noted earlier, asteroseismic parameter estimation has its own model dependencies. Agreement between asteroseismic and ρ * methods for estimating parameters may say more about similarities between the models used than it says about the accuracy of either set of models in representing real stars. 
Stars with Unusual Properties
In Figures 1 and 4 , a few stars stand out as being significantly inconsistent with the mean relation between δR * and M * . I did not include these stars in the least-squares fits described in section 3, so it is worthwhile to understand in what other ways they differ from the norm. In most cases there is a ready explanation for their odd radii.
The two stars overplotted with asterisks in Fig.  2 have fractional radius differences smaller than -0.1. They are the components of VB1174 Ori, a pre-main-sequence system (Stassun et al. 2004 ) with oversize components that are still contracting.
The two stars overplotted with triangles are components of OGLE-05019.64-685812.3 (Pietrzyński et al. 2009 ). This member of the Large Magellanic Cloud is the faintest and the second most metaldeficient system in the TAG list of binaries (after V432 Aur). Its assigned metallicity ([Z] = −0.5) has not been measured directly; rather it is inferred from the mean metallicity of its population. Its small radius relative to the YY models might therefore result if its metallicity were actually about [Z] = −1.1, or as a result of errors in the models themselves, or in how the latter are used. The last explanation seems most likely, as these stars may in fact be clump giants, which lie beyond the oldest evolutionary stage tabulated in the YY models.
The 2 stars with δR * ≃ +0.05 and overplotted with diamonds are the primary components of SZ Cen (with M * = 2.31) and TZ For (M * = 2.05). The SZ Cen system is poorly represented by evolution tracks for coeval stars with equal initial composition (Gronbech et al. 1977) , but the reason for this failure is obscure. TZ For consists of a pair of giants, with the primary component's radius being more than 8 R ⊙ . These authors found that the more luminous, cooler component of this system (identified as TZ For A in the compilation by TAG, but as TZ For B in Andersen et al. (1991) ) can be reconciled with the properties its companion only if the former is in the core helium burning stage of evolution. Since the YY models extend only to the tip of the giant branch, this star cannot be represented by them.
Finally, the lowest-mass and most discrepant star in the list of stars with asteroseismic data is τ Cet (Teixeira et al. 2009 ). This star is well known for having extremely low magnetic activity, yet its asteroseismic radius appears 5% larger than the YY models would indicate given its T eff and [Z], even if one allows the unreasonable age of 24 GY. In this case the asteroseismic data were compromised by instrumental noise, and hence may be open to question. Rather than speculate about causes, it seems best in this instance to wait for further observations.
Conclusions
The original motivation for this paper was to assess the accuracy of the ρ * method for estimating radii of the host stars of transiting extrasolar planets. Since the reliability of the method is almost entirely dependent upon the reliability of stellar evolution models, this question can also be framed in terms of the ability of such models (in the present case, the Yonsei-Yale models) to represent the true mass-radius-luminosity dependencies of real stars. The short answer to the initial question is yes, without any corrections or adjustments the ρ * method implemented with the YY evolution tracks will yield stellar radii that are accurate within (at worst) about 5%, for a large majority of stars. This accuracy in radius is already good enough to support useful measurements of planetary density from transit measurements by Kepler and other spaceborne photometry missions (Seager et al. 2007) , although the corresponding 15% uncertainty in mass may be problematic. However, if one confines attention to the asteroseismic sample of single, slowly-rotating stars (Table 2) , the accuracy of ρ * -based radius estimates appears considerably better, perhaps as good as 2% RMS. At this level, the accuracy of radius estimates is limited by probable systematic errors not only in the evolution models, but to a similar degree by errors in estimates of stellar T eff and [Z] . Improving this situation will require further work to obtain accurate spectroscopic estimates of these quantities and to understand the correlated errors between them, especially for spectra with lines that are significantly broadened by stellar rotation.
Although the ρ * method (with YY models) works well on average, it shows mass-dependent systematic errors of several percent when applied to components of eclipsing binary systems. The sense of these errors is that observed EB component radii and masses are larger than those predicted by the YY models; these differences are largest for low-mass stars. A plausible reading of the data (but one that is not compelled by statistics) is that the radius differences are zero for stars with more than about 1.4 solar masses, corresponding to the mass at which surface convection zones shrink to a negligible fraction of the stellar radius. For many years, it has been noted that rapidly-rotating, magnetically-active stars may have radii that are up to 10% larger than their masses and luminosities would imply (Hoxie 1973; Lacy 1977; Popper 1997) . These claims are based for the most part on results for unequalmass EB components, for which it proves impossible to fit masses, radii, and luminosities if the components are assumed to be coeval and to have the same composition. Examples of such stars include CV Boo B (Torres et al. 2009 ) and V1061 Cyg B (Torres et al. 2006) . Theory (Chabrier et al. 2007) suggests that the radius expansion results from blockage of the convective energy flux by strong magnetic fields in the stellar convection zones. The mass dependence of EB radius discrepancies seen in Fig. 1 is thus likely to be the population-averaged expression of the same physical process.
It is possible that the stellar models calculated by Baraffe (Chabrier & Baraffe 1997) fit the observed properties of cool, low-mass stars better than the YY models do. These models are intended to treat such stars, using non-gray atmospheres and smaller mixing-length parameters that act to reduce the efficiency of energy transport in the outer stellar layers. It would be worthwhile (but is outside the scope of this paper) to perform a detailed comparison of the TAG masses and radii with those inferred using the ρ * method and the Baraffe models.
Stars with asteroseismic estimates of ρ * do not show the radius discrepancies found in the TAG sample. This sample of stars are all magnetically inactive, slow rotators. The good agreement between their observed radii and those predicted by the YY models argues in favor of magnetic activity having a visible influence on the radii of low-mass stars. The number of asteroseismically-measured stars is, however, as yet too small to allow a firm conclusion that these stars are drawn from a different population than the eclipsing binaries. Future work will surely improve this situation, especially insofar as spaceborne photometry allows asteroseismic measurements on rapidly-rotating stars, which are difficult to measure with Doppler methods. This 2-column preprint was prepared with the AAS L A T E X macros v5.2. 
