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GRADED POLYNOMIAL IDENTITIES AND CENTRAL
POLYNOMIALS OF MATRICES OVER AN INFINITE
INTEGRAL DOMAIN
LUI´S FELIPE GONC¸ALVES FONSECA
Abstract. Let K be an infinite integral domain and Mn(K) be the algebra
of all n× n matrices over K. This paper aims for the following goals:
• Find a basis for the graded identities for elementary grading in Mn(K)
when the neutral component and diagonal coincide;
• Describe the Zp-graded central polynomials of Mp(K) when p is a prime
number;
• Describe the Z-graded central polynomials of Mn(K).
1. Introduction
Polynomial Identity theory (PI) is an important branch of the Ring Theory.
The first crucial developments in PI-theory were Kaplansky’s Theorem [14] about
primitive PI-algebras and the Amitsur-Levitsky Theorem [1], published in 1948 and
1950, respectively. The latter theorem is important for describing the polynomial
identities of matrices.
Let K be a field and Mn(K) be the algebra of all n × n matrices over K. PI-
theory is used to obtain a basis for polynomial identities of Mn(K). Razmyslov
[21] discovered a nine-polynomial basis for the identities of M2(K) when K is a
field of characteristic zero. Some years later, Drensky [11] found a minimal poly-
nomial basis: comprising the Hall identity and the standard polynomial of degree
4. Koshlukov [18] found a basis (consisting of four identities) for the identities of
M2(K) when K is an infinite field of charK = p > 2.
Despite these advances, the identities of M2(K) when K is an infinite field of
characteristic 2 or an infinite integral domain remain unresolved.
Let K be a field of characteristic zero. In 1950 Specht [24] conjectured that every
system of identities in associative algebra has a finite basis. Specht’s conjecture was
unsolved until the late 1980s when Kemer demonstrated its truth using the theory
of Z2-graded algebras.
Another important problem is describing the graded polynomial identities of
Mn(K). The Z2-graded polynomial identities of M2(K) were described by Di Vin-
cenzo [10], while Vasilovsky [25] described the Zn-graded polynomial identities of
Mn(K). A year earlier, the same author had described the Z-graded identities of
Mn(K) [26]. Vasilovsky’s results were extended by Bahturin and Drensky [4], who
found the basis of the graded identities for the elementary gradings onMn(K) when
the neutral component and diagonal of Mn(K) coincide. Azevedo [2],[3] and Silva
[23] extended the Vasilovsky’s and Bahturin-Drensky’s results, respectively to an
infinite field.
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Kaplansky [15] posed a list of open problems in Ring Theory. Among these was
the question does a non-trivial contral polynomial exist for Mn(K) when n ≥ 3?
This question was answered by Formanek [13], and independently by Razmyslov
[22].
Describing the central polynomials of Mn(K) is a crucial task in PI-theory.
When K is a field of characteristic zero, a set of generators may be found for
the central polynomials of M2(K) [19]. Koshlukov and Colombo [9] described the
central polynomials of M2(K), when K is an infinite field of characteristic p > 2.
The first attempts at describing graded polynomials of Mn(K) were made by
Branda˜o Ju´nior [8]. Assuming an infinite ground field K, he described the Zn-
graded central polynomials of Mn(K) when charK ∤ n, as well as, the Zp-graded
central polynomials of Mp(K) (where charK = p > 2) and the Z-graded central
polynomials of Mn(K).
Few reports of graded identities of Mn(K) exist in the literature, when K is an
infinite integral domain. Branda˜o Ju´nior, Koshlukov and Krasilnikov [7] detailed
a basis for the Z2-graded identities of M2(K). They also described a basis for the
Z2-graded central polynomials of M2(K).
In this paper, we combine the methods of [2], [3], [4], [8], [12], [23], [25] and [26].
This paper aims for the following goals:
• Find a basis for the graded identities for elementary grading in Mn(K)
when the neutral component and diagonal coincide;
• Describe the Zp-graded central polynomials of Mp(K) when p is a prime
number;
• Describe the Z-graded central polynomials of Mn(K).
In these three situations, K is an infinite integral domain.
2. Preliminaries
Let K be a fixed unital associative and commutative ring . We assume that all
modules are left-modules overK and all (unital associative) algebras are considered
overK. We assume that all ideals are bilateral ideals. The set {1, · · · , n} is denoted
by n̂. Moreover, G denotes an arbitrary group and N = {0, 1, 2, · · · , n, · · · } is the
set of natural numbers. Here, Sn denotes the group of permutations on n̂. Hn
denotes the subgroup of Sn generated by (12 · · ·n).
Let X be a countable set of variables and K〈X〉 be the free associative ring
freely generated by X . Let A be an algebra over K and let Z(A) be the cen-
ter of A. A polynomial f(x1, · · · , xn) ∈ K〈X〉 is called an ordinary polynomial
identity (respectively an ordinary central polynomial) for A if f(a1, · · · , an) = 0
for all a1, · · · , an ∈ A (respectively f(0, · · · , 0) = 0 and f(a1, · · · , an) ∈ Z(A)).
The algebra A is a PI-algebra if there exists f ∈ K〈X〉 satisfying the following
conditions:
: f is an ordinary polynomial identity for A;
: Some coefficient in the highest-degree homogeneous component of f equals
to 1.
The set of ordinary polynomial identities (respectively ordinary central polyno-
mials) of A is an ideal (respectively submodule) of K〈X〉 that is invariant under
all endomorphisms of K〈X〉. The ideals (respectively submodules) of K〈X〉 that
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are invariant under all endomorphisms of K〈X〉 are called T -ideals (respectively
T -spaces).
Clearly, the intersection of a family of T -ideals (respectively T -spaces) of K〈X〉
is also a T -ideal (respectively a T -space). Let S be a non-empty set of K〈X〉. The
T -ideal (respectively T -space) generated by S, denoted 〈S〉T (respectively 〈S〉
T ), is
the intersection of all T -ideals (respectively T -spaces) containing S.
An algebra A over K is G-graded when there exist K-submodules {Ag}g∈G ⊂ A
such that:
A =
⊕
g∈GAg (1);
AgAh ⊂ Agh for all g, h ∈ G (2).
Each submodule Ag is called the homogeneous component of G-degree g and
its non-zero elements are homogeneous elements of G-degree g. Moreover, if a is
a homogeneous element, its G-degree is denoted by α(a). We denote the identity
element of G by e. The support of A, with respect to the grading {Ag}g∈G, is the
following subset of G:
SuppG(A) := {g ∈ G|Ag 6= {0}}.
Let {Xg|g ∈ G} be a family of disjoint countable sets indexed by G and let
X =
⋃
g∈GXg. K〈X〉g is the K-submodule of K〈X〉 spanned by m = xj1 · · ·xjk
such that α(m) = g. The decomposition K〈X〉 =
⊕
g∈GK〈X〉g is a G-grading,
whereby K〈X〉 is the G-graded free associative ring freely generated by X . A
monomial is a variable or a product of variables in X .
Let m = xi1 · · ·xil be a monomial of K〈X〉. We denote by h(m) the l-tuple
(α(xi1 ), · · · , α(xil )).
An endomorphism φ ofK〈X〉 is calledG-graded endomorphism when φ(K〈X〉g) ⊂
K〈X〉g ∀ g ∈ G. When a graded ideal (respectively a graded submodule) I ⊂ K〈X〉
is invariant under all G-graded endomorphisms of K〈X〉 is called a TG-ideal (re-
spectively a TG-space). A graded polynomial f(x1, · · · , xn) ∈ K〈X〉 is a G-
graded polynomial identity for A (respectively a G-graded central polynomial for
A) if f(a1, · · · , an) = 0 for all ai ∈ Aα(xi), i = 1, · · · , n (f(0, · · · , 0) = 0 and
f(a1, · · · , an) ∈ Z(A) for all ai ∈ Aα(xi), i = 1, · · · , n).
The set of all G-graded identities of A (respectively all G-graded central polyno-
mials of A) is denoted by TG(A) (respectively CG(A)). Clealy, TG(A) (respectively
CG(A)) is a TG-ideal (respectively a TG-space and a subalgebra) and the intersec-
tion of a family of TG-ideals (respectively TG-spaces) of K〈X〉 is also a TG-ideal
(respectively a TG-space). The TG-ideal (respectively TG-space) generated by a non-
empty set S of K〈X〉 is defined as in the ordinary case. The TG-ideal (respectively
a TG-space) generated by S is denoted by 〈S〉TG (respectively 〈S〉
TG). A graded
polynomial f is said to be a consequence of S ⊂ K〈X〉 if f ∈ 〈S〉TG (or equivalently,
that f follows from S). A set S ⊂ K〈X〉 is called a basis for the graded identities
(respectively the graded central polynomials) of A if TG(A) = 〈S〉TG (respectively
CG(A) = 〈S〉
TG).
The matrix unit eij ∈ Mn(K) contains 1 as the only a non-zero value in the
i-th row and j-th column. Given an n-tuple g = (g1, · · · , gn) ∈ G
n, a G-grading
is determined in Mn(K) by stipulating that eij is homogeneous of G-degree g
−1
i gj.
These gradings are elementary and we say that Mn(K) possesses an elementary
grading induced by g. We equipped Mn(K) with an elementary grading induced
by an n-tuple of distinct elements from G. The set {g1, · · · , gn} is denoted by Gn.
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Below we provided two important examples of elementary gradings on Mn(K)
whose neutral component and diagonal coincide:
: Zn-canonical grading (or Zn-grading): when G = Zn and the n-tuple g is
(1, 2, · · · , n− 1, n);
: Z-canonical grading (or Z-grading): when G = Z and the n-tuple g is
(1, 2, · · · , n− 1, n).
3. Silva’s Generic Model
Generic models have an important role in PI (see for instance [5], [6] and [20]).
In this section, we recall Silva’s Generic Model, as described in [23]. Let G be an
arbitrary group and let g = (g1, · · · , gn) ∈ G
n be an n-tuple of distinct elements
from G. We consider the algebra Mn(K) to be equipped with the elementary
grading induced by g. For each h ∈ G, let Yh = {y
k
h,i|1 ≤ k ≤ n; i ≥ 1} be a
countable set of commuting variables and let Y =
⋃
h∈G Yh. Let Ω = K[Y ] denote
the polynomial ring with commuting variables in Y . Let Mn(Ω) be the algebra
of all n × n matrices over Ω. This algebra may be equipped with the elementary
grading induced by g as Mn(K). Let Gn denote the set {g1, · · · , gn}.
Definition 3.1. Let h be an element of G. Let Lh denote, the set of all indices
k ∈ n̂ such that gkh ∈ Gn. Let s
k
h denote the index determined by gskh := gkh.
Let h = (h1, · · · , hm) ∈ G
m. Lh defines (the set of indices associated with the
m-tuple (h1, · · · , hm)) the subset of m̂ such that its elements satisfy the following
property:
gkh1 · · ·hi ∈ Gn ∀ i ∈ m̂.
We define a sequence (sk1 , · · · , s
k
m+1)(the sequence associated with h is deter-
mined by k) inductively by setting:
: 1)sk1 = k;
: 2)skl : gskl = gkh1 · · ·hl−1 ∀ l ∈ {2, · · · ,m+ 1}
A generic matrix of G-degree h is a homogeneous element ofMn(Ω) the following
type:
Ahi =
∑
k∈Lh
ykh,iek,skh .
The G-graded subalgebra of Mn(Ω) generated by the generic matrices is called the
algebra of the generic matrices which we denote by R. Notice that SuppG(R) =
SuppG(Mn(K)).
The next lemma is an important computational result. Its proof is the immediate
consequence of a multiplication table of matrix units.
Lemma 3.2. ([23], Lemma 3.5) If L is the set of indices associated with the q-
tuple (h1, · · · , hq) in G
q and sk = (s
k
1 , · · · , s
k
q+1) denotes the corresponding sequence
determined by k ∈ L ,then
Ah1i1 · · ·A
hq
iq
=
∑
k∈L wkesk1 ,skq+1
which wk = y
sk1
h1,i1
y
sk2
h2,i2
· · · y
skq
hq,iq
.
Definition 3.3. Let f(x1, · · · , xn) be a polynomial of K〈X〉 and let A1 ∈ Rα(x1), · · · ,
An ∈ Rα(xn). f(A1, · · · , An) denotes the result of replacing for the corresponding
elements of R.
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The next lemma is the same in ([23], Lemma 4.5).
Lemma 3.4. Let M(x1, · · · , xq) and N(x1, · · · , xq) be two monomials of K〈X〉
that start with the same variable. Let m(x1, · · · , xq), n(x1, · · · , xq) be two mono-
mials obtained from M and N respectively by deleting the first variable. If there
exist matrices A1, · · · , Aq, such that M(A1, · · · , Aq) and N(A1, · · · , Aq) have, in
the same position, the same non-zero entry ,then the matrices m(A1, · · · , Aq) and
n(A1, · · · , Aq) also have, in the same position, the same non-zero entry.
Proof. It is the immediate consequence of Lemma 3.2. 
Remark 3.5. ([23], Corollary 3.7) Notice that if m1 and m2 are two monomials
such that h(m1) = h(m2), then m1 ∈ TG(R) if and only if m2 ∈ TG(R).
Remark 3.6. Let m be a monomial. Notice that m ∈ TG(R) if and only if m ∈
TG(Mn(K)).
The next lemmas three lemmas can be proved by elementary algebraic methods.
Lemma 3.7. Let f ∈ TG(R). Then all multi-homogeneous components of f are
elements of TG(R).
Lemma 3.8. Let f ∈ CG(R). Then all multi-homogeneous components of f are
elements of CG(R).
Lemma 3.9. Let m(x1, · · · , xq) = xi1 · · ·xir and n(x1, · · · , xq) be two monomials
such that the matrices n(A1, · · · , Aq) and m(A1, · · · , Aq) have, at some position,
the same non-zero entry. Then m− n is a multi-homogeneous polynomial.
Observe that TG(R) ⊂ TG(Mn(K)). The proof of the next lemma is similar to
that proof in ([2],Lemma 3).
Lemma 3.10. Let K be an infinite integral domain.Then TG(Mn(K)) = TG(R).
Corollary 3.11. Let K be an infinite integral domain.Then CG(Mn(K)) = CG(R).
4. Some graded identities of R and Type 1-monomials
In this section, we present some graded identities for elementary grading in R
when the neutral component and diagonal coincide. Notice that R is equipped with
the elementary grading induced by an n-tuple of pairwise elements from G if and
only if Re and diagonal coincide.
The next lemma was proved by Bahturin and Drensky in ([4], Lemma 4.1) for
full algebra of n by n matrices over a field of characteristic zero.
Lemma 4.1. The following graded polynomials are G-graded polynomial identities
for R:
• x1x2 − x2x1 when α(x1) = α(x2) = e (1);
• x1x2x3 − x3x2x1 when α(x1) = α(x3) = (α(x2))
−1 6= e (2);
• x1 when Rα(x1) = {0} (3).
Proof. It follows from Lemma 3.2 and the proof of Lemma 4.1 in [4]. 
Definition 4.2. Let J be the TG-ideal generated by (1), (2) and (3). Let J1 be the
TG-ideal generated by (1) and (2) only.
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Definition 4.3. Let m = xi1 · · ·xiq be a G-graded monomial. An element n ∈
K〈X〉 is called a subword of m when there exist j ∈ {0, · · · , q} and l ∈ N, where
j + l ≤ q, such that:
n = xij · · ·xij+l .
Likewise, the monomial n is termed a proper subword of m when n is a subword of
m, n 6= m and n 6= 1.
Definition 4.4. Let m = xi1 · · ·xil be a G-graded monomial. This monomial is
called a Type 1-monomial when the G-degree of all its non-empty subwords are
elements of SuppG(R).
([4]) shows an example of G-graded Type 1-monomial identities of Mn(K) (see
Example 4.7,[4]).
In this paper, the following lemma is useful.
Lemma 4.5. Let m be a multilinear Type 1-monomial. Let m be the polynomial
obtained from m by deleting the variables of G-degree e by one. Then m ∈ TG(R)
if and only if m ∈ TG(R).
The proof of the following lemma is left as an exercise.
Lemma 4.6. Let m ∈ TG(R) be a monomial. If m is not a Type 1-monomial
identity, then m follows from (3).
5. Type 1-monomial identities of R
This section describes the monomial Type 1-identities for elementary grading
in R when the neutral component and diagonal coincide. The number s denotes
|SuppG(R)| and λ denotes the number [s+ 1][(s+ 1)(
∑s
i=1(s− 1)
i) + 1].
Definition 5.1. Let m = xi1 · · ·xiq . Let k, l be two positive integers such that
1 ≤ k ≤ l ≤ q. We define the monomial m[k,l] obtained from m by deleting the
k − 1 first variables and the q − l last variables.
Definition 5.2. Let S denote the set of all sequences with elements in SuppG(R)
whose length is less than s+ 1. Let A = {(g1, . . . , gm) ∈ S|g1. . . . .gm = e}.
Remark 5.3. Notice that |S| =
∑s
i=1 s
i.
Definition 5.4. A monomial m = xi1 · · ·xil is called a Type 2-monomial when
there exist a ∈ N−{0}, p1, p2 ∈ l̂ such that 1 ≤ p1 < p1 + a < p2 < p2 + a ≤ l and:
: α(xip1 · · ·xip1+a) = α(xip1+a+1 · · ·xip2−1) = α(xip2 · · ·xip2+a) = e;
: h(xip1 · · ·xip1+a) = h(xip2 · · ·xip2+a).
Definition 5.5. Let m = xi1 · · ·xil be a monomial. It is called a Type 3-monomial
when it does not have a proper subword of G-degree e. Otherwise, it is called a Type
4-monomial.
Corollary 5.6. Let m = xi1 · · ·xil be a Type 1-monomial without variables of
G-degree e. If l > s, then m is a Type 4- monomial.
Proof. Let β(t) = α(m[1,t]) be a function with domain l̂ and codomain SuppG(R).
For the hypothesis, l > s. Consequently, according to the Pigeonhole Principle,
there exists 1 ≤ t1 < t2 ≤ l such that β(t1) = β(t2). Note that t1 + 1 < t2 because
m does not have variable of G-degree e. So, m[t1+1,t2] satisfies the thesis statement
of the corollary. 
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Lemma 5.7. Let S be a multiset formed by elements of ̂(
∑s
i=1(s− 1)
i). If |S| ≥
(s+1)(
∑s
i=1(s−1)
i)+1, then there exists i ∈ ̂(
∑s
i=1(s− 1)
i) such that this positive
integer repeats, at least, s+ 2 times in S.
Proof. It is the immediate consequence of the Pigeonhole Principle. 
Lemma 5.8. Let m = x1 · · ·xr be a multilinear Type 1-monomial without variables
of G-degree e. If the ordinary degree of m is greater than or equal to λ, then it is
a Type 2-monomial.
Proof. Let m be a multilinear Type 1-monomial of K〈X〉 without variables of G-
degree e whose ordinary degree is greater than or equal to (s+1)2(
∑s
i=1(s− 1)
i)+
(s+ 1) and a denotes the number (s+ 1)(
∑s
i=1(s− 1)
i) + 1.
Let:
m1 = m
[1,s+1],m2 = m
[s+2,2(s+1)], · · · ,ma = m
[(a−1)(s+1)+1,a.(s+1)].
By Corollary 5.6, for each mi, there is a proper subword of G-degree e and ordinary
degree less than or equal to s.
Let γ : {m1, · · · ,ma} → A be a relation that assigns: (g1, · · · , gn1) ∈ γ(mi) if,
and only if, there exists a subword of mi of ordinary degree n1, mi,1, such that
h(mi,1) = (g1, · · · , gn1). By Lemma 5.7, there exist subwords mi1,1, · · · ,mis+2,1 ∈
{γ(m1), · · · , γ(ma)} of mi1 , · · · ,mis+2(i1 < · · · < is+2) such that h(mi1,1) = · · · =
h(mis+2,1). By Pigeonhole Principle, there exist k, k + l ∈ {1, · · · , s+ 2} such that
the subword of m (mik,ik+l,1), between mik,1 and mik+l,1, with G-degree e.
Therefore, mik,1mik,ik+l,1mik+l,1 is a Type 2- monomial. So, m is Type 2-
monomial as well. 
Definition 5.9. We denote by U the TG-ideal generated by the following identities
of R:
• x1x2 − x2x1 when α(x1) = α(x2) = e (1);
• x1x2x3 − x3x2x1 when α(x1) = α(x3) = (α(x2))
−1 6= e (2);
• x1 when Rα(x1) = {0} (3);
• The multilinear Type 1- monomial identities whose ordinary degrees are less
than or equal to λ (4).
Recall that if m is a monomial, then m ∈ TG(R) if and only if m ∈ TG(Mn(K))
(Remark 3.6). In the next lemma we follow an idea of ([4], Proposition 4.2).
Lemma 5.10. Let m = x1 · · ·xq be (q > λ) a multilinear monomial. If m is a
Type 1- monomial identity for R, then m follows from (4).
Proof. Let m = x1 · · ·xq be a multilinear Type 1-monomial identity for R where
q ≥ λ + 1. We may suppose without any loss of generality that α(xi) 6= e for all
i ∈ q̂ (Lemma 4.5). The proof is made by induction on q. Suppose that q = λ+ 1.
According to Lemma 5.8, m is a Type 2-monomial.
Here, we use the same notation as in Lemma 5.8. If xp1 · · ·xp2+a is a graded
monomial identity for R, then m is a consequence of the monomial identities of type
(4). Thus, we may suppose that xp1 · · ·xp2+a /∈ TG(R). Let m̂ = m
[1,p1−1]m[p1+a+1,q].
If m̂ is a monomial identity for R, then m is a consequence of m̂ that is a Type
1-monomial. Suppose for contradiction that m̂ is not a polynomial identity for R.
We may suppose without loss of generality that p1 + a + 1 < p2 and q ≥ p2 + a+
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1. Therefore, there exist the matrix units el1k1 ∈ Mn(K)α(x1), · · · , elp1−1kp1−1 ∈
Mn(K)α(xp1−1), elp1+a+1kp1+a+1 ∈ Mn(K)α(xp1+a+1), · · · , elqkq ∈ Mn(K)α(xq) such
that (el1k1 · · · elp1−1kp1−1).(elp1+a+1kp1+a+1 . · · · .elqkq ) 6= 0.
Note that kp1−1 = lp1+a+1 = kp2−1 = lp2 = kp2+a. In this form, consider the
following evaluation in m: xi = eliki ∀ i ∈ q̂ − {p1, · · · , p1 + a}, xlp1+jkp1+j =
elp2+jkp2+j ∀ j ∈ {0, 1, · · · , a}.
Thus (el1k1 · · · elp1−1kp1−1).(elp2kp2 · · · elp2+akp2+a).(elp1+a+1kp1+a+1 · · · elqkq ) 6= 0.
This is a contradiction, because m ∈ TG(R). By induction on q, the result
follows. 
Lemma 5.11. If m is a Type 1-monomial identity of R, then m follows from (4).
Proof. It follows from Remark 3.5 and Lemma 5.10. 
6. The main result
The next lemma follows an idea of ([2], Lemma 5), ([3], Lemma 5), ([25], Lemma
4) and ([23], Lemma 4.6).
Lemma 6.1. Let m(x1, · · · , xq) and n(x1, · · · , xq) be two monomials such that the
matrices n(A1, · · · , Aq) and m(A1, · · · , Aq) have in same position the same non-
zero entry. Then:
m(x1, x2, · · · , xq) ≡ n(x1, x2, · · · , xq) mod J1.
Proof. Let m = xi1 · · ·xir . According to Lemma 3.9, m−n is a multi-homogeneous
polynomial. Letm1 and n1 be two multilinear monomials (with the same variables)
such that h(m1) = h(m) and h(n1) = h(n). Note that, it is enough to prove:
m1 ≡ n1 mod J1.
We may suppose that m1 = x1 · · ·xr. Therefore, there exists σ ∈ Sr such that
n1 = xσ(1) · · ·xσ(r). By this hypothesis, there is a position (i, j) ∈ n̂× n̂ such that
e1im1(A1, · · · , Aq)ej1 = e1in1(A1, · · · , Aq)ej1 6= 0.
Suppose that the entry ofm1(A1, · · · , Aq), in the position (i, j) is: y
q1
α(x1),1
· · · yqr
α(xr),r
where q2, · · · , qr ∈ n̂ and q1 = i. Therefore:
eq1sq1α(x1)
· · · eqrsqrα(xr)
= e
qσ(1)s
qσ(1)
α(xσ(1))
· · · e
qσ(r)s
qσ(r)
α(xσ(r))
= eij .
In this form, there exist matrix units ei1j1 ∈Mn(K)α(x1), · · · , eirjr ∈Mn(K)α(xr)
having the following property:
ei1j1 · · · eirjr = eiσ(1)jσ(1) · · · eiσ(r)jσ(r) 6= 0.
So, i1 = iσ(1), jr = jσ(r) and α(m1) = α(n1) = g
−1
i gj .
In the following steps, we will be use an induction on r. If r = 1, the proof is
obvious.
: Step 1: Suppose that σ(1) = 1. In this case, the monomials m1 and n1
start with the same variable. Let m2 and n2 be two monomials obtained
from m1 and n1 respectively by deleting the first variable. By Lemma
3.4, m2(A1, · · · , Aq) and n2(A1, · · · , Aq) have, in the same position, the
same non-zero entry. Hence, by induction hypothesis, m2 ≡ n2 modulo J .
Consequently, m1 ≡ n1 modulo J1 as required.
MATRICES OVER AN INFINITE INTEGRAL DOMAIN 9
: Step 2: Suppose that σ(1) > 1. Let t be the least positive integer such that
σ−1(t + 1) < σ−1(1) ≤ σ−1(t). We define: k1 := σ
−1(t + 1), k2 := σ
−1(1)
and k3 = σ
−1(t). Note that: σ(k1) = t+ 1, σ(k2) = 1, σ(k3) = t, iσ(c+1) =
jσ(c) and ic+1 = jc for all c ∈ r̂ − 1. It is clear that:
n1 = xσ(1) · · ·xσ(r) = n
[1,k1−1]
1 n
[k1,k2−1]
1 n
[k2,k3]
1 n
[k3+1,r]
1 .
Likewise:
α(n
[1,k1−1]
1 ) = g
−1
iσ(1)
gjσ(k1−1) = g
−1
i1
giσ(k1) = g
−1
i1
git+1 ;
α(n
[k1,k2−1]
1 ) = g
−1
iσ(k1)
gjσ(k2−1) = g
−1
it+1
giσ(k2) = g
−1
it+1
gi1 ;
α(n
[k2,k3]
1 ) = g
−1
iσ(k2)
gjσ(k3) = g
−1
i1
gjt = g
−1
i1
git+1 .
Thus, by the identities (1) and (2), it is possible to conclude that:
n1 ≡ n
[k2,k3]
1 n
[k1,k2−1]
1 n
[1,k1−1]
1 n
[k3+1,r]
1 mod J1.
Conclusion: n1 is a congruent monomial that starts with the same variable
ofm1. Repeating the arguments of the first case, we conclude thatm1 ≡ n1
modulo J1.

Lemma 6.2. Let G be a finite group of order n. Then R does not satisfy a G-graded
monomial identity.
Proof. According to Remarks 3.5 and 3.6, it is sufficient to prove that Mn(K) does
not satisfy a multilinear monomial identity x1. . . . .xl.
It is clear that SuppG(Mn(K)) = G. So, it is enough to prove that Mn(K)
does not satisfy a Type-1 multilinear monomial identity. If l = 1, the proof is
obvious. The proof is made by induction on l. According to the hypothesis of
induction, there exist matrix units ei2j2 ∈ (Mn(K))α(x2), · · · , eiljl ∈ (Mn(K))α(xl)
such that ei2j2 · · · eiljl = ei2jl . Notice that there exists gk ∈ {g1, . . . , gn} such that
g−1k gi2 = α(x1). So, eki2 · · · eiljl 6= 0. The proof of Lemma 6.2 is complete. 
Lemma 6.3. If R does not satisfy a monomial identity, then TG(R) = J1.
Proof. Suppose for contradiction there exists f(x1, · · · , xt) =
∑l
i=1 λimi ∈ TG(R)−
J1, where for all i ∈ l̂: λi ∈ K − {0}, mi is a monomial. According to Lemma 3.7,
we may suppose that f is a multi-homogeneous polynomial. Moreover, it can be
supposed that l is the least positive integer with the following set:
B = {q ∈ N|
∑q
i=1 γini(x1, · · · , xt) ∈ TG(R)− J1; γi ∈ K − {0} for all i ∈ q̂}.
It is clear that mi(A1, · · · , At) 6= 0, for i = 1, · · · , l, because R does not satisfy
a monomial identity. Furthermore, there exists k ∈ {2, · · · , l} such that:
m1(A1, · · · , At) and mk(A1, · · · , At)
have, in the same position the same non-zero entry. Thus by Lemma 6.1, it follows
that m1 ≡ mk modulo J1. Consequently, h = f +λk(m1−mk) ∈ TG(R)− J1. The
contraction, in addition the number of non-zero summands in h is less than l. 
Corollary 6.4. Let K be an infinite integral domain. The Zn-graded polynomial
identities of Mn(K) follow from:
• x1x2 − x2x1 when α(x1) = α(x2) = 0 (1);
• x1x2x3 − x3x2x1 when α(x1) = α(x3) = −(α(x2)) 6= 0 (2).
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Proof. It follows from Lemmas 6.2 and 6.3. 
Following word for word the work of Vasilovsky in [26] (see Lemma 1, Lemma 3
and Corollary 4), we have the following lemma:
Lemma 6.5. Let K be an infinite integral domain andm = x1 · · ·xl be a multilinear
Type 1-monomial. Then m /∈ TZ(Mn(K)).
Corollary 6.6. Let K be an infinite integral domain and m be a Type 1-monomial.
Then m /∈ TZ(Mn(K)).
Following word for word the proof of Lemma 6.3, we have the following lemma:
Lemma 6.7. If R does not satisfy a Type 1-monomial identity, then TG(R) = J .
Corollary 6.8. Let K be an infinite integral domain. The Z-graded polynomial
identities of Mn(K) follow from:
• x1x2 − x2x1 when α(x1) = α(x2) = 0 (1);
• x1x2x3 − x3x2x1 when α(x1) = α(x3) = −(α(x2)) 6= 0 (2);
• x1 when |α(x1)| ≥ n (3).
Proof. It follows from Corollary 6.6 and Lemma 6.7. 
Now, we present the main result of this paper.
Theorem 6.9. Let G be an arbitrary group. Then TG(R) = U . If K is an infinite
integral domain, then TG(Mn(K)) = U .
Proof. According to Lemmas 4.6 and 5.11, if m is a monomial identity of R, then
m is consequence of (3) or (4). Thus, it is sufficient to imitate the proof of Lemma
6.3 and replace J1 with U , early in the proof. 
7. Matrix-units graded identities of Mn(K) over an infinite integral
domain
The algebra Mn(K) has a natural grading by MUn, the semigroup of matrix
units of class n.
Definition 7.1. Let MUn = {(i, j) ∈ n̂× n̂} ∪ {0} denote the semigroup of matrix
units of class n whose multiplication is defined as follows:
: 0.(i, j) = (i, j).0 = 0;
: (i, j)(k, l) = (i, l) when j = k;
: (i, j)(k, l) = 0 when j 6= k.
Let x0 and xij , yij , zij denote the free variables whose MUn-degree are 0 and
(i, j), respectively. The following theorem addresses this issue:
Theorem 7.2. ([4], Theorem 4.9) Let K be a field of characteristic zero. Then,
the MUn-graded identities of Mn(K) follow from:
xiiyii − yiixii when i ∈ n̂ (5);
xijyjizij − zijyjixij when 1 ≤ i, j ≤ n i 6= j (6);
x0 (7).
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Here, we extend this result for infinite integral domains. Let JMUn be the TMUn -
ideal generated by (5), (6) and (7).
Let h ∈ MUn − {0}. Let Wh = {w
(1)
h , · · · , w
(n)
h , · · · } denote a countable set
of commuting variables. Let W =
⋃
h∈MUn−{0}
Wh and let Ω1 = K[W ] be the
polynomial ring in commuting variables of the set W .
Definition 7.3. A generic matrix of Mn(Ω1) of MUn-degree (i, j) is a homoge-
neous element of the following type:
A
(k)
(i,j) := w
(k)
(i,j)eij where 1 ≤ i, j ≤ n and k ∈ {1, 2, · · · }.
The MUn-graded subalgebra generated by the generic matrices of Mn(Ω1) is called
the algebra of generic matrices which we denote by R1.
Notice that if m is a MUn-graded monomial identity of R, then m follows from
(7). The main steps of the proof of Lemmas 6.1 and 6.3 hold also for this grading
and we obtain the following result.
Theorem 7.4. The MUn-graded identities of R1 follow from:
• xiiyjj − yjjxii when i ∈ n̂ (5);
• xijyjizij − zijyjixij when 1 ≤ i, j ≤ n, i 6= j (6);
• x0 (7).
If K is an infinite integral domain, then TMUn(Mn(K)) = JMUn .
In the rest of this paper we will only consider matrices over an infinite integral
domain.
8. Zp-graded central polynomial of Mp(K)
Now, we describe the Zp-graded central polynomials ofMp(K) when p is a prime
number.
Let pi : Z → Zn denote the canonical projection and let j ∈ Zn. The following
convention will be described in this section:
yjh,i := y
k
h,i when k = pi
−1(j) ∩ n̂.
Definition 8.1. ([8], Preliminaries) A sequence (γ1, · · · , γn) of elements of Zn is
called a complete sequence when the following conditions are satisfied:
: γ1 + · · ·+ γn = 0;
: {γ1, γ1 + γ2, · · · , γ1 + · · ·+ γn} = Zn.
The next lemma is the immediate consequence of the complete sequence defini-
tion.
Lemma 8.2. A sequence (γ1, · · · , γn) of elements of Zn is a complete sequence of
Zn if and only if there exist matrix units ei1j1 ∈ Mn(K)γ1 , · · · , einjn ∈ Mn(K)γn
such that il+1 = jl for all (l + 1) ∈ n̂. Moreover, n̂ = {i1, · · · , in} and i1 = jn.
Following word for word the proof of Branda˜o Ju´nior in [8] (see Lemma 1 and
Proposition 1), we have the following lemma:
Lemma 8.3. The Zn-graded multilinear polynomial:∑
σ∈Hn
xσ(1) · · ·xσ(n),
where (α(x1), · · · , α(xn)) is a complete sequence of Zn, is a Zn-graded central
polynomial of Mn(K). Furthermore, it is not a Zn-graded polynomial identity of
Mn(K).
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Lemma 8.4. Let m = xi1 · · ·xiq be a monomial such that α(m) = 0 and α(xij ) =
hij for all j ∈ q̂. Let y
ski1
hi1 ,i1
· · · y
skiq
hiq ,iq
be an entry of Ai1 . · · · .Aiq . If there exists
a subsequence (skiv1
, · · · , skivn ) of (s
k
i1
, · · · , skiq ) such that {s
k
iv1
, · · · , skivn } = n̂ and
skiv1
= ski1 , then there exist monomials m1, · · · ,mn such that (α(m1), · · · , α(mn))
is a complete sequence of Zn and m = m1m2 · · ·mn.
Proof. If n = 1, the proof is obvious. From now on, n > 1. First, we assume that
m is a multilinear monomial.
In fact, there are matrix units ej1l1 ∈Mn(K)α(x1), · · · , ejqlq ∈Mn(K)α(xq) such
that ej1l1 · · · ejqlq = ej1lq , where jt = s
k
it
for all t ∈ q̂. Likewise, j1 = lq because
m ∈ K〈X〉0. We may suppose without any loss of generality that jt = s
k
ivt
for
t = 2, · · · , n.
Let: mi = xi, i = 1, · · · , n− 1; mn = xn · · ·xq.
Notice that ej1l1ej2l2 · · · ejnlq = ej1lq . So {j1, · · · , jn} = n̂, lt = jt+1 for all
t ∈ n̂− 1 and j1 = lq. Consequently, by Lemma 8.2, it follows that m1, · · · ,mn
satisfy the thesis of this lemma.
Now, we assume thatm is an arbitrary monomial. We would choose a multilinear
monomial m such that h(m) = h(m). There exist monomials m1, · · · ,mn such
that (α(m1), · · · , α(mn)) is a complete sequence of Zn and m = m1m2 · · ·mn.
Thus, there must exist monomials m1, · · · ,mn such that m = m1. · · · .mn and
h(m1) = h(m1), · · · , h(mn) = h(mn). The proof is complete. 
The proof of the following lemma is left as an exercise.
Lemma 8.5. Let A = {a1, · · · , al}  Zp be a set. Then:
{a1 + i, . . . , al + i} 6= {a1 + j, . . . , al + j}
for any i, j ∈ Zp distinct.
The next lemma is well known.
Lemma 8.6. Let z1, z2 ∈ K〈X〉1. Then the monomials z
2
1 and z
2
1z
2
2 are Z2-graded
central monomials of M2(K).
Lemma 8.7. Let p > 2. Let x1, x2 be variables such that α(x1) = α(x2) 6= 0. Then
(x1x2)
p ≡ xp2x
p
1 mod TZp(Mp(K)).
Proof. Let A1 ∈ Rα(x1) and A2 ∈ Rα(x2) be two generic matrices. By Lemma 3.2,
it is obvious that all positions in the diagonal of (A1A2)
p (respectively Ap2A
p
1)
have non-zero entries. According to Lemma 6.1, it is sufficient to prove that
e11(A1A2)
p = e11(A
p
2A
p
1).
In fact,
e11(A1A2)
p = e11(
∑p
i=1 y
i
α(x1),1
y
i+α(x1)
α(x1),2
e
ipi−1(i+2α(x1))∩p̂
)p =
(
∏p
i=1(y
i
α(x1),1
y
i+α(x1)
α(x1),2
)e11) = (
∏p
i=1 y
i+α(x1)
α(x1),2
)(
∏p
i=1 y
i
α(x1),1
)e11 =
(
∏p
i=1 y
i
α(x1),2
)(
∏p
i=1 y
i
α(x1),1
)e11 = (A2)
pe11(A1)
pe11 = A
p
2A
p
1e11.
So, (x1x2)
p ≡ xp2x
p
1 mod TZp(Mp(K)) as required. 
Lemma 8.8. ([8], Lemma 8) Let p > 2 and let l ∈ p̂− 1. Let m = xp1 · · ·x
p
l be a
Zp-graded monomial such that α(xi) 6= α(xj) for i 6= j. Then m ∈ CZp(Mp(K)).
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Proof. First, we assume that l = 1.
According to Lemma 3.2
(A
α(x1)
1 )
p =
∑p
i=1 y
i
α(x1),1
y
i+α(x1)
α(x1),1
. . . y
i+(p−1)α(x1)
α(x1),1
eii.
So yi
α(x1),1
y
i+α(x1)
α(x1),1
. . . y
i+(p−1)α(x1)
α(x1),1
= yj
α(x1),1
y
j+α(x1)
α(x1),1
. . . y
j+(p−1)α(x1)
α(x1),1
for all i, j ∈ p̂
because 〈α(x1)〉 = Zp. Consequently x
p
1 ∈ CZp(Mp(K)). Bearing in mind that
CZp(Mp(K)) is a subalgebra, the result follows. 
Definition 8.9. Let V1 denote the TZp-graded space generated by the monomials
reported in the hypothesis of Lemma 8.6 or the monomials that satisfy the hypothesis
of Lemma 8.8.
The proofs of the two following lemmas (Lemmas 8.10 and 8.11) are left as an
exercise.
Lemma 8.10. Let z1, · · · , zn ∈ K〈X〉1. Let m = z
2.k1
1 · · · z
2.kn
n , where k1, · · · , kn ∈
N−{0}. Then there exists m1 ∈ 〈V1〉TZ2 such that m−m1 ≡ 0 modulo TZ2(M2(K)).
Lemma 8.11. Let p > 2 and let x1, · · · , xn ∈ K〈X〉i, i 6= 0. Let m = x
p.k1
1 · · ·x
p.kn
n
be a monomial, where k1, · · · , kn ∈ N − {0}. Then there exists m1 ∈ 〈V1〉
TZp such
that m−m1 ≡ 0 modulo TZp(Mp(K)).
Lemma 8.12. Let m = xi1 · · ·xir ∈ CZp(Mp(K)). Then there exists m1 ∈ 〈V1〉
TZp
such that m−m1 ≡ 0 modulo TZp(Mp(K)).
Proof. Notice that m /∈ TZp(Mp(K)). Moreover, at least one variable of m has
Zp-degree different than 0.
By hypothesis, m is a Zp-graded central monomial of Mp(K). Consequently,
using the Lemma 3.2, it follows that:
yi
α(xi1),i1
y
i+α(xi1)
α(xi2),i2
· · · y
i+α(xi1+···xir−1)
α(xir ),ir
= yj
α(xi1),i1
y
j+α(xi1 )
α(xi2),i2
· · · y
j+α(xi1+···xir−1 )
α(xir ),ir
for any i, j ∈ p̂.
Let xl1 , · · · , xlq be all the different variables of the monomial m. ki denotes the
ordinary degree of m with respect to variable xli . Note that, for each i ∈ q̂, ki is a
multiple of p.
Case 1: α(xli ) 6= 0 for all i ∈ q̂. Let x
k1
l1
· · ·x
kq
lq
be a monomial and let Al1 ∈
Rα(xl1), · · · , Alq ∈ Rα(xlq ) be generic matrices. Evidently, the matrices A
k1
l1
· · ·A
kq
lq
and m(Al1 , · · · , Alq ) have in position (1, 1), the same non-zero entry. Therefore, by
Lemma 6.1, m ≡ xk1l1 · · ·x
kq
lq
mod J1. Applying Lemma 8.10 or Lemma 8.11, we
are done.
Case 2: there exists i ∈ q̂ such that α(xli ) = 0. Suppose that all variables of G-
degree 0 are {xl1 , · · · , xls}. Choose m1 = (xls+1x
kl1
l1
· · ·xksls )
px
ks+1−p
ls+1
x
ks+2
ls+2
· · ·x
klq
lq
.
Evidently, m1(Al1 , · · · , Alq ) and m(Ai1 , · · · , Air ) have in position (1, 1) the same
non-zero entry. Applying the ideas of previous case, the result follows. 
Lemma 8.13. Let m = xi1 · · ·xiq ∈ K〈X〉0−(CZp(Mp(K)))∩(K〈X〉0). All entries
in the diagonal of Ai1 . · · · .Aiq are non-zero and pairwise distinct.
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Proof. (Sketches) According to Lemma 3.2, all entries in the diagonal are non-zero.
If p = 2, the analysis is obvious.
Henceforth, suppose that p > 2. By hypothesis, xi1 · · ·xiq ∈ K〈X〉0−CZp(Mp(K))∩
K〈X〉0. Thus, the following condition is satisfied: there exist j1 < · · · < jl ∈ q̂,
where xij1 = · · · = xijl and xit 6= xij1 for all t ∈ q̂ − {j1, . . . , jl} such that:
y
k1+α(xi1 )+···+α(xij1−1
)
α(xij1
),ij1
· · · y
k1+α(xi1)+···+α(xijl−1
)
α(xijl
),ijl
6=
y
k2+α(xi1)+···+α(xij1−1
)
α(xij1
),ij1
· · · y
k2+α(xi1 )+···+α(xijl−1
)
α(xijl
),ijl
.
By Lemma 8.5 and some calculations, we may conclude that:
y
q1+α(xi1 )+···+α(xij1−1
)
α(xi1),i1
· · · y
q1+α(xi1 )+···+α(xijl−1
)
α(xijl
),ijl
6=
y
q2+α(xi1 )+···+α(xij1−1
)
α(xi1),i1
· · · y
q2+α(xi1 )+···+α(xijl−1
)
α(xijl
),ijl
for all q1 6= q2 ∈ Zp.
The proof is complete. 
In what follows, we use substantially the proof of Theorem 6 used by Branda˜o
Ju´nior [8].
Theorem 8.14. The Zp-graded central polynomials of Mp(K) follow from:
z1(x1x2 − x2x1)z2 when α(x1) = α(x2) = 0 (8);
z1(x1x2x3 − x3x2x1)z2 when α(x1) = −α(x2) = α(x3) 6= 0 (9);
The monomials cited in the definition 8.9 (10);∑
σ∈Hp
xσ(1) · · ·xσ(p), where (α(x1), · · · , α(xp)) is a complete sequence of Zp (11).
The monomials z1, z2 ∈
⋃
g∈Zp
Xg.
Proof. Let W be the TZp-space generated by (8), (9), (10) and (11). We prove that
CZp(Mp(K)) ⊂W . Let f(x1, · · · , xq) =
∑l
i=1 λimi ∈ CZp(Mp(K))− TZp(Mp(K)).
By Lemma 3.8 and Corollary 3.11, we may assume that f is a multi-homogeneous
polynomial. We may suppose that α(m1) = · · · = α(ml) = 0, mi −mj is not an
element of TZp(Mp(K)) and each mi /∈ CZp(Mp(K)) (Lemma 8.12).
Let A1 ∈ Rα(x1), · · · , Aq ∈ Rα(xq) be generic matrices. So f(A1, · · · , Aq) =
diag(F1, · · · , Fp), where F1 = · · · = Fp 6= 0. By Lemma 8.13, for each j ∈ p̂,
all positions in the diagonal of the matrix mj(A1, · · · , Aq) have non-zero entries.
Furthermore, these entries are pairwise distinct.
Reordering the indices, if necessary, there exist 1 ≤ i1 < · · · < ip ≤ l such that
λi1 = · · · = λip 6= 0 and e11mi1(A1, · · · , Aq)e11 = e1l2mil2 (A1, · · · , Aq)el21 for all
l2 ∈ p̂ − {1}. Assume that mi1 = xj1 · · ·xjs and the entry in position (1, 1) of
mi1(A1, · · · , Aq) is y
a1
α(xj1),j1
· · · yas
α(xjs ),js
. Notice that the multi-set {a1, · · · , as}
contains p̂.
According to Lemma 8.4, there are monomials r1, · · · , rp such thatmi1 = r1 · · · rp
where (α(r1), · · · , α(rp)) is a complete sequence of Zp. For each j ∈ p̂, there is a
unique permutation σ ∈ Hp such that the matrices:
mij (A1, · · · , Aq) and rσ(1) · · · rσ(p)(A1, · · · , Aq)
have, in the position (1, 1), the same non-zero entry. By Lemma 6.1:
mij ≡ rσ(1) · · · rσ(p) mod TZp(Mp(K)).
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According to Lemma 8.3, it is clear that:
g(x1, · · · , xr) = λi1(
∑
σ∈Hp
rσ(1) · · · rσ(p)) ∈W .
Then, f − g ≡ f − λi1 (mi1 +mi2 + · · ·+mip) modulo TZp(Mp(K)). If l− p = 0,
it follows that f ∈ W . If l− p ≥ p or 1 ≤ l− p ≤ p− 1, the same argument can be
repeated. From an inductive argument on l, the result follows. 
9. Z-graded central polynomials of Mn(K)
In this section, we use the same technique as in previous section to detail a script
of the proof. The first Lemma is similar to Lemma 8.13.
Lemma 9.1. Let xi1 . · · · .xim ∈ K〈X〉0.
If A
α(xi1 )
i1
. · · · .A
α(xim )
im
is a non-zero matrix, then all non-zero entries of that
matrix are pairwise distinct.
Proof. (Sketches) If only one position in Ai1 . · · · .Aim has a non-zero entry, the proof
is obvious. Suppose that there exist, at least, two positions (k1, k1), (k2, k2) ∈ n̂× n̂
such that:
e1k1(Ai1 · · ·Aim)ek11, e1k2(Ai1 · · ·Aim)ek21 6= 0.
Our aim is to prove that:
e1k1(Ai1 · · ·Aim)ek11 6= e1k2(Ai1 · · ·Aim)ek21.
Suppose by contradiction that:
e1k1(Ai1 · · ·Aim)ek11 = e1k2(Ai1 · · ·Aim)ek21.
By contradiction, the result follows. 
The main steps of the proof of the Lemmas 8.3, Lemma 8.4 and Theorem 8.14
hold also for this grading and we obtain the following result.
Theorem 9.2. Let K be an infinite integral domain. Then the Z-graded central
polynomials of Mn(K) follow from:
z1(x1x2 − x2x1)z2 when α(x1) = α(x2) = 0 (12);
z1(x1x2x3 − x3x2x1)z2 when α(x1) = −α(x2) = α(x3) 6= 0 (13);
z1x1z2 when |α(x1)| ≥ n (14);∑
σ∈Hn
xσ(1) · · ·xσ(n), where (α(x1), · · · , α(xn)) is a complete sequence of Zn and
|α(xi)| < n (15).
The monomials z1, z2 ∈
⋃
i∈ZXi.
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