Abstract: Necessary and su cient conditions for the weak consistency of the sample median of independent, but not identically distributed random variables are given and discussed.
Consistency of the Sample Median
For each n = 1; 2; : : : , suppose that X n1 ; X n2 ; : : :; X nn are independent random variables with distribution functions F n1 ; F n2 ; : : : ; F nn . Let F n denote the empirical distribution function of the X ni 's: The problem is: give necessary and su cient conditions for weak consistency of the sample median F ?1 n ( 1 2 ): under what conditions on the F ni 's does it hold that (1.1) The su ciency part of the problem, due to its obvious importance in statistics, has been studied by several authors, mainly for the i.i.d. case, the case when F ni are equal to F for all i = 1; 2; : : : ; n and all n 1: either for the median alone, starting perhaps from Kolmogorov (1931) , or in the more general framework of M-estimation, as in Huber (1981) . In the general, \non i.i.d." case, the problem has been studied by Sen (1968 Sen ( , 1970 . However, it seems that so far no su cient and necessary conditions for (1.1) have been established. In this context, a comparison with the older brother of the median in the realm of location estimaton | the sample mean | comes to mind: here the research on laws of large numbers have been crowned by theorems giving necessary and su cient conditions, for the i.i.d. as well as \non i.i.d." cases; see, for instance, Petrov (1995) .
Needless to say, consistency of the sample median also has many statistical applications in the case of nonidentical distributions. For instance, the sample median is a natural estimator in alignment problems for rank tests based on signs; the invariance properties of these suggest their use in nonhomogeneous situations. It was the alignment problem of the runs tests of randomness under a heteroscedasticity hypothesis which brought the rst author to the problem; see Dufour, Hallin, and Mizera (1995) . In this context, the present results can help to raise a kind of standard, outlining the possible scope of the approach: when can the alignment approach be used, and when does it break down or fail?
Necessary and Su cient Conditions
It turns out that in the special case when all F ni 's have common median 1=2 | that is, when F ?1 ni ( 1 2 ) = 1=2 for i = 1; 2; : : : ; n; n = 1; 2; : : : ; (2.1) the problem has a neat solution. For xed " > 0, de ne a n (") E h F n (F ) ? "):
Note that b n (") 1=2 a n (").
Theorem 1. Suppose that X n1 ; X n2 ; : : :; X nn are independent random variables with distribution functions F n1 ; F n2 ; : : : ; F nn , all with a common median 1=2 . A necessary and su cient condition for weak consistency of the sample median is that p n ? a n (") ? holds for all " > 0.
Proof. We give two proofs in Section 4: a \direct proof," and a second proof via Theorem 3 which shows that the statement is a consequence of the more general Theorem 2. The condition (2.2) of Theorem 1 remains su cient in general without assuming the equality of medians condition (2.1), and in fact the condition (2.2) is also necessary under a mild nondegeneracy hypothesis: see Theorem 3 below. Furthermore, this basic result carries over in an obvious way to a general tth quantile; see Section 4.
Although Theorem 1 can provide a satisfactory answer in many practical cases | as illustrated in Examples 8 and 9, the general problem is of interest too | in parallel to the classical laws of large numbers: for example, in the case of the weak law of large numbers, Feller (1971) , pages 235 and 565 gives conditions (now known as the \weak?L 1 condition") under which there exist constants n such that the sequence fX n g of sample means satis es X n ? n ! 0 in probability. Thus, we would like to consider the problem of consistency without assuming (2.1).
Such a problem, however, is a more delicate one. The di culty may lie in the fact that under the \non i.i.d." case, condition (2.1) fails for an arbitrary sequence of deterministic | and hence independent | random variables (such a sequence would be forced to be constant in the i.i.d. case). Nevertheless, it turns out that the \purely deterministic" situation enjoys the same level of tractability as the \purely stochastic" one. It is the borderline \not deterministic, not stochastic" behavior which causes problems.
For xed " > 0, de ne c n (") and d n (") to be nonnegative numbers such that c 2 n (") )) b < 1 for all i = 1; 2; : : : ; n; (2.9) then (2.8) holds and the condition (2.2) is equivalent to the condition (2.4). Proof. The proof is for a n (") and c n ("); for b n (") and d n (") it is analogous. Note again that if lim inf a n (") > 1=2, both (2.2) and (2.4) hold; hence in proving the equivalence we can also restrict to the case when a n (") ! 1=2 ) + ")) = a(1 ? a n (")) ! (1=2) ; see e.g. Huber (1981 ), page 54, or Ser ing (1980 , page 75. This also follows from the representation of the empirical quantile function fF ?1 n (t) : 0 < t < 1; n 1g = d fF ?1 (G ?1 n (t)) : 0 < t < 1; n 1g where G ?1 n (t) is the quantile function of i.i.d. uniform(0; 1) random variables; see Shorack and Wellner (1986) , pages 4, 5, and 637.
In the i.i.d. case, if F does not have a unique median, then the sample median sequence still converges to the interval of all possible median points of F (the distance between the sample median and the set of median points of F n goes to 0). Adopting this broader viewpoint, we can say that in the i.i.d. case the sample median is always weakly consistent. In the same vein, extensions of the present results covering the case of nonunique population median of the sequence of distributions F n could be considered.
Here are some examples illustrating various possibilities in the general case. We use the symbol x for the point probability concentrated in x. For simplicity, we consider in Examples 1{5 only odd n = 2k + 1 (in the even case we could put X ni = 0 almost surely for all i, if desired). This is purely deterministic case. The di erence between F ?1 n (1=2) and F ?1 n (1=2) is identically 0, the condition (2.2) does not hold, but the condition (2.4) holds trivially.
In the deterministic case, including Example 1, the condition (2.4) is always satis ed, since c n (") = d n (") = 0.
Example 2. Replace X n;k+1 in Example 1 by a random variable uniformly distributed in ?1; 1]. Now we have for positive " < 1 p nc n (") = This is less than K " for small ", so Theorem 2 yields inconsistency | as can also be checked directly.
Example 3. Replace X n;k+1 in Example 1 by a random variable uniformly distributed in ?1=n; 1=n]. Then (2.4) holds, and the median is consistent by Theorem 2. Note that p nc n (") and p nd n (") converge to 0, but (2.7)
fails. (Actually, c n (") and d n (") are zero for large n, and the condition (2.4) holds trivially again. A more sophisticated variation of this example could be produced by letting X n;k+1 shrink to 0 in a more \smooth" way; for instance, setting its distribution to N(0; 1=n).) The results of Theorem 2 reveal some general facts about the possible behavior in the \independent, but not identically distributed" paradigm. Theorem 2 suggests distinguishing three principal situations:
1. Stochastic: the variance of n times the empirical distribution function F n at the points r n F ?1 n (1=2) " is unbounded. This corresponds to the situation of (2.5) and partially also (2.6). In these cases, generally speaking, the problem of consistency can be decided in terms of \macro parameters" | the mean and variance of the empirical distribution function. Typical representative: the i.i.d. case.
2. Quasideterministic: the variance of nF n (r n ) degenerates to zero | in our setting (2.7). Typical representative: the purely deterministic case.
Here consistency again can be, basically, decided in the terms of mean and variance of the empirical distribution function.
3. \Chaotic" or \pseudostochastic": the remaining one. The behavior is erratic and unpredictable; in fact, as shown by Examples 4 and 5, the problem of consistency is undecidable in the terms of the mean and variance of the empirical distribution function. for i = n ? k + 1; n ? k + 2; : : :; n:
For " > 1, we have a n (") = b n (") = c n (") = d n (") = 0. For " 2 (0; 1), a n (") = k+2 n = n (1=2) with probability 1 for all n, and the sample median is consistent.
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Example 5. Let : : : ; n: Computing the quantities for this example, we discover they are the same as in Example 4: a n (") = b n (") = c n (") = d n (") = 0 for " > 1 and those of (3.2) and (3.3) for " 2 (0; 1). Theorem 2 is again inconclusive; but the median is inconsistent! To see this, just note that k + 1 n=2 and
The last two examples of this kind show why the oddity of restricting to odd sequences appears: it comes from the well-known drawback of the sample median, which for even n admits a possible interval of median points | points where F n is equal to 1=2. The possible existence of more than one median point is also the reason for adopting the convention 0=0: is serves to rule out median points which do not move towards the median, as de ned in Section 1.
Example 6. Let X n1 ; X n2 ; : : : ; X nn be the rst n terms of a sequence formed by setting, with probability 1, X 1 = ?1, X 2 = 1, X 3 = ?1, X 4 = 1, : : : . The sample median is equal to ?1 for all n and it is consistent. Example 7. The same as Example 6, but now let, X 1 = 1, X 2 = ?1, X 3 = 1, X 4 = ?1, : : : . The sample median is equal to 1 for all odd n an to ?1 for all even n, and it is inconsistent. Note that for even n, we have in both examples the same a n ("), b n ("), c n (") and d n (") for all " > 0.
Here are two examples illustrating the condition of Theorem 1.
Example 8. Suppose that F 0 is a xed strictly increasing, absolutely continuous distribution function with median 0 and continuous density f 0 with f 0 (0) > 0. Suppose that F ni (x) = F 0 (c ni x) for 1 i n and n 1 for nonnegative constants fc ni g. Note that (2.1) holds with 1=2 = 0. Let G n be the \empirical distribution" of the c ni 's at stage n: G n (t) = n ?1 P n i=1 1 c ni t] . 10
where the limit is strictly increasing, so the condition of Theorem 1 holds. On the other hand, if G n ! d 0 , the distribution with all its mass at 0, the condition for Theorem 1 can hold or fail depending on the rate at which the sequence of distributions G n degenerates to 0. When p n(G n ? 0 ) ! in the sense of uniform convergence, then p n(a n (") ?
so that the condition (2.2) fails and consistency fails by Theorem 1.
Example 9. Suppose that F 0 is a distribution function which is \ at at zero"; i.e. F 0 does not have a unique median, and also that p n(F n ?F 0 ) ! uniformly where is nite in a neighborhood of 0. Then for small " > 0 we have p n(a n (") ?
(3.4) and hence the condition (2.2) of Theorem 1 fails. This can happen in particular when F ni = F n for i = 1; : : : ; n where F n is not constant in n, and p n(F n ?F 0 ) ! , behavior which is typical for sequences fF n g \contiguous" to F 0 .
Of course the methods developed here for the median carry over straightforwardly to an arbitrary xed tth quantile. Suppose, for instance, that 0 < t < 1 and F ?1 ni (t) = t for all 1 i n and n 1. Then The necessity parts of these proofs are based on majorization arguments. To make these more transparent, we introduce partial sum functions, also called Lorenz functions | for this and more background on majorization, see Marshall and Olkin (1979) . A function from 0; n] to 0; n] is called piecewise linear if it is continuous and linear on every interval k ? 1; k], k = 1; 2; : : : ; n. We also say that P is a piecewise linear function with turning points (k 1 ; x 1 ), (k 2 ; x 2 ), : : : , (k m ; x m ), if it is continuous, P(k 1 ) = x 1 , P(k 2 ) = x 2 , : : :, P(k m ) = x m and linear on 0; n] r fk 1 ; k 2 ; : : :; k m g. The left endpoint (n; P(n)), and for aesthetic reasons also the right endpoint (0; 0), are always mentioned among the turning points when the function is speci ed. Given a sequence 0 q 1 q 2 q n , its partial sum function S q is a piecewise linear function from 0; n] to 0; n] such that
In other terms: S q is a piecewise linear function with turning points (0; 0), (1; q 1 ), (2; q 1 +q 2 ), : : : , (n; P n i=1 q i ). Clearly, S q is nondecreasing and convex. Conversely, any nondecreasing convex piecewise linear function S from 0; n] to 0; n] is a partial sum function for some sequence 0 q 1 q 2 q n . Such a sequence is majorized by a sequence 0 q 1 q 2 q n , if and only if Sq(n) = S q (n) and Sq(x) S q (x) (4.1)
for all x 2 0; n]. That is,
q nj for all i=1,2, : : : ,n, with equality for n. (An equivalent and more usual denition of majorization involves the n?vectors p and q arranged in descending order and the family of reverse inequalities. See Marshall and Olkin (1979) page 9 for this and also for more background on majorization.) For brevity, we say also that S q is majorized by Sq, if (4.1) holds; that is, the graph of Sq does not exceed that of S q and they have common endpoints. We use Gleser's (1975) 
A direct proof of Theorem 1. Although Theorem 1 is a consequence of Theorem 2 as already noted, we also give a direct proof in order to demonstrate some of the majorization ideas. Su ciency. We begin by rewriting (1.1). Let " > 0; then The last expressions in (4.2) and (4.3) converge to zero for every " > 0 under (2.2); hence, the proof is complete. Necessity. Fix " > 0. Note that (2.2) holds for a n automatically if lim inf a n > 1=2; hence, we have only to check that for all subsequences a n i 13 of a n (") such that a n i ! 1=2 + , (2.2) holds. For notational convenience and without restricting generality, we shall suppose that a n (") ! 1=2 Now, to estimate the last probability from below, we use Lemma 1 | see also Marshall and Olkin (1979) . Let q ni 1=2 for i = 1; 2; : : : ; k n ; 1=2 + n for i = k n + 1 = n ? m n ; and 1 for i = n ? m n + 1; n ? m n + 2; : : : ; n: Set k n , m n = n ? k n ? 1 and 0 n < 1=2 so that
This holds with m n = b2na n (") ? nc and n = (2na n (") ? n ? m n )=2, and yields, in particular, that m n n(2a n (") ? 1); (4.6) and consequently, since a n (") ! 1=2, k n = n ? m n ? 1 n(2 ? 2a n (")) ? 1 ! 1:
(4.7) (Moreover, k n =n = 1 ? 1=n ? m n =n ! 1, so k n n.) Let Hence, by (4.5), (4.8) and (4.9), the sequence F n1 ( 1=2 +"), F n2 ( 1=2 +"), : : :, F nn ( 1=2 + ") is majorized by the vector q n1 ; q n2 ; : : : ; q nn . Since
Bernoulli(F ni ( 1=2 + "));
we have by Lemma 1 that P nF n ( 1=2 + ") where the last inequality is due to (4.6) and (4.7). Hence, p n(2a n (") ? 1) ! 1, yielding (2.2) for a n ("). The proof for b n (") is analogous. To overcome the \defect of 2" in Gleser's inequality given in Lemma 1, which seems to be substantial (see Gleser, 1975 , for details), we need also the following lemma. Proof of the necessary condition of Theorem 2. The proof is for (2.5b), (2.6b) and (2.7b) ; for (2.5a), (2.6a) and (2.7a) it is analogous and symmetric. The hypothesis implies that, for some " and some subsequence, We shall suppose, without restricting generality, that p n1 p n2 p nn . If we succeed to nd a subsequence of probabilities appearing in the last term of (4.11) such that its liminf is bounded away from zero, we succeed to prove the inconsistency of the whole sequence | and hence to prove the statement.
In the sequel, we pass sometimes to a subsequence; however, we keep the same indexing, to avoid tedious notation. We also drop the argument of " for b n and d n .
Suppose rst that there is a subsequence such that p nd n ! 1, satisfying (2.5b). 
by the Liapunov central limit theorem; (x) = (2 ) ?1=2 e ?x 2 =2 is the standard normal density function. Combining this with (4.11) implies that the median is inconsistent in this case. Now, for the case of (2.6b), the heuristic outline of the proof is as follows (Fig. 1 seems to be helpful) . Condition (2.6b) ensures that asymptotically, the entropy of the partial sum function S n of p ni 's is not too small in comparison with the di erence between n=2 and nb n . As a consequence, the possible S n lying too close to the minimum entropy boundary (P at Fig. 1 ) are ruled out. That particularly means that S n starts to be nonzero before crossing the boundary of n=2 | in other words, there are more than n=2 nonzero p ni 's (otherwise, there is no hope for inconsistency). (The sharpness of (2.6b) is illustrated by the piecewise linear function which is zero until n=2 and then linearly ascends to (n; nb n ): it has entropy approximately equal to nb n ). However, having enough positive p ni 's does not mean automatically inconsistency (as shown in Examples 4 and 5). The entropy condition helps again, since it admits only those S n 's which ascend steeply enough, after being equal to zero. Thus, after ruling out the low entropy cases, the majority of the remaining possible S n 's is majorized by a partial sum function such that it is easily seen to yield inconsistency (Q or Q ? at Fig. 1 ). The inconsistency for S n 's then follows via Gleser's inequality. Due to its, already mentioned, \defect of 2", not all of the S n 's could be treated this way: for these, Lemma 3 applies.
To start with details, suppose that there is a subsequence p nd n ! K > 0 satisfying (2.6b). Such a sequence contains only a nite number of d n = 0, so that we can pass to a subsequence containing no d n = 0. We can pass further to a subsequence such that Or, n=2 ? L is integer for odd or even n (note that the possibilities are exclusive), but, there is | respectively for odd or even n | a subsequence of nb n approaching n=2 ? L from below; more precisely, n=2 ? L ? nb n is decreasing and nonzero. Then again (4.13) holds. All these possibilities are denoted as case (a). Note that in this case, we can pass to a subsequence such that n < 1 (n should be large, and odd or even n should be reduced to a subsequence if necessary). Hence lim sup n!1 n 1: (4.14)
In the remaining case, denoted as (b), n=2 ? L is integer for odd or even n, and, respectively for odd or even n, we can pick only (recall that from every convergent sequence, a monotone subsequence can be picked) a subsequence of nb n approaching n=2 ? L from above; that is, n=2 ? L ? nb n is increasing, possibly zero. Then, we reduce, respectively, odd or even n to this subsequence; for those n, we have n 1, hence (4.13) holds, and, since n=2 ? L ? nb n ! 0, we have also (4.14). For remaining n (even or odd, respectively), we have (4.13) and (4.14) due to the same reason as in the case (a) | since n=2 ? L is not integer. Summing up: we can pass to a subsequence such that n > 0 for all n, and such that either (a) n < 1 for all n or (b) n ! 1 + , n < 2 for all n.
Let F n = n ? bbnb n cc, let E n = F n ? 1. LetẼ n = E n in the case (a) (see Fig. 1a ), letẼ n = E n ? 1 in the case (b) (see Fig. 1b ) For n odd, let D n = G n = dn=2e, D n = bn=2c; for n even, letD n = n=2 + 1, D n = n=2 ? 1, G n = n=2. In all cases, let A n = D n ? 3, B n = D n ? 2, C n = D n ? 1. Note that in any case, we have 4 E n ? A n + 1 = F n ? A n L + 6; (4.15) due to (4.14) (see again Fig. 1 ).
Returning to (4.11), we consider the partial sum function S n of p ni 's. Since all p ni 0, we have S n (x) 0 for all x; since all p ni 1, the graph of S n lies above (possibly touching) the line with slope 1, passing through (n; nb n ). Consequently, S n is majorized by the piecewise linear function P with turning points (0; 0), (Ẽ n ; 0), (Ẽ n + 1; nb n ? bnb n c) and (n; nb n ) (see Fig. 1 ). Note thatẼ n + 1 F n . Now, we have again two cases | for the whole current subsequence (n is considered large enough): (i) G n = F n | this happens if L = 0 and n is odd (as in Fig. 1a) ; or (ii) G n 6 = F n (as in Fig. 1b) . In case (i), let Q be the piecewise linear function with turning points (0; 0), (E n ; 0), (F n ; n ) and (n; nb n ) | the partial sum function of the sequence of probabilities q ni = 0 for i = 1; 2; : : : ; A n ; = n F n ? A n for i = B n ; B n + 1; : : : ; E n ; and = 1 for i = F n + 1; F n + 2; : : : ; n:
Note that (4.14) and (4.15) ensure that n =(F n ?A n ) 1. If S n is majorized by Q for in nitely many n, we have by Lemma 1 for all these n,
Bernoulli ( Hence, in the case (ii) there is a ? > 0, independent of n, such that (4.16) holds. Note that due to (4.15) and (4.13), we can choose ? such that n ? ? > ? E n ? A n (4.17) 22 for all n. We have then n ? ? 1 for large n, due to (4.14) | we pass again to a subsequence to have it for all n. This and (4.17) ensures that the piecewise linear function Q ? with turning points (0; 0), (A n ; 0), (E n ; ?), (F n ; n ) and (n; nb n ) is the partial sum function of the sequence of probabilities q ni = 0 for i = 1; 2; : : : ; A n ; = ? E n ? A n for i = B n ; B n + 1; : : : ; E n ; = n ? ? for i = F n ; and = 1 for i = F n + 1; F n + 2; : : : ; n (see Fig. 1b) . Again, if S n is for in nitely many n majorized by Q ? , we have by Lemma 1 for all these n, the last inequalities due to (4.13), (4.14), and (4.17). Note that in both cases (i) and (ii), Gleser's inequality was applicable since 1 2 n + 3 1 2 n + 3 ? L dnb n e + 2:
Hence, we obtained inconsistency, if, for in nitely many n, S n is majorized by Q, in the case (i), or by Q ? , in the case (ii).
Thus, it remains only to show what happens if S n is only for nitely many n majorized by Q ? (or Q). Then for in nitely many n, the graph of Q ? (or Q) exceeds that of S n . We pass to the corresponding subsequence; the case (ii) is treated rst. Note that in this case we have not only (4.15), but also 4 E n ? A n : (4.18) We have S n (B n ) < Q ? (B n ) or S n (C n ) < Q ? (C n ) or S n (D n ) < Q ? (D n ). Since S n (G n ) ? (recall (4.16 ?; (4.23) for the same reason (see Fig. 1b ). Hence, 1 4
? p n;Gn p n;Gn+1 p nn : (4.24)
In the case (i), we proceed in an entirely similar way: as in (4.19){(4.23), with Q instead of Q ? , F n instead of E n , instead of ?, and using (4.15) instead of (4.18). In both cases we arrive to (4.24); then, Lemma 3 concludes that lim inf with instead of ? in the case (i). Thus, we have obtained inconsistency | and nished the proof for (2.6b). Finally, suppose that there is a subsequence of odd integers satisfying (2.7b). If it contains an in nite number of n such that b n = 1=2, we have for all these n that sample median equals F ?1 n ( 1 2 ) ? " | for n odd, multiple median points are not possible. This yields inconsistency. Thus, suppose there is only a nite number of n such that b n = 0; pass to a subsequence such that all b n < 1=2. In such a subsequence cannot be d n = 0 for in nitely many n, since this would result in an subsequence containing 1 in nitely many times | contradicting (2.7b). Hence, we can pass to a subsequence containing only nonzero d n .
The rest of the proof proceeds along the same lines as that for (2.6b). Note that in this case we have K = M = L = 0, henceD n = F n : thus, the case (b) cannot occur, since n is odd. Since G n =D n for n odd, we have only the case (i). And then, either S n is not exceeded by Q in nitely many times, then Lemma 1 applies, or it is in nitely many times exceeded by Q at A n or B n , but not exceeded at G n , the case covered by Lemma 3.
