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ABSTRACT
This dissertation is to investigate economic questions, especially questions about labor market,
using methodology built upon modern economic theory and empirical study. The topics that I study
in this dissertation include human capital, inequality, labor supply, and life-cycle wage growth. All
models throughout the dissertation are variants of life-cycle human capital models that are based
on the work by Ben-Porath. Ben-Porath human capital model is the canonical model in the labor
market literature to explain life-cycle wage growth and human capital investment.
The dissertation presents and analyzes the key properties of the benchmark Ben-Porath model.
It can be shown that the benchmark model can replicate the hump-shaped life-cycle income profile
reasonably well but it fails to account for the fact that income inequality increases over the life-
cycle in real life. To address this issue, I propose two possible extensions to the benchmark model
that can solve the problem. The first way is to introduce ability heterogeneity among individuals
and the second one is to introduce shocks to the human capital accumulation process. The rea-
son why these two extensions can address the failure of the benchmark model will be discussed
in detail. Since Ben-Porath model is the backbone model throughout the dissertation, detailed
exposition of the benchmark model as well as its variants will help to understand the dissertation.
I build a life-cycle risky human capital model to study the sources of lifetime inequality faced
by high school graduates. High school graduates face two career paths when they graduate: to
enter college or to enter the labor market directly. Each path is featured by uncertainty (shocks)
and the paper wants to investigate the relative importance of initial conditions and shocks in ac-
counting for lifetime inequality. I find that differences in initial conditions as of a real-life age of
19 can only account for approximately 40 percent of the variation in realized lifetime earnings and
lifetime utility. If we focus on the individuals who choose the college path, I find that the shocks in
college periods play a more important role in determining the variation of inequality than do initial
conditions and shocks in working periods. This fact indicates that the college investment is very
risky.
ii
I investigate the importance of labor supply in explaining gender differences in life-cycle wage
growth, i.e, what fraction of gender differences in life-cycle wage growth can be attributed to
different labor supply patterns? To answer this question, I build a life-cycle model in which agents
make decisions about consumption, saving, labor supply and human capital investment. I find that
the different labor supply patterns between genders can explain about 66 percent of the gender
differences in life-cycle wage growth. Labor supply affects wage growth through two effects:
experience effect and expectation effect. I find that experience effect can explain about 38 percent
of the wage growth differences between genders at age 55 while expectation effect can explain 22
percent. The results indicate that labor supply plays a more important role in explaining gender
wage differences than the findings in the previous literature and lends support to the importance of
expectation in affecting people’s human capital investment decisions.
iii
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1. INTRODUCTION: BEN-PORATH MODEL AND EXTENSIONS
1.1 Benchmark Ben-Porath Model
I present the mechanism of Ben-Porath model in a discrete time framework. While the orig-
inal paper is based on continuous-time framework and the presentation is more transparent with
continuous time, discrete time model is much easier to compute and interpret.
Suppose that all individuals live for J periods. In each period, each individual has 1 unit of
time which can be divided into two activities, investing in human capital and working. I use i
to denote the time devoted to human capital investment and (1 − i) is the time used for working.
New human capital can be produced if the agent devotes non-zero time (i 6= 0) to human capital
investment. The human capital production function is as follows,
hj+1 = a(hjij)
α + (1− δ)hj. (1.1)
The above human capital production function has two inputs, human capital level in the previ-
ous period (hj) and time (ij). The parameter α measures the degree of diminishing marginal return
of human capital investment. It is smaller than 1 and larger than 0. The parameter δ represents
human capital depreciation rate. The typical empirical estimate for this parameter lies in the range
of 0 and 0.1. The parameter a is a scale parameter. In the later exposition of this chapter as well as
later chapters, parameter a will play a very important role and we interpret a as the ability of each
individual. For now, we can interpret a as a fixed number. The human capital production function
is strictly increasing and concave in time devoted to human capital investment (i).
Following the well-explained reasons in [1], I assume that the labor market is competitive and
each worker bears the cost of human capital investment. That is, if the individual chooses not to
denote any time to human capital investment (i = 0), the amount of output that the individual can
produce would be hj . However, if the worker chooses to spend positive time in human capital
investment, he/she can not produce any output for the time spent in human capital. In other words,
1
individuals will give up current earnings in order to augment their human capital level, which is
beneficial to them in all later periods over the life-cycle. The price of human capital is normalized
to one, by the above argument, we know that the earning for each individual in period j is
hj(1− ij).
The model is a life-cycle model with a total of J periods. We can formulate the problem as an
optimization problem of multiple periods. For ease of exposition, I assume that all individuals are
risk neutral. In this case, the life-cycle utility maximization problem is equivalent to the life-cycle
earnings maximization problem. I assume that all workers discount future earnings with a factor





hj(1− ij) subject to (1.2)
hj+1 = a(hjij)
α + (1− δ)hj (1.3)
0 ≤ i ≤ 1. (1.4)
h1 is given. (1.5)
We can reformulate the above dynamic optimization problem as a dynamic programming prob-
lem using Bellman’s equation. In each period, the single state variable is human capital (hj) and
the single control variable is the time spent in human capital investment (ij). I use Vj to denote the




hj(1− ij) + βVj+1(hj+1) subject to (1.6)
hj+1 = a(hjij)
α + (1− δ)hj (1.7)
0 ≤ ij ≤ 1. (1.8)
2
For the last period, the problem can be simplified to
vJ(hJ) = hJ(1− iJ). (1.9)














The left-hand side of equation (1.10) represents the marginal cost of human capital investment.
If the individual chooses to spend one more unit of time (or ∆, where ∆ is a very small positive
number) in human capital investment, the amount of earnings he/she would earn less equals hj (or
hj · ∆). The right-hand side of equation (1.10) represents the marginal return of human capital




· ∆). The associated increase in the value function because of the increase of human








·∆). The discounted increase in the value
should be multiplied by β, which is exactly the right-hand side of equation (1.10). The first order
condition states that, in the optimal, the marginal cost of human capital investment should equal
the marginal return.
The envelope theorem for the problem is
dVj(hj)
dhj











j + (1− δ)
) (1.11)
The left-hand side of equation (1.11) represents the marginal increase in the value if the current
human capital level (hj) increases by one unit. The right-hand side decomposes the increase into
two parts. The first part is due to the increase in current earnings, which equals (1− ij). Besides,
the increase in human capital level of period j can lead to increase in human capital of period
3
j + 1. The second part measures the magnitude of the increase in discounted value because of the
increase in human capital of period j + 1.
By combing the first order condition (1.10) and envelope theorem (1.11), we can get the fol-







Equation (1.12) states that as individuals age and get closer to the final period, the value of
of human capital decreases. This makes sense since there fewer years for individuals to reap the
benefit of human capital accumulation as they go through the life-cycle.





































j + (1− δ)
)




1−α(aαhα−1j iαj + (1− δ))













= 1 + β(1− δ)dVj+1(hj+1)
dhj+1
Since human capital after period J provides no value to the individual, the derivative dVJ+1(hJ+1)dhJ+1 should be zero.
Therefore, dVJ (hJ )dhJ equals 1 and
dVJ−1(hJ−1)
dhJ−1
equals 1+ β(1− δ). Following this logic, it is trivial to show that (1.12)
holds for any period j.
4
decides to spend ij fraction of time in investing in human capital, so it measures the magnitude
of human capital investment in terms of money. Equation (1.13) shows that the investment should
decrease as individuals get closer to the last period. This result confirms the intuition. Another
special result is that the value of investment, hjij , only depends on β, a, α, and δ. Particularly,
it does not rely on the human capital level of the individual. In other words, for two individuals
that share the same discount factor β, scale parameter a, elasticity parameter α, and human capital
depreciation rate δ but have different initial human capital level, we would expect that they would
have exactly the same forgone income hjij over the whole life-cycle. This property is called Ben-
Porath neutrality. This property holds since we assume that individuals are risk neutral and that
there are no shocks over the life-cycle. Otherwise, this result might break down.
The benchmark Ben-Porath model can explain why individuals experience income growth over
the life-cycle, especially rapid growth over the early stage of the life-cycle pretty well. The mech-
anism is as follows: in the early stage of the life-cycle, individuals devote a large fraction of time
to accumulating human capital. This leads to a lower income in early periods and income will
start increasing rapidly for two reasons. First, individuals will spend less time in human capital
investment. Second, human capital level starts increasing due to human capital investment made
in previous periods. In later stages of the life-cycle, the time spent in human capital investment is
relatively small and this makes little change to the human capital level. We would expect relatively
slow income change in these periods. Besides, in the last very few periods, individuals almost
make no human capital investment. Income would probably fall due to the presence of human
capital depreciation.
To get a better idea of how the model works, I present a version of the model by assigning
specific values to model parameters. In this case, I assume that J = 40, α = 0.8, β = 0.96,
a = 0.07, δ = 0.005 , h1 = 2. Figure 1.1 depicts how the time spent in human capital investment
evolves over the life-cycle. As predicted by the theory, investment time falls as agents approach
retirement. During the last 10 periods, it can be seen that the investment time is almost zero.
Figure 1.2 shows the life-cycle profile of income. The model produces a hump-shaped age-profile
5














Human Capital Investment over the Life-cycle
Figure 1.1: Time spent in human capital investment over the lifecycle: benchmark model
of income, which is consistent with empirical estimates of life-cycle income profile using real-
world data.2 We can see that income increases considerably during the first 15 periods and starts
decreasing during the last 10 periods because of almost zero human capital investment and positive
human capital depreciation.
1.2 The Limitation of the Benchmark Model
In the benchmark Ben-Porath model, it is assumed that different individuals could have dif-
ferent initial human capital but impose that they should be otherwise identical. In other words,
they should have the same discount factor β, scale parameter a, elasticity parameter α, and human
capital depreciation rate δ. In this subsection, I will present empirical evidence that will conflict
with the predictions of the benchmark model and explain why the benchmark model fails in this
regard. In the next subsection, I will show possible extensions of the benchmark model to make
2In later chapters, I will present how to estimate life-cycle income profile using PSID data, the main data I use
throughout the essay.
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Income over the Life-cycle
Figure 1.2: Income over the lifecycle: benchmark model
the model make more realistic predictions.
Equation (1.13), or the Ben-Porath neutrality, makes very strong predictions for the benchmark
model. In particular, it means that individuals with higher human capital will spend less time in
human capital accumulation compared to individuals with lower human capital. Therefore, the
gap of human capital among individuals will shrink over the life-cycle even though there might
exist large human capital differentials at the beginning of the life-cycle. Accordingly, the income
gap among individuals will tend to fall over the life-cycle since income is tightly related to human
capital under the Ben-Porath framework.
As I have already shown, the benchmark model does a good job of replicating the hump-shaped
life-cycle income profile estimated using real-world data. However, due to the reasons mentioned
in the above paragraph, the benchmark Ben-Porath will predict that the income inequality among
individuals will decrease over the life-cycle, which is inconsistent with the empirical estimate. If
we use the variance of log income to measure the dispersion of income, the empirical estimate of
7

























Income Inequality over the Life-cycle
Figure 1.3: Variance of log income over the life-cycle: data
the life-cycle profile of variance of log income shows that income inequality increases over the
life-cycle. Figure 1.3 shows the empirical estimate.
To get a better understanding of why income inequality decreases over the life-cycle, I sim-
ulate the life-cycle behaviors of 50000 individuals by using the parameter values used in the last
subsection.3 To introduce heterogeneity among individuals, I assume that the initial human capital
is uniformly distributed with lower bound 2 and upper bound 4. In other words,
h1 ∼ U(2, 4).
The life-cycle profile of average time spent in human capital and average income are very
similar to figure 1.1 and figure 1.2. What’s new in this case is the life-cycle profile of income
inequality since we introduce heterogeneity among individuals. Figure 1.4 depicts the life-cycle
profile of variance of log income. As can be expected from the theoretical predictions of the
3To be specific, J = 40, α = 0.8, β = 0.96, a = 0.07, δ = 0.005
8






























Income Inequality over the Life-cycle
Figure 1.4: Variance of log income over the life-cycle: benchmark model
benchmark model, the fact that human capital and time spent in human capital investment are
negatively related lead to the drop in income inequality over the life-cycle.
Based on the analysis above, we know that the benchmark Ben-Porath model fails to account
for the data feature that income inequality over the life-cycle decreases. Some might wonder that
if this model property is due to the fact that individuals are risk neutral, therefore we have got very
strong predictions like equation (1.13). It turns out that this is not the case. If we assume that
individuals are risk-averse and they solve lifetime utility maximization problems instead of life-
time earnings maximization problems, the model would still predict a decreasing trend of income
inequality over the life-cycle. Individuals with higher human capital still spend less time inhuman
capital accumulation compared to those with lower human capital.
In the next subsection, I will introduce several ways of extending the current framework in order
to make the predictions of the model more realistic. The first way is to introduce ability differences
among individuals. The second way is to introduce human capital accumulation shocks. Finally,
9
we can combine both ability differentials and human capital shocks to account for the data feature.
The key point, in this case, is how to distinguish the separate role played by each of the two
channels.
1.3 Extensions of the Benchmark Model
1.3.1 Ability Heterogeneity
One way to address the drawbacks of the benchmark model is to introduce ability heterogeneity
among individuals. For example, [2] introduce ability differences to study the relative importance
of initial conditions versus shocks in accounting for lifetime inequality. In previous arguments,
we interpret a as a scale parameter or a fixed number that is common to all individuals. In the
current scenario, a can be interpreted as the ability of each individual. We can think of ability as
the IQ of each individual that displays big dispersion among the population in real life. Besides, we
typically assume that ability (or IQ) is fixed over the life-cycle. IQ cannot be changed but human
capital can be accumulated. As we can see from equation (1.13), human capital investment is an
increasing function of a. Therefore, individuals with higher ability tend to do more human capital
investment and this will lead to higher human capital in later periods. The prerequisite to generate
the increase of income inequality over the life-cycle is that the correlation between ability and
initial human capital is positive. In this case, the initial gap of human capital among individuals will
be enlarged since those with higher human capital (mostly with higher ability) will do more human
capital investment over the life-cycle. Otherwise, with zero correlation or negative correlation
between ability and initial human capital, those with lower initial human capital will eventually
catch up with those with higher initial human capital since they spend more time in human capital
accumulation. That will cause an unrealistic prediction of decreasing income inequality among
individuals over the life-cycle, similarly to the prediction of the benchmark Ben-Porath model.
The argument in the above paragraph explains why the presence of heterogeneity in ability and
positive correlation between ability and initial human capital can lead to an increase in income
inequality. Now, I present numerical solutions of the model and simulate the behaviors of 50000
10






















Income Inequality over the Life-cycle
Figure 1.5: Variance of log income over the life-cycle: model with ability differences, ρ = 0.8
individuals for several specific parameter configurations of the model. For all scenarios, I assume
that J = 40, α = 0.8, β = 0.96, δ = 0.005, h1 ∼ U(2, 6), a ∼ U(0.04, 0.08). I assume that initial
human capital and ability have different Pearson correlation coefficients (ρ) between different sce-
narios.4 I consider four cases: ρ = 0.8; ρ = 0.5; ρ = 0.2, ρ = −0.1. Not surprisingly, shapes of
the life-cycle profile of average income and average time spent in human capital investment look
very similar to what we have got in previous figures. However, income inequality shows hugely
different evolution patterns over the life-cycle. Figure 1.5 to figure 1.8 depict life-cycle profiles of
the variance of log income for the four cases.
It can be seen from figure 1.5 that when the correlation between initial human capital and abil-
ity is as high as 0.8, the income inequality increases over the whole life-cycle. This numerical
version of the model is consistent with what I have argued before. When the correlation is positive
but not that large, as in the case of figure 1.6 where the correlation coefficient is 0.5, the income
inequality actually drops in the early stage of the life-cycle before it starts increasing. The income
4In practice, I use copulas to generate dependency between two uniformly distributed variables.
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Income Inequality over the Life-cycle
Figure 1.6: Variance of log income over the life-cycle: model with ability differences, ρ = 0.5






















Income Inequality over the Life-cycle
Figure 1.7: Variance of log income over the life-cycle: model with ability differences, ρ = 0.2
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Income Inequality over the Life-cycle
Figure 1.8: Variance of log income over the life-cycle: model with ability differences, ρ = -0.2
inequality over the life-cycle displays a U-shape. Figure 1.7 and 1.8 shows that when the correla-
tion coefficient is a very small positive number or even negative, the life-cycle profile of income
inequality displays a decreasing trend, a result that we should expect.
This subsection analyzes one possible extension to the benchmark Ben-Porath model that could
possibly solve the failure of the benchmark model in accounting for one important feature of real-
life data. I have shown, with several numerical simulations, that the presence of heterogeneity in
ability and large enough positive correlation between ability and initial human capital can lead to
an increase in income inequality over the life-cycle.
It is natural to ask whether a positive correlation between initial human capital and ability is
a reasonable assumption in real-world. I have argued that IQ can be considered as the empirical
counterpart of ability in the model. In terms of human capital, we can think of human capital as the
amount of knowledge that each individual has acquired to make him/her productive in the labor
market. The positive correlation between ability and initial human capital makes perfect sense
since we would expect people with higher IQ to acquire more knowledge compared to those with
13
lower IQ. In real life, we also observe that people with higher IQ tend to acquire new knowledge
faster than those with lower IQ. This is also consistent with equation (1.1), which is the law of
motion for human capital.
1.3.2 Human Capital Shocks
Another modification of the benchmark model that could possibly lead to increasing income
inequality over the life-cycle is to add shocks to the human capital accumulation process. In the
benchmark model, there is no uncertainty and human capital evolves from period to period in a
deterministic way. The addition of shocks to the human capital accumulation process can lead to
increasing income inequality because some individuals are lucky and receive positive shocks for
many periods while some might be unlucky and receive negative shocks for a long time. Therefore,
the presence of shocks will increase the dispersion of human capital levels among individuals over
time and this will end up with higher income inequality in later stages of the life-cycle.
It is also straightforward that larger variance of shocks will contribute to steeper increasing
income inequality trend over the life-cycle. The scenario of no shocks is the extreme case that the
variance of shocks is zero. In this scenario, I have shown that the life-cycle profile of variance of
log income actually depicts a decreasing trend. Therefore, as the variance of shocks gets larger, we
would expect that the life-cycle profile of income inequality would rotate counter-clockwise and
start to display an increasing trend at some point.
To better illustrate how the addition of human capital shocks would affect the life-cycle profile
of income inequality, I present numerical simulations of the model with four different parameter
configurations. The parameters that are shared across the four scenarios are as follows: J = 40,
α = 0.8, β = 0.96, a = 0.05, δ = 0.005, h1 ∼ U(2, 4). I assume the following law of motion for




α + (1− δ)hj
)
,
Where s denotes the human capital shock. I assume that shocks follow discrete uniform dis-
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tribution and there are five possible values. The expectation of shocks is assumed to be one in
all four cases. To be specific, I assume the following four different scenarios. Scenario 1: s ∈
{1, 1, 1, 1, 1}; scenario 2: s ∈ {0.96, 0.98, 1, 1.02, 1.04}; scenario 3: s ∈ {0.92, 0.96, 1, 1.04, 1.08}.
scenario 4: s ∈ {0.8, 0.9, 1, 1.1, 1.2}. Scenario 1 actually corresponds to the extreme case that
there is no uncertainty. The variance of shocks become larger from scenario 1 to scenario 4,.
Figure 1.9 to figure 1.12 display the life-cycle profiles of the variance of log income for all four
scenarios. As can be expected from theory, the life-cycle profile of income inequality shows a
decreasing trend in the model configuration with no shocks and the profile starts to rotate counter-
clockwise as the variance of shocks gets bigger.
As argued by Huggett et al. (2011), the wage dynamics generated by the above risky human
capital model is consistent with the estimates of other wage models commonly used in the litera-
ture. For example, the above model can generate high persistence of wage dynamics even though
the shocks are assumed to be independently and identically distributed.
The interpretation of shocks is also important. For example, if individuals take on-the-job
training, a positive shock could be that the quality of the training program is better than expected.
One thing to note is that the shocks apply to both existing human capital and newly acquired
human capital. I have come up with one example that represents a positive shock in this case.
In the 1980s and early 1990s, researchers studying neural network were often laughed by their
peers since neural network was regarded as a dead direction at that time. Accordingly, the earnings
of researchers in that field were not high. With the availability of more powerful computers and
large volumes of data, neutral network has proved to outperform almost all other models and the
researchers in this field have gotten a huge gain in terms of payoff. A negative shock in this case
could be a loss of human capital due to some injuries that harm your health and productivity.
Human capital shocks add another dimension of heterogeneity to the benchmark model be-
cause shocks would lead to different history of luck for different individuals. These different luck
experiences over the life-cycle would contribute to the increasing dispersion of human capital as
well as income. In this spirit, the function of shocks is very similar to the productivity shocks
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extensively used in the incomplete market literature, as [3] and [4]. The literature using the incom-
plete market framework typically assumes infinitely-lived ex-ante identical agents. Agents differ
in the ex-post since they receive different productivity shocks from period to period. These papers
use the combined assumption of incomplete market and productivity shocks to investigate issues
like wealth inequality. In this chapter, I have shown that, in a life-cycle framework, the introduction
of human capital shocks can help to increase the income inequality over the life-cycle.
1.3.3 Ability Heterogeneity v.s. Shocks: Where Is the Separate Line?
In the previous two subsections, I have shown that there are two possible mechanisms to extend
the benchmark Ben-Porath model in order to make more realistic predictions. The first option is
to introduce ability heterogeneity and assume a positive correlation between ability and initial
human capital. The second way is to add shocks to human capital accumulation process. A natural
question to ask is then what’s the separate line of these two types of forces. Specifically, to let
the model’s predictions be more consistent with empirical estimates, we could either assume the
presence of heterogeneity and shut down the possibility of human capital shocks, or assume that
there is no ability heterogeneity and shocks should account for all the increasing trend of income
inequality over the life-cycle. I believe that either way bears its only merits and either mechanism
should play an important role in real life. In other words, we should expect that the correct (in a
relative sense) model should include both ability differences and human capital shocks.
If we build the more complicated version of the model by adding both ability heterogeneity
and human capital shocks, we still need to provide a convincing answer to another question before
we can take the model seriously and use it answer important economic questions. That is, how
to quantify the magnitude of the correlation coefficient between initial human capital and ability
(ρ), and the magnitude of the variance of human capital shocks (σ). Since both larger ρ and σ will
lead to higher income inequality over the life-cycle, it is obvious that we can not distinguish the
magnitude of ρ and σ simply from the life-cycle profile of income inequality. For example, it is
totally possible that the parameter configuration of ρ = 0.6 and σ = 0.6 will produce very similar
life-cycle profile of variance of log income as the case of ρ = 0.8 and σ = 0.4. Without a good
16




















Income Inequality over the Life-cycle
Figure 1.9: Variance of log income over the life-cycle: model without shocks























Income Inequality over the Life-cycle
Figure 1.10: Variance of log income over the life-cycle: model with shocks, s = [0.96, 0.98, 1,
1.02, 1.04]
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Income Inequality over the Life-cycle
Figure 1.11: Variance of log income over the life-cycle: model with shocks, s = [0.92, 0.96, 1,
1.04, 1.08]



























Income Inequality over the Life-cycle
Figure 1.12: Variance of log income over the life-cycle: model with shocks, s = [0.8, 0.9, 1, 1.1,
1.2]
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estimate of the correlation coefficient and variance of shocks, the model can not be used to answer
important empirical questions and can only be of theoretical use.
In later chapters, I will illustrate how to address this problem in detail. Here, I present the
general idea. The strategy was first proposed by [2]. In that paper, they build a life-cycle model to
study the relative importance of initial conditions and shocks in accounting for lifetime inequality.
The idea is that human capital shocks can be estimated using wage data in later stages of the life-
cycle. As predicted by the model, in the last few years of the life-cycle, individuals almost spend
no time in human capital investment. In this case, changes in an agent’s wage solely come from
human capital shocks. The magnitude of the variance of shocks can be estimated if we assume the
distribution of shocks. In the next chapter, I will present in detail how to estimate the variance.
After we get the estimate of the variance, the correlation between initial human capital and
ability will be determined by the residual between the empirical estimates and the predictions
of the model with zero correlation. The procedure that I use is to calibrate the model to let the
model’s predictions match the empirical data moments as good as possible. Again, I will discuss
the calibration strategy in later chapters when I build richer models to answer different empirical
questions.
1.4 Summary
In this chapter, I first present and show relevant properties of the benchmark Ben-Porath model
in section 1.1. It’s shown that the benchmark model can produce the hump-shaped life-cycle profile
of income pretty well. The model also implies that the time spent in human capital investment
decreases as individuals approach retirement. However, the limitation of the benchmark model
comes from the fact that it predicts individuals with higher initial human capital spend less time
in investing in human capital than those with lower initial human capital. Therefore, the model
predicts that income inequality decreases as individuals get older, which is opposite to the empirical
life-cycle profile of income inequality estimated using real-life data. In section 1.3, I show that
there are two ways to modify the benchmark model to address this problem. Subsection 1.3.1
introduces ability heterogeneity among individuals and subsection 1.3.2 presents the addition of
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human capital shocks to the benchmark model.
Ability differences among individuals, coupled with positive correlation between initial human
capital and ability, can make individuals with higher initial human capital (most likely, also those
higher ability) also devote more time to human capital investment. This will cause the dispersion
of human capital to increase over the life-cycle, so is the income inequality.
In essence, the presence of human capital shocks adds another dimension of heterogeneity to
the benchmark Ben-Porath model. In the benchmark model, individuals differ in initial human
capital and this is the only dimension of heterogeneity among individuals. The addition of shocks
will lead to different luck history experienced by individuals, which can interpreted as another
dimension of heterogeneity, at least in the ex-post sense. These different luck history help to
generate increasing income inequality over the life-cycle.
Subsection 1.3.3 put forward an important question that should be taken seriously before we
can use different versions of the Ben-Porath model to address empirical questions. That is we
should find a way to accurately quantify the correlation coefficient between initial human capital
and ability as well as the variance of human capital shocks. The way to tackle this problem is to
estimate the variance of shocks and calibrate the model to determine the correlation coefficient.
We will see detailed presentation in later chapters.
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2. COLLEGE CHOICE AND SOURCES OF LIFETIME INEQUALITY
In this chapter, I investigate the sources of lifetime inequality by enriching the Ben-Porath
framework that I discussed in the last chapter. As as we all know, inequality is very common
phenomenon in real life. Different people have different income, different consumption levels,
different career paths and so on. Among these inequalities, some are due to the differences es-
tablished early in life; for example, people with higher IQ tend to have higher lifetime earnings;
people with better family background might have more chances to succeed. We attribute these
inequalities to initial conditions. Some inequalities come from the differences in luck experienced
in the following periods of life-cycle; two similar persons when they are young might end up with
totally different career paths or two seemingly different people at age of 20 might have similar
lifetime earnings. We attribute these inequalities to luck or shocks. So a natural question to ask
would be: what’s the relative importance of initial conditions versus shocks in accounting for the
dispersion of lifetime inequality?
The choice between a college path and a no-college path is critical for every high school grad-
uate. A college path is featured by two types of shocks, shocks in college periods and shocks in
working periods, while a no-college path is only associated with the latter one. For any career path,
we know lifetime inequality is partially due to different initial conditions and partly due to different
shocks received in the lifetime. So some questions to ask would be: are the relative importance
between initial conditions and shocks different for the two career paths? which part of riskiness,
shocks received in college periods or shocks received in working periods, accounts for more of the
variation in lifetime inequality for those who choose college paths?
It’s critical to provide convincing answers to these questions. First and foremost, the relative
riskiness of the two career paths can be contrasted. A career path in which shocks play a relatively
more important role than initial conditions should indicate that this path is riskier than the other
one. Consequently, the relative importance of policies directed at improving initial conditions (e.g.,
nutrition, education) against those directed at providing insurance for shocks (e.g., unemployment
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insurance ) can be contrasted for the two career paths. Second, by investigating the relative impor-
tance of the two types of shocks for college students, we can know the effectiveness of the policies
that insure students against college failure (e.g., income contingent loans).
To answer this question, I develop a quantitative life-cycle Ben-Porath human capital model
that incorporating college periods and working periods which endogenizes the college and college
dropout decisions. There are three dimensions of heterogeneity among individuals: initial human
capital, ability and wealth. Shocks constitute an important part in the human capital accumulation
process. Initial human capital will determine the income of individuals after they just graduate and
enter the labor market. In the life-cycle income profile, initial human capital controls the intercept.
Higher ability individuals can learn faster and accumulate more human capital over the lifetime,
therefore ability can be viewed as rotating the income profile.
In the model, every individual belongs to one of the three educational groups: high school
graduates, college dropouts and college graduates.1 The model is calibrated to match the dynamics
of income distribution over the life-cycle for each of the three educational groups. I present the
empirical estimates of life-cycle profiles of mean earnings and measures of earnings inequality
(Gini coefficient) for all three educational groups using income data of US males. The familiar
hump-shaped average income profiles are produced and that income inequality increases with age
over most of the working lifetime for all three groups.
As I have discussed in chapter 2, the model can produce hump-shaped average income profiles
because individuals make human capital investment decisions over the whole life-cycle. In the
early stages of the life-cycle, they spend less time in market work and devote more time to human
capital accumulation, therefore the average income is lower. They accumulate more human capital
and spend more time in market work as they age, therefore the average income increases over time.
In the very last few years, income decrease because of human capital depreciation and almost zero
time put into investing in human capital.
1In real world, we know there are individuals that do not belong to any of these three groups. But these individuals
represent a very small fraction of the whole population. I don’t consider the choices of these individuals to make the
model parsimonious.
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The reason why the model can produce increasing income inequality has been investigated in
chapter 2 using relatively simple models and simulations. The two mechanisms that work together
to account for this model feature are ability heterogeneity and human capital shocks. Ability
differences among individuals as well as a positive correlation between initial human capital and
ability will make individuals with higher initial human capital also take more time to accumulate
human capital. Correspondingly, the dispersion of human capital, as well as income inequality,
increases over the life-cycle. Human capital shocks can produce large dispersion of human capital
even though the variance of initial human capital is small.
To identify the magnitude of the variance of shocks individuals receive in working periods, I
follow the strategy that was proposed by [2]. In that paper, they utilized the fact that individuals
almost spend no time in producing new human capital in the last few years of the life-cycle. This
implies that, late in life, changes in income for these individuals are only due to the shocks they
receive. The variance of the shocks can be estimated using the moments of changes in income for
older males. After the variance of the shock is estimated, the joint distribution of initial human
capital and ability can be calibrated to make the model match the life-cycle profiles of average
income and dispersion of income for all three educational groups.
The relative importance of shocks and initial conditions in accounting for variation of lifetime
inequality can be quantified after the calibration of the model. I find that shocks received over
the college periods and shocks received over the working lifetime are more important than initial
conditions as a source of lifetime inequality. In the benchmark calibration, as of age 19, initial
conditions can only explain about 37.5 percent of the variation in lifetime earnings. For no-college
path agents, we can see that initial conditions can account for approximately 40 percent of the
variation in lifetime earnings and lifetime utility. For those who choose to attend college, we can
see that initial conditions can only account for less than 30 percent of the variation in lifetime
earnings and slightly more than 30 percent of the variation in lifetime utility. The shocks in college
periods play a critically important role by the fact that these shocks can explain 41.6 percent of the
variation in lifetime earnings and 38.4 percent of the variation in lifetime utility.
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All previous results should be interpreted carefully. In the paper, the distribution of initial con-
ditions at the age of 19 is taken as exogenously given.2 However, we all know that the distribution
of human capital in a later age is determined by the joint distribution of human capital and ability
in an earlier age, say age 10. Therefore, the results I find that shocks seem to play a more impor-
tant role than initial conditions in accounting for variation of lifetime inequality should only be
interpreted as applying at the age of 19.
Most of the previous previous literature studying lifetime inequality is based on incomplete-
markets model, where each worker’s productivity and labor income evolve exogenously. For exam-
ple, [5] analyze use such a model to investigate lifetime inequality. Similar models have also been
widely used to study economic questions like wealth inequality and taxation.3 [5] finds that slightly
more than half of the variation in lifetime earnings is because of shocks received in the working
periods. In the opposite, [10] builds and estimates a life-cycle career-choice model, which they
find that initial conditions should play a more important role. They find that initial conditions at
the age of 16 should explain about 90 percent of the variance in lifetime utility.
There exist some undesirable features with the incomplete-markets model with exogenous in-
come. In the first place, all of the increase in income inequality over the life-cycle is attributed
to human capital shocks. Therefore, the importance of human capital shocks may be overempha-
sized. In the second place, since income is exogenous in these papers, the model is silent on a lot
of policy issues that may affect inequality through income. To this end, [2] develop a risky human
capital model that features idiosyncratic shocks to human capital. Their finds are that, as of age
23, differences in initial conditions account for more than 60 percent of the variation in lifetime
earnings and lifetime utility. Our paper is closely related to [2], but we model explicitly the career
path decisions faced by high school graduates and the risky college periods. It is important to
include college choice decisions when studying lifetime inequality for two reasons. On one hand,
the college will help to increase human capital or initial conditions in general. On the other hand,
college investment is very risky since the college dropout rate is very high in the US.
2To be precise, I back out the distribution of initial conditions by calibrating the model.
3See [6]; [7]; [8]; [9] and others.
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The chapter is organized as follows. Section 3.3 illustrates the model. Section 3.2 provides
the empirical estimates of life-cycle profiles of average earnings and earnings dispersion as well
as the shock process. Section 2.3 discusses how to set model parameters. Section 3.5 analyzes
the properties of the model. Section 2.5 provides quantitative answers to the research questions.
Section 3.7 concludes.
2.1 Model
Time is discrete and runs from t = 1, 2, ..., T . The economy is populated with agents who live
for J periods. Each period represents one calendar year. All agents enter the model as high school
graduates at real life age 19, which corresponds to model age 1. At model age 1, the agents in
the economy are heterogeneous in three dimensions: innate ability a, initial human capital h1, and
initial financial wealth k1. Let x1 = (h1, k1, a) denote the initial conditions. We assume that the
innate ability does not change over an agent’s lifetime. An agent maximizes the expected lifetime
utility, taken the triple (h1, k1, a) as given.
At model age 1, all agents will decide whether or not to go to college. Agents who choose
to go to college will take the college path; those who choose no-college path will enter the labor
market and start working immediately. Human capital can be accumulated both through college
education and on the job training. In each period, all agents are endowed with one unit of time. In
college periods, we assume that agents devote all their time to human capital accumulation and no
job earnings are acquired. In working periods, the one unit of time can be spent either in working
or in human capital accumulation.
The sources of risk to agents over the life-cycle are different for those who choose different ca-
reer paths. For those who choose no-college path, the only risk comes from idiosyncratic shocks to
their human capital in the working periods. For those who attend college, they receive idiosyncratic
shocks to their human capital both in college periods and in working periods. In the next several
subsections, we consider the two career paths and the individual’s decision-making problems.
25
2.1.1 No-college Path
Individuals who choose to take this path will enter the labor market immediately after high
school graduation at age 1. The maximization problem for the no-college path is stated below:





βj−1(u(cj) + uNC)} subject to (2.1)
cj + kj+1 = kj(1 + rj) + ej − Tj(ej), ∀j and kJ+1 = 0 (2.2)
ej = wjhj(1− nj), if j < JR and ej = 0 otherwise (2.3)
hj+1 = exp(z
w
j )(H(hj, nj, a) + hj) (2.4)
cj ≥ 0, kj ≥ −b, 0 ≤ nj ≤ 1, ∀j (2.5)
We use script NC to denote no-college path. In each period, individuals get utility both from
consumption and from job characteristics associated with no-college path, uNC , which is assumed
to be same to all agents. We can think that uNC contains all the factors that could affect an agent’s
utility besides consumption level, such as leisure, social recognition associated with no-college
path. Equation (2.2) represents the budget constraint in each period. ej denotes earnings in period
j and Tj(ej) represents income taxation. Financial assets pay a real interest rate rj in period
j. Equation (2.3) says that earnings ej , before retirement age JR, equals the product of the unit
price for human capital wj , an agent’s human capital hj and the time fraction that is put into work
(1−nj). Condition (2.5) is about nonnegative constraint on consumption, the exogenous borrowing
constraint on financial wealth, and the constraint on time faction that can be used to accumulate
human capital. Equation (2.4) is the law of motion for human capital: zwj is the shock to human
capital and H(hj, nj, a) is the human capital accumulation technology on the job. Following [11]
we specify it as follows,
H(hj, nj, a) = a(hjnj)
αNC ,
where αNC ∈ (0, 1), is the elasticity of human capital investment on the job for a no-college career
path; it determines the degree of diminishing marginal returns of human capital investment. The
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human capital production depends on an agent’s ability, human capital and the time fraction spent
in human capital investment.
The value function, V NCj (hj, kj, a) gives the maximum present value of lifetime utility at age j
given state variables xj = (hj, kj, a). In recursive form, the objective function (2.1) can be written
as follows,
V NCj (hj, kj, a) = max{cj ,nj}
(
(u(cj) + uNC) + βEjV
NC




The agent can choose a college path as an alternative at age 1 and they will stay in college for
at most fours years. Once they finish the college period, they will get a bachelor’s degree and enter
the labor market. At the beginning of each college period, they can also choose to drop out the
college and join the labor market as a college dropout. Since agents have the option to drop out of
college, I find that it is easier to formulate the maximization problem in recursive form.
First, we consider the value function for the college dropout path. At age 1, nobody can choose
the college dropout path. The dropout path can only be pursued after a college path is chosen. In
other words, only those who choose the college path have the option to drop out. In recursive form,
V CDj (hj, kj, a) = max{cj ,nj}
(
(u(cj) + uCD) + βEjV
CD
j+1 (hj+1, kj+1, a)
)
, j ≥ 2 (2.7)
I use script CD to denote college dropout path. The maximization problem for the college
dropout path is the same as that for the no-college path with the only exception that uCD replaces
uNC to capture the utility associated with job characteristics. So, the agents solve problem (2.7)
subject to constraints (2.2) to (2.5).
Next, we consider the value function for the college path. From the first period in the working
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lifetime onwards, namely period 5 in the model, we have the following recursive formulation,
V Cj (hj, kj, a) = max{cj ,nj}
(




, j ≥ 5 (2.8)
I use script C to denote college path. The agents solve (2.8) subject to constraints (2.2) to
(2.5). Following the idea of [12], we make the assumption that the elasticity for human capital
investment is different for college graduates and high school graduates. For college graduates, we
let the elasticity be αC , which belongs to (0, 1).
Now, we are ready to consider the value function for the college path in the college period.
Again, in recursive form,
V Cj (hj, kj, a) = max{cj ,nj}
(
(u(cj) + uC) + βEjV
EC
j+1 (hj+1, kj+1, a)
)
, 1 ≤ j ≤ 4 (2.9)
V ECj+1 (hj+1, kj+1, a) = max
(
V Cj+1(hj+1, kj+1, a), V
CD
j+1 (hj+1, kj+1, a)
)
(2.10)




C(hj, a) + hj) (2.12)
cj ≥ 0, kj ≥ −b. (2.13)
Equation (2.10) captures the fact that college students have the option to drop out in the college
period. (2.11) is the budget constraint and m is the education cost, which is the same for all agents.
(2.12) is the law of motion for human capital in college period. HC(hj, a) is the human capital
production function in the college, we specify it as, HC(hj, a) = ah
η
j , where η ∈ (0, 1) is the
elasticity parameter. zcj is the idiosyncratic shock to human capital in college periods.
2.1.3 The Agent’s Decisions
At age 1, agents make the decision of whether or not to attend college. A college path is
pursued if and only if
V C1 (h1, k1, a) ≥ V NC1 (h1, k1, a), (2.14)
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Agents who choose the college path will reconsider their career paths at the beginning of period
2, 3, 4. If they find that the discounted lifetime utility associated with a dropout path is higher than
that if they continue the college, they will drop out. For example, if at the beginning of period 3,
someone finds that
V CD3 (h3, k3, a) > V
C
3 (h3, k3, a),
he/she will drop out college with two years’ experience in college and enter the labor market as a
college dropout.
Now, we analyze the trade-offs between the two career paths. The cost of attending college
comes in two parts: a goods cost and a time cost since agents can not get any earnings for at
most 4 periods. The benefit of a college path is that you can take all your time to accumulate
human capital, which, in expectation, will lead to a higher human capital stock when you graduate.
Since earnings in working lifetime are directly influenced by human capital, that means you can
earn more later in life. Also, the elasticity of human capital investment on the job differs between
college graduates and high school graduates (college dropouts have the same elasticity as high
school graduates). That means if you can manage to graduate in college, you will get a different
(possibly higher) production elasticity in later working periods.
2.1.4 Model Specifications
The utility function is of CRRA form, u(c) = c1−σ/(1− σ).
The initial condition x1 = (h1, k1, a) is of multivariate log-normal distribution. In the bench-
mark case, we consider the case where initial financial wealth is set to zero. In this case, x1 =
(h1, a) and it is bivariate log-normally distributed; x1 ∼ LN(µx,Σ).
We assume that the idiosyncratic shocks to human capital are independent and identically dis-
tributed both in the college periods and in the working lifetime and follow a normal distribution.
zwj ∼ N(µw, σ2w) and zcj ∼ N(µc, σ2c ).
Following [2], we let the tax system Tj includes a social security and an income tax. Before
retirement, Tj(ej) = T ssj (ej) + T
inc
j (ej). We assume the social security and income tax both have
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flat tax rates : T ssj (ej) = τss × ej and T incj (ej) = τinc × ej . After retirement, the social security
pays a common amount which equals 40 percent of average economy-wide income in the last year
of working periods.
The unit price for human capital grows exogenously at a constant rate g, wj = (1 + g)j−1. The
interest rate is set to be constant in each period, rj = r.
2.2 Empirical Analysis
The data I use is the Panel Study of Income Dynamics(PSID) 1969-2013 family files. The
PSID is a longitudinal study of a sample of US individuals (men, women, and children) and the
family units in which they reside. Data is annual from 1968 to 1997, and biennial since then.
I use data to address three issues. First, I use data to calculate two college statistics: college
enrollment rate and college dropout rate. Second, I estimate how average earnings and measures
of earnings inequality (Gini coefficient is what I use) evolve over the life-cycle for each cohort.
Third, I estimate the properties of the shocks associated with human capital accumulation from the
data.
2.2.1 College Statistics
The two college statistics are calculated in the following way: the college enrollment rate is the
ratio between the number of observations that attend college and the number of total observations;
the college dropout rate is the ratio between the number of observations that get a bachelor’s degree
and the number of observations that attend college.
The estimated college enrollment rate and college dropout rate are 49.2% and 49.1%, respec-
tively. As we can see from the statistics, the college dropout rate is nearly half in the United States,
which might indicate that college investment is very risky.
2.2.2 Life-cycle Profiles
The life-cycle profiles of earnings dynamics are estimated for all three education levels: high
school graduates, college dropouts and college graduates. Each educational group is classified in
the following way: first, the observations with 12 years of education are treated as high school
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graduates; second, the observations that enter college, end up with 13-15 years of education and
no bachelor’s degrees are obtained are treated as college dropouts; third, the observations that end
up with 16 years of education or above are treated as college graduates.
I estimate the life-cycle profiles for mean earnings and earnings Gini coefficient from age 23 to
60. Only the earnings data for males who are the household head is used. I use a centered 7-year
bin to estimate relevant earnings statistics at a specific age. For males over age 30, I require that
they work at least work 520 hours per year and earn at least 9000 dollars (in 2010 dollars). For
males age 30 and below, I require that they work at least 260hours per year and earn at least 6000
dollars (in 2010 dollars).
Following [2], I use the following two-step method to estimate the life-cycle profiles of earnings
dynamics. First, the statistic of interest at age bin j and at year t is calculated and labeled as statj,t.
For example, for earnings Gini coefficient, I set statj,t = Gj,t, where Gj,t is the Gini coefficient
of real earnings of all males in some education group in the age bin centered at age j and at year
t.4 Second, Several factors, including cohort effects, age effects and time effects can generate the
earnings statistics. The age effects (or life-cycle profiles) are what we are really interested in. The














t are cohort, age and time effects respectively and ε
stat
j,t is the error
term. We have got a perfect co-linear problem here since birth cohort c equals exactly time t minus
age j (c = t− j). In order to estimate the age effect, some further restrictions need to made here.
Two alternative ways to solve the co-linear problem are provided in the literature.5 The cohort
effects view, which shuts down the time effects, says that γstatt should be set to be 0 for all t. The
time effects view, which shuts down the cohort effects, argues that αstatc should be set to be 0 for
all c. [7] argues that time effects view is more appropriate for many applications, so I will mainly
4Consumer Price Index is used to convert nominal earnings to real earnings.
5See [13], [7], and [2] among others.
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present the estimation results of the time effects view in the main text. Ordinary least squares
estimation method is employed to estimate the coefficients.
In Figure 2.1, I graph the life-cycle profiles of mean earnings for the three educational cate-
gories. Figure 2.1 generates the familiar hump-shaped age profiles for mean earnings. However,
the age profiles have different shapes for different educational groups. For high school graduates,
the earnings ratio between age 50 and age 23 is approximately 1.7; for college graduates, the statis-
tic is approximately 2.6. Even though the earnings gap between college graduates and high school
graduates is not very large at age 23, the gap is getting larger when they age. The age profile for
college dropouts lies in between college graduates and high school graduates and it is much closer
to the age profile of high school graduates.
Figure 2.2 graphs the age effects of earnings Gini coefficient. We can see that the Gini coeffi-
cients increase with age for all three educational groups. College graduates have the largest Gini
coefficient and the most obvious increase trend in the life-cycle compared to the other two groups.
2.2.3 Human Capital Shocks
To estimate the mean and variance of human capital shocks, I employ the strategy posed by
[2]. The earnings equation implies that an agent’s wage rate equals the product of the unit price
of human capital and an agent’s human capital when no time is spent in human capital investment.
The model also implies that individuals spend almost no time in human capital investment in the
last few years of the working lifetime. This occurs because the value of making new human capital
investment decreases as the individual approaches retirement. Accordingly, we can utilize the
changes in the agent’s wage rate over the last few working years to estimate the mean and variance
of human capital shocks.
I assume that an individual spends zero time in human capital investment between age j through
j + n . Then we know ej = wjhj and hj+1 = exp(zwj )hj . We have the following relationships,

































Figure 2.1: Mean earnings by age: data
























Figure 2.2: Earnings Gini coefficient by age: data
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Take log to the above equation, we have that
ẽj+n = log(ej+n) = w̃j+n +
n−1∑
t=0
zwj+t + h̃j, (2.16)
where x̃ = log(x). I use yj,n to denote the log-earnings-difference, then we have
yj,n = ẽj+n − ẽj + εj+n − εj = w̃j+n − w̃j +
n−1∑
t=0
zwj+t + εj+n − εj, (2.17)
where εj is the measurement error in period j.
I use equation (2.17) and impose the assumption that the measurement errors εj are independent
and identically distributed over time and people. Let V ar(εj) = σ2ε . Then, we have the following
moment condition,





In practice, we focus on older workers since these workers, to a great extent, satisfy the condi-
tion that no human capital investment is made. We follow male workers between age 50 and 60 for
four years and thus calculate three differences (i.e. yj,n for n = 1, 2, 3). To do the estimation, all
cross-sectional variances across panel years are used. Two-step Generalized Method of Moments
estimation method is used to estimate the variance.
The estimation results are summarized in Table 2.1. There is no big difference in the standard
deviation of the human capital process among three educational groups. This is equal to say that a
one standard deviation shock change the human capital by 15% (e0.138 ≈ 1.15). The ratio of mean
earnings between adjacent model periods equals (1 + g)eµw+
1
2
σ2w when agents make no human
capital investments. µ̂w is calculated for each educational group to accommodate the fact that
mean earnings depreciates 2% per year in the late working lifetime.
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Parameter high school graduates college dropouts college graduates
σ̂w 0.136 0.138 0.142
µ̂w −0.0308 −0.0311 −0.0317
Table 2.1: Estimation of human capital shocks
2.3 Calibration
This section calibrates the model. All model parameters are divided into two groups. The first
group of model parameters is set using parameters found in the literature or common knowledge.
This step is done before we solve the model. The rest model parameters are set so that the pre-
dictions of the model match the age profiles of meaning earnings and earnings Gini coefficient, as
well as the college enrollment rate and college dropout rate.
For the parameters that are set before solving the model, the parameter values and their sources
are summarized in Table 2.2. We assume that the agents live 57 periods in the model, which
corresponds to a real-life age of 75. All individuals begin to receive retirement benefits at age
JR = 43. The exogenous borrowing limit is chosen to be 120, which is equivalent to say that
all agents can borrow as much as 300k 2010 dollars after normalization. The education cost of
12 corresponds to 30k 2010 dollars. The discount factor is set to be 0.98. The value of the risk
aversion parameter is set to σ = 2, which is in the range of the estimates by [14]. Following
Huggett et. al. (2011), the interest rate r and the social security tax rate τss is set to be 0.042
and 0.106 respectively. The growth rate of human capital price is 0.0014 based on Huggett et. al.
(2006). The income tax rate is the estimate of the average tax rate for 40-60% quantiles of the U.S.
citizens, based on [15].
The strategy of setting the remaining model parameters is to set the model in line with the life-
cycle profiles of mean earnings and earnings Gini Coefficient as well as the two college relevant
statistics. The parameters to be determined are those governing the distribution of initial conditions
x1 ∼ LN(µx,Σ), the two elasticities of the human capital technology on the job, αNC and αC
for non-college graduates and college graduates, the elasticity of the human capital production
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Parameter Symbol Value Source
Life-cycle periods J 57
Retirement age JR 43
Borrowing limit b 120
Education cost m 12
Discount factor β 0.98
Risk parameter σ 2 [14]
Growth rate for h.c. price g 0.0014 [16]
Interest rate r 0.042 [2]
Income tax rate τinc 0.070 [15]
Social Security τss 0.106 [2]
Table 2.2: Calibration: parameters chosen without solving the model
Parameter µa µh σa σh ρ αNC αC η σc uCD uC
Value −1.38 3.01 0.10 0.32 0.52 0.68 0.74 0.44 0.23 0.008 0.027
Table 2.3: Calibration: parameters chosen by solving the model
function in the college, η, the standard deviation of human capital shock in college, σc, and two
utility terms uCD and uC .6 Table 2.3 displays the calibration results of these parameters.
2.4 Properties of the Model
In this section, I discuss a number of properties of the model.
The life-cycle profiles of mean earnings, earnings Gini coefficient generated by the model are
displayed in Figure 2.3 and Figure 2.4. The model produces the familiar hump-shaped life-cycle
profile of mean earnings. Individuals spend more time in producing new human capital in the
early stages of the life-cycle than at later ages. Therefore, individuals accumulate human capital
and average earnings display a rapid increasing trend in the early stages of the life-cycle. In the
later stages of the life-cycle, average earnings drop for all three groups because human capital
depreciates and individuals spend almost no time in producing new human capital anymore.
6the utility term for no-college path uNC is normalized to 0.
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Figure 2.5 graphs the life-cycle profiles of the average time devoted to human capital produc-
tion and the average human capital levels. Panel A shows that more than 30 percent of the time is
devoted to human capital investment at age 23 but less than 3 percent of time is spent after age 55
for college students. This trend is very similar for all three educational groups except that college
dropouts and high school graduates tend to spend less time in investing human capital over the
life-cycle compared to college students. The results confirm the validity of the empirical strategy
to estimate human capital shocks. Panel B shows that the life-cycle profile of average human cap-
ital is also hump-shaped. As we can see from the graph, the human capital profiles for high school
graduates and college dropouts are almost the same and extremely flat over the life-cycle. The
human capital for college graduates increase before age 47 and then starts to fall.
From table 2.3, we can see that the correlation coefficient between initial human capital and
ability is 0.52, which is positive and consistent with what I have argued in chapter 2. It is necessary
for the model to have a positive correlation between initial human capital and ability to produce
increasing earnings inequality over the life-cycle even in the presence of human capital shocks.
2.5 Discussion
Now, we are ready to use the well calibrated model to answer the research questions that are
posed in the introduction.
The variance of all relevant variables are decomposed into variation due to initial conditions
versus variation due to shocks. I consider both lifetime utility and lifetime earnings following [2].7
A random variable is the summation of its conditional mean and the deviation from its conditional
mean. Since conditional mean and the deviation from conditional mean are orthogonal to each
other, the variance of the random variable equals the sum of the variance of the conditional mean
and the variance around the conditional mean. A statistical equation can be written as,
V ar(Y ) = V ar(E[Y |X]) + E[V ar(Y |X)] (2.19)
7 Lifetime earnings and lifetime utility are defined as
∑JR



















Figure 2.3: Mean earnings by age: data and model.
























Figure 2.4: Earnings Gini coefficient by age: data and model
38
I do the variance decomposition for lifetime earnings and lifetime utility and calculate the
ratio V ar(E[Y |X])/V ar(Y ). The ratio is the fraction of lifetime inequality that is due to initial
conditions. Table 2.4 presents the decomposition results. I analyze lifetime inequality as of age 19.
In the model, I find that 37.5 percent of the variation in lifetime earnings and 41.4 percent of the
variation in lifetime utility can be attributed to initial conditions. The findings indicate that initial
conditions are not as important as shocks in accounting for the variations in lifetime inequality.
Next, I focus on the individuals that choose different career paths. For those who choose no-
college path, they only have shocks in the working lifetime. For those individuals who choose to
attend college, they face two types of shocks: shocks in college periods and shocks in working
lifetime. For those individuals, I do the variance decomposition by two steps. First, I eliminate
the risk in the college periods and calculate the corresponding variance terms. Second, I eliminate
the risk in working periods and calculate the corresponding variance terms. By these two steps,
I can decompose the variation in lifetime inequality to three parts for college-path agents: initial
conditions, shocks in college periods and shocks in working lifetime.
Table 2.5 and Table 2.6 present the results of this decomposition. For no-college path agents,
we can see that initial conditions can account for approximately 40 percent of the variation in
lifetime earnings and lifetime utility. For those who choose to attend college, we can see that
initial conditions can only account for less than 30 percent of the variation in lifetime earnings and
slightly more than 30 percent of the variation in lifetime utility. The shocks in college periods play
a very much important role by the fact that these shocks can explain 41.6 percent of the variation
in lifetime earnings and 38.4 percent of the variation in lifetime utility. These statistics indicate
that college investment is really risky.
2.6 Conclusions
This paper analyzes the sources of lifetime inequality. I find that differences in initial conditions
as of a real-life age of 19 can only account for approximately 40 percent of the variation in realized
lifetime earnings and lifetime utility. If we focus on the individuals who choose the college path,
we find that the shocks in college periods play a more important role in determining the variation of
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Figure 2.5: Properties of human capital by age
Statistic Benchmark Model
Fraction of Variance in Lifetime Earnings Due to Initial Conditions 37.5
Fraction of Variance in Lifetime Earnings Due to Shocks 62.5
Fraction of Variance in Lifetime Utility Due to Initial Conditions 41.4
Fraction of Variance in Lifetime Utility Due to Shocks 58.6
Table 2.4: Sources of lifetime inequality
Statistic Benchmark Model
Fraction of Variance in Lifetime Earnings Due to Initial Conditions 38.6
Fraction of Variance in Lifetime Earnings Due to Working Shocks 61.4
Fraction of Variance in Lifetime Utility Due to Initial Conditions 40.2
Fraction of Variance in Lifetime Utility to Working Shocks 59.8
Table 2.5: Sources of lifetime inequality: no-college path
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Statistic Benchmark Model
Fraction of Variance in Lifetime Earnings Due to Initial Conditions 26.1
Fraction of Variance in Lifetime Earnings Due to College Shocks 41.6
Fraction of Variance in Lifetime Earnings Due to Working Shocks 32.3
Fraction of Variance in Lifetime Utility Due to Initial Conditions 30.7
Fraction of Variance in Lifetime Utility Due to College Shocks 38.4
Fraction of Variance in Lifetime Utility to Working Shocks 30.9
Table 2.6: Sources of lifetime inequality: college path
inequality than do initial conditions and shocks in working periods. This fact indicates that college
investment is very risky.
The conclusions only apply to the specific model at the age of 19. Results might change
if we choose a different model or consider a different starting age. However, the framework in
this chapter should help to motivate other research work which investigates the forces that affect
individuals’ decisions before the age of 19.
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3. HUMAN CAPITAL, LABOR SUPPLY, AND LIFE-CYCLE WAGE GROWTH
DIFFERENTIALS BETWEEN GENDERS
3.1 Introduction
A salient feature of the US labor market is that the average wage of male workers is much
higher than that of females workers and that males have higher wage growth over the life-cycle
than females. Another feature is that males have much higher labor force participation rates than
females over the life-cycle. Human capital theory is the dominant framework to explain wage
growth and gender differences in wage growth over the life-cycle. According to the theory, labor
supply can affect wage growth through two effects. The first effect is the experience effect. It
is natural to assume that individuals accumulate no human capital if they choose to stay out of
the labor market. Instead, their human capital level should decrease due to depreciation. There-
fore, the higher labor force participation rates of male workers help them accumulate more human
capital and get higher wages than female workers. The second effect is the expectation effect.
Females usually expect lower future labor force attachment, which leads to smaller investment in
human capital than males since human capital investment is costly. So gender differences in future
work expectation are a critical determinant of existing male-female differences in life-cycle wage
growth.
The main objective of this paper is to provide a quantitative assessment of the importance of la-
bor supply in explaining gender differences in life-cycle wage growth, i.e, what fraction of gender
differences in life-cycle wage growth can be attributed to different labor supply patterns? What is
the separate role played by each of the two effects through which labor supply impact wage growth
in accounting for the gender differences? A convincing answer to these questions is of significant
importance. First, and most simply, an answer serves to contrast the potential importance of differ-
ent factors that can cause gender wage differences. For example, labor market discrimination has
been widely regarded as another important factor that can lead to lower wage of female workers.
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By quantifying the importance of the “labor supply" factor, we can draw an indirect conclusion
about the importance of the “labor market discrimination" factor. Consequently, we can know the
relative effectiveness of the public policies that directed at eliminating labor market discrimina-
tion. Second, a decomposition of the relative importance of the experience effect and expectation
effect can depict a clear and transparent picture of how labor supply affects wage dynamics. It
also addresses the question of whether expectation is vital in affecting individuals’ human capital
accumulation. Third, a useful framework for answering these questions should also be central in
the analysis of a wide range of topics in labor economics and public policies.
I build a life-cycle model which features endogenous labor supply, endogenous human capital
investment and consumption-saving decision. Males and females differ in the sense that females
face higher average labor market participation cost than males and this leads to lower labor market
participation. This is the only source of heterogeneity between genders. Males and females are
the same in all other respects. Most importantly, I assume that they have the same human capital
production technology. Within each gender category, I assume that individuals differ in initial
human capital, learning ability, and labor market participation cost. Initial human capital can be
thought of determining the intercept of an agent’s wage profile, whereas learning ability acts to
rotate this profile. I also assume that human capital accumulation is subject to idiosyncratic shocks
in each period, therefore human capital and labor earnings are risky.
To answer the research questions, I implement two calibration procedures: “benchmark cali-
bration" and “alternative calibration”. In the benchmark calibration, the model is calibrated so that
the predictions of the model match the wage and labor supply dynamics for male workers over
the life cycle. In this calibration, the parameters that determine the labor supply patterns over the
life-cycle, which I call the “labor supply parameters” and the parameters that govern how human
capital is accumulated over the life-cycle, which I call the “the human capital parameters” are
jointly determined. As can be shown in later sections, the model does a good job of matching the
data targets.
In the alternative calibration, I calibrate the model to match the labor supply dynamics for
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female workers by choosing labor supply parameters while holding the human capital parameters
calibrated in the benchmark calibration fixed. By design, these two calibration procedures can
totally isolate the impact of labor supply on wage growth. The result of this quantitative exercise
shows that different labor supply patterns between genders can explain about 66% of the gender
differences in life-cycle wage growth. The literature typically finds this number to be between one
third and one half. My result suggests that labor supply actually plays a more important role in
determining gender wage gaps compared to the findings in the literature. This is one novel finding
of the paper. The second research question involves the decomposition of the two effects, namely
the experience effect and the expectation effect. The decomposition results show that experience
effect alone can explain about 38 percentage points while the expectation effect alone can explain
about 22 percentage points. The rest 6 percentage points might be due to the interaction effect
between experience and expectation. To my best knowledge, this is the first paper to provide a
quantitative assessment of the importance of the two effects. Particularly, the paper shows that the
expectation effect alone can contribute to more than 20 percentage points of the gender differences
in life-cycle wage growth. In other words, the expectation effect plays a non-negligible role in
affecting life-cycle wage dynamics even though experience effect account for more of the gender
wage growth differentials. This is the second important finding of the paper.
Related Literature A large body of literature tries to explain why male workers have higher
wage and higher wage growth than female workers based on the fact that males and females have
different labor supply patterns. The literature is split into two strands. The first strand mainly
focuses on the experience effect. The paper in this direction include [17], [18], [19], [20], [21],
[22] and so on. By using different model specifications, these papers find that the experience
effect could account for approximately one third to one-half of the wage differences between gen-
ders. In [18], they employ a rich work history model to characterize the presence of interpersonal
differences in the timing of work experience and differences in the total amount of experience ac-
cumulated. They find that 12% of the male-female wage gap is due to differences in the timing
of work experience. [19] finds that labor supply can explain about one half of the gender gap in
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early-career wage growth. In [17], the authors use Panel Study of Income Dynamics (PSID) data
to show that changes in accumulated experience can account for a large share of the decline in
gender wage gaps.
The second strand studies the possible effect of expectation about future labor supply on gender
wage differences. This includes [23], [24], [25], [26], [27] and so on. [23] is the first paper to
bring about the idea that gender differences in future work expectations might serve to explain
the wage gap between genders. They argue that optimal investment in human capital depends
on prospective utilization of the capital being accumulated. The fact that female workers are more
likely to detach from the labor market than male workers reduces their incentive to invest in human
capital. They find that expected career interruptions indeed have a negative influence on the human
capital investment of females. [24] finds that women’s planned labor force interruptions lead to
reduced human capital investment and lower wages. [25] finds that preference for future labor
force attachment is significantly related to rates of post-school human capital accumulation among
young white working women. Another finding is that young women may underestimate their future
labor force attachment, which implies that women may underinvest in human capital.
All the papers listed above are based on regression analysis instead of a theoretical decision-
making framework. In [26], they build a theoretical decision-making model to analyze the joint
determination of females’ earnings and labor force participation over the life cycle. They find
that the interruptions affect the profitability of the investment in human capital, which in turn
determines earnings. However, they do not provide any quantitative results. Another paper that set
up a theoretical model is [27], they build a life-cycle model to study the possible effect of fertility
decisions on gender differences in early-career wage growth. They show that compared to males,
females tend to take less effort to do human capital investment when they expect less labor force
detachment because of childbearing possibilities. However, they focus on the early part of the
life-cycle instead of the whole life-cycle. The expectation about the labor supply over the entire
life-cycle affects the human capital investment decision today, therefore a model incorporating
the whole lifetime periods will be more appropriate if the expectation effect is one of our main
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interests.
The rest of the paper is organized as follows. Section 2 documents the wage dynamics and
labor supply dynamics for both males and females over the life-cycle. Section 3 presents the
model. Section 4 introduces the benchmark calibration of the model. Section 5 investigates the
properties and shows the fit of the model. Section 6 introduces the alternative calibration, conducts
several quantitative experiments and answer the two research questions. Section 7 concludes.
3.2 Empirical Analysis
The data that I use is the Panel Study of Income Dynamics (PSID) 1969-2015 family files.
The PSID is a longitudinal study of a representative sample of US individuals (men, women, and
children) as well as the family units in which they reside. The survey started from 1968 when about
5000 families were first interviewed. The survey gathered information about these families and all
their descendants from then on. Data is annual from 1968 to 1997, and biennial since then.
To focus on as homogeneous a group as possible, we only use data of white male and white
female high school graduates. This can eliminate race differences as well as educational attain-
ment differences among individuals. Because labor supply patterns for both males and females,
particularly for females, have been constantly evolving over the last 50 years, I choose to focus on
the 1946 -1954 cohort for the empirical analysis. The cohort effect can be eliminated by focusing
on this particular cohort. Another reason is that, for the 1946-1954 cohort, we can have a complete
history of the workers’ labor force participation and wage over the entire life-cycle. The individ-
uals born in 1946 just turned to 21 years old when the survey started and those born in 1954 were
60 years old when they were interviewed in 2015. This is of critical importance for two reasons.
First, data covering the entire working periods enables us to extract the life-cycle wage profiles
and life-cycle labor force participation profiles for both males and females. This will provide high
quality data moments for me to do the calibration. Second, since expectation about future labor
supply over the entire life-cycle affects the human capital investment decision today, the life-cycle
data is important to correctly model the expectation effect.
The empirical data moments that I choose to estimate are life-cycle profiles of average hourly
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wage, life-cycle profiles of the dispersion of hourly wage, life-cycle profiles of labor force partic-
ipate rates and the distribution of the total number of working years by quintiles. To be specific,
the life-cycle profiles are estimated from age 21 to 60. To calculate the labor force participation
rates, I treat those who have worked less than 520 hours in one year as not participating in the
labor market in that year and those who have worked at least 520 hours as participating in the labor
market. The restriction on minimum hours amounts to a quarter of full-time work hours. The
hourly wage is constructed as the yearly earnings divided by the total number of hours worked in
that year. Note that the sample only includes those who participated in the labor market when I
construct the hourly wage. To calculate wage and labor supply statistics at a specific age and year,
I use a five-year age bin.
I adopt a two-step methodology to estimate all relevant life-cycle profiles. First, I calculate the
statistic of interest for both males and females in age bin j at time t and label this as statj,t. For
example, I set statj,t = wj,t for average hourly wage. Here wj,t is real mean hourly wage of all
relevant observations in the age bin centered at age j in year t.1 For labor force participation rate,
I set statj,t = pj,t, where pj,t is the labor force participation rate of all relevant observations in the
age bin centered at age j in year t. Second, the statistic is viewed as being generated by several
factors, including age effect and time effect. The age effect is what we are really interested in.2 I








where βstatj and γ
stat
t represent the coefficients in front of the age dummies and time dummies
and εstatj,t is the error term. Ordinary least squares is implemented to estimate the coefficients. The
life-cycle profile is constructed using βstatj .
In Figure 3.1, I graph the life-cycle profiles of labor force participation rates for males and
females. It generates the familiar hump-shaped age profile of labor force participation rates for
1I use the Consumer Price Index to convert nominal earnings to real earnings.
2In the paper, age effect is equivalent to age profile or life-cycle profile. I will use these three terms interchangeably
in later illustration
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Figure 3.1: Life-cycle profile of labor force participation rates





























Figure 3.2: Life-cycle profile of average hourly wages
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males. The labor force participation rate is increasing at the early stage of life-cycle and starts to
decrease around age 40. The age profile for females is more complicated than that for males. The
labor force participation rate is decreasing between age 21 to 30. The main reason for this declining
trend might be that females tend to make fertility decisions in this period and many of them choose
to detach from the labor market. Females choose to come back to the labor market after they give
birth, which gives rise to the increasing trend of labor force participation rates between age 30 and
40. After 40, the participation rate starts to decline again. One prominent feature of the data is that
there is a considerable gap in labor force participation rates between males and females over the
life-cycle. Males have higher participation rates than females at every age of the life-cycle. The
biggest gap occurs around age 30 and is approximately 40 percentage points. The smallest gap is
still around 10 percentage points and occurs around the retirement age. The average labor force
participation rate is around 88% for males and 67% for females over the entire life-cycle.
Table 3.1 presents the distribution statistics of labor market participation history for both males
and females. For each individual in the sample, I have the complete history of labor market ac-
tivities.3 The total number of years that the individual has worked for the first ten years (age 21
to 30), first twenty years (age 21 to 40) and the whole life-cycle (age 21 to 60) can be calculated
accordingly. I report the average number of total working years for each of the five quintiles of the
corresponding distribution. It is clear that labor supply differences across gender are substantial.
Males tend to work more in each of the five quintiles of the corresponding distribution. This is in
accord with the evidence that males have higher labor force participation rates than females over
the life-cycle. The statistics in Table 3.1 serves to grasp the distributional pattern of working his-
tory for males and females. The table will also be used in the later benchmark calibration. A good
fit of the model’s predictions to the data moments displayed in Table 3.1 adds our confidence in
the validity of the model.
3Note that the data is is annual from 1968 to 1997, and biennial since then. This means that the data is missing
for every two years since year 1997. I use the following criterion to judge whether the individual has worked at some
age, say age j: if the individual worked at both age j − 1 and age j + 1, the individual is treated as working at age j;
if the individual neither worked at age j − 1 nor at age j + 1, the individual is treated as not working at age j; if the
individual is observed working only in one of the two years, the participation status is determined randomly (50 % for
each possibility )
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Distribution of total years of working by quintiles
Age 21-30 Age 21-40 Age 21-60
Male Female Male Female Male Female
Q1 6.5 2.3 15.3 6.7 28.9 14.8
Q2 8.7 4.5 17.4 10.2 32.4 20.4
Q3 9.6 6.4 18.7 13.6 35.6 27.9
Q4 10 7.2 19.6 15.3 38.1 32.2
Q5 10 9.3 20 18.8 40 37.9
Table 3.1: Distribution of total years of working by quintiles
The life-cycle profiles for the average hourly wage are reported in Figure 3.2. The familiar
hump-shaped age profiles of wage are produced both for males and females. A salient feature of
the labor market is that the average hourly wage of males is substantially higher than the average
hourly wage of females. Also, male workers have higher wage growth than female workers over
the life-cycle. The gender gap in wage is about 1.5 dollars at age 21 and the gap is as high as 7
dollars at age 55, when the wage for both males and females tend to reach the prime. While the
wage gap in gender is not very large at the beginning of the life-cycle, the gap is getting larger
when they age. The wage ratio between age 55 and age 21 is 1.75 for males and 1.36 for females.
Table 3.2 reports the life-cycle wage dynamics for both males and females. All statistics are
reported every five years. Column (a) and column (c) show the average hourly wage for males and
females respectively. Column (b) and column (d) represent the wage growth from age 21 for males
and females respectively. Since this paper makes no attempt to explain the gender gap in wage
at the beginning of the life-cycle, I focus on the wage growth differentials between genders. So
the last column (e) calculates the wage growth differences. We can see that male workers have a
9.25 dollar wage growth from age 21 to 55 while the number for female workers is only 3.90. The
difference of life-cycle wage growth between genders is 5.35 dollars. This number is what this
paper wants to explain: that is, how much of the gender difference in life-cycle wage growth can
be explained by different labor supply patterns?
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Male Female
Age Wage ∆Wage from 21 Wage ∆Wage from 21 ∆ Wage Growth
(a) (b) (c) (d) (e)=(b)-(d)
21 12.42 NA 10.81 NA NA
25 15.29 2.87 12.28 1.47 1.43
30 17.70 5.28 12.97 2.16 3.12
35 19.55 7.13 13.60 2.79 4.34
40 20.61 8.19 13.79 2.98 5.21
45 21.09 8.67 14.42 3.61 5.06
50 21.34 8.92 14.70 3.89 5.03
55 21.67 9.25 14.71 3.90 5.35
60 20.76 8.34 14.20 3.39 4.95
Table 3.2: Life-cycle wage dynamics for male and female
3.3 Model
3.3.1 Model Set-up
I build a life-cycle model in which individuals make decisions about consumption, saving, labor
supply, and human capital investment. Time is discrete and runs from t = 1, 2, ..., T . The economy
is populated with individuals who live from period j = 1 to period j = J . Each period represents
one calendar year.4 All individuals enter the model as high school graduates at age 21, which
corresponds to model age 1. At model age 1, individuals in the economy are heterogeneous in four
dimensions: initial human capital h1, initial financial wealth k1, learning ability a and working type
w, Let x1 = (h1, k1, a, w) denote the initial conditions. Individuals are able to accumulate human
capital using a Ben-Porath(1967) style technology if they choose to participate in the labor market.
The cost associated with labor market participation depends on each individual’s working type and
age. We assume that the working type and ability do not change over an individual’s lifetime. An
agent maximizes the expected lifetime utility, taken the vector of state variables (h1, k1, a, w) as
given.
I model the extensive margin of labor supply. I assume that the utility function in period j is as
4I use “period" and “age" interchangeably in the paper.
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follows,




Here cj is the consumption level and the binary variable nj ∈ {0, 1} indicates whether the agent
chooses to work. The labor market participation cost for each individual is denoted as sj . I assume
that the labor market participation cost consists of two components: fixed cost and stochastic
cost. The fixed cost depends on the individual’s working type and I allow the fixed cost to vary
systematically across age. I assume that the fixed cost for each agent is of the following parametric
form,
wj = w · (1 + γ1j + γ2j2 + γ3j3 + γ4j4) (3.2)
Here γ1, γ2, γ3, γ4 are four parameters that jointly determine the fixed cost for each individual at
each age over the life-cycle. It is also clear that the fixed cost depends on the working type of each
individual.
The parametric form for the labor market participation cost sj is as follows,
sj = exp(wj + σεεj) (3.3)
where εj is an independent and identically-distributed standard normal random variable. Therefore
sj follows a log-normal distribution. The location and scale parameters are the fixed cost wj and
the standard deviation of the stochastic cost σε respectively.
At each period, each individual decides either to participate in the labor market or not. If the
individual chooses to participate in the labor market, he/she chooses how much time, ij , to invest
in human capital accumulation. I assume that all individuals are endowed with one unit of time for
each period, so they use the rest, 1 − ij , to perform market work. The individual acquires labor
income from market work. The human capital production function is of Ben-Porath(1967) type,
hj+1 = exp(zj)((1− δ)hj + a(hjij)α) (3.4)
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where a is the learning ability and hj is the human capital level at period j. δ is the human capital
depreciation rate. zj is an idiosyncratic shock to human capital accumulation. α ∈ (0, 1), is
the curvature parameter for the human capital production technology; it determines the degree of
diminishing marginal returns of human capital investment.
If an individual chooses not to participate in the labor market, he/she invests no time in human
capital production(ij = 0) and human capital depreciates at the constant rate δ.
I assume that human capital is general and the labor market is perfectly competitive. As a
consequence, workers will bear the cost of human capital investment and the wage rate will be
adjusted downwards by the fraction of time invested in human capital accumulation. The rental
rate of human capital is normalized to one so that the wage rate for each unit of effective labor
supply is the human capital level hj . Therefore the pre-tax labor wage income for an agent is
hj(1− ij).
The maximization problem for each agent can be formulated as the following recursive form,





− njsj + βEjVj+1(hj+1, kj+1, a, w; εj+1)} s.t. (3.5)
cj + kj+1 = kj(1 + r) + ej − T (ej) + τj, kJ+1 = 0 (3.6)
ej = hj(1− ij)nj, if j < JR and ej = 0 otherwise (3.7)
hj+1 = exp(zj)((1− δ)hj + a(hjij)αnj) (3.8)
sj = exp(wj + σεεj) (3.9)




τj = max{0, c− [(1 + r)kj + ej − T (ej)]} (3.11)
cj ≥ 0, kj ≥ 0, nj ∈ {0, 1}, 0 ≤ ij ≤ 1 (3.12)
Equation (3.6) indicates the budget constraint at age j. kj stands for financial wealth and r is
the risk free real interest rate. T (ej) is the tax function imposed on the labor income. Government
transfers, τj , provide a consumption floor c as in [28]. I assume that individuals leave no bequest so
that they run out of the financial wealth during the last period of their lives. This is why we impose
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the restriction that kJ+1 = 0. Condition (3.12) refers to the nonnegative constraint on consumption,
the exogenous borrowing constraint on financial wealth and the constraint on time faction that can
be used to accumulate human capital. Equations (3.7) to (3.10) have been directly specified in
the previous argument and I just skip the illustration of these equations here. Equation (3.11)
refers to how the government transfers are determined. If the total available financial resource,
[(1 + r)kj + ej − T (ej)], is smaller than the consumption floor, the government will provide
transfers.
3.3.2 Solutions to the Model
In the model, we have two shocks that affect the decisions of each individual: the stochastic
component of labor market participation cost, εj , and the human capital production shock, zj .
The timing within a period in our model is as follows: the participation cost shock εj is realized
at the start of each period. Given the value of this shock and of the vector of state variables,
xj = (hj, kj, a, w), the individual makes decisions about consumption, saving, labor supply and
human capital investment. After these decisions are made, the human capital production shock
zj is realized. This human capital production shock, zj , together with the decisions about labor
force participation and human capital investment, will determine the human capital level in the
next period.
Let xj = (hj, kj, a, w) denote the vector of state variables. Equation (3.5) can be rewritten as
follows,
Vj(xj; εj) = max
cj ,nj ,ij
{uj(cj, nj, sj) + βEjVj+1(xj+1; εj+1)}
The expectation on the right hand side is over the human capital production shock zj and the
labor market participation cost shock in period j + 1.
I solve the agent’s maximization problem in two steps. The first step is to solve the optimal
decisions conditional on the labor supply decision and then the labor supply decision is determined
by comparing the value functions associated with different labor supply decisions.
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The optimal consumption c̃1j(xj), human capital investment, ĩ
1
j(xj) decisions conditional on
working (nj = 1) depend only on xj and can be acquired from





+ βEjVj+1(xj+1; εj+1|nj = 1)} (3.13)
and the conditional value function apart from labor market participation cost is




+ βEjVj+1(xj+1; εj+1|c̃1j(xj), ĩ1j(xj), nj = 1)} (3.14)
Conditional on not participating in the labor market (nj = 0), the optimal consumption deci-






+ βEjVj+1(xj+1; εj+1|nj = 0, ij = 0)} (3.15)
The conditional value function function is




+ βEjVj+1(xj+1; εj+1|c̃0j(xj), nj = 1, ij = 0)} (3.16)
Since I assume that εj follows an independent and identically-distributed standard normal dis-
tribution, the conditional policy functions and the conditional value functions in equations (3.13)
to (3.16) do not depend on εj .
At each period, the agent decides whether to work or not. He/she chooses to participate in the
labor market if
Ṽ 1j (xj)− sj ≥ Ṽ 0j (xj) (3.17)
This implies that there exists a threshold value
s∗j(xj) = Ṽ
1





1, if sj ≤ s∗j(xj)
0, if sj > s∗j(xj)
(3.19)
From equation (3.3), we know ln(s∗j(xj)) = wj + σεε
∗






Then the agent’s labor supply decision is determined by
nj =

1, if εj ≤ ε∗j(xj)
0, if εj > ε∗j(xj)
(3.21)
Given the vector of state variables, xj = (hj, kj, a, w), the agent chooses to participate in
the labor market with probability Φ(ε∗j(xj)) and chooses not to participate in the labor market
with probability 1− Φ(ε∗j(xj)), where Φ(·) is the cumulative density function for standard normal
distribution.
Since sj is log-normally distributed with location parameter wj and scale parameter σε, we
know

















+ (1− Φ(ε∗j+1(xj+1)))Ṽ 0j+1(xj+1)
(3.23)
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By the law of iterated expectation, we know that
EjVj+1(xj+1; εj+1) = Ej {E[Vj+1(xj+1; εj+1)|xj+1]} (3.24)
The expectation is over the distribution of the human capital production shock, zj , which I
assume follows an independent and identically distributed normal distribution.




where σ2z is the variance of zj and we know the expectation of exp(zj) is one.
The human capital level in the first period is assumed to be log-normally distributed, h1 ∼
LN (µh, σ2h). The working type is assumed to be normally distributed, w ∼ N (µw, σ2w). In the
benchmark case, we consider the case where initial financial wealth are set to zero.
Following [2], I let the tax system T includes a social security and an income tax. Before
retirement, I assume that the income tax is progressive: T inc(ej) = 1 − η1ẽ−η2 , where ẽ = ejē
and ē is the mean before-tax income in the economy. After retirement, the social security pays a
common retirement transfer which is set to be 40 percent of mean economy-wide earnings in the
last period of an agent’s working periods.
3.4 Benchmark Calibration
In this section, I discuss the benchmark calibration of the model. I ask the model to account
for key features of the dynamics of labor force participation and wage distribution for males. This
calibration process serves as the benchmark calibration. The model parameters are set so that the
predictions of the model match the age profiles of labor force participation rate, average hourly
wage, dispersion of hourly wage as well as the distribution of labor force participation history for
males.
The model parameters consist of two subsets of parameters. The parameters in the first subset
are those that discipline how human capital is accumulated over the lifetime. I call this subset
of parameters “human capital parameters". The human capital parameters include the mean and
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the standard deviation for the distribution of initial human capital, the mean and the standard
deviation for the distribution of learning ability level, the correlation between initial human capital
and learning ability, the curvature parameter in the human capital production function, the human
capital depreciation rate and the standard deviation of the human capital shock. The second subset
of model parameters are those that determine how individuals make labor supply decisions over the
life-cycle. I call this subset of parameters “labor supply parameters". The labor supply parameters
include the mean and the standard deviation for the distribution of working type, the standard
deviation of the shock to labor force participation cost and the coefficients in the polynomial which
determines how the fixed working cost evolve over the lifetime.
Table 3.3 reports the calibration results for the model parameters. The correlation between the
initial human capital and learning ability is 0.64. This positive correlation is critical in accounting
for the increasing wage dispersion over the life-cycle, which is well illustrated in [2]. The curvature
parameter in the human capital production function is 0.58 in our model. This parameter has been
estimated in the literature. The estimates, surveyed by [14], lie in the range 0.5 to about 0.9. Our
result in accordance with the literature. The human capital depreciation rate is set to 0.022, which
is also in the range of estimates in the literature. Another point to note is that γ3 and γ4 are both
zeros. This is because the age profile of labor force participation for male workers is hump-shaped
and relatively simple. Therefore, a quadratic function of age is rich enough to represent the fixed
cost.
3.5 Properties of the Model
In this section, I report the ability of the model to match the data targets produced using males
data and documented in section 3.2. I also provide and analyze a number of other properties of the
model. To be specific, I analyze how the return and cost of labor supply evolve over the life-cycle.
3.5.1 Fit of the Model
The life-cycle profiles of labor force participation rate, average hourly wage, and dispersion
of wage produced by the benchmark model are displayed in Figure 3.3 to 3.5. The corresponding
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Human Capital Parameters Value
Initial human capital distribution: mean µh 2.59
Initial human capital distribution: s.d. σh 0.28
Initial ability distribution: mean µa −1.22
Initial ability distribution: s.d. σa 0.104
Correlation ρ 0.64
Curvature of human capital production α 0.58
Human capital depreciation δ 0.022
Human capital shock: s.d. σz 0.115
Labor Supply Parameters
Working type: mean µw −1.604
Working type: s.d. σw 0.236





Table 3.3: Parameters chosen to match the data moments based on males data
estimates using PSID data are also displayed as a comparison. The model succeeds in generating
the hump-shaped life-cycle wage profile. The mechanism is that individuals devote much more
time to human capital accumulation at the early stage of the life-cycle than at later ages, which
lead to a net accumulation of human capital at early ages. Therefore, the average wage increases
with age as human capital level increases with age. As individuals approach retirement, they reduce
the investment in human capital since the number of working periods that the individuals can reap
the benefit of human capital investment falls. The wage starts to fall around age 55 and this is the
direct consequence of human capital depreciation and barely any human capital investment in the
last 5 years of the life-cycle.
The model also generates the hump-shaped age profile of labor force participation rate and the
match between the model and the data is pretty good. Males tend to increase their labor force
attachment in the early part of the life-cycle and decrease labor supply towards the end of the life-
cycle. I will postpone the detailed analysis of the mechanism behind this model feature to the next
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Labor Force Participation Rate: Male
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Figure 3.3: Fit of model: labor force participation rate for males


























Average Hourly Wage: Male
Male
Model
Figure 3.4: Fit of model: average hourly wage for males









Variance of Log Hourly Wage: Male
Data
Model
Figure 3.5: Fit of model: variance of log hourly wage for males
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Distribution of total years of working: Male
Age 21-30 Age 21-40 Age 21-60
Data Model Data Model Data Model
Q1 6.5 6.1 15.3 14.8 28.9 27.5
Q2 8.7 8.9 17.4 17.7 32.4 32.8
Q3 9.6 9.7 18.7 19.0 35.6 36.1
Q4 10 9.9 19.6 19.3 38.1 38.3
Q5 10 10 20 20 40 39.9
Table 3.4: Fit of model: distribution of total years of working for males
subsection where I illustrate how the return and cost of labor supply evolve over the life-cycle.
The variance of log wage is to used to indicate the dispersion of wage. The main advantage
of using variance of log wage is that it is scale invariant. The model replicates the age profile
of wage dispersion over the lifetime estimated using the PSID data. This increasing dispersion
mainly comes from two sources of model features. First, the heterogeneity in learning ability and
the positive correlation between initial human capital and learning ability ensures that individuals
with higher initial human capital also tend to have higher learning ability. These individuals tend
to invest more in human capital over the life-cycle and this leads to higher wage dispersion over
time. Without the heterogeneity in learning ability, the dispersion of wage would decrease with
age as human capital would converge because of the concavity of the human capital production
function. The second reason is that we impose the existence of idiosyncratic shocks to human
capital investment. The shocks associated with human capital accumulation will cause the wage to
disperse over the life-cycle.
The model also does an excellent job of replicating the pattern of the distribution of working
history for males, as shown in Table 3.4. The discrepancy between the model’s predictions and the
data is very small, which indicates that our model has the ability to account for the main features
observed in the data.
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3.5.2 Labor Supply over the Life-cycle
As is shown in Figure 3.3, the age profile of labor force participation rate for male workers is
hump-shaped. Male workers tend to increase labor supply between age 21 and 40 and reduce labor
supply afterward. From the model set-up, we know that at each period, individuals compare the
return (or benefit) to the cost of labor supply and make optimal labor supply decisions accordingly.
From equation (3.18), we know that Ṽ 1j (xj)− Ṽ 0j (xj) is the return of labor supply given the state
variables and sj is the labor participation cost facing each individual. Each individual will choose
to participate in the labor market as long as the return of labor supply exceeds the cost of labor
supply.
Now, we analyze how the return of labor supply evolves over the life-cycle for a typical worker.
The return of labor supply is determined by three effects: substitution effect, income effect, and
human capital effect. First, as the wage increases over the life-cycle, the substitution effect induces
labor supply to increase. The substitution effect increases over most part of the life-cycle and
decreases a little bit at late life-cycle periods due to the fact that the age profile of wage is hump
shaped. Second, individuals accumulate financial wealth as they age and the income effect reduces
the incentive of working when individuals become wealthier. So the income effect decreases over
the lifetime. Third, the last effect that affects the return of labor supply is the human capital effect.
This effect arises since current labor supply can possibly lead to human capital accumulation and
higher future human capital level. In other words, current labor supply can not only bring wage
income but also increase the ability of earning money in future periods. The human capital effect
also decreases over the life-cycle since the number of periods over which individuals can obtain
the benefit of human capital accumulation falls as individuals age. The total return of labor supply
over the life-cycle depends on the three effects mentioned above. The profile for this total effect
also depends on the parameters of the model. One exercise that I do is to impose constant labor
force participation cost5 over the life-cycle on the calibrated model economy. The counterfactual









Figure 3.6: Return of labor supply over the life-cycle
life-cycle profile of labor force participation rates is still hump shaped although it is slightly fatter
than what we get in Figure 3.3. This means that the total return of labor supply in our model
economy is hump shaped. In Figure 3.6, the three effects and the corresponding trends of variation
over the life-cycle are plotted.
The cost of the labor supply in each period depends on the parametric form and the correspond-
ing parameters of the fixed cost. The parameters that govern how the fixed cost of labor supply
evolves over the life-cycle are γ1, γ2, γ3 and γ4. From Table 3.3, we know that, for males, fixed
cost is a binomial function of age. I plot the age profile of mean cost of labor supply for a typical
worker in Figure 3.7.6 It is U-shaped, which means that male workers have relatively larger labor
force participation cost at young and old ages while having smaller cost at middle ages. Note that
the curve is rather flat and the cost of labor supply over the life-cycle does not change much. In
other words, if I impose the restriction that the fixed part of the labor supply cost remains constant
6By saying a typical worker, I mean that the value of the working type for the worker is the mean value of the
distribution of the working type. In our calibrated model, that is to set w = −1.664. The mean cost of labor supply at
age j is calculated as exp(wj + 12σ
2
ε ), where wj is calculated according to equation (3.2).
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Cost of Labor Supply over the Life-cycle
Male
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Figure 3.7: Cost of labor supply over the life-cycle
over the life-cycle, I can still produce the hump-shaped labor force participation profile over the
lifetime, as I have mentioned in the last paragraph. For females, the pattern of the labor supply
cost is more complicated, I will postpone the analysis to later sections.
3.6 Alternative Calibration and Quantitative Experiments
In section 3.5, I show that the model economy can replicate the data features pretty well when
the model is calibrated using males’ data. The calibration strategy is to take the males’ data as
the benchmark and pin down two sets of model parameters by matching the predictions of the
model to the data targets produced using males’ data. The two sets of parameters, as I describe
in section 3.4, are “human capital parameters" and “labor supply parameters". In this section, I
discuss another calibration procedure, which I call the "alternative calibration" to answer relevant
research questions. The detailed illustration of the alternative calibration will constitute the first
subsection. In the second subsection, I conduct two quantitative exercises to decompose the two
effects by which labor supply affect life-cycle wage growth and study their separate contributions
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Labor Supply Parameters Value
Working type: mean µw −1.248
Working type: s.d. σw 0.272





Table 3.5: Parameters chosen to match the data moments based on females’ data.
to the gender differences in life-cycle wage growth.
3.6.1 Alternative Calibration
As stated in the introduction, the main goal of this paper is to provide a quantitative assessment
of the importance of labor supply in explaining gender differences in life-cycle wage growth, i.e,
what fraction of gender differences in life-cycle wage growth can be attributed to different labor
supply patterns? To answer this question, I recalibrate the model to match the life-cycle profiles of
labor force participation rate and the distribution of working history for females, holding human
capital parameters unchanged while choosing different labor supply parameters. The counterfac-
tual life-cycle wage profile would indicate how the wage for male workers would evolve over the
lifetime if we impose the restriction that male workers have the same labor supply pattern as fe-
males. I eliminate the possible effects of different human capital technologies and different human
capital depreciation rates on wage growth differences by holding the human capital parameters
constant when I do the recalibration exercise. Therefore, the differences in life-cycle wage growth
between the benchmark calibration and this counterfactual calibration, which I call "alternative
calibration", are solely due to the fact that individuals in the benchmark calibration have the same
labor supply pattern as males while individuals in alternative calibration have the same labor supply
pattern as females.
Table 3.5 reports the labor supply parameters in the alternative calibration. One obvious feature
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Distribution of participation history: Female
Age 21-30 Age 21-40 Age 21-60
Data Model Data Model Data Model
Q1 2.3 2.5 6.7 6.8 14.8 14.6
Q2 4.5 4.2 10.2 9.9 20.4 19.5
Q3 6.4 6.4 13.6 13.1 27.9 27.4
Q4 7.2 7.1 15.3 15.3 32.2 32.0
Q5 9.3 9.0 18.8 18.3 37.9 37.4
Table 3.6: Fit of model: distribution of working history for females
is that the mean value of the distribution of working type is larger than that in the benchmark
calibration. This makes sense since higher labor supply cost should be introduced in order to
induce lower labor force participation rate. Another feature is that the dependence of fixed cost on
age is more complex. This can be seen from Figure 3.7 where the cost of labor supply for females
depends on age in a more complicated way. The cost increases in the first 5-10 years, then it starts
to decrease until age 40. After that, it increases again until the end of the working periods. This is
consistent with the estimated age profile of labor force participation for females.
Figure 3.8 and Table 3.6 shows that the model has the ability to replicate the age profile of
labor force participation rate and the distribution of working history for females. This indicates
that individuals in the alternative calibration behave the same as females in terms of labor supply.
The good match between the predictions of the model to the data targets can be viewed as a good
signal for subsequent quantitative exercises.
Table 3.7 shows the quantitative results produced by the benchmark calibration and the alter-
native calibration. With the quantitative results in hand, we are in a good position to answer the
questions posed in the introduction. Column (a) and column (b) reports how many dollars the
average wage increases from age 21 for males and females respectively. Column (c) reports the
genders differences in the wage growth. We can see that male workers have a 9.25 dollar wage
growth from age 21 to 55 while the number for female workers is only 3.90. The difference be-
tween genders is 5.35 dollars. Column (d) and column (e) report the wage increases from age
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Labor Force Participation Rate: Female
Data
Model
Figure 3.8: Fit of model: labor force participation rates for females
Wage Growth: Data Wage Growth: Model
Age Male Female ∆ Benchmark Alternative ∆ Frac. exp.
(a) (b) (c)=(b)-(a) (d) (e) (f)=(d)-(e) (g)=(f)/(c)
25 2.87 1.47 1.43 3.15 2.13 1.02 71.3%
30 5.28 2.16 3.12 5.65 3.62 2.03 65.1%
35 7.13 2.79 4.34 7.24 4.55 2.69 62.0%
40 8.19 2.98 5.21 8.09 4.85 3.24 62.2%
45 8.67 3.61 5.06 8.62 5.19 3.43 67.7%
50 8.92 3.89 5.03 8.85 5.32 3.53 70.2%
55 9.25 3.90 5.35 8.93 5.37 3.56 66.5%
60 8.34 3.39 4.95 8.17 4.86 3.31 66.8%
Table 3.7: Gender differences in life-cycle wage growth: model vs data
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Mean time in human capital investment
Male
Female
Figure 3.9: Mean time in human capital investment
21 predicted the benchmark calibration and the alternative calibration. The benchmark calibration
and the alternative calibration predict 8.93 and 5.37 dollars increase in wage from age 21 to 55
separately. The difference between the two calibrations is 3.56 dollars. Therefore, this exercise
implies that the different labor supply patterns between genders can explain about 3.56
5.35
≈ 66.5%
of the gender differences in life-cycle wage growth. This means most of the gender differences in
life-cycle wage growth can be attributed to different labor supply behaviors between genders. The
result in the paper is larger than the findings in the literature, which provides an estimate in the
range of one third to one half. Later, I will show that it is the inclusion of the expectation effect
that plays a critical role.
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In Figure 3.9, I report the average time spent in human capital investment over the lifetime. we
can see that males spend more time in human capital investment than females over the life-cycle.
Males have more incentive to invest in human capital than females because males on average ex-
pect higher labor force attachment than females. More investment in human capital accumulation
leads to higher human capital level, which increases the ability to earn in the future. This is the
mechanism through which expectation effect has an impact on life-cycle wage growth dynamics.
3.6.2 Decomposition of Experience Effect and Expectation Effect
In the previous quantitative experiment, both the experience effect and expectation effect play
a role in explaining the gender differences in life-cycle wage growth. We know these two effects
together can explain about 66 percent of the life-cycle wage growth differences between genders.
In this subsection, I quantify the separate role played by each of these two effects in accounting
for the gender differences. I conduct two decompositions. First, I simulate the lifetime histories of
50000 individuals. Note that here the policy function for labor force participation derived in alter-
native calibration and the policy function for human capital investment derived in the benchmark
calibration are used. Since the distribution of working type is different between the two calibration
strategies, I use a one-to-one correspondence when I match the optimal policy functions. To be
specific, for any given value of working type, say w = w1 drawn from alternative calibration, the
corresponding working type for the benchmark calibration should be w = w2 such that w1 has
the same percentile in the distribution drawn from alternative calibration as w2 in the distribution
drawn from the benchmark calibration. The life-cycle profile of wage is generated using the life-
time histories of the 50000 simulated individuals. The experiment separates the role of experience
effect from that of the expectation effect since the individuals in the benchmark calibration and the
current experiment only differs in experience while investing in human capital in the same way.
Similarly, to separate the role of expectation effect, I simulate the lifetime histories of 50000 indi-
viduals using the policy function for labor force participation derived in the benchmark calibration
and the policy function for human capital investment derived in alternative calibration. Again,
the previous one-to-one correspondence rule is used when conducting the simulation. Then the
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counterfactual life-cycle profile is generated accordingly.
The quantitative results for the two decompositions are displayed in Table 3.8. Column (d)
and column (e ) list the gender differences in life-cycle wage growth explained by the experience
effect and expectation effect respectively. We can see that experience effect alone can generate
2.03 dollars gender differences in wage growth at age 55 while expectation effect alone can gen-
erate 1.16 dollars gender differences. Column (e) and column (g) calculate the fraction of gender
differences in wage growth over the life-cycle that can be attributed to experience effect and ex-
pectation effect separately. Experience effect can explain about 37.9 percent of the wage growth
differences between genders at age 55 while expectation effect can explain 21.7 percent. Since the
two effects together can explain 66.5 percent, I conjecture that the rest 6.9 percent might be due to
the interaction effect between experience and expectation.
The results show that expectation effect is of critical importance in explaining the gender dif-
ferences in life-cycle wage growth. That the paper finds different labor supply patterns can explain
about 66% of the life-cycle wage growth differences, compared to the previous estimates in the
range of one third to one half, is mainly due to the fact that the paper incorporates expectation
effect directly in the model and quantify the expectation effect seriously. The results show the
importance of expectation in affecting people’s human capital decisions over the life-cycle.
However, one thing to note here is that the decomposition strategy used in this chapter is not
standard. I admit that there are some possible problems with this method. First, by using this
method, it’s assumed that agents will make irrational decisions when they choose their behavior.
For example, when I isolate the expectation effect, the policy function of labor force participation
in the alternative calibration and the policy function of human capital investment in the benchmark
calibration are used. Nobody will behave in this way in reality. Second, the two effects in the paper
are not orthogonal to each other. If the two effects are totally orthogonal, we would expect that the
summation of the two effects equals the total effect. Since the total effect is 66.5% and the two
effects are about 37.9% and 21.7% respectively, a residual of about 7% is produced. Therefore,
we should treat the results with a grain of salt. The results should be useful in providing some
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Gender differences in life-cycle wage growth
Age Data Two effects Frac. exp. Exper. effect Frac. exp. Expec. effect Frac. exp.
(a) (b)) (c)=(b)/(a) (d) (e)=(d)/(a) (f) (g)=(f)/(a)
25 1.43 1.02 71.3% 0.74 51.7% 0.18 12.6%
30 3.12 2.03 65.1% 1.31 42.0% 0.44 14.1%
35 4.34 2.69 62.0% 1.65 38.0% 0.82 18.8%
40 5.21 3.24 62.2% 1.87 35.9% 1.06 20.3%
45 5.06 3.43 67.7% 1.96 38.7% 1.11 19.7%
50 5.03 3.53 70.2% 2.01 39.9% 1.15 22.8%
55 5.35 3.56 66.5% 2.03 37.9% 1.16 21.7%
60 4.95 3.31 66.8% 1.86 37.5% 1.10 22.2%
Table 3.8: Gender differences in life-cycle wage growth: model vs data, decomposition results
benchmark results and motivating other better ways of addressing this problem.
3.7 Conclusions
This paper tries to link two salient features observed in the US labor market. The first one is
that male workers have both higher average wage and higher life-cycle wage growth than female
workers over the life cycle. The second feature is that male workers also have higher labor force
participation rate than female workers. From human capital theory, labor supply could affect wage
growth through two effects. The first effect is the experience effect, which says that individuals tend
to accumulate less human capital and achieve slower wage growth if they spend more time out of
the labor market. The second effect is the expectation effect, which says that individuals might have
lower incentive to invest in human capital today if they expect lower labor market participation in
the future. Based on the observed facts and human capital theory, the main objective of the paper
is to provide a quantitative assessment of the importance of labor supply in explaining gender
differences in life-cycle wage growth. To be specific, I ask two research questions: 1. What
fraction of gender differences in life-cycle wage growth can be attributed to different labor supply
patterns? 2. What’s the separate role played by each of the two effects?
To answer the two questions, I build a life-cycle model in which agents make decisions about
consumption, saving, labor supply, and human capital investment. Female workers are different
than male workers because they face higher average labor market participation cost and this leads
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to lower labor market participation. Two calibration procedures: “benchmark calibration" and
“alternative calibration” are introduced. In the benchmark calibration, the model is calibrated so
that the predictions of the model match the wage and labor supply dynamics for male workers over
the life cycle. As I have already shown in the paper, the model does a good job of matching the
data targets.
In the alternative calibration, I calibrate the model to match the labor supply dynamics for
female workers by choosing labor supply parameters while holding the human capital parameters
calibrated in the benchmark calibration fixed. By design, these two calibration procedures can
totally isolate the impact of labor supply on wage growth. The result of this quantitative exercise
shows that different labor supply patterns between genders can explain about 66% of the gender
differences in life-cycle wage growth. The literature typically finds this number to be between
one third and one half. The result suggests that labor supply actually plays a more important role
in determining gender wage gaps compared to the findings in the literature. This is the first novel
finding of the paper. The decomposition results show that experience effect alone can explain about
38 percentage points while expectation effect alone can explain about 22 percentage points. The
rest 6 percentage points might be due to the interaction effect between experience and expectation.
To my best knowledge, this is the first paper to provide a quantitative assessment of the importance
of the two effects. Particularly, the paper shows that expectation effect alone can contribute to
more than 20 percentage points of the gender differences in life-cycle wage growth. In other
words, expectation effect plays a non-negligible role in affecting life-cycle wage dynamics even
though experience effect is the primary driving force. This is the second important finding of the
paper.
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4. SUMMARY AND CONCLUSIONS
In this dissertation, I investigate economic questions related to human capital, inequality, and
labor supply by building models based on the Ben-Porath human capital model.
In chapter 1, I present and analyze the key properties of the benchmark Ben-Porath model.
The benchmark model can produce the hump-shaped life-cycle income profile reasonably well
but it fails to account for the fact that income inequality increases over the life-cycle in real life.
Then, I show that there are two ways to address this issue. The first way is to introduce ability
heterogeneity among individuals and the second one is to introduce shocks to the human capital
accumulation process.
In chapter 2, I build a life-cycle risky human capital model to study the sources of lifetime
inequality faced by high school graduates. High school graduates face two career paths when they
graduate: to enter college or to enter the labor market directly. Each path is featured by uncer-
tainty (shocks) and the chapter wants to investigate the relative importance of initial conditions
and shocks in accounting for lifetime inequality. I find that differences in initial conditions as of
a real-life age of 19 can only account for approximately 40 percent of the variation in realized
lifetime earnings and lifetime utility. If we focus on the individuals who choose the college path,
I find that the shocks in college periods play a more important role in determining the variation
of inequality than do initial conditions and shocks in working periods. This fact indicates that the
college investment is very risky.
In chapter 3, I investigate the importance of labor supply in explaining gender differences in
life-cycle wage growth, i.e, what fraction of gender differences in life-cycle wage growth can be
attributed to different labor supply patterns? To answer this question, I build a life-cycle model in
which agents make decisions about consumption, saving, labor supply and human capital invest-
ment. I find that the different labor supply patterns between genders can explain about 66 percent
of the gender differences in life-cycle wage growth. Labor supply affects wage growth through two
effects: experience effect and expectation effect. I find that experience effect can explain about 38
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percent of the wage growth differences between genders at age 55 while expectation effect can
explain 22 percent. The results indicate that labor supply plays a more important role in explain-
ing gender wage differences than the findings in the previous literature and lends support to the
importance of expectation in affecting people’s human capital investment decisions.
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