Abstract -A strongly sequential lossless compression scheme w i t h fixed per-letter computational complexity is presented for memoryless sources with a b r u p t l y changing statistics. It achieves redundancy of 0 (logN/N) w h e n the transitions in the statistics are large a n d 0 ( d w ) otherwise.
I. INTRODUCTION
Universal lossless source coding schemes perform better if they take advantage of prior knowledge of the source class. In this paper, we propose a low complexity strongly sequential probability assignment scheme for coding sources from the simple non-stationary class of piecewise stationary memoryless sources (PSMS's) [l] , [2] . The scheme is based on context tree coding [3] techniques, and can be used for coding PSMS's when combined with arithmetic coding. The objective is to approach the lower bound on the redundancy RN [l] of where N is the sequence length, C is the number of transitions in the statistics, r is the size of the alphabet, and E > 0 is arbitrarily small for large enough N. The pointwise redundancy of a scheme, that assigns the probability Q (x") to an N-tuple x", is defined as A where P (~"10, 7) is the true probability of x". The redundancy RN is the mean of R (x"). 0-7803-5000-6/98/$10.00 0 1998 IEEE. 47 within 1 5 t 5 n [2] . Each state is assigned a weight for xn, which is updated recursively, and Q(x") is the sum of the weights at time n. A good choice of state transition weights can achieve the PSMS lower bound.
NOTATION AND DEFINITIONS

DECISION WEIGHTING SCHEME
A reduced state fixed complexity diagram can be obtained by creating states every block of k = 0 (log N ) time instants and by eliminating states that represent transitions with low likelihood, keeping only S high likelihood states. A state is created at a block midpoint, is represented by the block index, and represents transitions at any time in the block. Eliminations are performed at block borders. Likelihood is obtained by empirical data in the neighborhood of a block. Figure 1 demonstrates a transition diagram. If a certain distance measure between the probability distributions before and after each transition is sufficiently large, and a fixed bound on the number of transitions is known, it can be shown that for a correct choice of transition weights and likelihood function RN 5 0 (log N/N) . 
