The surface tension, the adsorption, and the depletion thickness of polymers close to a single nonadsorbing colloidal sphere are computed by means of Monte Carlo simulations. We consider polymers under good-solvent conditions and in the thermal crossover region between good-solvent and θ behavior. In the dilute regime we consider a wide range of values of q, from q = 0 (planar surface) up to q ≈ 30-50, while in the semidilute regime, for ρp/ρ * p ≤ 4 (ρp is the polymer concentration and ρ * p is its value at overlap), we only consider q = 0, 0.5, 1 and 2. The results are compared with the available theoretical predictions, verifying the existing scaling arguments. Field-theoretical results, both in the dilute and in the semidilute regime, are in good agreement with the numerical estimates for polymers under good-solvent conditions.
I. INTRODUCTION
The study of the fluid phases in mixtures of colloids and nonadsorbing neutral polymers has become increasingly important in recent years; see Refs. [1, 2, 3, 4, 5, 6] for recent reviews. These systems show a very interesting phenomenology, which only depends to a large extent on the nature of the polymer-solvent system and on the ratio q ≡R g /R c , whereR g is the zero-density radius of gyration of the polymer and R c is the radius of the colloid. Experiments and numerical simulations indicate that polymer-colloid mixtures have a fluid-solid coexistence line and, for q > q * , where [1] q * ≈ 0.3-0.4, also a fluid-fluid coexistence line between a colloid-rich, polymer-poor phase (colloid liquid) and a colloid-poor, polymer-rich phase (colloid gas). On the theoretical side, research has mostly concentrated on mixtures of neutral spherical colloids and polymers in solutions under good-solvent or θ conditions. In the former case, predictions for the colloid-polymer interactions have been obtained by using full-monomer representations of polymers (for instance, the self-avoiding walk model was used in Refs. [7, 8] ), field-theoretical methods [9, 10, 11] , or fluid integral equations [12] . Moreover, some general properties have been derived by using general scaling arguments [13, 14, 15] . At the θ point, the analysis is simpler, since polymers behave approximately as ideal chains. These theoretical results have then been used as starting points to develop a variety of coarse-grained models and approximate methods, see Refs. [5, 7, 16] and references therein, which have been employed to predict colloidpolymer phase diagrams.
In this paper, we consider polymer solutions that either show good-solvent behavior or are in the thermal crossover region between good-solvent and θ conditions. We study the solvation of a single colloid in the solution, assuming that the monomer-colloid potential is purely repulsive. We determine the distribution of the polymer chains around a single colloidal particle, which is the simplest property that characterizes polymer-colloid interactions. We investigate numerically, by means of Monte Carlo simulations, how it depends on the quality of the solution, which is parametrized [17, 18] in terms of the second-virial combination A 2,pp = B 2,pp /R 3 g , where B 2,pp is the second virial coefficient andR g is the zero-density radius of gyration. This adimensional combination varies between 5.50 in the good-solvent case [19] and zero (θ point). Beside good-solvent solutions, we consider two intermediate cases: solutions such that A 2,pp is approximately one half of the good-solvent value, which show intermediate properties betweeen good-solvent and θ behavior, and solutions such that A 2,pp is 20% of the goodsolvent value, which are close to the θ point. In each case we compute the polymer density profile around the colloid. These results are used to determine thermodynamic properties, like the surface tension and the adsorption [20] , which are then compared with the available theoretical predictions. Note that an analysis of the polymer depletion around a colloid in the thermal crossover region was already performed in Refs. [21, 22] , but without a proper identification of the universal crossover limit [23] . Here, we wish to perform a much more careful analysis of the crossover behavior, following Refs. [18, 24] . We focus on the dilute and semidilute regimes, in which the monomer density is small and a universal behavior, i.e., independent of chemical details, is obtained in the limit of large degree of polymerization. In the dilute regime, in which polymer-polymer overlaps are rare, solvation properties are determined for a wide range of values of q, from 0 up to 30-50. In the semidilute regime, simulations of systems with large q require considering a large number of colloids, which makes Monte Carlo simulations very expensive. Hence, we only present results for q = 0, 0.5, 1 and 2.
relation to the density profile of the polymers around the colloid. In Sec. II C we discuss the low-density behavior and the relation between solvation properties and colloidpolymer virial coefficients that parametrize the (osmotic) pressure of a polymer-colloid binary solution in the lowdensity limit. Sec. II D discusses the different behavior that are expected as a function of q and density and gives an overview of theoretical and numerical predictions. Sec. III summarizes our polymer model and gives a brief discussion on how one can parametrize in a universal fashion the crossover between the good-solvent and the θ behavior (for more details, see Ref. [18] ). In Sec. IV we present our results for the dilute regime, while finitedensity results are presented in Sec. V. Sec. VI discusses a simple coarse-grained model in which each polymer is represented by a monoatomic molecule, which represents a more rigorous version of the well-known AsakuraOosawa-Vrij model. In Sec. VII we present our conclusions. Two appendices are included, one explaining how to compute the virial coefficients of a binary mixture of flexible molecules, and one discussing the small-q behavior of the virial coefficients. Tables of results are reported in the supplementary material.
II. ADSORPTION AND DEPLETION THICKNESS A. Definitions
Let us consider a solution of nonadsorbing polymers in the grand canonical ensemble at fixed volume V and chemical potential µ p . Temperature is also present, but, since it does not play any role in our discussion, we will omit writing it explicitly in the following. Let us indicate with Ω(µ p , V ) the corresponding grand potential. Let us now add a spherical colloidal particle of radius R c to the solution and let Ω c (µ p , V ) be the corresponding grand potential. The insertion free energy can be written as the sum of two terms, one proportional to the volume V c = [20] :
where P is the bulk pressure and γ is the surface tension. The latter quantity can be related to the adsorption Γ(µ p ) defined in terms of the change in the mean number of polymers due to the presence of the colloid:
where N p indicates the numbers of polymers present in the solution, · (c) and · are averages in the presence and in the absence of the colloidal particle, respectively. Differentiating Eq. (1) with respect to µ p , we obtain Γ(µ p ) = − ∂γ ∂µ p T,V .
We also define the average bulk polymer density ρ p as
The surface tension can also be defined in the canonical ensemble, as a function of the bulk polymer density ρ p . Then, we have
where
for the bulk system (β = 1/k B T as usual).
The adsorption coefficient can be easily related to the polymer density profile around the colloid. Assume that each polymer consists of L monomers and define the average bulk monomer density ρ mon = Lρ p . Then, we write
where the average is performed at chemical potential µ p and volume V , R c is the colloid position, and r 
and the integral
we obtain
Since g mon,cp (r; µ p ) = 0 for r ≤ R c , a more transparent relation is obtained by defininĝ
in which one only integrates the density profile outside the colloid. Since
In the previous discussion we have considered the monomer-colloid correlation function, but it is obvious that any other polymer-colloid distribution function could be used. In order to compare our results with those obtained in coarse-grained models (we will discuss them in Sec. VI), we will also use the pair distribution function between the colloid and the polymer centers of mass. If r
. . , L, are the positions of the monomers belonging to polymer i, we first define the polymer center of mass
Then, the pair distribution function between a colloid and a polymer center of mass is defined by
where the average is taken at a given value µ p . In terms of this quantity
If we define
, we can write a relation analogous to Eq. (12) . Comparison of Eqs. (12) and (15) implies G CM,cp = G mon,cp and G CM,cp =Ĝ mon,cp , hence in the following we will simply refer to these quantities as G cp andĜ cp .
It is interesting to relate the pair correlation functions g cp (r; µ p ) to the analogous correlation functionŝ g cp (r; µ p , µ c ) that are appropriate for a binary system consisting of polymers and colloids at polymer and colloid chemical potentials µ p and µ c , respectively. Indeed, one can show that, in the limit µ c → −∞, i.e., when the colloid density goes to zero, one has
Eq. (16) allows us to relate G cp to thermodynamic properties of the binary mixture in the limit of vanishing colloid density. For this purpose we use the Kirkwood-Buff relations between structural and thermodynamic properties of fluid mixtures [25, 26] . The integral G cp , which is relevant to determine adsorption properties, corresponds to one of the Kirkwood-Buff integrals [25, 26] defined as
where α and β label the different species of the mixture. The integrals G αβ can be related to derivatives of the 1 Note that, since g CM ,cp (r; µp) = 0 for r ≤ Rc,Ĝ CM,cp (µp) cannot be obtained directly by performing the integration from r = Rc to ∞.
pressure with respect to the polymer and colloid densities. For ρ c = 0 we have [25, 26] 
which imply
Eqs. (12) and (5) can then be rewritten as
B. Depletion thickness
Depletion effects can be equivalently parametrized by introducing the depletion thickness δ s [5, 27, 28, 29] , which is an average width of the depleted layer around the colloid. It is defined in terms of the integral G cp as
so that
Since δ s is only determined by G cp , knowledge of δ s is completely equivalent to that of the adsorption. The two quantites are related by
As we shall discuss below, δ s /R c → 0 for large polymer densities, hence in this limit
It is interesting to discuss the limit q → 0, in which the colloid degenerates into an impenetrable plane. Setting r = R c + z in Eq. (11), we obtain
. (27) For R c → ∞, we have g mon,cp (R c +z) ≈ g mon,pl (z), where g mon,pl (z) is the pair distribution function between an impenetrable plane at z = 0 and a polymer. Then, we obtain for R c → ∞Ĝ
with
Taking the limit R c → ∞ in Eqs. (24) and (25), we obtain
C. Low-density expansions
For ρ p → 0 the depletion thickness δ s and the surface quantities Γ and γ can be related to the virial coefficients that parametrize the expansion of the pressure of a binary colloid-polymer system in powers of the concentrations. These relations have already been discussed in the literature [30, 31, 32, 33] . They can be easily derived by using Eqs. (21) and (22) . We start by expanding the pressure as
where ρ c and ρ p are the colloid and polymer concentrations and we have neglected fourth-order terms. Then, Eqs. (21) and (22) give
In the limit R c → ∞ one should recover the results for an infinite impenetrable plane. This requires the coefficients appearing in the previous two expressions to be of order A c as R c → ∞. This is explicitly checked in App. B and allows us to write
Explicit expressions for P 1,p and P 2,pp are reported in Appendix B.
For the depletion thickness we obtain g , whereR g is the zero-density polymer radius of gyration. In the limit R c → ∞, we should obtain the density expansion of the depletion thickness for an impenetrable plane. Using Eq. (30) we obtain
D. Theoretical predictions and scaling arguments
Depletion properties have been extensively studied in the past. Here we present scaling arguments and literature results, that will be checked in the following sections by using our accurate Monte Carlo estimates.
For an ideal (noninteracting) polymer solution the insertion free energy is exactly known [9] :
whereR g is the zero-density radius of gyration. The depletion thickness follows immediately [5, 27] :
For good-solvent polymers there are several predictions obtained by using the field-theoretical renormalization group. In the dilute limit Φ → 0, the surface tension has been determined [10] both in the colloid limit in which q → 0 and in the so-called protein limit q → ∞. Setting R 
Note that the dilute behavior in the colloidal regime q ∼ < 1 is similar to that observed in the ideal case. The coefficients corresponding to the planar term and to the leading curvature correction are close, while the secondcurvature correction is absent in the ideal case and quite small for good-solvent chains.
In the opposite limit q → ∞ general arguments predict [10, 13] 
The constant A γ,∞ has been estimated by Hanke et al. [10] :
Eq. (5) gives then Γ = A γ,∞ ρ p R c q 1/ν . For the depletion thickness we obtain δ s /R c ∼ q 1/(3ν) . Finite-density corrections have been computed by Maassen et al. [11] in the renormalized tree approximation. For Φ → 0 they obtain βγ = 1.129ρ pRg [1 + 0.698Φ + 0.886q(1 − 0.094Φ)]. (44) In this approximation one does not recover the correct large-q behavior (42), hence we expect it to be valid only in the colloid regime. The zero-density behavior can be compared with that given in Eq. (41) , which includes the leading (one-loop) ǫ correction. Differences are small, of order 5%. We expect an error of the same order for the coefficients of the density correction.
The behavior of γ in the semidilute regime is expected to have universal features. If the polymer volume fraction Φ is large, we expect, on general grounds, the behavior [14] 
where α is an exponent to be determined and A(q) is a coefficient, which a priori can depend on q. However, deep in the semidilute regime, the coil radius of gyration is no longer the relevant length scale. One should rather consider the density-dependent correlation length ξ [34] , which measures the polymer mesh size. The scaling behavior (45) should be valid forR g , R c ≫ ξ, and in this regimeR g plays no role. Therefore, q is not the relevant parameter and A(q) is independent of q. To determine the exponent α we can use the same argument which allows one to determine the scaling behavior of the osmotic pressure in the semidilute regime. For large Φ we expect thermodynamic properties to depend only on the monomer density ρ mon = ρ p L and not on the number L of monomers per chain. This requirement gives [14] 
where [35] ν = 0.587597 (7) . Predictions (45) and (46) can also be obtained [14] by noting that βγ can only depend on the correlation length ξ deep in the semidilute regime, i.e., when ξ ≪ R c ,R g . Then, dimensional analysis gives
Using ξ ∼R g Φ −ν/(3ν−1) [34, 36, 37] , we obtain again Eq. (45) with α given by Eq. (46) . Eq. (45) allows us to obtain the large-Φ behavior of the adsorption and of the depletion thickness. Using Eq. (5) and the general scaling of the osmotic pressure [34, 36, 37] 
Equivalently, one could have observed that δ s ∼ ξ, since ξ is the only relevant length scale.
.770 . Eq. (26) implies then Eq. (48) . The large-Φ behavior was determined in the renormalized tree-level approximation obtaining [11] 
This result is fully consistent with Eq. (45), since the q correction appearing in Eq. (49) vanishes for Φ → ∞. The exponent of the q-dependent correction in Eq. (49) can be easily interpreted. Consider the ratio γ(q, Φ)/γ(0, Φ). This quantity is adimensional, hence it is a universal function of adimensional ratios of the relevant length scales in the system. Deep in the semidilute regime the relevant polymer scale is the correlation length ξ, hence we expect
Now we take Φ large so that ξ/R c ≪ 1. Then, we can expand
Since ξ ∼R g Φ −ν/(3ν−1) , we obtain
which reproduces the behavior (49) . Eq. (51) is the semidilute analogue of the Helfrich expansion in powers of q that holds for Φ → 0. The only difference is the expansion variable: in the semidilute region, polymer size is characterized by ξ, hence one should consider ξ/R c instead of q =R g /R c . Quantitative predictions for the large-Φ behavior of Γ and δ s can be derived from Eq. (49), by using Eq. (5) and the large-Φ behavior of K p (ρ p ). The latter can be derived from the results of Ref. [38] , which give K p ≃ 3.71Φ 1.311 for Φ → ∞. Thus, we obtain
In the protein limit, in which q is large, beside the regime R c ≫ ξ in which Eqs. (45), (51) and (53) hold, there is a second interesting regime in which one has both R c ≪R g and R c ≪ ξ. For q large, these conditions are satisfied both in the dilute limit and in the semidilute region, as long as Φ is not too large. Under these conditions, Eq. (42) holds irrespective of the polymer density. Therefore, Eq. (22) can be rewritten as
For q → ∞, the pressure term can be neglected compared with the term proportional to q 1/ν , hence the right-hand side is density independent. This implies that the integrand that appears in left-hand side is also density independent in the density region where R c ≪ ξ and is equal to 3V c A γ,∞ q 1/ν . For Φ → 0, using the virial expansion (31) we can write Therefore, we can identify B 2,cp = 3V c A γ,∞ q 1/ν . Moreover, B 3,cpp /B 2,cp vanishes for q → ∞ (a similar result holds for the higher-order virial coefficients). By using Eq. (5) and Eq. (42) we also predict for the adsorption
Since K p (ρ p ) ∼ Φ 1.311 for large Φ [34] , this relation predicts δ s ∼ Φ −0.437 . Note that Eq. (57) holds only for R c ≪ ξ ≪R g . As Φ further increases, ξ decreases and one finds eventually R c ∼ ξ. Then, Eq. (57) no longer holds and a crossover occurs. For R c ≫ ξ the asymptotic behavior δ s ∼ Γ ∼ Φ −0.770 sets in. Eq. (57) can be written in a more suggestive form, by noting that
We recover the same scaling that occurs in the dilute regime, with ξ replacingR g as relevant polymer scale.
To conclude, let us summarize the different types of behavior of the depletion thickness in the ξ-q diagram for the good-solvent case. They depend on the relative size of the three different scales that appear in the problem: the radius of gyration of the polymer, the radius of the colloid and the correlation length ξ. In the colloid regime in which q < 1, i.e. R c >R g , depletion shows two different behaviors, depending on the ratio ξ/R g . In the dilute regime in which the relevant scale is the radius of gyration (domain I in Fig. 1 ), δ s is of orderR g with a proportionality constant that can be expanded in powers of q (Helfrich expansion). If instead ξ ≪R g (semidilute regime, domain III in Fig. 1 ), the relevant scale is the correlation length ξ. The depletion thickness is proportional to ξ ∼R g Φ −0.770 with a proportionality constant that admits an expansion in powers of ξ/R c . Since ξ → 0 for Φ → ∞, the limiting behavior is independent of the colloid radius. In the protein regime in which q > 1, i.e., R c <R g , depletion shows three different behaviors. In the dilute regime (domain II in Fig. 1 
e., δ s is much larger than the colloid radius but much smaller thanR g . In the semidilute regime, two different behaviors occur. If R c ≪ ξ ≪R g (domain IV), the role of the radius of gyration is now assumed by the correlation length and we have δ s ∼ R
. Finally, as Φ increases further, one finally finds ξ ≪ R c and one observes again
The surface tension γ was also computed in the PRISM approach [12] , obtaining
Such an expression does not have the correct behavior for q → ∞ or Φ → ∞. In the dilute regime and for small q, comparison with the field-theoretical results (we shall show that they are quite accurate) shows that it only provides a very rough approximation, differences being of order 20-30%. The adsorption Γ was computed numerically for the planar case (q = 0) in Ref. [7] , obtaining Γ = −1.074ρ pRg 1 + 7.63Φ + 14.56Φ
This expression allows us to compute γ for q = 0 using the expression of the compressibility factor given in Ref. [38] . In the small-density limit we obtain
while for Φ → ∞ we obtain
We can compare these expressions with the field-theory results. The leading density correction in Eq. (61) is approximately one half of that predicted by field theory, see Eq. (44), while the large-Φ expression (62) predicts a surface tension that is 17% smaller than Eq. (49). Finally, we mention the phenomenological expression for the depletion thickness of Fleer et al. [5, 28] 
which should be only valid in an intermediate range of values of q [27, 28] , since it does not have the correct behavior in the limits q → 0 and q → ∞.
There are no predictions for polymers in the thermal crossover region. In this case, a new scale comes in, the dimension R T of the so-called thermal blob [34] . On scales r ≪ R T , the polymer behaves as an ideal chain, hence for R c ≪ R T the surface tension should coincide with that appropriate for an ideal chain. This implies that for any finite value of z we should recover the ideal result for the surface tension, provided that q is large enough. In particular, we predict
for all finite values of z and q → ∞. In practice, Eq. (42) holds also for finite z, with the values appropriate for the ideal chain, ν = 1/2 and A γ,∞ = 1. If instead R c ∼ > R T , we expect to observe a nontrivial crossover behavior. Its determination is one of the purposes of the present paper.
III. POLYMER MODEL AND CROSSOVER BEHAVIOR
In order to determine full-monomer properties, we consider the three-dimensional lattice Domb-Joyce model [39] . We consider N p chains of L monomers each on a finite cubic lattice of linear size M with periodic boundary conditions. Each polymer chain is modeled by a random walk {r
α+1 | = 1 (we take the lattice spacing as unit of length) and 1 ≤ i ≤ N p . The Hamiltonian is given by
(65) where δ(r, s) is the Kronecker delta. Each configuration is weighted by e −wH , where w > 0 is a free parameter that plays the role of inverse temperature. This model is similar to the standard lattice self-avoiding walk (SAW) model, which is obtained in the limit w → +∞. For any positive w, this model has the same scaling limit as the SAW model [39] and thus allows us to compute the universal scaling functions that are relevant for polymer solutions under good-solvent conditions. In the absence of colloids, there is a significant advantage in using Domb-Joyce chains instead of SAWs. For SAWs scaling corrections that decay as L −∆ (∆ = 0.528(12), Ref. [35] ) are particularly strong, hence the universal, large-degreeof-polymerization limit is only observed for quite large values of L. Finite-density properties are those that are mostly affected by scaling corrections, and indeed it is very difficult to determine universal thermodynamic properties of polymer solutions for Φ ∼ > 5 by using lattice SAWs [38] . These difficulties are overcome by using the Domb-Joyce model for a particular value of w [24, 40] , w = 0.505838. For this value of the repulsion parameter, the leading scaling corrections have a negligible amplitude [24, 40] , so that scaling corrections decay faster, approximately as 1/L. As a consequence, scaling results are obtained by using significantly shorter chains. Unfortunately, in the presence of a repulsive surface, new renormalization-group operators arise, which are associated with the surface [41] . The leading one gives rise to corrections that scale as L −ν [41] , where ν is the Flory exponent (an explicit test of this prediction is presented in the supplementary material), hence it spoils somewhat the nice scaling behavior observed in the absence of colloids. Nonetheless, the Domb-Joyce model is still very convenient from a computational point of view. Since interactions are soft, the Monte Carlo dynamics for DombJoyce chains is much faster than for SAWs. We shall use the algorithm described in Ref. [38] , which allows one to obtain precise results for quite long chains (L ∼ > 1000) deep in the semidilute regime.
The Domb-Joyce model can also be used to derive the crossover functions that parametrize the crossover between the good-solvent and θ-point regimes, at least not too close to the θ point, see Refs. [18, 24] for a discussion. Indeed, if one neglects tricritical effects, which are only relevant close to the θ point [42] , this crossover can be parametrized by using the two-parameter model [23, 36, 37] . Two-parameter-model results are obtained [43] by taking the limit w → 0, L → ∞ at fixed x = wL 1/2 . The variable x interpolates between the ideal-chain limit (x = 0) and the good-solvent limit (x = ∞). Indeed, for w = 0 the Domb-Joyce model is simply the random-walk model, while for any w = 0 and L → ∞ one always obtains the good-solvent scaling behavior. The variable x is proportional to the variable z that is used in the context of the two-parameter model. We normalize z as in Refs. [18, 24] , setting z ≡ 3 2π
Note that the crossover can be equivalently parametrized [17, 18, 24, 40, 44] by using the second-virial combination A 2,pp = B 2,ppR −3 g (R g is the zero-density radius of gyration), which varies between the good-solvent value [19] A 2,pp = 5.500(3) and A 2,pp = 0 at the θ point. With normalization (66) we have A 2,pp (z) ≈ 4π 3/2 z for small z [40, 43] . The correspondence between A 2,pp and z in the whole crossover region is given in Ref. [24] .
As discussed in Ref. [24] , the two-parameter-model results can be obtained from Monte Carlo simulations of the Domb-Joyce model by properly extrapolating the numerical results to L → ∞. For each z we consider several chain lengths L i . For each of them we determine the interaction parameter w i by using Eq. (66), that is we set
. Simulations of chains of L i monomers are then performed setting w = w i . Simulation results are then extrapolated to L → ∞, taking into account that corrections are of order 1/ √ L [40, 43] . In this paper we have performed a detailed study of the depletion for two values of z: z = z (1) = 0.056215 and z = z (3) = 0.321650, which correspond to [24] A 2,pp (z (1) ) = 0.9926(10) and A 2,pp (z (3) ) = 2.9621 (27) . [19] under good-solvent conditions, we have A 2,pp (z)/A 2,pp (z = ∞) = 0.18 and 0.54 for z = z (1) and z (3) , respectively. Hence, for z = z (1) we are quite close to the θ point, while z = z (3) is intermediate between the good-solvent and θ regimes.
In this paper we discuss depletion effects close to neutral colloids, which are modelled as hard spheres that can move everywhere in space: their centers are not constrained to belong to a lattice point. This choice is particularly convenient since it drastically reduces lattice oscillations in colloid-polymer correlation functions. Such oscillations are instead present if colloids are required to sit on lattice points, as was done in Ref. [22] . Colloids and monomers interact by means of a simple exclusion potential. If r c and r m are the coordinates of a monomer and of a colloid, we take as interaction potential
IV. DILUTE BEHAVIOR
As we have seen in Sec. II C, the low-density behavior of the surface tension or, equivalently, of the depletion thickness can be obtained by computing the virial coefficients B 2,cp and B 3,cpp . We will thus report the computation of these two quantities and also of B 3,ccp , which would be relevant to characterize the effective interaction between two colloids in a dilute solution of polymers. Then, we shall discuss the depletion thickness δ s for Φ = 0 and its first density correction.
A. Virial coefficients
To determine the virial coefficients under good-solvent conditions we have simulated the Domb-Joyce model at w = 0.505838. We consider chains of length L = 240, 600, 2400 for q ≤ 3, and L = 6000, 24000 to derive the results corresponding to 4 ≤ q ≤ 50. Long chains are needed for large values of q to ensure that the colloid radius is somewhat larger than the lattice spacing. A 3,# = B 3,#R −6 g are explicitly reported in the supplementary material. In the case of the two-parameter model, we have considered L = 120, 240, 600, 1200, 2400 for q ≤ 3 (for both z = z (1) and z = z (3) ) and L = 6000, 30000 for 4 ≤ q ≤ 30 (only for z = z (1) ). The results at the same value of z have then been extrapolated taking into account the L −1/2 scaling corrections. Results are reported in the supplementary material. We also computed the adimensional combinations R 1,p = P 1,pR
g , which parametrize the depletion thickness in the presence of an impenetrable planar surface, see Table I . The behavior of the adimensional combinations for q → 0 is discussed in detail in Appendix B. We have
For large values of q, we have A 2,cp ∼ q 1/ν−3 , a behavior which can be derived by means of a blob argument [22] or from the large-q behavior of γ, as discussed in Sec. II D. More precisely, we predict A 2,cp = 4πA γ,∞ q 1/ν−3 , where A γ,∞ is the constant parametrizing the large-q behavior of γ, defined by Eq. (42) . Note that this relation holds both in the good-solvent regime with ν ≈ 0.5876 and in the crossover regime with ν = 1/2. As for the third virial coefficient B 3,cpp , we have already shown that 
with α > 0 for q → ∞. We have been unable to predict the value of α. A numerical fit of the data indicates α ≈ 1, both in the good-solvent limit and in the crossover region, see Fig. 2 . As for A 3,ccp , a blob argument implies A 3,ccp ∼ q 1/ν−6 . Since knowledge of the virial coefficients for all values of q allows us to have a complete control of the depletion effects in the dilute regime, it is useful to determine interpolations of the data, with the correct limiting behavior for q → 0 and q → ∞. We parametrize the data as
We enforce the asymptotic behaviors (69), (70), and (71) for q → 0. In the case of A 2,cp and A 3,ccp we have chosen the parametrization so to obtain the correct large-q behaviors A 2,cp ∼ q 1/ν−3 and A 3,ccp ∼ q 1/ν−6 (ν = 0.5876 for the good-solvent case and ν = 1/2 for z = z
(1) and z (3) ). In the case of A 3,cpp , β is a free parameter. Fitting the data, we estimate the constants a i . They are reported in Table II. Using parametrization (73), we can compute the largeq behavior of A 2,cp . In the good-solvent case we obtain A 2,cp ≈ 17.57q
1/ν−3 . Since A 2,cp = 4πA γ,∞ q 1/ν−3 , we can estimate the constant A γ,∞ which appears in Eq. (42) . We obtain A γ,∞ ≈ 1.40, which is in excellent agreement with the field-theoretical estimate 1.41 of Ref. [10] . For z = z
(1) we obtain instead A 2,cp ≈ 11.9/q. Since A 2,cp = 4πA γ,∞ /q we obtain A γ,∞ = 0.94, which is close to the prediction A γ,∞ = 1 of Sec. II D.
B. Zero-density depletion thickness
Knowledge of A 2,cp allows us to compute the depletion thickness in the zero-density limit by using Eq. (36). In Fig. 3 we report our results. For q ∼ < 2, δ s /R g has a tiny dependence on z: It slightly increases as z decreases, and for z = z (3) and z = z (1) it is very close to the ideal-case result. For the surface case, these small differences can be appreciated by looking at the results given in Table I , since δ s /R g = R 1,p (δ s /R g = 1.128 for z = 0). The approximate independence of δ s /R g on z implies that the z-dependence of δ s and ofR g are approximately the same: When q is small, depletion effects are simply proportional to the typical size of the polymer and do not depend significantly on the quality of the solution. These considerations are valid only for q not too large.
For large values of q, significant differences between the good-solvent and the finite-z case are observed, since the depletion thickness has a different asymptotic behavior for q → ∞. Indeed, while δ s /R c ∼ q 2/3 for any finite z as discussed in Sec. II D, we have δ s /R c ∼ q 1/3ν ∼ q 0.567
in the good-solvent case.
To obtain a more quantitative comparison in the colloid regime, we can determine the small-q behavior of δ s (z)/R g by expanding parametrization (73) in powers of q. We obtain
Results for z = z (1) cannot be distinguished from the ideal ones. Also the results for z = z (3) are very close to those corresponding to z = 0. Slightly larger differences are observed for the good-solvent case.
In the good-solvent case, we can compare our estimates of δ s with the field-theoretical predictions [10, 11] . For small values of q we report the tree-level result, which can be derived from Eq. 1/(3ν) , while field theory predicts δ s /R c ≈ 1.62q 1/(3ν) . Again, field theory appears to work very nicely. Other predictions are compared in Fig. 4 . As already discussed, Eq. (59) gives only a very rough approximation that fails completely for q ∼ > 0.7. The phenomenological expression (63), instead, provides a quite good approximation in a quite large intermediate range, from q ≈ 0.2 up to q ≈ 4. The approximation fails in the planar limit-it predicts δ s = ∞ for q → 0-and for large values of q, as it predicts δ s ∼ q 0.88 , while the correct behavior is δ s ∼ q 0.567 .
C. Density correction to the depletion thickness
Knowledge of the third virial coefficient A 3,cpp allows one to determine the first density correction to δ s (q, Φ), see Eq. (36). We define
For q → ∞, since A 3,cpp /A 2,cp → 0 in this limit, Eq. (36) implies δ 1 (q) → −A 2,pp /(2π). In Fig. 5 we report the combination 2πδ 1 (q)/A 2,pp , which converges to −1 for q → ∞ and any value of z. It is evident that there are two different regimes. For q not too large-q ∼ < 2 and q ∼ < 10 for the good-solvent case and for z = z (1) , respectively-the density correction is mostly independent of q. In the opposite limit (q large), a more pronounced q dependence is observed, related to the fact that 2πδ 1 (q)/A 2,pp always converges to −1 as q → ∞. The z dependence of the combination 2πδ 1 (q)/A 2,pp is not large: it changes by at most 5% as z increases from z (1) to z (3) and by 10% at most from z (3) to ∞ (the good-solvent case). Hence, a rough approximation for δ 1 (q) is simply δ 1 (q) = −A 2,pp /2π, which relates directly solution quality to depletion effects. The quality of this approximation improves as z decreases.
We can compare our good-solvent results with several predictions that hold for small values of q. Field theory [11] , see Eq. (44), gives
The value for q = 0 is not far from the numerical estimate δ 1 (0) = 3R 2,pp /(4πR 1,p ) = −1.013 (14), indicating that the renormalized tree-level approximation reasonably predicts the low-density behavior in the colloid regime. Moreover, the leading q correction is negative and very small, in agreement with our results: the q dependence of δ 1 (q) is tiny for q → 0. For q = 0, we can also use the PRISM prediction (59) and the numerical expression (60) for Γ of Ref. [7] . We obtain in the two cases δ 1 (0) = −0.51 and −1.96, respectively. None of the two expressions appears to provide an accurate estimate of δ 1 (q) for q = 0.
V. FINITE-DENSITY RESULTS

A. Numerical determination of Gcp
Let us now determine the depletion behavior at finite polymer density. For this purpose we perform finitedensity simulations of the Domb-Joyce model in a cubic box in the presence of a single colloid and compute the density profile ρ mon (r), which gives the density of monomers at distance r from the colloid, and the analogous density ρ CM (r), which gives the density of polymer centers of mass. To compute g mon,cp (r) and g CM,cp (r) we should determine first the bulk polymer (or monomer) density. We proceed as follows. If the cubic box of volume V = M 3 contains N p polymers of L monomers each, for each distance Λ < M/2 we define an effective bulk monomer density
The quantity ρ mon,b (Λ) gives the average monomer density outside a sphere of radius Λ centered on the colloid. As a function of Λ, ρ mon,b (Λ) first increases, then shows an approximate plateau, and finally shows a systematic upward or downward drift with a large statistical error. We take the approximately constant value of ρ mon (Λ) in the plateau as an estimate of the bulk monomer density. Then, we estimate g mon,cp (r) = ρ mon (r)/ρ mon,b (Λ) and
The same calculation, mutatis mutandis, has been performed for the colloid polymer-center-of-mass distribution function.
As a check, we computed G cp by using a third method. Ifĝ mon,cp (k) is the Fourier transform of the pair distribution function, the integral G cp can be computed as
Such a definition is much less sensitive to the definition of the bulk monomer density, but requires an extrapolation in k. Since we are considering a cubic box, it is natural to restrict the calculation to k = (k, 0, 0) (or to (0, k, 0) and (0, 0, k), which are equivalent by symmetry). For k = 0 the functionĝ mon,cp (k) admits an expansion in powers of k 2 , i.e.
To estimate G cp , we consider the smallest momenta available for a finite box of volume V = M 3 , i.e., k 1 = 2π/M , k 2 = 2k 1 , k 3 = 3k 1 , k 4 = 4k 1 , and the approximants
Using Eq. (86), it is easy to show that G (n)
. Note that we do not consider the volume corrections (of order 1/V = M −3 see, e.g., Ref. [45] ), which affectĝ mon (k) at fixed k. For the typical volumes we consider, such corrections are negligible (see Ref. [18] for the analogous discussion concerning the polymerpolymer distribution function). On the other hand, we observe a systematic difference between G (1)
cp in all cases. Clearly, the M −4 corrections that are present when considering G
cp are not negligible. Therefore, we take G (2) cp as the estimate of G cp .
B. Colloid-monomer pair distribution functions
We study the solvation properties of a single colloid in the semidilute regime for q = 0.5, 1 and 2, considering the good-solvent case and two values of z, z = z and z = z (3) , in the thermal crossover region. In each case we compute numerically the pair correlation functions g mon,cp (r), g CM,cp (r), and the Fourier transform g mon,cp (k) for the values of k that are relevant for the computation of the approximants (87) for a few values of Φ, up to Φ = 4. We also present good-solvent results for the surface case (q = 0) up to Φ = 8. In this case, however, we have only measured the monomer density profile close to the surface.
The function g mon,cp (r) is shown in Fig. 6 as a function of b = (r − R c )/R g for the lowest values of Φ we have considered, together with expression [9] g mon,cp (r) =
f (x) = 2ψ(x) − ψ(2x),
which holds in the ideal case (z = 0). Here b = (r − R c )/R g is the distance from the colloid surface in units of R g , erf(x) is the error function and erfc(x) = 1 − erf(x). For all values of q, the results for z = z (1) and, to a lesser extent, those for z = z (3) are very close to the ideal ones, indicating that in the dilute regime depletion effects for q ≤ 2 are little sensitive to solution quality at least up to z = z (3) , as already discussed in the zerodensity limit. In Fig. 7 we show the same distribution function for larger values of Φ. Depletion effects are much more dependent on solution quality and deviations from ideality are clearly visible, even for z = z (1) .
C. Finite-density depletion thickness and adsorption
TABLE III: Full-monomer estimates of the depletion thickness ratio δs(q, Φ)/Rc for z = z (1) : (a) is the estimate obtained by using extrapolation (87), (b) is the direct estimate obtained by using gmon,cp(r), and (c) is the direct estimate obtained by using gCM,cp(r). The last column gives the final estimate. By using the pair distribution function g mon,cp (r) we can compute the integral G cp , as discussed in Sec. V A, and the depletion thickness δ s . The results for q = 0 are reported in Tables III, IV , and V [estimates (b)], those for q = 0 in Table VI . Errors take only into account statistical fluctuations, hence they should not be taken too seriously, as we shall discuss below. The same procedure can also be applied to g CM,cp (r). Although, this pair distribution function is quite different from g mon,cp (r) (it will be discussed in Sec. VI), the estimates of G cp it provides are close to those obtained by using g mon,cp (r), see estimates (c) reported in Tables III, IV , and V. In most of the cases, estimates (b) and (c) are consistent within errors. In a few cases, however-mostly for the largest values of Φ-differences are observed, indicating that systematic errors are larger than statistical ones. To obtain a better control of systematic effects, it is important to have a different, conceptually independent method to estimate G cp . For this purpose we compute G cp from the Fourier transform of the monomer distribution function. We use the method described in the previous section, and, in particular, the approximant G However, errors are significantly larger than those on (b) and (c), hence we cannot exclude that the direct estimates show systematic deviations which are larger than their statistical errors. For Φ ≥ 1, all estimates have comparable statistical errors, but results are sometimes not consistent. In order to quote a reliable estimate with a correct error bar, we take a conservative attitude. We determine the largest interval that contains estimates (a), (b) and (c) with their errors. The midpoint is the final TABLE IV: Full-monomer estimates of the depletion thickness raio δs(q, Φ)/Rc for z = z (3) : (a) is the estimate obtained by using extrapolation (87), (b) is the direct estimate obtained by using gmon,cp(r), and (c) is the direct estimate obtained by using gCM,cp(r). The last column gives the final estimate. (2) 0.47(2) 0.507(3) 0.503(7) TABLE V: Full-monomer estimates of the depletion thickness ratio δs(q, Φ)/Rc in the good-solvent case: (a) is the estimate obtained by using extrapolation (87), (b) is the direct estimate obtained by using gmon,cp(r), and (c) is the direct estimate obtained by using gCM,cp(r). The last column gives the final estimate. For q = 0.5 and Φ = 4.0, the box was not large enough to allow us to estimate reliably Gcp from gCM,cp(r). (5) estimate, while the half-width gives the error. The results of this procedure are reported (column "final") in Tables III, IV , and V.
The good-solvent results are shown in Fig. 8 . The depletion thickness decreases very rapidly with Φ. For instance, for q = 2, we find δ s /R c = 1.5305(5) for Φ = 0 and δ s /R c = 1.10(6) for Φ = 0.4. Even a small increase of the polymer density significantly reduces the width of the depleted layer around the colloid. An interest- ing feature of the results is that the Φ dependence for 0 ≤ q ≤ 2, the interval of q we investigate, is approximately independent of q. This is evident from the results reported in the inset of Fig. 8 , where we show the ratio δ s (q, Φ)/δ s (q, 0) as a function of Φ. The q-dependence is practically absent. This result is far from obvious and is consistent with what we already observed in Sec. IV C, where we pointed out that the first density correction is approximately q-independent for q ∼ < 2.
The q independence of the ratio is not expected to hold much beyond Φ = 4, our largest density. Indeed, as we (1) (top) and z = z (3) (bottom). Lines correspond to the interpolations (90) (fit), while the curve q = ∞ corresponds to Kp(Φ) −1/3 , as discussed in the text. In the inset we report δs(q, Φ)/Rc (points) and the corresponding interpolations (lines). The function Kp(Φ) is obtained by using the equation of state reported in Ref. [18] . discussed in Sec. II D, δ s (q, Φ) ∼ ξ(Φ) for Φ → ∞ and any q, so ∆(q, Φ) = δ s (q, Φ)/δ s (q, 0) ∼ ξ(Φ)/δ s (q, 0). Since δ s (q, 0) varies significantly with q, factorization breaks down deep in the semidilute regime (some differences are already observed for Φ = 4). Analogously, such a property does not hold for large values of q. Indeed, as long as R c ≪ ξ, Eq. (57) holds, which implies
Using the equation of state of Ref. [38] , we can compute K p (ρ p ), hence ∆(q, Φ) for q → ∞. The corresponding curve is reported in Fig. 8 (line "q = ∞" in the inset). Differences with the Monte Carlo results are quite significant. For instance, for Φ = 4, Eq. (89) predicts ∆(q, 4) = 0.346 for q → ∞, to be compared with ∆(q, 4) = 0.232(5) and 0.23(3) for q = 0.5 and q = 2, respectively. Note that differences increase rapidly with Φ. This is due to the fact that, for q ≤ 2, ∆ already scales as Φ −0.8 for Φ ∼ > 2, while ∆ ∼ Φ −0.437 for large values of q.
In Fig. 8 we also report the phenomenological approximation (63), which works quite well for 0.2 ≤ q ≤ 4 in the dilute limit. Also the density dependence is well reproduced for 0.5 ≤ q ≤ 2: Tiny differences are only observed in the dilute regime.
In Fig. 9 we report the depletion thickness in the thermal crossover region, for z = z (1) and z = z (3) . The qualitative behavior is very similar to that observed in the good-solvent case. For all values of q considered, the Φ dependence and the q dependence appear to be factorized, i.e. δ s (q, Φ)/δ s (q, 0) is essentially independent of q. Such a result is expected to hold in a q interval that is larger than in the good-solvent case. First, we have already observed that the first density correction is essentially q independent for q ∼ < 10 for z = z (1) . Second, the difference between our data and the large-q prediction (89), which should also hold in the thermal crossover region, decreases as z decreases. Finally, it is interesting to observe that in the crossover region the density dependence of δ s is smaller than in the good-solvent case. For Φ = 4, δ s (q, 4)/δ s (q, 0) = 0.22, 0.40, 0.66, for z = ∞, z = z (3) , and z = z (1) . This result is of course expected, since δ s becomes density independent for z → 0.
To summarize our results in a simple way, we determine interpolations of the Monte Carlo data for the depletion thickness. For this purpose we fit the results to
We set n = 2 or 3 and a 1 = −nδ 1 /η, where δ 1 is the first density correction defined in Eq. (81), in such a way to reproduce accurately the low-density behavior. In the good-solvent case, we have δ s ∼ Φ −0.770 for Φ → ∞. We have enforced this condition in our interpolations, requiring η = 0.770. In the crossover region, we do not have predictions for the large-Φ behavior, hence η has been taken as a free parameter. For z = z (3) and q = 0.5, our data extends only up to Φ = 2, hence fits are not very sensitive to η. To obtain stable fit results, we fix η to be equal to the result obtained for q = 1 and z = z (3) . For the good-solvent case and for z = z
the results show a tiny q-dependence for Φ = 4, hence we determine an interpolation for each value of q. On the other hand, for z = z (1) results for different values of q coincide within errors. Hence, we have performed a single fit, considering simultaneously all value of q. The coefficients of the interpolations are reported in Table  VII . The interpolations are reported in Figs. 8 and 9 .
Finally, we wish to compare our good-solvent data with the large-Φ field-theoretical predictions. In Fig. 10 we show our results for the adsorption Γ. As predicted by theory, adsorption becomes independent of q as Φ increases. On the scale of the figure, all curves coincide for Φ ∼ > 4. This is consistent with the results of Ref. [7] , where it was shown that γ(q, Φ)/γ(0, Φ) converges to 1 for large Φ for all q ≤ 1.68. Note that this ratio becomes approximately 1 at densities which are significantly larger than Φ ≈ 4. This is due to the fact that βγ(q, Φ) is obtained by integrating Γ(q, Φ), see Eq. (5), from 0 to Φ, hence including the dilute region in which depletion effects are strongly q-dependent. Quantitatively, the fieldtheoretical prediction (53), Γ/(ρ pRg ) ≈ −0.649Φ −0.770 , holds quite precisely. For the surface case (q = 0) it is in good agreement with our data for Φ ∼ > 2 with deviations which are of order 4% (see inset). For instance, inter- polation (90) gives Γ/(ρ pRg ) = −0.673Φ −0.770 , which is compatible with prediction (53). We can also compare our results with interpolation (60). For Φ → ∞ it predicts Γ/(ρ pRg ) = −0.54Φ −0.770 , which differs significantly from our result. This is probably related to the fact that Eq. (60) is obtained by fitting SAW data. Indeed, such a model shows large finite-length corrections to scaling, especially in the semidilute regime [38] . Hence, even the results obtained from simulations of rather long walks (L ≈ 10
3 ) do not probe the universal, infinitelength behavior.
We can also compare the results with low-density prediction
where K p (ρ p ) is obtained from the equation of state of Ref. [38] . Such an expression describes well the data up to Φ ≈ 0.5, with deviations of less than 6%.
VI. COMPARISON WITH SINGLE-BLOB RESULTS
Recently, there has been significant work dealing with coarse-grained models of polymer solutions [46, 47, 48, 49, 50, 51] . The simplest model [16, 52, 53] is obtained by representing polymers with monoatomic molecules (single-blob model) interacting via the polymer centerof-mass potential of mean force. By definition the model reproduces the dilute behavior of the solution, but fails to be accurate as soon as polymer-polymer overlaps become important, i.e. for Φ ∼ > 1. This model can be extended to include colloids [54] , taking the colloid-polymer potential of mean force as interaction potential. In Ref. [22] the effective potential between a colloid and a coarse-grained molecule was computed in the whole crossover region, between the θ point and the good-solvent case, for several values of q. The calculation was performed using interacting SAWs, without identifying the value of z associated with each potential. Here, we wish to perform a much more careful analysis, following Ref. [18] . We repeat the calculation using Domb-Joyce walks, determining the potential for the good-solvent case and for z = z (1) , z = z (3) . We then use the coarse-grained single-blob model to determine depletion properties for different values of q and Φ, which are then compared with the results of full-monomer simulations. The coarsegrained model is expected to be predictive as long as details of the polymer structure are not relevant. For the single-blob model, we thus expect to obtain accurate results only for q ∼ < 1, i.e., in the colloid regime. If one wishes to investigate larger values of q, multiblob models [18, 55, 56, 57, 58] should be considered, fixing the number of blobs in such a way that the radius of gyrationr g of the blob satisfiesr g ∼ < R c .
By construction, the single-blob model reproduces the full-monomer second-virial combination A 2,cp or, for q = 0, the surface quantity R 1,p . We have verified this condition for all values of q (see Table I for q = 0 and the supplementary material for q ≥ 0.5), confirming the accuracy of the effective potentials we use. It is also interesting to compare full-monomer and single-blob results for the third-virial combination A 3,cpp (for R 2,pp in the surface case), since this quantity gives us information on how well the coarse-grained model reproduces the colloidpolymer-polymer three-body interactions. For q = 0 the results are reported in Table I . The single-blob model reproduces quite well the full-monomer results and the agreement improves as z decreases. On the other hand, for q = 2, differences are significant, even for z = z (1) . In the good-solvent regime we have A 3,cpp = 19.16 (2) and 25.49(6) for the single-blob and the full-monomer case, while, for z = z (1) the two representations give A 3,cpp = 5.299(6) and 6.73(2), respectively. As expected, three-body forces are not well modelled by representing polymers with a single blob: since R c is small, the structure of the polymer plays an important role.
Let us now compare finite-density results. In Fig. 12 we report the full-monomer and single-blob distribution function g CM,cp (r) for q = 0.5. The curves vanish on the surface of the colloid (b = 0) and then show some oscillations that become stronger as Φ increases. The coarse-grained model appears to reproduce well the fullmonomer correlations for z = z (1) , while deviations are observed already for Φ = 1 in the good-solvent case. Results for q = 2 are reported in Fig. 13 . In this case correlations are non zero even for r ≤ R c (d ≤ 1/2): since q > 1, it is not unlikely that the polymer center of mass lies inside the colloid. Since the effective potential is soft, oscillations are tiny and, apparently, the coarse-grained model reasonably reproduces the full-monomer distribution function. However, at a closer look one notices some systematic deviations on the tails of the distributions, which are particularly relevant for the computation of G cp , hence significantly affect the adsorption properties.
Finally, let us consider the depletion thickness. The single-blob results are compared with the full-monomer ones [we use interpolations (90)] in Fig. 14 . In the goodsolvent case, the single-blob model provides reasonably accurate estimates up to Φ ≈ 2 for q = 0.5. As q increases, the agreement worsens, as expected. For q = 2, small deviations are already observed for Φ = 0.4. The single-blob model appears to be more accurate in the crossover region. For z = z (1) and q = 0.5 good results are obtained up to Φ = 4, while for q = 2, agreement is observed up to Φ ≈ 1.
VII. CONCLUSIONS
In this paper we perform a detailed study of the solvation properties of a single colloid in a polymer solution. Beside the good-solvent case, which has already been extensively studied, see, e.g., Refs. [5, 7, 9, 10, 11, 12, 13, 14] and references therein, we also consider the crossover between the good-solvent and the θ regime. We perform a detailed study for two intermediate cases. We consider z = z (3) , which corresponds to A 2,pp /A 2,pp,GS = Ψ/Ψ GS = 0.54 (here Ψ is the interpenetratio ratio often used in experimental work and A 2,pp,GS , Ψ GS are the good-solvent values), hence to solutions that have properties in between the good-solvent and the θ case. Moreover, we consider z = z (1) , corresponding to Ψ/Ψ GS = 0.18, which corresponds to a solution close to the θ point.
We perform a detailed study of the depletion thickness in the dilute regime. For this purpose we relate solvation properties to polymer-colloid virial coefficients. We compute the second and the third virial coefficients in a large q interval (0 ≤ q ≤ 50 for the good-solvent case and 0 ≤ q ≤ 30 for z = z (1) ). The good-solvent results are compared with the existing field-theoretical predictions [9, 10, 11] , finding a reasonable agreement in all cases. We also consider the PRISM prediction [12] , which appears to be of limited quantitative interest, and the phenomenological prediction of Ref. [5] [see Eq. (63)], which turns out to describe the numerical data quite accurately for 0.2 ∼ < q ∼ < 4.
We also perform a careful study at finite density for q = 0, 0.5, 1, 2. For all these values of q and both in the good-solvent and in the crossover regime, we find that the ratio ∆(q, Φ) = δ s (q, Φ)/δ s (q, 0) is approximately independent of q for Φ ≤ 4, so that the Φ dependence and the q dependence are approximately factorized. We do not have any theoretical explanation of this phenomenon, but we can easily argue that it can only hold for q and Φ not too large. First, we can compute exactly the ratio ∆(q, Φ) for q → ∞. Then, we find that the limiting ∆(∞, Φ) differs significantly from what we obtain for q ≤ 2, indicating that, as q increases, ∆(q, Φ) should gradually change from its value for q ≤ 2 to the infinite-q limiting curve, hence it should be q-dependent. Second, a general argument predicts that δ(q, Φ) becomes independent of q for Φ → ∞. Hence, deep in the semidilute regime ∆(q, Φ) should have the same q-dependence as 1/δ(q, 0), which is quite significant. We compare the numerical good-solvent results with field-theory predictions [11] . We find that the large-Φ prediction of Ref. [11] describes well the numerical data, confirming the accuracy of the field-theory approach.
We also analyze depletion properties of the single-blob coarse-grained model. As expected, they are accurate as long as polymer-polymer overlaps are rare and colloids are large compared with the polymers, i.e. for q ∼ < 1. As already observed in Ref. [18] , we find that the accuracy of the coarse-grained model increases as z decreases. While in the good-solvent case some deviations are observed for Φ ∼ > 1, even for large colloids (q = 0.5), for z = z (1) reasonably good results are obtained up to Φ ≈ 4, well inside the semidilute regime.
In this Appendix we wish to study the virial expansion for a multicomponent system of flexible molecules, computing explicitly the flexibility contribution due to the polyatomic nature of the molecules. We extend here the results presented in Refs. [19, 59] .
We start by considering a multicomponent system in the grand canonical ensemble. The grand partition function is given by
where k is the number of species present, z 1 , . . ., z k are the corresponding fugacities, Q(N 1 , . . . , N k ) is the canonical partition function of the system. If V is the volume of the box, we define reduced fugacities aŝ
Then, at third order in the fugacities we obtain the expansion
To define the integrals I 2 (αβ), I 3 (αβγ) and T 2 (α, βγ), we should associate to each molecule a specific point X.
The choice of X is irrelevant, as long as X is a weighted average of the positions of the atoms belonging to the molecule. For instance one can take the center of mass of the molecule, but for a linear polymer an equally good choice corresponds to choosing the first or the central monomer. Then, we define the average · α,r;β,s as the average over all pairs of isolated molecules of type α and β, respectively, such that point X of molecule α is fixed in r and point X of molecule β is fixed in s. Analogously, we define the average · α,r;β,s;γ,t over all triples of isolated molecules. Then, the integral I 2 (αβ) is defined as
where U inter,αβ is the intermolecular energy between an α and a β molecule. Analogously we define
×(e −βUinter,αγ − 1)(e −βU inter,βγ − 1) α,0;β,r;γ,s ,
T 2 (α, βγ) = drds (e −βU inter,αβ − 1)
The integral T 2 represents the flexibility contribution: if the α molecule is rigid, then T 2 (α, βγ) = 0. It is easy to generalize the bounds for T 2 (α, αα) found in Ref. [59] obtaining
We wish now to express the pressure in terms of the concentrations ρ α :
Expressing the fugacities in terms of the concentrations, we obtain
Substituting this expression in Eq. (A3), we obtain finally
We can now specialize this expression to a polymercolloid mixture. If the suffixes "c" and "p" refer to the colloids and polymers, respectively, we can expand the pressure as in Eq. (31), neglecting terms that are of fourth order in the concentrations. The virial coefficients are then given by
where we used the fact that the colloid is rigid, hence T 2 (c, αβ) = 0 for any α and β. For our lattice model, integrals over the polymer positions are replaced by lattice sums, which are evaluated by using the hit-or-miss procedure applied in Refs. [19, 60] to the computation of the polymer virial coefficients. The flexibility contributions are usually quite small [19, 59, 61] . For the mixed third virial coefficients, their relevance depends on q. The flexibility correction to B 3,ccp and B 3,cpp decreases as q → 0. The ratio T 2 (p, cc)/B 3,ccp is equal to 8%, 3%, 1% for q = 3, 1, 0.4, respectively, in the good-solvent case. The analogous ratio 2T 2 (p, cp)/B 3,cpp is slightly larger. It is equal to 9%, 5%, 2% for q = 3, 1, 0.4, respectively.
The ratio T 2 /B 3 gives us a hint on the role of the neglected three-body forces in single-blob coarse-grained models. Indeed, if the flexibility integral can be neglected, we can infer that the following factorization holds approximately:
(e −βU inter,αβ − 1)(e −βUinter,αγ − 1) α,0;β,r;γ,s (A19)
= (e −βU inter,αβ − 1) α,0;β,r (e −βUinter,αγ − 1) α,0;γ,s .
By definition we have (e −βU inter,αβ − 1) α,0;β,r = e −βV SB,αβ (r) ,
where V SB,αβ (r) is the pair potential in the single-blob model. Therefore, the previous factorization condition implies
The right-hand side is the integral in the coarse-grained model. Hence, if T 2 is negligible, the third virial coefficient in the model is approximately equal to that in the coarse-grained model, indicating that the effective threebody forces are small (see the appendix of Ref. [62] for the explicit expression of the third virial coefficient in terms of three-body forces).
where ρ = |s−r|. We can further simplify this expression defining
and the function I(r) such that I(r) = 1 for r ≤ R c and I(r) = 0 otherwise. Since A(r, s) = −1 and f cp (r) = −1 for r < R c , we can write
Therefore, we can rewrite
To rewrite this term in a more transparent way, let us consider B 2,cp B 2,pp which we rewrite as
Using this expression we obtain finally
The remaining integral is a surface contribution. Indeed, for r ≥ R c the function A(r, s) is different from zero only if r − R c is of order of a few timesR g . Moreover, since the range of f pp (ρ) is also of orderR g , the integral gets contributions only if |r − s| is of orderR g . Hence, a nonvanishing contribution is obtained only if |R − s| is of the order of a few timesR g . To make this explicit, let us introduce bipolar coordinates so that
We now change variable, defining
(B13) Taking the limit R c → ∞, we obtain
We defineÂ(z 1 , z 2 ) = A(R c + z 1 , R c + z 2 ), which takes the value −1 whenever z 1 or z 2 is negative, and
This allows us to write B 3,cpp = 2B 2,cp B 2,pp + 4πR
Using this expression we can compute the expansion of δ s for q → 0. We obtain
which coincides with that valid for polymers in the presence of an impenetrable plane. From Eq. (B16) and (B2) we obtain finally Eq. (70). For our lattice model the integralP 2,pp = P 2,pp − 2P 1,p B 2,pp can be given a simpler form, averaging again over the walks that are obtained by specular reflections with respect to the planes that go through the first monomer and are parallel the surface. Let ω 1 and ω 2 be two lattice chains and z (1) k and z (2) k be the z-coordinates of their k-th monomers. Then, define T (ω 2 , r) as the lattice walk that is obtained by translating ω 2 by the lattice vector r and the function H(ω, z) which takes the value +1 if the walk ω intersects the plane z = z and the value 0 otherwise. If z where the sum over r is over all lattice translations and N int is the number of intersections between ω 1 and the translated T (ω 2 , r). The sums are evaluated by using the obvious generalization of the hit-or-miss procedure applied in Refs. [19, 60] to the computation of the polymer virial coefficients.
Finally, we shall discuss the third-virial coefficient B 3,ccp . Since this quantity is not relevant for the depletion we will only compute the leading term, which can be obtained by approximating the polymer with a hard sphere of zero radius. Thus, we obtain for q → 0 
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