INTRODUCTION
============

Quantifying ground motion hazard from earthquakes triggered by fluid injection related to unconventional hydrocarbon development ([@R1]) is an important aspect of managing the risk that they pose. A key question is whether induced earthquakes excite ground motion differently than tectonic earthquakes. Stress drop, the difference in shear stress on a fault before and after an earthquake, can exert a strong influence on ground motions for frequencies of engineering concern ([@R2], [@R3]). Hough ([@R4], [@R5]) infers that induced earthquakes have lower stress drops than tectonic earthquakes based on a comparison of noninstrumental "Did You Feel It?" intensities. Other studies ([@R6]--[@R8]) find that induced earthquake sequences in Arkansas and Western Canada have comparable stress drops to tectonic earthquakes. Moreover, instrumental intensities recorded for induced earthquakes in Oklahoma, Texas, and Kansas at distances less than 10 km, wherein "Did You Feel It?" data are sparse, are consistent with the predicted ground motions of tectonic earthquakes ([Fig. 1](#F1){ref-type="fig"}) ([@R9]). Here, we use available instrumental recordings to estimate stress drops of earthquakes across the central United States and eastern North America. We find that, once faulting mechanism and depth are accounted for, stress drops of induced and tectonic earthquakes are indistinguishable. This is consistent with the hypothesis that, similar to tectonic earthquakes, induced earthquakes are driven by tectonic stresses, with their time of occurrence advanced by fluid injection.

![Peak ground acceleration (PGA) measured from the geometric mean of horizontal components recorded by U.S. Geological Survey strong motion instruments for seven recent *M*~w~ 4 to 4.5 earthquakes in Oklahoma, Kansas, and Texas (red dots, table S1).\
The predicted ground motions for an *M*~w~ 4.5 earthquake (blue solid line) and its 95% confidence interval (gray dashed lines) are calculated using the Ground Motion Prediction Equation (GMPE) from Atkinson ([@R9]).](1700772-F1){#F1}

RESULTS
=======

We measure stress drops of induced and tectonic earthquakes with a moment magnitude (*M*~w~) of 3.3 to 5.8 in the central United States and eastern North America that comprise three populations ([Fig. 2](#F2){ref-type="fig"}). The first are central U.S. tectonic earthquakes in and around the New Madrid Seismic Zone and Wabash Valley Seismic Zone. The second are eastern U.S. and Canadian tectonic earthquakes located around and east of the Appalachians. The third are suspected induced earthquakes located to the west of these populations but to the east of the Rocky Mountains. For each population, we use small nearby earthquakes as empirical Green's functions (eGfs) to account for propagation and site effects in the interpretation of the spectra of larger earthquakes ([@R10]--[@R13]). The eGf approach does not require assumptions about the frequency dependence of attenuation nor the modeling of complex elastic wave propagation effects, resulting in accurate stress drop estimates ([@R14], [@R15]).

![Locations of analyzed earthquakes.](1700772-F2){#F2}

For each earthquake, we use nearby events that are more than 1 magnitude unit smaller as eGfs. We focus on the *S*-wave spectral ratio (that is, the spectral ratio of the *S* wave of the master event to the *S* wave of the eGf) because it is better resolved than the *P*-wave spectral ratio as *S* waves have larger signal-to-noise ratios at available stations. We use five windows, overlapped by half the window duration, following the direct *S* wave to stabilize the spectral estimates ([@R16]). The window length is determined from the fit of the data (tables S2 to S4). We first stack *S*-wave spectral ratios over available stations and average the east and north components. We then solve for corner frequencies from the stacked spectral ratios using trust region reflective optimization ([@R7]). We repeat this process of calculating and stacking spectral ratios until we find a window length that minimizes the misfit between the stacked spectral ratio and the Brune spectral model ([@R17]). Figures S1 to S3 show the observed *S*-wave spectral ratios of the three populations of earthquakes. We calculate stress drops from seismic moments and corner frequencies using a circular crack model ([@R18]) and Brune's model parameters ([@R17]). A single shear wave velocity of 3.3 km/s is assumed for comparison purposes (Materials and Methods). The circular crack model is widely used in stress drop calculation and is a simple model for characterizing source effects on ground motion; however, earthquakes may have complex rupture processes with multiple subevents that cannot be modeled accurately as a circular crack. We discuss the assumption of a circular crack model when comparing our results with other stress drop studies, including finite fault models. We choose the Brune stress drop over alternatives to facilitate comparisons with the stress parameter used in the source term for ground motion prediction. Other spectral models ([@R19]) and source parameters ([@R20], [@R21]) will lead to a systematic difference in stress drop estimates but with minimal influence on the relative stress drop values ([@R7]). We also bootstrap the misfits between the best-fit model and the stacked spectral ratios at each frequency interval and create synthetic spectral ratios by adding the resampled misfits to the stacked spectral ratios. The synthetic spectral ratios yield corner frequency estimates that appear as a Gaussian distribution. The possible range of stress drops are then derived from corner frequency estimates at the 95% confidence level (Materials and Methods).

We observe that the 22 induced earthquakes in the central United States have stress drops between 0.6 and 84 MPa with a median of 5.3 MPa ([Fig. 3](#F3){ref-type="fig"}). In comparison, the nine tectonic earthquakes in the central United States have stress drops between 4.6 and 30 MPa with a median of 8.4 MPa. The observed range of stress drop estimates may be influenced by a number of factors, including variability in source geometry, rupture speed, local wave velocities ([@R22]), and uncertainty in the corner frequency. Another contributing factor to the observed stress drop variability is earthquake depth, which may have large uncertainty. We compile the possible depth range for each earthquake from a variety of data sets and round the value to the nearest 1 km. The greatest weight is given to slip inversion results, followed by hypocentral depths constrained by local stations. If local depth estimates are unavailable, then the depth range is estimated as ± 4 %, from the best fit of the depth sensitivity for waveform moment tensor inversion from the Saint Louis University Earthquake Center ([@R23]). We find that more than half of induced earthquakes appear to be shallower than 5 km, whereas all the tectonic earthquakes in the central United States are deeper than 5 km ([Fig. 4](#F4){ref-type="fig"}). Tables S2 to S4 summarize source parameters of analyzed earthquakes, including moment magnitudes, depths, corner frequency estimates, and stress drop estimates.

![Stress drop estimates of induced and tectonic earthquakes at all depths (top) and deeper than 5 km (bottom) as a function of moment magnitude.\
Dashed lines show the median stress drop for each group. Error bars denote 95% confidence level based on bootstrap analysis.](1700772-F3){#F3}

![Stress drop estimates as a function of earthquake depth for strike-slip events and reverse-faulting events.\
Horizontal error bars show bootstrapped 95% confidence level for stress drop. Vertical error bars show the possible range of earthquake depths. The depth gradient of the effective normal stress is 17 MPa/km. Dashed lines indicate fractional stress drops. The top right of the left panel shows the two events with nearly total stress drops: the 2011 *M*~w~ 5.0 Prague foreshock and the 2016 *M*~w~ 5.8 Pawnee mainshock.](1700772-F4){#F4}

[Figure 3](#F3){ref-type="fig"} shows that the population of deeper induced earthquakes has a median stress drop of 13.1 MPa. These induced earthquakes with *M*~w~ of 3.3 to 5.8 have a comparable median stress drop to tectonic earthquakes in the central United States at comparable focal depths. Our results support the notion that induced earthquakes release tectonic stress in the same manner as tectonic earthquakes and should be expected to produce similar levels of ground motions ([@R1]).

In contrast to earthquakes in the central United States, the eight tectonic earthquakes in the eastern North America show stress drops between 1.1 and 111 MPa with a higher median of 29 MPa. Most eastern earthquakes occur on reverse faults, whereas most central U.S. induced and tectonic earthquakes occur on strike-slip faults. The difference in faulting styles is an additional factor that can influence stress drop and hence ground motion. Reverse-faulting regimes are expected to have a vertically oriented minimum principal stress, such that shear stress across the fault is expected to be higher than for normal-faulting and strike-slip regimes. It leads to potentially larger stress drops if the stress drop is proportional to the crustal stress. To quantify the expected effects of faulting style and earthquake depth, we apply a relationship of principal stresses, pore pressure, and frictional coefficient, assuming that the ratio of the maximum to the minimum effective stress is determined by stresses on optimally oriented preexisting faults ([@R24])$$\frac{\sigma_{1} - \mathit{P}}{\sigma_{3} - \mathit{P}} = {\lbrack{(1 + \mu^{2})}^{\frac{1}{2}} + \mu\rbrack}^{2}$$where σ~1~ is the maximum principal stress, σ~3~ is the minimum principal stress, *P* is the pore pressure, and μ is the frictional coefficient. We derive the ratio of the maximum to the minimum effective stress, assuming a frictional coefficient of 0.6. Most rocks show a friction coefficient of 0.6 at an effective normal stress appropriate for the crust ([@R25]). As the crustal shear strength *S* = (σ~1~ − σ~3~)/2, we show that for reverse-faulting and normal-faulting earthquakes$$\mathit{S}_{\text{reverse}} = 1.06(\sigma_{v} - \mathit{P})$$$$\mathit{S}_{\text{normal}} = 0.34(\sigma_{v} - \mathit{P})$$where σ~v~ is the vertical stress. The crustal shear strengths of strike-slip faults should lie between these two. For simplicity, we use their average$$\mathit{S}_{\text{ss}} = 0.7(\sigma_{v} - \mathit{P})$$

Assuming that intraplate faults are critically stressed with hydrostatic pore pressure ([@R26]) yields a gradient of 17 MPa/km for the effective normal stress (σ~v~ − *P*). If the fault has an available shear stress of Δτ~total~ such that the shear stress decreases from the crustal shear strength to 0, we find that stress drops of most earthquakes fall between 5% Δτ~total~ and 50% Δτ~total~ with an average of \~15 to 20% Δτ~total~ for both strike-slip and reverse-faulting regimes ([Fig. 4](#F4){ref-type="fig"}). Note that there are only two normal-faulting earthquakes in the data set: the 2011 *M*~w~ 5.3 Trinidad earthquake and the 2014 *M*~w~ 4.3 Milan foreshock. Induced earthquakes also have a wider range of stress drop than tectonic earthquakes. The 2011 *M*~w~ 5.0 Prague foreshock and the 2016 *M*~w~ 5.8 Pawnee mainshock show nearly total stress drops ([Fig. 4](#F4){ref-type="fig"}), indicating that their rupture processes may have released all available shear stress on the rupture surface.

DISCUSSION
==========

Depth dependence
----------------

We show that the median stress drop of induced earthquakes increases by a factor of \>2 when earthquakes deeper than 5 km are considered. This suggests a possible correlation between stress drop and depth, which is otherwise obscured by the wide range of stress drop estimates for strike-slip earthquakes ([Fig. 4](#F4){ref-type="fig"}). This depth dependence is also consistent with the population of six reverse-faulting earthquakes in the eastern North America. The 2011 *M*~w~ 3.9 Virginia earthquake with the smallest stress drop is the shallowest, whereas the 2010 *M*~w~ 5.2 Quebec earthquake with the highest stress drop is the deepest. Because our stress drops are calculated using a constant *S*-wave velocity, this depth dependence may be compensated by an increase of the local *S*-wave velocity with depth ([@R27]); however, the observed stress drop variation with depth would require an unrealistically rapid increase in *S*-wave velocity with depth. For example, a stress drop of 10 MPa at 5 km and an average stress drop gradient of 10% Δτ~total~ would imply a velocity increase from a crustal value at 5 km to a mantle value at 10 km, which is highly improbable in eastern North America ([@R28]). This depth dependence of stress drops is more likely caused by the expected increase of the effective normal stress. We note that in contrast to our results, Allman and Shearer ([@R29]) did not find a clear depth dependence in their study of global seismicity; however, they estimated stress drop using a different approach, and their results are collated over the full range of tectonic regimes.

Comparison with other stress drop studies
-----------------------------------------

Our stress drop estimates are generally consistent with stress drop estimates from finite fault slip models. We find that the 2011 *M*~w~ 5.7 Prague, the 2008 *M*~w~ 5.4 Mount Carmel, and the 2011 *M*~w~ 5.7 Virginia earthquakes have stress drops of 4.8, 9.7, and 21 MPa, respectively. Finite fault models for the same earthquakes lead to stress drops of 1.6 MPa (9 MPa for the largest slip patch) ([@R30]), 10 MPa ([@R31]), and 15 to 25 MPa ([@R32]), respectively. Stress drop of the Virginia earthquake could be even higher (for example, 30 to 75 MPa), as suggested by other spectral ratio and waveform modeling studies ([@R33]--[@R35]). We note that the circular crack model assumes a constant stress drop, whereas finite-source images of rupture commonly reveal a more complex rupture process. Departures from the constant stress drop model require locally higher-than-average stress drop within the faulted area. For example, the 2011 *M*~w~ 5.7 Virginia earthquake is observed to have two large subevents ([@R32], [@R35]). Some earthquakes in our analysis, for example, the *M*~w~ 4.8 Guy-Greenbrier earthquake and the *M*~w~ 5.3 Trinidad earthquake, may be better modeled using a double-corner-frequency model ([@R36], [@R37]). The uncertainty in stress drop estimates for these earthquakes may be reduced by selecting a source model based on the shape of the observed spectral ratio or the *P*-to-*S* corner frequency ratios ([@R38]), but a single source model is assumed here to facilitate comparison between induced and tectonic earthquakes.

The observed stress drops also lead to ground motions with comparable intensity. Among the three Timpson earthquakes in 2013, the January 25 event with a high stress drop of 13.3 MPa and a shallow depth of 2.75 km also gave rise to the highest reported shaking intensity. The average stress parameters of eight tectonic earthquakes in eastern North America show a range of 18 to 25 MPa ([@R39]), comparable with the median stress drop of eastern tectonic earthquakes in our analysis. Our results also agree with stress drop estimates in other spectral ratio studies. Viegas *et al*. ([@R40]) gave a similar *S*-wave corner frequency estimate for the 2002 *M*~w~ 5.1 Au Sable Forks earthquake (1.7 Hz versus 1.6 Hz), although they used a Boatwright spectral model instead of a Brune spectral model. In the study of Boyd *et al*. ([@R41]), 9 of 12 events common to our studies show corner frequencies within a factor of 1.5 (table S5). Note that the uncertainties in the corner frequency estimates reported by Boyd *et al*. ([@R41]) are usually not within the uncertainties in our estimates. We both calculate uncertainties by quantifying how well the model fits the observed spectral ratio; however, the actual uncertainties in these estimates are likely to be larger because the corner frequency difference may result from the choices of eGf events, stations, and *S*-wave window lengths, whereas the stress drop values are also affected by seismic moments, *S*-wave velocities, and the spectral source model. Stress drop estimates from the spectral ratio method are often higher than those from the constant attenuation approach used to interpret individual spectra due to a more effective removal of propagation path effects ([@R42]), so a direct comparison between stress drop estimates calculated from these two methods may not be feasible.

Relevance to ground motion prediction
-------------------------------------

GMPEs are commonly used to quantify the level of ground shaking for a given earthquake. Because GMPEs have been developed primarily using recordings of tectonic earthquakes, the question of whether they can be applied, without modification, for predicting ground motions from induced earthquakes remains. The comparable stress drops of induced and tectonic earthquakes we find in the central United States suggest that their ground motions can be described by the same set of equations, provided that similar magnitudes, distances, and depths are considered ([@R9], [@R43]--[@R45]). Although ground motions of earthquakes in the central and eastern United States are usually analyzed together because of a lack of data, our results support a separation of these two groups of tectonic earthquakes in the future development of GMPEs, which could be achieved by specifying the faulting style. The higher stress drops of eastern tectonic earthquakes also help explain why induced earthquakes show lower "Did You Feel It?" intensities than the predicted intensities based on equations derived from ground motions of central and eastern tectonic earthquakes in aggregate. We note that eastern tectonic earthquakes comprise more than half of the tectonic earthquakes (6 of 10) in the "Did You Feel It?" intensity comparison of induced and tectonic earthquakes ([@R4]). We also find that stress drops of three of the four central tectonic earthquakes analyzed in the "Did You Feel It?" study, including the 2008 *M*~w~ 5.4 Mount Carmel (9.7 MPa), the 2008 *M*~w~ 4.8 Mount Carmel (16.3 MPa), and the 2005 *M*~w~ 4.2 Arkansas (8.4 MPa) earthquakes, are higher than or equal to the median stress drop of central tectonic earthquakes in our analysis.

The depth dependence of our stress drop estimates suggests that we should expect more intense ground motion from deeper earthquakes. McGarr ([@R46]) characterized the expected depth dependence using the ground acceleration parameter, ρ*Ra*, where ρ is the density, *R* is the hypocentral distance, and *a* is the peak acceleration. The ground acceleration parameter is independent of earthquake size but increases with depth with a gradient of 3.1 MPa/km for normal faulting and 8.8 MPa/km for reverse faulting. Most of the earthquakes in our analysis are strike-slip events, which show an average depth gradient of \~20% Δτ~total~ or \~3.4 MPa/km that lies between these limits. On the other hand, shallower earthquakes tend to produce larger ground motions at near-fault distances ([@R9]), and it is important to consider both the effects of depth-dependent stress drops and propagation effects for predicting ground motions of induced earthquakes.

CONCLUSIONS
===========

We measure stress drops of induced and tectonic earthquakes with *M*~w~ of 3.3 to 5.8 using eGf spectral ratios. We find that induced earthquakes have a comparable median stress drop to tectonic earthquakes in the central United States. We also find that tectonic earthquakes in the eastern North America exhibit a much higher median stress drop, which is consistent with independent source parameter estimates and may be attributable to greater driving stress due to a combination of reverse faulting and greater depth. Our results support similar ground motions from induced and shallow tectonic earthquakes, given the same depth and tectonic setting. This is consistent with the hypothesis that induced earthquakes are triggered by fluid injection but driven by tectonic stresses. We conclude that GMPEs developed for tectonic earthquakes in the central United States can be applied to induced earthquakes.

MATERIALS AND METHODS
=====================

The spectral ratio approach assumes that two colocated earthquakes share the same propagation path and site effects. The ideal spectral ratio of these two earthquakes shows two plateaus that correspond to frequencies lower than the corner frequency of the target earthquake and higher than the corner frequency of the smaller eGf event. The second plateau may be absent in the observed spectral ratio because of the limited bandwidth at high frequency. Using the Brune spectral model ([@R17]), the ideal spectral ratio is described as$$\frac{\mathit{u}_{1}(\mathit{f})}{\mathit{u}_{2}(\mathit{f})} = \frac{\mathit{M}_{01}}{\mathit{M}_{02}}\left( \frac{1 + {(\frac{\mathit{f}}{\mathit{f}_{c2}})}^{2}}{1 + {(\frac{\mathit{f}}{\mathit{f}_{c1}})}^{2}} \right)$$where *u*~1~(*f*) is the displacement spectrum of the master event, *u*~2~(*f*) is the displacement spectrum of the eGf, *M*~01~ is the seismic moment of the master event, *f*~c1~ is the corner frequency of the master event, *M*~02~ is the seismic moment of the eGf, and *f*~c2~ is the corner frequency of the eGf. Note that *u*~1~(*f*) and *u*~2~(*f*) can also be the velocity or acceleration spectrum.

We used seismic data recorded by broadband stations (table S6) to calculate spectral ratios. We chose frequency bands and stations that have good signal-to-noise ratios, and thus, the frequency bands and distance range of stations vary for events with different magnitudes. The frequency bands for spectral analysis are shown in figs. S1 to S3. The stations are typically within 200 to 300 km for an *M*5 earthquake and within 100 to 200 km for an *M*4 earthquake. Depending on the regions, the stations can have a sampling rate of 20, 40, 50, 100, and 200 sps. Figures S4 and S5 show the east-component velocity seismograms for the 2016 *M*~w~ 5.1 Fairview earthquake and its eGf at two stations. In practice, small differences in earthquake locations may cause imperfect separation of source and propagation path effects, leading to unstable calculation of spectral ratios. We used multiple windows following direct *S* waves to stabilize the results ([@R16]). We used five windows overlapped by half the duration of the window length, as shown by the colored lines under velocity seismograms in figs. S4 and S5. For each window, we sampled the spectrum at equal intervals of 0.025 in log frequency and smoothed it with a running average over four samples. We then stacked the spectral ratios over five windows for each station. The final *S*-wave spectral ratio for each master-eGf pair was obtained from stacking over all the stations and averaging from both east and north components. Similar to Huang *et al*. ([@R6]), we used the trust region reflective optimization in MATLAB (<lsqnonlin@MATLAB>) to model the spectral ratio. An upper bound of 80% of the Nyquist frequency is given to ensure the resolution of the corner frequency estimate.

We found that the choice of the window length can significantly affect the corner frequency estimate. To ensure that the observed spectral ratio is well described by the Brune spectral model, we calculated spectral ratios using various window lengths and chose the window length that minimized the misfits between the stacked spectral ratio and the Brune spectral model. Figure S6 shows that a window length of 4 s leads to the smallest misfit for the 2016 *M*~w~ 5.1 Fairview earthquake and hence the best corner frequency estimate. The corner frequency value tends to stabilize as the window length increases. We also found that larger earthquakes are more likely to require a longer window length. The best-fit spectral ratio of the 2011 *M*~w~ 5.7 Prague earthquake is derived from 14-s-long windows.

We applied a bootstrap analysis to calculate the range of corner frequency estimates at the 95% confidence level. The residuals between the best-fit model and the stacked spectral ratios were resampled at each frequency interval and then added to the stacked spectral ratios to create synthetic spectral ratios, which resulted in a new corner frequency estimate each time. By carrying out this procedure 1000 times, we obtained 1000 corner frequency estimates, which usually appear as a Gaussian distribution if the best-fit corner frequency is well constrained (fig. S7).

We calculate stress drop from seismic moment *M*~0~ and corner frequency *f*~c~, assuming a circular crack model ([@R19]) and Brune's source model ([@R17])$$\Delta\tau = \frac{7}{16}\frac{\mathit{M}_{0}}{\mathit{r}^{3}}$$$$\mathit{r} = \frac{0.372\mathit{v}_{\mathit{s}}}{\mathit{f}_{c}}$$where *r* is the source radius and *v*~*s*~ is the *S*-wave velocity (3.3 km/s). The choice of the Brune model over alternatives ([@R20], [@R21]) has a much larger effect on stress drop than variations in *S*-wave velocity. For example, changing from 3.3 to 4 km/s decreases the model stress drop by less than a factor of 2. Alternatively, using $\mathit{r} = \frac{0.21\mathit{v}_{\mathit{s}}}{\mathit{f}_{c}}$ from Madariaga's source parameter ([@R21]) increases the stress drop by a factor of \~5.
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fig. S1. Observed *S*-wave spectral ratios of potentially induced earthquakes to their eGfs (colored solid lines) and modeled spectral ratios (gray dashed lines).

fig. S2. Observed *S*-wave spectral ratios of tectonic earthquakes in the central United States to their eGfs (colored solid lines) and modeled spectral ratios (gray dashed lines).

fig. S3. Observed *S*-wave spectral ratios of tectonic earthquakes in eastern North America to their eGfs (colored solid lines) and modeled spectral ratios (gray dashed lines).

fig. S4. East-component velocity seismograms and spectra recorded at station KAN06 for the 2016 *M*~w~ 5.1 Fairview earthquake (event \#1) and its eGf (event \#3).

fig. S5. East-component velocity seismograms and spectra recorded at station OK033 for the 2016 *M*~w~ 5.1 Fairview earthquake (event \#1) and its eGf (event \#3).

fig. S6. The misfits between the Brune spectral model and the stacked spectral ratios, and the corner frequency estimates derived from different window lengths for the 2016 *M*~w~ 5.1 Fairview earthquake.

fig. S7. Histograms of the corner frequency distribution from the bootstrap analysis for four Oklahoma earthquakes.

table S1. Near-source peak ground accelerations of potentially induced earthquakes in the central United States.

table S2. Source parameters of potentially induced earthquakes in the central United States.

table S3. Source parameters of tectonic earthquakes in the central United States.

table S4. Source parameters of tectonic earthquakes in eastern North America.

table S5. Comparison of source parameters between the study of Boyd *et al*. ([@R41]) and this study.

table S6. Networks and number of stations used in this study.
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