0. Introduction A major theme in the study of function theory on bounded domains in C n is the study of the boundary values" of holomorphic functions on the Bergman-Shilov boundary. Often, the study of boundary values involves de ning a suitable class of real valued harmonic" functions. Ideally, such a class should:
0. Introduction A major theme in the study of function theory on bounded domains in C n is the study of the boundary values" of holomorphic functions on the Bergman-Shilov boundary. Often, the study of boundary values involves de ning a suitable class of real valued harmonic" functions. Ideally, such a class should:
1 Contain all real and imaginary parts of bounded holomorphic functions. 2 Be describable as Poisson integrals" over the Bergman-Shilov boundary against a real kernel the Poisson" kernel. 3 Be invariant under all bi-holomorphisms of the domain.
4 Be describable as the nullspace H L of a degenerate-elliptic system L of second order di erential operators. We refer to H L as the space of Lharmonic functions. In the literature, at least two classes of harmonic functions and their boundary behavior have been investigated: the -harmonic functions, where is the LaplaceBeltrami operator and the Poisson-Szeg o i n tegrals of functions on the BergmanShilov boundary, as de ned in H and K . Neither of these classes is entirely satisfactory in that in general, the -harmonic functions fail the second condition and the Poisson-Szeg o i n tegrals fail the fourth. BV .
In this work, we study several di erent classes of functions which satisfy some possibly weakened form of the above conditions in the context of bounded homogeneous domains in C n . The study of this class of domains is already both interesting and challenging in that, in general, for such domains, the Bergman-Shilov boundary is much smaller than the topological boundary and the topological boundary is not smooth. c.f. S1 and S2 . We make heavy use of the fact that any such domain is realizable as a Siegel domain of type I or II. Explicitly, let V R n be an open, convex cone which d o e s not contain straight lines. We assume that the cone V is homogeneous, i.e. there is an algebraic subgroup S of Gln; R which acts transitively on V via the usual representation of Gln o n R n . W e denote this representation by . S may b e taken to be a triangular subgroup which acts simply transitively on V. Suppose
The rst two authors were supported by KBN grant 2 P301 051 07 and the third author was supported by NSF Grant 8505771 further that we are given a complex vector space Z and a Hermitian symmetric, bi-linear mapping K : Z Z ! C n . W e shall assume that a Kz;z 2 V for all z 2 Z b Kz;z = 0 implies z = 0
The Siegel domain D associated with this data is de ned as D = fz 1 ; z 2 2 Z C n : =z 2 , Kz 1 ; z 1 2 V g :
The domain is said to be type I or II, depending upon whether or not Z is nontrivial.
The Bergman-Shilov boundary B of D is de ned as B = fz 1 ; z 2 2 Z C n : =z 2 = Kz 1 ; z 1 g:
Suppose further that we are given a complex linear algebraic representation of S in Z such that K sz; sw = sKz;w for all z;w2 Z : The group S acts on D by 0.1 sz;w = sz; sw:
We let R n act on D by translation:
0.2 xz;w = z;w+ x; x 2 R n : Finally, w e let Z act by 0.3 z 0 z;w = z + z 0 ; w+ 2 iKz;z 0 + iKz 0 ; z 0 :
These actions generate a completely solvable group G which acts simply transitively on D. The action of the group G extends to B and the nilpotent group N generated by transformations 0.2 and 0.3 acts simply transitively on B.
Every bounded homogeneous domain in C n is biholomorphic to a homogeneous Siegel domain on which the group G described above acts simply transitively. This group plays a fundamental role in our theory. 1 In fact, in D and DH , a general class of solvable lie groups which includes G were studied. These results apply to the space of bounded L-harmonic functions for a single, second order, degenerate-elliptic, G-invariant operator L which also satis es the H ormander condition. Following Furstenberg, Guivarc'h and Raugi, it was shown how to associate with every such operator, a class of boundaries and, on each boundary, a P oisson kernel P L . It is also proved that every bounded 1 The importance of the group G was noticed by Kor anyi and Stein almost thirty y ears ago in their study of the Hardy spaces H p D cf. e.g. KS1 and KS2 . Later the group G and its representations played a fundamental role in the work of Rossi and Vergne, RV1 , RV2 . L-harmonic is the integral over the maximal boundary of a function against the corresponding Poisson kernel. Using these results, we prove the following, which i s one of the main results of the current w ork:
Let L be a G-invariant, real, second order operator which satis es the H ormander condition and annihilates holomorphic functions on a homogeneous Siegel domain D. The Shilov-Bergman boundary B is one of the boundaries associated with L. Let P L be the corresponding Poisson kernel on B. Then every bounded holomorphic function F on D is the Poisson integral F = P L f of the boundary values f of F on D.
Moreover, For every homogeneous Siegel domain there exists an operator L as above for which the maximal boundary is B.
In fact, for a given homogeneous domain there are many such operators. Taken together, the above results imply that the space of L-harmonic functions satisfy conditions 1-4 stated above, except that in condition 3, invariance under the full automorphism group of the domain is replaced by the weaker condition of invariance under the transitive group G. On the other hand, condition 4 is strengthened harmonicity is de ned in terms of the nullspace of a single di erential operator. This may be viewed as a characterization of the Bergman-Shilov boundary by means of a di erential operator suggested by E. M. Stein many y ears ago.
If the operator L were invariant under all of Aut D, then of course the stronger form of condition 3 would follow. It general, however, it seems that the algebra of Aut D-invariant di erential operators may be just the algebra generated by , the Laplace-Beltrami operator for the Bergman metric on D. In general, the -harmonic, bounded functions are not reproducible from their boundary values on the Bergman-Shilov boundary, except if D is a product of balls. Thus, it seems that in order to retain condition 3, we are forced to consider invariant systems of di erential operators. In this work, following an idea suggested to us by Nolan Wallach, we de ne a canonical system HJKthe Hua system in terms of a contraction of @@ against the curvature tensor. Our main result concerning this system is:
For every homogeneous Siegel domain, there exists a canonical system which we call the Hua system and denote HJK. L 1 functions on the Bergman-Shilov boundary. In D and DH some probabilistic tools are used so restriction to the second order degenerate elliptic operators is necessary. This also explains why w e are unable to go beyond second order systems in the present paper. Our proofs are inductive, relying both on the characterization of bounded homogeneous domains as Siegel domains of type I and II due to PS , as well as the structure theory of homogeneous cones due to V . We also, of course, use the results of DH . Section 1. The Hua Operators In this section, we de ne the Hua operators in general and compute them in the context of a bounded homogeneous domain.
Let D be a K ahlerian manifold and let T be the real tangent bundle for D. We shall not need to indicate its dependence on D in our notation. We assume that the reader is familiar with the basic properties of K ahlerian manifolds and their Riemannian connection. See e.g. He . Let T c = T 10 T 01 be the decomposition of T c into holomorphic and anti-holomorphic vector elds. T c is, of course, the complex tangent bundle. We h a ve a similar decomposition T c = T 10 T 01
where T ij is the annihilator of T ji in T c . Hence, T ij is the dual space of T ij . On the other hand, it is known that f is the contraction of O 2 f O , p. 86. It is easily seen from Lemma 1.1 that this is exactly the quantity on the right.
Our next goal is to compute a formula for HJKin the case that D is a bounded homogeneous domain. Thus, in view of PS and V we m a y assume that there is a connected, simply connected Lie group G which acts simply transitively on D and that this action is real analytic in the G-variable and is holomorphic in the D variable. We let x o be a xed base point i n D.
Let G denote the Lie algebra of G. In general, we shall adopt the convention that upper case Roman letters will be used to denote Lie groups and that the corresponding upper case script letter will automatically denote the corresponding Lie algebra.
The complex tangent space T c x o may be identi ed with G c and G-invariant vector elds on D with left-invariant v ector elds on G. The set of elements X in G c which annihilate holomorphic functions at x o is denoted by P. Clearly P is a complex subalgebra of G c . Since left translation preserves holomorphic functions, a vector eld X 2 P is a section of the bundle T 01 . W e let Q = P. The vector elds valued in Q de ne the sections of the bundle T 10 .
Note that since T c = T 10 T 01 , w e h a ve G c = P Q The Siegel domain of type I associated with a homogeneous regular cone V as described in the introduction is the domain in C n de ned by E = R n + iV:
i.e. for such domains the space Z is trivial. Let S an algebraic subgroup S of Gln; R which acts transitively on V via the usual action of Gln o n R n . I t i s a result of V that S may b e t a k en to be a triangular subgroup which acts simply transitively on V. W e m a y also assume that S contains tI for all t 2 R + . W e shall let c 2 V be a xed base point. The group S acts on E by matrix multiplication. We let M = R n thought of as a commutative Lie algebra. The corresponding Lie group M is R n under addition. This group acts on E by translation. These two actions generate a simply transitive subgroup G of the automorphism group of E. The group G is the semidirect product G = M s S where the S action on M is matrix multiplication. We shall identify M and S with the corresponding subalgebras of G and hence, M and S with subgroups of G. Let be the representation of S on R n de ned by letting S act on R n by matrix multiplication. We shall also let denote the action of the Lie algebra S on R n obtained by di erentiating . Since S acts simply transitively, the mapping of S into R n de ned by X = Xc is a vector space isomorphism. We extend and to S c by complex linearity. Then we h a ve the following:
2.1 Lemma. P = fY ; i YjY 2 S c g.
Proof We consider E R n R n . Then the tangent space at ic is R n R n . The tangent space is also identi ed with G = M s S. The identi cation is de ned by mapping X;Y 2 G into X;Y 2 R n R n . Under this identi cation, the space de ned in the statement of the lemma maps onto the Cauchy-Riemann operators, proving the lemma.
It follows that the complex structure on the tangent space is de ned by the
There is an algebraic description of the general homogeneous cone which i s d u e to Vindberg which w e shall require. We de ne a product on S by the equality
Since is a Lie algebra representation, it is easily seen that for all X and Y in S, XY , Y X = X;Y :
The operation just introduced is useful in describing the operator M introduced Our next goal is to explicitly compute the operator M ZX for Z 2 Q o . F or this, we shall also require an algebraic description of the Riemannian structure of the domain. Assume, for the moment, that the Riemannian structure in question is that derived from the Bergman metric. Since this structure is G-invariant, it is de ned by a scalar product g on the Lie algebra G. Koszul Kl , Formula 4 .5 proved the existence of a functional 2 G such that this scalar product is given This functional has a very simple description in terms of the normal decomposition" of S, which will be explained after Proposition 2.6. Since g is J-invariant, Using formula 2.4 and the fact that M is abelian, it is easily seen that is zero on S;S . Moreover M and S are orthogonal. This easily implies:
2.5 Lemma. For X = iA; A and Z = iB; B , HZ;X = AB:
To describe M , w e shall require the`dual' product on S. W e de ne a product ' o n S by the equality AB;C = B;AC:
This product is, in fact, the`' product on S induced from the dual cone, although we shall not require this fact. Now, let X = iA; A 2 Q and Z = iB; B 2 Q . Then we h a ve the following proposition which follows easily from formula 2.2.
2.6 Proposition. M ZX = iBA; B A:
To obtain more precise results, we shall need to use the structure theory of clans due to Vindberg. Let r be the rank of S. 2.11 The functional is zero on S ij for i j , and by de nition, e ii = ge ii ; e ii . Therefore is zero on P i j S ij S .
We refer to the above properties as the`properties of the normal decomposition'. In fact 2.11 can be derived easily from 2.7-2.10, the orthogonality o f the decomposition G = M Sand the invariance of g under J. T o understand the meaning of 2.7-2.11, it helps to keep the following example in mind.
2.12 Example: 1 Let X be the set of n n, real, symmetric matrices and let V X be the cone of positive de nite matrices. The group S of all invertible upper-triangular matrices with positive diagonal acts simply transitively on V by means of the representation de ned by SX = SXS t :
The di erentiated representation of S then is given by AX = AX + XA t :
We c hoose c = I as our base point. Then A = AI = A + A t : If B 2 S , then BA is de ned by BA = ,1 BA + A t = ,1 BA + A t + A + A t B t :
The space S ij are just the space of matrices which are non-zero only in the i; j position. The elements e ii are the diagonal matrices which h a ve 1 =2 in the i; i entry and all other entries zero. The functional may be taken to be the trace. The properties for the normal decomposition are easily veri ed in this case.
We shall also need information on how interacts with the normal decomposition. This is most easily stated in terms of the spaces T ij = S r,j r ,i :
The following is a simple consequence of the observation that the normal decomposition is an orthogonal decomposition.
2.13 Proposition. The operation satis es the properties of the normal decomposition with respect to the spaces T ij .
One requirement for the boundary theory which w e utilize is a detailed knowledge of the root structure of G. This too is readily obtained from the normal decomposition. Let A S be the span of the e ii and let N = X i j S ij :
Then N is the unipotent radical for S and A is the maximal torus for both S and for G. Let Let D be a Siegel domain of type II as described in the introduction nontrivial Z. The group G generated by the actions 0.1, 0.2, 0.3 may be algebraically described as follows. Let = =K. W e let M = Z R n with the Lie structure z 1 ; t 1 ; z 2 ; t 2 = 0; 4 z 1 ; z 2 :
The corresponding group is M with the product z 1 ; t 1 z 2 ; t 2 = z 1 + z 2 ; t 1 + t 2 + 2 z 1 ; z 2 :
However, following our convention of denoting Lie groups by upper case Roman letters, we shall denote this space by M when it is considered as a group. This matches with the notation for tube domains, which correspond to the case Z = 0 .
From now o n M will be understood in this larger sense.
Let G = M s S where sz;ts ,1 = sz; st. Then, G is a completely solvable group which acts simply transitively on D. The corresponding identi cation of G with D is de ned by 3.1 z;t; s ! z;t+ i sc + iKz;z: We shall let T = R n s S G. Note that T is the group of the Type I domain E = R n + iV. The Lie algebra of T will be denoted by T .
We identify the tangent space of D at ic with G. Let J : G ! G de ne the complex structure. From formula 3.1, it is easily seen that J : T ! T and on this set acts as described below Lemma 2.1. It also follows from formula 3.1 that on Z, J is just multiplication by i. Next, we assume that the Riemannian structure may be de ned by a formula such as formula 2.3 above where 2 G . Notice that then jT de nes a Riemannian structure for T .
As before, we shall also let denote the representation of S in Z obtained by di erentiating . Since by assumption is algebraic, we know that A is diagonalizable over R. Thus, we m a y decompose Z into a direct sum of root spaces for A under . Let f 1 ; 2 ; : : : ; k g be the set of root functionals in A . The following is well known. We include the proof for sake of completeness.
3.2 Lemma. Let i be a s a b ove Proposition 2.14 Then f 1 ; 2 ; : : : ; k g f 1 =2; 2 =2; : : : ; r =2g:
Proof Let Z 2 Z b e a r o o t v ector for A under corresponding to the root functional 2 A . Then, U = KZ;Z is a non-zero root vector for corresponding to 2 . It follows from Proposition 2.14 that = i + j =4 for some choice of i j. We need to show that necessarily, i = j. Suppose that i j . Let X = ,1 U 2 S ij . Then for all A 2 A , A XZ = A; X Z + X AZ = A XZ where = i , j =2 + = 3 4 i , 1 4 j : We know from the previous paragraph that such a functional cannot be a root for . Hence XZ = 0. But then XU = 0 . W e obtain our contradiction by noting that then XX = ,1 X Xc = ,1 XU = 0, proving that X = U = 0 and hence that Z = 0 .
From now o n R, M , N de ned before Proposition 2.14 will be understood in this more general situation i.e. when M = ZR n . W e assume that our Riemannian structure is de ned via a functional 2 G as in formula 2.3 above.
3.3 Corollary. The functional is zero o n Z.
Proof Let A 2 A and Z 2 Z . Then JA2 S. Hence A; Z = JA;JZ = 0 :
Our corollary follows since, from Lemma 3.2, Ad A maps Z onto Z.
We let Z i denote the root space corresponding to i =2 i n Z. Then Z = X Z i :
Furthermore, in L,
The subalgebra Q is the set of all elements X , p ,1JX
where X 2 G c . F or each i, w e de ne Q i to be the set of all elements X , p ,1JX as above where X 2 Z i c . F or any pair of indecies i; j, we de ne Q ij to be the set of such elements where X 2 M ij c . Clearly, the spaces Q ij and Q i together span Q. F urthermore, the space Q T = X Q ij is the algebra which w e called Q in the last section relative to the domain E. Let f i be the complex dimension of Q i . For any subscript , w e de ne P = Q . Then, from formula 3.4, To get 3.7 one has to prove that HRE ij ; Z l E mm ; E mm = 0, which is an easy but a tedious calculation based on two facts: 3.8 MZ l E ij = 0 and 3.9 ME ij Z k Z k c :
Indeed, since P is a subalgebra, we h a ve
Analogously Q E ij ; Z k = Q E ij ; Z k = E ij ; Z k ; which for i = j is included in Z k c and for i j belongs to the root space i , j 2 + k 2 , which is zero. We claim that C ; ij = 0 unless i = j = m and = . F urthermore, in this case we get c ,1 m .
To prove this, let X = A , p ,1JAbe an element o f Q T where A 2 A . Then, JA2 M and hence X;Z i = A , iJA; Z i = A + iJA; Z i 2 P :
It follows that MXZ i and MZ i X = 0 ; In particular, the rst term to the right of the equality in formula 3.7 is zero.
Next, from formula 3.5, we note that MZ i Z j belongs to Q ij . Hence, the third term on the right in formula 3.7 will be zero unless i = j = m. The same is true for the fourth term since this term is just the conjugate of the third. The following lemma clearly nishes the proof of our claim. In fact, this will also nish the proof of Theorem 3.6.
3.10 Lemma. The rst equality follows by applying Q to formula 3.11.
For the second equality, recall that, by 3.8, MZ i is zero on Q T . It follows that M Z i E mm is H-orthogonal to Q T and hence belongs to Z c . Also HM Z i E mm ; Z j = HE mm ; M Z i Z j : This is zero unless i = j = m, in which case, the rst part of the lemma proves our result.
Section 4. Alternative reproducing kernels for holomorphic functions
In this section we consider G-invariant real second order elliptic degenerate operators L on D, which annihilate holomorphic functions. We are going to apply the 
where We c hoose a basis of Q as in the previous section. Let fE ij g, 1 i j r, 1 d ij be the basis for Q T and fZ j g, 1 j k, 1 f j , the basis for Z. The vector Y 0 will play a special role in our discussion. We wish to apply the boundary theory of DH to operators described in Proposition 4.7. We let R + denote the set of roots such that It is important to notice that R + is non-empty. In fact, it is clear from Proposition 2.14 that for all i j such that S ij 6 = 0 , i + j =2 2 R + : It turns out that all L from Proposition 4.7 give rise to reproducing kernels on M, although their maximal boundaries may be larger. For that we h a ve to explain the idea of a boundary for L and consider not only the maximal boundary but also the smaller ones. We shall say that a subalgebra N 0 of N is homogeneous if it is normalized by A. Clearly M = G=S is a boundary for L. Let P M be the corresponding Poisson kernel. We are going to prove that P M reproduces bounded holomorphic functions. This is not totally obvious unless B = G=S and P M = P. 4.17 Lemma. Let a nilpotent Lie algebra N = N 1 N 0 be a sum of two linear subspaces N 1 and N 0 . Assume that we can nd a basis E 1 ; :::; E n of N such that every E j belongs either to N 1 or to N 0 and, in coordinates x = expx 1 E 1 + ::: + x n E n , the multiplication in N = exp N is given by xy i = x i + y i + T i x 1 ; :::; x i,1 ; y 1 ; :::; y i,1 with T i 2 C 1 N independent of x i ; :::; x n ; y i ; :::; y n . Then exp N 1 exp N 0 3 x 1 ; x 0 ! x 1 x 0 2 N is a di eomorphism.
For the proof of Lemma 4.17, which b y all means is standard, see e.g. the preliminaries of DH . Although Lemma 4.17 is not formulated there in the above form, the proof is essentially the same as the proof of Lemmas 1.21, 1.22, 1.25 there. In every such situation we are going to consider the corresponding projections Remark. The last chapter of the paper will be devoted to the proof of an analogous theorem with the Hua diagonal operators playing the role of L 1 . This involves somewhat more work because, except for the case of the tube over the cone of symmetric real r r matrices see the next section, it is not known whether or not there is a linear combination of Hua diagonal operators which satis es the hypotheses of L 1 .
For the proof of both theorems we need a technical lemma, which will be formulated and proved below. Before that we m ust introduce some notation. Once Proposition 6.3 has been proved, then Theorem 6.1 will follow a s i n t h e proof of Theorem 4.21. N k is a normal subgroup of N. It similarly follows by induction applied to the quotient group S=N k+1 that the limit in 6.9 exists in C 1 c for all k and elements of F k are constant on cosets of the normal subgroup N k . F urthermore, the same holds for boundary functions from F k . Moreover, suppose that F k 2 F k and that F k+1 is related to F k as in 6.9 and that the corresponding boundary functions are f k and f k+1 respectively. Then f k equals f k+1 on N k = exp N k , where N k = X 1i j k S ij :
From Lemma 6.8, f k is also constant on cosets of N 1 . Proposition 6.4 clearly follows from the following:
6.10 Lemma. Each F k 2 F k is constant for 3 k r + 1 .
Proof Our proof will be inductive. For F 3 2 F 3 , since F 3 is constant on cosets of N 3 we h a ve: Moreover, since d 1 P i k d 1i , the coe cient b y Y 11 in 6.17 is strictly positive. As in the F 3 case, it follows that F k+1 is constant on right cosets of the group whose lie algebra is generated by Y 11 and Y 1k . Since this function is also constant on right cosets of N 0 , w e see that f k+1 , and hence F k+1 is constant, as desired.
This nishes the proof of Proposition 6.4 and hence of Theorem 6.1.
