We prove that there is a constant C ≤ 6.614 such that every Boolean function of degree at most d (as a polynomial over R) is a C ·2 d -junta, i.e. it depends on at most C ·2 
Introduction
The degree of a Boolean function f : {0, 1} n → {0, 1}, denoted deg(f ), is the minimum degree of a polynomial in R[x 1 , ..., x n ] that agrees with f on all inputs from {0, 1} n . (It is well known that every Boolean function has a unique representation over the reals, called the multilinear representation, of the form S⊆[n] a S i∈S x i , and that deg(f ) is the degree of the multilinear representation of f .) Minsky and Papert [MP88] initiated the study of combinatorial and computational properties of Boolean functions based on their representation by polynomials. We refer the reader to the excellent book of O'Donnell [O'D14] on analysis of Boolean functions, and surveys [BDW02, HKP11] discussing relations between various complexity measures of Boolean functions.
An input variable x i is relevant for a Boolean function f if it appears in a monomial of the multilinear representation of f with nonzero coefficient. Let R(f ) denote the number of relevant variables of f . We say that f is a t-junta if R(f ) ≤ t. Nisan and Szegedy [NS94] , proved that R(f ) is at most at most deg(f ) · 2 deg(f )−1 .
Let R d denote the maximum of R(f ) over Boolean functions f of degree at most d, and let 
is an increasing function of d it approaches a (possibly infinite) limit C * ≥ 1.
In this paper we prove: Theorem 1.1. There is a positive constant C so that R(f )2 − deg(f ) ≤ C for all Boolean functions f , and thus
Throughout this paper we use [n] = {1, . . . , n} for the index set of the variables to Boolean function f . A maxonomial of f is a set S ⊆ [n] of size deg(f ) for which i∈S x i has a nonzero coefficient in the multilinear representation of f . A maxonomial hitting set is a subset H ⊆ [n] that intersects every maxonomial. Let h(f ) denote the minimum size of a maxonomial hitting set for f and let h d denote the maximum of h(f ) over Boolean functions of degree d. Our key lemma, proved in Section 2 is:
This is proved in Section 4. As explained there the h(f ) ≤ 2d(f ) 3 is implicit in previous work, and an additional argument eliminates the factor of 2.
Using Lemma 1.3, the summation in the upper bound of Lemma 1.2 converges and Theorem 1.1 follows.
Once we establish that C * is finite, it is interesting to obtain upper and lower bounds on C * . The best bounds we know are 3/2 ≤ C * ≤ 6.614. We discuss these bounds in Section 3.
Filmus and Ihringer [FI18] recently considered an analog of the parameter R(f ) for the family of level k slice functions which are Boolean functions whose domain is restricted to the set of inputs of Hamming weight exactly k. They showed that, provided that min(k, n−k) is sufficiently large (at least B d for some fixed constant B) then every level k slice function on n-variables of degree at most d depends on at most R d variables. (See [FI18] for precise definitions and details.) Thus our improved upper bound on R d applies also to the number of relevant variables of slice functions.
Proof of Lemma 1.2
Similar to Nisan and Szegedy, we upper bound R(f ) by assigning a weight to each variable, and bounding the total weight of all variables. The weight of a variable used by Nisan and Szegedy is its influence on f ; the novelty of our approach is to use a different weight function.
For a variable x i , let deg i (f ) be the maximum degree among all monomials that contain x i and have nonzero coefficient in the multilinear representation of f . Let
To prove the reverse inequality, let f be a function of degree at most d with R(f ) as large as possible subject to W (f ) = W d . We claim that deg i (f ) = d for all relevant variables. Suppose for contradiction deg i (f ) < d for some x i . Let g be the function obtained by replacing x i in f by the AND of two new variables
Therefore to prove Lemma 1.2 it suffices to prove that
Let H be a maxonomial hitting set for f of minimum size. Note that deg i (f ) = d for all i ∈ H (otherwise H − {i} is a smaller maxonomial hitting set). We have:
A partial assignment is a mapping α : [n] −→ {0, 1, * }, and F ixed(α) is the set {i :
is the set of partial assignments α with F ixed(α) = J. The restriction of f by α, f α , is the function on variable set
. For any i ∈ J.
Proof. Let j ∈ J and write f 0 for the restriction of f by x j = 0 and f 1 be the restriction of f by
We proceed by induction on |J|. For the basis case |J| = 1 we have J = {j}
• Iff 1 does not depend on x i , then w i (f ) = w i (f 0 )/2.
• Suppose f 1 and f 0 both depend on
) then every monomial of f 0 appears in f = x j (f 1 − f 0 ) + f 0 with the same coefficient and therefore
In every case, we have w i (f ) ≤ (w i (f 0 ) + w i (f 1 ))/2, as required.
For the induction step, assume |J| ≥ 2. By the case |J| = 1, we have
Apply the induction hypothesis separately to f 0 and f 1 with the set of variables J − {j}:
To complete the proof of Lemma 1.2, apply Claim 2.2 with J being the minimum size hitting set H, and sum over all i ∈ [n] − H to get:
Combining with (Eq. The best upper and lower bounds we know on C * are:
Theorem 3.1. 3/2 ≤ C * ≤ 6.614.
For the upper bound, Lemma 1.2 implies that for any positive integer d,
by the result of Nisan and Szegedy mentioned in the introduction, we have
The minimum occurs at the largest d for which the summand d 3 2 −d > 1/2 which is 12. Evaluating the right hand side for d = 12 gives C * ≤ 6.614.
We lower bound C * by exhibiting, for each d a function Ξ d of degree d with l(d) = 
for all s, t ∈ {−1, 1} and x, y ∈ {−1, 1} 4 Proof of Lemma 1.3
In this section, we will show that for any Boolean function
In an unpublished argument, Nisan and Smolensky (see Lemma 6 of [BDW02] ) proved
, where bs(f ) is the block sensitivity of f . A result from [NS94] (see Theorem 4 of [BDW02] ) says bs(f ) ≤ 2d(f ) 2 , which implies that h(f ) ≤ 2d(f ) 3 . We now show how to eliminate the factor 2 in the upper bound.
Recall that for Boolean functions f : {0, 1} n → {0, 1} and g : {0, 1} m → {0, 1}, their composition
is a Boolean function in mn variables with variable set {t i,j : i ∈ [n], j ∈ [m]}. We begin by showing that degree and maxonomial hitting set size are multiplicative, i.e., d(f
The former property is well known: the set of monomials of f • g is the set of all monomials of the form c M x i ∈M m i , where M = c M x i ∈M x i is a monomial of f (x 1 , x 2 , . . .) and, for all relevant i, m i is a monomial of g(t i,1 , t i,2 , . . .). The degree of such a monomial is maximized when M and all corresponding m i 's are maxonomials, in which case its degree is
We now show that h(f • g) = h(f )h(g). It is easy to check that S 0 = {(i, j) : i ∈ S 1 , j ∈ S 2 } is a maxonomial hitting set of f • g, where S 1 is any maxonomial hitting set of f (x 1 , x 2 , . . .) and S 2 is any maxonomial hitting set of g(t 1,1 , t 1,2 , . .
} be a maxonomial hitting set of f • g. Let S i be the set of pairs in S with first coordinate i, and let S ′ be the set of all i ∈ [n] such that S i is a maxonomial hitting set of g(t i,1 , t i,2 , . . .). We claim that S ′ is a maxonomial hitting set of f (x 1 , x 2 , . . .). (Suppose not. Then there is a maxonomial M f that S ′ does not cover. For each i such that x i ∈ M f , there is a maxonomial M i of g(t i,1 , t i,2 , . . .) that is not hit by S i . Then, i:x i ∈M f M i is a maxonomial of f • g that is not hit by S.) This implies |S ′ | ≥ h(f ). Since i ∈ S ′ implies S i ≥ h(g), |S| ≥ h(f )h(g). Therefore h(f • g) ≥ h(f )h(g), and so h(f • g) = h(f )h(g).
Returning to the proof of the main result, assume for the sake of contradiction, that there exists a degree d 
